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Abstract. We introduce two new classes of graphs which we call convex-round, respectively
concave-round graphs. Convex-round (concave-round) graphs are those graphs whose vertices can
be circularly enumerated so that the (closed) neighborhood of each vertex forms an interval in the
enumeration. Hence the two classes transform into each other by taking complements. We show that
both classes of graphs have nice structural properties. We observe that the class of concave-round
graphs properly contains the class of proper circular arc graphs and, by a result of Tucker [Paciﬁc
J. Math., 39 (1971), pp. 535–545] is properly contained in the class of general circular arc graphs.
We point out that convex-round and concave-round graphs can be recognized in O(n + m) time
(here n denotes the number of vertices and m the number of edges of the graph in question). We
show that the chromatic number of a graph which is convex-round (concave-round) can be found
in time O(n+m) (O(n2)). We describe optimal O(n+m) time algorithms for ﬁnding a maximum
clique, a maximum matching, and a Hamiltonian cycle (if one exists) for the class of convex-round
graphs. Finally, we pose a number of open problems and conjectures concerning the structure and
algorithmic properties of the two new classes and a related third class of graphs.
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coloring, maximum matching, maximum clique, linear algorithms, recognition
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1. Introduction. An interval graph is the intersection graph of a family of linear
intervals; a proper interval graph is the intersection graph of an inclusion-free family
of linear intervals. A circular arc graph is the intersection graph of a family of circular
arcs; as above, it is called proper if the family can be chosen to be inclusion-free.
Algorithmic aspects of interval graphs and circular arc graphs have been inten-
sively studied; cf. [13]. Interval graphs can be recognized in linear time (i.e., O(n+m)
where n and m are, respectively, the numbers of vertices and of edges of the input
graph) [6, 19]. There exists an O(n2) algorithm to recognize circular arc graphs [10].
Many optimization problems such as ﬁnding a maximum independent set, a maximum
clique, a minimum dominating set, and so on, can all be solved eﬃciently for both
interval graphs and circular arc graphs [1, 4, 15]. It is worth noticing that the min-
imum coloring problem is solvable in polynomial time for proper circular arc graphs
but NP-complete for general circular arc graphs [3, 11, 26].
An important feature of proper circular arc graphs is that the vertices can be
circularly enumerated so that the neighbors of each vertex v, together with v itself,
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Fig. 1. A graph which is concave-round and convex-round.
appear consecutively in the enumeration (see [13]). More precisely, if G is a proper
circular arc graph, then the vertices of G can be circularly enumerated, v1, v2, . . . , vn,
so that the closed neighborhood of each vertex vi forms a set {vi−l, vi−l+1, . . . , vi+r}
for some l, r ≥ 0 (which depend on i), where the addition and subtraction are modulo
n. However, not all circular arc graphs enjoy this property. Because of this, many
problems can be solved much more eﬃciently for proper circular arc graphs than for
general circular arc graphs. For instance, the recognition problem and the maximum
clique problem for proper circular arc graphs can be solved in linear time (see [3, 9]),
but no linear time algorithms are known for general circular arc graphs.
In order to better understand the above feature of proper circular arc graphs, we
introduce two new classes of graphs as follows: A graph G is concave-round if the
vertices of G can be circularly enumerated, v1, v2, . . . , vn, so that the closed neigh-
borhood of each vertex vi forms a set {vi−l, vi−l+1, . . . , vi+r} for some l, r ≥ 0. Here
l, r depend on i and the addition is modulo n. We shall refer to the circular enu-
meration v1, v2, . . . , vn as a concave-round enumeration and often denote it by L. A
graph is convex-round if it is the complement of a concave-round graph, that is, if
the neighborhood of each vertex forms an interval in the enumeration. Within the
class of bipartite graphs, convex-round graphs form a proper subclass of so-called
convex bipartite graphs. Convex bipartite graphs have nice algorithmic properties and
practical applications; see [7, 8, 12, 20, 22, 24, 29, 32]. In [20], a superclass of con-
vex bipartite graphs was introduced under the name circular convex bipartite graphs.
Even though this name seems to indicate that a circular convex bipartite graph must
also be convex-round, this is not the case, as one can see from the deﬁnition in [20].
Let L = v1, v2, . . . , vn be a circular enumeration of the vertices of a graph G. A
vertex vi is concave with respect to L if the closed neighborhood of vi forms an interval
in L. A vertex vi is convex with respect to L if its neighborhood forms an interval in
L. A circular enumeration L of V (G) is a concave-round (convex-round) enumeration
of V (G) if all vertices of G are concave (convex) with respect to L. Figure 1 shows a
concave-round and a convex-round enumeration of the same graph.
It is easy to see that every induced subgraph of a concave-round (convex-round)
graph is concave-round (convex-round). It follows from the deﬁnition of a concave-
round graph and an earlier remark on a feature of proper circular arc graphs that all
proper circular arc graphs are concave-round graphs. But the converse is not true,
that is, there exist concave-round graphs which are not proper circular arc graphs.
So the class of concave-round graphs strictly contains the class of proper circular arc
graphs. See Figure 2 for examples of graphs showing relationships between the above
classes.
In this paper we study the structure of concave-round and convex-round graphs.
We prove that the chromatic number problem can be solved in time O(n2) for both
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Fig. 2. Graphs showing the relations between concave-round, convex-round graphs, and circular
arc graphs: G1, G4 are convex-round but not circular arc graphs; G3 is a circular arc graph but is
neither concave-round nor convex-round; G5 is a proper circular arc graph and concave-round; G6
is concave-round but not a proper circular arc graph; G2 is neither concave-round nor convex-round,
but with respect to the labelling shown, every vertex is either concave or convex.
of these classes. (The reason why our algorithms are O(n2) is that the operation of
taking complementary graphs is used.) We describe optimal linear time algorithms
for ﬁnding a maximum clique, a maximum matching, and a Hamiltonian cycle (if one
exists) for convex-round graphs. Since every concave-round graph is a circular arc
graph (see Theorem 3.1) and since the above three problems can be solved eﬃciently
for circular arc graphs (see [4, 23, 27]), these three problems are eﬃciently solvable
for concave-round graphs. Due to this and space considerations, we shall concentrate
more on the algorithmic aspects of convex-round graphs. However, we wish to point
out that none of the algorithms in [4, 23, 27] achieves optimal running time and we
believe this is possible for each of the above problems when restricted to concave-round
graphs.
2. Terminology and notation. We assume all graphs are ﬁnite and simple,
i.e., they contain no loops or multiple edges. For standard terminology, we refer to
[5].
Let G be a graph. We shall use V (G) (resp., E(G)) to denote the set of vertices
(resp., the set of edges) in G. We shall always use n (resp., m) to denote the number of
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vertices (resp., edges) of G. Two vertices x, y ∈ V (G) are adjacent and y is a neighbor
of x if xy ∈ E(G). If xy /∈ E(G), then y is a nonneighbor of x. The neighborhood of
x, denoted by N(x), is the set of all neighbors of x. The closed neighborhood of x,
denoted by N [x], is deﬁned as N(x) ∪ {x}.
A graph is bipartite if the vertex set V (G) can be partitioned into two sets A and
B such that every edge of G has one endvertex in A and the other in B. We shall
often use the terminology (A,B) for a bipartite graph with vertex set A ∪ B and we
only specify the set of edges E when this is necessary.
A graph G′ is a subgraph of G if V (G′) ⊆ V (G) and E(G′) ⊆ E(G). If, in
addition, E(G′) = {xy ∈ E| x, y ∈ V (G′)}, then G′ is an induced subgraph of G. For
each S ⊆ V (G), the subgraph of G induced by S, denoted by G〈S〉 or simply S, is the
unique induced subgraph of G with vertex set S. A clique of G is a subgraph G′ of G
for which every vertex in V (G′) is adjacent to every other vertex in V (G′). The size
of a largest clique in a graph G is denoted by ω(G).
Suppose that G is a graph and S ⊆ V (G) is a set of vertices of G. We shall use
G− S to denote the subgraph induced by V (G)− S. We shall write G− x instead of
G− {x}. If S contains no adjacent vertices, then S is called an independent set of G.
The size of a largest independent set is denoted by α(G).
Let G be a graph. The complement of G, denoted by G, is a graph such that the
vertex set of G is V (G) and two vertices are adjacent in G if and only if they are not
adjacent in G.
A path P of length k is a graph with the vertex set {x1, x2, . . . , xk+1} and the
edge set {x1x2, x2x3, . . . , xkxk+1}, such that all the vertices shown are distinct. We
shall call such a path an (x1, xk+1)-path and denote it by x1x2x3 . . . xkxk+1. A cy-
cle C of length k is a graph with the vertex set {v1, v2, . . . , vk} and the edge set
{x1x2, x2x3, . . . , xk−1xk, xkx1}. A Hamiltonian path (cycle) in a graph G is a path
(cycle) with vertex set V (G).
Suppose that x1x2x3 . . . xk is a path (resp., a cycle). Then vertices vi and vi+1
are called consecutive vertices. (The subscript addition is modulo k in the case of
cycle.) A path or a cycle is chordless (in a graph G) if nonconsecutive vertices are
not adjacent (in G).
A graph G is an interval graph if there is a one-to-one correspondence between
V (G) and a family I of intervals on the real line so that two vertices in G are adjacent
if and only if the two corresponding intervals intersect. If the family I can be chosen
so that no interval is contained in another, then G is called a proper interval graph. A
graph G is a circular arc graph if there is a one-to-one correspondence between V (G)
and a family F of circular arcs on a circle so that two vertices are adjacent in G if
and only if the corresponding two circular arcs intersect. As above, if the family F
can be chosen so that no circular arc is contained in another, then G is called a proper
circular arc graph.
A matrix whose entries belong to {0, 1} has the circular 1’s property for rows
(columns) if its columns (rows) can be permuted in such a way that the 1’s in each
row occur in a circular consecutive order. The augmented adjacency matrix of a graph
G is obtained from the adjacency matrix of G by adding 1’s along the main diagonal.
It is helpful to visualize a concave-round enumeration of the vertices of G by
putting the vertices v1, v2, . . . , vn clockwise around a circle. If a = vi and b = vj
are two vertices, then we deﬁne the interval [a, b] as the set {vi, vi+1, . . . , vj}, with
the subscription calculated modulo n. Thus in our visualized representation, the
interval extends from a to b clockwise. Similarly, we deﬁne (a, b) = [a, b] − {a, b},
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[a, b) = [a, b] − {b}, and (a, b] = [a, b] − {a}. It is easy to see from the remark above
that a graph is concave-round if and only if its augmented adjacency matrix has the
circular 1’s property for columns (and rows). Similarly, a graph is convex-round if
and only if its adjacency matrix has the circular 1’s property for columns (and rows).
LetG be a convex-round graph with a convex-round enumeration L = v1, v2, . . . , vn.
Suppose that G is bipartite. Then G is said to be bipartite with respect to L if there
exist i and j with i = j such that every edge of G has an endvertex in A = [vi, vj)
and an endvertex in B = [vj , vi). We shall refer to (A,B) as a bipartition of G with
respect to L.
3. Structure of concave-round graphs and convex-round graphs. In this
section we shall describe several structural results on graphs which are concave-round
or convex-round. These results will be used in the later sections. As we observed
earlier, concave-rounds graphs form a superclass of the class of proper circular arc
graphs. We will now show that they form a subclass of the class of circular arc
graphs.
Theorem 3.1. If a graph is concave-round, then it is a circular arc graph.
Proof. By a theorem of Tucker, see [13, Theorem 8.16, p. 190], a graph is a circular
arc graph if its augmented adjacency matrix has the circular 1’s property for columns.
As we remarked earlier the augmented adjacency matrix of any concave-round graph
has this property.
Theorem 3.2. There is a linear time algorithm for recognizing concave-round
(convex-round) graphs and ﬁnding (if it exists) a concave-round (convex-round) enu-
meration.
Proof. Checking whether a graph is convex-round can be done using PQ-trees
[6]: we are checking whether the adjacency matrix has the circular 1’s property for
columns. Instead of working with the adjacency matrix (whose size may not be
O(n+m) if m is not large) we can perform the checking by just giving the adjacency
lists of G (i.e., entries which correspond to a one). For details on PQ-trees, see [6, 13].
The same argument shows that we can decide whether a graph is concave-round in
time O(n+m). A convex-round (concave-round) enumeration can be found from the
resulting circular 1’s ordering.
A tournament is an orientation of a complete graph, i.e., an oriented graph in
which every pair of distinct vertices are joined by an arc. A tournament is transitive
if and only if it has no directed cycles. An oriented graph D = (V,A) is a local
tournament (local transitive tournament) if the set of out-neighbors as well as the set
of in-neighbors of each vertex v ∈ V forms a tournament (a transitive tournament)
[2, 14, 16].
The following lemma can be found in [16]; see also [28].
Lemma 3.3. Let G be an undirected graph; then each of the following are equiv-
alent:
1. G is a proper circular arc graph.
2. G can be oriented as a local tournament digraph.
3. G can be oriented as a local transitive tournament digraph.
Lemma 3.4. Let G be a concave-round graph with a concave-round enumeration
L = v1, v2, . . . , vn. Then G is a proper circular arc graph if G satisﬁes the following
three properties:
1. Every vertex of G has a nonneighbor.
2. G has no pair of vertices vi, vj such that (vi, vj ] ⊆ N(vi) and (vj , vi] ⊆ N(vj).
3. G has no pair of vertices vi, vj such that [vj , vi) ⊆ N(vi) and [vi, vj) ⊆ N(vj).
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Proof. By the assumption above, for each vertex vi we can distinguish those
neighbors of vi that are after vi and those that are before vi, namely, vj is after
(before) vi if and only if vi is adjacent to every vertex in [vi+1, vj ] ([vj , vi−1]). Now
we orient G by orienting an edge vivj from vi to vj if vj is after vi and from vj to vi
otherwise. It follows from the assumption in the lemma that this orientation is well
deﬁned. Furthermore, if vi→vj is an arc then vi is adjacent to every vertex in [vi+1, vj ]
and since vj has a nonneighbor in [vj+1, vi] (by the assumption of the lemma), we also
have that vj is adjacent to every vertex in [vi, vj−1]. This shows that the orientation
is a local transitive tournament orientation of G. Hence, by Lemma 3.3, G is a proper
circular arc graph.
In [16], the second author characterized all possible orientations of a proper circu-
lar arc graph as local tournaments. The following problem may be seen as an attempt
to generalize that result.
Problem 3.5. Given a graph G which is concave-round, what are the possible
concave-round enumerations of G?
We now turn our attention to convex-round graphs.
Lemma 3.6. Let G = (A,B) be a connected bipartite graph. Suppose that G is
convex-round with a convex-round enumeration L. Then G is bipartite with respect to
L.
Proof. Let [x, y] ⊆ A be an interval (with respect to L) which is maximal (in
terms of cardinality of [x, y]). If A ⊆ [x, y], then we are done; otherwise let w be
a vertex in A − [x, y] and let P = u1u2 . . . ul be a shortest path from [x, y] to w.
Then u2 ∈ B, and we must have N(u2) ⊆ [x, y] since u2 is adjacent to neither x−
nor y+ (here x− is the vertex “next” to x in counterclockwise direction and y+ is the
vertex “next” to y in clockwise direction). Therefore u3 ∈ [x, y], contradicting the
minimality of P .
Lemma 3.7. Let G be a connected convex-round graph with a convex-round enu-
meration L = v1, v2, . . . , vn. If vivi+k ∈ E(G) for some i, then either G is bipartite,
or at least one of [vi, vi+k], [vi+k, vi] is independent. Moreover, it can be decided in
time O(n+m) which of the above properties holds for G.
Proof. Since vivi+k ∈ E(G) and G is convex-round, we have N(vi) ⊆ (vi, vi+k) or
N(vi) ⊆ (vi+k, vi) and, similarly, N(vi+k) ⊆ (vi, vi+k) or N(vi+k) ⊆ (vi+k, vi).
Suppose ﬁrst thatN(vi) ⊆ (vi, vi+k) andN(vi+k) ⊆ (vi, vi+k). We shall show that
[vi+k, vi] is independent. Assume that [vi+k, vi] is not independent, i.e., there exists an
edge between two vertices in [vi+k, vi], say one of them is x1. Clearly, x1 can be chosen
such that x1 ∈ (vi+k, vi). Let P = x1x2 . . . xl be a shortest path from x1 to [vi, vi+k].
Then xl−1 is adjacent to xl ∈ (vi, vi+k) and a vertex in (vi+k, vi). Since xl−1 is convex,
we must either have xl−1vi ∈ E(G) or xl−1vi+k ∈ E(G). However, this contradicts
the assumption that N(vi) ⊆ (vi, vi+k) and N(vi+k) ⊆ (vi, vi+k). Therefore [vi+k, vi]
is independent. Analogously, if N(vi) ⊆ (vi+k, vi) and N(vi+k) ⊆ (vi+k, vi), then we
obtain that [vi, vi+k] is independent.
Suppose now that N(vi) ⊆ (vi, vi+k) and N(vi+k) ⊆ (vi+k, vi) (the case when
N(vi) ⊆ (vi+k, vi) and N(vi+k) ⊆ (vi, vi+k) can be handled analogously). Let x ∈
[vi+k, vi) be arbitrary. Observe that x cannot have edges to vertices in both (x, vi)
and in [vi, x), as this would imply that x is adjacent to vi, a contradiction. Thus we
can partition [vi+k, vi) into three sets A, L, and R as follows: A consists of vertices x
which have a neighbor in [vi, vi+k), L consists of vertices x with N(x) ⊆ (x, vi), and
R consists of vertices x with N(x) ⊆ [vi+k, x). Note that L = ∅ as it contains vi+k.
Since G is connected, we have that A = ∅.
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Let a ∈ A be chosen so that [vi+k, a) ∩ A = ∅. We claim that [a, vi) must be
independent. Assume that this is not the case and let x1 ∈ [a, vi) be chosen such that
x1 has an edge to a vertex in (x1, vi). Let P = x1x2 . . . xl be a shortest path from x1
to [vi, a). Clearly, N(xl−1)∩ (xl−1, vi) = ∅, as otherwise xl−1 would be adjacent to vi,
a contradiction. This implies that l ≥ 3 and xl−1 ∈ L. If xl−2 ∈ L, then xl−1 must
be adjacent to a, since xl−1 is convex, xl−2 ∈ [a, xl−1), and xl ∈ [vi, a). However,
this implies that a is adjacent to vi, which is a contradiction. Hence xl−2 ∈ L, which
implies that xl−2 ∈ R (the minimality of l ensures xl−2 /∈ A). However, this implies
that N(xl−1) ∩ (xl−1, vi) = ∅, a contradiction. Therefore [a, vi) is independent.
Now suppose that [vi+k, a) ∩ R = ∅. Let r ∈ [vi+k, a) ∩ R be chosen such that
[vi+k, r) ⊆ L. We will show that [r, a) ⊆ R. If this is not true, then there is a vertex
l ∈ [r, a) ∩ L such that [r, l) ⊆ R. Let P = x1x2 . . . xm be a shortest path from
r = x1 to [l, vi+k). As [vi+k, a) ∩ A = ∅ we must have xm ∈ [l, vi), xm−1 ∈ L, and
xm−2 ∈ R. However this implies that xm−1 and l is adjacent, a contradiction against
l ∈ L. Therefore [r, a) ⊆ R.
Let w ∈ L∩ [vi+k, a) be chosen such that (w, a)∩L = ∅. The choice of w, together
with the fact that [a, vi) is independent, implies that (w, vi) is independent. Using
the above arguments, we see that [vi+k, w] is also independent and, furthermore, the
vertices in [vi+k, w] can have edges only into (w, vi).
Repeating all the above arguments for [vi, vi+k), we can analogously obtain a
vertex w′ (in [vi, vi+k)), such that both (w′, vi+k) [vi, w′] are independent and vertices
in [vi, w
′] can have edges only into (w′, vi+k). This implies that both (w,w′] and (w′, w]
are independent, which proves G is bipartite.
By inspecting the proof above, we see that the following holds.
Corollary 3.8. Let G be a connected convex-round graph with a convex-round
enumeration L = v1, v2, . . . , vn. Suppose that vivi+k /∈ E(G). Then the following
statements hold:
1. If N(vi) ⊆ (vi, vi+k) and N(vi+k) ⊆ (vi+k, vi), then G is bipartite.
2. If N(vi) ⊆ (vi+k, vi) and N(vi+k) ⊆ (vi, vi+k), then G is bipartite.
3. If N(vi) ⊆ (vi, vi+k) and N(vi+k) ⊆ (vi, vi+k), then [vi+k, vi] is independent.
4. If N(vi) ⊆ (vi+k, vi) and N(vi+k) ⊆ (vi+k, vi), then [vi, vi+k] is independent.
The following lemma is easy to prove; we leave the details to the reader.
Lemma 3.9. Let C = v1v2 . . . vnv1 be a chordless cycle with n ≥ 5.
• If n = 2k with k ≥ 3, then (up to cyclic permutations and full reversal) there
is a unique concave-round enumeration L of C, namely, L = v1, v2, . . . , v2k.
Furthermore, there is no convex-round enumeration of C.
• If n = 2k + 1 with k ≥ 1, then (up to cyclic permutations and full rever-
sal) there is precisely one concave-round enumeration of C, namely, L1 =
v1, v2, . . . , v2k+1. Furthermore, there is precisely one convex-round enumera-
tion of C, namely, L2 = v1, v3, . . . , v2k+1, v2, v4, . . . , v2k.
Corollary 3.10. If a convex-round digraph is not bipartite, then it is con-
nected.
Proof. Suppose that G is convex-round with a convex-round enumeration L.
Assume that G contains an odd cycle C = v1v2 . . . v2k+1 (k ≥ 1). By Lemma 3.9, the
vertices of C must occur in the order v1, v3, . . . , v2k+1, v2, v4, . . . , v2k in L. Let v be
a vertex not on C. Then v must be between vi and vi+2 for some i ≤ 2k + 1 (the
addition is modulo 2k + 1). Since L is a convex-round enumeration, we see that v is
adjacent to vi+1. Hence every vertex of G is adjacent to at least one vertex of C and
therefore G is connected.
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Lemma 3.11. If G is concave-round and G is not bipartite, then G is a proper
circular arc graph.
Proof. Let L = v1, v2, . . . , vn be a concave-round enumeration of G and let C be
an arbitrary odd cycle in G. Since C is odd it is easy to check that for every edge
vivj in G, there is some edge vkvr in C such that vk, vr are either both in (vi, vj), or
both in (vj , vi). Suppose, without loss of generality, that vk, vr are both in (vj , vi) and
that, according to L, the vertices come in the order vj , vk, vr, vi. Now apply Lemma
3.7 to G and the edge vivj . It follows from the lemma that [vi, vj ] is an independent
set in G and hence a clique in G.
By Corollary 3.10, every vertex of G has a nonneighbor. Above we observed that
for every edge vivj in G, either [vi, vj ], or [vj , vi] is a clique. Combining these two
facts we see that for every edge vivj in G, either vi, vj both have a nonneighbor in
[vi, vj ], or they both have a nonneighbor in [vj , vi]. It follows that G satisﬁes 1–3 in
Lemma 3.4 and hence G is a proper circular arc graph.
4. Hamiltonian cycles in convex-round graphs.
Lemma 4.1. The Hamiltonian cycle problem is solvable in linear time for bipartite
graphs which are convex-round.
Proof. Since this follows from a more general result for circular convex bipartite
graphs (using a reduction to circular arc graphs) [20], we give here only the main idea
which is to reduce the problem to the same problem for interval graphs.
Let G be a connected bipartite graph which is convex-round with a convex-round
enumeration L = v1, v2, . . . , vn. By Lemma 3.6, there is a bipartition (A,B) of G
with respect to L. We have A = [vi, vj) and B = [vj , vi) for some i and j. We
assume that |A| = |B| as otherwise G has no Hamiltonian cycles. Let G′ be a graph
obtained from G by adding edges xy if x, y ∈ A and N(x) ∩ N(y) = ∅. The new
graph G′ is an interval graph: the interval family which represents G′ consists of one
interval containing just one point for each vk ∈ B = [vj , vi), and one interval which
represents the neighborhood of vs for each vs ∈ A = [vi, vj). It is easy to see that G is
Hamiltonian if and only if G′ is. Note that, given G and a convex-round enumeration
L of G, we can construct in time O(n + m) the interval representation of G′ (here
n and m are, respectively, the numbers of vertices and edges of G). Thus the claim
follows from the existence of an O(n) algorithm for ﬁnding a Hamiltonian cycle (if
one exists) in an interval graph with a given interval representation [18].
Theorem 4.2. The Hamiltonian cycle problem is solvable in time O(n+m) for
convex-round graphs.
Proof. Let L = v1, v2, . . . , vn be a convex-round enumeration of G. By Corollary
3.2, such an enumeration can be found in time O(n+m). If G is not connected, then
G is not Hamiltonian. So assume that G is connected.
If n is odd, then do the following. Let k = 12 (n − 1). If vivi+k ∈ E(G) for
all vi ∈ V (G), then the subgraph containing precisely the edge set {vivi+k : i =
1, 2, . . . , 2k+1} is a Hamiltonian cycle. If there is some vi ∈ V (G) such that vivi+k ∈
E(G), then Lemma 3.7 implies that either α(G) ≥ k+1 = 12 (n+1) or G is bipartite,
which in both cases implies that G is not Hamiltonian.
If n is even, then do the following. Let k = 12n. If there is some vi ∈ V (G) such
that vivi+k−1 ∈ E(G), then Lemma 3.7 implies that either [vi, vi+k−1] is independent,
or [vi+k−1, vi] is independent, or G is bipartite with respect to L. If [vi+k−1, vi]
is independent, then G is not Hamiltonian, because α(G) > 12n. If [vi, vi+k−1] is
independent, then by deleting all edges in G with both endpoints in (vi+k−1, vi) we
obtain a new convex-round graph, G′. Now G′ is bipartite with respect to L and,
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furthermore, G′ is Hamiltonian if and only if G is Hamiltonian. By Lemma 4.1, we
can decide whether G′ is Hamiltonian in time O(n+m), and thereby also whether G
is Hamiltonian in time O(n+m). If G is bipartite with respect to L, then by Lemma
4.1 we can decide whether it is Hamiltonian in time O(n + m). Therefore we may
assume that vivi+k−1 ∈ E(G) for all vi ∈ V (G). As G is convex-round, we must have
{vi+k−1, vi+k, vi+k+1} ⊆ N(vi). Now we see that G is Hamiltonian: If k is even, then
G contains the following Hamiltonian cycle:
v1vk+2v3vk+4 . . . v2kvkv2k−1vk−2v2k−3 . . . vk+1v1.
If k is odd, then G contains the following Hamiltonian cycle:
v1vk+2v3vk+4v5vk+6 . . . vkv2kvk−1v2k−2vk−3v2k−4 . . . v2vk+1v1.
Note that there exist highly connected convex-round graphs which contain a factor
(a spanning collection of disjoint cycles) but not a Hamiltonian cycle. Such a graph
can be obtained from the graph G = ({a, b, c, d}, {ab, bc, bd, ca}) by substituting for
each vertex an independent set of size k > 1.
5. Maximum matchings in convex-round graphs. The following lemma is
due to Glover [12]. For the sake of completeness and since the paper [12] may not be
easily accessible, we give a short outline of Glover’s (greedy) algorithm.
Lemma 5.1. The maximum matching problem is solvable in time O(n +m) for
bipartite graphs which are convex-round.
Description of Glover’s algorithm. Let G = (A,B,E) be a bipartite graph.
We may assume that G is connected, as otherwise we consider the components of
G separately. According to Lemma 3.6, G has a convex-round enumeration L =
a1, . . . as, b1, . . . , bt where A consists of the ﬁrst s vertices and B consists of the next
t vertices. Such an enumeration can be found in time O(n + m) ensured by Theo-
rem 3.2. Now sort the vertices of A according to their highest numbered neighbor in
B. The sorting is done in increasing order. Let a′1, . . . , a
′
s denote this order. This
takes time O(n + m) since we are sorting numbers in the range 1, 2, . . . , t (see [25,
pp. 127–128]).
Perform the following greedy algorithm A:
1. Let M = ∅ and let i = 1.
2. If a′i has a neighbor that is not yet matched by M , then let bj be the smallest
numbered nonmatched neighbor of a′i and let M :=M + a
′
ibj .
3. If i < s, then let i := i+ 1 and goto 2.
Glover proved that the matching M , produced by A, is a maximum matching of
G. The algorithm A can be performed in time O(n+m) and hence the total time to
ﬁnd M is O(n+m) as claimed.
LetG be a convex-round graph with convex-round enumeration L = v1, v2, . . . , vn.
An interval [vi, vj ] is called potentially independent if either N(vi) ∩ [vi, vj ] = ∅ or
N(vj) ∩ [vi, vj ] = ∅. In general, a largest potentially independent interval can be
found as follows: Treat the convex-round enumeration L as a circular order. For each
vertex x, ﬁnd the furthest vertex y in clockwise order with N(x) ∩ [x, y] = ∅ and the
furthest vertex z in counterclockwise order with N(x) ∩ [z, x] = ∅. Then both [x, y]
and [z, x] are potentially independent intervals. Compare the size of all these intervals
to obtain a largest potentially independent interval. It is clear that these procedures
can be conducted in time O(n+m).
Theorem 5.2. The maximum matching problem is solvable in time O(n + m)
for convex-round graphs.
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Proof. Let G be a convex-round graph with a convex-round enumeration L =
v1, v2, . . . , vn. We may assume that G is connected, as otherwise we consider the
components of G separately. We claim that the following algorithm will ﬁnd a maxi-
mum matching in G in time O(n+m).
Algorithm B:
1. If vivi+n/2 ∈ E(G) for all i = 1, 2, . . . , n/2, then these edges form a
matching of size n/2 which clearly is maximum. Otherwise ﬁnd a largest
potentially independent interval in L. Without loss of generality, let the
interval be [v1, vl] for some l ≥ 1. (Since vivi+n/2 /∈ E(G) for some i,
either N(vi) ∩ [vi, vi+k] = ∅ or N(vi) ∩ [vi+k, vi] = ∅. This means that either
[vi, vi+n/2] or [vi+n/2, vi] is a potentially independent interval. Hence a
largest potentially independent interval must contain at least n/2 vertices
and, in particular, l ≥ n/2.)
2. If G is bipartite, then use Lemma 5.1 to ﬁnd a maximum matching in G and
return this.
3. If G is not bipartite, then let G′ be the bipartite graph obtained from G by
deleting all edges in [vl+1, vn]. (We will show this is bipartite below.) Now
ﬁnd a maximum matching in G′ using Lemma 5.1 and return this matching.
The complexity of the algorithm is O(n+m) by Lemma 5.1 and the remarks in
step 1 of B. To prove it is correct, it is enough to show that, when G is not bipartite,
the graph G′ deﬁned in step 3 is in fact bipartite and convex-round and, furthermore,
the size of a maximum matching in G equals the size of a maximum matching in G′.
So we assume below that G is not bipartite.
It is easy to see that G′ is convex-round. Since G is connected, either v1 or vl
has an edge into [vl, v1] and thus [vl, v1] is not independent. However, since G is not
bipartite, Lemma 3.7 now ensures that [v1, vl] must be independent, which implies
that G′ (in step 3) is bipartite.
It remains to show that the size of a maximum matching in G equals the size of
a maximum matching in G′. To do this, we shall construct a maximum matching in
G, which is also a matching in G′. Deﬁne
j = max{j : j ≤ l and vl+ivi ∈ E(G) for all i = 1, 2, . . . , j − 1},
k = max{k : k ≤ l and vn−ivl−i ∈ E(G) for all i = 0, 1, . . . , k − 1}.
If l+ j ≥ n− k+1 (i.e., k− 1 ≥ n− l− j), then we obtain the following matching
of size n− l, which is in both G and G′:
{v1vl+1, v2vl+2, . . . , vj−1vl+(j−1), vlvn, vl−1vn−1, vl−2vn−2, . . . , vl−(n−l−j)vn−(n−l−j)}.
Since [v1, vl] is independent, a matching of G contains at most n − l edges and
thus the above matching is maximum in G. So assume that l + j ≤ n − k. We will
now make some useful observations.
(i) For all vr ∈ [vl+1, vn], we have N(vr)∩ [v1, vl] = ∅: Assume N(vr)∩ [v1, vl] = ∅
for some vr ∈ [vl+1, vn]. If N(vr) ⊆ [vr, vn], then [v1, vr] is a potentially independent
interval of size greater than that of [v1, vl], a contradiction. If N(vr) ⊆ [vl+1, vr],
then [vr, vl] is a potentially independent interval of size greater than that of [v1, vl], a
contradiction.
(ii) j ≥ 2 and k ≥ 1: As G is not bipartite, there exists an edge vavb in G with
l + 1 ≤ a < b ≤ n. By (i), we have that vavn ∈ E(G) and vbvl+1 ∈ E(G). Using (i)
again, we get that vl+1v1 ∈ E(G) and vnvl ∈ E(G). Therefore j ≥ 2 and k ≥ 1.
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(iii) N(vl+j)∩ [v1, vj ] = ∅ and N(vn−k)∩ [vl−k, vl] = ∅: The deﬁnition of j implies
that vjvl+j ∈ E(G). If N(vl+j) ∩ [v1, vj ] = ∅, then N(vl+j) ∩ [vj , vl+j ] = ∅ (as G
is convex-round). However, this implies that [vj , vl+j ] is a potentially independent
interval of size l + 1, a contradiction. An analogous argument shows that N(vn−k) ∩
[vl−k, vl] = ∅.
(iv) N(vq) ∩ ([v1, vj−1] ∪ [vl−k+1, vl]) = ∅ for all vq ∈ [vl+j , vn−k]: Assume
that N(vq) ∩ [v1, vj−1] = ∅ for some vq ∈ [vl+j , vn−k] (the case when N(vq) ∩
[vl−k+1, vl] = ∅ can be handled analogously). If vqvj−1 ∈ E(G), then vj−1vl+j ∈ E(G)
(as vj−1vl+j−1 ∈ E(G)) which contradicts (iii). Therefore vqvj−1 ∈ E(G), which im-
plies that [vj−1, vq] is a potentially independent interval of size q − (j − 1) + 1 ≥
(l + j)− j + 2 = l + 2, a contradiction.
Combining (i), (ii), and (iv), we have thatN(vq) ⊆ [vj , vl−k] for all vq ∈ [vl+j , vn−k]
(in particular, [vl+j , vn−k] is independent). Now let M ′ be a maximum matching in
the bipartite graph G′′ = G〈[vl+j , vn−k] ∪ [vj , vl−k]〉. It is clear that any matching in
G can have at most |M ′| edges with an endpoint in [vl+j , vn−k] and at most (j−1)+k
edges with one endpoint in [vl+1, vl+j−1] ∪ [vn−k+1, vn]. Since [v1, vl] is independent,
the following edges form a maximum matching in G (and G′):
M ′ ∪ {v1vl+1, v2vl+2, . . . , vj−1vl+(j−1), vlvn, vl−1vn−1, . . . , vl−k+1vn−k+1}.
6. Maximum cliques in convex-round graphs. In this section, we shall
present a linear time algorithm for solving the maximum clique problem for convex-
round graphs. We observe that an O(n2) algorithm may be obtained by adapting the
algorithm in [15], for solving the maximum independent set problem for circular arc
graphs. (Although the algorithm in [15] is linear, we obtain only an O(n2) algorithm,
as we have to take the complement of the input graph.) The algorithm below is more
eﬃcient and in fact it applies for a larger class of graphs, which is of independent
interest.
We say that a graph G is interval enumerable if there exists a linear enumeration
I = v1, v2, . . . , vn of V (G) such that, for each vertex vi, there exists numbers 1 ≤
*i, hi ≤ i − 1 such that N(vi) ∩ [v1, vi−1] = [vi , vhi ], where *i > hi is used to
indicate that vi has no neighbor vi with a label less than i. That is, we require that
for each vi the neighbors with labels less than i form an interval. (Note that there is
no restriction on the neighbors of vi with index higher than i.) We shall refer to the
enumeration I as an interval enumeration of G.
Theorem 6.1. The maximum clique problem is solvable in time O(n +m) for
interval enumerable graphs, provided that we are given an interval enumeration of the
input graph.
Proof. Given an interval enumeration I = v1, . . . , vn of G, we can ﬁnd all the
numbers *1, . . . , *n, h1, . . . , hn in time O(n+m) just by scanning the neighbors of each
vertex once. So assume below that all the numbers *1, . . . , *n, h1, . . . , hn have been
computed.
Now execute the following algorithm C:
1. For i = 1, . . . , n do begin
2. C(i) := {vi};
3. s(i) := 1;
4. p(i) := i;
5. end;
6. For i := 1 to n do
7. For j := 
i to hi do
8. If p(j) ≤ hi then begin
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9. C(j) := C(j) ∪ {vi};
10. p(j) := i;
11. s(j) := s(j) + 1
12. end;
13. t := 0; (* t denotes the size of a maximum clique found so far *)
14. For i := 1 to n do
15. If s(i) > t then begin
16. t := s(i);
17. q := i
18. end;
It should be clear from the description of the algorithm above that C(i) is the
set of vertices of a clique whose lowest (highest) labeled vertex is vi (vp(i)) and whose
size is s(i).
We claim that the algorithm C returns a maximum clique, namely, the one starting
at the vertex vq and whose vertices are stored in the set C(q). In fact, we claim that
the clique represented by C(q) is the lexicographically smallest maximum clique1
according to the ordering of V (G). Suppose this is not the case and let vi1 , vi2 , . . . , vik ,
1 ≤ i1 < · · · < ik ≤ n, denote the vertices of the lexicographically smallest maximum
clique Ω of G. Then C(q) = Ω. It is clear from lines 14–18 that the clique C(q)
returned by C has the lowest numbered ﬁrst vertex vq among all the C(i) of the same
size as C(q). Consider C(i1) which is one of the possible choices for C in steps 14–18.
By deﬁnition, vi1 belongs to C(i1) and by the assumption that C(q) = Ω, there is
some j ≤ k so that vij does not belong to C(i1), but each of the vertices vi1 , . . . , vij−1
belong to C(i1).
Now, the reason vij could not be added to C(i1) in step 9 above must have been
that at this point there was already another vertex vb with ij−1 < b < ij that had
been added to C(i1) after vij−1 with the property that vij and vb are not adjacent.
On the other hand, since every vir , j < r ≤ k is adjacent to vij−1 and to vij , it
follows that vir is also adjacent to vb. However, this contradicts the fact that Ω is
lexicographically smallest, since vb is adjacent to each of vi1 , . . . , vij−1 (implying that
{vi1 , . . . , vij−1 , vb, vij+1 , . . . , vik} is also a clique of the same size as Ω). Hence, we have
shown that C(i1) is precisely the clique Ω (it cannot contain more vertices since Ω is
maximum) and by the previous remark this is exactly the clique returned by C.
The complexity claim follows from the description of C. Note that the total
work of the loop 6–12 is O(n +m), since vi is adjacent to all vertices in the interval
[vi , vhi ] and hence scanning that interval in the loop 7–12 corresponds to scanning
the neighbors of vi once.
If a graph is convex-round with convex-round enumeration v1, v2, . . . , vn, then
the same enumeration shows that G is interval enumerable. Thus the class of convex-
round graphs form a subclass of the interval enumerable graphs. (The inclusion is
proper, since the graph obtained from an induced cycle of length 5 by adding any
number of new vertices adjacent to all 5 vertices on the cycle is interval enumerable
but not convex-round.) Hence we have the following corollary.
Corollary 6.2. The maximum clique problem is solvable in time O(n+m) for
convex-round graphs.
We remark that the complement of an interval enumerable graph may not be
a circular arc graph. An example of such a graph is the 5-cycle C with two extra
vertices joined to all 5 vertices on C.
1We say that an ordered set of vertices {vi1 , vi2 , . . . , vik} is lexicographically smaller than another
ordered set {vj1 , vj2 , . . . , vjr} if either is = js for s = 1, 2, . . . , k, or there exist p such that iq = jq
for 1 ≤ q ≤ p− 1 and ip < jp.
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7. Chromatic number of concave-round and convex-round graphs. Re-
call that the chromatic number χ(G) is the least number of sets in a partition V (G) =
V1 ∪ · · · ∪ Vt such that each of the graphs G〈Vi〉 has no edges.
Note that we can have that χ(G) > ω(G) for convex-round graphs. The comple-
ment of any odd cycle is such an example and, in general, complements of powers of
Hamiltonian cycles (on an odd number of vertices) provide such examples. For each
of these examples we have χ(G) = ω(G) + 1. Through the correspondence between
convex-round and concave-round graphs (by taking complements) and the fact that
concave-round graphs are circular arc graphs, we obtain the following results. (Note
again that the O(n2) algorithm is the best we can get because we need to consider
the complement of the input graph.)
Theorem 7.1 (see [15]). The chromatic number of a convex-round graph can be
found in time O(n2).
Translating the proof of [15, Theorem 3.2] we get that the chromatic number of
a convex-round graph is closely related to the size of a largest clique.
Theorem 7.2 (see [15]). For every convex-round graph G: χ(G) ≤ ω(G) + 1.
There exist concave-round graphs for which χ(G) =  32ω(G). Namely, χ(Ci−13i−1) =
 3i−12  and ω(Ci−13i−1) =  3i−13 . Here Crk denotes the rth power of a k-cycle. It follows
from this example that the bound in the following theorem is best possible even for
concave-round graphs.
Theorem 7.3 (see [17]). For every circular arc graph G, χ(G) ≤  32ω(G).
Theorem 7.4. For concave-round graphs, the minimum coloring problem is solv-
able in time O(n2).
Proof. We can construct G in time O(n2) and then check in linear time whether G
is bipartite. Suppose ﬁrst that G is not bipartite. Using the linear algorithm from [9]
for recognizing and representing proper circular arc graphs we obtain a representation
of G by inclusion-free circular arcs. Now we apply the O(n1.5) algorithm of [26] for
coloring a proper circular arc graph to ﬁnd an optimal coloring of G.
Suppose now that G is bipartite with bipartition (A,B), where |A| ≥ |B|. It is
not diﬃcult to check that χ(G) = n− k, where k is the size of a maximum matching
in G (recall that A and B induce cliques in G and hence all vertices inside these sets
must receive diﬀerent colors). Second, if we are given a maximum matching M of
G, then we can construct an optimal coloring with n − |M | colors in linear time as
follows: Color each vertex in A with its own color. Let M = a1b1, . . . , akbk. Color bi
with the color of ai for i = 1, 2, . . . , k. Finally give each vertex in B − {b1, . . . , bk} a
new color. By Lemma 5.1, we can ﬁnd a maximum matching in G in linear time and
hence the whole algorithm is O(n2).
Recall that the minimum coloring problem is NP-complete for general circular
arc graphs [11] and polynomially solvable for proper circular arc graphs [3, 26].
8. Conjectures and open problems.
Conjecture 8.1. For concave-round graphs, the maximum clique problem, the
maximum matching problem, and the Hamiltonian cycle problem can all be solved in
time O(n+m).
Problem 8.2. Find a characterization in terms of forbidden subgraphs of concave-
round (convex-round) graphs.
Conjecture 8.3. Interval enumerable graphs can be recognized in polynomial
time.
Conjecture 8.4. The Hamiltonian cycle problem is solvable in polynomial time
for interval enumerable graphs.
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