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Suppose (X1, · · · , Xn) be a random vector and (Y1, · · · , Yn) be another random vector.
Denote by Xn:n, Yn:n and X1:n, Y1:n the corresponding maximum and minimum order
statistics. A lot of work has been done in the literature on order statistics for the in-
dependent case. Naturally, we consider the dependent case which is a very interesting
topic but at the same time not an easy task. In this paper, we choose bivariate dependent
samples for convenience. Let (X1, X2) and (Y1, Y2) be two random vectors in sharing
the same dependence structure, that is, with a common copula. Our main results lie in
some stochastic comparisons of the minimum and the maximum order statistics from
dependent and heterogeneous proportional hazard rates (PHR) models; and the dis-
persive order comparisons of the maximum order statistics between homogeneous and
heterogeneous exponential models with dependence. Finally, we briefly describe some
applications of the minimum and the maximum order statistics in Reliability Analysis
and Actuary.
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