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Nesta dissertação propõe-se uma extensão temporal à Teoria das Cobertu-
ras Parcimoniosas. Esta teoria provê um fundamento teórico ao processo de 
raciocínio diagnóstico, como um raciocínio abdutivo baseado nos modelos que 
associam causas à suas conseqüências (ou doenças com seus sinais e sintomas). 
A extensão temporal proposta para a Teoria das Coberturas Parcimoniosas pos-
sibilita associar a cada doença a evolução temporal dos seus sinais e sintomas. 
A elimina,ção de hipóteses temporalmente inconsistentes minimiza uma das 
maiores limitações da Teoria das Coberturas Parcimoniosas: a teoria pode in-
cluir um grande número de hipóteses alternativas. Além do mais, a inclusão 
de aspectos temporais a uma extensão da teoria que inclua informa.ções proba-
biliticas também elimina o problema de rejeições incorretas de hipóteses quando 
um sintoma necessário não estiver presente. 
A extensão temporal proposta é aplicada a um problema de diagnóstico 
médico em que o tempo é importante na diagnose. Os resultados obtidos fo~ 
ram bastante satisfatórios, como a construção rápida da base de conhecimento, 
a eliminação significativa do número de hipóteses e a reduçã-O do tempo gasto na 
obtenção da solução do problema. 





In this work we propose a temporal extension to the Parsimonious Covering 
Theory. This theory provides a theoretical foundation for the diagnostic reasoning 
process as an abdutive reasonig based on models that associate causes with their 
consequences ( or diseases and their symptoms ). Our temporal extension of the 
Parsimonious Covering Theory allows one to associate to a disease a temporal 
evolution of symptoms. 
The elimination of temporally inconsistent hypothesis minimizes one of the 
greatest limitation of the Parsimonious Covering Theory: the theory may include 
a large number of alternative hypothesis. Furthermore, the inclu.sion of temporal 
aspects to an extension of this theory that includes probabilistic information also 
eliminates the problem of incorrectly rejecting hypothesis if a necessary symptom 
has not yet ocurred. 
Finally, the limitations of the representation formalism and the problems with 
the temporal reasoning in a diagnostk system are also described. 
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O problema de diagnóstico consiste em encontrar as explicações para a presença 
de um conjunto de manífestaçõe8 (sintomas) utilizando o conhecimento sobre o 
mundo. Os problemas de diagnóstico podem ser encontrados em diversas áreas, 
como o diagnóstico dos sinais e sintomas de um paciente, a determinação da 
falha de um programa de computador, a causa de ruídos num sistema hidráulico, 
a localização de falhas num dispositivo eletrônico, e os motivos pelos quais uma 
criança encontra dificuldades em aprender aritmética [Reg82]. 
Devido às limitações da memória humana e à complexidade de diversos pro-
blemas de diagnóstico, os sistemas baseados em conhecimento para a solução 
do problema de diagnóstico possuem grande potencial para aplicações práticas. 
Os problemas de diagnóstico são usados em indústrias e são uma área ativa de 
pesquisa em IA. 
Os sistemas baseados em regras e os modelos estatísticos de classificação fo-
ram os métodos mais utilizados na implementação de sistemas de diagnóstico. 
Recentemente, os modelos de raciocínio abdutivo baseados em associações têm 
sido aplicados na solução de problemas de diagnóstico, apresentando vantagens 
potenciais sobre os demais métodos. Informalmente, abdução ou inferência ab~ 
dutiva significa "inferência das melhores explicações, ou as mais plausíveis, para 
um conjunto dado de fatos" [Pop73J. A abdução, juntamente com a dedução e 
indução, correspondem às três formas fundamentais de raciocínio [Pen90]. 
Neste contexto, a Teoria das Coberturas Parcimoniosas 1 (originalmente Par-
simonious Covering Theory) [Pen90J é apontada por seus autores como funda-
mento teórico para estes modelos na formalização da natureza abdutiva do ra-
ciocínio diagnóstico. Esta teoria sintetiza os esforços de dez anos de trabalho 
1 Denotada por TCP no restante desta dissertação. 
1 
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do autor e outros pesquisadores na área de diagnóstico, podendo ser estendida 
para incorporar vários típos de informação, como o conhecimento probabilístico, 
fundamental na representação das incertezas. 
Embora o tempo seja um dos principais aspectos no diagnóstico, os sistemas 
para solução do problema de diagnóstico de primeira geração consideram que o 
domínio de sua aplicação é estático. Esta consideração é bastante limitante pois 
requer que todas as manifestações sejam observadas num determinado instante, 
ou que todas as entidades envolvidas no raciocínio exibam a propriedade de per, 
sístência para frente, isto é, se um fato é verdadeiro no instante t, permanece 
também em t', com t' > t [Con91]. Esta consideração é totalmente irrealística. 
Por exemplo, no caso médico, na maioria das vezes um sintoma é observado no 
paciente durante um intervalo específico de tempo. A propriedade de persistência 
é negada toda vez que o paciente relata seus sintomas especificando a duração 
(como: "Eu tive febre por cinco dias na primeira semana de janeiro"). 
Algumas das primeiras tentativas de se incorporar conhecimento e raciocínio 
temporais ao processo de diagnóstico são apresentadas em [Con89, Ham87, Lon83]. 
Os trabalhos recentes estão relacionados aos modelos causais devido ao reconhe-
cimento da comunidade de Inteligência Artificial da forte relação entre causa e 
tempo [Rie77, A.ll84, McD82, Sho90, Sho89]. Entre estes estão os trabalhos de 
Luca Console e Pietro Torasso em [Con91, Con93]. 
Apesar das vantagens sobre os sistemas baseados em regras e os modelos es~ 
tatísticos de classificação, a TCP, citada acima, é também limitada quando apli-
cada à domínios dinâmicos, em que a ordem cronológica de ocorrência e duração 
das manifestações devem ser consideradas. Os próprios autores, nas conclusões 
apresentadas em [Pen90], destacam a necessidade de se irlcorporar fatores tem-
porais à teoria. 
A manutenção de hipóteses temporalmente inconsístentes durante e ao final 
do processo de solução do problema de diagnóstico, e a rejeição categórica in-
correta de doenças são problemas que podem ocorrer na TCP quando não se 
considera o tempo. Este último problema ocorre quando se incorpora conhe-
cimento probabilístico à TCP. Para este modelo estendido, quando uma doença 
necessariamente causa uma manifestação, e esta manifestação está ausente, então 
a doença é considerada categoricamente inconsistente. No entanto, problemas po-
dem surgir quando não se avalia se houve tempo suJiciente para esta manifestação 
ocorrer. Para contornar estes problemas relacionados ao tempo propõe-se nesta 
dissertação uma extensão temporal à TCP. 
O tempo utilizado no diagnóstico médico foi escolhido como fonte de estudo 
para estender a TCP, devido ao reconhecimento da comunidade de Inteligência 
Artificial em Medicina [Ker90, Con91, Ham87, Lon83] da necessidade de se incor-
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parar aspectos temporais na solução do problema. Outros trabalhos apresentados 
em [Con93, Dou93J, relacionados à representação e raciocínio temporais, também 
inspiraram a elaboração da extensão temporal proposta nesta dissertaçã,o. O 
primeiro trata de técnicas para a verificação de restrições temporais em modelos 
causais, e o segundo, de um sistema utilizado em robótica no reconhecimento de 
situações em ambientes dinâmicos. 
Para avaliar a extensão temporal proposta construiu-se um sistema simples 
para o diagnóstico de doenças de origem alimentar. Este problema de diagnóstico 
é fortemente temporal, incluindo 28 doenças e aproximadamente 60 manifestações 
diferentes. Os principais resultados obtidos foram a rápida construção da base 
de conhecimento e a redução do tempo na solução do problema. 
Embora o modelo temporal estudado esteja relacionado a um domínio es-
pecífico, isto é, medicina, deseja-se que a extensão proposta possa ser aplicada a 
outros problemas de diagnóstico dinâmicos. 
Antes de finalizar este capítulo é descrita a forma com que os diagnosticadores 
humanos resolvem os problemruJ de diagnóstico, e os motivos pelos quais a solução 
de um problema de diagnóstico é um tipo de inferência abdutiva. Em seguida, 
resume-se os capítulos restantes desta dissertação. 
1.1 Solução de Problemas de Diagnóstico 
É amplamente aceito que o mecanismo humano de inferência diagnóstica per-
tence à categoria de abdução [Pop73, Pop82, Reg83, Reg85, Cha85, Els78J. Nesta 
categoria o problema de diagnóstico é a classe mais típica e entendida. Consi-
dere o diagnóstico médico como exemplo. Os livros-texto médicos apresentam 
associações entre doenças e manifestações da forma "a doença dt pode causar 
os sintomas (manifestações) m 1 ,m2 , •.• ,mk"· Usualmente, algumas estimativas 
grosseiras são atribuídas a estas associações. Se um conjunto de sintomas ou ma-
nifestações está presente, o médico tenta identificar um conjunto de uma ou mals 
doenças (formação de hipóteses) que seja capaz de causar todas as manifestações 
presentes no paciente (ou pelo menos as mais significativas). As inform<1ções 
de estimativas de probabilidade e informações contextuais (por exemplo, idade 
do paciente e inter-relações entre doenças) são usadas para distinguir entre as 
possíveis hipóteses, no sentido de selecionar as maís plausíveis. Se as hipóteses 
resultantes não são convincentes, ou existe necessidade de discriminação entre as 
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hipóteses existentes, perguntas devem ser feitas, ou dados de laboratórios devem 
ser obtidos para se descobrir informações adicionais que possibilitem a revisão 
das hipóteses. 
Pesquisadores de diversas áreas produziram estudos empíricos do raciocínio de 
diagnóstico humano, ou seja1 como diagnosticadores humanos realizam inferência 
abdutiva para atingir suas conclusões [Els78, Kas78, Rub75]. Baseado nestes 
estudos pôde-se concluir que o raciocínio diagnóstico humano sempre envolve a 
"formação de hipóteses" (formação das explicações candidatas), "atualização das 
hipóteses" (atualização das hipóteses existentes ou formação de novas hipóteses 
baseado na nova informação disponível) e "teste das hipóteses" (discriminação 
das hípóteses existentes). O ciclo de formação de hipóteses e testes continua até 
que a plausibilidade de uma ou mais hipóteses passe por um certo critério pré-
estabelecido, e que sejam aceitáveis como explicações razoáveis ( diagnose) para 
as manifestações presentes. O processo de formação de hipóteses e teste envolvido 
no raciocínio consiste, então, de ciclos com três fases: 
(1) evocação de doençaB 1 no qual um conjunto de elementos individuais de hipó-
teses (doenças) é evocado através das associações com a nova manifestação 
fornecida; 
(2) formação de hipóteses, no qual os elementos de hipóteses gerados no passo 
aJJ.terior são combinados com as hipóteses p:revíamente formadas, gerando 
um novo conjunto de hipóteses, de tal forma que cada nova hipótese possa 
explicar as manifestações anteriores e a nova manifestação; 
(3) geração de perguntas ou teste das hipóteses, no qual uma nova "pergunta" 
é gerada, e cuja resposta é utilizada para testar ou distinguir entre as 
hipóteses existentes. 
O passo de evocação de doenças consiste na recuperação das doenças na 
memória de longa duração ("long-term memory") à medida que o diagnosticador 
detecta uma nova manifestação, através da informação disponível sobre o pro-
blema. A evocação das causas potenciais de uma manifestação ocorre no estágio 
inicial do processo diagnóstico. Estas causas potenciais são obtidas através das as-
sociações causais, de conhecimento do diagnosticador, entre as doenças e suas ma-
nifestações. Idealmente, a base de conhecimento do diagnosticador ou memória 
de longa duração inclui o conjunto de todas as doenças que causam uma mani-
festação, e o conjunto de todas as possíveis manifestações de uma doença. Usual-
mente, uma única manifestação (ao invés de uma combinação de manifestações) 
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é responsável pela evocação de novas doenças para incorporação nas hlpóteses 
envolvidas [Kas78J. 
A segunda fase do dela de formação de hipótese e teste, validação de hipóteses 
ou formação de hipóteses, envolve a incorporação das possíveis causas da nova 
manifestação nas hipóteses em qnestã.o. A formação de hipóteses pode requerer a 
atribuição da nova manifestação a uma doença considerada presente (isto é, pre-
sente em alguma hipótese existente), ou a adição de doenças evocadas pela nova 
manifestação para formar as novas hipóteses. Em outras palavras, o conjunto das 
hipóteses plausíveis está continuamente alterando durante este processo. Neste 
sentido, a abdução é considerada uma lógica não-monotônica [Reg84]. Num deter-
minado instante, as hipóteses envolvidas podem se tornar relativamente comple-
xas, não apenas pelo fato da incerteza sobre quais das diversas doenças explicam 
uma certa manifestação, mas também pela presunção da presença de múltiplas 
doenças simultaneamente (hipóteses com múltiplas doenças). É importante res-
saltar que durante este processo dínitmico, diagnosticadores humanos tendem a 
focalizar suas atenções em apenas algumas hipóteses mais promissoras, enquanto 
as restantes são deixadas de lado, mas não esquecidas completamente. Mais adi-
ante, se alguma manifestação não esperada tornarwse disponivel, estas hipóteses 
podem ser reconsideradas. Em outras palavras, os diagnosticadores humanos 
adotam alguma forma de estratégia de busca "best-Jirst" para limitar o espaço 
de h11sca. 
Evidências empíricas sugerem que a formação de hipóteses pode ser exami-
nada de forma mais clara através da resolução de dois objetivos conflitantes: 
• Objetivo de cobertura: o objetivo de explicar todas as manifestações que 
estão presentes. 
• Objetivo de parcimónia: o objetivo de minimizar a complexidade da ex-
plicação. 
O segundo objetivo pode ser visto como uma tentativa de focalizar o processo 
de raciocínio e, desta forma, restringir o espaço de busca, corno um reflexo das 
limitações da memória humana, ou como uma heurística de senso comum que é 
correta na maioria das vezes. 
É importante avaliar a natureza seqüencial do raciocínio diagnóstico. À me-
dida que o diagnosticador gradualmente adquire informação sobre o problema 
sua(s) hipótese(s) muda(m) refletindo a nova informação. Por exemplo, se um 
paciente se queixa de um repentino princípio de dor no peito, as hipóteses iniciais 
de 1un médico podem ser algo como: 
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HIPÓTESE Hl: "Ataque cardíaco", ou "embolia pulmonar'', 1'ou ... " 
Embora se considere múltiplas doenças, as doenças acima são alternativas. À 
medida que detalhes futuros forem disponíveis, algumas destas doenças, inici-
almente consideradas, podem ser eliminadas. Se for descoberto que o paciente 
também possui tosse crônica, então as hipóteses podem ser alteradas para: 
HIPÓTESE H2: "Ataque cardíaco'', ou "embolia pulmonar", "ou ... " 
e 
"bronquite", ou "asma", "'ou ... " 
refletindo o fato de que o médico acredita que pelo menos duas doenças devem 
estar presentes para explicar os sintomas do paciente. Note que neste ponto 
há incertezas (indicadas por ou) e presunções de que múltiplas doenças estão 
presentes simultaneamente (indicadas por e). A presença de múltiplas doenças 
simultaneamente (duas neste caso, mais em outros) é uma das características da 
solução de problemas de diagnósticos gerais, considerada difícil de modelar nos 
sistemas dedutivos. 
Outro aspecto da validação de hipóteses é a classificação das doenças com-
petitivas. O termo doenças competitivas refere-se às hipóteses alternativas que 
explicam as mesmas manifestações (ou manifestações semelhantes), como ataque 
cardíaco e embolia pulmonar nas hipóteses Hl ou H2. A origem deste termo 
deve-se a-0 fato de que estas doenças podem ser vistas como "competitivas" en-
tre si, na explicação das manifestações observadas (por outro lado, as doenças 
ataque cardíaco e bronquite podem ser vistas como "cooperantes" na formação 
das explicações). Ao final da seção de solução do problema, os diagnosticado--
res humanos são capazes de classificar as doenças competitivas apenas de forma 
bastante grosseira (por exemplo, a doença d está definitivamente presente, d é 
bastante provável de estar presente, d pode estar presente, e d é possível mas não 
provável). A maioria destas classificações pode ser explicada por duas regras: (a) 
ponderação baseada na contagem do número de sintomas positivos, ou (b) pon-
deração baseada no número de sintomas positivos menos o número de sintomas 
espera-dos que estão ausentes [Els78]. 
A terceira fa,se do ciclo de formação de hipóteses e teste, geração de perguntas, 
representa a fase de "teste". A palavra "pergunta" é utilizada em sentido geral 
para indicar qualquer tipo de atividade de obtenção de informação. Os estudiosos 
da solução do problema de diagnóstico pelo homem freqüentemente dividem tais 
questões em duas categorias: dirigidas à protocolo e dirigidas à hipóteses. Pergun-
tas dirigidas à protocolo são aquelas rotineiras que o diagnosticador geralmente 
pergunta. Por outro lado, perguntas dirigidas à hipóteses buscam informações 
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necessanas na modificação das hipóteses existentes. Os estudiosos que obser-
vam diagnosticadores às vezes atribuem cada pergunta dirigida à hipótese a uma 
estratégia de solução de um problema específico: tentativa de confirmar uma 
hipótese, tentativa de eliminar uma hipótese, ou tentativa de discriminar entre 
duas ou mais hipóteses [Kas78, Els78]. 
Diversos aspectos do processo de raciocínio diagnóstico são entendidos de 
forma incompleta no presente momento. Por exemplo, não é clara a forma com 
que o diagnosticador raciocina efetivamente sobre múltiplas doenças simultâneas. 
Em tais situações, cada manifestação deve ser atribuída a uma doença apropríada, 
e as doenças competitivas devem ser classificadas no contexto de outras doenças 
presentes. Também, é incerta a forma exata na qual o diagnosticador decide 
terminar o processo de diagnóstico porque uma "solução" foi alcançada. 
O processo de solução do problema de diagnóstico pela TCP é semelhante ao 
ciclo de formação de hipótese e teste descrito acima, conforme apresentado no 
capítulo 3. Mantendo esta importante característica, a extensão temporal e ca-
tegórica propostas nos capítulos 4 e 5, respectivamente, possibilitam a verificação 
e eliminação de hipóteses inconsistentes a cada ciclo da solução do problema. 
Em outras palavras, o processo é o mesmo, no entanto1 considerando apenas as 
hipóteses consistentes. 
1.2 Divisão do Restante da Dissertação 
O resto desta dissertação está dividido da seguinte forma. N9 capítulo 2 apresenta-
se um breve resumo dos sistemas automatizados para a solução do problema de 
diagnóstico. Informalmente, introduz-se algumas das terminologias da TCP. No 
capítulo 3 descreve-se os principais conceitos da teoria, como a formulação de pro-
blemas de diagnóstico e representação do conhecimento, operações para formação 
e atualização de hipóteses e um algoritmo para a solução do problema, 
No capítulo 4 a TCP é estendida para incorporar o conhecimento temporal. 
Inicialmente são apresentados os aspectos temporais no diagnóstico médico que 
influenciaram na extensão temporal proposta, A formulação de problemas de 
diagnóstico dinâmico e o algoritmo para a solução do problema são também 
descritos neste capítulo. 
A noção de problema de diagnóstico aberto é descrita no capítulo 5. Através 
desta noção e do formalismo de representação temporal proposto no capítulo 4, 
apresenta-se uma solução para o problema das rejeições categóricas, que ocorre 
quando se incorpora conhecimento probabilístico à TCP. 
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No capítulo 6 apresenta-se uma experiência da aplicação da extensão tem-
poral proposta a um problema médico de diagnóstico temporaL Os resultados 
obtidos com a extensão temporal proposta são comparados com os obtidos na 
TCP descrita no capítulo 3. 
Finalmente1 no capítulo 7 descreve-se as contribuições 1 limitações e futuras 
extensões desta dissertação. 
Capítulo 2 
Modelos Computacionais Para 
a Solução do Problema de 
Diagnóstico 
Neste capítulo é apresentado um breve resumo dos sistemas automatizados para 
solução de problemas de diagnóstico descrito em [Pen90]. O capítulo está orga-
nizado em duas partes. Na seção 2.1 descreve-se sucíntamente dois importantes 
métodos utilizados pelos sistemas de diagnósticos: os modelos estatísticos de clas-
sificação e os sistemas baseados em regras. Na seção seguinte descreve-se outra 
classe de sistemas denominada sistemas abdutivos baseados em associações, que 
modela a idéia de raciocínio abdutivo em modelos computacionais. Um simples 
exemplo de tais sistemas é apresentado para introduzir a terminologia da TCP. 
2.1 Sistemas para Solução de Problemas Baseados 
em Conhecimento 
2.1.1 Modelos Estatísticos de Classificação: Classificação Baye-
siana 
A classificação Bayesiana é o modelo estatístico mais utilizado na solução de 
problemas de diagnóstico desde o advento dos computadores digitais [Led59J, às 
vezes atingindo excelentes resultados. O conhecimento dos sistemas diagnósticos 
que utilizam a classificação Bayesiana é representado por probabilidades anterio-
res de doenças e probabilidades condicionais entre doenças e manifestações. Por 
exemplo, na medicina há situações em que cada uma das n doenças podem índi~ 
g 
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vidualment.e ser a causa dos sintomas de um paciente. Se d1 é a tésima patologia, 
então P(d1) representa a probabilidade anterior de dt, isto é, quão comum d1 
ocorre em geral. Seja MJ o conjunto de todas as manifestações presentes de um 
paciente em particular, e seja P(MJ/dl) a probabilidade condicional de MJ na 
presença de diJ isto é, quão freqüente as manifestações MJ ocorrem na presença 
de d1. Suponha que se saiba P(dl) para todas as doenças e P(MJ/d1) para todas 
as possíveís combinações de manifestações para cada d1. Então, considerando que 
as doenças são mutuamente exclusivas e exaustivas, o teorema de Bayes pode ser 
diretamente aplicado para obter P( d1/ MJ), isto é, a probabilidade posterior de 
cada d1 para um dado paciente, através da fórmula 
P(d /M ) = P(MJfd,)P(d,) = 
I J P(MJ) 




A probabilidade posterior P( dl/ MJ) fornece a probabilidade de cada doença dl 
ocorrer na presença das manifestações MJ. A doença com maior probabilidade 
posterior calculada pode ser escolhida como diagnose. 
Esta técnica atingiu alta performance em domínios específicos, como diagnose 
da causa da dor abdominal aguda [deD75], doença cardíaca congênita [War64] e 
hemorragia cerebral [Zag83]. 
2.1.2 Sistemas de Produção Baseado em Regras 
Os sistemas de diagnóstico baseados em regras produziram importantes resulta-
dos na última década. O MYCIN [Sho76), para doenças infecciosas, é o mais 
conhecido. Neste modelo o conhecimento é representado por um conjunto de 
regras ou produções. Associado a cada regra pode haver estimativas de certeza 
que são combinadas para produzir uma estimativa final das conclusões destes 
sistemas. 
O mecanismo de inferência dos sistemas baseados em regras consiste de um 
interpretador de regras que aplica regras à base de conhecimento, baseado nas 
características do problema, no sentido de alcançar conclusões sobre o caso. 
Além do MYCIN, as principais aplicações deste método são CASNET/ GLAU-
COMA [Wei78] para glaucoma, o protótipo MDX [Cha79] para diagnose médica 
geral e DENTRAL para análise de estruturas moleculares na química orgânica. 
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2.2 Modelos Abdutivos Baseados em Associações 
As redes associativas, ou semânticas, têm sido estudas extensamente como método 
de representação de conhecimento em IA [Qui68, Fin79]. Uma rede associativa 
consiste usualmente de nós, representando entidades como objetos, conceitos e 
eventos, e arcos representando inter-relações e associações entre nós. O signi-
ficativo poder das redes associativas as torna particularmente adequadas para 
representação das associações causais em diversas aplicações de diagnóstico. 
2.2.1 Conceitos Básicos 
O uso das associações simbólicas causa-efeito entre entidades individuais, e um 
processo repetitivo de formação de hipótese e teste como mecanismo básico de in-
ferência são as características dos modelos abdutivos baseado em associações para 
a solução do problema de diagnóstico. Alguns sistemas de diagnóstico auxiliados 
por computador podem ser classificados nesta categoria, como INTERNIST-1 
[Pop75, Mil82] para medicina interna, NEUROLOGIST [Cat79] para neurologia, 
PIP [Pau76] para edema, IDT [Shu82] para diagnose de problemas de hardware 
de computador, KMS.HT [Reg81] para sistemas independentes de domi.n.io, e 
outros, 
Dado o conjunto de uma ou mais características iniciais do problema, o meca-
nismo de inferência gera um conjunto de hipóteses plausíveis potenciais ou "cau-
sas'' que possam explicar as características do problema dado. Estas hipóteses 
são testadas então de duas maneiras. A primeira pelo uso de diversos proce-
dimentos que medem suas habilidades em explicar as características presentes, 
enquanto a segunda pela geração de novas questões cujas respostas auxiliarão na 
discriminação das hipóteses mais prováveis. Este ciclo de formação de hipótese e 
teste é então repetido com a informação adicional adquirida. As hipóteses ante-
riores podem ser a,tualizadas formando agora novas hipóteses. Uma vez que este 
mecanismo de inferência é um modelo direto do processo de raciocínio diagnóstico 
humano, descrito no capítulo 1, o processamento feito por estes sistemas é rela-
tivamente de fácil entendimento para os usuários. 
Os modelos abdutlvos baseados em associações, usando conhecimento associ-
ativo causa-efeito são bastante promissores. No entanto, esta técnica está ainda 
em estágio inicial de desenvolvimento com relação aos modelos estatísticos de 
classificação e aos sistemas baseados em regras. Diversos dos modelos abdu-
tivos desenvolvidos são dependentes de domínio, como INTERNIST-1 [Pop75], 
PIP [Pau76], e IDT [Shu82]. A representação do conhecimento nestes sistemas 
está relacionada a uma aplicação específica, e o mecanismo de inferência conta 
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Modelo Representação Mecamsmo de Inferência Base Teórica 
modelo estatí~tko probabilidades anteriores cálculo dll!'l probabilidades teo.ria da 
em associações semânticas 
Tabela 2.1: Três modelos para construção de sistemas automatizados de di-
agnóstico. 
intensamente com heurísticas extraidas das características destes domínios es-
pecíficos. Estes modelos de donúnio específicos obtiveram sucesso em suas res-
pectivas aplicações, auxiliaram no esclarecimento das idéias básicas da natureza 
abdutiva da inferência diagnóstica, e inspiraram o abandono dos modelos tradici-
onais de classificação estatística e baseados em regras. Por outro lado, a natureza 
de dorninio específico destes modelos limitou suas generalizações e suas aplicações 
a outros problemas. 
Os modelos mais recentes desta categoria incluem aplicações independentes 
de domínio, como o KMS.HT [Reg81], MGR [Coo87] e PIERCE [Pun86]. Cla-
ramente, separando os aspectos independentes de domínio da representação do 
conhecimento e o processo de inferência da informação especifica da aplicação, 
estes sistemas usufruem de uma grande generalidade, mas permanecem esta-
cionários na formulação teórica do raciocínio abdutivo: o código, por si só, é o 
modelo para estes sistemas. 
Resumidamente, enquanto os modelos estatísticos de classificação e os siste-
mas baseados em regras possuem teorias bem definidas, isto é, teoria da proba-
bilidade e lógica dedutiva, respectivamente, os modelos abdutivos baseados em 
associações, no momento, necessitam de uma base teórica para suportá-los. 
2.2.2 Teoria das Coberturas Parcimoniosas: Um Resumo In for~ 
mal 
A TCP é um modelo formal de inferência diagnóstica para os modelos abdutivos 
baseados em associações. Em outras palavras, a teoria representa uma tentativa, 
pelo menos em parte, de remover o ponto de interrogação na tabela 2.1. A te-
oria foi criada por Reggia et al. [Reg83, Reg85], e substancialmente estendida 
por Peng e Reggia, assim como outros autores [Pen85, Pen86, Pen87a, Pen87b, 
Pen87c}, nos últimos anos. Antes de iniciar o tratamento formal da teoria, ini-
cialmente ilustra-se as idéias básicas de como o conhecimento é organizado e 
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utilizado, e a forma com que a inferência é conduzida através de um simples 
exemplo. 
A rede causal da figura 2.1 ilustra, as associações causa-efeito de alguns pro-
blemas que podem ocorrer num automóveL As associações são dirigidas e co-
nectam dois tipos diferentes de entidades, denominadas doenças e manifestações, 
denotadas pelos conjuntos D e M, respectivamente. Manifestações individuais 
são denotadas por mi, enquanto doenças individuais por dt. A rede resultante 
representa o conhecimento específico do domínio. O sentido das relações é das 
doenças (i.e. causas) para as manifestações (Le. efeitos). Assim, cada doença é 
associada com todas as manifestações que pode causar. Através da rede causal 
pode-se evocar todas as possíveis causas de uma manifestação. Por exemplo, "mo-
tor não funciona" evoca duas possíveis doenças: "bateria descarregada" ou "linha 
de combustível bloqueada''. O conjunto de doenças evocadas pode ser conside-
rado uma composição de um diagnóstico diferencial (conjunto de expla.natórias 






Figura 2.1: Associações causa-efeito de possíveis problemas de um automóveL 
Quando a primeira manifestação "motor não funciona'' é detectada, durante 
o processo de solução do problema de diagnóstico, as duas doenças evocadas 
constituem as duas hipóteses iniciais: 
"bateria descarregada" ou "linha de combustível bloqueada". 
Cada uma destas hipóteses consiste de uma única doença, e cada doença é 
capaz de fazer com que o motor não funcione, sendo as únicas doenças possíveis, 
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conforme a base de conhecimento da figura 2.1. Para que se possa distinguír entre 
as duas hipóteses, perguntas sobre a presença de outras manifestações devem ser 
respondidas como: 
"Os faróis funcionam?" 
Se ambos os faróis não funcionam, então tem-se duas novas manifestações 
(relacionadas aos faróis direito e esquerdo). Por sua vez, cada uma destas mani-
festações evoca seu próprio conjunto de doenças, isto é, suas respectivas causas. 
O mecanismo de inferência da TCP incorpora sucessivamente estes conjuntos 
de doenças evocadas às hipóteses existentes. Neste exemplo específico, a TCP 
apresenta duas hipóteses alternativas ou explicações para as três manifestações: 
"bateria descarregada" 
ou 
"linha de combustível bloqueada" e 
"farol esquerdo queimado" e 
"farol direito queimado.~· 
A plausíbilidade destas duas hipóteses pode ser justificada da seguinte forma. 
Primeiramente cada hipótese cobre todas as três manifestações, no sentido de 
que cada manifestação pode ser explicada por uma doença da hipótese. Em 
segundo lugar cada hipótese é pardmoníosa, ainda que num sentido diferente. 
A primeira hipótese contém apenas uma doença, sendo a menor cobertura das 
três manifestações, e assim denominada cobertura mínima. A segunda hipótese 
contém três doenças, não assemelhando aspecto parcimoníoso ou simples, espe-
cialmente quando comparada à hipótese de uma única doença. No entanto, esta 
segunda hipótese é ainda parcimoniosa uma vez que se uma doença for retirada 
da hipótese ela não mais será uma cobertura para todas as manifestações. Tais 
hipóteses são denominadas coberturas irredundantes pois não contêm nenhuma 
doença redundante ou extra. 
O processo de inferência utilizado nesta teoria pode ser considerado como 
um modelo do ciclo formação de hipótese e teste do raciocínio humano [Els78, 
Kas78, Rub75] discutido no capítulo 1. A fase de "formação de hipóteses'' do ciclo 
é realizada pela evocação de doenças através das associações causais da figura 2.1, 
e a atualização das hipóteses para obter as coberturas parcimonlosas de todas as 
manifestações conhecidas. A "fase de teste" é realizada pelo processo de geração 
de perguntas e respostas, na busca de mais manifestações para discriminação 
de hipóteses. Este ciclo continua, tomando-se uma nova manifestação por vez, 
até que todas as questões relevantes sejam produzidas e todas as manifestações 
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processadas. Em diversas situações do mundo real uma única doença não é capaz 
de explicar a presença de todas as manifestações presentes. Portanto, as hipóteses 
finais não são restritas a uma única doença, como é o caso da segunda hipótese 
do exemplo acima envolvendo três doenças. 
Ao invés de representar a solução (todas as coberturas mínimas) como uma 
lista explícita de todas as possíveis hipóteses, a TCP organiza as doenças envol-
vidas nas hipóteses numa estrutura compacta denominada gerador. Um gerador 
é um conjunto de diversos grupos de doenças diferentes que implicitamente re-
presenta um conjunto de hipóteses de uma solução, podendo ser utilizado para 
gera-las. Se A, B e C são conjuntos disjuntos de doenças distintas, um gerador 
{A, B, C} representa o conjunto de todas as hipóteses, de tal forma que uma 
hipótese é formada tomando-se um elemento de A, outro de B e outro de C. As-
sim, o gerador implicitamente representa todas as hipóteses da forma {dA, ds, de} 
em que dA E A, dB E B e de E C. Por exemplo, um gerador 
representa compactamente as doze hipóteses 
{ {d1,d4 } {d1,d5} {d1 ,d6 }{d,d7 } {d2 ,d4 } {d2 ,d5 ) 
{d2,d6 ) {d2 ,d,) {d3,d4 ) {d3,ds) {d3,d,) {d3,d,)). 
Em geral, se o ié.simo conjunto de um gerador contém ni doenças, então este 
gerador representa II ni hipóteses, geralmente uma grande economia com relação 
i 
a representação explícita (ou separada). AMm do mais, como será apresentado no 
próximo capítulo, as doenças de um único conjunto de um gerador (por exemplo 
{ d11 d2, d3} no exemplo acima) tipicamente cobrem o mesmo conjunto (ou similar) 
de manifestações, facilitando a solução do problema. A forma de representação 
das hipóteses por um gerador, equivale à forma de organização das possibilidades 
(doenças competitivas) pelos diagnosticadores na solução do problema. 
Capítulo 3 
Fundamentos da Teoria das 
Coberturas Parcimoniosas 
Neste capítulo apresenta-se a formalização da solução do problema de diagnóstico 
abdutivo descrita em [Pen90]. Conforme apresentado no capítulo 2, tal forma-
lização envolve as entidades de diagnóstico como doenças e manifestações, asso-
ciações causais relacionando estas entidades, a noção de explicação dlagnóstica, 
e o mais importante que é o processo de raciocínio da formação de hipótese e 
teste. O principal objetivo é derivar um modelo formal que represente parte sig-
nificante do conhecimento causal e o método de inferência descritos nos capítulos 
anteriores. 
Na TCP o conhecimento de diagnóstico é representado como uma rede as-
sociativa de relações causais (veja :figura 3.1). As doenças (conjunto D), estão 
relacionadas casualmente aos estados patológicos intermediários (conjunto 8), 
que por sua vez estão relacionados às manifestações mensuráveis (conjunto M). 
Por exemplo, na medicina, "ataque cardíaco" é uma doença, "choque"' um es-
tado patológico, e "confuso" uma manifestação. O ataque cardíaco pode causar 
choque que por sua vez pode deixar alguém confuso, O estado de estar confuso 
é considerado uma anormalidade diretamente observável, tornando-o uma ma-
nifestação, enquanto choque e ataque cardíaco não são diretamente observáveis 
(suas presenças devem ser inferidas). 
Nesta dissertação considera-se a versão simplificada da TCP. Na versão sim-
plificada o problema de diagnóstico é restríto apenas às entidades doenças e ma-
nifestações, e as relações causais entre estes dois tipos de entidades. Os estados 
patológicos (ou sindromes) são desconsiderados. 
O conhecimento associativo usado em problemas de diagnósticos gerais, em 
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Figura 3.1: Rede associativa de um problema de diagnóstico geral, em que os nós 
representam elementos diagnósticos e arcos relações causais. 
que estão envolvidos estados intermediários e cadeias de arcos causais é usual-
mente muito extenso e complexo. 
O resto deste capítulo está dividído da seguinte forma. Na seção 3.1 inicia-
se a formalização de problemas de diagnóstico e suas soluções. A análise das 
propriedades desta formulação é descrita na seção 3.2. Uma parte considerável 
deste capítulo é dedicada ao desenvolvimento de uma álgebra para geradores 
apresentada na seção 3.3. Esta álgebra provê operações básicas para o algoritmo 
de solução do problema. Finalmente, na seção 3.4 é apresentado o algoritmo para 
a solução do problema e sua correção é demonstrada. 
3.1 Formulação do Problema 
3.1.1 Problemas de Diagnóstico 
Na versão simplificada da TCP, utiliza-se dois conjuntos finitos e discretos que 
definem o escopo de problemas de diagnóstico (veja figura 3.2). O conjunto D 
representa o conjunto de todas as possíveis doenças d1 que podem ocorrer, e o con-
junto M todas as possíveis manifestações mi que podem ocorrer quando uma ou 
mais doenças estiverem presentes. Assume~se que D e M não possuem elementos 
em comum, e que a presença de qualquer dr não é diretamente mensurável. 
Para modelar a noção intuitiva de causa utiliza-se uma relação C, de D 
para M, associando individualmente doenças e manifestações. Uma associação 
< dt, mi > em C significa que d1 pode diretamente causar mj. Note que não 
' 




Figura 3.2: Rede causal de uma base de conhecimento KB =< D,lvf,C >de 
um problema de diagnóstico. 
é válido afirmar que dt necessariamente causa mj. Em outras palavras, a pro-
babilidade associada a uma associação causal é suposta não ser zero (nenhuma 
associação causal neste caso) nem um (casualidade necessária), mas algum valor 
intermediário. Este fato reflete a situação do mundo real em diversos casos. Por 
exemplo, nem todos os pacientes com gripe possuem os mesmos sintomas. Alguns 
podem ter febre, faringite, tosse, erisipela em curso, e assim por diante, enquanto 
outros podem ter apenas alguns destes sintomas. Os conjuntos D, lvf e C juntos 
constituem a base de conhecimento K B de um problema de diagnóstico. 
Para completar a formulação do problema necessita-se de um caso particular. 
Utiliza-se M+ como um subconjunto de M para denotar o conjunto de todas 
as manifestações presentes, isto é, manifestações conhecidas de um determinado 
caso. O conjunto M+ não precisa necessariamente ser especificado por completo 
no início da solução de um problema de diagnóstico, isto é, M+ pode ser gra-
dualmente obtido de respostas às perguntas durante o processo seqüencial de 
formação de hipóteses e teste. 
A partir das idéias acima, define-se formalmente um problema de diagnóstico. 
Definição 3.1 Um problema de diagnóstico Pé um par< KB)Ca > em 
que: 
• K B =< D, M, C> é a base de conhecimento, composta por 
D = { d1) d2, . .. 1 dn} é um conjunto finito, não vazio, de elementos 
denominados doenças; 
M = {m1 ,m2, ... ,mk} é um conjunto finito, não vazio, de elementos 
denominados manifestações; 
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- C Ç D X M é uma relação denominada causação; 
• C a =< M+ > é o caso1 e Af+ Ç M é o conjunto de manifestações pre-
sentes no caso. 
Pela definição, os conjuntos D, 2v.f e C juntos especificam o ambiente do 
problema em que o processo de diagnóstico é conduzido. Por exemplo, para o 
problema simples de diagnóstico da figura 3.2, D é o conjunto formado por cinco 
doenças dl> d2 , ••• , d5 , enquanto M por cinco manifestações m11 m 2, .•. , m5. O 
produto cartesiano D x M, na definição 3.11 representa um conjunto de pares 
< dt, rnj > para cada doença distinta d1 em D, e cada manifestação distinta mj 
em M. Para o problema da figura 3.2, há no total 5x5=25 pares em D x M, A 
relação C é tipicamente um pequeno subconjunto de D X M, conforme ilustrado 
na figura 3.2. Por exemplo, d1 e m1 estão casualmente associados, o que não 
ocorre com d1 e m3. Assim, < d1, m1 > pertence à C, o que não é o caso de 
< d~, m3 >. Na figura 3.2, há dez pares do tipo doença-manifestação na relação 
c. 
O conjunto M+ representa as manifestações que estão presentes para um 
problema específico (a.o contrário do conhecimento genérico em D, lv.f e C, .M-+ é 
o conhecimento de um caso específico ou instànda). Este conjunto r.orresponde à 
entrada de um sistema baseado em conhecimento. Em situações como as da figura 
3.21 em que não se está preocupado com um problema específico de díagnóstico, 
mas interessado apenas na rede causal associativa, utiliza-se K B :;:;::< D, M, C> 
para a rede em questão. Na definição do problema acima, vale a pena destacar 
que não há nenhuma restrição na relação causal C, e na entrada do problema M+: 
qualquer doença pode estar associada potencialmente a qualquer manifestação, e 
qualquer manifestação pode pertencer à M+. 
Para um problema de diagnóstico P, é conveniente e útil definir os seguintes 
conjuntos ou funções baseadas na relação C: 
Definição 3.2 Para todo d1 E D e mj EM num problema de diagnóstico P, 
efe-itos(dt) ={mil< d1,mj >E C}, o conjunto dos elementos diretamente cau-
sados por d1; e 
cau.sa,s(mj) = {dd < d1,mi >E C}, o conjunto dos elementos que podem direta-
mente causar fnj. 
Os conjuntos efeitos( d1) e causas( mj) são ilustrados na figura 3.3. Conforme 
apresentado no capitulo 27 estes conceitos são intuitivamente familiares aos di-
agnosticadores humanos. Por exemplo, nos livros-texto médicos a descrição das 
doenças freqüentemente inclui, entre outras coisas, o conjunto efeitos( d/), isto é, 
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as manifestações causadas pela doença d1. Clínicos freqüentemente referem-se ao 
"diagnóstico diferencial" de uma manifestação mj, que corresponde ao conjunto 
causas(mj)· Os conjuntos definidos acima podem facilmente ser generalizados 
de doenças e manifestações individualmente para conjuntos de doenças e mani-
festações conforme apresentado a seguir. 
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Figura 3.3: Os conjuntos efeitos( di) e causas(mj) definidos pela TCP. 
Definição 3.3 Para todo D~., Ç De MJ Ç lvi num problema de diagnóstico P, 
efeitos(DL) = U efeitos(d:), e 
d1EDL 
causas(MJ) = U causas(m1). 
m 3EMJ 
Assim, por exemplo, os efeitos de um conjunto de doenças são apenas a união 
dos efeitos individuais de cada doença do conjunto. 
Exemplo: Para o problema de diagnóstico da figura 3.2, 
efeitos(dt):::::: {m1,m2}, 
causas(mz) = {d1,d3}, 
efeitos( { dt, d4}) = {m1, m:.~:, m3, ms}, e 
causas({m4,ms.}) = {d2,d3,d4,d5}. o 
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3.1.2 Soluções para Problemas de Diagnóstico 
Uma vez caracterizados os problemas de diagnóstico, caracteriza~se agora suas 
soluções. Para isto, define-se a noção de "cobertura'' i baseado na relação causal 
C, decide-se o critério de parcimônia, e formalmente define-se o conceito de uma 
explicação (hipóteses "explicativas''). 
Definição 3.4 O conjunto DL Ç D é dito ser uma cobertura de MJ Ç M se 
MJ Ç efeitos(DL). 
Ba..<>eado na noção de "cobertura", que formaliza o termo impreciso "cau-
salmente explica'', define-se um dos mais importantes conceitos da TCP: a ex-
plicação diagnóstica. 
Definição 3.5 Um conjunto E Ç D é dito ser uma explicação para M+ para 
um problema de diagnóstico, se e somente se, E cobre M+ e satisfaz um certo 
critério de parcimônia. 
Note que a definição de uma "explicação" consiste em três condições: o requisito 
cobertura (toda manifestação em ~:w+ deve estar causalmente associada a algum 
dos membros de E), o requisito de parcimônia (a cobertura deve ser parcimo-
niosa), e o requisito de que uma explicação deve consistir apenas de doenças. 
A condição de cobertura modela o que intuitivamente espera-se de uma "ex-
plicação", isto él a explicação deve ser capaz de "explicar causalmente" todas 
as manifestações ditas estarem presentes. Uma explicação deve também ser um 
subconjunto de D. 
Baseado na definição 3.5, uma questão central desta teoria é: o que torna 
uma cobertura de M+ mais provável que outra? Como apresentado no capítulo 
2, existem diversos critérios para noção imprecísa de parcimônia. Cardinalidade 
minlma e irredundante são apenas dois destes critérios. 
Definição 3.6 
(1) Uma cobertura DL de !vi] é dita ser mínima se sua cardinalidade for a 
menor de todas as coberturas de MJ. 
(2) Uma cobertura Dr, de MJ é díta ser irredundante se nenhum de seus sub-
conjuntos próprios for também uma cobertura de MJ; caso contrário a co-
bertura é dita ser redundante. 
(3) Uma cobertura DL de MJ é dita ser relevante se for um subconjunto de 
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No capítulo 2 foram apresentados exemplos de coberturas mínimas e irredun-
dantes. A figura 3.4 ilustra graficamente uma cobertura irredundante de duas 

























Figura 3.4: Representação de uma cobertura irredundante {d1 ,d4} de M+, em 
queM+ não está contido em efeitos(d1) ou efeitos(d4)· 
O terceiro critério de parcimônia acima, relevância, é mais "fraco" do que 
irredundância. Coberturas deste tipo são denominadas relevantes, porque cada 
doença de uma destas coberturas está causalmente associada a alguma mani~ 
festação presente (isto é, a doença pertence ao conjunto causas(M+)). Este 
fato reflete situações do mundo real, em que a dlagnose usualmente consiste ape-
nas daquelas doenças que são evocadas por um conjunto dado de manifestações 
presentes. Uma doença em que nenhuma de suas manifestações está presente 
é usualmente considerada um componente impossível para a diagnose, embora 
seja possível imaginar, presumivelmente, raras situações em que uma cobertura 
irrelevante possa ser de interesse1 . 
Há outros critérios de parcimônia possíveis. Entretanto, por razões concei-
tuais, a irredundânda é a escolha preferível. O principal motivo é que através 
do conjunto de todas as coberturas irredundantes é possível gerar todas as co-
'Por exemplo, se d; possui uma probabilidade posterior de 0,99, então mesmo que nenhuma 
de suas manifestações esteja presente, uma cobertura relevante induindo d; pode ser uma pos-
sibilidade viável. 
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hE'xturas. Assim, a não ser que se afirme o contrário, quando se falar em uma 
cobertura ou explicação parcimonlosa, sempre estará se referindo a uma cobertura 
írredundaJlte. 
Em diversos problemas de diagnóstico, tais como os que ocorrem na medicina, 
o diagnosticador está geralmente interessado em conhecer todas as explicações 
plausíveis para um caso. Estas explicações 1 como alternativas, podem interferir 
no andamento das ações a serem tomadas pelo diagnosticador. Este fato conduz 
à seguinte definição de solução do problema: 
Definição 3.7 A solução de um problema de diagnóstico P =< KB,Ca >, 
denotado por Sol( F), é o conjunto de todas as explicações paraM+. 
Exemplo: Na figura 3.2, {d1.d4} e {d2,ch,d4} são as únicas explicações plau-
síveis (isto é, coberturas irredundantes) paraM+ = {m1,m2 ,m3} e, por isto, 
constituem a solução para o problema. Todas as duas coberturas são coberturas 
irredundantes de M+, enquanto a primeira é, também, uma cobertura mínima. 
o 
Ao contrário dos sistemas de produção baseados em regras e dos modelos 
estatísticos de classificação, a TCP provê formas sistemáticas para a construção 
de todas (ou algumas) explicações para diversos problemas de diagnóstico. Neste 
método de solução de problemas conjuntos de doenças são formados e checados 
para confirmação, baseado nos principias de cobertura e parcimônia. A natu-
reza construtiva da solução do problema é uma das características dlstíntas desta 
teoria, assim como de outros modelos abdutivos. Antes de estabelecer os as-
pectos para a solução do problema da teoria, alguma de suas propriedades são 
primeiramente analisadas. 
3.2 Propriedades de Problemas de Diagnóstico 
As proposições seguintes descrevem certas propriedades básicas dos problemas 
de diagnóstico definidos na TCP. Estas proposíções são utilizadas repetidamente 
de forma explíicita e implícita nos subseqüentes desenvolvimentos da teoria neste 
capítulo. Primeiro, são especificadas algumas das mais elementares propriedades, 
obtidas diretamente das definlções anteriores. 
Lema 3.1 Seja K B =< D, M, C > uma rede causal para um problema de di-
agnóstico P 1 tal que d1 E D, mj E JIJ1 DL,DN Ç D, e MJ Ç lvf. Então 
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(a) efeitos(d,) # 0, causas(mj) 'f 0; 
(b) d1 E causas(efeitos(dt)), mj E efeitos(causas(mj)); 
(c) DL Ç rousas(efeitos(DL)), MJ Ç efeítos(causas(MJ)); 
(d} M = efeítos(D), D = causas(M); 
(e) d1 E causas(mj), se e somente se, mj E efeitos( di); 
(f) efeitos( DL)- efeitos(DN) Ç efeitos(DL- DN). 
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Lema 3.2 Se KB =< D,M,C > é a rede causal para um problema de di-
agnóstico P com DL Ç De MJ Ç M, então DLncausas(MJ) = 0, se e somente 
se, MJ n efeitos(DL) = 0. 
Agora pode-se prosseguir na caracterização do conceito de explicação, para 
um problema de diagnóstico, pelos lemas seguintes. Pela definição de cobertura 
irredundante fica claro que: 
Lema 3.3 Se DN é uma cobertura de MJ num problema de díagnóstico, então 
existe um DL Ç DN que é uma cobertura irredundante de M;. 
Os lemas 3.1(d) e 3.3 conduzem, imediatamente, ao seguinte resultado, que é 
garantido para todos os três requisitos da definição 3.5. 
Teorema 3.4 (Teorema da Existência de uma Explicação) Existe pelo me-
nos uma explicação paraM+ para um problema de diagnóstico P =<< D, M, C> 
,<M+>>. 
Para qualquer cobertura DL de M+, se todo 'fnj E M+ coberto por algum 
d1 E DL, for também coberto por alguma outra doença(s) em DL, então d1 é 
"redundante" no sentido de que DL- {di} é ainda uma cobertura para M+. Este 
fato pode ser explicado mais precisamente como se segue. 
Lema 3.5 Uma cobertura DL de M; é irredundante, se e somente se, para todo 
d1 E DL, existe algum mj E MJ, que é coberto exclusivamente por dt, isto é, 
m; E efeitos(dJ), rnas m; r;!. efeitos( DL- {d,)). 
Este lema é bastante útíl quando se estabelece a irredundância de uma co-
bertura, e conduz aos seguintes lemas: 
Lema 3.6 Se DL é uma cobertura irredundante de MJ, então IDLI ~ IMJI· Mais 
precisamente, se E é uma explicação para M+ num problema de diagnóstico, 
então lEI.,; IM+ I. 
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Lema 3. 7 E :o:: 0 é a única explicação para M+ = 0. 
Estes resultados conduzem à uma importante observação que está relacionada 
aos diversos sistemas para a solução de problemas de diagnóstico. 
Teorema 3.8 (Teorema das Doenças Competitivas) Seja E uma explica-
çao paraM+, tal queM+ nejeitos(dt) Ç M+ nefeitos(d?.), e d1 ,d2 E D. 
Então, 
(a) d1 e d2 não estão em E simultaneamente,- e 
(b) se d1 E E, então há outra explicação E' paraM+ que contém d2 , e não 
contém d1, de menor ou igual cardinalidade. 
Este teorema formaliza a noção de "doenças competitivas" em problemas de 
diagnóstü::o. Estas doenças podem ser vistas como alternativas (pois "competem" 
entre si pela explicação de certas manifestações). Se todas as manifestações em 
M+ cobertas por uma doença, são também cobertas por outra doença, então 
estas duas doenças são alternativas entre si. Assim, apenas uma é necessária 
numa explicação. Além do mais, estas duas doenças competem com cada uma 
para ser considerada a mais plausível (neste sentido elas formam uma diagnose 
diferencial, podendo ser discriminadas no processo de diagnóstico subseqüente). 
Agora, considera-se o relacionamento entre os diferentes critérios de par-
cimônia descritos anteriormente, ilustrado na figura 3.5. 
Lema 3.9 Seja 2D o conjunto das partes de D, e seja Bcm,Sci,Sc.r e Se os con-
juntos de todas as coberturas mínimas, irredundantes1 relevantes, e todas as co-
berturas de M+ para um dado problema de diagnóstico P, respectivamente. Então 
0 Ç Sem Ç Sei Ç Bcr Ç Se Ç 2D. 
O próximo lema mostra que o conjunto de todas as coberturas irredundantes 
de M+, para um problema de diagnóstico como um todo, possui um tipo de 
propriedade ótima. 
Lema 3.10 (Propriedade de Inclusão) Para um problema de diagnóstico P, 
seja Sei o conjunto de todas as cobert-uras ir-redundates de M+. Então Sei é o 
menor conjunto de coberturas, tal que para qualquer D N ç D cobrindo M+, há 
um DL neste conjunto de coberturas com DL Ç DN. 




: 5o&. toda~! Bll (lCÕertiUU lllin:Í!D8II : : . 
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Figura 3.5: Uma taxonomia de coberturas, em que Sem Ç Sei Ç SC'f' Ç Se Ç 2D 
SeU Sn, 
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Por este lema, Sei, o conjunto de todas as explicações para M+, é o menor 
conjunto de coberturas que implica (ou implicitamente representa) em todas as 
coberturas de M+. Assim, qualquer cobertura pertence a este conjunto, ou pode 
sistematicamente ser gerada adicionando doenças extras a um dos membros de 
Sei (isto é, todas as coberturas de M+ estão em Sei, ou. contêm algum conjunto 
de Sd). 
Exemplo: O lema 3.9 pode ser facilmente verificado no exemplo do problema da 
figura 3.2. Há apenas uma cobertura mínima, {d1 , d4}, de M+ = {m1, m2 , m3}. 
Esta cobertura e {d2 ,d:~,d4} são as únicas coberturas irredundantes de M+. 
Além destas duas, há outras três coberturas relevantes, { d1 , d4 , d2}, { d1 , d4 , d3} 
e { d1 , d2, d3 , d4}, geradas adicionando-se doenças relevantes extras às coberturas 
irredundantes. Uma vez que d5 é causalmente irrelevante para M+, adicionando-
se d5 a cada uma das coberturas relevantes, resulta numa cobertura irrelevante. 
Assim, há no total 10 coberturas, 5 das quaís são irrelevantes. Todos os demaís 
subconjuntos de D não são coberturas (exemplos de não coberturas são 0, {d1}, 
{d2 ,d4 ), etc.). O 
Em alguns domínios de aplicação, a restrição de uma única doença tem sido 
utilizada como critério de parcimônia, isto é, uma explicação é uma única doença 
que cobre M+. O problema com este critério é que na maioria dos problemas 
de diagnósticos maís geraís, não existem coberturas com uma única doença. Por 
outro lado, a intuição sugere que a relevância é bastante vaga como critério de 
parcimônia em diversas aplicações do mundo real. Mesmo no problema simples do 
E'.Xemplo da figura 3.21 em que há apenas duas coberturas irredundantes, existem 
cinco coberturas relevantes. 
Cardinalidade mínima modela características e suposições de diversos siste-
mas de diagnóstico abdutivos anteriores. Entretanto, existem casos evidentes 
em que coberturas mínimas não são necessariamente as melhores. Por exemplo, 
suponha que a combinação de duas doenças d2 e d3 , ou uma rara doença d1 sozi-
nha, podem cobrir todas as manifestações presentes. Se a cardinalidade mínima 
for escolhida como critério de parcimônia, d1 será selecionada como hipótese 
viável (explicação), enquanto { d2, d3 } será descartada. Um diagnosticador hu-
mano, no entanto, poderá dar preferência à { dz, d3}, ou pelo menos considera-
la como possível alternativa. Por esta razão, baseando-se unicamente na in-
tuição, a irredundância é escolhida assim como outros critérios de parcimônia 
[Pen85, Pen87c, Rei87, deK87J. 
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3.3 Uma Álgebra para Conjuntos Geradores 
Nesta seção inicia·se o desenvolvimento de técnicas para a solução do tipo de 
problema simples de diagnóstico definido na seção 3.1. Um processo abdutivo 
para solução de problemas deve ser con.strutivo. Baseado no conhecimento as~ 
soc:iativo axmazenado na relação C, este processo deve construir as explicações 
plausíveis para um dado M+, ao invés de testar cada membro do conjunto das 
partes, 2D. O principal motivo é que 12D1 geralmente é muito extenso) enquanto 
o número de explicações para um problema em particular é relativamente pe-
queno. Além do mais, a maioria dos membros de 2D são irrelevantes para um 
dado problema. Também, para imitar o processo ciclico de formação de hipóteses 
e teste, o processo de solução do problema deve ser seqüencial, isto é, as mani-
festações presentes de um problema (M+) são fornecidas e processadas uma por 
vez. A natureza construtiva e seqüencial é uma das características distintas deste 
modelo, e do raciocínio abdutivo em geral. 
No capítulo 2 foi introduzida informalmente uma estrutura denominada gera-
dor para representar tentativas de solução e soluções finais (conjuntos de todas as 
explicações). No que se segue, formaliza-se esta forma conveniente e compacta de 
representação, define-se um conjunto de operadores para geradores, mostrando 
como estes operadores podem ser utilizados no processo de solução do problema. 
Os geradores são utilizados no algoritmo para solução do problema. Uma vez 
definida a álgebra para manipulação de geradores, a especificação dos algorit-
mos torna-se extremamente fácil. Inicialmente, define-se formalmente geradores 
e conjuntos geradores. 
Definição 3.8 Sejamg1,g2, .•. ,gn subconjuntos não vazios de D, disjuntos dois-
a-dois. Então G 1 = {gt, gz, ... , gn} é um gerador. A classe gerada por G 1, 
denotada como [G 1], é definida como [G I] = {{ d, d,, ... , dn)ldl E m; 1 :S l S n ). 
Um gerador pode ser interpretado a partir de duas perspectivas. Pela de-
finição um gerador G1 é simplesmente um conjunto de n ~O conjuntos de doenças 
distintas. Entretanto, por outra perspectiva, [GI] é análogo ao conjunto Produto 
Cartesiano, com a exceção de que [G I] consiste em conjuntos não ordenados, ao 
invés de tuplas ordenadas. Em particular, [GI] contém precisamente todos os 
possíveis conjuntos de n elementos que podem ser formados tomando um ele-
mento de cada Ui E Gr. Para relembrar do propósito especial do gerador G1, 
subseqüentemente escreve-se para geradores G 1 = (91 92 ... Yn), ao invés de 
G1 = {gt, 92, ... , Un}· Note, pela definição, que se G 1 = 0, então [G !] = {0}. 
É conveniente falar sobre conjunto de geradores, quando não é possível repre-
sentar todas as explicações de um dado problema em um único gerador. 
Fundamentos da Teoria das Coberturas Parcimoniosas 29 
Definição 3.9 G = {G1, Gz, .. . , GN} é um conjunto gerador se cada Gr E G 
for um gerador e [GJ] n [GJ] = 0, para I I- J. A classe gerada por G é 
N 
[G] = U [GJ]. 
I=l 
Note por esta definição, que se o conjunto gerador G = 0, então [G] = 0; se 
G = {0}, então [G] = {0}. Um conjunto gerador não é simplesmente um conjunto 
de conjuntos, ou seja, é um conjunto de geradores em que a classe gerada por 
cada membro nunca é duplicada. 
Para facilitar a compreensão das operações de conjunto gerador, um problema 
de diagnóstico abstrato, P11 é dado na figura 3.6. Este problema é utilizado como 
exemplo no restante deste capítulo. 
Exemplo: No problema de diagnóstico da figura 3.6, se M+ = {m11 m4 , ms}, 
então o conjunto de todas as oito coberturas irredundantes pode ser representado 
por [GL sendo que G = {G1, Gz} é um conjunto gerador com G1 = ( {d3 , d4} {d8 } ), 
e G2 = ({d11d2} {d7,ds,d9}). Note que Gz representa compactamente seis ex-
plicações (incidentalmente, neste caso, [G] é também o conjunto de todas as 
coberturas núnimas de M+; esta coincidência não é verdadeira de uma forma 
geral). Se nenhuma outra manifestação estiver presente, então G representa a 
solução para este problema. O 
A estrutura de geradores oferece mais do que apenas uma representação efi~ 
caz. Agrupando-se doenças através das operações a serem definidas 1 o gerador 
fornece uma forma natural de computar e representar doenças competitivas ( dí-
agnose diferencial) durante a solução do problema. Se um gerador G1 representa 
um conjunto de explicações para um dado M+, então cada Ui E G I é um con-
junto de doenças competitivas. O teorema das doenças competitivas (teorema 
3.8) é baseado na cobertura das partes de M+ por doenças individuais, de forma 
isolada. Por outro lado, os geradores agrupam doenças competitivas1 nas cober-
turas írredundantes de M+, no contexto da presença de outras doenças, Por 
exemplo, considerando o exemplo anterior, para cobrir de forma irred.undante 
{ mt. m4 , m5}, d3 e d4 são competitivas no contexto de d8 no gerador Gt. e d1 e 
d2 são competitivas no contexto de qualquer uma das doenças d7 , d8 e d9 em G2 • 
No passo seguinte define-se as operações de divisão e resto para conjuntos 
geradores, criando uma álgebra para conjuntos geradores. Estas operações são 
definidas de tal forma que podem ser utilizadas nos algoritmos na atuaJizaçãü cor· 
reta das hipóteses existentes (representadas por um conjunto gerador), utilizando 
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causas(rnt) = {d1,dz,da,d4} 
causas(m3) = {d2,d3,d5,d\l} 
causas(ms) = {d7,ds,ds} 
causas(m2) = {d5,ds, d1, dg} 
cm~sas(m4 ) = {d1 , d2 , ds} 




G = {G1,G2} ê um conjunto gerador representando o conjunto de todas as cober-
turas irredundantes de M+ = {m!Jm4,m5}, em que G1 = ({da,d4} {ds}) e G2 = 
({J,,d,} {d,,d,,d,}) 
Q' = div(G, Ht) = Q11 U Q'';l representa todas as coberturas irredundates de 
{m1, m4, m5} que também cobrem ms, em que 
Q"' ~ di,(G 1,H,) ~{({da} {de})}, e 
QJ, ~ div(G 2 , H1) ~ {( { dz) {d,, d8 , d8 })} 
QK = res(G, H1 ) = QK' U QK~ representa todas as coberturas irredundantes de 
{ m1, m4, m5} que não cobrem ms, em que 
QK, ~ res(G,,JI,j ~ {({d,} {de})}, e 
QK, ~ m(G2 ,H,) ~{({di} {d7,d,, d,})} 
QL = augres(G,Ht) = QL1 uQL~, em que 
QL, ~ augres(G1 , H1) ~ {( {d4} {da) { d,, ds, d,})}, e 
QL, ~ augm(G2 , H,) ~ {( { d1} { d7 , d,, d8) { d2 , d3 , d5 })) 
QR = res(QL,Q1 ) = 
{({d,} {de) {d8 ,d5)) ({dt} {d7 ,d8 ,d7 ) {d8 ,d6 )) ({dt} {d7 ,d8 ) {d3 })} 
representa todas as coberturas irredundantes de { mt, m4 , m5 , m3 }, que são coberturas 
redundantes de {m1,m4,m5} 
Qrell = Q' UQR é o conjunto gerador representando todas as 14 coberturas irredundantes 
de {mt, m4, ms, ms} 
Figura 3.6: Um problema de diagnóstico P1 • 
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o conjunto de doenças evocadas pela nova manifestação descoberta. Em outras 
palavras, estas operações são utilizadas para mecanizar o processo de "formação 
de hipóteses" durante a solução do problema. 
A primeira operação a ser introduzida é a operação de divisão. Utilizando 
as doenças evocadas pela nova manifestação descoberta, a operação de divisão 
seleciona aquelas hipóteses existentes que cobrem as manifestações anteriores e a 
nova manifestação. 
Definição 3.10 Sejam G1 = (g1 g2 ••• Dn) um gerador, e H1 Ç D1 tal que 
H1 #- 0. Então Q = {QkiQk é um gerador} é a divisão de Gr por H 11 se para 
todo k, 1::; k :$ n, Qk = (qkl qk2 ... qkn)1 tal que 
se j < k, 
se j = k, 
.5€ j > k. 
Informalmente, todos os geradores resultantes de uma divisão podem ser ob-
tidos da seguinte forma. Para qualquer ordem dos gjs em G I, o primeiro gerador 
resultante da divisão de G 1 por H 1 é igual a G 1, exceto que g1 é substituído 
por 91 n H1. No segundo gerador, 91 é substituído por Dt- H1, 92 por U2 n H1, 
enquanto os outros gjs não são alterados, e assim por diante. No késimo gera-
dor, todos os gjs anteriores a g,. são substituídos por 9j- H 1 , Uk é substituído 
por 9k n H11 e todos os gjs posteriores a 9k não são alterados. Fica claro, pela 
definição anteríor, que todo gerador Qk resultante da divisão de G1 por H1 , pos-
sui um conjunto qkk que é um subconjunto de H1. Assim, pela de"finição 3.8, 
para todo E E [Qk], E n H1 f 0. As operações de diferença 9J- H h para todo 
j < k, garantem que [Qk] e [Qkl] são disjuntos, e assim asseguram que a divisão 
Q é um conjunto gerador. Para certificar-se di.sto, considere, informalmente, o 
primeiro e segundo gerador Q1 e Qz. Pela definição anterior, Q1 = (qn 92 93 ... ) 
e Q2 = (q21 q22 93 ... ). Uma vez que qu = 91 n H1 e q21 = g1- H11 então 
q11 e q·;n são disjuntos. Assim, intuitivamente, quaisquer membros de [Qt] e [Q2] 
diferem em seus primeiros elementos. A implicação e uso destas propriedades da 
operação de divisão são formalmente especificadas e demonstradas no lema 3.11. 
Note que se durante a operação de divisão algum conjunto vazio resultar 
das operações de interseção ou diferença, então, pela definição 3.8, esta parcela 
produzida não é um gerador, e pela definição 3.10, não deve ser incluída no 
resultado da divisão. Por exemplo, se 9J n H1 = 0 para algum j, então( ... 0 ... ) 
é produzido, devendo ser desconsiderado. Assim, se IG II = n, tem-se no máximo 
n geradores na divisão de G1 por H11 mas, usualmente, o número de geradores é 
menor que n. 
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Exemplo: Para o problema P1 da figura 3.6, considere a divisão do gerador 
G, = ({d,,,d,) {ds)) de G po' H1 = causas(ms) = {d2 ,d,,d,,d,). Seguindo 
a definição 3.10, Q1 = ({d3} {da}) é um gerador, mas Q2 não é uma vez que 
{ds} n H1 = 0. Desta forma, o conjunto gerador QJ1 = {QI} é a divisão de G1 
por H1 . Similarmente, o conjunto gerador QJ2 = {( {d2} {d7 , d8 , ds} )} é a divisão 
de G2 = ({d1,d,j {d7 ,d8,d9)) pm H1 . O 
Fica claro, uma vez que G I é um conjunto não ordenado de conjuntos, que 
se a ordem dos membros de G 1 é alterada, então um conjunto gerador diferente 
pode resultar da, operação de divisão. Felizmente, pode ser demonstrado que 
para quaisquer duas divisões QJ e QK, que resultem de diferentes ordens dos 
gjs em Gr, [QJ] = [QK], isto é, todas as possíveis divisões de Gr por Ht. para 
todas as possíveis ordens dos elementos de G1, geram a mesma classe [Reg85]. 
Por esta razão, utiliza-se div(G 1, H1) para se referir à divisão de Gr por H1 , que 
resulta numa ordem particular, mas arbitrária, na qual 9t, 92, ..• , 9n em G 1 são 
dados durante a operação. Em seguida, a operação de divisão é generalizada para 
divisão de um conjunto gerador por um conjunto de doenças. 
Definição 3.11 Sejam G um conjunto gerador e .FI1 Ç D, tal que H1 f: 0. A 
divisão de G por H 1 é 
div(G,Hl) = U div(Gr,H,). 
G1EG 
Pelas definições anteriores, a divisão de um gerador ou conjunto gerador pro-
duz um novo conjunto gerador. Agora, apresenta-se importantes resultados que 
este novo conjunto gerador representa. 
Lema 3.11 Sejam Gr um gerador, G um conjunto gerador, e H1 Ç D, tal que 
H1 f: 0. Então 
(a) div(GJ,Ht) é um conjunto gerador1 em que 
[div(Gr, H1)] ={E E [Gr]IE n H, f 0}; e 
(b) div(G,H1) é um conjunto gerador, em que 
[div(G, H1)] = {E E [GJIE n H1 f 0}. 
Este lema fornece a idéia intuitiva da divisão de um gerador ou conjunto 
gerador. A classe gerada pela divisão de G1 por .ll1, [div(GI,Ht)], é um sub-
conjunto de [G1]. Os membros (conjunto de doenças) desta classe são aqueles 
de [G1] que contêm pelo menos um elemento de Ht. Este é também o caso de 
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div(G, H1). Pelo fato dos resultados das divisões serem conjuntos de geradores, 
garante-se que nenhuma duplicação existe na classe gerada por estes conjuntos de 
geradores. Esta propriedade torna a divisão bastante útil na solução seqüencial 
do problema de diagnóstico. Por exemplo, dado um problema, o conjunto de 
todas as explicações para as manifestações conhecidas no momento, M;, pode 
ser representado por [G], sendo que G é um conjunto gerador. Quando ocorre a 
confirmação de uma nova manifestação mj, também presente, ou seja, mj 9-. M;, 
então div(G,causas(mj)) representa aquelas explicações paraM; que também 
cobrem a nova manifestação m;, pois cada uma delas contém pelo menos uma 
doença de causas(mj ). Assim, di v( G f, causas( mj )) representa um conjunto atu-
alizado de explicações para lvf+ U {mj}· Este fato é demonstrado no exemplo 
seguinte. 
Exemplo: Para o problema P1 na figura 3.6, suponha que M+ = { m1 , m 4 , ms} 
conduz à uma tentativa de solução representada por G == {G1,G2}, num deter-
minado instante. Suponha, também, que a manifestação m 3 seja observada, isto 
é, está presente no caso. Pode ser verificado facilmente que alguns dos membros 
de [G], diga-se {d3 ,d8h também cobrem m3 , mas alguns outros, diga-se {d4 ,ds} 
não a cobrem. Pelo lema 3.11, a operação de divisão Q1 == div(G, causas(m3)) = 
QJ1 U Q32, pode ser utilizada para encontrar os membros do primeiro caso, isto 
é, todos os membros de [G] que também cobrem m3. Como ilustrado na figura 
3.6, QJ representa parte da solução para o conjunto estendido {m1, m4,m5, m3}. 
o 
Para representar os membros de [G] que não cobrem a nova manifestação ob-
servada, mj, é introduzido uma operação denominada resto de uma divisão. Na 
definição 3.10 tem-se que os geradores resultantes da divisão de G f = (g1 92 ... fln) 
por H 1 são 
(gl n H1 92 "· 9n-l g) 
(91- H1 U2 n Ht ... 9n~t g.,.) 
(gt- H192- H1 ... 9n~1 n H1 9n) 
(g1- Ht U2- Ht ... Un-1- H1 Un n H1). 
Na execução de mais um passo, obtêm-se os membros restantes de [GI], após a 
operação de divisão, isto é, aqueles que não possuem elementos em comum com 
H1. Assim, o resto de uma operação de divisão de G1 por H 1 é representado pelo 
gerador 
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(UI- H1 U2- Ht ... Un-1- H1 Un- Hl). 
Esta operação conduz à definição da operação resto abaixo. Mais adiante, é apre-
sentado que a operação resto é complementar à operação de divisão em termos 
das explicações que esta operação representa. 
Definição 3.12 Sejam G I = (UI g2 ... 9n) um gerador, G um conjunto gem-
dor, e H 1 Ç D, em que H 1 f:. 0. Então o resto de uma divisão de G I por H 1 é 
res(Gz,H1) = 
{ ó(g,- H, ... Yn- H,)} se Ui- Ht o/ 0, para todo i, 1 :::; i :::; n, 
caso contrário; 
e o resto da divisão de G por H 1 é 




A idéia básica da operação res é remover em Gr todos os elementos de H1 . 
Assim, o conjunto gerador resultante não gera nenhum conjunto (explicação) que 
compartilhe algum elemento com H1 . Isto é formalizado pelo próxlmo lema. 
Lema 3.12 Para GJ, G e H1 definidos conforme definição 3.12, 
(a) res(Gr, H1) é ttm conjunto gerador, em que 
[res(GJ, H1)) = {E E [GI)]E n H1 = 0}, e 
(b) res(G, H1 ) é um conjunto gerador, em que 
[res(G, HJ)) ={E E [G]]En H1 = 0}. 
Pelos lemas 3.11 e 3.12, tem-se que [di-v(GI,H1 )] e [res(GJ,Hl)J particionam 
[G I], enquanto [di v( G, HJ)] e [res( G, H1)) particionam [G). 
Exemplo: Para o problema P1 da figura 3.6, tem-se pela definição 3.12. 
QK = res(G,H1 ) = QK' uQK,, em que QK, = res(G1 ,HJ) = {({d,} {ds})}, e 
QK' = res(G2 , HJ) = {( {d1 } {d7 , d8, d9} )}. Pode·senotarque [QK)=[res(G, H1)) 
representa todos os membros de [G] que não contêm nenhuma causa de m3 , e que 
esta classe e [QJ] = [div(G,HI)] partidonam a classe [G]. O 
Até agora todas as operações de divisão e resto foram definidas para um único 
conjunto de elementos H1 Ç D como divisor. Agora estas operações são genera-
lizadas para permitirem que geradores e conjuntos geradores sejam divisores. 
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Definição 3.13 Sejam G e Q conjuntos geradores, G1 E G e Q.J E Q geradores, 
e qj E QJ. Então a divisão de G1 por QJ é 
. ) { {Gr} 
d•v(Gr,QJ = div(div(Gr,q;),QJ- (q;)) 
a divisão de G por Q J é 
seQJ=0, 
caso contrário; 




Lembre-se que o gerador Q J é uma coleção de conjuntos de doenças qj. Basi· 
camente, o que dív( G r, Q J) faz, conforme definido recursivamente acima, é dividir 
sucessivamente G 1 por cada conjunto de doenças q1 em Q J. Este fato é ilustrado 
pelo exemplo seguinte. 
Exemplo: Se G1 = ({d,,d4) {d5 ) {d,,d9 } {d,,d,)) e QJ = ({d2} {d7 ,d8}), 
então 
div(G1,QJ) 
= di v( di v( G h { d,j ), ( { d,, da))) 
= div({({d,,d4) {ds} {d,,d,) {d,))), ({dr,ds))) 
= div(({d3,d4} {d5} {d,,d,) {d2 }), ({d,,d,))) 
= div(div(({d3 ,d4 ) {d5 } {dr,d9} {d2}), {d,,d8 )), 0) 





(defs. 3.10 & 3.13a) 
o 
Lembre--se que no lema 3.11, para cada H1 Ç D, [div(GI, H1)] contém apenas 
aqueles elementos de G1 que possuem pelo menos um elemento de H 1 • Assim, 
dividindo sucessivamente G1 por todo qj E QJ, o resultado corresponde aos mem-
bros de [G r] que contêm pelo menos um elemento de cada qj em QJ. Pela definição 
de geradores, isto equivale a dizer que div( G r, Q J) representa aqueles membros de 
[Gr] que contêm um membro de [QJ] como um subconjunto. Este fato é observado 
no exemplo anterior, em que [div(Gr,QJ)] = {{d3,ds,d7,d2 },{d4 ,d5 ,d7,d2}L 
contém algum membro de [QJ] (isto é {d2,d7}), sendo os únicos membros de 
[GI] que possuem esta propriedade. Uma observação análoga. também é garan-
tida para. div(G,QJ), isto é, para um divisão de um conjunto gerador por um 
gerador. Esta propriedade é formalmente especificada no lema seguinte. 
Lema 3.13 Sejam G, G1, QJ e qj definidos conforme definição 3.13. Então1 
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(a) div(Gr,Q 1 ) é um conjunto gerador, em que 
[div(GI,QJ)] ={E E [Gl][ existe E' E [QJ], em que E' Ç E); 
(b) div(G,QJ) é um conjunto gerador, em que 
[div(G,QJ)] ={E E [GJI existe E' E [QJ], em que E' Ç E}. 
As operações de resto podem ser generalizadas, de maneira aná1oga1 para 
representar aqueles membros de [G1] ou [G] restantes das divisões. As proprieda-
des da operação resto (Lema 3.12) são 1 também, preservadas de uma forma mais 
geraL 
Definição 3.14 Sejam G e Q conjuntos geradores! G I E G e Q J E Q geradores, 
%' E Q J, Então a divisão residual de G r por Q J é 
res(GJ,QJ) = 
a divisão residual de G por Q J é 
seQJ=0 .. 
caso contrário; 
res(G,QJ) = U res(G,,QJ)i 
G1EG 
e a divisão residual de G por Q é 
{ 
G 
·res G -( ,Q)- res(res(G,QJ),Q- {QJ}) 





A idéia da definição recursiva 3.14a é que para se obter todos E E [Gr] 
que não contém algum E' E [QJ], deve-se primeiramente particiona-los em duas 
classes junto a um qj E QJ arbitrário: res(Gr,qj) e div(GI,qj)· Todos aqueles 
E E [Gr], cuja interseção com qj é vazia, estão na primeira classe. Para aqueles 
que compartilham algum elemento em comum com qi (isto é, aqueles da segunda 
classe), deve-se fazer uma diferenciação dos E' E [GI] baseado em algum outro 
q10 e a..<Jsim podendo ser recursivamente obtido das operações de resto através dos 
qk E Q 1 restantes. 
Exemplo: Se G1 e Q1 são dados como no exemplo anterior, então 
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= res(GI,{d7 ))Ures(div(GI,{d2)), ({d7 ,d8 })) 
= {({ds,d4 ) {ds} {dr,dg} {ds})) 
U res({({d3,d4} {d5} {dr,%} {dz))), ({dr,ds})) 
= {({ds,dú {ds) {d,,d,) {d8 ))} 
U res(({d3,d4}{d5} {dr,d9 ) (d2}), ({d7 ,d8 ))) 
= (({d3,d4} {ds} {dr,dg) {d8 })} 
U res(({d3,d4 ) {d5} {d7 ,d9} {d2}), {d7 ,d8)) 
U res(div(({d3,d4 ) {ds), {d7 ) {do) {d2 )), {d,,d,)), 0) 
= {({d3,d4 } {d5 ) (d,,d,) {ds)) 









Complementando o lema 3.13 tem-se os seguintes resultados com relação as 
propriedades das operações resto. 
Lema 3.14 Sejam G, Q, Gz, e QJ definidos conforme definíção :J.Lj. Então: 
(a) res(GJ,QJ) é um conjunto gerador, em que 
[res(GI,QJ)] ={E E [GI]I não existe E' E [QJ], em que E' Ç E); 
(b) res( G, Q J) é um conjunto gerador, em que 
[res(G, QJ)] ={E E [GJI não existe E' E [QJ], em que E' Ç E); 
(c) res(G,Q) é um conjunto gerador, em que 
[res(G,Q)] ={E E [G]I não existe E' E [Q], em que E' Ç E). 
Pelos lemas 3.13 e 3.14 segue, imediatamente, que [Gz] é particionado por 
[div(G1,QJ)] e [res(GJ,QJ)]. Similarmente, [G] é particionado por [div(G,QJ] 
e [res( G, Q J]. Estes fatos podem ser verificados facilmente pelos dois exemplos 
anteriores, Os oito membros de [G z] nestes exemplos são agora particionados em 
duas classes: duas destas oito classes que contêm algum membro de [QJ] estão 
em [div(G1,QJ)], e as seis outras classes restantes estão em [res(Gz,QJ)]. 
Para tornar a álgebra completa e simétrica, uma divisão de um conjunto 
gerador G, por um conjunto gerador Q pode ser facilmente definida como 
div(G, Q) = { ~iv(G, QJ) U div(res(G, QJ), Q- {QJ}) se Q = 0; caso contrá.rio1 
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e pode ser demonstrado que div(G,Q) é um conjunto gerador e [div(G,Q)] = 
{E E [G]I existe E' E [QJ, em que E' Ç E}. Esta divisão por um gerador não é 
utilizacla no algoritmo para solução do problema. 
A operação final introduzida pa.J"a a solução do problema de diagnóstico com 
geradores é denominada resto estendido, denotado por augres. Esta operação 
construtiva é uma extensão da operação resto. Lembre~se de que se [G] é o con-
junto de todas as explicações pa.J"a M+ num problema de diagnóstico, e mj !f. M+ 
é uma nova manifestação, então todo E E [G] pertence à [div(G,causas(mJ)J e, 
desta forma, cobre M+ e mj, ou pertence à [re.<J( G, cau.<Jas( mJ)], cobrindo apenas 
M+. A idéia básica da operação augre.<J é estender a operação resto adicionando-
se as doenças apropriadas de causas( m1 ), de tal forma que todos os conjuntos de 
doenças gerados pela operação resto estendido cubram mj, além de M+. Para 
evitar duplicações, escolhe-se as doenças em causas( IDj) que não aparecem no 
gerador original G1 para estender res(Ghcausas(mJ)}. Desta forma, através da 
combinação das operações div e augres, todas as explicações paraM+ U {mJ} 
podem ser construídas a partir de todas as explicações para M+ e das doenças 
em causas( mi ). 
Definição 3.15 Sejam G I = (g1 g2 ... g,.) um gerador, G um conjunto gerador, 
e H1 ç D, tal que H1 f:. 0. Então o resto estendido de uma divisão GI por 
H 1 , é 
augres(GE, Ht) = 
em que 
{ ~(91- Ht ... 9n - H1 A)) se gi- H1 f:. 0, 1 ~i::; n, A f:. 0, 
caso contrário; 
n 
A= H,- U 9i· 
i=l 
O resto estendido de G por H1 é 




Lema 3.15 Sejam G[, G, e H1 definidos conforme definição 3.1,5. Então 
augres( G r, H 1) e augres( G, H 1} são conjuntos geradores. 
Exemplo: Para o problema P1 na figura 3.6, 
QL' = augres(G~>Hd = {({d4} {da} {d2,d5,d6})}, e QL, = augres(G2,H1) = 
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{({dt} {d?,ds,dg} {d3,ds,d6})}. O resultado de ambas as operações são con-
juntos geradores, e as classes geradas por estes resultados são disjuntas. Assim, 
QL = QL1 U QL2 = augres(G,H1) é um conjunto gerador. O 
Em resumo, esta seção introduz a noção do uso de um conjunto gerador 
para representar a solução de um problema de diagnóstico, e as operações de 
clivisão, resto, e resto estendido para manipular estes conjuntos geradores durante 
a solução do problema. Suponha que num determinado .instante da solução do 
problema, um conjunto de manifestações M 1 está presente, e o conjunto gerador 
G1 represente as tentativas de soluções (isto é, todas as explicações para M1). Se 
uma manifestação adicional mi, que não pertence a M1 é descoberta, então as 
manifestações em M 2 = M 1 U {mj} são ditas estarem presentes. Assím, a divisão 
resulta no conjunto gerador representando todas as explicações em [G1] que 
também cobrem mil e desta forma M 2 . Além do mais, 
res( G1 , causas( mi )) 
é um conjunto gerador representando todas as explicações em [G1] que não cobrem 
mj. Entretanto, adicionando-se os elementos apropriados de causas(mJ) a cada 
conjunto res( G\ casuse( mi)) para formar o resto estendido, 
augres( G1, causas( mi )), 
pode-se converter cada uma das explicações para M1 em [G1] que não cobre M 2 , 
numa cobertura de M2• O conjunto de explicaçõe.'l representado por 
di v( G1 , causas( mi) ), e as coberturas representadas por augres( G1 , causas( rni )) 
representam as soluções revisadas ou hipóteses para M 2• (Algumas coberturas 
redundantes podem resultar de augres(Gl,causas(mj)). Este problema é tra-
tado na próxima seção). Assím, a importância das operações apresentadas nesta 
seção, é que estas operações definem de maneira concisa a forma de se revisar 
incrementalmente o conjunto gerador existente, quando uma nova manifestação 
é descoberta, durante a solução seqüencial do problema. 
Deve-se notar que a operação de divisão é uma generalização da interseção de 
conjuntos. A extensão desta interseção é fundamental em diversas áreas de IA 
relacionadas ao conhecimento. A exploração deste conceito parece útil, e prevê 
aplicações mais difundidas para problemas não diagnósticos. 
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3.4 Solução do Problema 
Baseado nas operações de gerador desenvolvidas na seção anterior 1 apresenta-
se um algoritmo para a solução do problema de diagnóstico demonstrando sua 
correção. 
3.4.1 Algoritmo 
A rede causal do problema de diagnóstico definido neste capítulo pode ser vista 
como um grafo bipartido na linguagem da teoria dos grafos. Portanto, o al-
goritmo apresentado é denominado BIPARTIDO. Este algoritmo trabalha de 
forma seqüencial e construtiva. O algoritmo processa uma manifestação mj por 
vez, através do conjunto das manifestações presentes M+, ou por um processo in-
terativo de geração de perguntas e respostas, e incorpora causas( mj) às hipóteses 
existentes. Este ciclo continua até que todas as manifestações sejam processadas. 
O algoritmo BIPARTIDO representa suas tentativas de solução (explicações) 
e solução final na forma de conjunto gerador, e se baseia nas operações de divisão, 
resto, e resto estendido para geradores, desenvolvidas na seção anterior. Sucin-
tamente, uma função denominada "revise" é definida para construir as novas 
hipóteses através das hipóteses existentes e das doenças evocadas pela nova ma-
nifestação: 
revise(G, H 1) =F U res(Q, F), em que 
F= div(G,H1), e Q = augre8(G,Ht). 
A operação re8(Q 1 F), como é apresentado mals adiante, é utilizada para remover 
todas as coberturas duplicadas e redundantes de [Q]. A função revise ê o núcleo 
do algoritmo BIPARTIDO, descrito abaixo. 





4. hipóteses= {0}; (*inicialmente nenhuma manifestação está presente*) 
5. while Maismanifs do (*enquanto existir outra manifestação*) 
6. mno~a = Proxman; (*obtém a nova manifestação*) 
7. hipóteses= revise(hipóteses, causas(mno~a)); 
(*atualiza hipóteses através de causas(mno~a)*) 
8. endwhile 
9. return hipóteses (*conjunto gerador para Sol(P)*) 
10. end. 
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O algoritmo BIPARTIDO toma D, M e C como a base de conhecímento, e 
mantém um conjunto gerador denominado hipóteses, em que [hipóte$es] é o con-
junto de todas as coberturas irredundantes de todas as manifestações presentes 
num dado instante. Cada vez que uma nova manifestação mnova é descoberta, 
todas as causas de mnova são "evocadas" e incorporadas à hipóteses corrente, 
utilizando a função ·revise. As novas hipóteses construídas representam então 
o conjunto de todas as coberturas irredundantes de todas as manifestações, in-
cluindo mnova. Este processo continua até que todas as manifestações presen-
tes sejam processadas. Então, o conjunto gerador hipóteses é retornado como 
solução para o problema P =<< D,M,C >,< M+ >>. A ordem em que as 
manifestações são fornecidas ao algoritmo não afeta as explicações na solução fi-
nal (embora a forma do conjunto gerador final possa ser diferente para diferentes 
ordens de manifestações). 
Para deixar claro o processo utilizado no algoritmo BIPARTIDO um breve 
exemplo é apresentado. Lembre-se do problema de diagnóstico abstrato P1 da 
figura 3.6. Suponha que as manifestações mt. m4, ms e m3 sejam descobertas 
e processadas nesta ordem (estas manifestações formam o conjunto M+). Um 
esboço da solução do problema pelo algoritmo BIPARTIDO é apresentado na 
tabela :u. A primeira coluna da tabela lista a nova manifestação descoberta 
mnova' a segunda corresponde à causa,s(mnova), e a terceira coluna representa o 
conjunto de todas as coberturas irredundantes das manifestações presentes num 
dado instante. Cada um destes conjuntos geradores sã.o obtidos pela revisão do 
conjunto gerador anterior utilizando causas(mnova) da mnova corrente. Na linha 
5 do algoritmo BIPARTIDO, Maismanifs é uma função booleana externa que 
retorna "true" se houver mais manifestações a serem processadas, ou !'false" caso 
contrário. Proxman é uma função não determinística externa que retoma a 
nova marúfestação. A única consideração a ser feita é que quando Maismanifs 
retornar "false", todas as manifestações presentes já terão sido descobertas e 
retornadas por Proxman. Note que estas duas funções externas são específicas 
da aplicaçã,o (isto é, suas implementações dependem do domínio de aplicação), e 
assim não são formalizadas na teoria. 
Para estabelecer a correção do algoritmo BIPARTIDO, propriedades de 
conjuntos geradores são estabelecidas inicialmente no contexto do processo de 
atualização de hipóteses. Pelo lema 3.11 tem-se imediatamente que 
Lema 3.16 Sejam G um conjunto gerador em que [G] ={todas as coberturas 
irredundantes de M+}, e miEM- M+. Seja F= {E Ç DI E é uma cobertura 
irreduntante de M+ eM+ U {mj}}. Então F= [div(G, causas(mj))]. 
Coberturas irredundantes de 1'\.f+ U {mj} diferentemente daquelas ~m. 
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({d4 } {d8 } {d5 ,ds}), 
({dt} {d,, d,, d,) {d,, ds)), 
({d,) {d,,d,) {d,))) 
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Tabela 3.1: A execução da solução do problema pelo algoritmo BIPARTIDO 
[div(G,causas(mj))] devem então cobrir M+ redundantemente. Em seguida 
indica-se que estas últimas coberturas podem ser obtidas por 
augres( G, causas(-mj) ). 
Lema 3.17 Sejam G e mi definidos como no lema 3.16. Então todo E ç; D, 
que é uma cobertura irredundante de lvf+ U { mi }1 mas tJma cobertura redundante 
de M+, deve pertencer a [a7tgres(G,causas(mj))]. 
Combinando os lemas 3.16 e 3.17, se o conjunto de todas as coberturas 
irredundantes de M+ é representado pelo conjunto gerador G, e mi E M -
M+, então para toda explicação E de M+ U {mj}, E E [div(G,causas(mj))] U 
[augres(G,causas(m1))]. Entretanto, nem todo membro de 
[augres(G, causas(mJ))] é necessariamente uma cobertura irredundante de M+ U 
{ mi }; alguns podem ser coberturas redundantes. Este problema conduz ao 
próximo lema que mostra que todas as duplicações e coberturas redundantes 
de M+ U {mj} em [augres(G,causas(mj))] podem ser removidas pela operação 
resto. 
Lema 3.18 SejamG e ffij definidos como no lema 3.16, F o::: div(G, causas(mj)), 
e Q """ augres(G,causas(mj)). SejaS = {E Ç DI E é uma cobertura ir-
redundante de M+ U {mj}, mas uma cobertura redundante de M+}. Então, 
S = [res(Q, F)]. 
Exemplo: Para o problema P1 da figura 3.6, [G] é o conjunto de todas as cober-
turas irredundantes de M+ = {m1 , m4 , m5}. Uma divisão de G por causas(m3 ), 
' 
Capítulo 4 
Teoria das Coberturas 
Parcimoniosas e Tempo 
Uma das limitações da TCP apresentada no capítulo anterior é que a solução 
Sol(P) para um problema de diagnóstico P =<< D,M,C >,< M+ >>pode 
incluir um grande número de hipóteses alternativas. Este fato ocorre porquê 
Sol(P) é definido como o conjunto de todas as coberturas irredundantes de M+. 
Para selecionar entre estas explicações potenciais, algum critério diferente de par~ 
cimônia é necessário, e informações adicionais devem ser integradas para suportar 
esta dístinçã.o [Pen90]. 
Além da limitação acima, conforme apresentado no capítulo 1, a TCP é res-
trita quando aplicada à domínios dinâmicos, em que a _ordem cronológica de 
ocorrências das manifestações deve ser considerada. 
Neste capítulo a TCP é estendida para incorporar o conhecimento temporaL 
Através deste conhecimento é possível selecionar as hipóteses em Sol(P) que são 
temporalmente consistentes coro as informações temporais observadas, ou seja, 
fornecidas para solução do problema. Desta forma, obtém-se um método de 
solucionar simultaneamente as duas limitações apresentadas acima. Em outras 
palavras, o número de hipóteses é reduzido uma vez que se considera apenas 
aquelas que são temporalmente consistentes. 
O raciocínio temporal proposto utiliza dos operadores de geradores, definidos 
no capítulo anterior, para remover as hipóteses temporalmente inconsistentes, 
de acordo coro o critério de consistencia a ser definido neste capítulo. Além do 
mais, a verificação da consistência das hipóteses é efetuada durante a solução 
do problema, toda vez que alguma informação temporal associada a uma nova 
manifestação estiver disponível, evitando que se perca tempo com hipóteses in-
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consistentes. 
O tempo utilizado no diagnóstico médico foi escolhido como fonte de estudo 
para estender a TCP1 devido ao reconhecimento da comunidade de Inteligência 
A.rti:fida.l em Medicina [Ker90, Con91, Ham87, Lon83] da necessidade de se incor~ 
po:rar aspectos temporais na solução do problema. Para se conhecer este tempo 
fez-se uma investigação na informação temporal utilizada na descrição de pa-
tologias. Também, baseou-se no modelo causal/temporal descrito em [Con91] 
utilizado no diagnóstico de doenças do fígado e lepra. 
Outros trabalhos apresentados em [Con93, Dou93], relacionados à representa-
ção e raciocínio temporais, também inspiraram a elaboração da extensão temporal 
proposta nesta dissertação. O primeiro trata de técnicas para a verificação de 
restrições temporais em modelos causais, enquanto o segundo de um sistema 
utilizado em robótica no reconhecimento de situações em ambientes dinâmicos. 
Embora o modelo temporal estudado esteja relacionado a um domínio es-
pecífico, ísto é, medicina, deseja-se que a extensão proposta possa ser aplicada a 
outros problemas de diagnóstico dinâmicos. 
O resto deste capítulo está dividido da seguinte forma. Na seção 4.1 são des~ 
critos os aspectos temporais no diagnóstico médico. Na seção 4.2 o problema de 
diagnóstico descrito no capítulo anterior é estendido para incorporar o conheci-
mento temporal. Finalmente, na seção 4.3 são apresentados o raciocínio temporal 
proposto e as soluções para o problema de diagnóstico dinâmico. Ainda, nesta 
seção, é descrito o algoritmo para a solução do problema de diagnósticó dinâ.mlco. 
4.1 O Tempo no Diagnóstico Médico 
Para se conhecer o modelo temporal utilizado em problemas de diagnóstico médico 
fez-se uma investigação da forma de descrição das informações temporais das ma-
nifestações de uma patologia, através do "Manual Merck de Medicina" [Ber87]. 
Outros aspectos também foram analisados com o intuito de conhecer de forma 
mais abrangente um problema de diagnóstico do mundo reaL 
Esta investigação e o artigo "On the co-opera.tion between abdutive and tem-
poral reasoning in medicai diagnosis'' [Con91] serviram de inspiração na ela-
boração do formalismo de representação do conhecimento e raciocínio temporais 
descritos nas seções 4.2 e 4.3, respectivamente. O artigo apresenta um forma-
lismo para a representação do conhecimento causal/temporal entre estados pato-
fisiológicos (isto é, alteração dos processos fisiológicos normais) de uma doença. 
Este modelo é baseado no uso de redes causais. O objetivo deste tipo de rede é re-
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presentar todas as evoluções patofisiológicas que um paciente pode exibir quando 
acometido de uma ou mais doenças. 
Nesta seção são explicitados resumidamente os principais aspectos destes tra-
balhos) considerados na incorporação do conhecimento temporal à TCP 1 • 
4.1.1 O tempo na Descrição do Conhecimento 
Nesta seção são sintetizados os principais aspectos na descrição do conhecimento 
temporal de patologias obtidos do "Manual Merck de Medicina" [Ber87]. No 
apêndice A estes aspectos são apresentados com mais detalhes e exemplos. 
Na investigação feita no "Manual Merck de Medicina" [Ber87] as man.ifestações 
de uma patologia foram classificadas em temporais e atemporais. As manifestações 
temporais são aquelas que possuem duração ou se relacionam temporalmente com 
outra(s) manifestaçã.o(ões), enquanto as demais são atemporals. Pela análise das 
patologias estudadas observou-se que na maioria das vezes a informação temporal 
utilizada na descrição da duraçiio de uma manifestação e da distância temporal en-
tre duas manifestações é variável ou indeterminada, refletindo uma das principais 
características deste dorninio que é a incerteza. Por exemplol considere a figura 
4.1 que ilustra as três formas da doença Histoplasmose [Ber87pg.155] com suas 
respectivas manifestações. A distância temporal entre as manifestações de cada 
forma da Histoplasmose é indeterminada. Sabe-se apenas que as manifestações da 
forma cavitária crônica sucedem as manifestações da forma progressiva dissemi-
nada que, por sua vez, sucedem as manifestações da forma primária. Na maioria 
das vezes, a indeterminação da distância temporal está relacionada às flexões 




Figura 4.1: Ordem cronológica de ocorrência das manifestações da Histoplasmose. 
Outro aspecto importante observado é que a ordem cronológica é descrita, na 
1 Vale a pena ressaltar que muitos destes aspectos foram confirmados posterio-rmente, através 
de ent:revistas à clíniços do Instituto de Moléstias Infecciosas do HC-UNICAMP, durante a 
implementação descrita no capítulo 6. 
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maioria das vezes, para conjuntos de manifestações, ao invés de mallifestações 
individuahnente. As manifestações de um mesmo conjunto ocorrem ao mesmo 
tempo (ou numa diferença de tempo insignificante para o diagnóstico). Estes con~ 
juntos de manifestações representam formas, classes de manlfestações e estágios 
de uma patologia. Novamente, a Histoplasmose ilustrada na figura 4.1 é um 
exemplo deste caso, ou seja, seus conjuntos de manifestações representam formas 
da doença. 
A distância temporal pode ser descrita de duas formas. Na primeira, a 
distância é descrita com relação ao início da ocorrência das manifestações. Por 
exemplo, no caso da Histoplasmose ilustrada na figura acima, sabe~se que o inicio 
da hepatomegalia é após o início do mal-estar. A segunda forma relaciona o final 
de uma manifestação ao inicio de outra manifestação. Por exemplo, na into-
xicação por cogumelo tóxico ( Gyromitra) [Man90] a insuficiência hepática ocorre 
entre um a dois dias após o fim das cólicas abdominais e diarréia. Nas patologias 
estudadas, observa-se que a primeira forma de descrição da distância temporal é 
predominante. 
4.1. 2 O Tempo na Descrição do Quadro Clínico 
Para que o médico possa utilizar o tempo na solução do problema de diagnóstico 
é necessário o início e duração das manifestações do paciente. No entanto, mui-
tas vezes este conhecimento é incerto, pois o paciente não tem certeza da ordem 
cronológica de ocorrência e duração de suas manifestações. Por exemplo, o pa-
ciente pode não saber do instante exato da febre. Provavelmente, o paciente a 
descreverá por um intervalo de tempo como "a febre iniciou 5 a 7 dias atrás". 
É possível obter a informação temporal precisa, isto é, o parâmetro x possui o 
valor y no instante z, somente quando o paciente é monitorado num ambiente 
especializado como num hospital [Ker91]. 
Resumidamente, para representar o tempo relacionado às manifestações do 
quadro clínico do paciente é necessário considerar que esta informação na maioria 
das vezes é incerta ou não está disponíveL 
4.1.3 O Tempo no Raciocínio Diagnóstico 
O racíocínio diagnóstico médico é efetuado através do conhecimento temporal 
das manifestações de uma patologia, e das manifestações do caso, isto é, do 
quadro clínico. Este raciocínio é basicamente de dois tipos. O principal consiste 
em verificar se a ordem cronológica de ocorrência e duração das manifestações 
de uma patologia, tida como hipótese, é consistente com a ordem cronológica e 
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duração das manifestações do quadro clínico. Em outra palavras, este raciocínio 
possibilita eliminar hipóteses cujas restrições temporais não foram satisfeitas. 
Uma patologia que segue sem tratamento evolui no decorrer do tempo. De-
terminar o estágio atual (ou presente) de uma patologia consiste em outro impor-
tante tipo de raciocínio temporal. Por exemplo, através deste racíocínlo, pode-se 
prever eventos futuros que possam colocar em risco a vida do paciente, e tomar 
as devidas precauções no sentido de evitar tais complicações, ou esperar pela 
ocorrência de uma manifestação para a confirmação de uma hipótese. 
Na próxima seção é proposto formalmente um modelo de representação tem-
poral mais geral, a ser incorporado na TCP, que incorpora algumas das carac-
terísticas descritas acima. 
4.2 Formulação do Problema de Diagnóstico Dinâ-
mico 
Nesta seção a TCP é estendida para incorporar o conhecimento temporaL Através 
deste conhecimento é possível selecionar as hipóteses que são temporalmente con-
sistentes com a informação temporal de um caso. 
Antes de iniciar a formulação da extensào temporal são introduzidos alguns 
conceitos e notações relacionadas à representação do tempo e às estruturas de 
representação do conhecimento. 
As primitivas elementares ou objetos primitivos utilizados na representação 
do tempo são pontos de tempo ("time points"). Os intervalos são definidos como 
conjuntos convexos não-vazios de pontos de tempo (pontos n<t linha de tempo), 
representados por I= [I-, J+] em que J- e J+ são pontos extrf'..mos do intervalo 
I (obviamente, 1- $ J+i I-> J+ indica que o intervalo I é um intervalo vazio). 
As notações relacionadas às operações de intervalos são as seguintes: 
• I+ J = [I-+ J- ,J+ + J+]; 
• In J = [max(I-,r),min(I+,J+)]; 
• I -$ p =? f+ -$ p, em que pé um ponto de tempo. 
Nesta seção é também introduzida a estrutura de grafos. A notação G = 
(V, A) denota o grafo direcionado G, em que V é um conjunto finito denominado 
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conjunto de vértices de G, e A uma relação binária em V denominada conjunto 
de arcos (ou arestas) de G. Cada elemento de V é denominado vértice, e cada 
elemento de A é denominado arco (ou aresta). 
Embora não seja explicitamente utilizado nesta dissertação (com exceção do 
capítulo 6), é importante introduzir a noção de unidade de tempo. As unidades 
de tempo são, por exemplo, horas, dias, semanas, meses e anos. Por exemplo, na 
medicina, a distância temporal e durações das manifestações de uma patologia 
são descritas utilizando estas unidades. A unidade de tempo que representa a 
maior e menor unidade de tempo é denominada unidade de maior granularidade 
temporal e unidade de menor granularidade temporal. 
Iniciando a formalização do problema de diagnóstico dinâmico, tem-se que 
os conjuntos D e M continuam definindo o escopo de problemas de diagnóstico, 
urna vez que se considera a versão simplificada da TCP. 
A noção intuitiva de causa passa a ser representada por um conjunto finito 
e discreto de grafos, G 2 • Toda doença d1 em D é representada por u.m grafo 
G1.:;::; (Ví, A1) em G denominado grafo temporal de d1. Os elementos de Vi (isto é, 
os vértices do grafo) são todas as ma:n.ifestaçÕ€s que podem ser causadas por d1• 
Os arcos em A1 são dirigidos e indicam relações temporais (relações qualitativas) 
entre manifestações individuais de Vi, tal que, o início da manifestação repre-
sentada pelo destino do arco sucede o inicio da manifestação representada pela 
origem, quando a doença d1 estiver presente. Os arcos são rotulados pela distância 
temporal (relação quantitativa) entre as manifestações relacionadas pelos arcos, 
conforme apresentado formalmente mais adiante. 
A figura 4.2 ilustra a informação temporal das doenças d8 e d9 do problema 
de diagnóstico da figura 3.6, para facilitar a compreensão da formulação temporal 
desta seção. 
O grafo temporal, além de dirigido, é transitivo, acíclico e não necessariamente 
conexo. A impossibilidade de se definir ciclos é a maior restrição do formalismo de 
representação. Em outras palavras, não é possível representar eventos recorrentes. 
Como exemplo de eventos recorrentes tem-se as manifestações "sensação de frio", 
"febre", "prostraçãon e "cefaléia" da Malária Malariae [Ber89pg231] que recorrem 
a cada intervalo de 72 horas. No entanto, esta restrição é importante para reduzir 
a complexidade do processo de raciocínio [Con91J. 
O fato do grafo temporal poder ser desconexo representa vantagens no po-
tencial de representação. Por exemplo, na seção 4.1.1 é descrito que no caso de 
patologias as relações temporais são descritas apenas para algumas manifestações. 
2 lmplicitaroente, pode-se ainda. considerar a existência da rede causal associativa. 
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Gs = (Vs,As), em que 
Vs = {m4, ms, m5} e 
As= {(m,,m,), (m,,m,), (m,,m5)} 
DIST8 ((m4 , m5)) = [1, 3] 
DISTs((ms, mo))= [2, 5] 
DISTs((m,,m,)) = [3,8] 
DUR,(ms) = [1,2] 
Gg = (\19, A9 ), em que 
V9 = {m2,m5} e 
A9 = {(m9,m5)} 
DIST9 ((m9 ,m8 )) = [2,5] 
DU Rs(m,) = [10, 15] 
DU R,(ms) = [7, 13] 
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Figura 4.2: Grafos temporais das doenças d8 e d9 com suas respectivas funções 
distâncias temporais e durações. 
A possibilidade do grafo temporal ser desconexo facilita1 então, a representação 
do conhecimento temporal em domínios em que a informação é incompleta e 
incerta. 
A distância temporal entre as manifestações e a duração de uma manifestação 
são representadas por funções em grafos, denominadas função distância temporal 
e função duração, denotadas por DISTe DUR, respectivamente. A função 
distância temporal DIST atribui um intervalo R= [R-, .R+] a cada arco de um 
grafo temporal Ch em G. DIST(Gt, (mú mj)) =R para (m;, mj) E A~-, abreviado 
por DISTI((mi,mj)) =R, indica que a diferença de tempo admissível entre o 
início de 'mj e o início de mi no grafo temporal de d1 pertence ao intervalo .R. 
Por exemplo, pela figura 4.2, DIST8(('fn4,ms)) = [1,3] índica que a distância 
temporal admissível entre o início das manifestações m4 e rn5 na doença d8 é 
qualquer valor entre 1 e 3 unidades de tempo. 
Note que a distância temporal é mensurada entre o início da manifestação 
representada pelo nó origem, e o início da representada pelo nó destino. No caso 
da medicina, esta consideração representa uma certa limitação, pois em alguns 
casos, a única informação temporal disponivel refere-se à distância temporal entre 
o fim de uma manifestação e o inicio de outra. 
A função DU R atribui a cada vértice mi de um grafo temporal Gz em G 
um intervalo J que especifica que a duração de mi deve pertencer a J. Por 
exemplo, pela figura 4.2, DU R1( m 5) = [7, 13] indica que a duração admissível da 
manifestação m 5 na doença d9 é qualquer valor entre 7 e 13 unidades de tempo. 
A transitividade do grafo temporal deve ser consistentemente transportada 
através da função DIST: se DIST:((m;,m;)) = R1 e DIST:((m;,mk)) =R,, 
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então DI 8Tt(( m;, mk)) = R1 + R2• A transltividade é bastante importante nora-
ciocínio temporal proposto. Por exemplo, pela transitividade pode-se facilmente 
obter todas as manifestações sucessoras e antecessoras de uma determinada ma-
nifestação. 
A seguir define-se formalmente o grafo temporal de uma doença. 
Definição 4.1 O grafo temporal de uma doença d1 E D, G1 =(Vi, At), é grafo 
dirigido, acíclico e transitivo definido da seguinte forma: 
• Vi Ç M = conjunto de elementos dt"retamente causados por dt, e 
• A1 ={( mi, mj )I o início de mi ocorre antes do inicio mj quando a doença 
dt estiver presente}. 
Definição 4.2 A base de conhecimento de um problema de diagnóstico dinâmico 
é uma tupla KB =< D,M,G,DIST,DUR> em que 
• D = { dt, d2 , ••• , dn} é um conjunto finito, não~vazio, de elementos deno~ 
minados doenças; 
• M = {m1 ,m2, .•. ,mk} é um conjunto finito, não-vazio, de elementos de-
nominados manifestações; 
• G = { Gt. G2, ... , Gn} é um conjunto finito, não-vazio, de elementos da 
forma Gt =(Vi, AI), l = 1, .. . n, denominados grafos temporais; 
• DISTt: (mi,mj)--+ [R-,R+j, tal que (mi,mj) é um arco de G1 E G, 
R- :::; R+ e R- > O denominado função distância temporal; 
• DU R1 : m, --+ [J-, J+], tal que mi é um vértíce de G1 E G1 J- S" .J+ e 
J>o, denominada função duração. 
em que as funções DISTe DU R possuem as propriedades descritas acima. 
Para representar as informações de um caso, necessitarse do conjunto de ma~ 
nifestações M+ como antes, e informações temporals destas manifestações. A 
função BEG+ associa um intervalo para algumas das manifestações em M+. 
BEG+(mj) =I; mj EM+, indica que mj iniciou a qualquer instante dentro do 
íntervaJo I. Da mesma forma, a função DU R+ associa a algumas manifestações 
em M+ um íntervalo tal que a duração é qualquer valor do intervalo. 
É importante notar que este modelo possibilita a representação do conheci-
mento incompleto com relação as manifestações observadas (conforme descrito 
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na seção 4.1.2). Tanto o início quanto a duração de uma manifestação presente 
podem ser indicados por um intervalo. Além do mais, não é necessário associar 
início ou duração a toda manifestação observada. Desta forma, evita-se que al-
guma informação temporal incorreta do caso comprometa a solução do problema 
de diagnóstico. 
Definição 4.3 Um problema de diagnóstico dinâmico P é um par 
< KB,Ca >, em que J(B é definido conforme definição 4.2, e 
C a=< ~u+, BEG+, DU R+ > é o caso, definido como: 
• M+ Ç M é um subconjunto distinto de M que é dito estar presente; 
• B EG+ : mi ---+ [I-, J+] para 'lnj E M+, denominado informação de início 
do caso; 
• DU R+ : -mj ___,. [J-, J+] pam. mj E M+, denominado informação de 
duração do caso. 
Os conjuntos definidos abaixo são equivalentes aos conjuntos da definição 3.2. 
No entanto, são agora descritos em função dos grafos temporais. 
Definição 4.4 Para todo dz E D e mi E M num problema de diagnóstico P 
• efeitos(dt) =Vi, o conjunto de elementos diretamente causados por d1,' e 
• causas(mj) = {ddmj E V[, para todo grafo temporal G1 =(Vi, AI) E G}, o 
conjunto de elementos que podem diretamente causar mj j 
A generalização dos conjuntos definidos adma é equivalente à generalização 
da definição 3. 3. 
4.3 Soluções para o Problema de Diagnóstico Dinâ-
mico 
Nesta seção descreve~se as solução para os problemas de diagnóstico definidos na 
seção 4.2~ apresentando o critério de consistência temporal para as explicações de 
uma solução. Inicialmente, define-se a noção de inconsistência temporal de um 
arco de um grafo temporal 
Definição 4.5 Para um problema de diagnóstíco dinâmico P Bejam G1 =(Vi, A1) 
E G, (m1,m;) E A, DIST,((m;,mj)) =R, m;,mj EM+, BEG+(rn;) =I"" e 
BEG+(mj) = Im
1
• O arco (mi, mj) é temporalmente inconsistente com o 
caso, se e somente se1 
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(Im, t R) n Im, = 0. 
O intervalo resultante da operação Um, + R) corresponde a um conjunto de 
pontos válidos para o inicio da manifestação mj. Assim, se a interseção entre 
este intervalo e ImJ (intervalo "real" válido para o inicio de mj) é vazia, então o 
arco ( mi, mj) é temporalmente inconsistente com o caso. 
Pela definição acima, implicitamente, se o arco (mi, mj) é temporalmente in-
consistente, significa que as distâncias temporais mínima ejou máxima, represen-
tadas por R- e R+, respectivamente, não foram satisfeitas. Em outras palavras, 
pelos menos uma das desigualdades abaixo é verdadeira: 
• Inconsistência da distância mínima (veja ilustração na figura 4.3) 
• Inconsistência da distância máxima (veja figura ilustração na 4.4) 
r;J - I;;;,, > R+ . 
• • 
Thmpo 
Figura 4.3: Um caso em que a restrição de distância mínima não é satisfeita. 
A primeira inconsistência indica que se a distâncía máxima entre o início de 
mi e o início de mj é inferior à distância mínima admissível, então a restrição de 
distância mínima não é satisfeita. Por sua vez, a segunda inconsistência indica que 
se a distância mínima entre o início de mi e o início de mj é superior à distância 
máxima admissível, então a restrição de distância máxima não é satisfeita.. 
Esta forma de definição de inconsistência temporal é utilizada em [Con91, 
Con93J na verificação da inconsistência temporal entre estados relacionados ca-
sualmente, numa rede causal/temporal. 
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• • 
Tompo 
Figura 4.4: Um caso em que a restrição de distância máxíma não é satisfeita. 
A seguir é demonstrada a equivalência destas duas formas de inconsistência. 
Demonstração: Deseja-se demonstrar que a forma de restrição da definição 
4.5 é equivalente à descrita acima, ou seja, demonstrar que: 
Tem-se que 
(Im; + R) n Im1 
(Im; +R) n Im; = 0 :::::? Ij;,i -L;;;, < R- ou 
I;;.i - IJ;,, > R+ 
= ([I;;,J;i;J + [R-, R+]) n [I;;;,, I;i;,J 
= [rnax(L;:, +R-, I;;.), min(IJ;,, +R+ ,_I~)J 
Como o intervalo resultante acima é vazio, tem-se as quatro inequações: (i) (I;;.,+ 
R-)> (I;i;, +R+), (ii) (I;;,+ R-)> I;i;,, (iii) I;;;, > (I;i;, +R+) e (iv) I;;;, > 
IJ; . As inequações (i) e (i v) são falsas pela definição de intervalos. Por outro 
' lado, as inequações (ú) e ( iii) equivalem à I~1 - I;., < R- e I;; - I;!;,,, > R+, 
respectivamente. O 
A definição abaixo apresenta o conceito mais importante desta formulação 
temporal: Inconsistência temporal de uma doença. 
Definição 4.6 Para um problema de diagnóstico dinâmico P sejam Gt =(Vi, A1) 
E G o grafo temporal de uma doença d1 E D. A doença d1 é temporalmente 
inconsistente com o caso1 se e somente se, 
1. existe pelo menos um arco (m;,mj) E A1 temporalmente inconsistente com 
o caso, ou 
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2. existe pelo menos um vértice mj E Vt, tal que, mj EM+ e DUR1(mj) n 
DUR+(m,) = 0. 
Note que o grafo temporal G1 = (Ví, At), juntamente com as funções DI ST1 e 
DU Rt representam todas as restrições temporais das manifestações da doença d1• 
As restrições relacionadas a uma manifestação mj E l/i individualmente podem 
ser de dois tipos: restrições de relação e restrição de duração. As restrições de 
relação de mj são obtidas pelos arcos com destino e origem em mj, e seus respecti~ 
vos rótulos. A restrição de duração existe quando DU R1(mj) f:; [0, +oo} ([0, +oo) 
indica que a duração não é disponível). Por exemplo, considere a manifestação m6 
do grafo temporal Gs, ilustrado na figura 4.2. Existem duas restrições de relação 
de m6 representadas por DIST8((m5,m.;)) = [2,5] e DIST8((m4 ,m6 )) = [3,8], 
Por sua vez, a restrição de duração de m 6 é representada por DU R8 (m6 ) = [1,2]. 
Esta forma de descrever as restrições temporais relacionadas a uma manifestação 
individualmente é bastante importante na solução seqüencial do problema de 
diagnóstico. 
Finalmente, baseado na definição acima1 formaliza-se as noções de uma ex-
plicação temporalmente consistente e solução temporalmente consistente. 
Definição 4. 7 Um conjunto E Ç D é dito ser uma explicação temporal-
mente consistente com o caso para um problema de diagnóstico dinâmico P, 
se e somente se, 
1. E cobre M+; e 
2. E satisfaz um certo critério de parcimônia; e 
3. para todo d1 E E, d1 não é temporalmente inconsistente com o caso. 
Definição 4.8 A solução temporalmente consistente de um problema de di-
agnóstico dinâmico P=<< D,M,G,DIST,DUR >, < M+,BEG+,DuR+ >>, 
denotado por Sol(P), é o conjunto de todas as explicações temporalmente consis-
tentes do caso< M+,BEG+,nuR+ >. 
4.3.1 Algoritmos 
Nesta seção são descritos os algoritmos para a solução do problema de diagnóstico 
dinâmico. O algoritmo Bl P A.RT.l DO, descrito no capitulo anterior é modificado, 
para considerar somente as hipóteses temporalmente consistentes. No início de 
um novo ciclo, após a obtenção de uma manifestação, é checado a consistência 
temporal das doenças evocadas pela nova manifestação, com .relação a informação 
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do caso até o momento. Em seguida, as hlpóteses que contêm doenças tempo~ 
ralmente inconsistentes são eliminadas do conjunto corrente de hipóteses, e as 
novas doenças temporalmente consistentes são usadas na atualização do con-
junto de hlpóteses. Note que a verificação da consistência temporal é seqüencial, 
mantendo uma das caracterítlcas distintas da TCP e dos modelos abdutivos em 
geral. 
Para ilustrar as idéias básicas do algoritmo considere o problema de di-
agnóstico dinâmico composto pelo problema de diagnóstico da figura 3.6 e o 
conhecimento temporal das doenças d8 e~ ilustrado na figura 4.2 (página 50). 
Tem-se que S1 = {{d1}, {d2}, {d3 ,d8 ), {d4,d8)) é o conjunto de todas as ex-
plicações (coberturas irredundantes) de M+ = { m1 , m4} temporalmente consis-
tentes com BEG+(m4 ) = [10, !O](os valores BEG+(m1 ), DU R+(m1), DU R+(m4 ) 
não estão definidos). Note que todas as coberturas irredundantes de M+ são 
consistentes, uma vez que a informação temporal das manifestações presentes, 
isto é, os valores que BEG+ e DU R+ associam às manifestações presentes não 
são suficientes para tornar alguma doença temporalmente inconsistente. Toda 
vez que uma nova manifestação é descoberta, tal que o início ou duração estão 
disponíveis, verifica-se a consistência temporal das hipóteses em S1 e as atua-
liza. Por exemplo, considere m 5 a nova manifestação com BEG+(m5 ) = [16, 18} 
e DU R+(m5) = [2, 3]. Inldalmente, obtêm-se as doenças evocadas por m5 
(causas( ms) = { dr, da, dg}) que são temporalmente consistentes com BEG+( m5) 
e DU R+(ms). Pela figura4.2 tem-se que as doenças d8 e d9 são temporalmente in-
consistente. A doença da é temporalmente inconsistente porquê o arco ( m4 , m 5 ) 
com rótulo [1,3} é inconsistente com BEG+(m4 ) e BEG+(m5 ) de acordo com 
a definição 4.5 (fazendo as devidas substituições tem-se que ([10, 10] + [1, 3]) n 
[16, 18} = 0). Por outro lado, a doença d9 é temporalmente inconsistente porquê 
a duração de m5 em d9 é ínconsistente com DU R+( m5) de acordo com a definição 
4.6 (fazendo as devidas substituições, tem+se que [7, 13] n [2, 3] = 0). 
No passo seguinte, remove-se todas as explicações em 81 que contêm estas 
doenças temporalmente inconsistentes. Assim, S2 = { { dt}, { d2}} representa o 
conjunto de todas as explicações que não se tornaram inconsistentes. Vale a pena 
ressaltar que uma doença considerada temporalmente inconsistente não pode 
maís retornar às hipóteses, ou seja, é categoricamente rejeitada. Finalmente, 
as doenças não inconsistentes (no caso apenas d7 ) são usadas na atualização das 
explicações correntes. Assim, 83 = {{d1,dr},{d2,d7}} representa o conjunto 
de todas as explicações temporalmente consistentes com o caso (incluindo m 5 ). 
Se nenhuma outra manifestação estiver presente então S3 representa a solução 
temporalmente consistente. 
O primeiro algoritmo a ser descrito, V RT, é utilizado toda vez que o início 
Teoria das Coberturas Parcimoniosas e Tempo 57 
BEG+ = (mJ) de uma nova manifestação mJ é fornecido. V RT retorna todas as 
doenças evocadas por mJ que são temporahnente inconsistentes com BEG+(mj). 
Em outras palavras, V RT verifica a satisfação das restrições de relação de mJ em 
cada uma das doenças fornecidas como argumento. 
Ol.function VRT(DL, G, DIST, BEG+ ,mj) 
02. variables 
03. D1: set~of-disorses; (*doenças temporalmente inconsistentes*) 
04. vizinhos -origem, (*relações antecessoras de mi *) 
05. vizinhos -destino, (* relações sucessoras de mj *) 
06. vizinhos: set-of-ru.·cs; (* todas as relações temporais de mj *) 
07. inconsúJtente: boolean; (* fiag *) 
08. begin 
09. DI= 0; 
10. while DL -:fi 0 do 
11. d1 E DL; 
12. G,=(V,,A,)EG; 
13. vizinhos- origem= {(m;,mj)!(mt,mj) E A1, e BEG+(mj) está definido}; 
14. vizinhos- destino= {(mj, mk)!(mj, m~t) E A1, e BEG+(mit) está definido}; 
15. vizinhos = vízinhos -origem U vizinhos -destino; 
16. inconsistente = false; 
17. while vizinhos #- 0 and not inconsistente do 
18. (m1 , m11) E vizinhos; 
19. if' (BEG+(m') + DISTl((m1 , m 11))) (1 BEG+(m") = 0 
20. then 
21. inconsistente =true; 
22. Dr=DIU{d,); 
23. endif 




28. return D1; 
29. end 
O algoritmo acima recebe DL, G, DIST, BEG+ e mJ como argumentos, 
tal que DL Ç causas(mJ) (A forma de seleção das doenças em DL é descrita 
ma.is adíante). O conjunto Dr Ç DL mantém todas as doenças temporalmente 
inconsistentes sendo retornado como resposta do algoritmo. 
Para o grafo temporal de cada doença d1 em DL é verificada a existência 
de um arco temporalmente inconsistente, conforme a definição 4.5 (linhas 10-
27). Os arcos a serem considerados são aqueles com origem e destino na nova 
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manifestação mj, tal que o inicio das manifestações representadas nos extremos 
destes arcos seja disponível (i.e. BEG+ está definido para estas manifestações) 
(linhas 13-15). A verificação de cada um destes arcos ocorre entre as linhas 17-
25. Se algum arco for temporalmente inconsistente, então a doença em questão 
é acrescentada à D r (linha 26). 
A seguir é apresentado o algoritmo principal, BI PARTIDO-TEMPORAL, 
para a solução do problema de diagnóstico dinâmico. Este algorítmo é obtido do 
algoritmo BIPARTIDO apresentado no capítulo 3. 
01.fuuctionBIPARTIDO -TEMPORAL(KB) 
02. variables 
03. ffij: manífestation; (*nova manifestação*) 
04. hipôteses: generator-set; (*repres. todas as explicações*) 
05. De, (*doenças consistent<i'..s*) 
06. Dr, (*doenças inconsistentes*) 
07. H 1 (*doenças evocadas por m1 *) 
08. .H1, (*doenças inconsistentes (inicio) H1 Ç H*) 
09. H~: set-of-disorsers; (*doenças inconsistentes {duração) HÍ Ç H*) 
10. M+: set-of-manifestations; (*manifestações presentes*) 
11. BEG+, (*inícios das manifestações presentes*) 
12. DUR+: function; (*duração das manifestações pres<i'..ntes*) 
13. begin 
14. hipóteses= {0}; 
15. De= 0; 
16. Dr = 0; 
17. M+ =0; 
18. while Maismanífs do 
19. H1: 0; 
20. Hj = 0; 
21. mi = Proxman; (*obtém nova manifestação*) 
22, H= causas(mJ ); 
23. H=H-Dr; 
24. ü DU R+(mJ} é definido (*duração foi fornecida*) 
25. then 
26. Hí = {dJ!dr E .H, e DU R1(mi) n DU R+(mJ) = 0}; 
27. endü 
28. if BEG+(mi) é definido (*início foi fornecido*) 
29. then 
30, Hr = VRT((H- Hj)nDc,G,DIST,BEG+ ,mi); 
31. endif 
32. hipóteses= res(hipóteses, HI U Hj); 
(*seleciona as hipóteses correntes não inconsistentes*) 
33. D1 = Dr UH r U Hj; 
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34. Dc=(DcUH)-(HrUliÍ); 
35. if(H- DI)= 0 or (hipóteses= 0 and M+ # 0) 
36. then 
37. return nil (*não existe nenhuma explicação consistente*) 
38. else 




43. return hipóteses 
44. end. 
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No início desta seção é apresentado a idéia básica do algoritmo. O conjunto 
gerador hipóteses mantém agora as coberturas irredundantes de M+ que são 
temporalmente consistentes com as informações temporais do caso, isto é, con-
sistentes com BEG+ e DU R+. 
H representa o conjunto de todas as doenças evocadas pela nova manifestação 
mj (linha 22). Na linha 23, H é atualizado, isto é1 são desconsideradas todas as 
doenças em H que se tornaram temporalmente inconsistentes nos ciclos anterio-
res. 
H1 e Il[ são subconjuntos disjuntos de Il que representam as doenças tem-
poralmente inconsistentes com BEG+( mj) e DU R+( mj ), isto é, devido ao início 
e duração da nova manifestação mj. H/ é obtido entre as linhas 24-27, enquanto 
Il1 entre 28-31, através da função V RT descrita acima. 
DI e De representam conjuntos de doenças evocadas temporalmente incon-
sistentes e consistentes, respectivamente. Estes conjuntos são atualizados a cada 
ciclo (linhas 33 e 34). Note que De representa aquelas doenças evocadas que não 
se tornaram temporalmente inconsistentes. Durante a solução do probh~ma algu-
mas das doenças em De podem migrar para D1, mas o contrário não acontece. 
Na linha 30, por razões de eficiência, as doenças passadas ao algoritmo V RT 
são selecionadas, ou seja, são aquelas em (H- H[) n De. A operação H- Hí 
retira aquelas doenças que já foram consideradas inconsistentes na linha 26. A 
interseção das doenças restantes com De deve-se ao fato de que o grafo temporal 
de uma doença evocada pela primeira vez não possui arcos inconsistentes. Em 
outras palavras, os arcos da forma (mio mj) e ( m;, mk) (isto é, com destino e 
origem na nova manifestação mj, respectivamente) não são temporalmente in-
consistentes, uma vez que mi e mk não estão presentes até o momento. 
Todas as hipóteses que contêm alguma doença temporalmente inconsistente 
(i.e. em H r ou H[) são removidas na linha 32, através da operação res. Em outras 
palavras, esta operação seleciona as hipóteses temporalmente consistentes. 
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Note pela linha 35 que pode não existir alguma explicação para um problema 
de diagnóstico dinâmico. Existem dois casos em que esta situação ocorre. O 
primeiro é quando todas doenças evocadas pela nova manifestação são temporal-
mente inconsistentes ((H- DI) = 0). Neste caso, não existe nenhuma explicação 
para mj que seja temporalmente consistente. O segundo caso ocorre quando o 
conjunto gerador hipóteses se torna vazio com a operaçã,o res da linha 37 (esta 
situação pode ser identificada quando hipóteses = 0 e M+ :f: 0), ou seja, todas 
as explicações temporalmente consistentes num dado instante contêm pelo menos 
uma doença evocada pela nova manifestação que é temporalmente inconsistente 
(isto é, pertence a H1 ou H f). 
Finalmente, na linha 39 hipóteses é atualizado de maneira conveniente. O 
conjunto gerador hipóteses mantém, então, o conjunto atualizado de todas as 
explicações para as manifestações anteriores e paia a nova manifestação, tem-
poralmente consistentes com a informação temporal fornecida, até o presente 
momento. 
Capítulo 5 
Problemas de Diagnóstico 
Abertos 
A TCP apresentada no capítulo 3 pode ser estendida para incorporar o conheci-
mento probabilístico [Pen90], O conhecimento probabilístico especifica a intensi-
dade das associações ca,usa.is entre doenças e manifestações, e as probabilidades 
anteriores de doenças. Por exemplo, para o primeiro caso, pode-se associar a 
cada relação causal < d~, mj > em C uma probabilidade que pode ser um valor 
numérico (0,5, 1, 0,001, etc.) que especifica a freqüência com que mi ocorre na 
presença de d1. Estas probabilidades são utilizadas para estimar a plausibilidade 
de cada hipótese, e fazer rejeições categórícas de doenças durante a solução de um 
problema. Por exemplo, neste último caso, semi é uma manifestação que sempre 
ocorre na presença de dt (isto é, a relação causal < d1. m} > possui probabilidade 
1), então durante a solução de um problema de diagnóstico se mj estiver ausente, 
então dt será descartada como possível elemento de uma hipótese. 
Fazer rejeições categóricas desta natureza sem considerar o tempo pode ín~ 
correr em erros. Este problema deve-se ao fato de que em determinadas doenças 
algumas de suas manifestações ocorrem apenas em estágios avançados. Assim, 
durante a solução do problema de diagnóstico estas doenças podem ser descon-
sideradas erroneamente quando for negado prematuramente a presença destas 
manifestações. Por exemplo, considere novamente a figura 4.1. A hepatomegalia 
é uma manifestação (sinal) que sempre ocorre na forma progressiva disseminada. 
Assim, se um indivíduo for acometido de Histoplasmose e esta se manifestar 
na forma primária, na solução do problema de diagnóstico pela TCP (acrescida 
de algum conhecimento probabilístico), a Hlstoplasmose poderá ser descartada 
das possíveis hipóteses quando for negado a presença da hepatomegalia. Esta 
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situação demonstra que antes de se fazer a rejeição categórica de uma doença, 
baseando-se na ausência de uma manifestação, deve-se verificar primeiramente 
se houve tempo suficiente para que esta manifestação ocorra, ou seja, verificar 
se a manifestação não é uma manifestação "futura" da doença num problema de 
diagnóstico em particular. Esta limitação também ocorre nos modelos causais 
quaJ:tdo não se considera o tempo, ou nos modelos causais/temporais na decom-
posição seqüencial do raciocínio abdutivo e temporal [Con91]. O problema acima 
é denominado nesta dissertação problema das rejeições categóricas. 
Neste capítulo é proposta uma solução para o problema das rejeições ca-
tegóricas devido a algum conhecimento probabílistico incorporado à TCP. Para 
isto, utiliza-se do formaJismo de representação temporal apresentadas no capítulo 
anterior, e da noção de problema de diagnóstico aberto definido na seção 5.1. 
Nesta seç.ão são apresentados também a formulação de problemas de diagnóstico 
dinâmico aberto e suas soluções. O algoritmo para a solução do problema é 
apresentado em seguida. 
5.1 Formulação do Problema de Diagnóstico Dinâ-
mico Aberto e suas Soluções 
O problema de diagnóstico apresentado nos capítulos anteriores é denominado 
problema de diagnóstico fechado. Para um problema de diagnóstico fechado o 
fato de uma manifestação não estar presente no caso não é importante. Apenas 
as manifestações presentes são relevantes para a solução do problema. No pro~ 
blema de diagnóstico aberto probabilidades são adicionadas à rede causal. Assim, 
conforme descrito acima, o fato de uma manifestação estar ausente poderá ser 
relevante. Em particular, o problema das rejeições categóricas surge quando uma 
manifestação que deveria ocorrer na presença de uma doença, não é observada 
no caso. 
Nesta dissertação não se está interessado na informação probabilística usual 
(numérica) entre manifestações e doenças. Interessa apenas a informação de que 
uma doença necessariamente causa uma manifestação, ou se a causação é apenas 
possível. Assim, na base de conhecimento K B adiciona-se um novo componente, 
a função que atribtÚ a cada vértice de todo grafo temporal um rótulo N, para 
necessário, ou um rótulo P, para possível. Esta função é denotada por POSS. 
Assim, POSS(G1,m;") = N, que novamente abrevia~se como POSS1(mj) = N, 
indica que a doença dt necessariamente causa mj. 
O conjunto M- denotando as manifestações ausentes, isto é, as manifestações 
que não estão presentes no caso, é adicionado a informação do caso C a, junta-
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mente com M+, BEG+ e DU R+. Vale a pena ressaltar que se uma manifestação 
é considerada ausente, significa que todo tempo relevante para a solução do pro· 
blema de diagnóstico a manifestação não ocorreu. 
Para verificar se já houve tempo suficiente para a ocorrência de uma mani-
festação é necessário o ínstante atual, ou seja, o momento da solução do problema 
de diagnóstico. Por exemplo, este instante pode ser uma data ou composição 
data/hora, escolhido de acordo com a dinâmica do donúnio. O ponto de tempo 
Iatv.I;J.I é utilizado nesta dissertação para denotar o instante atuaL 
O problema de diagnóstico dinâmico aberto é então o par 
P =< KB,Ca > em que KB =< D,M,G,DIST,DUR,POSS > e 
Ca =< M+,BEG+,nuR+,JVf-,Iatual >. 
A seguir é definido o conceito de inconsistência categórica de uma doença. 
Definição 5.1 Sejam P =< K B, C a > um problema de diagnóstico dinâmico 
aberto e G1 = (Ví, A!) E G. A doença d1 é categoricamente inconsistente 
com o caso, se e somente se, 
1. existe um arco (mj,mk) em A1, tal que, POS!:h(mj) N 1 mi EM- e 
m~çEM+,ou 
2. existe um arco (mi,mj) em A1, tal que, POSS1(mj) = N, mj E M-, 
mi E M+ e BEG+(mi) + .DIST1((mi, mj)) :S Iatv.al· 
A definição acima é formada por duas condições. Em ambas as condições a 
doença dt é considerada categoricamente inconsistente pela combinação de dois 
fatores: uma manifestação necessária está ausente (POSS1(mj) = N e mi E 
M-), e o fato de ter havido tempo suficiente para esta manifestação ocorrer. Na 
primeira condição o segundo fator é garantido uma vez que uma manifestação 
sucessora de mi ocorreu ((mj,mk) E~ e mk E M+). Na segunda condição 
este fator é garantido pelo fato dos pontos de tempo válidos para a ocorrência 
da manifestação ausente 'mj ( BEG+ ( mi) + DI STt( ( mi, m2·))) serem inferiores ao 
instante atual, Iatv.al (conforme descrito acima, se uma manifestação é considerada 
ausente significa que não ocorreu em nenhum instante de tempo relevante para a 
solução do problema de diagnóstico). 
O problema das rejeições categóricas ocorre quando se considera apenas o 
primeiro fator acima como condição suficiente para classificar uma doença como 
categoricamente inconsistente com o caso. 
Finalmente, define-se a explicação e solução de um problema de diagnóstico 
dinâmico aberto. 
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Definição 5.2 Um conjunto E Ç D é dito ser uma explicação consistente 
do caso, para um problema de diagnóstico dinâmico aberto P ::;;< KB,Ca >,se 
e somente se, 
1. E cobreM+; e 
2. E satisfaz um certo critério de parcimônia; e 
3. para toda d1 E E, d1 não é temporalmente inconsistente; e 
4. para toda d1 E E, dt não é categoricamente inconsistente. 
Definição 5.3 A solução consistente de um problema de diagnóstico dinâmico 
aberto P :::::<< D,M,G,DIST,DUR,POSS >,< M+,BEG+,DuR+,M-, 
!atual >>, denotado por Sol(P), é o conjunto de todas as explicações consis-
tentes do caso< M+,BEG+,DuR+,M-,la,huJ.I >. 
Note que agora a palavra "consistente'' é utilizada em sentido mais geral. 
5.1.1 Algoritmos 
Na seçã,o 4.3.1 foi descrito um algoritmo TEMPORAL - BI P ART IT E para a 
solução do problema de diagnóstico dinâmico. Este algoritmo verifica de maneira 
seqüencial a presença de doenças temporalmente inconsistentes, elirnina.ndo as 
hipóteses que as contêm. Nesta seção, o algoritmoTEMPORAL-BIPARTIT E 
é modificado para também verificar, seqüencialmente, a presença de doenças cate-
goricamente inconsistentes. O algoritmo resultánte, TEMPORAL-
EXT EN DED-BI PART IT E, é descrito nesta seção. 
Para facilitar a compreensão dos algoritmos é introduzido a noção de uma 
doença candidata à ínconsistência categórica. Uma doença candidata à incon-
sistência categórica, d1, é aquela que possui uma ou mais manifestações ne-
cessárias que não estão presentes no caso, isto é1 existe mi E efeitos( di), tal 
que POSSt(mj) :o::: N e mj EM~. Para verificar se estas doenças são categorica-
mente inconsistentes duas listas (ou conjuntos), denotadas por Lcict e Lcic2 são 
estruturadas da seguinte forma: 
• Lcid :o::: {{d~.{mi>···,m,~;,}, ... } em que d1 é uma doença candidata à in-
consistência categórica1 e {m1, ... ,mk} é um conjunto de manifestações 
sucessoras de manifestações necessárias de dt, que não estão presentes no 
caso. 
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• Lcic2 = {{d/,{(m1-,mj), ... }, ... } em que d1 é uma doença candidata à in-
consistência categórica, e ( mi, mi) são arcos do grafo temporal de d1 em 
que mi é uma manifestação necessária que não está presente no caso. 
As listas Lcir::1 e LcicZ têm como objetivo facilitar a aplicação seqüencial da 
primeira e segunda condições da definição 5.1, respectivamente. Se no instante em 
que foi negada a presença de uma manifestação as informações correntes do caso 
não são suficientes para classificar uma doença como categoricamente inconsis-
tente, então esta doença, juntamente com as respectivas informações necessárias, 
são acrescentadas à Lcicl e Lcic2· Assim, nos ciclos subseqüentes, na presença de 
uovaB informações, é verificado consistêncía categórica das doenças destas listas. 
Para exemplificar a situação acima, considere o grafo temporal da figura 4.2. 
Suponha que POSS8 (m5 ) = N, e que durante a solução do problema de di-
agnóstico a presença de m 5 seja negada (isto é, d8 é uma doença candidata 
à inconsistência categórica). Se neste instante m6 estiver presente, ou m4 es-
tiver presente e BEG+(m4) + DISI's((m4, ms)) $: Iatua/, então pela definição 
5.1 d8 é categoricamente inconsistente. Caso contrário, os pares { d8 , { m6}} e 
{ds,{(m4,ms)}} são acrescentados, de maneira conveniente, à Lcícl e Lcíc2, res-
pectivamente, para que a consistência categórica de d8 seja verificada nos ciclos 
subseqüentes. 
A seguir é descrito o algoritmo TEMPORAL-EXTENDED-BIPAR-
TITE 
Ol.function TEMPORAL- EXTENDED- BIPARTITE(KB) 
02. variables 
03. mi: manifestation; (*nova manifestação*) 
04. hipóteses: generator~set; (*repres. todas as explicações*) 
05. De, (*Doenças consistentes (temp. e categ.)*) 
06. D1, (*Doenças inconsistentes (temp. e categ.)*) 
07. H, (*Doenças evocadas por mj*) 
08. H1, (*Doenças temporalmente inconsistentes (início) H1 Ç H*) 
09. H[, (*Doenças temporalmente inconsistentes (duração) Hí Ç H*) 
10. Hei! (*Doenças categoricamente inconsistentes Hei Ç H*) 
11. H 1: set-of~disorsers; 
12. Lcicl, (*Lista de doenças cand. à inconsistência categórica (sucessoras)*) 
13. LcJc2, (*Lista de doenças cand. à inconsistência categórica (antecessoras)*) 
14. Lt,L2,Ls,L4:sets; 
15. M+: set-of-manifestations; (*manifestações presentes*) 
16. .BEG+, (*inícios das manifestações presentes*) 
17. DU R+: function; (*duração das manifestações presentes*) 
18. Iatual: time point; (*instante atual*) 
19. begin 
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20. hipóteseB = {0}; 
21. De ~ 0; 
22. DI~ 0; 
23. LciCl = 0; 
24. Lc1c2 = 0; 
25. M+ =0; 
2!'L I atual = Instante -Atual; 
27. while M aismanifs do 
28. mi = Proxman.manifs; 
29. H= causas(mj ); 
30. H=H-DI; 
31. if Proxman.status = "presente" (*m1 E M+*) 
32. then 
33. HF = 0; 
34. Hí = 0; 
35. Hcr = {dd{d~,ML} E Lcwb e miE Ah}; 
U {dd{ d1, A} E Lcw2, e existe um arco (mj, m~;) E A, tal que 
BEG+(mj) + DIST;((mj, m~.:)) ::.; latuadi 
36. LciC1 = { { d1, ML}){ d1, jYh} E Lcw1, e d1 f/_ Hei}; 
37. Lcicz = {{dJ,A}I{dJ,A} E Lcic2, e d1 ~Hei}; 
38. if DU R+( mi) é definido (*duração foi fornecida*) 
39. then 
40. Hí = {di)d1 E H- Hei, e DUR1(mi) n DUR+(mJ) = 0}; 
41. endif 
42. if BEG+(mJ) ê definido (*inicio foi fornecido*) 
43. then 
44. HI = VRT((H- (Hei U Hí)) n Dc,G, DIST, BEG+, rn;); 
45. endif 
46. hipóteses= res(hipóteses, Hei UH r U Ht); 
47. DI= DI UHci U HIUHj; 
48. Dc=(DcUH)-(HciUHIUHj); 
49. if (H- DI)= 0 or (hipôteses = 0 and M+ f:. 0) 
50. then 
51. return nil (*não existe nenhuma explicação consistente*) 
52. else 
53. hipóteses = revise(hipóteses, H- D1 ); 
54. endif 
55. M+ ~ M+ U{mJ} 
56. else (*mj EM~*) 
57. H,= {ddJ1 E H, e POSS1(mJ) ~ N}; 
58. L1 = {{df,ML})d1 E H1, e ML = {m,~,)(mj,m,;,) E A1}}; 
59. L, ~ {{ d1, ML}I{ d1, ML} E L;, ML n M+ i' 0}; 
60. Hei~ {dJI{d1,ML} E L,}; 
61. Ht=Ht-Hci; 
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62. Ls = {{dr,A}Idr E H,, e A= {(m;,m;)l(m,,m,) E Ai}}; 
63. L4 ::= {{dJ,A}I{d1,A} E L3, e existe um arco (mi,mj) E A, tal que 
BEG+(mi) + DIS1/((m,, mi )) S Iatuai}; 
64. Hei= Hei U {dd{dr,A} E L,] 
65. hipóteses = res(hipóteses, Hei); 
66. DI= DI U Hei; 
67. De= De- D1; 
68. LciCl = ATU ALIZA(Lcic1 , L1 - L2 ); 
69. Le1c2 = ATUALIZA(Lc1c 2 , L3 ~ L4 ); 
70. if hipóteses = 0 and M+ # 0 




75. return hipóteses 
76. end. 
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A principal diferença entre o algoritmo acima e o TEMPORAL-BIPAR-
T IT E refere-se aos procedimentos necessários para a verificação da inconsistência 
categórica através das manifestações ausentes. 
O algoritmo TEMPORAL- EXTENDED-BIPARTITE está basica-
mente dividido em duas partes. Nas linhas 32-54 ocorre o processamento das 
manifestações presentes, enquanto nas linhas 56-71 o processamento das mani-
festações ausentes. Para facilitar a compreensão, a segunda parte do algoritmo é 
comentada primeiro. 
Nas linhas 22 e 23 as listas Lcícl e Lcíc.2 são iniciadas, e na linha 25 é atribuído à 
Iaroal o momento da solução do diagnóstico através da função externa Instante-
At'ual. Na linha 30 é verificado se a manifestação a ser processada, mj, está 
presente ou ausente. Note que esta verificação ocorre através da função externa 
Proxman que, agora, é modificada para retornar o "status" das manifestações. 
Na linha 56, H1 representa as doenças candidatas à inconsistência categórica 
com relação à mi (isto é, todas as doenças em causas( mi)- D1 em que m} é ne-
cessária). L1, na linha seguinte, representa todos os elementos da forma { d1, M r.,} 
em que dt é uma doença de !Ih e ML o conjunto de todas as manifestações su-
cessoras de m} em d1. Note que estas manifestações são obtidas com facilidade 
devido à propriedade de transitividade do grafo temporal de d1• Na linha 58, L2 
representa todos os elementos da forma { d~, ML} em L1. em que dt é categorica-
mente inconsistente (a condição ML n M+ f 0 garante a satisfação da primeira 
condição da definição 5.1, ou seja, que existe uma manifestação sucessora de mj 
que está presente). 
Todas as doenças em L 2 são representadas por Hc1 na linha 59. Em outras 
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palavras, Hei representa todas as doenças consideradas categoricamente incon-
sistentes (devido a ausência de mj) pela primeira condição da definição 5.1. Na 
linha 60 estas doenças são retiradas de H 1 . 
Para aplicar a segunda condição da definição 5.1, L3 , na linha seguinte, re-
presenta todos os elementos da forma {d11A}, em que d1 é uma doença de H1 
(d1 é candidata à inconsistência categórica), e A é o conjunto de todos os arcos 
do grafo temporal de d1 com destino na manifestação ausente mj (novamente, a 
propriedade de transitividade é importante na obtenção das manifestações ante-
cessoras de mj)· Na linha 62, L4 representa todos os elementos {dt, A} em L 3 
em que d1 é categoricamente inconsistente, (ou seja, verifica a existência de um 
arco (mi, mj) em A, tal que BEG+(mj) + DISTt((mi, mj)) ~ Iatuad· 
Na linha 63, Hei é atualizado com as demais doenças categoricamente incon-
sistetltes obtidas da segunda condição da definição 5.1. Na linha seguinte todas 
as hipóteses que possuem alguma doença em comum com Hcr são removidas das 
hipóteses correntes através da operação res. Os conjuntos D 1 e .De são atualiza-
dos nas linhas 65 e 66, respectivamente. Observe que agora .D 1 mantém também 
as doenças categoricamente inconsistentes. 
As listas Lcicl e LcicZ são atualizadas (linhas 67 e 68) através da função 
ATUALIZA, descrita mais adiante. Note que são usados os elementos em 
L1 - L2 e L3 - L4 na atualização destas listas, respectivamente. Em outras 
palavras, são utilizados apenas aqueles elementos que não possuem doenças ca-
tegoricamente inconsistentes. Lembre-se que conforme descrito no início desta 
seção, a consist€ncia das doenças em L1 - L2 e L3 - L4 é verificada nos ciclos 
subseqüentes. Assim, se for descoberto uma manifestação mi E M+, tal que 
miE lYh, {dr,ML} E L1 - Lz, ou (mí,mj) E A, {dt,A} E L3- L4, tal que 
BEG+(mi) + DISTi((mi,m;)) :;5; Iatua/, então, neste instante, a doença dt será 
considerada categoricamente inconsistente. 
A principal alteração na parte do programa que processa as manifestações 
presentes encontra-se nas linhas 34-36. Na linha 34 são obtidas todas as doenças 
em Lcict e LcicZ que se tornaram inconsistentes devido a presença da nova mani-
festação mj, enquanto nas linhas 35 e 36 Lcict e Leia são atualizadas, respecti-
vamente. 
A seguir é descrito a função ATUALIZA, citada anteriormente, que atualiza 
Lcicl e Lcic2 a partir de um outro conjunto L, Esta atualização deve ser efetuada 
de tal forma que exista apenas urna entrada para uma doença na lista resultante. 
Logo, se existe uma entrada {dt,MI} ({d~,A}) em Lcicl (Lcicz) e uma entrada 
{d1, MN} ( {dl, A'}) em L, então estas duas entradas corresponderão a uma única 
entrada { d1, Mr,U MN} ( { d1, A U A'}) na lista restante (a lista L1 do algoritmo re-
presenta esta situação). Os demais elementos são acrescentados à lista resultante 
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sem nenhuma alteração (representados pelas listas L 2 e L3 ). 
OLfunction ATU ALIZA(LcJc, L) 
02. vru:iables 
03. Lt, L2, Ls: sets; 
04. begin 
05. L,= {{d,, C, U Cz}l{d,,C,j E Lei c e {d,, C,) E L}; 
06. L,= {{d,,C,JI{d,,C,j E LciC, tal que ,11 {d,,C2 ) E L}; 
07. L2 = {{d,,C;)I(d,,C,) E L, tal que ,11 {d1,C2 ) E LcicJ; 
08. return L 1 U Lz U Ls; 
09. end 
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O algoritmo BIPARTIDO- TEMPORAL- ABERTO é constituido ba~ 
sicamente de 5 módulos conforme ilustra a figura 5.1. O módulo Evocação de 
Doenças evoca as causas potenciais, isto é, doenças, das manifestações presentes 
e manifestações ausentes. Em seguida, o módulo Seleção de Doenças, é verificada 
a consistência temporal e categórica das doenças evocadas no módulo anterior. 
As informações da base de conhecimento (KB), as manifestações presentes (M+) 
e as informações temporais destas manifestações (BEG+ e DU R+) são utiliza-
das nesta verificação. O conjunto de doenças inconsistentes é atualizado por este 
módulo. 
O módulo Cálculo de Hipóteses Consistentes elimina todas as hipóteses cor-
rentes que contêm pelo menos uma destas doenças inconsistentes. As doenças evo-
cadas no primeiro módulo, que não se tornaram inconsistentes no módulo Seleção 
de Doenças, são incorporadas às hipóteses resultantes do módulo Formação de 
Hipóteses. As hipóteses geradas por este módulo são consístentes com as ma~ 
nifestações presentes e suas respectivas informações temporais, e com as mani-
festações ausentes. É importante ressaltar que, ao contrário dos demais módulos, 
o módulo Formação de Hipóteses é executado apenas quando a manifestação que 
está sendo processada é uma manifestação presente. 
Finalmente, o módulo Obtenção de Manifestações obtém uma nova mani-
festação presente com suas possíveis informações temporais (inicio e duração) ou 
uma manifestação ausente reinidando o ciclo. Ao final do processo, o algoritmo 
fornecerá todas as explicações consistentes com o caso. 
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Figura 5.1: Esboço do algoritmo BIPARTIDO- TEMPORAL- ABERTO. 
Capítulo 6 
Implementação de um 
Problema Médico de 
Diagnóstico Temporal 
Neste capítulo descreve-se uma experiência da aplicação da extensão temporal 
proposta nesta dissertação a um problema real de diagnóstico médico temporal. 
O problema de diagnóstico está relacionado às doenças de origem alimentares, 
devido à ingestão de alimentos contarrúnados por microorganismos patogênicos, 
toxinas microbiais ou produtos químicos. 
O conhecimento utilizado nesta implementação foi obtido do manual "Prin-
cipies and Practice of Infectious Diseases" [Man90], e contou com o colaboração 
de clinicas do Instituto de Moléstias Infecciosas do Hospital das Clinicas da UNI-
CAMP. No apêndice A descreve-se as tabelas contendo a informação completa 
usada na geração da base de conhecimento. 
O problema de diagnóstico de doenças de origem alimentar é fortemente tem-
poral e consiste em descobrir o agente etiológico causador dos sintomas do paci-
ente. No total sM 28 agentes (listados na tabela 6.1) que podem causar apro-
ximadamente 60 manifestações diferentes. As manifestações causadas por cada 
agente, assim como as infOrmações temporais e probabilidades simbólicas, são 
descritas no apêndice A. 
O programa desenvolvido para a solução do problema corresponde à imple-
mentação do algoritmo BIPARTIDO- TE~ilJPORAL- ABERTO descrito 
no capítulo anterior. A linguagem utilizada na implementação foi o ARITY-
PROLOG versão 5.1 para PC. Também foi implementado o aJgoritmo Bl PARTI DO 
para se comparar os resultados obtidos. 
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I Ref. j Agentes 
1 Staphylococcus aureus 
2 Bacillus cereus (incubação curta) 
3 Bacillus cereus (incubacao longa) 
4 Clostridium perfringens 
5 Salmonella 
6 Shigella 
7 Campylobacter jejuni 
8 Vibrio parahaemolyticus 
9 Escherichia coli 
10 Vibrio cholerae non 01 
11 Vibrio cholerae 01 
12 Clostridium botulin·un 
13 Yersinia enterocolitica 
14 Metais Pesados (cobre, zinho, estanho e câdmio) 
15 Paralisia por Envenenamento de Marísco (PSP Aguda) 
16 Paralisia por Envenenamento de Marisco (PSP Crônica) 
17 Síndrome do Restaurante Chinês 
18 "Neurotoxic Shellfish Poisoning" ~ NSP 
19 Peixe Contaminado com Histamina ("scomboid") 
20 Ciguatera(leve) 
21 Ciguatera(severa) 
22 Cogumelo Tóxico ( "ibotenic acid" e "muscinol") 
23 Cogumelo Tóxico (muscarina) 
24 Cogumelo Tóxico ( "psilocybin" e "psilocin") 
25 Cogumelo Tóxico ( Corprirus atramentarius) 
26 Cogumelo Tóxico (Espécie Desconhecida.) 
27 Cogumelo Tôxico (Amanita phalloides, A. virosa e A verna) 
28 Cogumelo Tóxico ( Gyromitra) 
Tabela 6.1: Agentes causadores de intoxicações alimentares. 
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Este capítulo está dividido da seguinte forma. Na seção 6.1 são descritos os 
problemas encontrados na representação da base de conhecimento e suas soluções. 
Os predicados utilizados na representação da base de conhecimento são também 
descritos, Na seção 6.2 é elaborado um quadro clínico fictício de um paciente 
para avaliar a soluções fornecidas pelo programa. Os resultados parciais e final do 
processo de solução do caso são descritos e comentados na seção 6.3. Finalmente, 
na seção 6.4 compara-se os resultados obtidos nas versões temporal e atemporal 
do programa. 
6.1 Representação da Base de Conhecimento 
A montagem da ba.<>e de conhecimento foi relativamente simples, uma vez que 
na TCP e na extensão temporal proposta o mecanismo de inferência é bastante 
distinto da base de conhecimento. 
A informação obtida considera casos mais gerais. Por exemplo não se consi-
dera que o paciente esteja fazendo uso de medicamentos ou que seja acometido de 
uma outra doença que possam inibir a presença de alguma manifestação ou inter-
ferir no comportamento temporal das manifestações, Além do mais, não foram 
consideras outras informações (que não sejam causais ou temporais) relevantes 
neste tipo de diagnóstico como o tipo de alimento ingerido (como carne bovina, 
peixe, ovos, leite crú, etc.), estação do ano (inverno, verão, etc), nem resultados 
de testes laboratoriais. 
6.1.1 Problemas Encontrados e suas Soluções 
A maioria da informação temporal disponível para a solução do problema rela-
ciona o momento da ingestão do alimento contaminado ao início da ocorrência 
de certas manifestações. Por exemplo, a náusea e o vômito causados pelo agente 
Staphylococcus aureus ocorrem dentro de 1 a 6 horas após a ingestão do alimento 
contaminado. No entanto, conforme descrito no capítulo 4, o grafo temporal re-
presenta apenas as relações temporais entre manífest;u;ões. Para adaptar-se a esta 
situação definiu-se uma pseudo-manifestação "x" que indica o instante em que o 
indivíduo ingeriu o alimento contaminado. Foram também necessárias pequenas 
alterações no programa original. 
Outro problema encontrado refere-se ao sincronismo temporal de algumas 
manifestações. Por exemplo, o agente Shigellae causa duas síndromes. Numa 
síndrome as cólicas abdominais ocorrem entre 16 e 48 horas, enquanto na outra 
entre 16 e 72 horas. Para estas situações, o maior intervalo obtido a partir dos 
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intervalos existentes foi considerado. Particularmente, para este caso, o intervalo 
de 16 a 72 horas foi considerado para o início das cólicas abdominais. 
Alguns problemas relacionados à descrição mais detalhada de uma mani-
festação também foram encontrados. Por exemplo, a Síndrome do Restaurante 
Chinês causa parestesia, enquanto a Parestesia por Envenenamento de Marisco 
(PSP-Crônica) causa parestesia dos lábios, língua e garganta. Note que na pri-
meira doença a parestesia é descrita num sentido mais geral, enquanto na segunda 
num sentido específico. A princípio, pode-se considerar 4 manifestações, ou seja, 
"parestesia", ''parestesia dos lábios", "parestesia da língua'' e "parestesia da gar-
ganta)). No entanto, isto não faz sentido na evocação de doenças, pois parestesia 
dos lábios, lingua e garganta são um tipo de parestesia. Em outras palavras, o 
conjunto de todas as doenças que causam parestesia deve conter as doenças que 
causam parestesia dos lábios, língua e garganta, uma vez que estas são formas 
mais detalhadas de descrever a manifestação. Além do mais, na solução do pro-
blema de diagnóstico, se o paciente tiver parestesia da lingua não se pode deixar 
de evocar as doenças que causam parestesia. Assim, nestas situações considerou-
se a descrição mais geral da manifestação; Este problema é facilmente contornado 
no KMS.HT [Reg82] que é fundamentado na TCP. Da mesma forma, considera-se 
a descrição mais geral da manifestação, no entanto se as características da mani-
festação do caso (isto é, informações específicas da manifestação) são equivalentes 
às características da manifestação de uma doença candidata à hipótese, então a 
plausibilldade desta doença é aumentada. 
Outro problema, que abrange o problema descrito acima, refere-se à incapaci-
dade de representar a evolução temporal das características de uma manifestação. 
Por exemplo, considere o caso da diarréia causada pelo agente Escherichia coli. 
A día.rréia aparece entre 16 a 48 horas após a contaminação, e depois (num inter-
valo de aproximadamente 48 a 72 horas após contaminação) a diarréia se torna 
aquosa, e em seguida (num intervalo de 72 a 120 horas após a contaminação) 
sanguinolenta. Por conselho de clínicos esta situação foi representada conside-
rando o intervalo de 48 a 120 horas como o intervalo válido para a ocorrência da 
diarréia, uma vez que esta evolução não é relevante para o diagnóstico. 
6.1.2 Implementação 
Para representar a base de conhecimento utilizou-se de cínco predicados. Para 
agilizar as operações da álgebra de geradores um indice foi associado a cada 
doença (conforme descrito na tabela 6.1) através do predicado "doenca11 • Por 
exemplo1 
doenca(5,sahnonellae) 
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associa a doença por contaminação por Salmonellae o índice 5. 
O segundo predicado, "causas", relaciona uma manifestação com suas res-
pectivas causas. Este predicado é equivalente à função ou conjunto cau8a.<>. Por 
exemplo, 
causM( nausea,[l ,2,4,12,14,16,17 ,19,20,21,25,26]) 
indica que a manifestação "náusea'' pode ser causada por qualquer uma das 
doençM da lista. 
Note que, ao contrário da descrição contida no ap€ndice A (e na maioria da 
descrição em [Man90]), que assada uma doença com suas manifestações, o pre-
dicado acima associa uma manifestação com suas potencias causas. A obtenção 
desta relação inversa foi através de um processo de compilação. 
Para representar o grafo temporal e a função .DIST utiliza-se o predicado 
"arcos". Por exemplo, 
arcos( 1 ,[[x,nausea,[1,6]] ,[x,vomito,[l,6lll) 
indica que náusea e vômito ocorrem entre 1 e 6 horas após a ingestão do alimento 
contaminado quando Staphyloccoccus aureus (índice 1) está presente. Note que, 
ao contrárío do grafo temporal, este predicado representa apenas as manifestações 
que se relacionam temporalmente. O grafo temporal G1 = (V1 , AI) é tal que V1 = 
{x,náttsea,vômito,febre} e A1 = {(x,náusea),(x,vômito)}. A função DIST1 para 
os element.os de A1 é tal que, DIST1((x,náusea)) = [1,6] e DISTI((x,võmito)) = 
[1, 6]. 
O grafo temporal mais interessante de se representar é o da intoxicação por 
Cogumelo Tóxico (Amanita phalloides1 A. virosa e A. verna). Na síndrome cau-
sada por estes agentes, cólicas abdominais e diarréia ocorrem entre 6 e 24 horas 
após a ingestão do alimento contaminado e são seguidas de insuficiência hepa-
torenal. Por esta informação e pela descrição " ... cólicas abdominais e diarréia 
podem ser bastante severas, e usualmente se resolvem em 24 horas. O paciente 
então se sente bem por 1 ou 2 dias antes da evidência de insuficiência renal ou 
hepática ... ", constrói-se o grafo temporal, G27 , ilustrado abaixo, cujos os rótulos 
representam a função DIST21· 
Baseando-se na descrição acima, efetuou-se os seguintes cálculos para obter a 
distância temporal entre o início das cólica..<> abdominais e diarréia e o irúcío da 
insuficiência renal e hepática: [O, 24]+[24, 48] = [24, 72]. O primeiro argumento da 
operação soma refere-se ao intervalo válido para a duração das cólicas abdominais 
e diarréia (.isto é, menos de 24 horas), enquanto o segundo ao intervalo de bem-
estar de 1 a 2 dias que precede a insuficiência renal e hepática. Note que, conforme 
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[30,96] 
[24,72] insuficiencia hepatica 
diarreía insuficiencia renal 
Figura 6.1: Grafo temporal do Cogumelo Tóxico (Amanita phalloides, A. virosa 
e A. verna) 
descrito no capitulo 4, o rótulo do arco transitivo [30,96] corresponde à soma dos 
rótulos [6,24] e [24, 72], isto é, representa a distância de tempo entre a ingestão 
do alimento contaminado e o surgimento da insuficiência renal e hepática. 
Pelas descrições acima, observe que para manter a uniformidade da informação 
temporal representada na base de conhecimento toda informação temporal uti-
lizada na implementação foi convertida para unidade de menor granularidade 
temporal, isto é, para a unidade "hora". Assim, todos os pontos de tempo são 
inteiros associados a esta unidade. 
Seguindo a descrição dos predicados utilizados na representação do conhe-
cimento, tem-se que o predicado "durações", representa a função DU R. Por 
exemplo, 
duracoes( 2 ,[[ nausea,[ O, 12]], [vomito, [O ,12]] ,[di arreia, [O ,12111) 
indica que duração das manifestações náusea, vômito e diarréia, causadas pelo 
agente Bacillus Cereus (incubação curta) é no máximo 12 hora.s. 
Finalmente, o predicado "necessarias" indica todas as manifestações necessárias 
de uma doença, isto é, representa a função POSS. Por exemplo, 
necessa.rias( 3, [ diarreia,colicas-abdominais, vomito ,febre] ) 
indica que diarréia, cólicas abdominais, vômito e febre sempre ocorrem na pre-
sença do agente Bacillus cereus (incubação longa). As demais manifestações são 
possíveis de ocorrer. 
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6.2 Representação do Caso 
6.2.1 Quadro Clínico 
O objetivo inicial era considerar um caso real, isto é, as informações que um clínico 
obteve de um paciente para o diagnóstico. No entanto, devido as dificuldades 
de se encontrar um caso de intoxicação alimentar nos registros do Instituto de 
Moléstias Infecciosas do HC-UNICAMP, uma vez que, na maioria das vezes, as 
pessoas não procuram assistência médica nestas situações, foi considerado um 
ca.'>a fictício. Este caso foi elaborado considerando apenas parte da informação 
obtida por um clínico numa situação real (por exemplo, não se considera o tipo de 
alimento ingerido pelo paciente), porém esta informação é suficiente para analisar 
os resultados fornecidos pelo programa. 
Elaborou-se então a seguinte situação fictícia de um paciente: 
1. o paciente se apresentou ao clínico 30 horas após ter ingerido o alimento 
contaminado; 
2. o clínico obteve as seguintes manifestações presentes, com suas respectivas 
informações temporais: 
• cólicas abdominais: iniciaram entre 8 a 10 horas após a ingestão do 
alimento contaminado, e duraram 20 horas; 
• diarréia: iniciou entre 10 a 12 horas após a ingestão do alimento con-
taminado, e durou de 15 a 20 horas; 
• náusea; 
• vômito: iniciou 5 horas após a ingestão do alimento contaminado; 
3. Foi notado também a ausência de parestesía. 
6.2.2 Representação do Quadro Clínico (Caso) 
Nesta seção é descrita a maneira com que a informação do quadro clínico, des-
crita na seção anterior, é representada através do formalismo proposto para re-
presentação do caso. 
O instante atual, latual = 30 corresponde ao momento em que o indivíduo 
procurou assistência médica após a ingestão do alimento contaminado. 
O conjunto M+ = {cólicas abdominais, diarréia, náusea, vômito} representa 
as manifestações presentes no caso, eM- = {parestesia} as manifestações ausen-
tes. 
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As funções BEG+ e DU R+ representando a .informação de início e duração do 
caso, respectivamente1 são definidas para as manifestações presentes da seguinte 
forma: 
• BEG+(x) = [0, O] 
• BEG+(c6licas abdominais)= [8, 10] 
• BEG+(diarréia) = [10, 12] 
• BEG+(náusea) = [5, 5] 
• DU R+( cólicas abdominais) = [20, 20] 
• DUR+(diarréia) = [15,20] 
Note que embora a pseudo-manifestação "x" não pertença à M+, o instante O 
é associado ao seu início para representar o momento em que o indivíduo ingeriu 
o alimento contaminado. Este instante será utilizado na verificação das restrições 
temporais. 
6.3 Solução do Problema de Diagnóstico 
Nesta seção são apresentados os resultados obtidos durante a solução do caso 
descrito na seção 6.1. Por aconselho de clínicos, foram consideradas apenas as 
hipóteses contendo uma única doença (coberturas mínimas). Assim, nesta seção, 
a listagem dos resultados parciais obtidos durante a solução do problema contém 
apenas estas hipóteses. 
A lista abaixo mostra a forma com que foi fornecida a informação ao programa, 
e a ordem com que estas informações foram processadas. 





Note que esta lista possui dois tipos de elementos diferentes. O primeiro 
tipo, listas contendo 3 elementos, representa as manifestações presentes. Cada 
elemento representa llma manifestação, seu início e sua duração, nesta ordem. A 
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lista vazia "[]" indica que o início ou duração não estão disponíveis. O segundo 
tipo, listas contendo 1 elemento, representa as manifestações ausentes. Observe 
também que a pseudo-manifestação "x" não pertence à nenhuma destas listas. 
Esta manifestação é acrescentada na lista das manifestações processadas (uma 
entrada do tipo "'[x,[O,O],OJ") e, ao contrário das demais manifestações, não evoca 
nenhuma doença, servindo apenas como referência pa1·a o início das demais ma-
nifestações. 
Finalizando a descrição da maneira com que as informações foram forneddas 
ao programa, tem-se que o predicado 
instante-atual(30) 
representa o momento da solução do diagnóstico. 
A primeira informação processada p~Jo programa foi "colicas-abdominais, 
[8,10], [20,20]]". As hipóteses iniciais foram: 
1. Clostridium Perjringens 
2. Paralisia por Envenenamento de Marisco (PSP-Crônica) 
3. Ciguatera (Leve) 
4. Ciguatera (Severa) 
5. Cogumelo Tóxico (Amanita phalloides, A.virosa1 A.verna) 
6. Cogumelo Tóxico ( GyromUra). 
A princípio, isto é, sem considerar nenhuma informação temporal, cólicas ab-
dominais podem ser causadas por 20 agentes diferentes. Em outras palavras, 14 
agentes foram desconsiderados devido à inconsistência com o início ejou duração 
das cólicas abdominais do caso. Por exemplo, Bacillus cereus (incubação longa) 
foi considerado temporalmente inconsistente porquê a duração das cólicas ab-
dominais no caso foi superior a 12 horas. Pela definição 4.6 e considerando G3 
como o grafo temporal do agente Bacillus cereus (incubação longa), isto equivale 
a dizer que 
DU R3 (cólicas abdominai') n DU R+(cólicas abdominai') = [0, 12] n [20, 20] = 0. 
Por outro lado, a intoxicação por Metais Pesados foi desconsiderada porquê as 
cólicas abdominais causadas por este agente ocorrem dentro de 1 hora após a 
ingestão do alimento contaminado. Em outras palavras, pela definição 4.5 e 
considerando G14 como grafo temporal de Metais Pesados, tem-se que 
' 
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(BEG+(x) + DJST14((x,cólicas abdominais))) n BEG+(cólicas abdominais)= 
([o, o]+ [o, 1]) n [8, 10] = 0 
ou seja, o arco (:x,cólicas abdominais) em G14 é temporalmente inconsistente, 
No processamento da segunda informação, "[diarreia,[10,12],[15,20Jr', as hi-
póteses correntes permaneceram inalteradas. Primeiramente, foram desconside-
radas todas as doenças evocadas temporalmente inconsistentes no passo anterior 
(conforme descrito nos capítulos anteriores estas doenças não podem mais retor-
nar às hipóteses). Entre as doenças restantes, Bacillus cereus (incubação curta) e 
Clostridium Botulínum fOram consideradas temporalmente inconsistentes, devido 
à duração e início da diarréia, respectivamente. Assim, das doenças evocadas, 
restaram apenas as mesmas 6 doenças que constituem as hipóteses correntes, 
No terceiro ciclo de solução do problema foi processada a informação "[náusea, 
O, OJ". Neste ciclo, nenhuma doença evocada foi considerada temporalmente in-
consistente, uma vez que o início e a duração da manifestação não estavam dis-
poníveis. No entanto, as hipóteses 5 e 6 foram desconsideradas por não causarem 
náusea1. 
No processamento da última manifestação presente com suas respectivas in-
formações temporais, "[vomito, [5,5], []]", o agente Cogumelo Tóxico ( Corpri-
rus atramentarius) foi considerado temporalmente inconsistente, pois o início do 
vômito neste agente é inferior a 2 horas2 , Não houve alteração das hipóteses 
correntes, uma vez que esta manifestação pode ser causada por todas as doença..<; 
que as constituem. 
O processamento da manifestação ausente, "parestesia11 , incorreu na incon-
sistência categórica das três últimas hipóteses, isto é, das hipóteses 2, 3 e 4. Por 
exemplo, a Paralisia por Envenenamento de Marisco (PSP-Crônica) foi conside-
rada categoricamente inconsistente porquê a parestesia é uma manifestação que 
sempre ocorre entre 1 a 6 horas após a ingestão do alimento contaminado, e 
pelo fato de já ter havido tempo suficiente para sua ocorrência (pela informação 
descrita no quadro clinico tem-se que o indivíduo procurou assistência médica 
30 horas após a contaminação). Pela definição 5.1 e considerando G16 o graio 
temporal da PSP-Crônica, isto equivale a dizer que 
BEG+(x) + DIST16((x,parestesia)) = [1, 6] :5: lo<ual = 30. 
A solução final apresentada pelo programa foi, então, a intoxicação pelo agente 
1 Na rea.l:ida.de, para garantir a "cobertura" de todas as manifestações presentes, estas 
hipóteses foram combinadas com 2 doenças evocadas pela ná.IU!ea, Staphylococcus aureus e Co-
gumelo Tóxico { Corprirus atramentarius), formando 4 hipóteses de 2 doenças cada. 
2 Desta forma, 2 das 4 hipóteses com múltiplas doenças foram descartadas. 
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CloBtridium perfringens. 
Note que esta conclusão é consistente com as informações descritas em [Man90] 
sobre as manifestações causadas pelo agente Clostridium perfringens. Em outras 
palavras, este agente causa uma síndrome em que cólicas abdominais e diarréia 
surgem dentro de 8 a 16 horas. Também estão presentes náusea, vômito e febre. 
Além do mais, não é especificado nenhuma duração para estas manifestações. 
6.4 Comparação entre as Versões Temporais e Atem-
. pora1s 
Na seção anterior são descritos os resultados obtidos durante a solução do caso, 
descrito na seção 6.2, pelo algoritmo TEMPORAL-EXTENDED-BlPAR-
T IT E proposto nesta dissertação. Nesta seção, apresenta-se os resultados ob-
tidos na solução do caso pelo algoritmo BIPARTIDO. Também compara-se e 
comenta-se os resultados obtidos por cada algoritmo. 
O algoritmo BIPARTIDO descrito no capítulo 3 processa apenas as mani-
festações presentes e não considera nenhum aspecto temporal. Assim, as únicas 
informações processadas pelo programa foram as manifestações presentes no caso, 
ou seja, cólicas abdominais, diarréia, náusea e vômito. 
A solução final apresentada pelo programa (novamente considerando apenas 
a.s hipóteses formadas por uma única doença) foi, então 
l. Clostridium Perfringens 
2. Paralisia por Envenenamento de Marisco (PSP-Crônica) 
3. Peixe Contaminado por Histamina 
4. Ciguatera (Leve) 
5. Ciguatera (Severa) 
6. Cogumelo Tóxico (Espéde Desconhecida) 
Note que) ao contrário da solução apresentada pelo algoritmo BIPARTIDO-
TEMPORAL- ABERTO, a solução acima é formada por 6 hipóteses. Além 
do mais, observe que existem 2 doenças temporalmente inconsistentes com o caso 
(hipóteses 3 e 6). Por exemplo, a duração das cólicas abdominais causadas por 
Peixe Contaminado por Histamina é inferior a 4 horas, enquanto a duração das 
cólicas abdominais do paciente é de 20 horas. 
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Outro parâmetro utilizado na comparação dos resultados foi o número de 
hipóteses com múltiplas doenças; 2 pelo algoritmo BIPARTIDO-TEMPORAL-
ABERTO, contra 73 pelo algoritmo BIPARTIDO. 
Finalmente, tem-se que o tempo gasto na obtenção da solução pelo BIPARTIDO-
TEMPORAL- ABERTO foi aproximadamente de 2 segundos contra 7 segundos 
pelo BIPARTIDO'-
3 0 equipamento utilizado na e:K:eçuçã.o do programa foi um PCAT-286. 
Capítulo 7 
Conclusões 
Nesta seção apresenta-se as contribuições, limitações e futuras extensões desta 
dissertação. 
7.1 Contribuições 
Nesta dissertação apresentou-se uma extensão temporal à Teoria das Coberturas 
Pardmoniosas. Através desta extensão foi possível selecionar as hipóteses tem-
poralmente consistentes com o caso. Além do majs, pela extensão temporal pro-
posta e pela noção de problema de diagnóstico aberto, apresentou-se uma solução 
para o problema das rejeições categóricas. Este problema ocorre, na maioria dos 
sistemas de diagnóstico de primeira geração, e na TCP quando se incorpora o 
conhecimento probabilístico, fundamental na representação das incertezas. 
Além das contribuições adma, a incorporação de aspectos temporais à TCP 
minimizou uma das principais limitações da teoria, que é a possibilidade de incluir 
um grande número de hipóteses. 
O algoritmo BIPARTIDO- TEMPORAL- ABERTO proposto para a 
solução de problemas de diagnósticos dinâmicos abertos verifica a presença de 
doenças inconsistentes a cada ciclo da solução. Conseqüentemente, conforme 
demonstram os resultados obtidos no capítulo 6, economiza-se um substancial 
esforço e tempo evitando a manipulação de hipóteses inconsistentes. 
O formalismo temporal proposto para a representação da base de conheci~ 
menta e do caso considera aspectos importantes como o conhecimento incerto e 
incompleto. Por exemplo, conforme descrito nos capítulos anteriores, na medicina 
esta consideração é bastante útiL 
Na seção 4.1 foi descríto que a determinação do estágio atual de uma doença 
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candidata à hipótese, diante das informações do caso, é um importante raciocínio 
no diagnóstico médico. Através deste raciocínio, pode-se por exemplo prever 
eventos futuros que possam colocar em risco a vida do paciente, e tomar as 
devidas precauções no sentido de evitar tais complicações. Pela extensão temporal 
proposta pode~se obter facilmente as manifestações futuras de uma doença. Por 
exemplo, se dt é um elemento de hipótese, então todas as manifestações sucessoras 
das manifestações em efeitos( di) nu+ (obtidas através do grafo temporal de dt) 
cujo início seja superior ao instante atual, !atual, são manifestações futuras da 
doença. 
7.2 Limitações 
Nos capítulos anteriores foram descrítas algumas limitações no formalismo de 
representação. A primeira refere-se à incapacidade de representar eventos recor-
rentes. Por exemplo, no caso do diagnóstico médico, o intervalo de recorrência 
da febre é importante na identificação do tipo de Malária. 
A forma com que a distância temporal é definida incorre em outra limitação, 
pois existem casos em que a Única informação disponível é a distância entre o fim 
de uma manifestação e início de outra. 
No capitulo 6 foram citadas duas outras limitações relacionadas ao formalismo 
de representação, encontradas durante a aplicação da TCP estendida com tempo 
a um problema real de diagnóstico. O primeiro foi a incapacidade de representar 
a evolução temporal das características de uma manifestação. O segundo, embora 
tenha sido facilmente contornado na implementação, refere-se à relação temporal 
de uma manifestação a uma outra entidade de diagnóstico que não seja outra 
manifestação, ou seja, a relação temporal entre o início de uma manifestação ao 
momento da ingestão do alimento contaminado. 
A extensão temporal proposta evidencia problemas que ocorrem quando se 
considera múltiplas doenças. Na realidade, hipóteses com múltiplas doenças di-
ficulta a solução de problemas de diagnóstico, pois existem casos em que há in-
teração entre as doenças, ou seja, uma doença altera a forma de apresentação de 
outra [Pat81]. Para a extensão temporal proposta, estes problemas podem ocor-
rer quando duas ou mais doenças de uma mesma hipótese causam manifestações 
semelhantes presentes no caso. Por exemplo, para o problema de diagnóstico do 
capítulo 6, suponha que um indivíduo seja intoxicado por Bacillus Cereus (in-
cubação longa) e Salmonellae. As cólicas abdominais causadas por estes agentes 
iniciam entre 8 e 16 horas e 16 e 72 horas, respectivamente. Se as cólicas ab-
dominais surgirem no paciente antes das 16 horas, Salmonella será considerada 
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temporalmente inconsistente, e pelo raciocínio temporal proposto toda hipótese 
que a contém será descartada. 
Assim, o raciocínio temporal proposto é ideal para domínios em que uma 
única doença seja capaz de justificar as informações do caso. No entanto, pode-se 
ainda considerar a presença de múltiplas doenças, de tal forma que para quaisquer 
duas doenças d1 e dm de uma mesma hipótese (efeitos( d1)n M+)n( efeítos( dm) n 
M+) = 0. 
7.3 Extensões Futuras 
O conhecimento probabilístico é fundamental para representar as incertezas do 
domínio de aplicação. Em [Pen90] é desenvolvido um cálculo probabilfstico para 
a TCP. Estender a TCP para incorporar simultaneamente o conhecimento tem-
poral e probabilistico é uma importante extensão à esta dissertação. Para isto1 
seria interessante responder às seguintes perguntas: Quais as conseqüências da 
extensão temporal proposta à TCP neste cálculo probabilístico? Qual a melhor 
classificação das hipóteses neste modelo? Para esta última pergunta sabe-se que 
deve levar em consideração alguns fatores que não sejam causais nem tempo-
rais. Por exemplo, na medicina, informações de contexto como idadel sexo e 
histórico médico do paciente podem afetar a plausibilidade de uma hipótese di-
agnóstica pois estas informações especificam o contexto particular do problema 
de diagnóstico. Também fatores de risco e severidade de uma doença podem 
afetar o processo de diagnóstico. 
Embora não sejam diretamente tratados na formulação da teoria, existem dois 
importantes módulos que devem constar num sistema de diagnóstico: 
L Módulo de Geração de Pergunta,:;: a maioria das questões geradas pelos 
sistemas de diagnóstico são dirigidas à hipóteses (veja capítulo 1). Estas 
perguntas são geradas baseando-se nas doenças que constituem as hipóteses 
num determinado instante durante a solução do problema. A habilidade 
em gerar boas perguntas a partir da informação disponível e das hipóteses 
correntes pode ser crucial na eficiência da solução do problema [Pen90]. Al-
guns fatores devem ser levados em conta como o custo e o risco na obtenção 
de uma manifestação. Assim, a questão é: De que maneira o formalismo 
temporal proposto pode auxiliar na geração de boas perguntas? 
2. Módulo de Justificação: Justificativa de resposta refere-se a habilidade de 
um sístema baseado em conhecimento em explicar como e porque chegou 
às conclusões como diagnose. É muito importante desenvolver métodos 
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para justificação de respostas. Por exemplo, estudos demonstram que na 
medicina há necessidade de boas explicações por sistemas diagnóstico para 
a aceitação do médico [Ber78}. Além do mais, a justificação de resposta 
permite analisar erros durante a construção da base de conhecimento. Como 
justificar as conclusões do sistema considerando o tempo é uma interessante 
pergunta a ser respondida. 
No processamento da primeira manifestação presente, na solução do problema 
de diagnóstico do capítulo 6, 14 causas potenciais foram consideradas temporal~ 
mente inconsistentes devido ao irúcio ejou duração das cólicas abdominais. No 
entanto, ao final da solução do problema algumas destas doenças podem ser justi-
ficativas razoáveis para as informações do caso, uma vez que na medicina sempre 
existem exceções. Assim, num sistema de diagnóstico seria interessante obter 
um módulo que pudesse fornecer importantes informações acerca das doenças 
inconsistentes e seus grafos temporais, como: 
• número de arcos temporalmente consistentes; 
• número de arcos temporalmente inconsistentes; 
• número de manifestações necessárias que estão ausentes; 
• manifestações presentes no caso que podem ser justificadas. 
Talvez, baseado nestas informações pode~se reconsiderar alguma destas doenças. 
Apêndice A 
Base de Conhecimento 
Neste apêndice são apresentadas as informações utilizadas na implementação do 
problema de diagnóstico de doenças de origem alimentar do capítulo 6. O ma-
nual "Principies and Practice of Infecdous Disease)' [Man90] serviu de fonte na 
obtenção desta informação. Cada uma das 28 tabelas está associada a um agente. 
A primeira coluna lista as manifestações que podem ser causadas pelo agente. A 
segunda e terceira colunas indicam o início e duração de algumas destas mani-
festações, respectivamente. O início das manifestações é descrito com relação ao 
momento da ingestão do alimento contaminado (exceto o início da insuficiência 
renal e hepática das duas tiltirnas tabelas). Finalmente a quarta coluna lista a 
freqüência com que as manístações ocorrem na presença do agente; "N" e "P" 
indicam que a manifestação é necessária ou possivel, respectivamente. 
Staphylococcus aureus 
Manifestação Início Duração Freq. 
náusea 1 a 6 horas N 
vOmito " N 
febre N 
Bacillus cereus (incubação curta) 
' 
Manifestação Início Duração Freq. 
nâusea 1 a 6 horas menos de 12 horas N 
vômito " " N 
diarréia " N 
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Bacillus cereus (incubação longa) 
Manifestação Início Duração Freq. 
diarréia 8 a 16 horas menos de 12 horas N 
c6licas abdominais , , N 
vômito , N 
febre N 
Clost1tdaum perfringens 
Manifestação Início Duração Freq. 
diarréia 8 a 16 horas N 
cólicas abdominais , N 
nâusea N 
vã mito N 
febre N 
Salmonellae 
Manifestação Início Duração Freq. 
febre 16 a 72 horas 2a7dias N 




vômito " N 
Shigellae 
Manifestação Início Duração Freq. 
febre 16 a 72 horas 2a7dias N 
côlicas abdominais " " N 
diarréia " " N 
vômito " N 
Campylobacter JeJUm 
" 
Manifestação Início Duração Freq. 
febre 16 a 72 horas 2a7dias N 
cólicas abdominais " 
, N 
diarréia " " N 
vômito " N 
feses com sangue 
, N 
co li te ,, N 
Vtbrw parahaemolyt~eus 
Manifestação Início Duração Freq. 
febre 16 a 72 horas 2a7dias N 
cólicas abdominais , " N 
diarréia , , N 
vômito 
, N 
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Escherichia Coli 
Manifestação Início Duração Freq. 
febre 16 a 72 horas 2a7dias N 
cólicas abdominais " 1 a 12 dias N 
diarréia 16 a 120 horas 1 a 12 dias N 
vômito 2 a7 dias N 
Vb h lera e non 01 1 rzo c o -
Manifestação Início Duração Freq. 
febre 16 a 72 horas N 
cólicas abdominais " N 
diarréia " N 
vômito 2 a 12 dias N 
Vibrio cholerae 01 
Manifestação Início Duração Freq. 
cólicas abdominais 16 a 72 horas 72 a 96 horas N 
diarréia " " N 
febre " N 
vômito " N 
Ciostridium botulinum 
Manifestação Início Duração Freq. 
náusea 18 a 36 horas N 
vômito " N 
diarréia " N 
paralisia " N 
constipação N 
I Yersinia enterocofitica I 
Manifestação Início Duração Freq. 
febre 16 a 48 horas 24 horas a 4 semanas N 
cólicas abdominais ., " N 
adenite mesentérica " N 
Metais Pesados {cobre zinco estanho e cádmo) I 
' ' 
Manifestação Início Duração Freq. 
náusea dentro de 1 hora N 
vômíto " N 
cólicas abdomínais " N 
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Paralisia por Envenenamento de Marisco (PSP Aguda) 
-
Manifestação Início Duração Freq. 
parestesia dentro de 1 hora menos de 3 dias N 
paralisia da boea " N 
paralisia dos lábios " N 
paralisia da face " N 
paralisia das extremidades " N 
dispnéia " N 
disfagia " N 
fraqueza muscular " N 
ataxia " N 
insuficiência respiratória " N 
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Paralisia por Envenenamento de Marisco (PSP Crônica) 
-
Manifestação Início Duração Freq. 
parestesia 1 a 6 horas menos de 3 dias N 
paralisia da boca " N 
paralisia dos lábios " N 
paralisia da fru::e " N 
paralisia das extremidades " N 
dispnéia " N 
disfagia " N 
fraqueza muscular " N 
ataxia " N 
insuficiência respiratória " N 





parestesia dos lábios p 
parestesia da língua p 




boca seca p 
paladar metálico p 
mialgia p 
artralgia p 
visão apagada p 
fotofobia p 
cegueira transitória p 
dores pungentes nas pernas p 
sensação de frouxidão p 
dor nos dentes p 
mudança de temperatura p 
bradicardia sinusal p 
hipotenção p 
paralisia respiratória p 
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Síndrome do Restaurante Chinês 
' 
Manifestação Início Duração fuq. 
parestesia dentro de 1 hora menos de 6 horas N 
sensação de ardência no pescoço " N 
sensação de ardência no abdômem " N 
sensação de ardência no tórax " N 
sensação de ardência nos bracos " N 
sensação de ardência na face " N 
sensação de ardência no tórax " N 
cefaléia " N 
rubor " N 
diaforese " N 
lacrimação " N 
fraqueza " N 
náusea " N 
cólicas abdominais " N 
sêde " N 
'"Neurotoxic Shellfish Poisoning" (NSP) 
Manifestação Início Duração Freq. 
parestesia dentro de 1 hora menos de 3 dias N 
dispnéia " N 
disfagia " N 
fraqueza " N 
ataxia " N 
insuficiência respiral:aória " p 
Peixe Envenenado por Histamina ("scomboid") . 
Manifestação Início Duração Freq. 
parestesia dentro de 1 hora menos de 4 horas N 
ardência na boca " N 
ardência na garganta " N 
rubor " N 
cefaléia " N 
vertigem " N 
cólicas abdominais " N 
náusea " N 
vômito " N 
diarréia " N 
urticâria " N 
broncospaamo " N 
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Ciguatera (Leve) 
Manifestação Início Duração Freq. 
parestesia 1 a 6 horas N 





parestesía dos lábios N 
parestesia da lingua N 




boca seca N 
paladar metálico N 
mialgia N 
artralgia N 
visão apagada N 
fotofobia N 
cegueira transitória N 
dores pungentes nas pernas N 
sensação de frouxidão N 
dor nos dentes N 
APÊNDICE A. BASE DE CONHECIMENTO 94 
Ciguatera (Severa) 
Manifestação Início Duração Freq. 
parestesia 1 a 6 horas N 





parestesia dos lábios N 
parestesia da língua N 




boca seca N 
paladar metálico N 
mialgia N 
artralgia N 
visão apagada N 
fotofobia N 
cegueira transitória N 
dores pungentes nas pernas N 
sensação de frouxidão N 
dor nos dentes N 
mudança de temperatura p 
bradicardia sinusal p 
hipotenção p 
nervo craniano paralisado p 
paralisia respiratória p 





Manifestação Início Duração Freq. 
pertubação dentro de 2 horas 24 horas N 
agitação " " N 
distúrbios visuais " " N 
sonoléncia " " N 
prbcoma " " N 
confusão " " N 
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Cogumelo Tóxico (muscarina) 
Manifestação Início Duração Freq. 
salivação dentro de duas horas 24 horas N 
lacrimação " " N 
diaforese " " N 
visão apagada " " N 
cólicas abdominais " " N 
diarréia " " N 
miose " " N 
bradkardia " " p 
broncospasmo " " p 
Cogumelo Tóxico ( "psilocybin psilocin") , 
Manifestação Início Duração Freq. 
alucínação dentro de 2 horas 12 horas N 
comportamento inapropriado " " N 
Cogumelo Tóxico ( Corprírus atramentarius) 
Manifestação Início Duração Freq. 
cefaléia · dentro de 2 horas N 
rubor , N 
parestesia " N 
náusea " N 
vômito " N 
taquicardia " N 
L Cogumelo Tóxico (Espécie Desconhecida) 
Manifestação Início Duração Freq. 
náusea dentro de 2 horas N 
vômito " N 
cólicas abdominais " N 
diarréia " N 
, . 
' 
Cogumelo Tóxico (Amanita phalloides A virosa A verna) 
Manifestação Início Duração Freq. 
cólicas abdominais 6 a 24 horas dentw de 24 horas N 
diarréia " " N 
insuficiência renal 1 a 2 dias após final das N 
insuficiência hepática cólicas abdominais e diarréia N 
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Cogumelo T6xico ( Gyromitra) 
Manifestação Início Dur~ão Freq. 
cólicas abdominaís 6 a 24 horas dentro de 24 horas N 
diarréia , , N 
insuficiência hepática 1 a 2 dias após final das N 
cólicas abdominais e diarréia N 
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