Abstract. In the Preventive Healthcare Network Design Problem (PHNDP), one seeks to locate facilities in a way that the uptake of services is maximised given certain constraints such as congestion considerations. We introduce the incremental and cooperative version of the problem, IC-PHNDP for short, in which facilities are added incrementally to the network (one at a time), contributing to the service levels. We first develop a general non-linear model of this problem and then present a method to make it linear. As the problem is of a combinatorial nature, an efficient Variable Neighbourhood Search (VNS) algorithm is proposed to solve it. In order to gain insight into the problem, the computational studies were performed with randomly generated instances of different settings. Results clearly show that VNS performs well in solving IC-PHNDP with errors not more than 1.54%.
Introduction
Limited resources and ageing population are two of the major challenges of the health industry in the 21st century. The problem of managing healthcare supply chains becomes more complicated by increased customer expectations, shortage of healthcare workers, and the need to invest on new technologies. This has brought about increased healthcare expenditure in many countries. For instance, according to the Office of National Statistics [1], the total healthcare expenditure in the UK as a percentage of gross domestic product had increased from 6.2% in 1997 to 8.8% in 2013. Preventive healthcare aims at saving lives and improving health through early detection of diseases. It is comprised of programmes such as cholesterol screening, HIV screenings, immunisation vaccination, and diet counseling services. These programmes can prevent a wide range of chronic diseases such as heart disease, cancer, and diabetes which are responsible for seven out of ten deaths and account for 75% of nation's health spending among Americans [2] . Although most of these services are offered for no cost in most countries, the participation rates are low and improving the uptake rates of these services is a concern to governments all over the world. The uptake rate can be different among various groups of education and occupation (Damiani et al. [3] ), income (Fox and Shaw [4] ), and gender (Meissner et al. [5] ) and a variety of qualitative and quantitative factors can influence it. For instance, the proximity of the service centres, congestion in facilities, and even closeness of these centres to other facilities such as shopping malls can all influence the uptake rates (Refer to Santos et al. [6] and references therein for further information). Among these, proximity to the facilities has been known to be the most significant factor (refer to Muller et al. [7] , Varkevisser et al. [8] , and Haynes et al. [9] ).
The current paper deals with a discrete, incremental, and cooperative version of Preventive Healthcare Network Design problem (IC-PHNDP) which concerns with finding the optimal number and location of facilities among a set of potential nodes in order to maximise the uptake of services. We assume that the network is built gradually and over the periods (incrementally) and once a facility is opened, it should remain operational until the last period. Similar to any other real-world optimisation problem, it has a set of constraints such as the congestion constraint. There is an analogy between our problem and the competitive facility location problem in the sense that both make use of the idea of gravity-based attraction (Hotelling [10] ) to model the attraction of clients to facilities. In this model, the probability of a customer patronizing a facility is proportional to the attractiveness of the facility and inversely proportional with the distance. This idea was later extended by many scientists such as Nakanishi and Cooper [11] . A review of these contributions can be found in Bell et al. [12] . We assume that facilities cooperate in providing services to the clients (in line with the seminal paper of Berman et al. [13] ). In such a setting, the coverage of a demand node is not determined by only the closest facility, but all the facilities in its vicinity. In other words, each facility j emits signals decaying over distance based on a known non-negative and non-increasing function of distance φ(d(i, j)) (e.g. φ(d(i, j)) = In this paper, we model IC-PHNDP as a mixed-integer programming model and provide a method to linearize it. Then, we propose an efficient Variable Neighbourhood Search heuristic to solve it with optimality gaps of not more than 1.54% while the average optimality gap is 0.71%. The contributions of this paper are as follows:
• To the best of our knowledge, there is no publication in the literature for modelling the incremental or cooperative version of a preventive healthcare network design. This paper contributes to the literature by modelling this problem.
• We propose an efficient heuristic procedure to solve the problem and analyse its performance with a set of hypothetically generated test problems.
The outline of this paper is as follows: It proceeds with a literature review of relevant publications in section (2) . The mathematical model of the paper is presented in section (3). In section (4), our proposed solution 2 procedure is elaborated. Numerical experiments and some analysis appear in section (5), and finally, conclusions and some future research avenues are provided in section (6).
Background and Literature Review
To the best of our knowledge, Hakimi [14] was the first scholar addressing the problem of healthcare network design in the literature. Later, a lot of research has been carried out on different problems in the area of healthcare network design such as public healthcare facility location (Kim and Kim [15] ), health care facility location-allocation (Syam and Cote [16] ), and healthcare facility location/vehicle routing (Veenstra et al. [17] ).
Interested readers can refer to a recent survey by Ahmadi et al. [18] for further information about the healthcare facility location literature. One of the relatively less studied variants of the healthcare network design is the problem of designing preventive healthcare networks. As far as we know, Verter and LaPierre [19] was the first publication in the literature addressing this problem where case studies in Georgia, USA and Montreal, Canada were given. Following on from that, Zhang et al. [20] presented the problem of preventive healthcare network design on a graph with optimal choice allocation aiming at maximising service uptake and compared the performance of four heuristics in terms of their accuracy and computational requirements. Zhang et al. [21] studied a different version of the problem where a bi-level non-linear optimisation model was developed with equilibrium constraints and a tabu search heuristic was proposed to solve it. Another study in the area of PHNDP is Gu et al. [22] in which the impact of client choice behaviour on the network was studied as a bi-objective model which was solved using an interchange algorithm. Zhang et al. [23] was another study of the client choice behaviour on the network presenting both an optimal choice model and a probabilistic choice model. The problem was formulated as a mixed integer programming problem and a genetic algorithm was presented to solve it. The bi-objective fuzzy variant of the problem was studied in Davari et al. [24] where a fuzzy goal programming and a chance constrained solution procedure were proposed to solve the problem. Haas and Muller [25] employed a multinomial logit model to model the client choice behaviour and solved the problem with instances up to 20 potential nodes and 400 demand zones. They presented a procedure for finding lower bounds for larger sizes and a definition of clients' utility. Davari et al. [26] considered PHNDP with impatient clients and budget constraints and proposed an efficient VNS heuristic to solve it.
The problem of multi-period facility location is not new to the literature and there has been numerous publications dealing with this problem. Table (1) gives an overview of the recent research on multi-period models. Although this table does not cover an exhaustive list of features of each paper, it mainly aims at linking our study to the literature and providing an overview of the solution procedures used in the literature. Table 1 : Literature review of some recent multi-period facility location models
Paper
Year Problem Solution approach Gen and Syarif [27] 2005 Production/distribution planning Genetic algorithm McKendall and Shang [28] 2006 Dynamic facility layout Simulated annealing Ko and Evans [29] 2007 Integrated forward/reverse logistics network for 3PLs Genetic algorithm Yi and Ozdamar [30] 2007 Evacuation and support in disaster response Exact method Ndiaye and Alfares [31] 2008 Health services for moving population groups Exact method Wang et al. [32] 2008 Two-echelon integrated competitive/Uncompetitive facility location problem Genetic algorithm Rajagopalan et al. [33] 2008 Dynamic redeployment of ambulances Tabu search Manzini et al. [34] 2008 Multi-stage, multi-commodity location allocation Exact method Gourdin and Klopfenstein [35] 2008 Capacitated location with modular equipments Polyhedral properties Hinojosa et al. [36] 2008 Dynamic supply chain design with inventory Lagrangian relaxation Albareda-Sambola et al. [37] 2009 Multi-period incremental service facility location problem Lagrangian relaxation Lee and Dong [38] 2009 Dynamic location and allocation models Heuristic method Mahar et al. [39] 2009 On-line fulfilment assignment problem Branch & bound, Dynamic programming Schmid and Doerner [40] 2010 Ambulance location-relocation problems with time-dependent travel times Variable neighbourhood search Basar et al. [41] 2011 Emergency medical stations Tabu search Fazel Zarandi et al. [42] 2011 Large-scale dynamic maximal covering location problem Simulated annealing Torres and Uster [43] 2011 Capacitated facility location with relocations and changing demand Lagrangian relaxation Beneyyan et al. [44] 2012 Single and multi-period location-allocation models in the health sector Exact method Sha and Huang [45] 2012 Emergency blood supply scheduling model Heuristic based on Lagrangian relaxation Rottkemper et al. [46] 2012 Inventory relocation and distribution in humanitarian logistics Rolling horizon solution method Schmid [47] 2012 Dynamic ambulance relocation and dispatching problem Approximate dynamic programming Albareda-Sambola et al. [48] 2012 Multi-period Location-Routing with Decoupled Time Scales Heuristic Albareda-Sambola et al. [49] 2013 Multi-period location-allocation problem under uncertainty Fix-and-Relax-Coordination Ghaderi and Jabalameli [50] 2013 Budget-constrained dynamic uncapacitated facility location network design Exact method and simulated annealing Correia et al. [51] 2013 Two-echelon supply chain network design problem with sizing decisions Valid inequalities Zhen et al. [52] 2014 Emergency medical stations Genetic algorithm Gelareh et al. [53] 2015 Multi-period hub location problem Benders decomposition Chung and Kwon [54] 2015 Location of electric car charging station Heuristic (myopic methods) Elbek and Wohlk [55] 2016 Scheduling of recyclable materials collection Constructive variable neighbourhood search Duhamel et al. [56] 2016 Location-allocation problem for post-disaster operations Decomposition approach Correia and Melo [57] 2016 Facility location under delayed demand satisfaction Valid inequalities Markovic et al. [58] 2016 Stochastic facility location problem with independent demand Lagrangian relaxation Vatsa and Jayaswal [59] 2016 Multi-period maximal covering facility location problem with server uncertainty Benders decomposition
From the above and to the best of our knowledge, there is not any attempt in the literature towards modelling the multi-period design of a preventive healthcare network. Another gap in the literature of PHNDP is the realistic assumption of cooperativeness in covering nodes in a preventive helathcare setting. In line with some of the existing literature, our paper aims at filling these two gaps by proposing an efficient integer programming model and presenting an efficient variable neighbourhood search procedure which is capable of solving large instances with errors not worse than 1.54% to the best known solutions.
Mathematical model
Consider a region (say a city) with a set of nodes representing demands in different sub-regions. The decision maker is interested in minimising the costs while ensuring that a minimum level of coverage is guaranteed for all the nodes. There are candidate locations to establish facilities and the proximity of clients to facilities is the key factor in making facilities more attractive. Besides, there are congestion considerations in the problem. We assume that there is no existing facility in the network; however, the model is easily generalizable for the case where facilities exist. Moreover, facilities cooperate in providing service to the population centres and the network is established incrementally.
The model is studied in a discrete space with N as the demand nodes (|N | = m) and a set of V ⊂ N to be the set of potential nodes to establish a facility. The demand associated with node i ∈ N at time t ∈ T is denoted as p it . The shortest path between each demand zone i ∈ N and a potential facility at node j ∈ V is represented as d ij . Moreover, we follow a similar approach to Pastor [60] in defining the attractiveness. Like that, the attractiveness of each facility j ∈ V to clients living at node i ∈ N is shown as φ ij and found using a negative exponential function as φ ij = e −ηdij where η is an empirically defined value (different decay functions can be used such as the power function φ ij = d −η . However, based on the empirical study of Drezner [61] , we use the exponential function in this study). It should be noted that this attractiveness measure can be modified in order to address other attractiveness parameters such as the appearance of a facility, its size, and other factors (see Drezner [62] and references therein). Moreover, in each period t ∈ T , a minimum of π t people should be covered. The π function is defined as a non-decreasing function of t (linear, piecewise, etc.) to gradually increase the service level in the network. We assume that the demand of node j ∈ V is partially met by each opened facility and inversely proportional to the distance between the demand node and the facility (based on the basic concept of gravity rule by Reily [63] ). Last but not least, the cooperative aggregation operator is shown as Φ it which can take different forms. In this paper, we assume that the aggregate coverage of a node i at time t (Φ it ) is found as:
where x jt is defined as follows:
If there is a facility at node j ∈ V at time t ∈ T
Otherwise
The other parameters of the problem are as follows: Parameters
The attractiveness of facility at node j ∈ V to the demand node at node i ∈ N d ij The distance between nodes i ∈ N and j ∈ V p it The population of node i ∈ N at time t ∈ T f jt Cost of establishing a facility at node j ∈ V at time t ∈ T o jt Operation cost of node j ∈ V at time t ∈ T π t
The total population to be covered at time t ∈ T λ
The maximum number of clients each server can serve T max Number of periods of the study Let ζ ijt to be the share of the facility at node j ∈ V from the demand at node i ∈ N at time t ∈ T . Spatial interaction models assume that this ratio equals the relative utility of facility at node j ∈ V compared to other facilities available on the network which can be represented as follows.
where a sufficiently small is added to the denominator to avoid undefined values for ζ. Now, the problem can be formulated as follows.
The objective function (4) minimises the total cost of the network which is a function of fixed establishment costs and the variable server costs. Constraints (5) and (6) linearize the equation (2). Constraint set (7) ensures that while a facility is opened, it should operate for the remaining periods. In other words, the problem is modelled as an uninterrupted facility location problem which is a more realistic one in practice. The congestion constraint is enforced to the model through Constraint (8) . Constraint (9) states that in each period t ∈ T , a minimum population of π t should be covered. As stated earlier, the π function can be defined as a non-decreasing function of t ∈ T to gradually improve the service level in the network. Finally, constraint (10) is the integrality constraint for the variable x jt . The model is a non-linear one owing to constraint (8) which can be linearized using Proposition (1).
Proposition 1. Constraint (8) can be rewritten as:
Proof. Define the auxiliary variable w it to represent the following component of constraint (8):
and the variable z ijt to represent the following component of constraint (8) .
Note that there will be a need to add the following constraints to the model.
in which M is a sufficiently large positive number. Now, the linearized mathematical model can be rewritten as follows.
IC-PHNDP belongs to the class of NP-hard problems since its relaxation makes it an uncapaciated facility location problem which has been proven to be an NP-hard problem. Therefore, owing to its combinatorial optimization nature, we propose an efficient VNS to solve it.
Solution procedure
Variable Neighbourhood Search (Mladenović and Hansen [64] ) is a local search procedure based on systematically improving the incumbent solution by applying a set of neighbourhood search structures. VNS has been a popular heuristic in a variety of problems from scheduling (Karimi et al. [65] ) and vehicle routing (Belhaiza et al. [66] ) to facility location (Davari et al. [67] ). Interested readers can refer to Hansen et al. [68] and references therein for further applications of VNS.
Similar to other heuristics, one of the main issues in designing a VNS is to keep a balance between the intensification and diversification of the algorithm. Since its introduction, different scholars have proposed various mechanisms to improve this balance. In this paper, we will apply a general skewed version of VNS as given in Algorithm (1).
Algorithm 1 Skewed Variable Neighbourhood Search
1: procedure VNS 2: Initialization; 3: Define neighbourhood structures N k ; k = 1, ..., k max 4: Find an initial solution s ∈ S 5: Choose stopping criteria 6: while stopping criteria is not met do:
Set k = 1 8: while k ≤ k max do:
Shaking:
10:
Generate a point s ∈ N k (s) at random;
11:
Local search:
12:
Obtain the local optima s by applying some local search to s ;
13:
Move or not: For the distance function (ρ), we propose a function to find the dissimilarity between s ands. Considering θ it as a binary variable taking a value of 1 if a facility at node i is opened at time t and 0 otherwise (the same fors), Equation (31) finds the distance between the two solutions s ands.
In order to increase the diversification ability of the proposed procedure, we allow infeasible solutions to be explored as well. There are two types of infeasibilities in our problem as the violation of the coverage (Constraint (20) ) and violation of the congestion (Constraint (23)). We add two penalty terms to the objective function as ϕ and ψ for each unit of violation for the two constraints respectively. These two parameters are updated dynamically during the run to have an optimal trade-off between the intensification and diversification of the procedure. Algorithm (2) presents the procedure to update these parameters.
Algorithm 2 Updating the penalization parameters
In this section, we will elaborate the encoding scheme, initialisation procedure, and neighbourhood search structures.
Solution Representation
Solution representation plays a crucial role in success of any heuristic method and VNS is not an exception. In this paper, we have used a vector to represent a solution. Assuming n potential facilities to locate and T max as the number of periods, each vector is composed of n elements each with a value in the range of [0, T max ] showing the index of the period the facility starts to operate. Since the problem is studied in an uninterrupted settings, this compact representation can be easily transferred to a vector/matrix showing the location of each facility at each time period. The sample solution in Figure ( 2) shows a problem with eight facilities where a facility is located at node two in the second period and another facility is established at node four in the first period. This representation facilitates carrying out neighbourhood search structures quickly which leads to a fast and efficient heuristic. Moreover, the sparse nature of the vector enables the algorithm to benefit from massive memory savings. Hence, we believe that this solution representation is efficient.
Initial solution construction
We employed a fuzzy c-means procedure to generate initial solutions which are feasible (interested readers can refer to Sato and Jain [69] for further information about fuzzy c-means algorithm and its variants). A sketch of this procedure is given in Algorithm (3).
Algorithm 3 FCM-based Initialisation
1: procedure FCM-based initialisation 2: t = 1; 3: while t ≤ T max do:
4:
Cluster the data using a fuzzy c-means procedure
5:
Find the closest nodes to each cluster centre and locate a facility there 6: If solution is feasible then 7: t = t + 1; 8:
while there is an infeasibility do:
10:
Find the cluster(s) in which an infeasibility occurs 11: Locate the facility in that cluster which has the lowest cost of establishment 12: t = t + 1; 13: end if 14: end while
Neighbourhood Operators
We defined a set of five different neighbourhood structures to guide the search and to maintain a balance between intensification and diversification as
The following sections explain each structure using an example.
Backward Shift (N 1 )
The neighbourhood structure shifts back the establishment period of an existing facility. Figure ( 3) depicts a sample solution where the establishment of facility (2) has been rescheduled to period (1). Please note that this neighbourhood structure can improve the solution by closing a facility or by shifting its establishment period to an earlier one and also make a solution feasible by providing higher service levels for the earlier periods. This operator is invoked repeatedly for all the possible values of t ∈ T in order to find a better solution. The neighbourhood structure performs in an opposite way to N 1 by shifting forward the establishment period of an existing facility. The move is applicable for non-existing facilities as well by locating them in a consequent period. Figure (4) shows a sample solution where the establishment period of facility (7) has been rescheduled to period (4) from period (3). This operator is used repeatedly for all the possible values and the best one is opted for. We will use operators N 3 − N 5 for the shaking phase and the structures N 1 − N 2 as the local search procedures. The shaking structures are able to perturb the local optima strongly to increase the diversification of the algorithm and the local search procedures are intensification operators exploring the neighbourhood of a solution to find a better one by slightly changing it.
Stopping Criteria
Our experiments showed that for small-scale problems (|N | ≤ 25), running the procedure for more than 60 seconds rarely brings about improvement in the solution quality. Hence, the proposed procedure stops after running for 60 seconds regardless of the problem size and its parameters. However, for large-scale problems, we adopted a different stopping criterion based on the number of nodes (|N |) and time periods (|T |) as stopping after 60
seconds. This time corresponds to the wall-clock time of the algorithm including the pre-processing tasks and the reporting time. It should be noted that these stopping criteria are dependent on the hardware specification and the programming language.
Numerical experiments
Since no benchmark instances exists in the literature for IC-PHNDP, we generated a hypothetical set of 216 test problems with different settings 1 . In particular, we considered three dimensions of |N | ∈ {15, 20, 25}. We assumed that there is a direct link between any two nodes enabling the demand to access services in the shortest time.The other settings are shown in Table ( 2). It should be noted that the third option ofλ in Table ( 2) is basically the uncapcitated version of the problem where there is no congestion in facilities. For the node distributions, we used the Beta distribution with different (α,β) values to have symmetric/non-symmetric and also dense/sparse distributions. Figure (6 ) depicts the four types of node distributions on the plane with different values of (α, β). For the sake of reading the table easier, the total population over the periods is denoted as ∆ as is shown in Equation (32) . Finally, the π vector was generated using two different parameters imposing different rates of constraint on the problem. In order to address the test problems throughout the paper, we adopt the |N |/|T |/(α, β)/λ/π notation. All experiments described in this section have been carried out on a laptop with Intel i5 2.30 GHz CPU and 16 gigabyte RAM memory. The proposed VNS algorithm was coded in C++ on Visual Studio 2015 and the Gurobi Optimizer was used to solve the MILP model. We allowed the optimizer to run for at most five hours regardless of the problem size. For those instances that Gurobi failed to find the optimal fitness, the lower bound has been reported for the sake of comparison with the proposed VNS. Moreover, we ran our heuristic ten times on each test problem and reported the worst, average, and best performances in terms of the gap to the best found solution.
Parameter tuning
There are four parameters to be optimised before running the proposed heuristic: the time limit, the maximum neighbourhood size (k max ), and the values of ϕ and ψ . We found that running the proposed VNS for more than 60 seconds is rarely effective in improving the solution (marginal improvements in seven out of 500 random instances). Hence, we opted for a termination criterion of reaching 60 seconds. Needless to say, running the heuristic for a longer time still improves the solution, but the pace of improvements slows down. It should be mentioned that plotting the solutions shows that the heuristic does not need the whole 60 seconds to reach an optimal solution for the small-scale problems.
The value of k max has been already tuned as explained earlier to be five. This can be attributed to the fact that for the values of k above five, there is occasionally an improvement seen and the search becomes almost random, negatively affecting the structure of current solution.
In order to find the optimal value of ϕ and ψ , we ran the algorithm ten times with values in the range of [0-0.1] with increments of 0.01 to solve 36 test problems with different number of nodes, number of periods, and distribution of demand nodes and reported the average gaps to the optimal solution. The results for ψ were inconclusive and its value has been set to zero. However, as Figure (7) shows, a value of 0.04 for the ϕ leads to the best results in terms of the error.
In order to test the superiority of using ϕ = 0.04 over the other values, we performed a Wilcoxin signed-rank test on top of the visual test which showed that the results obtained using ϕ = 0.04 leads to better results compared to the other values. 
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Each of the 216 instances were solved to optimality using Gurobi Optimizer Version 6.5.1 and also ten times using the proposed algorithm. Table ( 3) summarise the obtained results for both the Gurobi and heuristic runs. The table contains the results for the average performance of the proposed heuristic compared to the Gurobi outputs. While the first four columns represent the problem parameters, the last four columns report on the average gap of the proposed heuristic for each of the demand distribution types.
A detailed summary of the results for each distribution can be found in Tables (4) - (7) in the appendix. While the first six columns of these tables show the problem parameters, the two columns under "Gurobi" give the optimal solution and runtime for each instance respectively whereas the three columns under "Heuristic" give the best, average, and worst results found of the ten runs of the heuristic. Finally, the last three columns report the gaps found in the ten runs of the heuristic. We did not report the runtime needed for heuristics as they were set as 60 seconds for all the instances regardless of the problem settings. Please note that for those instances Gurobi was unable to reach an optimal solution in five hours, the lower bound has been reported and the corresponding row has been made boldfaced. Besides, the rows of those instances for which the heuristic reached the optimal solution at least once have been highlighted. Results show that while for the instances with 15 nodes, Gurobi was able to solve all the instances to optimality within 11 minutes, it needed more than two hours to solve some instances with |N | = 20, and failed to reach an optimal solution for some of the instances with |N | = 25 within five hours. Our experiments showed that for larger node sizes, Gurobi failed to reach an optimal solution in much longer times. However, the proposed heuristic consumed considerably lower times (60 seconds) to reach solutions which are not worse than 0.55% from the optimal solution on average. In particular, for the large-scale problems, the proposed heuristic reached solutions which are 0.81% higher than the optimal solutions on average. However, as Figure  (8) shows, for a case with 25 nodes and six periods, Gurobi was unable to reach an optimal solution with less than 15% gap to the optimal within two hours. It should be emphasised that there is no guarantee with the proposed heuristic to reach an optimal solution. However, for larger instances in which Gurobi is unable to find the optimal solution, the heuristic can offer a near-optimal solution as shown in the numerical experiments. 0 500 1,000 1,500 2,000 2,500 3,000 3,500 4,000 4,500 5,000 5,500 6,000 6,500 7,000 7,500 One of the observations is that the computational requirement grows exponentially by an increase in the number of nodes and periods, whereas an increase in the value of congestion parameter (λ) is strongly correlated with a decrease in the runtime. While all the instances with a λ = ∞ were solved in less than a minute, only 24 out of 48 with λ = 2 or λ = 5 and |N | = 25 were solved optimally in less than ten minutes. Moreover, the heuristic reached the optimal solution in 36 and resulted in solutions within an error margin of one percent in 186 out of 216 instances which are clear indications that the proposed heuristic performs significantly better in terms of the runtime while its solution quality is comparable to Gurobi.
Another observation in the running of the heuristic was the ability of the proposed heuristic to avoid getting stuck in local optima. For instance, Figure ( In order to analyse the efficiency of the proposed heuristic, we used two measures simultaneously, namely the runtime and also the Relative Percentage Deviation (RPD) as Equation (33):
where z and z * are the best found fitness using the proposed VNS and the optimal value found using Gurobi respectively. While for small-sized problems, we compared the performance of the proposed procedure with the optimal solution found with Gurobi, the performance for the larger ones, for which Gurobi was unable to find the optimal solution within five hours, was compared with the lower bounds.
We observe that the performance of the proposed heuristic is not far from the Gurobi results with an average error of 0.81% for those instances Gurobi managed to solve. However, in terms of the runtime, VNS is better by an order of magnitude. The gap of VNS is higher for those instances with a lower value ofλ which can be attributed to the fact that these instances are more difficult to solve. However, this issue is offset considering the fact that the time needed to solve these instances to optimality is high as Gurobi fails to reach an optimal even in five hours (For some instances, no optimal solution is found within even twelve hours). Furthermore, in 50% of test instances, the proposed general SVNS could reach the optimal solution in at least one of the runs and in almost 20% of the cases, it gets the optimal results in all the ten runs. Therefore, the proposed algorithm is capable in reaching high quality solutions in considerably less time than Gurobi.
In order to examine the performance of the proposed heuristic for larger datasets, we have carried out a set of complimentary analysis for larger datasets of |N | ∈ {100, 1000} with increments of 100 and the results are given in Tables (8) - (10) . Since Gurobi fails to find the optimal solutions for these instances in a reasonable time (even a week), we were unable to compare the performance of heuristic with the optimal results. However, the best, average, and worst solutions of the ten runs are reported along with the standard deviation of the results in the last column which has been shown as σ.
We have done a set of additional tests to find out if the performance of the heuristic is affected by using incomplete graphs. To this end, we used the standard p-median test problems of Beasley [70] for |N | ∈ {100, 200, 300, 400, 500}, |T | ∈ {1, 3, 6},λ = 50 and π = 0.7. Results of these test problems are given in Table  ( 11) showing that the heuristic performs well for the incomplete graphs as well, leading to consistent results.
We carried out an additional test to examine the efficiency of the skewed VNS and if it makes a significant difference compared to the general VNS. To do so, we ran the same test problems with a general VNS (κ = 0) and compared the means using the unpaired t-test. These analyses have led to p-values equal to 0.093, 0.066, 0.041, and 0.085 for (α, β) = (1, 1), (α, β) = (1, 5), (α, β) = (2, 5), and (α, β) = (5, 5) respectively. Therefore, we can conclude that there is a significant difference between the general VNS and the proposed skewed VNS at ten percent level of confidence.
Conclusion and future research
The literature of facility location models has relatively less publications for multi-period models than singleperiod ones which can be attributed to the complexity of these problems and the high computational effort needed to solve them. Moreover, the cooperative facility location problem is relatively new. In this paper, we tried to fill this gap by considering a multi-period cooperative facility location problem for preventive health care centres. We proposed a linear integer programming model and developed an efficient heuristic to solve it. Our experiments using a set of randomly generated data showed that the proposed heuristic is able to reach near-optimal solutions in considerably less runtimes compared to the optimal solutions found by Gurobi Optimizer.
We believe that future research stems from considering probabilistic choice environment, assuming uncertain travel times or developing other heuristics. Another appealing future research is to assume a case in which preventive facilities are dynamic, like immunisation programs. Then, the problem is to locate facilities dynamically and to decide on the time the locations should be changed. As another possible extension to the IC-PHNDP, other qualitative factors such as quality of the healthcare facility, availability of amenities near the facility, etc. which also influence the attractiveness of the healthcare facility besides the proximity, can also be incorporated while modelling participation to preventive programs. Another interesting area of research would be to compare the performance of Gurobi with other solvers to find out if any solver shows a better performance to solve IC-PHNDP. Last but not least, one can model the participation by means of fuzzy numbers rather than crisp numbers and to utilise fuzzy mathematical programming approaches. 
Appendix. Numerical Results

