Monotone Gray codes and the middle levels problem  by Savage, Carla D & Winkler, Peter
JOURNAL OF COMBINATORIAL THEORY, Series A 70, 230-248 (1995) 
Monotone Gray Codes and the Middle Levels Problem 
CARLA D. SAVAGE* 
Department of Computer Science, North Carolina State University, 
Raleigh, North Carolina 27695-8206 
cds@adm.csc.ncsu.edu 
AND 
PETER WINKLER 
AT& T Bell Laboratories, 2D-147, 600 Mountain Avenue, 
Murray Hill, New Jersey 07974-1636 
pw@research.att.com 
Communicated by the Managing Editors 
Received June 4, 1993; revised September 28, 1993 
An n-bit binary Gray code is an enumeration of all n-bit binary strings so that 
successive lements differ in exactly one bit position; equivalently, a hamilton path 
in the Hasse diagram of Nn (the partially ordered set of subsets of an n-element set, 
ordered by inclusion.) We construct, for each n, a hamilton path in Nn with the 
following additional property: edges between levels i -  1 and i of N, must appear 
on the path before edges between levels i and i + 1. Two consequences are an 
embedding of the hypercube into a linear array which simultaneously minimizes 
dilation in both directions, and a long path in the middle two levels of N,. Using 
a second recursive construction, we are able to improve still further on this path, 
thus obtaining the best known results on the notorious "middle levels" problem (to 
show that the graph formed by the middle two levels of ~2k+l is hamiltonian for 
all k). We show in fact that for every e > 0, there is an h/> 1 so that if a hamilton 
cycle exists in the middle two levels of ~2k + ~ for 1 ~< k ~< h, then there is a cycle of 
length at least (1 -e )  N(k) for all k~> 1, where N(k) = 2(2k~-1). Using the fact that 
hamilton cycles are currently known to exist for 1 ~<k~l l ,  the construction 
guarantees a cycle of length at least 0.839N(k) in the middle two levels of ~2k+~ for 
all k. © I995 Academic Press, Inc. 
1. INTRODUCTION 
An n -b i t  b inary  Gray  code is an  enumerat ion  of  al l  n -b i t  s t r ings so that  
successive lements  differ in one  b i t  pos i t ion .  In  1953, F rank  Gray  patented  
a s imple  and  eff icient scheme to generate  a b inary  Gray  code  for any  va lue  
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of n [ 7, 9]. His scheme, now called the "binary reflected Gray code," can 
be defined recursively as follows. If Ln denotes the listing of n-bit strings, 
then 
LI=O, 1 
Ln=0Ln_ l ,  1Ln_l, for n> 1. 
Here, aL denotes the list formed from L by adding a to the front of every 
element, and/S denotes the reverse of the list L. For example, L 2 = 00, 01, 
11, 10; Z3:000 , 00l,  011, 010, 110, 111, 101, 100. Since the first and last 
elements of Ln also differ in one bit position, the code is in fact a cycle. It 
can be implemented efficiently in the sense that successive lements can be 
generated in worst case constant ime [2]. 
In practice, Gray codes with certain additional properties may be 
desirable (see [8 ] for a survey). For example, note that as the elements of 
Ln are scanned, the lowest order (right-most) bit changes 2 n ~ times, 
whereas the highest order bit changes only twice, counting the return to the 
first element. A balanced Gray code, in which the 2 n bit changes are dis- 
tributed as equally as possible among the n bit positions, has long been 
sought and heuristics have been proposed [ 15, 19]. Only in the case where 
n is a power of two is a balanced Gray code known to exist [ 18 ]. In other 
applications, the requirement is to maximize the shortest maximal con- 
secutive sequence of zeroes (or ones) among all bit positions [8]. 
Here we consider a new constraint. Define the weight of a binary string 
to be the number of l's in the string. For some applications trings are 
treated differently according to their weights, in which case it may be 
desirable to generate first strings of weight 0, then weight 1, etc. Clearly 
this cannot be done with a Gray code since strings of the same weight are 
not adjacent. However, there might conceivably be a code which runs 
through the weight levels two at a time; in other words, a code in which 
consecutive pairs of strings of weights i, i + 1 precede those of weights j, 
j+  1 for all i<j.  
One of the main results of this paper is that such a code, which we call 
a monotone Gray code, exists for all values of n. An example is illustrated 
in Fig. 1 and a construction is given in Section 2. 
00000 11000 01010 11110 
00001 10000 01011 Iii00 
00011 10001 01001 11101 
00010 10101 01101 11001 
00110 10100 00101 11011 
00100 10110 00111 10011 
01100 10010 01111 10111 
01000 11010 01110 11111 
F~G. 1. A monotone Gray code for Ns. 
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Let ~n be the n-atom Boolean lattice, i.e., the partially ordered set of 
subsets of the set [n]- -{ 1, 2, ..., n}, ordered by inclusion. Let H(N~)= 
(Vn, E,) be the Hasse diagram, or covering graph, of N, , so that the 
vertices V~ are the subsets of In] with two subsets adjacent when they 
differ in just one element. The correspondence 
blb2...bn--~ {il h i :  1} 
is a bijection from n-bit binary numbers to subsets of In], and under this 
bijection, a Gray code corresponds to a hamilton path in H(Nn) (see 
Fig. 2). 
Let us partition Vn into levels { Vn(i)} o~<i~n and E~ into {En(i)} o_<i-<<n 1, 
where V,(i) is the set of/-element subsets of [n] and En(i ) is the set of 
edges in En joining vertices in V~(i) to vertices in V,,(i+I). Then a 
monotone Gray code corresponds to a hamilton path p in H(N,) with the 
following property: if edge e~En(i) precedes edge e' ~E~(j) on p, then 
/~<j. 
In Section 4 we show that the monotone Gray code also has an applica- 
tion to the theory of interconnection networks, providing an embedding 
1,2 2,3 1,3 3,4 1,4 2,4 4,5 2,5 3, 5 1,5 
1,2,3 1,3,4 1,2,4 2,3,4 2,4,5 2,3,5 3,4,5 1,3,5 1,4,5 1,2,5 
1,2,3,4 2,3,4,5 1,3,4,5 1,2,4,5 1,2,3,5 
1,2,3,4,5 ~
FIG. 2. The hamilton path in H(~5) corresponding to the monotone Gray code in Fig. 1. 
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of the hypercube into a linear array which minimizes dilation in both 
directions. 
Monotone Gray codes split naturally into paths between adjacent levels 
of ~ .  For i = 0, ..., n -  1, let G,,(i) denote the subgraph of H(.~,~) induced 
by V~(i) w V,,(i+ 1). It is an open problem to determine whether GnU) has 
a path which includes every vertex of the smaller of the two sets V~(i), 
V,,(i + 1). In particular, the notorious middle levels problem is to determine 
whether Gzk+l(k) has a hamilton path or cycle [3, 5, 11, 12, 16]. 
Recently, Felsner and Trotter have shown that G2k+~(k) has a cycle of 
length at least one-fourth the length of a hamilton cycle, giving the first 
constant factor approximation [6]; we show in Section 3 that monotone 
Gray codes do even better, yielding paths of more than half the length of 
a hamilton cycle. 
In Section 5 we improve the result still further, using another ecursive 
construction to obtain a cycle in G2k+l(k) of length 0.839 times the 
number of vertices. This construction is capable of proving factors 
arbitrarily close to 1, given a sufficiently strong base for the recursion. 
2. CONSTRUCTION OF MONOTONE GRAY CODES 
In this section, we give an inductive construction to show that a 
monotone Gray code exists for every n ~> 1. The construction varies slightly 
according to whether n is even or odd and it relies on the lemma below. 
Let Sn denote the symmetric group of all permutations of n elements. 
For zr~Sn and A___ In], denote by ~(A) the set {zr(a) la~A}. 
LEMMa 1. Let go, xl, ..., xn and Yo, Yl, ..., Y,, be sequences of subsets of 
In] satisfying 
and 
]x i l=]y~]=i for O<<.i<~n 
x~=xi+l, yi~Yi+l for O<<,i<~n--1. 
Then there is a permutation fresh such that ~z(xi)= yifor 1 4 i ~n. 
Proof For 1 <~i<~n, let {at} =xi\x~_l and {bt} =Y~\Y~-I. Define ~ by 
~r(ai) = b i for 1 ~< i ~< n. | 
A path in a graph G will be specified by its sequence of vertices. If 
p = Xl, ..., x~ and q--Yl ,  .--, Yj are disjoint paths in G, and if x~ and yl are 
adjacent in G, then we use the notation r =p,  q to denote the path r =p,  
q = Xl . . . .  , Xi, Yl . . . . .  yj in G. 
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Recall that G~(i) is the subgraph induced by V,(i)w V~(i+ 1), where the 
V~(i) are the/-element subsets of In]. Note that any monotone Gray code 
p for ~,  can be written uniquely as p =Po, Pl ..... P, 1, where for 0 ~< i~< 
n-  1, Pi is a path in GNU). The monotone Gray code construction is given 
in the proof of Theorem 1 below. 
THEOREM 1. For all n >~ 1, ~,, has a monotone Gray code. In particular, 
H(~n) has a hamilton path of the form Po, Pl, ..., Pn- 1, where for 0 <~ i <~ 
n - 1, Pi is a path in Gn(i) of the form 
p i=y i ,  ..., xi+ 1 ( i f i  is even), 
p i=Xi+ l  ..... Yi (if i is odd), 
where xi, yi~ Vn(i) for O<~i<~n and for O<~i<n, x icx i+a and y ic  yi+ 1. 
Proof The construction proceeds by induction on n. If n = 1, then 
xo=Yo=~ and x l=y l={1}.  The hamilton path is p=po=~,  
{1} =yo,  xl. 
For A ~ In], let A + denote the set A u {n + 1}. Let ~,+ denote the sub- 
lattice of ~n + 1 consisting of all subsets of [ n + 1 ] which contain n + 1. For 
a path, p, in H(~n), let p+ denote the corresponding path in H(~ +) in 
which each vertex x on p is replaced by x +. 
Assume inductively that H(~n) has a hamilton path p =Po, .--, P , -1  with 
vertices { xi} 0 ~< i ~, and { yi} o ~ ~ ~, satisfying the properties described in the 
theorem (see Fig. 3.) Note that Vn+ 1 is the disjoint union of V, and V + and 
both H(~, )  and H(~ +) are subgraphs of H(~n+l). We construct he 
desired hamilton path in H(~,+I )  by inserting disjoint paths in H(~ +) 
which contain all elements of ~+ between consecutive vertices on p. 
Note that since Po .... , pn_~ is a hamilton path in H(~) ,  the paths 
{ P ~+ }o ~ g <, -  1 are pairwise disjoint and contain all vertices of H(N ~+ ). By 
Lemma 1, there is a permutation zre S, +1 satisfying 
~r(xi)=y~ for l<~i<~n, re(n+ 1) =n+ 1. 
Then the paths { zr(p~ )} o ~< i<, -  1 are also pairwise disjoint and contain all 
the vertices of ~+.  
Since Yi-1 cYe and [Yi[ = ]Yg-l[ + 1, yg and Y~-I are adjacent in H(~, )  
and therefore re(y+ 1) and rc(y~ +) are adjacent in H(~'~). I f / i s  even, zc(p~ +) 
starts at zc(y +) and ends at zc(x~++l) =y++l. If i is odd, zr(p~ +) starts at 
zc(X++x) =Y++I and ends at z~(y~+). Then for odd i<n, 
7~(p/+ 1) -1, ~z(p+) -1 =y+,  l l l ,  y i~ 1 
is a path in H(~ +) from y+ to Y++I- 
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ZO = YO Zo ----- YO 
z l  .'.. fix zx  . ;/I 
p,1. o~ ' .  ." ", ° .o,.'~ 
¢2 2 Z2 2 • . ,., ,° .. ,, 
P2,'" " " . ,  " P2.'" °'. o" 
• " .o.. o° 
¢3 .'.. "'"'/'" ~f3 '~'3 ' " /  
"o  o . " '  
z4 .. Y4 Z4 "' 4y4 
• '"'"'" "'" 'J  ; i i -1  ' "  *" '° 
r.~.:, p--,' "....... ... 
2; / 
z .  = Yn ¢.  = ~/. 
(a)  n odd  (b)  n even  
FIG. 3. The monotone Gray code in H(~,,) guaranteed by the induction hypothesis in the 
proof of Theorem 1. 
For odd i < n, the last element of Pi is yi and the first element of Pi 1 
is Yi 1, SO 
P i  1,  P i  = Y i  I ,  "", Y i  
is a path in H(N,)  from Yi-1 to yi. 
The required hamilton path, p*, in H(~,+I )  can be 
follows. For n odd (see Fig. 4), 
p* =po, pl, ~(po~) -1, ~(p+)- l ,  
p2, p3, ~(p~)- l ,  ~(p;)  1, 
Pi -a ,  Pi, z~(P+l) 1, 7~(p+) -1 ,  
2 
P .  3, P .  a, ~z(P + 3) -1, 7"g(Pn+--2) -1, 
p. -1 ,  2z(p,+-l) 1. 
constructed as 
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Zo=Yo 
,~C,o+ ) = ,Cy~ +) 
. "'. ,"* ~ ' ~ - 1  / kF1 / o ,,"* 
~'a ~' ..'.. "" ,ey-, ~_  Y,+-- "C", +-y''a" . . . .  + , .... " ~T '~0'+) 
".....: . . . . . . . .  .."1 
,, {.'" ....... ,y,_,~ _. , _y~+ =,c,~+)-}~'~ .. . . . . . . . . . . . . . . . . . . .  , .,,cy~+) 
~ " ~  " ,Cp+)-, ...' 
_. ~ .  ..+ = ~z+- '~ '~ . . . . . . . . . . . . . . . . . . . . .  .." ,~r(~+~ 
, .~- "  '"".:...'"_ ~ , , .  " ...... " .~,(7,+_, , "  
- ~_~ ~ - -  . ...... ..-~.+_,,-~." 
~,.~ ..°.°o*' '°*..., .*" + 
,C,+) = ,C~ +) 
FIO. 4. Construction of hamilton path in H(~ +~) from hamilton path in H(~.)  for n odd. 
For n even (see Fig. 5), 
P* =Po,  P l ,  g (p~- ) - l ,  n (p~) - t ,  
7g(- +~-1 P2, P3, \.[J2 ) , ~(p+)-l ,  
Pi-1, P~, ~z(P+ ~) -1, ~z(p+) -~, 
~(~ + ",-1 
Pn-2 ,  Pn 1, 'Pn-2)  , g (P+- l )  -1" 
Clearly, p* is a hamilton path in H(Nn+I). Note that if n is even, p* 
ends at y* = [n+ 1] e V~+l(n+ 1), but if n is odd, p* ends at g(Jn+_l) ~ 
Vn+ l(n). To show that p* preserves the properties of the theorem, first let 
Xi  @ = {X i if 0 ~ i~< n 
[n+l ]  if i=n+l  
and 
Yo if i=0  
Y*= zc(y+~) if l~<i~<n+l.  
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:o  = I/o 
Y -M) = -(y0 +) 
~...,........,... ~ :~+.!::. ... ..... y' 
"I;, .... ....... ; ,, . . . .  
z4 " " .y4r . .3 t3  = (~)  . . . . . . . . .  ' .. (13J 
i ," ~ ,,0,+).7,:. ....' 
" . .+  _ - -1 -+% ~"  ~,  ""  " "  . . . .  " " "  " "  ' "  " • + • ,,_2, . . - .  . , y . - ,~ . .  l i  = , r ( , , )  • . . . . . .  ' , r (~  ) 
~-, ....... ~ 
... . ; -  + _ + , ,~ ...... + 1 .'¢1 ''(y"+-') 
: . . . . . . . .  • ..+ . j , , , .( ,+_,~__ 
. /  
,r(~+) = ¢(~+) 
FiG. 5. Construction of hamilton path in H(N,+~) from hamilton path in H(.~,,) for n even. 
Then for 0~i~<n+l ,  x*, y*~Vn+l(i), and for O~i<<.n, X~X,i@+I and 
Y*  = Y*+ I. 
Now to show that p* has the required form, let 
I Po = P , ,  ~(P+I )  i + --1 
+ 1 
t. (P , , -1)  ,P~ 
if i=0  
if i i soddand i<n- l .  
if i i seven  and i<n-1 .  
if i=n. 
Then, 
p*_~.~n* r,* n*  * 
F0~ P I  ~ / J2~ "",Pn 
and for 0 ~< i ~ n, p*  satisfies 
, -..7 1 p.= P*=Yi* xi+* 
(p*  * • Xi+l~ .'.7 Yi 
if i is even 
if i is odd. II 
582a/70/2-5 
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3. PATHS BETWEEN ADJACENT LEVELS 
One of the best known combinatorial problems is the middle levels 
problem which has been variously attributed to Dejter, Erd6s, Trotter, 
H~vel, and Kelley (see [3, 5, 11, 12, 16]). The problem is to determine 
whether it is possible to list all of the k-element and (k + 1 )-element subsets 
of the set { 1, ..., 2k + 1 } in such a way that (i) each subset occurs exactly 
once, (ii) the k- and k + 1-element subsets occur alternately, and (iii) con- 
secutive sets on the list differ by exactly one element. Restated, the question 
is whether there is a hamilton cycle or path in the graph G2k+ l(k) formed 
by the middle two levels in the Hasse diagram of ~2k+1. The problem 
sounds simple, but has resisted the efforts of many researchers. The largest 
value of k for which a hamilton cycle is known to exist is k = 11 (attributed 
to David Moews and Mike Reid [14]). 
Lov~tsz [ 13 ] has asked whether every connected, vertex transitive graph 
has a hamilton path. One reason that the middle levels graph has attracted 
so much attention is that it belongs to this class; thus, either it has a 
hamilton path, or it provides a negative answer to the question of Lovfisz. 
Samples of approaches to the middle levels problem can be found in 
[4, 5, 11, 16, 17]. 
In an attempt o make some progress on the problem, it is natural 
to look for long cycles in order to obtain at least a good lower bound 
on the length of the longest cycle in the middle two levels graph. As a 
starting point, a result of Babai [ 1 ] on vertex transitive graphs estab- 
lishes that there is a cycle of length at least (3N) 1/2, where N is the total 
number of vertices in the middle two levels. In [16] a technique was 
presented for constructing a cycle of length at least N °'836, and then 
in a recent breakthrough, Felsner and Trotter [6] showed how to con- 
struct cycles of length at least 0.25N, giving the first constant factor 
approximation. 
In this section, we show that our monotone Gray code already provides 
a path of length 0.5N; in Section 5 we use another construction to make a 
further improvement. 
Let p* be a monotone Gray code in H(~n). Let E(p*) denote the set of 
edges on p* and for 0 ~< i ~< n - 1, let 
e,(i) = IE,(i) ~ E(p*)l. 
For example, in Fig. 2, es(0)= 1, es(1)= 9, e5(2)= 11, e5(3)= 9, e5(4)= 1. 
Then for each i, 0 ~< i ~< n-  1, p* contains, as a subpath, a path of length 
en(i) in Gn(i), the graph on levels i and i+ 1 of Mn. In particular, ezk + l(k) 
is the length of the subpath of p* which passes through the middle levels 
graph G2k+l(k) of Mzk+l. 
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To obtain a recurrence for e2k+~, note that for 1 ~< i<~n-1, if xe  V~(i) 
then x is incident with exactly two edges in Si=(E~(i)wEn(i-1))c~ 
E(p*). Conversely, every edge in Si is incident with exactly one vertex of 
v, di). So, 
2[V,,(i)]=en(i)+e~(i--1) for l<~i<~n--1. 
Since ] Vn(i)[  = (~), this gives the recurrence 
e,dO) = 1 
( )-e, ,( i  - n  1) for l~<i~<n--1 e~(i) = 2 i 
which has the solution, for 0 ~< i ~ n - 1, 
en(i)=2 j-~0 (--1)i-J - ( -1 ) i - -2  
Thus, for each i, 0 ~< i ~< n - 1, a monotone Gray code p* in H(~n) contains 
a subpath q* through the graph G~(i), of length given by e~(i) above. 
Assume, without loss of generality, that i< n/2, so that [ V~(i)[ <~[g~(i + 1)[. 
Then no path in GnU) can have length greater than 2 [ g~(i)[ = 2(~.). So, the 
ratio of the length of q* to the longest path in GnU ) is 
2 - ( -1  
e~(i) n - i  1 
2 2 2 
For the middle two levels graph, Gak+ ~(k), this ratio becomes 
2k+l -k  \ k l  ) 1 ( 1 2 (  1 ) )>~ 
~rk) l .  
4. BIJECTIONS BETWEEN HYPERCUBES AND LINEAR ARRAYS 
An embedding of a graph G= (V(G), E(G)) into a graph H--(V(H), 
E(H)) is a one-to-one mapping ~b: V(G)~ V(H). The dilation of the 
embedding ~b is 
max{ dH(q~(u), ~b(v))[ u, v ~ V( G), (u, v)~ E(G)}, 
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where for x, y~ V(H), d~(x, y) denotes the length of the shortest path 
from x to y in H. 
The n-dimensional hypercube is just our graph H(N,). A linear array is 
a graph Am with vertex set { 1, ..., m} in which vertices i and i + 1 are joined 
by an edge for 1 ~< i < m. Any binary Gray code gives an embedding of the 
array A2. into the hypercube H(N,) which achieves the minimum possible 
dilation of 1. In the opposite direction, dilation of any embedding of the 
hypercube into the array is f2(2"/x/~); in fact, Harper [ 10] shows that the 
precise minimum dilation (called the "bandwidth" of the hypercube) is
j=o  L j /2 /  ' 
This dilation is achievable by embedding level-by-level, ordering lexico- 
graphically within each level; but like any level-by-level embedding its 
inverse has dilation O(n). 
Let p* be a monotone Gray code for ~n and define 0 : A2, ~ H(~n) by 
O(i) = i th vertex of p*. Then 0 has dilation 1 since p* is a Gray code. We 
show now that 0-1 has dilation O(2"/x/~ ).
For 0 ~< i ~< n, let we be the first and let zi be the last vertices of Vn(i) on 
p*. Then, for 1 <~i<~n-1, the distance between Wi_l and zi on p* is no 
more than en( i - 2) + e,~( i - 1 ) + en( i ) - 2. Therefore, 
max {e, ( i -2 )+en( i -  1)+en( i ) -2}  
2<~i<~n--1 
gives an upper bound on the dilation of the monotone Gray code 
embedding. So, using the recurrence for e, in Section 3, the monotone Gray 
code embedding has dilation no more than 
en(i--2) + en(i-- 1) + e,(i) 
=2( i i  l )+en( i )  
<<.2 i -1  + 43  Ln/21 ~ 
5. LONGER CYCLES IN THE MIDDLE LEVELS 
It turns out that with another ecursive construction, specialized to paths 
between adjacent levels of ~n, we can "in principle" achieve constant fac- 
tors arbitrarily close to 1. In particular, we show that for every e > 0, there 
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is an h/> 1 so that if a hamilton cycle exists in the middle two levels of 
N2k+l for 1 <~k<~h, then there is a cycle of length at least (1 -e )N  in the 
middle two levels of Nzk+ 1 for all k ~> 1. Using the fact that hamilton cycles 
are currently known to exist for 1 ~< k ~< 11, the construction guarantees a 
cycle of length at least 0.839N in Mzk+l for all k>~ 1. 
Let Hn(k) denote the edge-labeled graph whose vertex set is the set of all 
k-element subsets of { 1, ..., n} and in which vertices S and T are joined by 
an edge, labeled S w T, if an only if ]S a T] = k -  1 Note, then, that the 
edge labels are all of the (k+ 1)-element subsets of {1 ..... n}, with each 
edge label occurring many times. In this context, the middle levels problem 
is to find a hamilton cycle in Hzk + l(k) in which no edge label occurs more 
than once. 
There is an obious bijection between cycles of length t in H~(k), in which 
no edge label occurs more than once, and cycles of length 2t in G,~(k). We 
will show that if h~>l is such that Gzi+l(i ) has a hamilton cycle for 
1 ~< i ~< h, then for all n -  3 ~>k >~ 2 and n ~> 6, Hn(k ) has a cycle of length 
fn(k, h), defined below, in which no edge label is repeated. For non- 
negative integers n, k, and h, let 
/n - 1 - 2 i \ / /2 i \  2i 
fn(k'h)=i~=o ~ k- i  )~ i  ) - ( i -1 ) ) "  (l) 
(The binomial coefficient (~) is defined to be zero unless a ~> b ~> 0.) First we 
establish the behavior of f 
LEMMA 2. (a) f satisfies the recursion f.(k, h) =fn_l(k, h)+f._~(k- 1, h), 
except when n=2k+ 1 ~<2h+ 1; 
when n <~ 2h + 1, f.(k, h) = (~k) for k < n/2 and fn(k, h) = (k+ 1) for (b) 
k >1 n/2; 
(c) 
(d) 
Proof 
fn(k, h) =fn(n -k -  1, h) for all n, k and h; 
f,(k, h) = (~) when k <~h and k <n/2. 
Note that (~.)=(~ 1)+(~_-{) for all values of s and t except 
s = t = 0. Thus, 
f . (k,h)= ~ ( (n -2 -2 i \  [n -2 -2 i , \ / /2 i \  2i 
i=o k- i  )+\k - i -1 ) ) \ \ i ) - ( i -1 ) )  
= f~_i(k,h)+ f~_ l (k -  l,h), 
unless there is a summand 
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in the expression for fn(k, h). This happens precisely when n = 2k + 1 and 
0 ~< k ~< h, in which case 
fzk+l(k,h)=f2k(k,h)+ f2k(k- l ,h)+(2k)- (k2kl ) .  
This proves part (a) of the statement of the lemma; (b) is proved by induc- 
tion on n as follows. 
Note that f.(k, h) = 0 for n < 1, and that fl(k, h) = 0, except when k = 0 
and h ~> 0, where f~(k, h) = 1, as predicted by the exception to the recur- 
sion. 
Now assuming that the second statement of the lemma holds for n -  1 
and that n ~<2h + 1, we have for k< (n -1 ) /2  (since (a) applies), 
k + 1 = k ;  
for k = (n - 1 )/2, 
=(k2kll+Ik2kll+12kkl-Ik2k_ll=(nkl;_ 
for k = n/2, 
f~(k, h)=f2k(k, h)= f2k_l(k, h )+ f2x_ l (k -  1, h) 
=(2k- l ' ) ,  [ /2k - l~=f2k- l~+f2k-1)=(k+ln  
\ k+ l j+ ,k -1 ;  \k+l /  \ k j; 
and finally, for k > n/2, 
f.(k, h)=f._l(k, h) + f . _ , (k -  1, h) 
-1 -1 n 
Parts (c) and (d) are now routine consequences of (a) and (b), with the 
aid of an induction on n starting at n = 2h + 1. | 
Say that a cycle C in H.(k) satisfies property ~ if all edge labels on C 
are distinct. 
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LEMMA 3. For k < n/2, if C: A1, A2, ..., At is a cycle in Hn(k) satisfying 
.~, then the sequence 
C:  [n ] \ (A  luA2)  , [n ] \ ( /a~A3)  , . . . ,  [n ] \ (A tuA1)  
is a cycle in Hn(n-  k -  1 ) satisfying ~. 
Proof The elements of C' are distinct, since C satisfies .~. To show that 
the edge labels on C' are distinct, first note that since AiuAt+l  and 
Ai+ 1 u At+2 are distinct, 
k ~> I(At u Ai+ 1) c~ ( / t+ l  u 1/+2) I = [At+ 1 u (At c~ Ai+2) ] 
and, therefore, A ~ n A,. + 2 ~ A ~ + 1. So, 
[n] \ (A~wA~+I)  w [n] \ (A i+ lwA~+2) 
= [n] \ (A i+ l  w (A~nAi+2) )  = [n ] \A~+ 1. 
Since the At are distinct, the unions of successive pairs of vertices on C' 
must be distinct. | 
LEMMA 4. I f  C:A1, Az,...,At is a cycle of H~(k) satisfying ~, then 
there is another cycle in Ha(k), C' : B1, O 2 ..... Bt, satsisfying ~, in which 
B ,={n,n - -1 , . . . ,n -k+l} ,  B t={n- l ,n -Z , . . . ,n -k} .  
Proof A1 and At must have the form 
AI=Zu{a},  A t=Zw{b},  
for some a, be[n]  and a (k-1) -subset ,  Z~_[n]k{a,b}. Let ~z be a 
permutation of 1 ..... n with 
~(Z)={n- l ,n -2 , . . . ,n -k+l} ,  ~(a)=n,~z(b)=n-k. 
Then the required cycle is C':  re(Am), 7c(A2) , ..., 7~(At). | 
Say that a cycle C in H,(k) satisfies property fn(k) if no edge label of 
C is the set {n - 1, n - 2 ..... n - k - 1 }. If J is a graph (path) whose vertices 
and edges are labeled by subsets of S, then for y ¢ S, let y o J be the graph 
(path) obtained from J by adding element y to the label of each vertex and 
each edge of J .  I fP  is the path P =Am, A2 . . . . .  At then p -1  denotes the path 
P- I=At ,  At 1 . . . . .  Am. 
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TI-mOREM 2. Let h >~ 1 be such that H2i+l(i ) has a hamilton cycle for all 
1 <~ i <~ h. Then for all n >~ 6 and 2 <~ k <<. n - 3, Hn(k) has a cycle Cn(k) which 
has length f,(k, h), 
has the form C~(k)= {n, n -  1,..., n -k+ 1} ..... {n -  1, n -2  .... , 
(1) 
(2) 
n-k}, 
(3) 
(4) 
Proof. 
satisfies property ¢o, and 
satisfies Xn( k ) if k <~ L n/2_J - 1. 
Consider first the case k = 2. We show by induction on n the 
existence of a cycle C~(2) in H~(2) which satisfies the requirements of the 
theorem and has the form 
C~(2) = {n ,n -1} ,  {n, 1}, {n, n -2} ,  {n, 2} ..... {n -  1, n -2} .  
For n = 6, the cycle 
C,(6) = {6, 5}, {6, 1}, {6,4}, {6, 2}, {6, 3}, {3,4}, {2, 4}, 
{2, S}, {1, 2}, {1,4}, {1, 3}, {2, 3}, {3, 5}, {1, S}, {4, 5} 
satisfies ~ and :g6(2) and has length (6), which is equal to f6(2) by 
Lemma 2(b), if 6 ~< 2h + 1, and otherwise, by Lemma 2(d). For n > 6, 
assume the desired cycle Cn,(2) exists for 6 ~< n' < n. Then, by induction, the 
cycle 
Cn(2) = {n, n -1} ,  {n, 1}, {n, n -2} ,  {n, 2}, {n, 3} ..... {n, n -3} ,  C~-_~ 1(2) 
(1) has length n + (n~-l)= (~)= f~(2, h) by Lemma 2(b), if n < 2h + 1, 
and otherwise by Lemma 2(d), 
(2) has the form C, (2 )={n,n -1} ,  {n, 1}, {n ,n -2} ,  {n, 2},..., 
{n -1 ,  n -Z} ,  since the first vertex of Cn_1(2)is {n-1 ,  n -Z} ,  
(3) satisfies ~ since both subpaths do. Further, since the last vertex 
of C,_1(2) is {n-2 ,  n -3} ,  
{n, n - 3} u last(C..  1(2))= {n, n -2 ,  n - 3} 
which is not the union of any other consecutive sets on C,(2). 
(4) Finally, Cn(k) satisfies 5f,(k) since the first and last sets of 
C,_ 1(2) are {n - 1, n - 2} and {n - 2, n - 3} which have the forbidden 
union {n-1 ,  n -2 ,  n -3} ,  but these sets are no longer consecutive on 
C,(2). 
GRAY CODES AND THE MIDDLE LEVELS 245 
We proceed with the proof of the theorem by induction on (n, k), with 
basis k=2,  just covered. Let (n,k) satisfy n>~6 and 2<k~<n-3  and 
assume inductively that the theorem is true for all (n', k') with n' ~>6, 
2<~k' <~n'-3, and either k' <k or (k'=k and n' <n). If k>L(n-1)/2_], 
then n-k - l<~L(n-1) /2 J<k ,  so by induction, there is a cycle 
C,~(n- k -  1) in H,(n -  k -  1) satisfying the properties of the theorem, in 
particular, it satisfies C a and has length fn (n -k - l ,h )=f , , (k ,h )  by 
Lemma 2(c). By Lemmas 3 and 4, C,,(n -k  - 1) can be transformed into a 
cycle C,(k) in Hn(k) which has the same length and also satisfies ca. 
Otherwise, we have 2 < k ~< L(n - 1 )/2J. If n = 2k + 1 and k ~< h, then let 
C,(k) be a known hamilton cycle in Hzk+l(k). By Lemma 4, we may 
assume C,(k) satisfies properties (2) and (3) of the theorem. The length of 
C,(k) is (~)=f , (k ,  h) by Lemma 2(b). Note in this case that k> Ln/2J-1 
so Y;,(k) need not be satisfied. 
Finally, if 2<k~<L(n-1) /2 /  but (nva2k+ 1 or k>h) ,  we proceed as 
follows. Since 
2~<k-  
by induction there is a 
f ,  _ ~(k - 1, h) satisfying ca 
C._~(k-1)={~ 
1 .< L(n - 1/2j - 1 ~ Ln/2J - 1, 
cycle Cn_~(k-1)  in H,_ l (k -1  ) of length 
and Y'n_ l (k-1)  and having the form 
- 1, ..., n -k  + 1}, ..., {n -2  ..... n -k} .  
Also, since n ~> 7, then k ~< (n -  1 ) -  3, so by induction, there is a cycle 
C, l(k) of length fn -  l(k, h) in H,  _ l(k) satisfying ca (but not necessarily 
X,_l(k)) and having the form 
Cn l (k)= {n-  1, ..., n -k} , . . . ,  {n -2  ..... n -k -  1}. 
We now show that 
C(k )  = n o C._ i(k - 1), C2-~ ~(k) 
is a cycle in H,(k) which satisfies all the requirements of the theorem. 
Clearly the length of Cn(k) is 
f ._~(k-  1, h) + f._,(k, h) = f, , (k,  h),  
by Lemma 2(a), and it is easy to check that it has the form (2) of the 
theorem. To see that it has property Y,(k), note that since C,_ 1(k) satisfies 
ca, the forbidden set { n - 1 ..... n - k - 1 } appears only as the union of the 
first and last sets on C,_ l(k). But these sets are no longer consecutive on 
C,(k). To check property ca, it is only necessary to check the new links 
between the two cycles, since both cycles satisfy ca. Except for the element n, 
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the union of the first and last sets of Cn(k) is the same as the union of the 
first and last sets of C n_ l (k -  1 ), which are no longer consecutive in C~(k). 
As for the middle link, the last element of noCn_ l (k - l )  and the first 
element of C~-_ 1l(k) have union 
{n} •{n-2  ..... n-k - l}  
which cannot be the union of consecutive sets in no Cn_~(k-1), since 
Cn_l(k--1) satisfies property ~_~(k -1) .  | 
Assume that h is such that n2i + ~(i) has a hamilton cycle for 1 ~< i~< h. 
Since a cycle of length t in H,,(k) which satisfies ~,  corresponds to a cycle 
of length 2t in the graph, Gn(k), formed by levels k and k+ 1 of Nn, 
Theorem 2 shows that G,,(k) has a cycle of length 2f,~(k, h). So, there is a 
cycle in the middle levels, G2k+ l(k) of length 
e=o\ k- i  ] \ \ i ]  i 1 " 
Comparing this with the length of a hamilton cycle in G2k+l(k ) gives the 
ratio 
2fzk+ l(k, h) 
i=o~((2 i i ) - - ( i2__ i l ) )  ' (2) 
since [2(k--i)]/{2k+l)~ 1/22i+ 1. A routine induction yields 
\ k - -  i 1 / \  k 
2(h + 1)~ 
h+l  ] 
1 22(h + 1) (3) 
THEOREM 3. The middle levels graph, G2k + l(k), has a cycle of length at 
least 0.839N(k), where N(k) is the number of vertices of G2k+l(k). 
Proof Since hamilton cycles have been shown to exist in G2i + 1(i) for 
all 1 ~<i~< 11, G2k+l(k) has a cycle of length at least 2f2~+l(k, 11). Since 
N(k) =2(2k+1), from (2) and (3) we have 
(24) 
2f2k + l(k, 11) 12 
N(k) >~ 1-~>~0.839.  | 
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Using Stirling's approximation on the right-hand side of (3) gives, for 
some positive constant, c, 
2fzk+l(k, h)/> ! e 
N( k ) x /~ l 
which converges to 1 as h approaches infinity. This establishes the 
following result. 
THEOed~M 4. For any e >0, there is an h >~ 1 so that if Gzi+l(i) has a 
hamilton cycle for 1 <~i<~h, then the middle levels graph, G2k+l(k), has a 
cycle of length at least (1 -e )  N(k) for all k >~ 1, where N(k) is the number 
of vertices in Gzk+l(k). 
6. CONCLUDING REMARKS 
We mention an open problem related to monotone Gray codes, due to 
Felsner and Trotter. As in [6], define an 0~-sequence for ~,  to be a 
sequence C1,..., Ch of subsets of [n] satisfying Cj. ¢ C;_ lw C; for 
1 < i < j ~ h. It is shown in [ 6 ] that an 0c-sequence for ~ can have length 
at most 2 " -  1 ~_ L( n ._}_ 1)/21. Furthermore, an e-sequence C achieving this 
length must be a subsequence of a monotone Gray code p* for ~,  in which 
every edge of p* is incident with some element of C. 
Can 0~-sequences of length 2n-1+ L(n + 1)/2/ be constructed for all n? 
The answer is known to be yes only for n ~< 8 and for general n, Felsner 
and Trotter show how to construct 0~-sequences of length at least 
2" -2+ L(n + 1)/21. This result is used in [6] to establish a lower bound of 
1 + Flog2(ht(I))] on the chromatic number of the diagram of any interval 
order, L The existence of s-sequences of length at least 2"-1 would improve 
the lower bound to 2 + Flog2(ht(I))], thereby matching the upper bound. 
The middle levels problem remains open, as does the following 
generalization: Does the bipartite graph formed by any two adjacent levels 
of N, have a cycle containing every vertex of the smaller partite set? This 
is equivalent o asking whether, for k < n/2, Gn(k) has a hamilton path 
satisfying property ~. The construction of this paper also gives long cycles 
in G.(k). 
Another variation is the antipodal ayers problem: Is it true for all values 
n >~ k ~> 0 that there is a hamilton path among the k-subsets and (n -  k)- 
subsets of { 1 ..... n}, where two sets are joined by an edge if and only if one 
is a subset of the other? Results for limited values of k and n are given in 
[ 11, 17]. It would be interesting to investigate long cycles in these graphs 
for general n and k. 
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