In this paper, we present a fast algorithm for object detection and segmentation in MPEG compressed domain using color clustering, region merging based on spatiotemporal similarities, background/foreground classification, and pixel edge extraction. The features extracted from the blocks of segmented object in compressed domain can be used for fast object tracking and indexing at low level. Moreover, these blocks can be decompressed to obtain details of a specific object in pixel domain and can be used for high level indexing. By using the proposed algorithm, we can reduce the amount of the information needed to be processed, and therefore, save the computational time, and increase the processing speed. Also we need to perform inverse DCT on only some parts of the image.
I. INTRODUCTION
The large amount of visual information, handled by the image and video databases, requires effective and efficient search and indexing algorithms. This visual information is usually stored in a compressed form. Therefore, if we want to extract features from the object of interest, we not only have to segment the object and extract its features, but also need to decode the image and video in advance. Since the decoding is a relatively expensive process, segmenting the object and extracting its features directly from the compressed domain would be an effective way to achieve fast and efficient algorithm for searching a large database and indexing the object.
Various segmentation approaches have been investigated and most of them are based on examining the images in pixel domain [l- 71. Lucchese and Mitra [3] used 2D k-means clustering using color information, and then associating these clusters with appropriate luminance values, using 1D kmeans algorithm. Ji and Park [4] used the artificial neural networks to merge homogeneous regions based on the information of the luminance, the chrominance difference, the region proximity, and the areas of the regions. Wu and Reed [2] used a region-growing method, a Gibbs-Markov random field (GMRF) model and contour relaxation. Torres et. al. [5] used a motion segmentation algorithm. They partitioned the image .into rectangular regions and computed affine motion parameters for each region. These motion parameters are clustered using k-means algorithm to form homogeneous regions with similar motion parameters. Choi et. al. [6] considered spatial and temporal information jointly in their segmentation algorithm. Their algorithm consists of three steps, region simplification, region growing, and motion-based region fusion. Dufaux et. al. [7] used spatiotemporal segmentation algorithm based on luminance information and motion parameters. The luminance is filtered by morphoiogical operator, and then clustered using k-means algorithm. At the end, regions with similar motions are merged using k-medoid clustering. Moscheni et. al. [l] used the spatiotemporal similarity as their merging criteria. Their spatial similarity is obtained from the test statistic of the gradient value along the boundary of the regions. Their temporal similarity is derived from test statistic of the residual distribution and motion parameters.
Only few researchers have proposed the segmentation algorithm in compressedrdomain . De Queiroz [8] segmented JPEG documents into specific regions such as those containing halftones, text, and continuous-tone pictures using the EMC-based segmentation. Wang [9] proposed a fast algorithm to automatically detect faces in MPEG compressed video. He used skin-tone statistics, shape constraints, and energy distribution of the luminance DCT coefficients to detect and locate the face position.
In this paper, we propose a fast algorithm to detect and segment objects in MPEG compressed video. Once we locate the object regions, we need to decode only small portions of the video frame back to pixel domain to obtain the detail information of the bbject. Our segmentation algorithm consists of four main stages, initial segmentation using sequential leader and adaptive k-means clustering, region merging based on spatiotemporal similarities, foreground/background classification, and object detail extraction. The results of Segmenting an object are useful and efficient for fast object tracking and indexing at low level. Other feature extractjon techniques can be applied on those decoded blocks to obt'ain detailed features at high level. This paper is organized as follows. Section 2 details the proposed segmentation algorithm and pixel-edge extraction. Section 3 presents the experimental results. Finally, we conclude the results of our algorithm and outline future work in section 4.
COMPRESSED DOMAIN OBJECT SEGMENTATION
---= eA-eB. The spatial similarity, S.7, between two adjacent regions (A,B), can then be expressed as J,.
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A. Initial segmentation
In our case, the initial segmented regions are generated from
3D spatial information based on dc image and ac energy c s information. The luminance and chrominance components are K Cb, Cr, which form the color space used in MPEG sequence. These color and ac-energy information are used to cluster the image using sequential leader clustering to form homogeneous regions without knowing the number of clusters in advance. The sequential leader clustering uses a threshold to decide whether the input data should be in the existing cluster or a new cluster should be created. After we obtain a number of clusters, we apply adaptive k-mean clustering to the image iteratively until no more changes occur in each cluster. The clustered regions with areas less than a threshold are then merged into their neighbors using luminance and ac energy distance, and boundary ratio criteria. The result of this process is the set of initial regions to be used in the spatiotemporal segmentation.
B. Spatiotemporal Segmentation
We use both spatial and temporal information as the criteria for our region-merging algorithm. Spatial information ensures the boundary of the object. Temporal information provides the temporal change characteristics. Both spatial and temporal similarities are measured by the hypothesis test statistic between two adjacent regions and combined into a single value. Regions are merged based on the hypothesis test of acceptance or rejection of the null hypothesis. The advantage of using hypothesis test is that it is less sensitive to noise and false alarms.
For temporal similarity, we perform 3D Sobel filter along x-, y-, and t-axes. The sobel operator [ 131 is shown in Fig. 1 .
The resulting sequences contain gradient estimates along their associated dimensions The temporal similarity is derived based on the hypothesis test of the distribution of the temporal gradient. This hypothesis test, in our case, is the well-known Kolmogorov-Smimov (K-S) test [ 121 which measures the overall difference between two cumulative distribution functions . The Kolmogorov-Smimov statistic D is a simple measure and is defined as the maximum value of the absolute difference between two cumulative distribution functions. For comparing two different cumulative distribution function FI(x) and Fz(x), the K-S statistic is
The temporal similarity is a function of the K-S test statistic value and the area of the interested region. This temporal similarity can be written as, O. ' ' I where In our algorithm, we use two measures of spatiotemporal similarities. One is used to form regions with strong spatiotemporal similarity. The other is used to merge the is the area of the interested region. The temporal hypothesis test in [I] is based on motion parameters and residue distribution. However, motion parameters extracted from the MPEG stream do not represent the regions well since they are derived on a macroblock basis. Since computing motion parameters is complex and computationally expensive, we chose to perform the hypothesis test based on the temporal change obtained from the 3D Sobel filter, which is simple and less complex.
We add the second measure of spatiotemporal similarity in order to merge the regions with lower spatiotemporal similarity but high average temporal change. The second spatiotemporal similarity, which combines the average temporal change with spatiotemporal similarities, is where a and p a r e weighting factors The average temporal change of each region is thresholded by the overall average temporal change of the entire image, z. This result is then used as another temporal similarity measure in the segmentation process.
similarity and its graph are updated after the second clustering stage. This clustering process is performed iteratively until we reach the minimum threshold or no more new regions are created.
D. Background/Foreground Classification
The result of spatiotemporal segmentation is then applied to foregroundhackground classification in order to separate background from the objects. The classification decision is based on the average temporal change of regions. The regions with high average temporal changes will be classified as objects. The classification threshold is the average of the difference between maximum and minimum values of the average temporal changes. Even though these features extracted in compressed domain are coarse, it is quite appropriate for fast video browsing and for fast object tracking. If the detail features, such as shape, are required, we can decode DCT coefficients around the boundary of the object and use edge extraction algorithm to obtain the detailed edges in pixel-domain. Since the amount of information to be processed for object segmentation is small, this algorithm can be implemented for fast indexing and object tracking.
E. Object Detail Extraction in Pixel Domain
In some applications, the detail features in pixel domain may be needed such as video indexing and object recognition. The compressed-domain features may not be sufficient. Once we locate the object target region, the actual edges of the object can be extracted by applying Canny Edge Detection only on that region. To obtain object detail, we can project those edges onto those inverse DCT blocks of segmented object. The edges obtained from edge detection algorithm may not be continuously connected. We use our edge-tracking algorithm to find the missing edge pixels. To search and obtain the missing edge pixels, the search direction is based on the direction of the edge of segmented DCT blocks. Even though using this tracking algorithm may sometimes lead to wrong edge position, the result is promising and the time used to obtain object boundaries is small.
C. Region merging using Graph-based cluster 111. RESULTS The spatiotemporal similarities are calculated and used to create a similarity graph between regions. This graph is thresholded and clustered. We perform two clustering stages. First clustering stage is used to merge regions, which form cycles in graph. This process ensures that the merged regions have high spatiotemporal similarities between them. The second clustering stage is used to merge regions based on the number of graph edges connecting between an interested cluster and its neighbor cluster, and those connecting within the interested cluster itself. At each merging stage, the regions are merged and the threshold is reduced. The region In this section, we present the segmentation results in compressed domain and edges extracted in pixel domain using our algorithm. The experiments are performed on three different MPEG video sequences, "Akiyo", " Table Tennis" , and "News" from MPEG-7 video test set. The video sequences are extracted to obtain the DCT coefficients. The DC image and AC energy are clustered and then the regions with small areas are merged to form reasonable large re,' oions. The criteria, used to merge small-sized regions with the larger ones, are weighted sum of the difference of luminance, AC energy, and boundary ratio between two adjacent regions. The result is used as a set of initial segmented regions. Then we apply Sobel filter to obtain temporal change information, which will be used in the next merging process. The spatial and temporal similarities between the interested region and its neighbor are then computed. We use two measurements of spatiotemporal similarities. The first spatiotemporal similarity has a parameterJ,, which is used to specify how much spatial information we want to associate with temporal information. In our case, we useJ,=0.6 for all three test sequences. The first similarity is used during first stage of the merging process. There are two parameters used in the second similarity, a and p. We use the value of p = 0.2. However, the value of a starts between 0.3-0.4 and then increases at each clustering process. After computing spatiotemporal similarity, a connection graph is constructed, thresholded and clustered using two stages of the graph clustering. The threshold starts at maximum spatiotemporal similarity over all regions in the image and reduces by Ts,epl for first clustering stage and for second clustering stage. After the second stage, the clustered regions are updated and the clustering threshold is reduced. The clustering process continues until the threshold reaches the minimum threshold value or no more merged regions occur. This threshold used in the first spatiotemporal similarity depends on each video sequence. The minimum value of the clustering threshold used in the second spatiotemporal similarity is 0.1. The original and the segmentation results of DC images are shown in Fig. 2 . We show the results of inverse DCT blocks of the entire object area and the blocks at the boundary of the object in Fig. 3 . The edges obtained from canny edge detection may not be continuously connected. The edge pixels are missing at the areas with low luminance contrast such as Akiyo's hair, the top of table tennis bat, and the right arm of the woman in News clip. The missing edges are tracked according to the direction of the edge of segmented DCT blocks and used for locating the actual position of the objects in pixel domain. Fig. 4 shows the actual position of the segmented objects in pixel domain. From Fig.4 , we can see that edges obtained fiom our algorithm are efficient and accurate, and therefore can be used for indexing or recognizing the object of interest.
IV. CONCLUSIONS
We proposed a segmentation algorithm to segment objects of interest in MPEG compressed domain. Our segmentation algorithm is simple and efficient. Since there is no need to decode the compressed data and only small information is needed to be processed, it requires less processing time, and therefore, increases the processing speed. Even though the features extracted fiom segmented objects in the compressed domain are coarse, they contain enough information for fast video browsing and object tracking at the low level. However, if the detail information of the extracted objects is required for high level indexing and recognition, only blocks at the segmented regions are decoded and other feature extraction techniques can be performed on these decoded blocks. Also, we can efficiently extract edges of the object by decoding only the blocks at the boundaries of segmented objects. In hture work, we will extract useful features from the segmented objects obtained in the compressed domain for low level indexing. Also some decoding may be performed to obtain the detail features for high level indexing.
