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Abstract
Modern Diesel engines with high injection pressures can suffer from cavitation erosion
phenomena. Signs of cavitation erosion in automotive components can manifest in high
pressure liquid systems components (e.g. injectors, valves and pumps), as well as in the
narrow fluid regions next to the cylinder liners on both the water cooling jacket side
and the ring assembly side. Special attention must also be given during the design of
marine propellers and water turbines, since the performances and the lifespan of these
components mainly depends by the appearance of cavitation and, potentially, erosion.
Cavitation erosion alters metal devices by changing their geometry from the original
design, with consequences on the overall system performances. Since the lifetime of
the components can be significantly shortened due to cavitation erosion, numerical and
experimental investigations are usually carried out during the design process to evalu-
ate the risk of incurring in cavitation erosion. It is then of crucial importance for the
industry to have access to validated numerical models for the prediction of cavitation
erosion within the softwares used for the evaluation of new designs. The scope of this
work is then to develop a state–of–the–art numerical framework for the prediction of
cavitation erosion in a commercially available software. For this reason, liquid com-
pressibility models are implemented in the software with both, analytical formulations
and tabular data, commonly used by the industry. The solver capability to correctly
resolve pressure wave velocities is proven with simple 1D test cases, comparing the
simulation results against analytical solutions. A novel scientific contribution is made
by applying the multifluid model to cavitating flows, thus allowing to model slip ve-
locity between the liquid and the vapor phase. The developed numerical framework
for the simulation of cavitating flows at erosive conditions is validated against exper-
imental results of simplified geometries and the obtained results about the effect of
viscosity variability of commercial diesel showed the importance of fluid properties for
the investigation of cavitation erosion. For the first time, pressure peaks related to the
collapse of vapor clouds are recorded due to end of injection events and the effect of
actual erosion patterns is investigated in terms of internal injector flow and spray. All
the developed methods are implemented in a software commercialized by AVL GmbH,
therefore of immediate use to engineers for industrial applications.
xix
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Present contribution
The novelty of the present work can be summarized in the following points:
• Multifluid application to cavitating flows: slip velocity between the liquid
and the vapor phases is included in the model and the relative magnitude to the
mixture velocity is investigated. The majority of the recently published works
is based on the assumption of homogeneous momentum condition, in which the
slip velocity between the phases is neglected a priori, without the possibility of
further investigation. The results reported here shows that slip velocity exists in
flow regions with high shear.
• New approach for the derivation of the speed of sound of a evap-
orable/condensable mixture: the mass conservation equations are elaborated
in an original manner in order to obtain the mixture speed of sound. The inte-
gration of a Lagrangian derivative leads to the appearance of the ratio between
discrete mass transfer and pressure difference along a streamline, that represents
the dominant term affecting the speed of sound of a reacting mixture.
• Viscosity variability of commercial diesel: the European Norm 590 specifies
the viscosity range for all automotive diesel fuels sold in Europe. The relatively
wide range of viscosities allowed, leads to significant variations of flow Reynolds
numbers even at the same operation conditions. A simplified throttle flow is used
to investigate the effect of viscosity values within the legal range on integral mass
flow, velocity profiles and vapor cavities distribution. For the first time the effect
of diesel viscosity is analyzed on the recorded pressure peaks indicating differences
in the locations and intensity of erosion.
• Effect of injection dynamic on cavitation: cavitation phenomena in Diesel
injectors usually appear in regions with high flow curvature, e.g. nozzle inlet
and the step between needle seat and the sac. This work shows that the cav-
itation locations investigated at fully open needle conditions may not cover all
possible cavitation locations appearing during the injection phase, and that, even
for cavitation–free injector designs, cavitation, and consequent cavitation ero-
sion, may still appear after the needle touching the seat due to the sudden flow
blockage.
• Erosion effect on internal injector flow and spray: many studies exist try-
ing to predict the aggressiveness of the internal injector flow in terms of cavitation
erosion, but none, up to the author’s best knowledge, analyses the feedback of
erosion damages on the flow. Experimental visualizations of an internal injector
xxiii
geometry affected by cavitation erosion are used in this work to create an eroded
injector model. Simulation results of the original design and the eroded one are
compared in terms of injector performances, vapor distribution and consequent
spray morphology.
• Immediate model availability for industrial usage: the current model is
implemented into the software AVL FIRE™ available on the market and in current
use by the industry. The supporting structure of a commercial software (e.g. pre–
and post–processing, customer support, documentation, projects outsourcing...)
is still a crucial driving factor for the choice of modeling tools from the industry.
The model inclusion in a commercial software allows than to reach a broader
range of designers that will find an out–of-the–box solution for the modeling of
cavitation erosion in Diesel injectors.
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Chapter 1
Introduction
1.1 Motivation
Injectors are crucial components of internal combustion engines. The fuel is pumped
from the tank and injected in the combustion chamber, where the combustion trans-
forms the chemical energy into mechanical work. The combustion, and thus the energy
conversion efficiency, is highly dependent on the air/fuel mixture properties in the com-
bustion chamber; a uniform distribution with very fine fuel droplets usually increases
combustion efficiency. The fuel distribution in the cylinder depends on the spray char-
acteristics that are strictly related to the flow in the injector nozzles. Injector design
plays then a fundamental role on the spray morphology and the combustion and mod-
ifications in geometry and operating conditions can largely modify the whole engine
performances and emissions. Market requirements to produce more powerful but less
fuel consuming engines, together with the emission standards introduced by various
countries in the last decades, draw the attention of engine manufacturers to the design
optimization of this specific component.
The trend of the pollution level has seen an exponential growth in the last decades 1.
The first countermeasures were taken during the 90’s from the United Nations. The
Kyoto protocol [1] was adopted in 1997 and it is the main international treaty to plan
a pollution reduction. It commits state parties to reduce greenhouse gases emissions,
based on the premise that global warming exists and man–made emissions have caused
it. The Kyoto Protocol aims to fight global warming by reducing greenhouse gas
concentrations in the atmosphere to
”a level that would prevent dangerous anthropogenic interference with the climate
system.”
(Art. 2) [1]
1More details at http://www.eea.europa.eu/ [retrieved June 14, 2020]
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Recent national legislation applies the Kyoto Protocol by imposing lower level of emis-
sions from the main greenhouse gases sources. The worldwide growth of transportation
systems is one of the factors for the increasing pollution and legislators have been giving
a big attention to this segment. Many of the transportation means used today operate
with internal combustion engines and, among them, Diesel engines are one of the most
exploited in both ground and naval vehicles. Being able to increase the injection pres-
sure without incurring in cavitation erosion may help in reducing the fuel consumption
and, thus, the engines emissions.
Engine producers have to continuously design new engines able to satisfy the stan-
dards, while being competitive in the market in terms of power, torque and fuel con-
sumption. A way to reduce the emission, and to increase the overall engine efficiency at
the same time, is to increase the injection pressure [2–4]. This usually leads to a better
spray atomization and finer droplets leading to improved combustion. High injection
pressure, in the order of 3, 000 bar in recent applications [5], causes very high velocities
appearing in the nozzle with pressure dropping below the saturation pressure. Cavita-
tion phenomena may then appear, causing the formation of vapor cavities. The vapor
phase can manifest with the growth of preexisting nuclei that increase in volume from
the contribution of the evaporating surrounding liquid. These vapor cavities may then
be transported by the liquid flow to regions with recovered pressure, where the sudden
condensation process can cause their collapse, and a very concentrated release of the
contained energy may occur. The collapse of a vapor cavity, or a cluster of bubbles, can
be a very intense phenomenon, with localized pressure peaks in the order of the yield
strength of steel [6]. A continuous pitting on the injector internal surface due to the
cavities collapse may cause fatigue phenomena and, consequently, surface erosion. The
material removal modifies then the geometry causing a malfunctioning of the injector
or a complete failure. Being able to model the main underlying physical phenomena, as
well as the potential effect of cavitation erosion on the injection system performances,
is of crucial importance for Diesel injectors’ manufacturers. Numerical models with
validated prediction capabilities can then be used by the engineers to improve new de-
signs, decreasing the testing requirements and thus reducing the overall design process
time and cost.
The motivation of the present work lies in understanding and investigating Diesel
injector internal flows from a numerical stand point. It can be concluded from the above
that a numerical approach able to model cavitation and cavitation erosion, as well as
the consequent spray and combustion, can be highly beneficial for the design of new
injectors. A Computational Fluid Dynamics (CFD) tool ready–to–use which offers
a unified treatment for the above problems with state–of–the–art methods has been
developed. Important market players are currently among the users of the developed
tool.
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1.2 State–of–the–art
This section aims to provide an overview of the numerical methods used in the litera-
ture to model cavitation and cavitation erosion in the Diesel injectors. The attention
will focus mainly on numerical models for change of phase, fluid compressibility and
cavitation erosion. A few test cases that were investigated experimentally are presented
at the end of this section.
1.2.1 Cavitation
Cavitation is the phase change of a liquid into its vapor due to the drop of pressure
below saturation. Due to the low pressure, the vapor density is small and, consequently,
a certain cavity volume is filled by a relatively small vapor mass. The latent heat
required for the phase change is then negligible, and the phenomenon is mainly driven
by the inertia of the vapor bubbles. Differently from cavitation, boiling happens due
to temperature increase. In this case, and at ambient pressure, the vapor density
is higher and the mass transformed from liquid into vapor is usually bigger. The
latent heat absorption required for the phase change becomes therefore predominant.
Boiling can then be defined as a heat transfer rate controlled phenomenon. The two
phase change phenomena of a pure substance can be visualized in a representative
pressure–temperature phase diagram for a pure substance shown in Fig. 1.1. Cavitation
is represented as a change of phase from the liquid to the gaseous state, with the
vertical arrow crossing the vaporization line (almost isothermal transformation). The
boiling process is instead represented by the horizontal arrow [6]. In complement to the
Figure 1.1: Representative p–T diagram for a pure substance.
previous diagram, the representation of pressure and volume during the phase change
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can give some more insight to the problem. The bell shaped stashed line in Fig. 1.2
represents the border of equilibrium between liquid and gaseous states, also known as
co–existence curve or Andrews’ bell. Below this curve, a liquid–vapor mixture exists.
The cavitation process can be analyzed moving from left to right along an isothermal
below the critical temperature (solid line). Three states can be distinguished:
a) liquid on the left. Almost vertical due to the low compressibility.
b) Liquid–vapor mixture with the horizontal dashed line. It is bounded by the
bubble point, on the left, and the dew point, on the right. This line is a con-
ventional modification of the theoretical result of the Van der Waals Equation
Of State (EOS) (solid line) known as Maxwell equal area rule [7]. According
to the Van der Waals equation, there are pressure values that allow three vol-
umes, contradicting experimental observation. Moreover, a negative isothermal
compressibility is predicted, which cannot describe a regular fluid system since a
positive slope implies an imaginary speed of sound [8].
c) Vapor on the right. For the ideal gas law, this curve is an equilateral hyperbola.
Approaching the critical temperature, the physical properties of liquid and vapor change
drastically, becoming more similar to each other. For temperature values higher than
the critical temperature the state is conventionally called supercritical fluid. In this
state of matter the liquid state is continuously connected with the gaseous state [9].
Figure 1.2: Sketch of the p–V diagram for a pure substance.
The Maxwell equal area rule provides physical consistency to the EOS, however it
seems to have removed more states than anticipated. The parts of the Van der Waals
isotherm in the co–existence region that still have ∂p/∂V < 0 are still good states, but
they are metastable. It is possible to reach these states by expanding a liquid very
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slowly into superheated liquid, or compressing a gas into a supercooled gas. Both of
them are very delicate states, highly sensible to small disturbances [8].
The physical manifestation of cavitation is the appearance of bubbles, growing from
nuclei preexisting in the liquid. The vaporized liquid is collected in the gaseous bubbles
that grows in mass and volume [10]. As lateral effect of evaporation, also the pre–
dissolved gas in the liquid enters in the bubbles and contributes to their growth. The
appearing of cavitation as soon as the pressure drops below saturation pressure is
however strongly influenced by other factors [10]: the ability of the liquid to sustain
a certain tension, as predicted by the presence of metastable states in the Van der
Waals EOS, postpones the appearance of cavitation. Also the nuclei growth requires
a certain residence time to reach an observable size. The number and size distribution
of initial nuclei in a liquid is then of crucial importance. It influences not only the
cavitation inception, but also the behavior in later stages. These nuclei can come
within the liquid or can be generated in small cracks or cervices on the surface bounding
the flow [11]. Considering these physical aspects, two main families of approaches for
cavitation modeling are available in the literature. The first is based on thermodynamic
equilibrium considerations on the liquid–vapor mixture and so the models within this
family will be referred as equilibrium models. The second allows instead metastable
conditions with finite mass transfer rates between liquid and vapor but it requires the
solution of further transport equations for the volume fractions. These can be then
grouped under the definition of non–equilibrium models.
Equilibrium models
The first family of numerical methods to model phase transition is based on ther-
modynamic assumptions. The fluid is considered as a mixture, in which liquid and
vapor phases are in thermodynamic equilibrium. The phases share then the same pres-
sure, temperature and free Gibbs energy [12]. Mass transfer between the two phases is
instantaneous and the quantity of vapor depends only on the thermodynamic state. A
broad range of models were developed in this direction, depending on the problem and
the used numerical solver. In order to define the thermodynamic equilibrium, an EOS
is needed to express the relation between density, pressure and temperature. It can
either assume the shape of an analytical formulation, as a piecewise function formed by
two [13] or three equations [14], or it can be obtained via interpolation of a database
previously computed from complex formulations, as the Helmholtz EOS [15] or the
industrial standard IAPWS [16]. Since cavitation is an inertial driven phenomenon,
energy equation can be neglected in many cases and, without thermal effects, a one–
to–one correspondence exists between the mixture pressure and density and the model
can then be defined as barotropic.
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Non–equilibrium models
The second main family of cavitation models is based on the solution of one or
more transport equations for the volume fractions. These equations are obtained from
the mass conservation principle applied to each phase separately. A mass source term
appears then in the equation to model the inter–phase mass transfer. Depending on the
problem, different approaches exist, allowing full flexibility of this approach to model a
variety of physical phenomena. The most commonly used in the literature for cavitation
are hereinafter shortly presented.
A direct extension of the equilibrium models to the second family of approaches
is called relaxation model, [17]. It considers the same assumptions of thermodynamic
equilibrium, however introducing a relaxation time that represents the time required
for the liquid–vapor mixture to reach the equilibrium. The mass transfer rate depends
then on the distance between the current state and the equilibrium one (e.g. current
vapor volume fraction minus the one at equilibrium) and the relaxation time.
A wide range of other models can be grouped under the definition of Rayleigh–
Plesset models. Since the transition from liquid into vapor appears in the form of vapor
bubbles growth, considerations about single bubble dynamics can provide an alternative
approach to study cavitation and phase change in general. Introducing the hypothesis
of monodispersed distribution of vapor bubbles, the study of the dynamics of a single
bubble as function of the thermodynamic state, can lead to results in term of mass
exchange rates. The overall evaporation and condensation rates can be computed as
the sum of the contribution of a number of bubbles, characterized by a certain radius
and radius rate of change [18]. In order to be able to define the mass transfer rate,
further modeling assumptions are required to define the bubble radius rate of change
and the bubbles number density. The Rayleigh–Plesset equation for the single bub-
ble dynamics [19, 20] can be used to model cavitation and condensation processes by
considering the bubbles rates of expansion or contraction. One of the most diffused
approach in the literature [18, 21–28], is based on the assumptions that the only sig-
nificant terms of the Rayleigh–Plesset equation are the pressure and velocity terms.
Thermal effect, gas content, viscosity, surface tension, and acceleration are instead all
neglected. The resulting radius rate of change depends then only on the liquid density
and the difference between the local pressure and the saturation pressure. As extension
of this simplified model, the acceleration term of the Rayleigh–Plesset equation was
also included in [24]. In [29] the vapor bubbles dynamic was instead investigated by
tracking the vapor bubbles motion and dynamics with a Lagrangian approach. Various
approaches exist instead to define the vapor bubbles number density. In the Original
AVL FIRE™ linear cavitation model [30], it is calculated according to an empirical
function formed by a constant part and a diminishing linear ramp to model bubbles
coalescence phenomena. The polydispersed model was proposed as its evolution by
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adding two transport equations: one for the bubbles number density and one for the
bubbles interfacial area [31]. This allows to compute the Sauter mean diameter that
can be directly used to compute the mass transfer rate. A broadly used approach is
the Schnerr and Sauer cavitation model [21]. The main model hypothesis can be rear-
ranged into the assumption that the vapor bubbles number density linearly decreases
with respect to the vapor volume fraction. Since the model was derived directly by
combining mixture and liquid mass conservation equations, the resulting equation is
different from the previously presented models, although in very close approximation
with them. Based on different assumptions, many more Rayleigh–Plesset models were
developed in the recent years [22, 23, 25–28, 32–35], but all of them present the same
quadratic relation between mass transfer rate and pressure given by the Rayleigh–
Plesset equation. Among them, the Singhal cavitation model is broadly used. It is
based on some pragmatic considerations and it does not require any modeling for the
number density, however it is valid only for Reynolds–Averaged Navier–Stokes (RANS)
simulations [22].
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1.2.2 Compressibility
Compressibility plays a crucial role in the dynamics of cavitating flows and cavitation
erosion phenomena. Liquid phases are hardly compressible, however differences in
density cannot be neglected at very high pressures, e.g. Diesel injection pressure of
3, 000 bar. A wide range of EOS are used to model the relation between density
and pressure for a liquid. Tabular models and polynomial formulation are widely
used in the industry, however also some analytical formulations are available in the
literature. A simple EOS for the liquid can be obtained by using a first order Taylor
expansion for the density defined as function of pressure and temperature and it has
been used in both experiments [36] and simulations [37]. Starting from a reference state,
two first order derivatives are used to include the effects of changes in temperature
and pressure on the density. Since the resulting equation is linear for both variables,
its validity is maintained only for predominantly linear density variations or in the
proximity of the reference state. The Tait equation is another well–known EOS used
to relate liquid density to pressure only. It is an isentropic equation, based on two
experimentally determined parameters. All obtained thermodynamic states correspond
then to a fixed temperature with the liquid compressibility modeled with a barotropic
relation. This equation has the advantage to provide meaningful density values for
both high and negative pressures [38]. When considering liquid compressibility, the
stiffened gas EOS can also be used. The liquid is supposed to behave as an ideal
gas that is already under a certain pre–existing compression. The advantages of this
equation are its simplicity (linear relation between pressure and density), the similarity
in the formulation compared to the ideal gas EOS, and the smooth transition between
them by just changing one input parameter; these characteristics make it attractive
for multiphase studies [39]. However, stiffened gas cannot provide a model that can
describe with a relative accuracy speed of sound, density and heat capacities of a liquid
at the same time. About gas phases, they are often modeled with the ideal gas law. This
EOS is valid for thermodynamic states with pressure values below the critical point and
temperatures above it. In injection processes, the compressibility of the gas outside of
the injector is very important to correctly model the spray formation [40]. For cavitating
flows, the vapor phase can be usually treated as incompressible due to the dominant
effect of the evaporation and condensation process on the mixture compressibility [6].
Although the non–equilibrium cavitation models allow the existence of vapor above the
saturation pressure, the hypothesis of incompressible vapor does not affect significantly
the solution but reduce sensibly the problem complexity. The main effect of the very
high compressibility of the liquid–vapor mixture due to the phase change is that flows
defined as subsonic in the pure liquid, can easily become supersonic or hypersonic.
Pressure waves interact then with the flow within cavitation regions and high values of
pressure can be recorded on the nearby walls of collapsing cavities.
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1.2.3 Turbulence interaction
The appearance of vapor in the flow strongly modifies the local fluid properties, as mix-
ture density and speed of sound, causing variations in the flow field itself. Cavitation
and flow mutually affects each other and turbulence is one of the main aspects in which
this interaction manifests. The transition from laminar to turbulent flow regimes is a
very complex process, at present still not fully understood [41]. This process has been
studied for a few decades for single phase flows, but only recently for multiphase flows.
Turbulent flows typically consist of randomly distributed vortical structures covering a
wide range of scales. Vortices may have an important interaction with cavitation since
the lower pressure in the center can cause cavitation: they are then referred as cavitat-
ing vortices, and they can even be the dominant aspect in the cavitation formation [6].
Cavitation nuclei also can be convected by large–scale eddies in the turbulent region,
thus further affecting cavitation inception and development. The turbulent eddies can
concentrate the microbubbles in the core, centrifuging out the heavier liquid phase [42].
The back effect of cavitation on turbulence, has been given less attention and its un-
derstanding is in an early stage. Recent studies showed that highly dynamic cavitating
microstructures can increase the turbulence level due to the perturbing effect of fast
collapse events on the flow [11]. Some main effects can be revealed by considering
the vorticity conservation equation for a reacting fluid. Since the angular momentum
must be conserved for a single vortex, the appearance of the vapor phase in the core
must be balanced by an increase of speed in the external liquid zone. The vorticity is
then distributed from the center towards the periphery. A source term for the vorticity
comes from the baroclinic torque. This term arises when density and pressure gradients
are misaligned. Experimental studies showed the importance of baroclinic torque in
condensation regions for stationary hydrofoils [43]. At the same time, when bubbles
are small compared to the turbulent length scale but present a relatively long collapse
time, e.g. due to low collapse driving pressure, they follow the flow and damp fluctua-
tions, thus reducing the overall turbulent energy [44]. All these aspects can modify the
dynamics of turbulence. Recent investigations took big benefit from new techniques.
On the experimental side Laser Doppler velocimetry allowed to obtain measurements
about those effects and direct numerical simulation was recently used to simulate these
complex flows, albeit at rather low Reynolds numbers [44]. A broad range of meth-
ods to model turbulence in CFD codes is available in the literature and in commercial
solvers. These were mainly developed for single phase flows and adapted to multiphase
flows. Among them, RANS models are less expensive and usually used in industrial
applications, however they were shown to fail in predicting cavitating zones and flow
unsteady dynamics. The more expensive Large Eddy Simulations (LES) are usually
predicting more realistic flow fields, with turbulence induced pressure fluctuations that
can be well estimated in cavitating flows [45].
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1.2.4 Cavitation erosion
One of the reason for the interest in cavitation is the potential damage it can cause. A
wide range of fluid machinery suffer from erosion due to cavitation appearance and, in
particular, recent designs of high pressure Diesel injection systems [46]. Numerical and
experimental researchers in fluid dynamics and material sciences collaborate to develop
models able to predict the cavitation erosion risk [47].
Surface damage can appear due to the collapse of vapor cavities in the proximity
of solid materials. This event is usually really fast and the energy release happens in a
very short time. Figure 1.3 shows the collapse stages of a vapor cavity, with the shock
formation at the minimum bubble size.
Figure 1.3: Vapor cavity collapse stages, from [12].
Two main mechanisms are usually imputed to cause surface erosion: the pressure
wave generated at the bubble implosion instant and the high–speed micro–jet impinging
the surface generated due to non–spherical bubble collapses. Even though the erosion
mechanism is still not fully understood, micro jets were visualized only under symmetric
vapor distributions and with no external flow velocity; the main cause of cavitation
erosion in high speed turbulent flows is then assumed to be caused by shock waves
generated by the collapse of interacting vapor cavities. When many bubbles are flowing
together in a cloud, the collapse of a single bubble can induce the other nearby bubbles
to collapse, focusing all the contained energy at the same instant at the center of the
cloud. This mechanism can concentrate the released energy of each bubbles, causing a
much higher flow aggressiveness.
Surface erosion appears then either due to single impacts with pressure above the
characteristic material ultimate stress, or due to fatigue phenomena caused by many
consecutive impacts in the plastic deformation range of the material. Many models
were developed in the recent years to define the aggressiveness of the flow starting from
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numerical simulations [48–55] or experimental data [42, 56], and further models were
conceived to try to predict the structural response [26,57–67]; some of these models are
hereinafter presented.
A comprehensive review of the physical mechanisms and the erosion risks model-
ing approaches is given by Van Terwisga et at. in [42]. Considering either unsteady
sheet cavitation or cavitating vortices, a breakup process fractures these structures
into smaller cavities. Then, horseshoe vortices tend to focus vorticity toward the ma-
terial surface, concentrating there the vapor bubbles. The shock wave generated by
the first bubble collapse, initiates a synchronous collapse that releases high intensity
waves. Pressure waves impact then the wall causing erosion. Figure 1.4 is a schematic
visualization of this energy transfer process. Once the flow aggressiveness is defined,
Figure 1.4: Transformation of cloud cavity, from [68].
mechanical and metallurgical material properties are of fundamental importance to
predict the surface response. Even though erosion might be caused by very strong
single impacts, a fatigue process due to the accumulation of plastic deformation en-
ergy is usually considered as the main cause of cavitation erosion. Figure 1.5 shows a
classical example of mass removal trend with time for a surface subjected to cavitation
erosion [6]. Considering the fatigue process, mass loss is not present until a certain
incubation time is reached. This is due to the fact that the hardening process of the
material requires a certain number of impacts, and thus, a certain exposure time to the
flow. At the end of the incubation time, the mass loss rate starts gradually to increase,
in the so–called acceleration period. After a certain time, a steady mass loss rate is
reached. This erosion velocity is usually called Mean Depth Penetration Rate (MDPR).
A big effort has been produced in the last decades by the CFD community to develop
models able to predict cavitation erosion. Many issues are still not completely solved
and the development will continue in the close future.
Multiphase compressible solvers need to include models for the vapor generation,
and the collapse of the vapor cavity should be accurately resolved to predict the pres-
sure waves pattern and intensity. Density–based solvers were firstly adopted for this
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Figure 1.5: Typical trend of erosion rate as function of time [6].
purpose. The ability to detect these strong collapsing phenomena and the consequent
pressure waves was shown by Sezal et al. in [69] for a micro–channel flow and a 6–hole
injectors, in which they used a density–based solver for the 3–D inviscid Navier–Stokes
equations. Sedla´r˘ et al. presented a CFD analysis coupled with the solution of the full
Rayleigh–Plesset equation on a few streamlines, [49]. The test case was a water pump
impeller blade, for which experimental data are available. The energy dissipated as
shock wave during the first bubble collapse is computed as work difference during two
consecutive growths. The analysis gives good results in term of erosion location, how-
ever no bubbles interaction is considered. In [56] a 2D density based solver was used to
capture the shock–induced dynamics of a cavitating throttle flow. A comparison was
obtained with the experimental data of the Prevero case (presented in Sec. 1.2.5). The
erosion probability was defined considering a threshold on the surface pressure. Differ-
ent configurations were also studied: sharp and rounded inlet, different outlet pressures,
and various working temperatures. A similar solver was also used in [52] to study an
ultrasonic horn. A correction coefficient equal to 2/3 was found to successfully scale
the collapse rate and pressure with the mesh resolution. The experimental facility used
at LEGI and described in Sec. 1.2.5 was extensively used for validation of numerical
models. A compressible density based solver was used by Mihatsch et al in [12]. LES
was used to compute the surface impact load spectra and a pressure scaling depen-
dent on grid resolution is applied, finding an exponential correlation between number
and strength of the impacts. This conclusion was in agreement with the experimental
results found in [59]. Gavaises et al. presented hybrid RANS/LES results obtained
with an in–house solver in [70]. The vapor bubbles dynamic was analyzed with the La-
grangian approach, applying the Rayleigh–Plesset equation to parcels of bubbles. The
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dynamic of the flow was analyzed at different cavitation numbers and outlet pressures.
A periodic behavior was detected similar to the vortex shedding mechanism for which
they concluded that the Strouhal number remains almost constant. Pressure–based
solvers are also able to predict similar high pressure values. Koukouvinis et al. pre-
sented in [38] the recorded pressure peaks obtained using a pressure–based solver with
a single–fluid LES approach. Results are presented for both, a micro–channel flow, and
a real injector case. Pressure peak intensities of the order of 10, 000 bar were recorded.
A simplified nozzle geometry was investigated in [71] both experimentally and numer-
ically. Very good agreement of results was found in the vapor volume fraction field
(instantaneous and time averaged), which corresponds well with the cavitation erosion
locations. Past studies [72] showed that mesh resolution does not significantly affect
the recorded pressure on the wall generated by the collapse of a vapor cloud, thus al-
lowing to assume mesh independent results if the macroscopic vapor structure dynamic
is correctly resolved; this is also supported by the energy focusing mechanism of a col-
lapsing bubble cluster that allows us to model a bubble cloud with an equivalent single
cavity. Some indices were also formulated in order to extract the flow aggressiveness
potential from the flow solution. The Cavitation Aggressiveness Index was developed
by Koukouvinis et al. in [53]. It is based on the consideration that a bubble collapse
happens, if pressure increases and vapor volume fraction decreases along a streamline.
To compute a numerical index, the Lagrangian derivative of pressure is scaled with the
single bubble and the cloud characteristic dynamics. This index is then applied to the
LEGI experiment and to some real injector cases in [54]. The Erosion Aggressiveness
Index was instead formulated by Bergeles et al. in [55]. The acoustic emitted pressure
due to the synchronous bubble collapse is first approximated, and then an index is
obtained comparing the impact pressure with the material yield stress. This index was
applied to the simulations of the Prevero experiment and of a real injector case.
The flow aggressiveness can also be studied starting from experimental data of
cavitating flow fields. The erosion risk can be predicted without waiting for the event
of erosion itself. The reason for such models is that erosion might need a long incubation
time that could be too long for the available time budget of the experimental campaign.
Furthermore, different materials could be considered during the design process, and the
quantification of the flow aggressiveness is independent on the structural material used
during the test. Grekula and Bark developed a method to assess the risk of cavitation
erosion starting from video data in [73]. Starting from flow visualization, they were
able to plot the dynamic of each vapor cavity, e.g. volume change with respect of time.
They could then demonstrate that faster collapsing and rebounding of a cloud leads to
higher erosion risk.
About the structural aspect of cavitation erosion, most of the developed models are
based on experimental measurements. The most classical experiment is called pitting
test: it involves a surface that undergoes the effect of the cavitating flow. After some
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time, when it is partially eroded, the surface is analyzed. The most relevant data
that can be revealed are the incubation time, the mass removal rate and the pits size’
and distribution. An important unsolved issue of these studies involves the two main
metallurgical parameters of the material: the maximum hardened layer depth and the
shape factor of the strain profile. Their values are usually obtained with quasi–steady
nanoindentation test (strain rate ∼ 10−4 1/s), although the cavitation erosion is well
known to produce very high strain rates (∼ 104 1/s), [26]. A model was developed
by Karimi and Leo in [57] to predict the impact frequency and intensity, starting
from a pitting test. The model parameters sensitivity was investigated on a cavitating
hydrofoil, finding a maximum results deviation of 120%, showing a high sensitivity of
the model on metallurgical parameters. A coupled fluid/structure code was developed
by Fortes Patella and Reboud in [48]. The code was used to compute the damaging
pressure waves intensity and distribution, starting from the experimental pitting tests.
The calculation indicated a weak effect of the wall deformation of the pressure wave,
and they concluded, that the high pressure waves were the main factor for cavitation
damages. Berchiche et al. proposed a structural analytical model considering the
impact pressure with a Gaussian distribution in [26]. No fatigue mechanisms were
taken into account, so no stress below the elastic limit was considered for the erosion.
Flow aggressiveness was first derived in terms of impact loads from the pitting test,
then this distribution was applied numerically a large number of times on the material
surface. A good agreement between experiments and prediction was obtained for the
erosion rate, although the incubation time was underestimated. A phenomenological
model to predict incubation time and cavitation erosion rate was presented by Franc
and Riondet in [58]. It is based on a simplified description of the load spectrum based
on three parameters: rate, mean amplitude and mean size of impacts. The model
is based on considerations on the energy absorbed by the surface for each impact and
analytical relations were derived to model erosion rate and incubation time. The model
was successfully applied to the LEGI test case presented in Sec. 1.2.5. An adimensional
spectrum of the impact loads was derived by Franc et al. in [59]. Frequency and
strength of the impacts are well correlated with an exponential function, furthermore
they both follow a scaling law with the flow velocity. Combining the two results, a
nondimensional spectrum is derived, valid for all operation conditions. A cavitating
jet and an ultrasonic horn were used by Jayaprakash et al. in [61]. They considered
a Weibull function, including three parameters, to approximate the relation between
number of pits and their diameter. Many other results and considerations were obtained
with the pitting tests of the LEGI experiment. Spherical nanoindentation tests were
used by Carnelli et al. in [60]. They concluded that the pits volume follow a power
law with the impact loads, which does not depend on the operating conditions. In [62],
Franc et al. used an exponential law to associate number and diameter of the pits, with
two tuning parameters. By using nondimensional values, they were also able to find
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laws valid for any material in the considered geometry. Furthermore they correlated
the pitting rate and diameter with the flow velocity and they conjectured that the
strain rate might play a significant role in the process. In [63] a Gaussian pressure
distribution was considered for the single impact. It was concluded that the strain
in a pit is proportional to the pit aspect ratio and the pitting rate follow a power law
compared to the flow velocity, while the average load is the same, excluded a few intenser
events at higher velocities. More recently, Roy et al. obtained some more results in
the same experimental apparatus [64–66]. The material properties were extrapolated
with the Johnson–Cook plasticity model for a high strain rate (∼ 106 1/s), that was
found fundamental when studying cavitation erosion [64]. A material independent
law was then found to link pitting rate, load and size. The results obtained from
55 structural finite element simulations for different hydrodynamic impacts were used
to derive simple correlations between the hydrodynamic impacts size and loads and
the pit dimensions. It was concluded that: a Gaussian impact pressure is in good
agreement with the experimental data, a common normalized pit shape exists, and
a one–to–one correspondence between impact dimension and pressure with pit depth
and area is valid [65]. Structure dynamic studies also showed that, for short impact
duration, the material respond inertially, and the energy is converted into kinetic energy
with almost no deformation. On the other side, longer impacts cause most of the
energy to be converted into deformation [66]. A more recent fluid/structure interaction
solver was presented by Fivel et al. in [67]. The one–to–one correspondence between
hydrodynamic impact pressure and size with pit area and depth, allowed to derive the
impact spectrum starting from a pitting test. Such spectrum was given as input to the
code to find the material response. The solver used a simple 1–D fluid model of a high–
velocity liquid jet, to study the response of the material. The finite element method
included a detailed analysis of the material hardening process and a mass loss model.
More recently a smoothed particle hydrodynamics method has been developed in [74]
in order to simulate the collapse of a single cavitation bubble close to an elastic–plastic
material, in order and study plasticity formation and consequently material erosion.
Among their findings, they indicated that the shock–wave dominated impact has a
much higher material erosion ability compared to a micro–jet impact.
1.2.5 Experimental facilities
In the following section a short overview of some experimental setups used to study
cavitation and cavitation erosion will be given.
The LEGI cavitation tunnel is based in Grenoble, France. It is detailed described
in various works [58–60, 62–66]. This tunnel allows to have a maximum operating
pressure of 40 bar, providing relatively high velocities and cavitation erosion potential.
Usually liquid tap water is used without any control on the dissolved gas content. The
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liquid is kept at constant temperature thanks to a heat exchanger. Several transducers
are installed to determine the operating conditions in terms of flow rate, temperature,
upstream pressure, and pressure drop through the test section. The test section is
axisymmetric and composed of a nozzle of 16 mm in diameter followed by a radial
divergent of 2.5 mm in thickness. A schematic representation of the cavitating tunnel
is presented in Fig. 1.6.
(a) Working scheme (b) Test section
Figure 1.6: Views of the LEGI cavitation erosion tunnel. Figure reproduced from [58].
A second experimental setup was designed to study cavitation erosion mainly in
Diesel injectors in the frame of the European Union (EU) project Prevero [75]. The
setup was investigated at AVL List GmbH, Graz, Austria, and it is well documented
in the literature [36, 45, 56, 76]. A throttle with sharp corners (I–channel) was manu-
factured from a steel plate with thickness of 300 µm and two sapphire glasses enclosed
the domain sides to allow optical access to the flow. The channel is 993 µm long and
295 µm high. The working fluid was commercially available diesel fuel. The peculiarity
of this experiment is the usage of glass on the test section side, allowing to have a
visualization of the flow and of the instantaneous erosion rate. Figure 1.7 shows the
experimental test case [77]. The hydraulic system consisted of a tank, a high pressure
pump, a metal throttle and a cooling system to keep the temperature constant. In
order to avoid reflections of pressure waves generated by the vapor cavity collapse, the
pressure fluctuations were maintained below ±1 bar at both inlet and outlet. During
the experiments the following flow field characteristics were measured:
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Figure 1.7: Exploded view of the test chamber with the flow path (left), steel plate
with the throttle (middle), and schematic visualization of the throttle dimensions in
microns with the measurements locations (right). Figures reproduced from [76].
1. vapor cavity distribution (with light transmission measurements),
2. pressure and temperature fields (with interferometry),
3. velocity profiles at fixed geometrical positions (with laser induced fluorescence).
Large scale injectors are broadly used to study cavitation since on real size injectors
it is very difficult to accurately investigate the characteristics of the flow inside them.
Many different configurations were used over the years with different levels of geometry
simplification, for example see [71,78–81]. The common aspect among all of them is the
presence of a needle (moving or fixed) and one or more nozzles. The sudden reduction
of the available flowing area, causes an acceleration in the flow that brings the pressure
below the saturation pressure of the liquid. Cavitation appears then close to the nozzle
inlet, where usually a recirculating zone is formed. All these facilities are usually used
to study the vapor formation process, the interaction with the turbulent flow, and the
effect on fuel atomization.
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1.3 Problem context and gap from previous research
During the design process of new Diesel injectors, numerical simulations are employed
to investigate a wide range of different designs in order to select only the most promis-
ing for prototype manufacturing and testing. An optimization algorithm is sometimes
applied in combination with numerical simulations to select the optimum set of ge-
ometrical parameters describing the internal injector geometry for the best injector
performances. Although fast numerical models are beneficial in terms of number of
possible simulations that can be run with a fixed computational budget, the model
accuracy is of crucial importance for the prediction of complex flow phenomena related
to cavitation erosion. The target of this work is to bring scientific state–of–the–art
accurate models in a commercial software, thus allowing the engineers to obtain reli-
able cavitation erosion predictions. This brings to the designers the possibility to use
the same software to run coarse simulations to investigate a broad design space, as
well as to obtain highly resolved flow solutions and cavitation erosion predictions. A
further step can then be introduced during the design process before the prototype
testing, involving fine simulations of a fewer geometries. Since the same CFD commer-
cial software can provide both coarse and fine simulation methods, the step between
the two is seamless, i.e. only a mesh refinement and some solver settings changes are
needed. The major improvements in terms modeling capabilities implemented during
this work are the ability to flexibly define variable fluid properties, e.g. density and
viscosity changing with respect to temperature and pressure, and the record of peak
pressure values on the walls due to vapor cavity collapse events. These two aspects fill
the gap between state–of–the–art scientific solutions and previous software capabilities
that were limited to mostly constant fluid property definitions and a semi–empirical
cavitation erosion model.
In terms of scientific contribution, the numerical method presented in the next
sections allows for the first time to model slip velocity between the vapor and liquid
phase. Slip velocity results are then presented only from simulations, however future
experimental data are expected to be available for the validation of the model. Among
the results, the importance of correctly model fluid properties for the prediction of
cavitation erosion is shown. Future studies aiming to predict cavitation erosion with
commercial Diesel should consider this aspect. The measurement of fluid properties
during experimental campaigns is critical to be able to reproduce data with simulations
and numerical studies involving real–life applications should consider the large viscosity
variability in order to predict all possible flow fields appearing during the injectors
lifespan. Finally, the results in terms of variation of internal injector flow and spray
due to geometry deformations caused by cavitation erosion fill the knowledge gap on
how the performances of a real Diesel injector can be affected by cavitation erosion,
topic never presented till now.
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1.4 Literature review of validation cases
In this section, a literature review about experimental and numerical studies of the
validation cases presented in Section 3 is given.
1.4.1 Prevero I–channel
The experimental investigation of the I–channel configuration was presented in [82] for
a constant inlet pressure of 100 bar. Internal visualization of the cavity regions are pre-
sented at the operating conditions corresponding to the start of the cavitation and the
cavitation critical point, e.g. corresponding to the pressure difference at which the flow
starts to be chocked. A similar analysis was then conducted rising the inlet pressure up
to 300 bar in [76]. Velocity profiles were extracted in the wall proximity and compared
to experimental visualization, together with a comparison of the vapor region location
and extension. Later experimental studies were also able to visualize pressure waves
using exposure time of 4 ns linked with cavitation erosion phenomena [36]. Images of
the shear layer instabilities in correspondence to the channel inlet are also generated
from the experiments, showing the possibility of having cavitation inception along the
shear layer due to pressure fluctuations. In [56] the same test case has been utilized
to investigate cavitation erosion under different operation conditions, namely pressure
level, pressure drop and temperature. Experimental measurements of the incubation
time, as well as erosion locations, are presented. A 2–D inviscid density–based solver
was also applied to simulate the pressure waves pattern and the related pressure peak
values in order to predict cavitation erosion. Due to simplicity of the configuration,
various authors have been using this test case for the validation of numerical models.
A numerical approach based on the solution of 3–D RANS incompressible equations
using a polydispersed cavitation model has been validated in [83] using the I–channel
case within the EU project Prevero [75]. A cavitation erosion model was also included
in the validation. The same model was then also used in [84] to investigate the effect of
alternative diesel fuels on the flow and the erosion patterns resulting from the model.
The same case has also been adopted for the validation of a newly implemented cav-
itation model in an open source CFD code in [85]. The I–channel test case has been
adopted in [45] to prove the inability of RANS model to predict cavitation phenomena
compared to LES. The resolution of the most energetic structures contained in the
turbulent spectrum allowed to correctly model the unsteady flow dynamics. In [86] a
3–D density–based solver with the single–fluid approach in combination with LES, was
utilized on the same geometry and detected similar pressure peaks occurring during
bubble collapse. A similar solver was also used by Mihatsch et al. in [12]; a grid depen-
dency study of pressure waves intensity was performed and a scaling law was defined
to fit the pressure peaks rate to the one recorded during the experiments. In [38] the
pressure peak values on the walls were recorded during the simulation using a pressure–
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based solver with a single–fluid LES approach for both, the I–channel flow and a real
Diesel injector.
1.4.2 ECN spray A
The second test case investigated in this work is the spray A as defined by the Engine
Combustion Network (ECN) [87]. Five specimens of the same injector design were
analyzed both experimentally and numerically by a broad range of researchers in public
and private institutions, leading to a broad range of results [40, 88–91]. The design
consists of a single–hole injector, with nominal injection pressure of 1, 500 bar. A deep
experimental analysis provided measurements of the 3–D needle motion during the
injection and a highly resolved representation of the internal surfaces from a X–ray
tomography [88]. Even though both experimental and numerical analysis showed no
sign of cavitation in the nozzle during the injection, numerical detailed simulation of
the End Of Injection (EOI) showed that cavitation may still appear after the needle
closing due to the sudden flow blockage upstream of the sac that causes the pressure
to drop locally below saturation [90].
1.4.3 Eroded multi–hole Diesel injector
The effect of cavitation erosion in a Diesel injector is finally investigated. The consid-
ered injector represents a 9–hole configuration with an injection pressure of 2, 000 bar
and a main injection event duration of 2.4 ms. The injector is designed for marine en-
gines applications. Simulation results about the nominal design were presented in [92],
together with the longitudinal needle lift profile and a x–ray visualization of the internal
geometry deformed by cavitation erosion.
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1.5 Nondimensional numbers
The following nondimensional numbers can be used to characterize the flows examined
in Section 3. The cavitation number, CN , defined in Eq. 1.1, indicates the potential of
the flow to cavitate:
CN =
pin − pout
pout − psat '
pin − pout
pout
. (1.1)
Different pressure levels applied to the same geometry usually show inception cavitation
at the same cavitation number, CNI . Operation conditions corresponding to lower
values do not show a meaningful presence of vapor, while the vapor extension increases
for higher cavitation numbers [93]. The Reynolds number, Re, is defined as the ratio
of the inertial forces to the viscous forces in the flow, see Eq. 1.2:
Re =
ρUL
µ
. (1.2)
Equation 1.3 defines the Mach number, M. This nondimensional value measures the
compressibility of a flow by comparing the characteristic flow velocity with the speed
of sound:
M =
U
c
. (1.3)
A nondimensional number specific for injector flows is the discharge coefficient, CD, as
shown in Eq. 1.4. It represents the ratio between the actual mass flow rate and the ideal
one provided by the Bernoulli equation. Therefore it quantifies the losses compared to
the theoretical limit. Values closer to 1 indicate less losses and are thus desirable:
CD =
m˙
A
√
2ρ(pin − pout)
. (1.4)
In the above relations pin and pout indicate the inlet and outlet pressure respectively,
while psat is the saturation pressure. Furthermore ρ is the fluid density, U is the
flow velocity magnitude, L is the characteristic length scale of the flow, µ is the fluid
molecular viscosity, c is the fluid speed of sound, m˙ the mass flow rate and A the
cross–sectional area of flow constriction.
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1.6 Objective
The aim of the present work is to develop a numerical method to predict cavitation
erosion in Diesel injectors. The main objectives are summarized:
• Implement state–of–the–art numerical methods for cavitating flows in a commer-
cially available software.
• Include liquid compressibility models with both analytical formulations and tab-
ular data.
• Provide the validation of the compressibility models in 1D test cases against
analytical solutions.
• Validate the numerical model against experimental results of simplified geome-
tries.
• Analyze the effect of the diesel viscosity value range allowed by the European
norm on cavitation erosion appearance.
• Investigate the effect of cavitation erosion on the atomization process of industrial
relevant injector design.
1.7 Outline
A short outline of the following sections is given.
Section 2 introduces the computational method that is developed. The system
of equations and the closure models are described, together with the numerical dis-
cretization method. Section 3 present the results obtained with numerical simulations.
Validation is obtained on a simplified geometry, the I–channel case, which is used to
investigate the effect of the diesel viscosity. The injection dynamic effects on cavitation
is investigated in a single nozzle Diesel injector design, the ECN spray A case. A ma-
rine injector, the multi–hole Diesel injector, is then considered to analyze the effect of
erosion on the spray formation. Section 4 concludes on the main simulation findings,
and a future work overview is also given. Finally, in App. A, the results of three 1–D
multiphase test cases are presented: shock tube, expansion tube, and spherical bubble
collapse.
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Chapter 2
Computational Method
The used numerical method is presented in this section. Generally speaking, two main
categories of multiphase flows can be defined: dispersed and separated flows. A dis-
persed flow consists of continuous phases and dispersed phases. The latter is formed
by finite particles (e.g., bubbles in a cavitating flow) that are continuously distributed
in the continuous media. Separated flows, on the other hand, consist of two or more
phases flowing separately and interacting only on the interface [10]. Cavitating flows in
Diesel injectors can be usually defined as dispersed flows, while sub–critical sprays fall
under the separated flow category. Euler–Eulerian modeling approaches were mainly
developed considering the dispersed flow hypothesis, so that all the phases are treated
as continuous and they are assumed to interpenetrate each other. In this work, the solu-
tion of cavitating internal flows are obtained with the Euler–Eulerian multifluid model,
that is based on the solution of the Navier–Stokes equations for each phase separately;
the interaction between phases is also included in the model with transfer source terms
in the mass and momentum conservation equations. For sprays the most common is
the Euler–Lagrangian approach. They are treated as separated flows, in which the
path of the particles forming the dispersed phases is computed from the solution of the
equation of motion. Both methods, the Euler–Eulerian and the Euler–Lagrangian, are
implemented in the pressure based commercial solver AVL FIRE™.
2.1 Euler–Eulerian multifluid model
The following section presents the solution procedure of the multiphase Navier–Stokes
equations describing an isothermal compressible cavitating flow. Although the model
can support an arbitrary number of phases, in this work only the three phases existing in
Diesel injection flows are included: liquid fuel, fuel vapor and ambient gas. Following
the multifluid approach, a unique pressure is computed for all phases and separate
velocity fields are solved for each of them. Results presented in section 3.1 show that
the slip velocity between vapor and liquid in cavitating flows can be ignored when
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compared with the main flow velocity [94]. In order to simplify the proposed model,
the results in section 3.2 and 3.3 are then obtained computing a common velocity field
for the liquid–vapor mixture.
The equations are solved iteratively with a pressure–based solver using the Semi–
Implicit Method for Pressure–Linked Equations (SIMPLE) algorithm [95]. Temper-
ature is kept constant in the entire domain, and the energy conservation equation
solution is ignored. The iteration loop includes first the solution of the continuity
equations to compute the volume fraction, αk, of each phase.
1 The sets of momentum
conservation equations are then solved. Finally, the common pressure, p, is calculated
with the pressure correction step and the phase densities, ρk, and phase velocities, vk,
are updated.
2.1.1 Mass conservation
Equation 2.1 shows the mass conservation differential formulation for the generic phase
k:
∂αkρk
∂t
+∇ · αkρkvk = Γk. (2.1)
In order to include mass transfer phenomena, e.g. cavitation, a mass transfer rate,
Γk, appears on the right side of the equation as source term. To achieve overall mass
conservation, the sum of mass transfer rates over all phases must be zero (
∑
k Γk = 0).
2.1.1.1 Volume fraction equation
Considering the mass conservation equations and fixing the density, ρ∗k, and velocity, v
∗
k,
from the previous iteration step 2, the volume fraction field of each phase is computed
from Eq. 2.2:
∂αkρ
∗
k
∂t
+∇ · αkρ∗kv∗k = Γ ∗k . (2.2)
Since the solution of the volume fraction equations are neither linked nor bounded,
the compatibility condition (
∑
k αk = 1) may be a priori not satisfied. The volume
fractions are then scaled as shown in Eq. 2.3:
αk =
α∗k∑
k α
∗
k
. (2.3)
2.1.1.2 Cavitation model
Cavitation phenomena are included in the continuity equations as a mass transfer be-
tween the liquid and vapor phases. In the current approach, a model based on monodis-
1The subscript k is used to indicate a quantity related to a generic phase: l is used for the liquid
phase, v is used for the vapor phase, and g is used for the gas phase.
2The superscript ∗ indicates that the quantity is supposed to be fixed when solving the current
equation.
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persed bubbly flow assumptions is used, in combination with a simplified version of the
Rayleigh–Plesset equation for the single bubble dynamics [18]. Evaporation and con-
densation rates are assumed to be caused by the expansion or contraction of a certain
number of identical vapor bubbles in each cell. The model is based on the homogeneous
mixture assumption of vapor bubbles much smaller than the cell size. The vapor–liquid
interface of each bubble is not resolved and the vapor distribution is described only by
the volume fraction. Compared to interface tracking methods, for which each bubble
is resolved, this assumption allows to reduce significantly the resolution requirements
and, thus, the computational time. Furthermore, approaches based on the thermo-
dynamic equilibrium hypothesis do not require any bubble modeling assumptions and
are expected to have similar computational times to the present approach, however
they do not allow the modeling of metastable conditions [72]. To support the current
choice we need to refer that, even though the assumption that the cell size is larger
than the bubble size is not valid in large vapor structures [45], recent studies showed
that homogeneous mixture models with very high mass transfer rates converge to the
thermodynamic equilibrium model [96]. With a sufficiently high number of bubbles,
the thermodynamic states do not deviate excessively from the thermodynamic equi-
librium but still allowing metastable conditions. The bubble number density can then
be considered as a scaling factor for the relaxation time required for phase change:
a higher number density leads to smaller bubbles that reacts faster to local pressure
changes. Non–equilibrium models can be tuned to operate at any condition between
non–reacting fluid and instantaneous phase equilibrium. The mass transfer rate can be
obtained by summing the contribution of N identical bubbles to the evaporation and
condensation rates as presented in Eq. 2.4:
Γv = −Γl = N ρv 4piR2 R˙ = ρv(3αv)2/3(4piN)1/3R˙, (2.4)
where N is the vapor bubble number density, R is the average bubble radius, and R˙
is the rate of change of the average bubble radius. The right hand side of Eq. 2.4 is
obtained by replacing R with the derivation shown in Eq. 2.5:
αv = N
4
3
piR3 → R =
(
3
4
αv
piN
)1/3
. (2.5)
Following the Original AVL FIRE™ linear cavitation model [77], the number density,
N, is calculated according to an empirical function, formed by a constant part and a
diminishing linear ramp, see Eq. 2.6:
N =
{
N0 if αd ≤ 0.5,
2(N0 − 1)(1− αd) + 1 if αd > 0.5,
(2.6)
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with N0 representing the initial nuclei number density. This formula is used to model
coalescence effects: as soon as the vapor volume fraction is greater the 0.5 the bubbles
start to merge. The rate of change of the bubble radius is instead derived from the
Rayleigh–Plesset equation for the dynamics of a single bubble [19,20] ignoring thermal,
gas content, viscosity, and surface tension effects. The bubble radius second–order time
derivative term is also ignored. The expression for R˙ is then given by Eq. 2.7:
R˙ = ±
√
2
3
|psat − p|
ρl
with
{
+ if p ≤ psat,
− if p > psat.
(2.7)
Pressures below the saturation pressure, psat, cause the bubble to expand and thus
the liquid phase to evaporate. In this cavitation model, the only tuning parameter
is the initial nuclei number density N0. This parameter represents the number of va-
por nuclei pre–existing in the liquid flow, and strongly affects the mass transfer rate
with which the flow reacts to changes in thermodynamic states across the saturation
curve. An infinitely big bubble number density leads to infinite mass transfer rates, and
thus corresponds to thermodynamic equilibrium conditions. In the opposite case, the
presence of a few big bubbles causes slow mass transfer flow rates and long relaxation
times. Figure 2.1 shows the hysteresis of the thermodynamic paths in the p–V and ρ–p
diagrams for a finite rate mass transfer model. The higher the mass transfer rate, the
closer is the model to the thermodynamic equilibrium (immediate jump between liquid
and vapor at the saturation pressure). It is also evident that low evaporation rates lead
to unstable states, with imaginary speed of sound caused by the negative ∂ρ/∂p deriva-
tive. Previous studies showed that too small mass transfer rates can lead to physically
impossible thermodynamic states; for example, vapor still existing for pressures above
100 bar [71]. Furthermore, having a fast mass transfer has two beneficial effects on
the evaporation and condensation phenomena in numerical simulations: reduction of
negative pressure (for pressure–based solvers), and increase of the maximum pressure
peaks recorded during the cavity collapse. In pressure–based solvers, absolute negative
pressures can appear during the numerical solution of the pressure correction equa-
tion [38]. Even though liquids can sustain a certain tension, in the case of fast pressure
drops very low values are far from the actual thermodynamic state. Since liquids evap-
orate when the saturation conditions are crossed, the cavitation model should produce
enough vapor to compensate the negative pressure. The vapor formation allows the
fluid to expand, strongly changing its compressibility characteristics and recovering the
pressures for saturation conditions. Since the existence of vapor is limited to a small
range of pressures between zero and a bit above the saturation pressure, the mass
transfer rate should be able to transform the vapor back into liquid before too high
pressures are reached. In cavitation erosion cases, pressure waves are created during
the cavity collapse and impact on the nearby walls, which can lead to material dam-
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Figure 2.1: Cavitation model thermodynamic paths representation in the p–V (left)
and ρ–p (right) diagrams with incompressible vapor. The Van der Waals EOS across
phase change (continuous black line), the modeled evaporation (red dashed line), the
condensation (blue dashed line) processes and the equilibrium line between liquid and
vapor states (dotted black line).
age [97]. Fast condensation rates can predict such high pressures at the end phase of
cavity collapse [98]; simulations with compressible liquids can predict pressure wave
propagation patterns. These maximum pressure peaks can then be recorded on the
surfaces and associated with erosion risk. For these reasons, in the numerical studies
presented in this thesis a purposely high value of 1 µm-3 (= 10−18 m-3) was selected as
default value for the initial nuclei number density.
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2.1.1.3 Mixture compressibility
A continuity equation is obtained by combining the mass conservation equations of all
phases as shown in Eq. 2.8:
∑
k
1
ρk
{
∂αkρk
∂t
+∇ · αkρkvk − Γk
}
= 0. (2.8)
It is important to notice that because of the division by the phase density, ρk, the term
Γk is not elided, but is a volumetric source when phase change occurs and strongly
affects the mixture compressibility. A novel approach to derive the speed of sound of a
condensable/evaporable mixture from the mass conservation equations is hereby pre-
sented. For this purpose, the field variable variations along the streamlines (Lagrangian
flow treatment) are used and no slip velocity between the phases is considered, assuming
then a single velocity field, v . Equation 2.8 is compared to the corresponding continu-
ity equation for the mixture and rearranged considering the Lagrangian derivatives in
Eq. 2.93:
1
ρm
{
∂ρm
∂t
+∇ · ρmv
}
=
∑
k
1
ρk
{
∂αkρk
∂t
+∇ · αkρkv − Γk
}
1
ρm
{
Dρm
Dt
+ ρm∇ · v
}
=
∑
k
1
ρk
{
Dαkρk
Dt
+ αkρk∇ · v − Γk
}
1
ρm
Dρm
Dt
+∇ · v =
∑
k
1
ρk
{
αk
Dρk
Dt
+ ρk
Dαk
Dt
− Γk
}
+∇ · v
1
ρm
Dρm
Dt
=
∑
k
1
ρk
{
αk
Dρk
Dt
− Γk
}
,
(2.9)
with the sum of volume fractions imposed to be 1 by the compatibility condition. Con-
sidering that the speed of sound definition dρ = dp/c2 can be applied to either partial
derivatives and Lagrangian derivatives (i.e. the relation between small changes in pres-
sure and density is the same when considered in a fixed point or along a streamline),
the last relation obtained in Eq. 2.9 is elaborated in order to extract the pressure
Lagrangian derivative from both sides in Eq. 2.10:
1
ρmc2m
Dp
Dt
=
∑
k
1
ρk
αk
Dρk
Dp
Dp
Dt
−
∑
k
1
ρk
Γk
=
∑
k
{
αk
ρk
1
c2k
− Γk
ρk
(
Dp
Dt
)−1} Dp
Dt
.
(2.10)
3The subscript m indicates a quantity computed for the mixture.
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The speed of sound of a condensable/evaporable mixture can then be extracted from
Eq. 2.10, as shown in Eq. 2.11:
1
ρmc2m
=
∑
k
{
αk
ρkc
2
k
− Γk
ρk
(
Dp
Dt
)−1}
'
∑
k
{
αk
ρkc
2
k
− 1
ρk
δmk
δt
δt
δp
}
'
∑
k
αk
ρkc
2
k︸ ︷︷ ︸
Wood’s speed of sound
−
∑
k
1
ρk
δmk
δp︸ ︷︷ ︸
mass transfer term
,
(2.11)
with δmk indicating the discrete specific mass transfer (in kg/m
3) computed as time
integral of the mass transfer rate Γk (' δmk/δt) along a streamline, and δp the corre-
sponding pressure discrete difference. Two terms appear in the derivation: the speed
of sound for a non–condensable/evaporable mixture as from Wood’s formula [99], and
the mass transfer related term [6]. It has been shown that the second term is usually
the dominant part for the speed of sound of a reacting mixture [6]; for sufficiently high
mass transfer rates and considering that ρv  ρl, Eq. 2.11 for a reacting l–v mixture
can then be reduced to Eq. 2.12:
1
ρmc2m
≈ 1
ρv
δml
δp
. (2.12)
Since the mixture speed of sound close to the saturation region is mainly driven by the
mass transfer rate, the vapor phase compressibility may be disregarded. Consequently,
neglecting the variation of vapor density below the saturation pressure, reduces the
complexity of the model, but does not lead to a loss of accuracy. Oppositely, taking into
account the liquid compressibility is mandatory for resolving pressure wave propagation
in pure liquid regions.
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2.1.1.4 Pressure correction equation
In the SIMPLE method, a pressure correction equation is derived from Eq. 2.8 to
compute the pressure shared among all phases. Considering αk as known during the
numerical iteration step, the starting equation appears, as shown in Eq. 2.13:
∑
k
1
ρk
{
∂α∗kρk
∂t
+∇ · α∗kρkvk − Γk
}
= 0. (2.13)
Exploiting the predictor–corrector approach, the continuity equation in the predictor
step (Eq. 2.14) is usually not satisfied, and a mass balancing error ε∗M is then computed:∑
k
1
ρ∗k
{
∂α∗kρ
∗
k
∂t
+∇ · α∗kρ∗kv∗k − Γ ∗k
}
= ε∗M . (2.14)
By subtracting the satisfied continuity equation with the predicted one (Eq. 2.13 minus
Eq. 2.14), the pressure correction equation is derived as shown by Eq. 2.15:
∑
k
1
ρ∗k
{
∂α∗kρ
′
k
∂t
+∇ · [α∗kρ∗kv ′k + α∗kρ′kv∗k]− Γ ′k} = −ε∗M , (2.15)
with no correction applied on the volume fraction, whose values are only updated at
the next iteration cycle, and with the correction terms defined as in Eq. 2.16:
ρ′k = ρk − ρ∗k
Γ ′k = Γk − Γ ∗k
v ′k = vk − v∗k.
(2.16)
In order to solve the pressure correction equation, all the correction terms must be
reformulated as function of the pressure correction value p′. The density correction
terms can be related to the pressure considering the speed of sound of the phase specific
EOS. The partial derivative of density with respect to the pressure is then computed
as shown in Eq. 2.17:
ρ′k '
(
∂ρ
∂p
)
k
p′ =
1
c2k
p′. (2.17)
The mass transfer correction term is also included in the equation. This term computes
the effect of pressure variations on the mass transfer. For the cavitation model presented
in Eq. 2.4, this value is derived analytically as shown in Eq. 2.18:
Γ ′k '
∂Γk
∂p
p′ = ±1
2
∣∣∣∣ Γ ∗kpsat − p
∣∣∣∣ p′ with
{
+ for liquid,
− for vapor.
(2.18)
Pressure and velocity are coupled using the momentum equation. The influence of the
local pressure gradient on the velocity fields can be extracted from the discretized form
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of the momentum conservation equation shown in Eq. 2.19:
apvkp =
∑
j
a jvkj − Vpα∗kp∇pp + Vpsp, (2.19)
being ap the vector of central coefficients for the discretized linear system representing
the momentum conservation equation, and Vp the cell volume. On the right–hand–side
of the equation, the first term includes the matrix coefficients, a j , of the neighboring
cells multiplied by their velocity, vkj . The second term is the pressure gradient, and
the last term is the remaining source terms, sp. Following the SIMPLE algorithm
approximation [95], the correction terms of the neighboring cells velocities, v ′kj , and of
the source, s ′p, are neglected and the velocity correction due to changes in pressure is
approximated, as described in Eq. 2.20:
v ′k ' −
Vp
ap
α∗k (∇p−∇p∗) = −
Vp
ap
α∗k∇p′. (2.20)
In the finite volume method, the integral operation on the cell volume is then applied to
Equation 2.15, and the cell face center value of the velocity correction can be obtained
using the Rhie–Chow interpolation [100]. Finally, a linear system can be solved for p′
and the corrector step can be applied to the pressure and velocity fields, as shown in
Eq. 2.21:
p = p∗ + p′
vk = v
∗
k + v
′
k = v
∗
k −
Vp
ap
α∗k∇p′.
(2.21)
2.1.2 Momentum conservation
One momentum conservation equation is solved for each phase separately. The equation
for a generic phase k is shown in Eq. 2.22 4:
∂αkρkvk
∂t
+∇ · αkρkvkvTk = −αk∇p+∇ · αk(T k +T sgsk ) + f k + v iΓk. (2.22)
The shear stress tensor, T k, of Eq. 2.22 is computed considering Newtonian fluids, for
which a linear relationship exist between shear stress and strain rate. The constitutive
law for the shear stress tensor generic component, Tk,ij , of a Newtonian fluid is then
4The superscript T indicates the transpose of a vector or a matrix, so that vTk is a horizontal vector,
being vk considered vertical.
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expressed in Eq. 2.23:
Tk,ij = µk
(
∂vk,i
∂xj
+
∂vk,j
∂xi
)
+ λk
∂vk,l
∂xk,l
δij
= 2µk
[
1
2
(
∂vk,i
∂xj
+
∂vk,j
∂xi
)
− 1
3
∂vk,l
∂xk,l
δij
]
= 2µkSk,ij ,
(2.23)
with µk the shear viscosity (also referred as dynamic viscosity), λk the volume viscosity
(following Stokes hypothesis approximated as λk ' −2/3µk ), Sk,ij the traceless strain
rate tensor generic component (with shear but not expansion), and δij the delta of
Kronecker (if i = j equal 1; else equal 0). Even though some authors claim that since
cavitation is mainly an inertia driven phenomenon, inviscid equations are sufficient to
obtain a correct model [12], in the case of injector flows, very small flow passage gaps ex-
ist (e.g. at almost close needle times) along which viscous losses can be non–negligible.
Furthermore, recent studies showed that a viscous boundary layer can drastically change
the dynamic of a single bubble collapse attached to a wall [101]. T sgsk in Eq. 2.22 is
the sub–grid–scale (SGS) shear stress tensor, f k is the inter–phase momentum trans-
fer vector, and v i is the velocity at the interface between the phases. The term v iΓk
represents the momentum carried by the mass that is transferred between phases due
to evaporation and condensation phenomena. The momentum transfer term, f k, and
the turbulence modeling for T sgsk will provide the closure models to the equation. The
tensor T sgsk encloses the effect of the turbulence on the momentum conservation equa-
tion. Depending on the numerical approach, it can be modeled in different ways, and
it represents different physical phenomena. For the RANS equations, it is known as
Reynolds stress tensor and represents the momentum transfer due to all the turbulent
fluctuations. For the LES it is called subgrid stress tensor or residual stress tensor and
it serves to model only the effect of eddies smaller than the filter size. The weight of the
term of the LES is relatively lower compared to the one for RANS simulations [102].
2.1.2.1 Momentum transfer models
Interfacial momentum exchanges are modeled considering the relative velocity between
continuous and dispersed phases: v r = vd − v c. E.g., inside a fuel injector, the vapor
phase, appearing in the form of bubbles, is considered as dispersed phase in the liquid
continuous phase. In the spray region, which is outside the fuel injector nozzle where
the liquid disintegration occurs, the liquid droplets are treated as the dispersed phase
in the gaseous continuous phase. Two different models are then defined depending on
the couples of phases taken into consideration: the cavitation drag model (resulting in
f lv) and the gas–liquid momentum exchange model (resulting in f gl).
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Cavitation drag model
The relative velocity between the vapor bubbles and the surrounding liquid causes
a pressure distribution on the bubble surface, whose integral is a force opponent to
the relative motion. A momentum term, f lv, is then transferred from the liquid to the
vapor phase, appearing then with the positive sign in the liquid momentum conservation
equation and negative in the one of the vapor. Taken advantage of the monodispersed
vapor bubbles distribution hypothesis treated in Sec. 2.1.2.1, the contribution of each
vapor bubble is considered during the derivation of the momentum transfer term, as
shown in Eq. 2.24:
f lv = −f vl = NpiR2
1
2
ρc|v r|v rCD,lv =
(
9
16
piNα2d
)1/3 1
2
ρc|v r|v rCD,lv (2.24)
with R being replaced as shown in Eq. 2.5. The vapor bubbles number density is
taken consistently from the cavitation model, see Eq. 2.6. The drag coefficient, CD,lv,
is correlated with the vapor bubble Reynolds number, Reb = ρl|v r|2R/µl, as shown in
Eq. 2.25 [103]:
CD,lv =

192
Reb
(
1 + 0.1 · Re0.75b
)
, if Reb ≤ 1, 000,
0.438, if Reb > 1, 000.
(2.25)
Gas–liquid drag model
In the spray region, a high–speed liquid jet enters an almost steady gas. The
liquid droplets tend to accelerate the surrounding gas, and the interfacial momentum
exchange between the liquid and gas, f gl, is modeled from the drag force acting on the
fuel droplets. The momentum transfer term can be computed as shown in Eq. 2.26:
f gl = −f lg =
3
2
αl
Dl
1
2
ρg|v r|v rCD,gl (2.26)
where Dl is the droplet average diameter, set as 0.1 mm in the presented simulations. In
this model the drag coefficient, CD,gl, depends on the flow regime around the droplets
and is a function of the droplet Reynolds number, Rel = ρg|v r|Dl/µg. The Schiller–
Naumann drag model [104] provides an analytical expression for CD,gl as shown in
Eq. 2.27:
CD,gl =

24
Rel
(
1 + 0.15Re0.687l
)
, if Rel ≤ 1, 000,
0.438, if Rel > 1, 000.
(2.27)
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2.1.2.2 Turbulence modeling
Turbulence modeling is often required for cavitating flows. Reynolds numbers are
usually high enough for the flow to become turbulent. The LES approach is preferred
against RANS methods in order to resolve the turbulent structures appearing in the flow
that are strictly related with cavitation [45]. The turbulence modeling approaches of
single phase flows are usually applied to multiphase problems. In the presented method,
the turbulence is modeled for the phase mixture, and the resulting eddy viscosity, µsgs,
is applied to each momentum conservation equation separately. The mixture mass and
momentum conservation equations are presented in Eq. 2.28:
∂ρm
∂t
+∇ · ρmvm = 0,
∂ρmvm
∂t
+∇ · ρmvmvTm = −∇ · p+∇ · (Tm +T sgsm ),
(2.28)
being the mixture density obtained by weighting the phase densities with the volume
fraction, while the mixture velocity is computed from the sum of momentum values
over all phases divided by the mixture density as shown in Eq. 2.29:
ρm =
∑
k
αkρk,
vm =
1
ρm
∑
k
αkρkvk.
(2.29)
Since all the equations in the next section are referred to the mixture, the subscript m
is omitted from the variables.
LES
The LES approach is based on filtering of the transport equations. This means
that the flow solution contains the turbulent fluctuations related to the bigger flow
scales, while it models the part of the turbulent spectrum with characteristic dimensions
smaller than the applied filter size. Since, in a turbulent flow, only the small structures
at the end of the energy cascade are dissipative, the sub–filter model should be modeled
as dissipation term on the resolved flow. It was shown that with a proper weighting of
the main flow variables, by volume fraction or density, the multifluid model conservation
equations for weighted filtered variables read as for the non–filtered ones [105]. This
change of variable avoids subgrid terms arising in the continuity equation [106], however
this has also important consequences about the results interpretation: density weighted
velocity was shown more adapted for comparison with hot wire anenometry data, but
less with laser doppler anenometry and particle image velocimetry [107]. Specifically
to the mixture conservation equations, the Favre density weighted filtering operation is
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conveniently applied for compressible flows to the velocity vector, as defined in Eq. 2.30:
v˜ =
ρv
ρ
, (2.30)
where denotes the filtering operation, while ˜ refers to the Favre operation. The influ-
ence of the unclosed term ∇·
(
T − T˜
)
arising from the difference between the filtered
velocities and the substitution with the Favre variable in the strain rate were computed
using a priori tests in [108,109]. They compared the amplitude of the terms associated
with the resolved and subgrid scales; their weight was found small and, in practice,
they are neglected by every author [106]. The residual term related to the convective
fluxes of the filtered momentum conservation equation is instead included within the
SGS tensor definition. Since the LES modeling process consists on approximating the
coupling terms on information contained only in the resolved scales, the SGS term is
modeled starting from the Boussinesq hypothesis, as described in Eq. 2.31:
T sgsij = −ρ (v˜ivj − v˜iv˜j) ' µsgs
(
∂v˜i
∂xj
+
∂v˜j
∂xi
)
− 2
3
µsgs
∂v˜l
∂xl
δij +
1
3
T sgsmmδij
' 2µsgs
[
1
2
(
∂v˜i
∂xj
+
∂v˜j
∂xi
)
− 1
3
∂v˜l
∂xl
δij
]
+
1
3
T sgsmmδij
' 2µsgsS˜ij︸ ︷︷ ︸
anisotropic part
+
1
3
T sgsmmδij︸ ︷︷ ︸
isotropic part
.
(2.31)
The SGS tensor is divided in an anisotropic (also known as traceless tensor) and an
isotropic part. In compressible flows the isotropic part cannot be included in the mod-
ified filtered pressure, but has to be modeled separately. In [110] it was demonstrated
that there is no difference in the results, if T sgsmmδij is neglected, and even a better
agreement with Direct Numerical Simulations (DNS) was found in [111]. This hypoth-
esis can be further supported by the argument that mainly large scales are effected by
compressibility, while subgrid scales can usually be considered incompressible [106]. In
analogy with the mixing length hypothesis, the Smagorinsky model [112] relates the
eddy viscosity with the characteristic size and velocity of the SGS, as shown in Eq. 2.32:
µsgs = ρ (CS∆)
2 ||S˜ ||F , (2.32)
in which the Smagorinsky coefficient CS depends on the flow regime, ∆ is the filter
dimension and it depends on the local cell volume (∆ = V 1/3), and ||S˜ ||F is the
Frobenius norm of the filtered strain rate tensor, defined as ||S˜ ||F =
(
2S˜ijS˜ij
)1/2
. The
alternative model used in the present study is called the Coherent Structure Model
(CSM) [113]. It uses the local coefficient CCSM to compute the eddy viscosity, as
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described in Eq. 2.33:
µsgs = ρCCSM∆
2 ||S˜ ||F = ρ
{
1
22
|FCS |3/2(1− FCS)
}
∆2 ||S˜ ||F . (2.33)
The coherent structure function, FCS , plays the role of wall damping and it is defined
as the second invariant of the velocity gradient tensor, Q, normalized by the magnitude
of the velocity gradient tensor E, thus FCS = Q/E. The definition for Q and E are
presented in Eq. 2.34:
Q = −1
2
∂v˜j
∂xi
∂v˜i
∂xj
E =
1
2
(
∂v˜j
∂xi
)2
.
(2.34)
The resulting coefficient is always in the range of 0 < CCSM < 0.05, corresponding to
assume the Smagorinsky coefficient 0 < CS =
√
CCSM < 0.22. The main advantages
of this model are:
• no damping near wall damping function needed,
• no additional transport equations are required,
• suitable to laminar flows,
• no time averaging (adequate for transient flows).
Along with the analytical filter that was presented, two additional filter classes must
be considered. One is inherently related with the computational grid, for which char-
acteristic frequencies higher than the Nquist frequency cannot be solved [106]. The
second depends on the used numerical scheme, that introduces an error that modifies
the computed solution. In the presented SGS stress tensor modeling approach, the
analytical filter is associated directly with the grid resolution intrinsic filter.
LES mesh requirements
It’s important to mention that since the LES approach aims to resolve the inertial
subrange of the turbulent energy cascade up to the dissipative scales, the mesh res-
olution should be fine enough to leave to the sub–grid–scale modeling only the small
turbulent structures that satisfy the isotropic hypothesis. The characteristic cell size
should then be in the order of the Taylor length scale of the flow [114] or, as alternative
estimation, ten times the flow characteristic Kolmogorov length scale [115]. For a wall–
resolved LES, the numerical grid must undergo to a further special treatment in the
near–wall region: the first cell layer close to the wall should be within y+ = y/`τ < 1,
and six to ten layers should exist within y+ < 10 [116].
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2.2 Numerical solution procedure
2.2.1 Integral form of conservation equations
The Navier–Stokes equations (Eq. 2.1 and 2.22) can be integrated over an arbitrary
control volume V as shown in Eq. 2.35:∫
V
∂αkρk
∂t
dV +
∫
V
∇ · αkρkvk dV =
∫
V
Γk dV∫
V
∂αkρkvk
∂t
dV +
∫
V
∇ · αkρkvkvTk dV =∫
V
−αk∇p dV +
∫
V
∇ · αk(T k +T sgsk ) dV +
∫
V
f k dV +
∫
V
v iΓk dV.
(2.35)
After applying the Gauss theorem, they can be rearranged as in Eq. 2.36:∫
V
∂αkρk
∂t
dV +
∫
A
αkρkvk · n dA =
∫
V
Γk dV∫
V
∂αkρkvk
∂t
dV +
∫
A
αkρkvk(v
T
k · n) dA =∫
A
−αkpn dA+
∫
A
αk(T k +T
sgs
k ) · n dA+
∫
V
f k dV +
∫
V
v iΓk dV,
(2.36)
being A the surface of the control volume and n the unit normal vector on A, pointing
out of the control volume.
2.2.2 Finite volume approximation
The AVL FIRE™ solver employs the finite volume discretization method. It is based on
integral conservation statements applied to a general control volume, thus it preserves
the conservation properties inherent to the conservation equations. The physical do-
main has to be divided into non–overlapping cells which constitute a numerical grid.
All dependent variables are stored at the geometric center of the control volumes and,
at the boundaries, they are defined at the center of the boundary faces. For their
evaluation in other locations, a linear variation in space is assumed. The midpoint rule
approximation is applied to both volume and surface integrals: the volume integrals are
approximated with the control volume value, and surface integrals are approximated
using the values of integrands at the geometric center of the face. Because of the sec-
ond order accuracy of linear variations in space and the use of single–point quadrature,
the described discretization method is formally second order accurate in space. The
method can however be relaxed to improve the convergence behavior of the solution or
its boundedness [30]. The set of integral equations is then rewritten considering the cell
center values (indicated with p) and face center values (referred with j) as presented
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in Eq. 2.37:
∂αk,pρk,p
∂t
Vp +
∑
j
αk,jρk,jvk,j · n jAj = Γk,pVp
∂αk,pρk,pvk,p
∂t
Vp +
∑
j
αk,jρk,jvk,j(v
T
k,j · n j)Aj =∑
j
−αk,jpj n jAj +
∑
j
αk,j(T k,j +T
sgs
k,j ) · n jAj + f k,pVp + v i,pΓk,pVp.
(2.37)
2.2.3 Spatial discretization
Cell face center values, required to solve Eq. 2.37, can be evaluated by interpolating
cell center values with a proper differencing scheme. The choice of the differencing
scheme strongly affects the solution behavior, thus the properties of a scheme (accuracy,
conservativeness, convective stability and boundness) are of crucial importance [117,
118]. Equation 2.38 show the general differencing scheme formulation for the generic
variable φ:
φj = fjφp + (1− fj)φpj , (2.38)
computed by weighting the neighboring cell values with the interpolation factor fj .
The second order accurate central differencing scheme (CDS) can be obtained via lin-
ear interpolation of the values between the two neighboring cells and results in the
interpolation factor shown in Eq. 2.39:
fjCDS =
dpj
dp + dpj
, (2.39)
being dp and dpj the distances between the face center and the cell centers of the
two neighboring cells. Since the CDS can lead to oscillations in the solution, the
interpolation factor of the first order up–wind (UW) scheme is also defined in Eq. 2.40:
fjUW =
{
1, v j · n j ≥ 0,
0, v j · n j < 0.
(2.40)
A blending factor between 0 and 1 can then be used to blend the CDS value with
some UW contribution. This introduces some numerical diffusion that should improve
the boundness of the solution [118]. High–order upwind differencing schemes can be
also used as alternative to the blending procedure. A wide range of schemes has been
proposed [118, 119], and in this work the Roe’s minmod (MM) scheme [120] has been
implemented and used for the pressure correction equation. The main idea is to con-
sider a linear variation of the variable within the computational cell whose gradient
depends on the current solution. In the MM scheme the space derivative is taken as
0 (thus constant variable field) when the derivatives computed in the cells at the two
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sides of the face are discordant, while it considers the smallest one between the two
when concordant. The face value is then reconstructed from the cell center value and
the computed space derivative. The MM scheme satisfies the total variation diagram
constraints, meaning that the sum of value differences does not increase during the solu-
tion evolution due to the numerical scheme. We refer to [120] for a complete derivation
and discussion of the MM numerical scheme and its aspects.
The interaction between SGS dissipation and the contribution of the numerical dis-
cretization presented by other authors, for example see [121,122], is briefly investigated
in this work. A test was done comparing simulation results obtained using the pure
CDS and using the CDS with 4% blending UW for the spatial discretization of the mo-
mentum conservation equation. Results show that even though the average flow does
not change significantly, smaller turbulent structures are resolved when the numerical
diffusion is reduced by use of the pure CDS, as visible in Fig. 2.2. A better resolved
turbulence spectrum towards the high–frequency range leads to a higher magnitude of
the strain rate tensor, and thus a larger SGS viscosity predicted by the LES model (see
Eq. 2.33). The more detailed turbulent flow solution is then partially balanced by a lo-
cal increase of the SGS viscosity that damps the newly resolved fluctuations. The CDS
with a 4% blending UW is used in the following analyses for the spatial discretization of
the momentum conservation equation since it was found as best compromise between
accuracy and the simulation stability requirements, especially in highly deformed cells.
Figure 2.2: Instantaneous velocity field comparison between pure CDS (left) and CDS
with 4% blending UW (right). The injector presented in Sec. 3.3 is used.
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2.2.4 Time integration
In order to advance the solution in time, an unconditionally stable implicit scheme
is adopted [30]. The second order accurate three level scheme assumes a quadratic
variation across three time levels: the new, tn, and two previous one, tn−1 and tn−2.
For equidistant time steps, the time derivatives appearing in Eq. 2.37 can then be
approximated as shown in Eq. 2.41:(
∂φ
∂t
)n
=
3φn − 4φn−1 + φn−2
tn − tn−2 . (2.41)
2.2.5 Solving algorithm
The convergence of the system of equations is obtained with the SIMPLE algorithm. In
this segregated approach each equation is decoupled by treating the other variables as
known. This requires a much smaller storage requirement compared to the simultaneous
approach, for which a single system gathers all equations. For the solution of the linear
equations systems, a conjugate gradient type of solver and algebraic multi–grid are
used [30]. The iterative SIMPLE procedure is:
1. compute density and fluid properties,
2. solve volume fraction equation for each phase,
3. fulfill compatibility condition,
4. solve velocity components for all phases,
5. solve joint pressure correction equation,
6. correct pressure and velocities.
The default convergence criterion of the absolute value of the normalized residuals for
continuity, momentum, and volume fraction equations was set to 10−4. For the cases
involving moving meshes with higher aspect ratio cells presented in Sec. 3.2 and 3.3,
the convergence criterion was reduced to 10−3.
Among the main benefits of using a semi–implicit pressure based solver are the
Mach–number inherent consistency (pressure based solvers can work at any Mach num-
ber) and the flexibility in the time step selection (no stability limitation is applied).
2.3 Cavitation erosion
Pressure peaks above the inlet total pressure can be generated due to the collapse of
vapor cavities. The sudden evaporation process leads to energy concentration at the
center of the collapse and, consequently, pressure waves propagating radially in the
system. The requirements to model these physical aspects are a sufficiently high con-
densation rate, in order to reproduce the fast collapse dynamics, and a compressible
treatment of the liquid phase to correctly model pressure waves propagation in pure
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liquid regions. The impact and reflections of these pressure waves on the nearby sur-
faces is considered the main cause of cavitation erosion [74]. In order to predict the
cavitation erosion risk, the maximum peak pressure values are then recorded on the
wall surfaces. This allows to visualize the possible erosion locations at negligible mem-
ory and computational requirements, with the only side effect being the disability to
distinguish overlapping collapses. In contrast to empirical approaches, that require the
introduction of further model hypotheses whose validity may depend on the specific
problem conditions and on the selection of additional tuning parameters, the recording
of pressure peaks on the wall due to the collapse of vapor cavities does not need the
introduction of any further hypothesis or tuning parameter. The results are then de-
pendent only on the flow model, and their accuracy increases with greater resolution
and a more accurate physics description.
2.4 Lagrangian spray model
For exchange of the data from the internal nozzle flow to the spray simulation, an ASCII
file can be written during injector flow simulations, which contains all the necessary
instantaneous flow variables at the nozzle outlet as presented in [123]. This nozzle file
contains the time–dependent values of local flow data (velocity components, turbulent
kinetic energy and dissipation rate, volume fraction and density) on each orifice face
from which the nozzle outlet is composed in the injector mesh [123]. This approach
allows one–way coupling of two simulations that are using two very distinct numerical
methods in a simple manner while maintaining time dependency between the two.
Because of the very different space and time resolution, the computational cost of the
spray simulations can be 2 orders of magnitude cheaper compared with LES of the
internal injector [124].
Spray simulations can use an Eulerian–Lagrangian coupled approach, in which the
gas in the system consists of 12 gas species and is modeled by solving RANS equations
with the k–E turbulence model, while the liquid droplets are modeled as parcels com-
puted with the Lagrangian approach. Since the spray is a free stream problem, the k–E
turbulence model is selected as one of the most commonly used models in industrial
applications, without adding the complexity related to advanced models mainly devel-
oped for a more accurate description of boundary layers. Similarly to the numerical
model presented for the internal injector flow, the continuity equation, Eq. 2.1, and the
momentum conservation equation, Eq. 2.22, are solved for the gaseous fraction of the
flow. In this model, the closure term for the momentum conservation equation, T tg, is
obtained by solving two additional transport equations for the turbulent kinetic energy,
kg, and the turbulent dissipation rate, Eg, as described in [125]. Additional transport
equations are also solved for the mass fraction of each of the 12 gas species modeled in
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the system, as presented in Eq. 2.42:
∂ρgyn
∂t
+∇ · ρgv gyn = ∇ · (νyn∇yn) + ΓDn, for n = 1, 2, 3, ...12, (2.42)
with yn representing the mass fraction of an individual chemical species n. The diffusion
coefficient νyn , depends on both turbulence and mass diffusivity in the mixture. The
term ΓDn is the mass source deriving from the evaporating spray droplets, as later
described in Eq. 2.46, and it is present only for the fuel species. Furthermore, the
total enthalpy, hg, conservation equation is solved during the iteration loop to include
temperature effects on the spray. The expression is shown in Eq. 2.43 and includes the
conduction and turbulent heat fluxes, φg and φ
t
g, respectively:
∂ρghg
∂t
+∇ · ρgv ghg = ∇ · (φg + φtg) +∇ · (T g +T tg) · v g +
∂p
∂t
+QD. (2.43)
The term QD represents the absorbed heat from the gas required for the droplet evap-
oration and it is described later in Eq. 2.47.
For the Lagrangian flow description, the trajectory of each droplet can be computed
from the sum of all forces acting of it as shown in Eq. 2.44:
(VDρD)
∂vD
∂t
=
1
2
CDρgpiR
2
D|v r|v r︸ ︷︷ ︸
drag
+VDρDg︸ ︷︷ ︸
gravity
− VD∇p︸ ︷︷ ︸
pressure
− 1
2
VDρg
d
dt
(vD − v g)︸ ︷︷ ︸
virtual mass
.
(2.44)
In Eq. 2.44 viscous effects are neglected, as well as the Basset force and the Saffman and
Magnus lift forces [126]. The droplets rotation (angular velocity) and electromagnetic
effects are also not included in this approach. Comparing the magnitude of all forces for
fuel spray injection computations, the drag force is usually the only relevant term [30,
126], and thus the differential equation of motion for the liquid droplets parcels can be
reduced to Eq. 2.45:
∂vD
∂t
=
3
8
CD
ρg
ρD
1
RD
|v r|v r. (2.45)
In the equations above the subscript D is used to refer to a quantity related to the
droplets and the droplet volume is referred with VD(= 4piR
3
D/3). The drag force is
then a function of the density ratio between the gaseous medium and the liquid, ρg/ρD,
the droplet radius, RD, and the relative velocity between the surrounding flow and the
droplet, v r. The same expression as in Eq. 2.27 is used for the drag coefficient. The
spray is generated by introducing a certain number of blob parcels (e.g. 200) during each
time step randomly sampled within the cross section on the nozzle outlet. Each parcel
is initialized with the local velocity and turbulence level at the corresponding time and
location of the internal injector simulations, which are stored in the nozzle file. To have
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a consistent injected mass between nozzle flow and spray simulations, the number of
blobs contained in each parcel is based on the injected mass during the current time
step. The blob diameter is assumed to be the same as the nozzle outlet diameter.
The primary atomization model generates droplets from the blobs by considering the
competing effects of turbulence and aerodynamically induced breakup processes. The
vapor volume fraction distribution through the nozzle outlet is considered with the effect
of bubbles collapsing outside the nozzle as a phenomenon that enhances turbulence–
induced breakup. A description of the method is also available in [127]. Further
downstream along the spray, the size of the droplets is affected by two main phenomena:
evaporation, modeled as described by Abramzon and Sirignano [128], and secondary
breakup, modeled with the WAVE model [129]
The evaporation rate, described by the Abramzon and Sirignano [128] model, is
presented in Eq. 2.46:
ΓD = 2piRD ρg,film νD Sh
∗ ln (1 +BM ), (2.46)
being ρg,film the gas mixture density in the vapor film around the droplet and νD the
diffusion coefficient of the fuel. Sh∗ is the modified Sherwood number that represents
the ratio of the convective mass transfer to the rate of diffusive mass transport and
it is defined as 2 + (Sh − 2)/FM = 2 + (0.552Re1/2Sc1/3)/FM , being Sc = µ/ρν the
Schmidt number and FM accounting for surface blowing which results in a thickening
of the boundary layer surrounding the droplet [128]. BM is the Spalding mass transfer
number defined as (yf,surf − yf,amb)/(1 − yf,surf ), being yf,surf the fuel vapor mass
fraction on the droplet surface and yf,amb the fuel vapor mass fraction in the ambient
gas. The corresponding heat transfer rate is shown in Eq. 2.47:
QD = ΓD
[
cp,v(Tamb − Tsurf )
BT
−L (Tsurf )
]
, (2.47)
being cp,v the fuel vapor specific heat capacity at constant pressure, Tamb and Tsurf
ambient and droplet surface temperature respectively and L (Tsurf ) the latent heat of
vaporization. BT is the Spalding heat transfer number defined as (1+BM )
ΦBT−1, being
ΦBT a function of BT itself. The solution of the equation requires then an iterative
procedure.
The secondary breakup WAVE model [129] considers the growth of an initial per-
turbation on a liquid surface to be linked to its wavelength and to other physical and
dynamic parameters of the injected fuel and the fluid domain. Usually two breakup
regimes can be distinguished: one for high velocities and one for low velocity (Rayleigh
type). Low velocity Rayleigh type breakup generates droplets larger than the parent
drops, and this regime is not significant for high pressure injection systems. In the
breakup appearing at high velocities, the product droplets size can be set equal to
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the wavelength of the fastest growing or most probable unstable surface wave. In the
WAVE model an approach for the radius reduction rate of the parent drops is then
applied, as shown in Eq. 2.48:
∂RD
∂t
= −RD −RD,stable
τa
= −RD − C1Λ
3.726C2RD
ΛΩ
, (2.48)
where τa is the breakup time computed from the tuning constant C2, the wavelength
of the fastest growing wave on the liquid surface, Λ, and wave growth rate, Ω. The
droplet radius of the product droplet, RD,stable, is assumed to be linearly proportional
to the wavelength with the proportionality constant, C1 = 0.61, taken from the original
works of Reitz and Diwakar [130,131]. Both the wave length and the wave growth rate
depend on the local flow properties and on the flow adimensional numbers as presented
in Eq. 2.49 [30]:
Λ = 9.02RD
(1 + 0.45Oh0.5)(1 + 0.4Oh0.7We0.35)
(1 + 0.87We1.67)0.6
Ω =
(
ρDR
3
D
σ
)−0.5
0.34 + 0.38We1.5
(1 +Oh) (1 + 1.4Oh0.6We0.3)
.
(2.49)
Other than the previously defined Reynolds number, Re = ρUL/µ, the equations above
contain the adimensional number of Weber, We = ρU2L/σ, that quantifies the ratio
between fluid’s inertia and surface tension, σ, and the adimensional number of Ohne-
sorge, Oh = µ/
√
ρσL, that defines the ratio between viscous forces and inertial and
surface tension forces on a liquid surface.
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Chapter 3
Results discussion
In this section, results of three different configurations of Diesel injector flows are pre-
sented. The numerical model is first validated against experimental results for a throt-
tle flow representing a simplified injector geometry. The model capabilities of correctly
predicting vapor distribution and velocity profiles are demonstrated. The effect of vari-
ations of diesel viscosity values within the range defined by the European norm EN
590 [132] is also shown. Sensible differences are detected in both the vapor distribution
and the predicted pressure peaks on the walls related to cavitation erosion. Different
mesh resolutions are also investigated, presenting a grid resolution convergence study
about the internal flow and the recorded pressure peaks. The Diesel injector available
in the ECN database referred as spray A is then investigated. Although the injector
is a single–hole configuration operated with n–dodecane as fuel, the operating pressure
and the needle motion are precisely measured and they are comparable to the ones
of an actual injector. The availability of experimental data allows to perform model
validation with a real–life injector case. Similarly to the experiments, no cavitation
appeared in the nozzle during the injection period, however cavitation formation and
related pressure peaks are shown at the EOI. Finally, a real injector affected by cav-
itation erosion is simulated. Simulation results obtained with the original design are
compared with the ones from a geometrical model representing the internal surface
after cavitation erosion. The differences in the internal nozzle flow are presented. The
recorded pressure peaks on the original geometry fit well with the actual erosion loca-
tions. Lagrangian spray simulations are then started with the flow at the nozzle outlet
as inlet conditions; the resulting differences in spray lengths and cone angles are finally
compared between the original geometry and the eroded geometry.
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3.1 I–channel
The effect of fuel properties on internal nozzle flows has been broadly investigated in
the literature in recent years. The differences resulting in the flow distribution inside
a Diesel injector were investigated using two values of fuel viscosity in [133]. Different
water–glycol compositions has been used to investigate experimentally how the liquid
viscosity affect cavitation phenomena on a transparent enlarged multi–hole injector.
They found that lower liquid viscosities led to higher inception cavitation numbers and
less intense vapor formation [134]. The usage of constant and variable fluid properties
in a nozzle flow, including the effect of increased temperature due to viscous heating,
has also been studied numerically with both a fixed [135] and a moving [136] nee-
dle. More recently, different state–of–the–art equations of state were used to compute
fluid properties of different surrogates of diesel, showing a good agreement with the
experimental measurements even at extreme operating conditions [137]. The connec-
tion between fluid properties and cavitation erosion was also previously investigated,
but for applications not related to Diesel injection systems. A variable composition
of glycerol/water has been used to study the effect of viscosity changes on cavitation
erosion in an ultrasonic vibratory test rig [138]. Lubricants with different properties
were analyzed in terms of cavitation and cavitation erosion risks in hydraulic com-
ponents [139]. In [140], cavitation phenomena were investigated experimentally in a
piston–ring assembly and the lubricant viscosity was shown to affect both the number
and the length of the string cavities. In [141], the effect of liquid properties was studied
experimentally for cavitation erosion in liquid metals. However, most of the studies
conducted till now, are based on cavitation erosion phenomena induced by a vibratory
apparatus and, up to author’s best knowledge, no studies exist investigating the effect
of fluid properties on the flow field and the consequent cavitation erosion patterns in
nozzle–like geometries.
The work presented in this section aims to resolve the cavitating flow in a micro–
throttle flow channel, referred to as I–channel and presented in Section 1.2.5. Mea-
surements using commercially available diesel were presented in [76]. Further to the
model validation, the scientific contribution of the present work is the investigation of
the effect of different diesel viscosity values within the range defined by the European
norm [132] for commercial diesel fuels on cavitation erosion phenomena. Most of the
previously presented studies use variable properties with respect to pressure and tem-
perature, but do not consider possible differences at the same conditions. In this study
instead, the significant uncertainty about the viscosity value of commercially available
diesel is analyzed. This reflects the actual properties of all diesels available in the
EU; thus, they represent a more realistic scenario compared to the standard diesel fuel
typically employed for testing purposes. The wide range of viscosities allowed by the
norm, leads to the fact that even at the same operation condition, completely different
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nominal Reynolds numbers can be realized. Significant differences appear then in the
flow and vapor cavities behavior, leading to significantly different cavitation erosion
effects.
3.1.1 Simulation setup
The computational domain is replicating the experimental test case shown in [76]. The
channel, with dimensions of 0.993× 0.295× 0.3 (L×H ×W ) mm3, is attached to two
volumes with size 24 × 3 × 0.3 mm3. Considering the local hydraulic diameter, Dh,
both chambers upstream and downstream of the channel present a L/Dh = 44, being
Dh = 0.545 mm, while the channel itself is characterized by a L/Dh = 3.338 (Dh =
0.2975 mm in the channel). Various meshes are generated with different refinement
levels, but all of them are formed by structured blocks composed of hexahedral cells.
The geometry dimensions and the grid at the channel corner are presented in Fig. 3.1
and the boundary conditions applied to the simulations are summarized in Tab. 3.1.
Location boundary condition type
Inlet (blue) pin, αl = 1
Outlet (red) pout
Walls (white) no–slip velocity
Table 3.1: Boundary conditions summary with reference to Fig. 3.1.
Different refinement levels have been applied in the proximity of the throttle, start-
ing from an initial characteristic cell size of 24 µm that is also maintained in the coarsest
region. The Taylor length scale of the flow, computed as λ =
√
10 Re−1/2L [114], is
estimated to be of the order of 7 µm. All adopted grids, described in Table 3.2, have
then characteristic cell sizes smaller than the Taylor length scale; thus, only the dissi-
pative range of the turbulent spectrum is left to LES SGS modeling, while the bigger
structures are resolved by the solution of the filtered equations. Results for the medium
mesh (see table 3.2) showed a SGS to total turbulence ratio in the throttle below 15%
and the cell aspect ratio of all cells in the throttle center is 1. In order to model
appropriately the boundary layer, the wall refinement technique for the requirements
presented in Sec. 2.1.2.2, is applied to all used grids: the first cell layer height next
to the walls is set to 0.44 µm (corresponding to y+ = y(1)/`τ ' 1) and the following
5 layers are within a distance of 4.8 µm which corresponds to y+ ' 11. This wall
treatment allows to have a sufficiently resolved velocity profile in the viscous sub–layer
to predict the friction velocity [115], but it is applied only on the throttle walls to limit
the total cell count.
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Figure 3.1: Mesh views: whole geometry (top) and detailed view at the channel corner
(bottom).
Following Iben et al. [36,142], the liquid diesel density is modeled with a linearized
EOS as described in Eq. 3.1:
ρ(p) = ρref +
1
c2ref
· (p− pref ) (3.1)
A reference density, ρref , of 820 kg/m
3 is considered for the reference condition cor-
responding to pref = 1 bar and Tref = 40
◦C. Density changes due to pressure are
linearized with the speed of sound, cref = 1, 313 m/s. In the current approach this
value is considered constant. The diesel viscosity of 2.87 mPa s is used as the reference
value, but the sensitivity to different viscosities is investigated in the following sections.
The diesel vapor is assumed incompressible with properties computed at the saturation
condition (psat = 4, 500 Pa at Tref = 40
◦C): viscosity of 4.6 µPa s and density of
0.31 kg/m3.
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3.1.2 Results
3.1.2.1 Mesh sensitivity
The effect of mesh resolution is analyzed comparing the results of three simulations with
increasing refinement levels. Table 3.2 presents the differences in the computational
setup and Central Processing Unit (CPU) time for all three meshes in order to simulate
0.2 ms. The considered operating condition corresponds to 300 bar at the inlet and
120 bar at the outlet. The characteristic cell size is computed as the mean value of
the cubic root of the cells volume in the throttle region and the time step is computed
to maintain an uniform convective Courant–Friedrichs–Lewy (CFL) number of 0.3. In
the same table, the resulting values of time averaged mass flow rate and total vapor
volume fraction in the nozzle are presented together with their relative difference, ∆r,
to the fine mesh results. The relative difference in the mass flow rate between all
Mesh coarse mid fine
Cells number [×106] 4.6 7.6 14.7
Cell size [µm] 4.6 3.1 2
Time step [ns] 7.5 5 2.5
Total CPU time [h] 1, 680 4, 536 17, 592
Mass flow rate [g/s] 12.91 12.73 12.51
∆r [%] +3.20 +1.76 –
Nozzle αv [%] 21.79 4.93 4.06
∆r [%] +436.7 +21.2 –
Table 3.2: Summary of three setups with increasing mesh resolution. Time averaged
results with relative difference to the fine mesh.
meshes is below 3.2%. The amount of vapor in the channel of the coarse mesh is
instead significantly bigger compared to the other two meshes. The near wall average
velocity profiles inside the channel for the three meshes are presented in Fig. 3.2. The
coarse mesh profile is significantly different compared to the other two meshes because
the higher numerical diffusion caused by the poorer spatial discretization, leads to a
change in the flow regime, similarly to what is presented in the next sections. Low
values of velocity are measured close the top and bottom walls, as well as at around
y = ±50 µm. These correspond to the locations of secondary vortices appearing in the
complex flow pattern realized when the main four counter–rotating vortices cavitate, as
accurately described in [86]. Since a similar flow pattern is later obtained also for case
C, the origin of the presented near wall velocity profile of the coarse mesh is visible in
the most downstream velocity cut of case C in Fig. 3.5.. Since no significant difference
exists between the mid and the fine meshes for both macroscopic flow data and velocity
profiles, the mid one has been used for the analyses in the following sections.
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Figure 3.2: Near wall time averaged velocity profiles at x = 603 µm for different mesh
resolutions.
3.1.2.2 Mass flow trend
A comparison between experiments and simulations for the mass flow rate, illustrated
by the dimensionless discharge coefficient defined in 1.5, is shown in Fig. 3.3. Different
pressure drops are considered for the same inlet pressure of 300 bar. The objective of
this analysis is to verify the capability of the model to correctly capture the Critical
Cavitation Point (CCP). This operation point coincides with the change in the mass
flow rate trend: from growing (as predicted by Bernoulli equation) to constant. This
usually corresponds to the operating point with the highest noise and fastest cavita-
tion erosion rate [76]. For higher pressure drops, the mass flow rate does not vary
significantly and the flow is denoted as chocked. Both, simulations and experiments,
indicate the CCP at a pressure drop close to 180 bar. The percentage of vapor volume
fraction in the nozzle shows that the non–linearity in the mass flow trend is caused
by the sudden increase of vapor presence. For flow regimes with pressure drops higher
than the CCP, simulations predicted a slightly smaller mass flow rate compared to the
experiments. This can be attributed to the dissipation of the numerical model and to
an underestimation of the vapor cavity size due to inevitable small differences relative
to the real geometry. The mass flow rate shows however a good agreement between
experiments and simulations, as the relative error is below 6% for all operation points.
For the following analysis, the operating condition of the CCP is considered: 300 bar
at the inlet and 120 bar at the outlet; following the definition provided in Eq. 1.1, this
corresponds to a cavitation number CN = 1.5.
3.1.2.3 Viscosity sensitivity
The European norm EN 590 [132] defines the physical properties that all automotive
diesel fuels must meet, if sold in the EU. Table 3.3 reports density and kinematic
viscosity limit values for diesel in temperate (class A) and arctic (class 4) climatic
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Figure 3.3: Discharge coefficient at different pressure drops with constant inlet pressure
of 300 bar (cavitation number ranging between 0.8 and 4). Experiments from [76] (red
continuous line), simulation time averaged value (blue long stashed line with circles)
and percentage of vapor volume in the nozzle (gray short–dashed line with x marks).
zones [132], together with the corresponding Reynolds numbers for the analyzed case.
These are based on the characteristic length of 3 × 10-4 m and a Bernoulli velocity
(U =
√
2∆p/ρ) of 210 m/s. Even though the norm defines the range for the density,
Diesel temperate arctic
ρ [kg/m3] at 15 ◦C 820÷ 860 800÷ 840
ν [mm2/s] at 40 ◦C 2÷ 4.5 1.2÷ 4
Re 31, 500÷ 14,000 52,500÷ 15, 750
Table 3.3: Diesel kinematic viscosity range defined in the European norm EN 590 [132]
with corresponding Reynolds numbers.
its effect on the Reynolds number is included with the usage of the kinematic viscosity.
It is also worth to mention that the viscosity range corresponds to Reynolds numbers
relative variations above 300%, while the different density would modify it by a factor
below 10%. The reference temperature of 40 ◦C for the viscosity values corresponds to
the experimental temperature [76]. The effect of pressure on the viscosity is neglected
since no experimental measurements are available. At the inlet pressure of 300 bar, the
viscosity can be expected to be around 30% higher relatively to the value at the reference
pressure of 1 bar [143], however this would consistently affect all solutions, uniformly
moving the simulation results to different conditions but maintaining the differences
between the cases. The viscosity furthest limit values of Table 3.3, highlighted in bold,
are then analyzed together with the value used in Morozov et al. in [76]. Table 3.4
summarizes the three cases that have been taken into account, with kinematic and
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dynamic viscosities, as well as the corresponding Reynolds numbers.
Case A B C
ν [mm2/s] 4.5 3.5 1.2
µ [mPa s] 3.72 2.87 0.99
Re 14, 000 18, 000 52, 500
Table 3.4: Cases with selected kinematic and dynamic viscosity values and correspond-
ing Reynolds numbers.
Figure 3.4 presents the time averaged results in terms of mass flow rate and vapor
volumetric content in the channel. The results show that both, mass flow rate and
volumetric vapor content in the nozzle, increase with lower viscosities, i.e. higher
Reynolds numbers. However, while the variation of mass flow is relatively small, the
amount of vapor in the nozzle in the lowest viscosity case is 9 and 5 times more compared
to case A and case B respectively. The mass flow rate measured during the experiments
was of 12.7 g/s [76].
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Figure 3.4: Mass flow and vapor volume content in the throttle for the considered cases.
Experimental measurement from [76] (red dashed line), simulation time averaged values
for mass flow (red bars) and percentage of vapor volume in the nozzle (blue bars).
3.1.2.4 Flow regimes
Figure 3.5 presents the internal time averaged LES results for the three cases of the
viscosity sensitivity test in the previous section. As already shown in [86], four counter–
rotating corner vortices are visible along the channel for all cases. The differences in
the amount of vapor in the nozzle, presented in Fig. 3.4, can then be explained due
to the longer vapor cavities filling the recirculation area and the cavitation inception
in the four vortices cores. Two very different vapor distribution patterns can then be
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case A
case B
case C
Figure 3.5: Time averaged flow fields on four longitudinal cuts (x =
[0.05, 0.35, 0.65, 0.95] mm) of the three cases from Table 3.4. Isosurface of 50% va-
por volume fraction with the velocity vectors perpendicular to the main flow direction.
observed with different viscosity values. Some common features between all regimes
can however be detected: the recirculation zones starting from the channel inlet causes
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the boundary layer separation from the throttle walls, and a free shear layer exists
between the core flow and the recirculation region. In correspondence of the channel
inlet, four counter–rotating corner vortices are also formed due to the interaction of the
boundary layer on the side walls and the flow velocity y–component, vy, induced by
the sudden flow contraction. A vorticity component longitudinal to the channel is then
generated, wx = ∂vz/∂y − ∂vy/∂z ≈ −∂vy/∂z (assuming the z velocity component
negligible compared to the one along y: vz  vy; since the domain is enclosed by
walls at constant distance on the z direction, while, along the y direction, the distance
between the walls reduces and increases significantly due to the throttle presence). At
one fourth of the channel length, the recirculation zones reach their maximum thickness
and the core flow has the smallest available section, leading to the highest axial velocity
and lowest pressure. This is then the location where the vortices start to cavitate.
Downstream of this region, two possible flow patterns can be distinguished: one with
unstable cavity detachments, and one with stable cavitating tubes (case C). In the flow
regime with unstable cavity detachments, the liquid core flow expands and fills the
entire channel section, causing a flow deceleration. The positive pressure gradient at
the free shear layer promotes the transition from laminar to turbulent regimes, causing
the rupture of the vapor sheet into smaller cavities. The high pressure fluctuations
in this region prevent the formation of stable vapor vortex tubes. This flow regime
is highly unstable, and it is characterized by cavities shedding the collapsing cloud
further downstream. The flow is then strongly affected by the interaction of pressure
waves and vapor cavities, with re–entrant jets occurring in the recirculation zone. A
different flow pattern is instead detected when the cavitating vortical structures extends
longer along the channel. In this case, the vapor generated in the vortices cores is
convected downstream. This causes the effective passage section for the core liquid
flow to remain confined, and thus the liquid to keep its high velocity. The pressure
is then not recovering but remains in the same range till downstream the half of the
channel length. The shear layer instabilities are then damped, the laminar to turbulent
transition is postponed and the attached cavity sheet extends till after half of the
channel length. Six more or less stable vapor structures can then be identified inside
the channel: two attached sheet cavities between the shear layers and the upper and
lower channel walls, and four cavitating corner vortices. After three fourth of the
channel length the flow becomes turbulent, and the cavitating structures break into
smaller cavities that detach and collapse after being convected further downstream.
The effect of these two different patterns, the unstable and stable cavities, can be
detected in Fig. 3.4, by higher vapor content in the nozzle and slightly higher mass flow
for the second regime.
Figure 3.6 presents the time averaged velocity profile in the central plane of the
channel, corresponding to z = 150 µm, for three longitudinal positions. The smaller
deceleration of the liquid core flow in the case C postpones the shear–layer transition
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to turbulent. Furthermore, the boundary layer is re–attached to the wall in case A and
B at the location x = 500 µm, whilst this is still not happening for case C.
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Figure 3.6: Mid–depth time averaged velocity profiles at x = [200, 500, 950] µm (system
of reference defined in Fig. 3.1).
Figure 3.7 shows the time averaged velocity difference between the liquid and vapor
phases for case B, being the slip velocity defined as ∆u = vx,v − vx,l. The coupling
between the liquid and vapor momentum transport equations is included with the
cavitation drag model presented in Sec. 2.1.2.1. The highest slip velocities values were
measured in correspondence to the shear layer location, for which a relative difference
in the velocity up to 75% was recorded. The slip velocity in this region is related to
the very high velocity field gradient that appears to be less sharp for the vapor phase.
-150
 0
 150
 0  200  500  800  1000
0 4 0 4 0 4
y 
[µm
]
x [µm]
∆u [m/s]
Figure 3.7: Time averaged slip velocity between liquid and vapor phases at mid–depth
of the channel for case B. Positive values corresponds to faster vapor phase.
3.1.2.5 Vapor volume fraction distribution
Figure 3.8 presents the vapor volume fraction field inside the channel. The experimental
visualization from [76] was obtained by averaging 50 light transmission images, each of
them recorded with an exposure time of 100 ns. Similarly to the averaging process used
in the experimental study, a series of 40 numerical ”light transmission images” were
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generated for post–processing of the simulation results. A threshold corresponding to
20% of vapor volume fraction in the cell was considered to absorb all the passing light;
then, for each x–y location, if any cell along the z–axis had more than 20% of vapor
volume fraction, the area was considered in shadow (black), otherwise it was taken
as illuminated (white). The sequential images were then averaged, and the black and
white color scale was mapped into the colored one used in the experiments, in order to
obtain an equivalent numerical picture. Due to the lack of experimental quantification
of the scale of the obtained image, a 20% threshold was obtained as best fitting to
the experiments. A detailed description of the post–processing procedure is presented
in [70].
Figure 3.8: Average vapor volume fraction distribution comparison between experi-
ments [76] (top) and simulation results corresponding to case B conditions (bottom).
3.1.2.6 Velocity profiles close to the wall
In order to obtain velocity profiles comparable with the experiments presented in [76],
a weighted integral average operation is applied to mimic the light absorption phe-
nomenon. The time averaged velocity is then integrated along the z–direction and
divided by the integral weight following Eq. 3.2:
v∗(x, y) =
∫ zM
0 v(x, y, z)w(z) dz∫ zM
0 w(z) dz
. (3.2)
The value zM is the maximum distance from the glass considered for the numerical
averaging procedure. The weight function, w(z), represents the spatial decays of the
laser induced fluorescence signal used for the measurements. An exponential decay
with intensity maximum at the glass wall and penetration half width, zh, of 15 µm is
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adopted as described in [76]. Equation 3.3 shows the weight function:
w(z) = 10
log(0.5)
zh
z
. (3.3)
A maximum averaging depth of 50 µm was considered in the current work that corre-
sponds to 90% of the weighting function unlimited integral.
In Figure 3.9 the near–wall velocity profiles from the experiments are compared
with the simulations of case B. The simulation results are in good agreement with the
experimental curves.
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Figure 3.9: Experimental measurements and simulation results of near wall time av-
eraged velocity profiles at different locations (x = [−178, 603, 1140] µm) for case B
(system of reference defined in Fig. 3.1).
The velocity profiles analysis can also prove the existence of the four counter–
rotating vortices in the experiments. A higher average velocity in the simulation is
detected at the inlet location (x = 0 µm) close to the channel mid–line and for an
extension of one third of the channel height. This can be explained by the presence
of the vortices that transport low momentum from the recirculation regions towards
the middle of the channel. This causes a decrease of the velocity along the side walls.
At the channel center the counter–rotating vortices effect is instead canceled and the
velocity is then higher. A similar pattern, but less extended, is also recorded by both
experiments and simulation at x = 603 µm. The smaller extension of the region with
higher velocity is due to the smaller distance between the vortices core locations.
3.1.2.7 Cavitation erosion predictions
The maximum pressure values on the channel top and bottom walls were recorded
during the simulation time of 0.2 ms, and overlapped for visualization purposes. These
high values of pressure are generated due to the collapse of vapor cavities that initiate
pressure waves impacting on the nearby walls. The mesh resolution effect, according
to the three meshes listed in Table 3.2, on the recorded pressure peaks is shown in
Fig. 3.10. Even though similar qualitative results are obtained for all simulations, e.g.
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similar pressure peaks locations, very different magnitudes were recorded depending on
the mesh resolution. This result is in apparent disagreement with the negligible mesh
dependency of pressure peaks values due to vapor bubbles cloud collapse shown in [72],
however differences in the collapsing cavities size and location must be considered to
analyze the peaks intensity.
coarse (∆x = 4.6 µm)
mid (∆x = 3.1 µm)
fine (∆x = 2 µm)
Figure 3.10: Mesh sensitivity on accumulated pressure peaks on top and bottom walls
of the channel.
Figure 3.11 shows a quantitative representation of the results presented in Fig. 3.10.
The percentage of channel area covered by pressure peaks is shown using a semi–
logarithmic scale. Similarly to [12], a power law is detected for all simulations, leading
to a linear trend of the logarithm of the area covered by pressure peaks as function of the
considered pressure range. Increasing the mesh resolution, a larger area is consistently
covered by pressure peaks of all magnitudes, causing a vertical shift of the trends.
The instantaneous maximum internal pressure values over the entire domain are
then investigated. Different to the collapse detector that was applied in previous stud-
ies [12,144], in this work only the maximum value of pressure in the domain is recorded
at each time step. This reduces drastically the memory requirements and cancels the
need of further modeling, but only the strongest event is recorded in case of simulta-
neous collapses. Following the approach presented in [12, 72], the maximum pressure
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Figure 3.11: Statistical results of mesh resolution effect on pressure peaks surface cov-
erage.
values are corrected considering the grid resolution: p∗max = pmax · lmesh/lref , being
lmesh and lref the characteristic cell size of the mesh and an arbitrary reference length.
Figure 3.12 presents the effect of the pressure correction on the probability of reaching
the corresponding maximum pressure values in the domain at any time. After cor-
rection, the results from all three meshes are almost overlapping, thus removing the
effect of mesh resolution on the obtained results. The effect of different lref is also
included; however this value could not be defined univocally due to the lack of further
experimental measurements.
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Figure 3.12: Probability of maximum pressure in the domain for different mesh resolu-
tions. Pressure values correction considering the mesh resolution with a lref = 0.5 µm.
Original trends are included for comparison.
Considering Fig. 3.10, a similar pressure peak location was detected on all three
mesh resolutions at x ' 500 µm and z ' 250 µm. The single event is then investigated
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by detecting the internal flow peak pressure that caused it, pmax, and the corresponding
time, t(pmax). Furthermore, following [72] the distance from the wall at which the
pressure peak appeared is evaluated considering the linear decay of a spherical pressure
wave and its reflection on the wall: d∗ ' lmesh · pmax/pw. The results presented in
Table 3.5 show that all three peaks were recorded in a similar time not far from the
start of the simulation and thus they may be caused by the corresponding vapor cavity
structure. The collapsing distance from the wall decreases for finer meshes, causing a
higher intensity peak to be recorded on the wall.
Mesh coarse mid fine
pmax [bar] 1, 000 1, 500 4, 000
t(pmax) [µs] 7.30 5.84 5.76
pw [bar] 590 860 1, 750
d∗ [µm] 7.8 5.4 4.5
Table 3.5: Single pressure peak comparison between different mesh resolutions.
Figure 3.13 presents the pressure peaks of the simulation obtained with different
viscosity values. Differences between the cases are visible in the location, intensity and
number of peaks: higher viscosity values (or lower Reynolds numbers) lead to more
pressure peaks compared to case C. This can be explained by the formation of the
elongated vapor cavities inside the channel for case C that lead to quasi–steady flow
conditions, thus reducing the number of collapsing cavities.
Similarly to Fig. 3.11, Fig. 3.14 aims to provide a quantification of the recorded
pressure peaks for the presented cases. Less than 0.1% of the total area is covered
by pressure values above 300 bar in case C, with the only detected peak of 400 bar
indicated in the figure. Both of the other two cases present a larger distribution of
peak pressure values on the surface, with case B being the one with the highest bars
and thus the estimated highest erosion risk. Opposite to the mesh resolution results,
for which a linear behavior exists between the bars height and the meshes resolutions,
in this case a non–linear behavior is detected: the cavitation erosion risk grows with
the Reynolds number till a value close to 18, 000 is reached and then start decreasing,
causing case C to present the lowest risk. The so–called CCP is then confirmed to
be close to case B conditions, corresponding to the operation point with the highest
cavitation erosion risk. In the following analyses, it will be shown that the collapse
events intensity, as well as their distance from the walls, can affect the recorded peak
pressure distribution.
The probability of maximum pressure in the entire domain is presented in Fig. 3.15.
Different to the mesh resolution analysis, no grid resolution correction has been applied
to the data since the identical mesh was used for all simulations. Comparing case B
and case C, it is possible to notice that the difference between the two cases shown
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case A (µ = 3.72 mPas)
case B (µ = 2.87 mPas)
case C (µ = 0.99 mPas)
Figure 3.13: Viscosity effect on accumulated pressure peaks on top and bottom walls
of the channel.
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Figure 3.14: Statistical results of viscosity effect on pressure peaks surface coverage.
in Fig. 3.14 is less evident in the results about the internal maximum pressure. The
pressure peaks wall coverage results show a ratio close to 2 between the results of case
B and case C for pressure ranges above 300 bar (see Fig. 3.14). The ratio is instead
reduced to values below 1.5 for the probability of maximum internal pressure above
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400 bar (see Fig. 3.15). This may lead to the conclusion that the stronger recorded
peak pressure on the wall of case B compared to case C is caused only partially by a
reduction of the collapse events intensity, and a larger distance of these events from
the wall is expected to contribute to the difference as well. A similar conclusion can be
made comparing case C with case B, however the number of recorded collapse events
is much lower and thus statistically less accurate. Compared to case B, the higher
value of viscosity used in case A increases the the viscous losses, thus decreasing the
collapse intensity, while the larger distance of collapses from the walls may be due to
the smaller vapor presence close to the walls (see Fig. 3.5). Case C, with the lowest
viscosity, presents a different cavitation pattern, in which sensibly less collapse events
take place due to the stable nature of the formed vapor cavities.
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Figure 3.15: Probability of maximum pressure in the domain for different viscosities.
3.1.3 Conclusions from the I–channel simulations
A micro–throttle case is used to validate the numerical method and investigate the effect
of mesh resolution and diesel viscosity on cavitation development and cavitation erosion
phenomena. The simulation method is validated on a range of operation conditions;
the mass flow rate trends at different pressure drops from the simulation show a good
agreement with the measurements. The mesh resolution is selected considering the
flow field obtained from three meshes with different refinement levels. The effect of
different liquid viscosities taken accordingly to the range specified by the European
norm for automotive diesel fuel and changing the flow Reynolds number, was then
investigated. This leads to different flow regimes developed within the nozzle, with
sensible differences in the vapor distribution and total vapor quantity inside the throttle.
Slip velocity between the phases at the channel mid–depth shows the highest value in
correspondence to the free–stream shear layer locations. Near–wall velocity profiles are
then extracted from the simulation results with the vapor distribution most similar to
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the light transmission images and compared with the experimental measurements. The
effect of space and time resolution on the recorded pressure peaks on the surfaces is then
presented, showing a larger surface coverage and higher intensity of peak values for the
simulation with the finest computational grid. The investigation of a single collapse
event shows that the differences in the pressure peaks results are caused mainly by
different collapse distances from the wall, induced by dissimilar flow solutions. The
distinguished flow regimes appearing at different viscosities lead then to differences in
the distribution of pressure peaks, demonstrating the sensibility of the model on the
diesel viscosity value regarding the assessment of cavitation erosion risk.
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3.2 ECN spray A
The aim of this section is to present the simulation results of the internal flow of a
Diesel injector during the entire pilot injection event. In order to comply gradually
stricter emissions regulations, the common rail injection system has been introduced in
the automotive field starting from the late 90s. The usage of a common high pressure
rail and electronically controlled injectors allows to decouple the injection time and
the injection pressure leading to a high flexibility in controlling the fuel injection. A
pre–injection (also known as pilot) can be adopted before the main injection or multiple
shorter injections can provide the same fuel mass of a single injection. The usage of
multiple injections is today a well consolidated approach to reduce the generation of
NOx and soot during the combustion process, as well as engine noise and vibrations [3].
The adoption of electronic control units allows to map different injection strategies
depending on the operation points (e.g. temperature, throttle and speed) of the engines.
An optimization process can then be run on each operation point to obtain the best
injection strategy. This process can be automated with validated numerical models of
the injection, spray and combustion processes. The understanding of the fluid dynamics
during a pilot injection is very useful for the understanding of any short time injection
event. The spray A case from the ECN described in [88] is used as test case for the
presented study, thanks to the availability of detailed description of the geometry, fluid
properties and operation conditions as well as extensive experimental data. In this
work the entire pilot injection is simulated and a detailed description of the cavitation
phenomena appearing at the EOI is provided. Up to the author’s knowledge, for the first
time cavitation erosion risk is evaluated due to cavitation at EOI. In [145], the nozzle
outlet velocity profiles of the presented simulation results were extracted to provide the
inlet conditions of transcritical spray simulations, whose results were compared with
the usage of a simplistic flat profile.
3.2.1 Simulation setup
The whole modeled geometry with the main dimensions and a detail of the mesh
close to the nozzle are presented in Fig. 3.16. The computational domain starts
from 1.5 mm above the needle seat, corresponding to L/Dh = 2.5, where Dh refers
to the hydraulic diameter in the corresponding flow region of 0.6 mm. The noz-
zle is 1 mm long and the hole inlet, Din, and outlet, Dout, diameters are 0.105 and
0.09 mm, respectively. The characteristic convergence K–factor defined as in [87] is
K = (Din [µm] −Dout [µm])/10 = 1.5. The discharge volume downstream the nozzle
outlet has a length of 3 mm, corresponding to L/Dout = 33.3. The simulation bound-
ary conditions are defined in Table 3.6. A constant rail pressure is assumed at the
inlet. The initial conditions are defined as described in Table 3.7 with zero velocity
everywhere.
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Figure 3.16: Spray A injector mesh: entire geometry with boundary conditions (top)
and detail of the nozzle hole inlet (bottom).
Location boundary condition type
Inlet (blue) p = 1500 bar, αl = 1
Walls (gray) No–slip velocity
Outlet (green) p = 60 bar
Table 3.6: Summary of boundary conditions with reference to Fig. 3.16.
Location initial condition
Upstream of the needle seat p = 1500 bar, αl = 1
Needle seat, sac, and nozzle p = 60 bar, αl = 1
Discharge volume p = 60 bar, αg = 1
Table 3.7: Summary of initial conditions.
The needle lift is obtained from the experiments presented in [88], however for the
pilot injection with a duration of 300 µs, the ascending and descending profiles are
joined at maximum needle lift of 120 µm. Figure 3.17 shows the main injection needle
lift profile (from experiments), and the extracted pilot injection profile.
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Figure 3.17: Experimental measurements of the needle lift profile for the main injection
(dashed blue line) and extracted profile for the pilot injection of 300 µs (continuous red
line).
The injector geometry is obtained from the X–ray tomography of the spray A spec-
imen referred in the ECN database with serial number 210677 [87]. Two meshes with
different resolutions were created, depending on the simulation target: a coarse mesh
of 330, 000 cells, with characteristic length inside the nozzle of 5.7 µm (computed as
cubic root of the average cell volume) and a fine mesh of 15 million cells, with char-
acteristic length inside the nozzle of 1.4 µm that is in the same order of the Taylor
length scale of the flow (λ =
√
10 Re−1/2L = 1.1÷ 2 µm [114]). The maximum aspect
ratio of the cells in the nozzle far from the walls is 5. As from the mesh requirements
presented in Sec. 2.1.2.2, the first cell layer next to wall is 0.1 µm in height (correspond-
ing to y+ = y(1)/`τ ' 1) and the following 10 layers are within a distance of 1.2 µm
(y+ ' 12)). For the coarse mesh a time step of 10 ns (convective CFL= 1) is adopted
while for the fine mesh a value of 4 ns (convective CFL= 1.7) is used. The needle lift
motion is modeled by deforming the meshes with the cell stretching technique, with
108 cell layers used to model the gap and minimum gap size of 20 µm. The resulting
ratio between SGS and total turbulence for the nozzle flow obtained with the fine mesh
is below 5%.
The adopted fluid is n–dodecane, whose properties are extracted from [146] for a
temperature of 90 ◦C. The liquid is treated as weakly compressible with the linearized
EOS presented in Eq. 3.1. The reference speed of sound of 1, 336 m/s and the reference
density at 1 bar of 704.2 kg/m3, lead to a liquid density variation in the domain in the
order of 12%. The n–dodecane viscosity is obtained from a linear fit of the experimental
data presented in [146]. The derived formulation is: µ(p) = 0.493 + 0.009 · p. The
pressure being expressed in MPa and µ in mPas. The liquid properties fitting to the
experimental data is shown in Fig. 3.18. Since vapor exists only close to the saturation
condition, the vapor phase is considered incompressible and the properties are computed
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at the saturation pressure of 1, 276 Pa. A constant a value of 57.6 kg/m3 is instead
used for the air density to reduce the problem complexity. Although air compressibility
may play a role in the spray formation, it should not do so in the internal nozzle flow.
The viscosity of vapor and air are taken constants with values of 5.23 and 18.24 µPas
respectively.
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Figure 3.18: Liquid n–dodecane density and viscosity fitting to experimental measure-
ments from [146].
Considering a pure liquid flow, depending on the pressure at which the fluid proper-
ties are computed, the Bernoulli velocity ranges between 604 and 640 m/s, the Reynolds
number between 25, 000 and 80, 000 and the Mach number for the liquid between 0.45
and 0.48.
The number of total equations is reduced by neglecting the slip velocity between
the liquid and the vapor phase, so that only two velocity fields are computed: one
for the liquid–vapor mixture and one for the gas coupled with the model presented in
Sec. 2.1.2.1. This is justified by the magnitude of the slip velocity between liquid and
vapor presented in Sec. 3.1, that is negligible in comparison with the liquid bulk velocity.
As further model simplification, the domain is assumed isothermal at the temperature
of 90 ◦C; even though the effect of high temperature outside the nozzle is neglected in
the current study, this was further investigated from Zilic et al. in collaboration with
the author in [145].
3.2.2 Results
3.2.2.1 Mass flow rate
Main and pilot injections are compared in Fig. 3.19. The mass flow through the nozzle
outlet obtained from the simulations is compared with the experimental measurements
for the main injection together with the needle lift profile (left of Fig. 3.19). For the pilot
injection event only the simulation mass flow is presented with the corresponding used
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needle lift (right of Fig. 3.19). Due to the available computational budget, the coarse
mesh is firstly used for the main injection to validate the simulation method while the
fine mesh is used for the pilot injection only to obtain a more detailed flow description.
It has to be noticed that the flow for high values of needle lift is generally quasi–
steady, while the most unsteady phenomena happens at the start and end of injection.
While experimental values are available for the needle lift of the main injection, no
experimental data exist for a pilot injection. Results show a small delay time of 20 µs
from the needle opening to the actual start of the injection (a reference mass flow of 2 g/s
is considered) in both, pilot and main injection events, due to the time required for the
fuel to fill the sac and the nozzle. Due to the single–hole geometrical configuration, both
experiments and simulation showed that the maximum mass flow is reached already at a
very small needle lift. Oscillations in the mass flow are clearly visible in the experimental
results for the main injection. In the main injection simulation on the coarse mesh one
fluctuation is present at the beginning, however this is damped immediately and the
mass flow remains constant over the rest of the injection. The error for the average mass
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Figure 3.19: Main and pilot injection events: needle lift profiles (red circles) and simu-
lations mass flow (blue dashed line) for both pilot and main injections and experimental
mass flow (continuous gray line) for the main injection only.
flows is in the order of 5%. In the pilot injection on the fine mesh, higher frequency
fluctuations are visible with a period in the order of 20 µs that corresponds with the
lift profile time discretization. This shows that the fine simulation is strongly affected
by changes in the needle velocity. A relation between needle velocity oscillations and
mass flow is also visible in the experiments presented in [88].
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3.2.2.2 Internal flow
In this section the simulation results of the pilot injection with the fine mesh are given.
Spray A is a single hole injector design, where the nozzle direction is parallel to the
upper body axis of symmetry, but misaligned towards the negative y axis direction (see
Fig. 3.16 as reference). The injector design asymmetry is reflected in the flow pattern.
Figures 3.20 and 3.21 present the time averaged velocity in the sac and nozzle regions.
Higher average velocity is visible on one side of the sac in Fig. 3.20. The local flow
direction represented with the velocity vectors in Fig. 3.21 shows that a low velocity
recirculation region exist in the sac, and most of the mass flow entering the nozzle
results from a restricted angular region of the injector towards the nozzle axis. Since
the aim of Fig. 3.21 is to show the flow pattern inside the sac, the adopted velocity
scale makes the in–nozzle velocity higher than the upper value. The in–nozzle velocity
distribution is later shown in Fig. 3.23.
Figure 3.20: Time averaged velocity in the sac and nozzle regions: perpendicular cut
with average velocity field at 1.2 mm upstream the nozzle outlet.
Similarly to the I–channel case, two main counter–rotating vortices also appear in
the nozzle. Figure 3.22 shows the time averaged vorticity component parallel to the
nozzle direction (wx = ∂vz/∂y − ∂vy/∂z ' ∂vz/∂y) at three longitudinal cuts along
the nozzle together with some flow streamlines. The asymmetry in the flow caused by
the misalignment of the nozzle compared to the injector upper body and needle axis,
causes a dominant flow curvature on one side of nozzle inlet (lower part in Fig. 3.22),
leading to the presence of only two main vortices. Figure 3.23 shows that due to the
nozzle convergent shape, the flow accelerates from an average speed below 400 m/s at
1 mm upstream the nozzle outlet, up to above 500 m/s in correspondence to the nozzle
outlet. The velocity iso–lines allows also to detect a higher velocity region moving from
the lower side of the nozzle (in correspondence with the highest flow curvature region
at the inlet), to the upper side of the nozzle at the outlet. This asymmetry in the outlet
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Figure 3.21: Time averaged velocity in the sac and nozzle regions: longitudinal cut
with average velocity vectors.
Figure 3.22: Time averaged vorticity z component in three cuts along the channel with
some flow streamlines.
velocity profile was shown to lead to significant differences in spray simulation results
when compared to the usage of a simplistic flat profile, proving the crucial importance
of internal injector flow for the spray modeling [145]. The time averaged z–component
velocity is further investigated by showing the profiles at different distances from the
nozzle outlet in Fig. 3.24, together with the root–mean–square (rms) of the relative
fluctuations. The high velocity region formed on the lower side of the nozzle inlet is
characterized by a relative higher velocity fluctuations rms, corresponding to a more
intense turbulence level. This is clearly visible at 1 and 0.9 mm from the nozzle outlet,
while it diffuses downstream, causing only a slight asymmetry in the velocity profiles.
Differently from most of the multi–hole Diesel injector designs, no flow recirculation
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Figure 3.23: Time averaged velocity along the sac and nozzle in a longitudinal view.
appears after the corners of the nozzle inlet. The main reasons for that are considered
to be that no strong streamline curvature is appearing in the sac region since the nozzle
axis is parallel with the upper injector body axis, as well as that the nozzle inlet corners
are sensibly rounded.
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Figure 3.24: Time averaged velocity profiles inside the nozzle at different distances
upstream from the nozzle outlet (z = [1, 0.9, 0.5, 0.1] mm).
3.2.2.3 End of injection
The injector flow does not show cavitation during the start and central injection periods,
however the highly dynamic flow during the closing phase leads to cavitation. At the
end of injection, the needle touches the seat leading to a sudden flow blockage. During
the simulations this phenomenon was modeled by decoupling the computational mesh of
the high pressure region (above the needle touching point) with the rest of the domain.
The main flow characteristics modeled with the fine mesh are shown in Fig. 3.25.
The high momentum of the liquid causes a pressure decrease as soon as the upstream
flow stops. Vapor is first generated at the nozzle inlet, where the flow velocity is the
highest due to the presence of a recirculation zone, and then convected downstream (at
1.2 × 10-5 s). The long cavity is then disintegrated into smaller cavities that interact
within each other and with the surrounding flow, significantly increasing the turbulent
structures in the flow (at 1.4 × 10-5 s). A pressure wave causing sudden condensation
located at 150 µm downstream of the nozzle inlet and moving upstream is also visible
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in at 1.4× 10-5 s, dividing the laminar vapor cavity from the collapsing turbulent one.
The collapses close to the nozzle inlet lead to pressure peaks on the walls and more
vapor cavities appear then inside the sac (at 1.6×10-5 s). The big vapor cavities in the
sac collapse as soon as the pressure is recovered, generating values of pressure on the
surrounding walls up to 5, 000 bar (at 1.8 × 10-5 s). Figure 3.26 shows the maximum
Figure 3.25: Flow fields at different instants after the needle touches the wall. Cut
along the injector nozzle axis of the velocity field, blue iso–surface of 0.9 vapor volume
fraction and colored recorded pressure peaks on the walls above 3, 500 bar (black) and
above 5, 000 bar (white).
recorded pressure peaks obtained during the pilot injection simulation. The recorded
pressure values with the highest intensity (above 6, 000 bar) are located on the sac
walls, and lower intensity values (above 3, 000 bar) are recorded on the upper side
of the nozzle inlet. The spray A injector location with the highest risk of cavitation
erosion due to end of injection flow dynamics is then predicted to be the sac surface.
This location is unusual for cavitation erosion in Diesel injectors (usually appearing in
proximity of the needle, sharp corners and nozzle [38]) and it may indicate that end of
injection phenomena are the reasons of erosion in actual injectors presenting material
removal in the sac.
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Figure 3.26: Maximum recorded pressure peaks on the walls at the end of the pilot
injection simulation.
3.2.3 Conclusions from the ECN spray A simulations
The LES results during the entire pilot injection of the spray A are shown. The needle
lift profile is extracted from the measurements obtained during the experiments and
mass flow experimental results are used for model validation over the main injection
event with a coarse mesh and over the pilot injection with a fine mesh. Mass flow results
show that the coarse mesh resolves less flow fluctuations, however good agreement is
found between the experiments and the two simulations. The distinct injector design
presenting a displacement of the nozzle axis compared to the upper injector body leads
to the formation of a recirculation zone in one part of the sac region, two counter ro-
tating vortices appearing in the nozzle and asymmetric time averaged velocity profiles
inside the nozzle that, in particular at the nozzle outlet, may influence the atomiza-
tion process. Even if no cavitation appears during the steady injection phase, vapor
formation appears after the needle closes the seat. The sudden flow blockage causes
an expansion fan propagating downstream, causing the pressure to drop below satu-
ration, thus cavitation appearing. With the fine mesh, high values of pressure peaks
are recorded on the sac and nozzle walls due to the violent collapse of vapor cavities
formed both inside the nozzle and the sac regions.
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3.3 Eroded injector
While most of the work relative to cavitation erosion in Diesel injectors in the recent
years has aimed to assess the cavitation erosion risk, the following section investigates
the effect of the erosion on the injection system performance. The present investigation
exploit a Diesel injector used in marine engines with a high–pressure common rail di-
rect fuel injection system [92]. Only the main injection event with a duration of 2.4 ms
is considered. Experimental visualization showing the erosion area and depth on the
injector surfaces are used to generate an eroded geometrical model of the injector. For
the first time, a comparison is carried out between the simulation results for the orig-
inal and eroded geometry, in terms of internal injector flow and spray. Even though
the lack of experiments does not allow to validate the obtained flow results (only the
eroded geometry and needle lift profile were available), this work intends to be a nu-
merical study that may trigger future experimental campaigns investigating the effect
of material removal due to cavitation on the spray process.
3.3.1 Computational mesh
One of the nine holes of a Diesel injector corresponding to a 40◦ slice was modeled.
The computational domain starts from 7 mm above the needle seat, corresponding to
L/Dh = 7, Dh being the hydraulic diameter in the corresponding flow region. The
nozzle hole length is 1.1 mm and the hole inlet and outlet diameters, Dn, are 0.22 and
0.21 mm, respectively. The nozzle inlet is rounded on the upper side with a radius of
75 µm. A discharge volume is also included to model the spray region with a length of
8 mm, corresponding to L/Dn = 37.2. The main geometry dimensions are presented in
Fig. 3.27. The needle movement is modeled by stretching the needle seat region cells.
The mesh is formed by structured blocks composed of hexahedral cells. The required
LES mesh resolution was estimated from the prescription described in 2.1.2.2 and the
Kolmogorov length scale definition of Eq. 3.4:
η =
(
ν3
E
)1/4
. (3.4)
The dissipation rate, E , was obtained from a RANS k–E–ζ–f [147] preliminary simula-
tions, and was found to be in the order of 109 m2/s3. Because the kinematic viscosity ν
is between 7.2× 10-7 and 2.8× 10-6 m2/s at 1 and 2, 000 bar, respectively, the resulting
Kolmogorov length scale lies in the range from 0.14 to 0.4 µm. The characteristic mesh
size in the nozzle is then taken as 3 µm. The characteristic cell size is evaluated as the
third root of the average cell volume and the maximum aspect ratio in the nozzle far
from the walls is less than 2. An approximation for `τ = ν/uτ is also taken from pre-
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liminary RANS simulations: `τ ' 32 nm. Following the mesh requirements presented
in Sec. 2.1.2.2, the first cell layer close to the wall boundaries is imposed to have a
height of 30 nm (y+ ' 1)), and the first six layers are within a distance of 300 nm from
the wall (y+ ' 10)). This wall treatment is applied on the nozzle walls only. The flow
results showed that the ratio of SGS turbulence to total turbulence is less than 15% in
the most turbulent region inside the nozzle.
The final number of cells is on the order of 2 million. Second–order time integration
is applied with a time step of 3 ns, corresponding to a convective CFL number based on
the flow characteristic velocity of 0.7. The whole modeled geometry and a detail of the
mesh close to the nozzle are presented in Fig. 3.27. The simulation boundary conditions
are defined as shown in Table 3.8. The initial conditions are defined as described in
Table 3.9 with zero velocity everywhere.
Location boundary condition type
Inlet (blue) p = 2, 000 bar, αl = 1
Sides (red) Symmetric
Walls (gray) No–slip velocity
Outlet (green) p = 60 bar
Table 3.8: Summary of boundary conditions with reference to Fig. 3.27.
Location initial condition
Upstream of the needle seat p = 2, 000 bar, αl = 1
Needle seat, sac, and nozzle p = 60 bar, αl = 1
Discharge volume p = 60 bar, αg = 1
Table 3.9: Summary of initial conditions.
The needle lift profile measured in previous experiments and presented in [92] is
shown in Fig. 3.28. The movement is modeled by stretching the cells between the
needle and the needle seat; 32 cell layers are used in this region, with a minimum gap
at the initial closed position of 2.5 µm. This allows us to keep the same mesh for the
entire simulation time. Because of the lack of measurements, a constant rail pressure
is used at the inlet boundary condition.
Evidence of material removal due to cavitation erosion was found in the experimental
campaign. X–ray visualization of the deformed internal geometry was presented in [92]
and is reported here in Fig 3.29. The main characteristics of the deformation, as
extension and locations, are extracted from the available pictures. The needle surface
is deformed for a maximum depth of 25 µm at a location 140 µm above the needle tip.
The nozzle is deformed for a maximum depth of 25 µm at 300 µm downstream of the
nozzle inlet. The resulting geometry is shown in Fig. 3.29 (right). Results from two
sets of simulations will be compared: results obtained from the original injector with
100 of 145
Figure 3.27: Injector mesh views: whole geometry with boundary conditions (left) and
detail of the nozzle (right).
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Figure 3.28: Needle lift profiles, figure reproduced from [92].
Figure 3.29: Cavitation erosion effect on the geometry: experimental visualization
extracted from [92] (left and center) and deformed geometrical model (right).
the nominal designed geometry and the results obtained with the same conditions but
with a geometry deformed according to the cavitation erosion patterns.
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3.3.2 Fluid properties
The flow is assumed to be isothermal with a fixed temperature of 150 ◦C, ignoring
viscous heating effects, which simplifies the problem. The liquid fuel compressibility
is modeled with the Tait equation of state; this is an isentropic equation, based on a
reference state and two experimentally determined parameters, B and n. The density
is then computed with respect to the pressure as described in Eq. 3.5:
ρ(p) = ρref
{
1 +
p− pref
B
}1/n
. (3.5)
The reference density, ρref , was set to 723 kg/m
3, the bulk modulus, B, was set to
100 MPa, and the equation exponent n was set to 7.15. These parameters resulted in
the best fit to the experimental measurements for the fluid used. All thermodynamic
states obtained correspond to a temperature of 150 ◦C with the liquid compressibility
modeled with a barotropic relation having a speed of sound at the reference condition
of cref =
√
∂p/∂ρ =
√
nB/ρref = 994 m/s.
The effect of the pressure on the liquid viscosity is also taken into consideration. As
best fit to the experimental measurements, the viscosity is expressed as a third–order
polynomial with respect to the pressure as µ(p)[mPa s] = 0.5+7p[GPa]−2.5p2[GPa2]+
75p3[GPa3], being the viscosity defined in mPa s and the pressure in GPa. The variable
fluid properties strongly affect the nondimensional numbers that characterize the flow
field, such as the Reynolds number and the Mach number. The Bernoulli velocity can
be computed as 677 and 729 m/s considering the fluid properties at 2, 000 and 60 bar,
respectively. Correspondingly, the Reynolds number varies between 50,000 and 200,000
and the Mach number in the liquid phase only varies between 0.4 and 0.8.
Air compressibility may play a role in the spray formation; however, it can be
ignored in the internal nozzle flow simulation because of the small influence of the
chamber conditions on the internal flow. The air properties are then taken as constant
for the chamber conditions of 60 bar and 150 ◦C: density of 49.8 kg/m3 and viscosity of
0.025 mPa s. The fuel vapor is assumed to be incompressible at the saturation condition
corresponding to 20,500 Pa at 150 ◦C. A viscosity of 0.5 mPa s was used, and a density
of 0.14 kg/m3 was computed from the ideal gas law. Because of the dominant effect of
mass transfer on the liquid–vapor mixture compressibility [6,71], vapor compressibility
was ignored to reduce the problem complexity without losing the model prediction
capabilities for cavitation phenomena.
Similarly to the results presented in Sec. 3.2, only the slip velocity between the
liquid–vapor mixture and the air in the combustion chamber is included by solving two
momentum equations coupled with a droplet’s drag model presented in Sec. 2.1.2.1.
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3.3.3 Results and discussion
3.3.3.1 Mesh resolution
The effect of mesh resolution inside the nozzle is analyzed by comparing the results of
three simulations with completely open needle. Average flow results from three different
meshes with increasing resolution are compared in Table 3.10. The main dimensions
of the medium grid were discussed in Section 3.3.1, while the other two grids were
generated either by increasing (coarse) or decreasing (fine) the characteristic cell size
in the nozzle by a factor of 2. All simulations had the same convective CFL number for
the characteristic mesh size in the nozzle. The discharge coefficient, CD, was obtained
as shown in Eq. 1.4.
Table 3.10 shows that finer mesh resolution leads to smaller discharge coefficients
and higher vapor presence. These results can be explained by the fact that more vapor
is generated with the finer mesh because of the higher resolution of the flow field,
including more cavitating turbulent structures. A different amount of vapor passing
through the nozzle leads to a significant change in the total mass flow because of the
very low density of vapor compared with the density of the liquid. Even though no
mesh convergence behavior is evident in the data presented, the relative difference in
the discharge coefficient between the medium mesh and the fine mesh is on the order of
1%. To keep the computational cost of the entire injection simulation within feasible
limits, the medium mesh was used to obtain the results presented in the following
subsections.
Mesh coarse medium fine
Cell size in nozzle [µm] 6 3 1.5
Discharge coefficient 0.824 0.817 0.809
Average mass flow [g/s] 14.6 14.47 14.33
Liquid volumetric flow
ratio through the nozzle outlet [%] 97.03 96.83 95.75
Volumetric vapor content in nozzle [%] 5.53 5.55 6.25
Table 3.10: Mesh resolution effect, averaging time of 6 µs corresponding to four flow–
throughs in the nozzle.
3.3.3.2 Macroscopic results
The results showing the discharge coefficient during the injection period are presented
in Fig. 3.30. The graph shows that the acceleration period for the rate of injection
ends at around 0.3 ms and the deceleration starts 2.3 ms after the start of injection
(SOI). During this period, the discharge coefficient exhibits small oscillations around a
constant value. With reference to Fig. 3.28, the two times correspond to a needle lift
of 200 µm, meaning that the flow is significantly obstructed in the needle seat region
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only for needle lifts below this value, while higher needle lifts do not lead to an increase
in the mass flow. The percentage of nozzle volume occupied by vapor as a function of
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Figure 3.30: Discharge coefficient and vapor volume percentage in the nozzle during
injection.
time is also shown in Fig. 3.30. From this graph, it is evident that the applied geometry
deformation due to the cavitation erosion leads to a decrease of the vapor volume in
the nozzle. This effect can be explained by the differences observed between the flow
patterns in the two nozzles.
Time–averaged macroscopic results for the fully open needle conditions are pre-
sented in Table 3.11. A decrease in the discharge coefficient on the order of 3.8% is
Geometry original eroded
Discharge coefficient 0.837± 0.010 0.806± 0.007
Volumetric vapor content in nozzle [%] 3.82± 0.53 1.55± 0.24
Volumetric vapor flow ratio [%] 1.02± 0.73 0.90± 0.73
Table 3.11: Statistical results comparison, average values with relative standard devi-
ation during the fully open needle interval.
caused by the geometry deformation on the needle and the nozzle. This is caused by
the local contraction of the flow passage area due to the wider flow recirculation in
correspondence to the erosion locations in the nozzle; further details are given in the
following analyses on the internal nozzle flow. The amount of vapor generated inside
the nozzle decreases significantly, so the eroded injector shows less than half of the
vapor in the nozzle compared with the nondeformed geometry. However, the difference
is reduced significantly at the nozzle outlet, where in both cases only 1% of volumetric
flow is occupied by vapor. These data indicate that the erosion deformation damps
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significantly the vapor cavity formed close to the nozzle inlet; however, it does not
influence the vapor cavities formed inside the nozzle and convected outside.
3.3.3.3 Flow field results
Indicative samples of the nozzle flow for a fully open needle are presented in Fig. 3.31
for both the eroded geometry and the noneroded geometry for two representative time
steps (1.65 ms after SOI for the original geometry and 1.3 ms after SOI for the eroded
geometry). These specific time steps are selected as the ones at which the main flow
field features are the most clearly visible and do not deviate significantly from the
average flow. The vapor cavity fills the recirculation zone, which starts at the upper
part of the nozzle inlet and extends up to 80% of the nozzle length. This region extends
for about 90◦ around the nozzle hole circumference. Two counterrotating vortices are
formed below the recirculation region; these start to cavitate at 30%–50% of the nozzle
length. Their exact location and extension are strongly perturbed by the unsteady
upstream flow, resulting in a transient behavior. These flow patterns are significantly
different in the eroded geometry. The nozzle hole expansion subsection due to erosion
leads to a local decrease in the velocity, and thus, recovery of the pressure. This leads
to a much shorter vapor cavity on the upper side of the nozzle inlet. However, a
second vapor cavity appears on the lower side of the nozzle just after the eroded part.
The local increase and decrease in the nozzle subsection area generates a vorticity
component along the nozzle circumference that causes a recirculation region starting
from the lower lip of the deformed subsection on the downstream side (w θ = ∂v r/∂h,
with θ being the angular coordinate of the nozzle circumference, r the distance from
the nozzle axis, and h the coordinate traveling along the nozzle axis). An attached
sheet vapor cavity fills this recirculation zone and extends for 20%–40% of the nozzle
length. This region extends for about 270◦ around the nozzle hole circumference. Vapor
cavities detach from this region and are convected downstream. In this flow pattern
cavitating vortices still appear, but their presence is negligible compared with that of
the ones formed in the noneroded geometry. The absence of the long vapor cavity on
the upper side of the nozzle inlet for fully open needle conditions leads to an overall
smaller vapor quantity in the eroded geometry compared with the original one; these
differences explain the results presented in Fig. 3.30. A major effect of the eroded nozzle
is visible in the velocity cut close to the nozzle outlet: the eroded geometry shows a
less uniform velocity field. This is expected to affect the spray formed.
3.3.3.4 Cavitation erosion predictions
The risk of cavitation erosion is predicted by recording the pressure peaks generated
by the collapse of vapor cavities. The time evolution of recorded pressure peaks on the
surfaces shows that the strongest collapse events (above the inlet pressure of 2, 000 bar)
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Figure 3.31: Indicative instantaneous flow field distribution under fully open needle
valve conditions: original geometry (top) and eroded geometry (bottom). Orthogonal
projection of 50% vapor isosurfaces (red) and Q–invariant isosurfaces at 1.5× 1014 s-2
colored with velocities at 1.65 and 1.3 ms after SOI for the original and eroded geometry
respectively.
happen at low needle lifts. Since the flow field varies significantly during the needle
opening and closing phases, the locations at which the pressure peaks appear change
during the injection. Figure 3.32 shows the pressure peaks recorded on the bottom
of the nozzle and on the needle at 0.15 ms after the SOI for the original geometry.
During the beginning of the injection event, vapor cavities are formed along the needle
because of the initial movement. The collapse of these vapor cavities leads to pressure
peaks on the needle surface in locations similar to those detected in the experiments
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(see Fig. 3.29). The pressure peaks on the bottom of the nozzle are generated by the
vapor cavities detached from the lower lip of the nozzle inlet during the initial flow
acceleration period. When the flow is still developing inside the sac region, the highest
flow acceleration appears on the lower side of the nozzle inlet. On the top side on
Figure 3.32: Recorded pressure peaks at 0.15 ms after the SOI: needle (left) and nozzle
bottom (right). The simplified geometry of the eroded injector is overlapped with a
transparent surface for visualization of the damage locations
.
the nozzle, most of the recorded pressure peaks appear between 0.15 and 0.3 ms after
the SOI. The distribution of recorded pressure peaks does not change significantly for
the rest of the needle opening phase and injection phase. A few new pressure peaks
appear also during the needle closing phase between 2.2 and 2.3 ms. Both time intervals
correspond to needle lifts between 100 and 200 µm and they correspond to the instants
of the highest change in the slope of the rate of injection. From these observations, it is
possible to conclude that the highest cavitation erosion risk for the injector presented
happens when the needle movement stops or starts influencing the nozzle flow, and then
when the highest curvature in the rate of injection is visible. Under these conditions,
the velocity magnitude is of the same order as in the fully open needle conditions but
the flow field is still developing because of the effect of the moving needle (opening or
closing). In Fig. 3.33 the pressure peak distributions on the top side of the nozzle at
0.15, 0.3, 2.2, and 2.3 ms after SOI are presented together with the results at the end of
the injection overlapped by a transparent surface of the simplified model of the eroded
geometry. The cavitation erosion patterns change during the material removal process
because of the influence of geometry deformation on the flow [56]. The results presented
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Figure 3.33: Recorded pressure peaks at the end of the injection on the top of the
nozzle. At the top the results obtained at 0.15, 0.3, 2.2, and 2.3 ms after SOI are
shown, and at the bottom the results obtained at EOI overlapped by the model of the
eroded nozzle are shown.
can then be related only to the initial phase of the erosion process. The beginning of
material removal leading to the geometry shown in Fig. 3.29 can be expected to be in
good agreement with the locations of recorded pressure peaks on the top side of the
nozzle. Erosion on the side of the nozzle is expected to be caused mainly by asymmetric
flow characteristics, such as hole–to–hole flow variations and eccentric needle motion.
The lack of experimental data in terms of needle movement normal to the needle axis,
as well as real geometry deviations from the nominal design of each nozzle hole, does
not allow us to predict erosion at these locations with the current simulation.
3.3.3.5 Time–averaged nozzle flow fields
The flow is intrinsically unsteady because of the moving needle; however, the time–
averaged flow fields at the nozzle exit may provide useful indications about the internal
nozzle flow and its influence on spray formation. Figure 3.34 shows the average flow
fields at the nozzle outlet, corresponding to the plane where the internal nozzle flow is
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provided as a boundary condition for the subsequent spray simulations. The velocity
magnitude, velocity rms, and projected velocity vectors are presented together with the
average vapor volume fraction for both the original geometry and the eroded geometry.
The main visible differences appear in the upper part of nozzle outlet, where the eroded
injector shows a bigger area with lower velocity and velocity fluctuations, as well as a
more spread vapor presence. Furthermore, the two counterrotating vortices visible from
the projected velocity vectors show different locations between the original injector and
the eroded injector.
Figure 3.34: Time–averaged flow field over the whole injection period at the nozzle
outlet: velocity magnitude, velocity rms, projected velocity vectors, and vapor volume
fraction (VF). Comparison between original nozzle (left) and eroded nozzle (right).
Figure 3.35 shows the flow distribution on the nozzle hole symmetry plane. The
average vapor volume fraction isoline of 6% is shown as a continuous black line, while
six velocity profiles are included as dash–dotted red lines; moreover, the boundary
layer thickness (δ99) on the lower side on the nozzle is shown by the dashed white line
computed as the location for which u¯(δ99) = 0.99Ul. In both cases the flow recirculation
leads to the formation of a low–velocity region on the upper side, which starts after
the inlet and whose center moves toward the nozzle axis. In the original geometry,
this portion is partially filled with vapor. In the eroded geometry, the local subsection
expansion decelerates the flow and causes boundary layer detachment from the wall
on the upper side (noticeable thanks to the local negative velocity in the profile at
0.2 mm). The successively convergent shape re–accelerates the flow close to the wall
with a downwards velocity component that transports the low–velocity region further
away from the wall compared with the original geometry (visible when comparing the
two velocity profiles at 0.4 and 0.6 mm). In the eroded geometry, a cavitation inception
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zone exists in the low–velocity region detached from the wall. Another difference can
be detected by looking at the boundary layer thickness profile on the lower side of the
nozzle: the erosion deformation leads to a local increase in the boundary layer thickness,
and after it is reattached to the wall, it is partially filled with vapor. However, in both
cases, it can be seen that the boundary layer thickness never reaches the channel axis.
The nozzle length is then too short to obtain a fully developed turbulent flow, and at
the nozzle outlet, the flow is still in a developing stage. This is in good agreement with
the theory for the entry length of turbulent pipe flows that predicts a length 5 times
longer than the actual nozzle length: lh ' 1.359DRe1/4 ' 5 mm [148].
Figure 3.35: Time–averaged vapor volume fraction (black isoline representing 6%),
velocity profiles along the nozzle (dash–dotted red line), and boundary layer thickness
on the lower side (dashed white line) of the original geometry (top) and eroded geometry
(bottom).
In Fig. 3.36 the average velocity profiles at three locations are presented, for both
the eroded injector and the noneroded injector. This allows us to compare the average
velocity magnitude along the nozzle length. Two main differences between the original
geometry and the eroded geometry can be detected. The inlet profile of the eroded
geometry is already influenced by the downstream presence of the expansion: the flow
decelerates and the recirculation region is farther from the wall. In the mid–distance
and outlet profiles, the low–velocity region is spread sooner in the eroded geometry.
The integral value of the velocity at the outlet is smaller for the eroded injector, thus
explaining the loss in discharge coefficient seen in Fig. 3.30.
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Figure 3.36: Time–averaged velocity profiles at three locations along the nozzle for
the original geometry (left) and the eroded geometry (right). The three locations
are 100 µm downstream of the nozzle inlet (in with continuous red line), 500 µm
downstream of the nozzle inlet (mid with dashed blue line), and 900 µm downstream
of the nozzle inlet (out with dotted gray line).
3.3.3.6 Spray simulation results
In this subsection we analyze the effect of changes in the geometry due to cavitation
erosion on the spray primary breakup and near–nozzle spray dispersion. In the liter-
ature one can find several non–reacting spray simulations performed with the flow at
the nozzle outlet computed from the internal injector flow simulations as inlet condi-
tions [91, 149–153]. In this work two spray simulations were performed, one starting
from the internal nozzle flow of the original injector geometry and one starting from
the internal nozzle flow of the injector affected by erosion. Unfortunately, as there
are no experimental data for the simulated injectors, the results presented here aim
to offer a comparative study of the possible effects of nozzle hole erosion on spray de-
velopment. The numerical grid used for the simulations is presented in Fig. 3.37 with
the used boundary conditions identified by the color scheme described in Table 3.12.
The entire volume is initialized with air (αg = 1) at typical in–cylinder conditions for
Diesel engines corresponding to 900 K and 60 bar (air density of 23.1 kg/m3) [40,88].
Location boundary condition type
Spray inlet (red) Velocity from injector simulations
Top wall (gray) No–slip velocity
Side wall (green) p = 60 bar, T = 900 K
Outlet (not visible) p = 60 bar, T = 900 K
Table 3.12: Summary of boundary conditions for spray simulations with reference to
Fig. 3.37.
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Figure 3.37: Mesh for spray simulations with colored boundary conditions.
The injected liquid is considered incompressible, and air compressibility was taken into
account. The computational mesh consists of 500,000 hexahedral cells, and the time
step used was 650 ns, corresponding to a characteristic convective CFL number of 3.5.
Because of the lack of experimental data for the simulations presented and the arbi-
trariness of some model tuning coefficients, a parameter influence analysis of the main
tuning coefficient was done. The constant C2 scales the characteristic breakup time of
the WAVE model [129] and may vary from one injector to another to accommodate the
model uncertainties. As it is visible from Table 3.13 and Fig. 3.38, longer breakup times
lead to longer spray tip penetration lengths. The results show that even though ma-
jor differences are visible, the same trend exists for the original nozzle and the eroded
nozzle. In the following analyses, the middle value, C2 = 9, was considered.
Penetration length [mm]
Geometry original eroded
C2 = 6 8.1 7.8
C2 = 9 10.1 9.4
C2 = 20 18.7 17.1
Table 3.13: Effect of the WAVE model coefficient C2 on the liquid penetration length
of the spray center of mass in millimeters. Time–averaged values between 1 and 1.8 ms.
The spray tip penetration and the spray angle over time are plotted in Fig. 3.39.
Two estimates for the spray penetration are shown: one was computed considering
the average distance from the nozzle outlet of the furthest 1% of liquid mass in the
spray, and the other was computed considering the distance of the entire spray center
of mass. The trends presented in Fig. 3.39 show no visible difference between the
two cases during the starting phase of the injection; however, the liquid penetration
under fully open needle conditions shows that the eroded injector creates a shorter
spray than the injector with the nominal geometry. In both cases the difference in the
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Figure 3.38: Effect of the WAVE model coefficient C2 on the spray morphology at
2.3 ms after SOI.
average penetration length is in the order of 0.7 mm, corresponding to 3.5% for the
furthest 1% of spray and 7% for the spray center of gravity.
The average spray angle was obtained as mass weighted value (considering the
droplet’s mass) of the angle of each droplet with respect to the spray axis (computed
as the arc–tangent of the radial distance from the spray axis over the longitudinal
distance from the spray inlet). The results are plotted in Fig. 3.40. Similarly to the
spray penetration length, no clear difference trend is visible during the spray initial
stages but a wider spray angle is visible in the eroded nozzle for a fully open needle. In
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Figure 3.39: Liquid penetration length comparison between the original geometry (con-
tinuous red line) and the eroded geometry (dashed blue line). Penetration length pre-
sented as the furthest 1% (left) and the spray center of mass (right).
this case the relative difference is around 15%. In particular, the top of the eroded spray
appears to have the largest increase in angle. This is caused by the flow differences
existing on the upper side of the nozzle outlet used as inlet conditions of the spray
simulations.
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Figure 3.40: Spray angle comparison between the original geometry (continuous red
line) and the eroded geometry (dashed blue line).
For both cases a quasi–steady spray pattern was identified between 1 and 1.8 ms.
Average values of the penetration length and spray angle were extracted in this time
range to provide the comparison between the two cases in Table 3.14.
A visualization of the two sprays at 1 ms after the start of injection is provided in
Fig. 3.41. The spray parcels are shown as spheres, and cuts for the fuel vapor mass
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Geometry original eroded
Liquid penetration length of the furthest 1%
of liquid mass [mm] 22.2± 0.3 21.4± 0.6
Liquid penetration length of the spray center of mass [mm] 10.1± 0.1 9.4± 0.3
Spray angle [◦] 2.33± 0.06 2.97± 0.14
Table 3.14: Average penetration lengths and spray angles between 1 and 1.8 ms with
the relative standard deviation.
fraction are presented together. The results about penetration length and spray angle
are confirmed by the small differences visible between the two images.
Figure 3.41: Spray visualizations at 1 ms after start of injection: spray parcels in black
and fuel mass fraction with the green–brown color scale. Two lines corresponding to
an angle of 10◦ are included as reference.
3.3.4 Conclusions from the eroded injector simulations
The developed numerical framework was used to study the effect of geometry deforma-
tion caused by cavitation erosion in a Diesel injector. Comparison of the simulation
results between injectors with the nominal designed geometry and with an eroded ge-
ometry (as detected by previous experiments) shows that cavitation erosion leads to
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significant differences in the flow. A main injection event was simulated modeling the
longitudinal needle movement as measured in experiments. The main characteristics of
the flow field were then analyzed, both at the SOI and for fully open needle conditions.
The eroded injector shows an average loss of 3.8% for the rate of injection. The loca-
tions of the pressure peaks recorded on the walls due to collapsing vapor cavities show
good agreement with the experimental erosion patterns. The most intense events are
mainly recorded during the opening phase for needle lifts of less than 200 µm, when
the stable sheet cavity is still not formed, and the flow is highly fluctuating in the
recirculation zone close to the nozzle inlet. Internal nozzle flow results were then used
to define the inlet conditions of non–reactive spray simulations with the Lagrangian
approach.The differences in the nozzle outlet flow were reflected in a shorter and wider
spray for the eroded injector. The significant influence of geometry deformation due
to erosion indicates the importance of correctly modeling the exact internal geometry,
so an X–ray scan of the actual injector used during experiments is also crucial to cor-
rectly model the internal injector flow. The importance of modeling the needle motion
is also evident by the transient nature of the results, and the inclusion of 3–D needle
movement would further improve the cavitation erosion risk assessment capabilities.
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Chapter 4
Conclusions and future work
In conclusion, a numerical framework for the prediction of cavitation erosion has been
developed. A multiphase compressible solver based on the SIMPLE algorithm has
been implemented into the commercial CFD code AVL FIRE™ for a generic number of
phases, each of them with an independent compressibility treatment. The underlying
equations of the multifluid model allow full flexibility in terms of the number and the
coupling of the phases in the domain. Several models for mass and momentum exchange
between the phases have been proposed. The effect of finite mass transfer rates, based
on non–equilibrium models, has been presented together with the vapor compressibility
treatment. Various differencing schemes have been included in the model for spatial
reconstruction of the variable fields and the large eddy simulation coherent structure
model is adopted for turbulent flows. The developed model has been proved to be
capable to correctly predict cavitation, as well as the pressure peaks appearing at the
end of the vapor cavities collapse related to cavitation erosion phenomena.
The multiphase compressible solver has been first validated against one dimensional
cases with available analytical results. Simulation results of a shock tube involving a
compressed liquid and a gas showed good agreement with the solution obtained from
a Riemann solver. Then, two velocity magnitudes are used for initializing the liquid
velocity of an expansion tube case. The lower velocity tube is adopted to confirm
the model capability to resolve expansion fans, as well as the effect of cavitation in
the very low pressure region appearing at the center of the tube. The effect of vapor
compressibility is instead presented in the higher velocity expansion tube, for which
the incompressible treatment of the vapor phase results in negative pressure values.
The single bubble Rayleigh collapse is exploited to demonstrate the effect of different
mass transfer rates, in combination with vapor compressibility treatments and non–
condensable gas content, on the bubble collapse dynamic.
Regarding three dimensional flow solutions, the numerical framework was validated
for a simplified throttle experimental setup operated with diesel fuel. The capability of
the method to correctly predict the critical cavitation point has been assessed, and the
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internal flow solution truthfulness has been confirmed comparing the vapor distribution
and velocity profiles with experimental measurements. Cavitation erosion predictions
with recorded pressure peaks have been presented for variable simulation resolutions
and diesel viscosity values. The numerical framework modeling potential was employed
for a highly–resolved simulation of an end of injection event, showing cavitation. Fi-
nally, the framework has been applied in an industrially relevant injector case, including
coupled simulations of the consequent spray. The effect of actual geometry deformation
caused by cavitation erosion is shown to significantly affect the internal injector flow,
its performances and the consequent spray morphology.
As future extension of the developed framework, enhancements at different levels
can be introduced to improve the prediction capability of the models. The cell stretch-
ing approach used to model the needle movement in the current approach may be
substituted with the immersed boundary method currently under development in the
software. This would remove the need of moving mesh generation procedure, together
with the related risk in incurring in poorly converging grids. The model–to–simulation
time would sensibly decrease, allowing a more efficient testing procedure. The usage of
the automatic polyhedral mesh generation newly released in the pre–processing module
of the software, would allow also to run geometry optimization processes.
A meaningful improvement in the fluid modeling would be to use a multi–component
approach. A model based on the mass fraction transport equation of each component
and compatible with the cavitation model has been implemented in the code and it
is currently under testing. The usage of various components, either real or pseudo–
components, may allow to model the effect of having different saturation curves on the
overall flow. The recently implemented cubic equations of state valid for a wide range
of thermodynamic states and adopted for trans–critical spray simulations, could easily
be extended to the internal injector flow, thus permitting unique simulations to cover
both injector and spray flows.
The tabulated combustion reactions approach available in the software could be
directly applied after the spray simulations. This would allow to accurately simulate the
chemistry during the combustion process at a reduced computational cost. Extended
results in terms of soot and NOx emissions could then be evaluated at the exhaust, if
after–treatment system modeling is also included in the simulation.
Cavitation and cavitation erosion phenomena in the automotive industry are not a
solely issue of Diesel injectors. High–pressure hydraulic systems, e.g. pumps, turbines,
valves, and liquids in proximity of the liners can be affected as well. The application of
the developed method to this range of problems could be achieved with minor model
modifications by taking into account the characteristic properties of the considered
flow.
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Appendix A
1D simulations
A.1 Shock tube
An inexpensive but relevant test case to verify the ability of a compressible CFD solver
to correctly resolve pressure waves, namely shocks and expansion fans, is the shock
tube. The considered fluid properties and operation conditions are taken consistently
with [39,154]. The problem is initialized in a 1 m long tube with liquid at high pressure
on the left–hand side and gas at ambient pressure on the right–hand side. Initially, the
two non–reacting fluids are separated by a membrane and velocity is zero everywhere.
Figure A.1 shows the characteristic flow field generated after the membrane is suddenly
removed, as extensively described in [155].
Figure A.1: Flow configuration of a shock tube
The initial conditions for the considered test case are:
• left (region 1): dodecane at liquid state, 1, 000 bar and 687 K (ρl = 500 kg/m3)
• right (region 5): dodecane at gaseous state, 1 bar and 1, 022 K (ρv = 2 kg/m3).
The stiffened gas equation of state (SG–EOS), shown in Eq. A.1, is used for the com-
putation of both liquid and gas densities:
ρ(p, T ) =
p+ pi
cv(γ − 1)T . (A.1)
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The constant pi is empirically determined and it models the effect of molecular attraction
in the liquid state. The liquid density behaves then as an ideal gas that is already under
a pressure equal to pi. The SG–EOS parameters and the specific heat capacity, Cp, are
assumed constants and they are summarized in Table A.1. The equations are solved on
Phase γ pi [Pa] Cv [J/kgK] Cp [J/kgK]
Gas 1.025 0 1, 956 2, 005
Liquid 2.35 4× 108 1, 077 2, 534
Table A.1: SG–EOS parameters for liquid and vapor (gas) dodecane from [39].
a 1–D mesh of 10, 000 equidistant cells (cell length of 0.1 mm). The selected time step of
0.2 µs corresponds to a convective CFL number of 0.3 and an acoustic CFL number of
3 for the pure liquid. Total enthalpy conservation equation is solved along with volume
fractions, continuity and momentum transport equations. The equations are defined
to compute one pressure and one velocity field, common for both phases. No mass or
heat transfers are included in the model, and viscosity is neglected. Pressure boundary
conditions are imposed on the extremities and symmetry on the other external faces
along the tube. The results presented in Fig. A.2 are in good agreement with the
solution obtained from a Riemann solver. The results are presented at 4.73 µs after
the simulation started (corresponding to the instant of removal of the membrane).
The simulation results show the same wave configuration as predicted by the Riemann
solution: a fast expansion fan in the liquid on the left, the shock in the gas on the
right and the contact surface between the liquid and the gas closer to the center. The
pressure wave speed in both, liquid and gas, is also correctly predicted, showing an
overall satisfactory matching between simulation results and the Riemann solution.
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Figure A.2: Liquid/gas dodecane shock tube at 1, 000/1 bar with SG–EOS: Riemann
solution from [154] (red line) and simulation results (blue circles).
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A.2 Expansion tube and evaporation process
A further 1D test case broadly investigated in the literature is the expansion tube [39].
In this case, a tube is initialized with liquid at constant pressure and temperature;
the same velocity magnitude is also initialized everywhere, but opposite directions are
imposed on the two half of the channel length, so that the fluid is moving away from
the center on both sides. The initial fluid is liquid water set at 1 bar and 355 K,
corresponding to a density of 1, 150 kg/m3. 1% of vapor volume fraction is also set as
initial conditions in the simulations (αv = 0.01). The aim of this study is to evaluate
expansion waves, as well as evaporation waves. For this reason two simulation setups
are compared: one with and one without mass transfer from liquid to vapor, modeling
cavitation. Two velocity magnitudes are also used: 2 m/s and 500 m/s. As for the
shock tube test case, both liquid and vapor water states are modeled with the stiffened
gas equation of state. The constants for water are given in Table A.2, with reference
to Eq. A.1. Thanks to the symmetric nature of the problem, only half of the domain
Phase γ pi [Pa] Cv [J/kgK] Cp [J/kgK]
Vapor 1.43 0 1, 040 1, 487
Liquid 2.35 109 1, 816 4, 267
Table A.2: Water SG–EOS constants for liquid and vapor phases from [39].
(0.5 m) is modeled with 5, 000 equidistant cells (cell length of 0.1 mm). The full ex-
pansion tube domain can be obtained by mirroring the results around the mid–point.
Velocity is initialized positive everywhere and a symmetry boundary condition is taken
on the left face. Velocity is imposed on the right boundary face and symmetry bound-
ary conditions (zero fluxes) are set on all other boundary faces, surrounding the tube
longitudinally. The effect of viscosity is neglected and the total enthalpy equation is
solved to compute the temperature. A single velocity field is solved for the liquid/vapor
mixture. No heat transfer is included and the cavitation model presented in Section 2 is
used. A high evaporation rate is used to tend to thermodynamic equilibrium conditions.
The saturation pressure is set to 0.5 bar.
Low speed
In the first cases a velocity magnitude of 2 m/s is adopted. The time step is then set
to 5 µs (convective CFL = 0.1). The presented results are obtained at a time of 3.2 ms
after the start of the simulation. Figure A.3 show a comparison between analytical
(from [154]) and numerical results without evaporation. An additional simulation with
mass transfer is included to show the effect of vapor generation in the low pressure
region. In the results without mass transfer only the expansion fan is visible, thus the
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presence of vapor close to the center is only due to the mechanical expansion of the
initial one. On the other hand, when the mass transfer term is included, an evaporation
wave appears as soon as the saturation pressure is reached, leading to more vapor
formed in the middle and pressure limited to the saturation pressure.
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Figure A.3: Low speed expansion tube: analytical solution from [154] (red continuous
line), simulation results (blue circles) and simulation results with mass transfer (black
dashed line).
High speed
The second set of cases are initialized with a speed of 500 m/s. Due to the higher
velocity the used time step is 0.2 µs (convective CFL = 1). Figure A.4 presents two sim-
ulations results. Both of them includes the mass transfer term, however one assumes the
vapor phase as incompressible (no vapor expansion allowed), with a density computed
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at the saturation conditions corresponding to 0.315 kg/m3. The results are presented at
0.2 ms after the start of the simulation. In the pressure field two waves are clearly visi-
ble: an expansion fan (farther from the center) followed by an evaporation wave (closer
to the middle). Between the two waves, a region at the saturation pressure is present for
both cases. The wave propagation speed in a non–reacting two phase mixture depends
on the compressibility of both phases (see Eq. 2.11), thus the incompressible vapor
assumption leads to the fact that the non–reacting mixture compressibility depends
uniquely on the one of the liquid (low compressibility and high speed of sound value).
In the results, different expansion waves velocities are then clearly visible between the
two cases in the region with pressure above saturation (p > psat = 0.5 bar). Differently
from the low speed case, close to the left domain boundary, the pressure drops below
the saturation pressure. This is because the amount of vaporized liquid is not sufficient
to compensate the net flow. The vapor compressible case compensate this effect with
the gas expansion, leading to a pressure level of 0.19 bar maintained till the tube cen-
ter. Since the case with incompressible vapor, does not have this ability, the absolute
pressure drops even below 0 bar.
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Figure A.4: High speed expansion tube: simulation results with compressible vapor
(red line) and simulation results with incompressible vapor (black dashed line).
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A.3 Single bubble collapse and condensation process
The aim of the following simulations is to verify the agreement between the results for
a single bubble collapse obtained by numerical integration of the R–P equation and
CFD simulations. The used test case is discussed in [156]. The domain is initially
filled with water at p0 = p∞ = 1 bar, and a vapor bubble is placed in the center at
the saturation pressure (pb = psat = 2340 Pa). The initial velocity is zero everywhere
and the temperature is uniform at 20 ◦C. The initial bubble radius, R0, is set to
0.4 mm. The liquid is considered incompressible with a density of 997.7 kg/m3, while
the ideal gas EOS is used for the vapor (with specific gas constant: Rg = 461.5 J/kgK
and adiabatic index: γ = 1.33). Although the exact bubble dynamics is described by
the full R–P equation [10, 19, 20], in the present study the viscous, surface tension,
and thermal terms are neglected. The process is also approximated as adiabatic. The
resulting simplified R–P equation is then shown in Eq. A.2:
RR¨+
3
2
R˙2 =
pb − p∞
ρl
=
psat − p∞
ρl
+
pg0
ρl
(
R0
R
)3γ
. (A.2)
The instantaneous internal bubble pressure is referred with pb, while pg0 indicates the
initial partial pressure of a non–condensable gas. The collapse time, ttc, for a bubble
without non–condensable gas was derived by Lord Rayleigh [19], as shown in Eq. A.3:
ttc = 0.915
{
ρlR
2
0
p∞ − psat
}1/2
, (A.3)
and corresponds to 37 µs for the current case.
In the CFD simulations the spherical symmetry of the problem is exploited to reduce
the computational effort. A 1D slice is extracted from the spherical symmetric domain
that has the shape of a square pyramid which apex’ corresponds with the bubble center.
Both the pyramid angles at the apex are of 1 ◦. Symmetry boundaries are imposed on
the pyramid faces and the pressure of 1 bar at the farfield (pyramid base). In order to
reduce the pressure boundary effect, the farfield is placed at 100R0 = 40 mm from the
center. The mesh is then generated with 40, 000 equidistant cells (cell length of 1 µm),
with the bubble radius being initially resolved by 400 cells.
Gas bubble collapse
Figure A.5 shows a comparison of Volume–of–Fluid (VOF) and diffuse interface
simulations, together with results obtained from the numerical integration of the R–P
equation of a collapsing gas bubble. The VOF simulations uses the CICSAM differenc-
ing scheme to accurately capture the liquid/vapor interface with the numerical model
presented in [30, 157, 158]. In the diffuse interface approach presented in Section 2.1,
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the interface is instead diffused and it occupies a non–negligible space. The error bars
added to diffuse interface simulations represent then the interface limits (defined as
αv = 0.1 ÷ 0.9). Simulations results show a good agreement with the R–P equation
during the collapse phase for both VOF and diffuse interface approached, but smaller
radius are achieved after rebound in the simulations. This is due to a larger minimum
radius and to an anticipated rebound that carries less energy. The reason for this dis-
crepancy could be attributed to the numerical 1D approximation and to a not sufficient
mesh resolution for the minimum radius.
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Figure A.5: Single gas bubble collapse: numerical integration of the R–P equation (red
continuous line), VOF simulations results (blue short–dashed line) and diffuse interface
approach results (black long–dashed line).
Effect of mass transfer rate on vapor bubble collapse
In Section 2.1.1.2 it was shown that finite mass transfer rate cavitation models
can mimic the effect of metastable states during phase change. Since the vapor is
defined metastable, if it does not condense at pressure values higher than saturation,
the similarity between metastable effects and finite mass transfer rates can be extended
to the effect of non–condensable gas content during bubble collapse. Depending on the
mass transfer rate magnitude, different ratios of initial vapor partial pressure and gas
partial pressure can be modeled using a single gas: when the rate is set to 0 (e.g. no
mass transfer) the whole gas initially inside the bubble behaves as non–condensable
gas (pg0 = pb(0)), on the opposite side, when the mass transfer rate tends to infinity
(equilibrium model), all the vapor completely transforms into liquid as soon as the
pressure rises above psat, thus no non–condensable gas exists (pg0 = 0). Finite mass
transfer models can then represent different initial partial pressure of vapor and non–
127 of 145
condensable gas as described in Eq. A.4:
pb(0) = pv + pg0 =

pg0, if |Γ | = 0
pv + pg0, if |Γ | > 0
pv, if |Γ | → ∞.
(A.4)
Figure A.6 presents the CFD simulation results obtained for the single bubble collapse
with different values of vapor bubble number density, N. Considering that the mass
transfer rate magnitude, |Γ |, is proportional to N 1/3 (see Eq. 2.4), changing vapor
bubbles number density affect directly the mass transfer rate. Although it may be
counter–intuitive to think about vapor bubble number density for a single bubble col-
lapse, the vapor bubble number density should be considered as a scaling factor of the
mass transfer rate. For vapor bubble number densities equal or below 1012 m-3 the bub-
ble rebounds, with higher intensity for the lower number densities. A certain amount
of initial gas contained in the bubble does not condense and is driving the rebound.
This portion of gas causes the same effect of a non–condensable gas. For vapor bubble
number density equal of above 1015 m-3, the bubble completely collapse, meaning that
no non–condensable gas was present.
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Figure A.6: Mass transfer rate effect on bubble dynamic CFD simulations. Bubble
number density set to 109, 1012, 1015 and 1018 m-3.
This study shows that the same effect of non–condensable gases during condensation
can be obtained by reducing the mass transfer rate. During evaporation a similar
analysis could be conducted about the effect of non–dissolved gases that accelerates
the bubble growth process due to the gas expansion at low pressures. These two
considerations could then explain the need of different tuning constant for condensation
and evaporation rates often required by Rayleigh–Plesset cavitation models to obtain
a good fitting to experimental measurements [22].
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Effect of vapor compressibility rate on vapor bubble collapse
The effect of vapor incompressibility assumptions on the single bubble collapse
CFD simulations is presented Fig. A.7. Only the vapor bubble number density limit
values between a rebound or a complete bubble collapse from Fig. A.6 are investigated
(N = 1012 and 1015 m-3). When set as incompressible, the vapor phase density is
computed at the saturation conditions corresponding to 0.017 kg/m3. For the low
mass transfer rate (N = 1012 m-3) the effect of considering the vapor as incompressible
leads to a much longer bubble collapse time. This allows to conclude that the vapor
compressibility plays a crucial role in the bubble dynamic for the low mass transfer rates.
However, for higher mass transfer rates (e.g. N = 1015 m-3), no major difference exist
in the bubble collapse dynamic between the simulation results obtained considering the
vapor phase as compressible or incompressible.
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Figure A.7: Vapor compressibility effect on bubble dynamic CFD simulations. Bubble
number density set to 1012 and 1015 m-3.
This allows to conclude that, for high enough mass transfer rates, the vapor cavities
collapse does not lead to rebound and the assumption of an incompressible vapor phase
should not affect the collapse dynamic and, thus, the results.
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