Abstract. A combination of analytical and statistical methods is used to improve a tablet coating process guided by quality by design (QbD) principles. A solid dosage form product was found to intermittently exhibit bad taste. A suspected cause was the variability in coating thickness which could lead to the subject tasting the active ingredient in some tablets. A number of samples were analyzed using a laserinduced breakdown spectroscopy (LIBS)-based analytical method, and it was found that the main variability component was the tablet-to-tablet variability within a lot. Hence, it was inferred that the coating process (performed in a perforated rotating pan) required optimization. A set of designed experiments along with response surface modeling and kriging method were used to arrive at an optimal set of operating conditions. Effects of the amount of coating imparted, spray rate, pan rotation speed, and spray temperature were characterized. The results were quantified in terms of the relative standard deviation of tablet-averaged LIBS score and a coating variability index which was the ratio of the standard deviation of the tablet-averaged LIBS score and the weight gain of the tablets. The data-driven models developed based on the designed experiments predicted that the minimum value of this index would be obtained for a 6% weight gain for a pan operating at the highest speed at the maximum fill level while using the lowest spraying rate and temperature from the chosen parametric space. This systematic application of the QbD-based method resulted in an enhanced process understanding and reducing the coating variability by more than half.
INTRODUCTION
A majority of pharmaceutical products are marketed in solid dosage form, and coated tablets constitute a major fraction among these. Coating is imparted due to a variety of reasons such as masking unpleasant taste, improving physical and chemical stability, controlling dissolution rate, enhancing appearance, imprinting information, or adding an active compound. It is therefore critical that there is minimal intra-and inter-tablet coating thickness variability. Typically, coating is the last step in the manufacturing process before the product is packaged. Any defects detected at this stage prove very costly for the manufacturer. In order to ensure high product quality, it is important to understand the causes of variability as well as characterize the effect of various process parameters. One of the most commonly used techniques for coating tablets involves a perforated rotating pan wherein the tablets are sprayed from the top using one or more nozzles. Tablets receive different amounts of coating suspension depending on their position within the pan and their (random) pattern of motion during the coating process. The pan baffle configuration, rotation speed, fill level, coating type, spray pattern and rate, as well as the tablet shape and surface properties can all have an effect on coating thickness variability.
A number of studies that attempt to elucidate the effect of processing parameters on coating variability have been reported in the literature. Near-infrared spectroscopic and imaging techniques (1), video imaging (2) , and modeling techniques like mathematics-based (3), discrete element method (DEM)-based mechanistic (4, 5) , and Monte Carlo (6) models have been utilized. Efficient mixing in coating pans has been identified as a critical parameter (5,7). Tobiska and Kleinebudde (8) used the difference in the temperatures of two sensors to characterize mixing in a coating pan and the effect of spray rate, pan tilt, and pan speed. Of the parameters of interest to this study, the effect of increasing speed has generally been enhanced mixing and, hence, reduced coating variability. Lower spray rate has been shown to produce better uniformity (3, 4) .
The quality by design (QbD) paradigm involves enhanced understanding of both the product and the manufacturing process in order to build quality into the product. Thus, studies were conducted in order to quantify the magnitude of coating thickness variability within a tablet, within a batch, and between different batches. An experimental method based on laserinduced breakdown spectroscopy (LIBS) was developed for measuring coating thickness, and statistical analysis was performed to determine the relative magnitude of coating thickness variability. These experiments determined that inter-tablet variability was the most significant component of coating thickness variability. Typically, the root cause of this type of variability is slow axial mixing in the coating pan. To examine this effect, a set of designed experiments were used to examine the effects of pan speed, weight gain, and coating temperature on coating thickness variability. DEM simulations of the coating process were performed to examine the effect of fill level, pan speed, spray pattern, and spray time on coating thickness variability, though the details of this particular study will not be presented in this paper in the interest of space. Furthermore, process optimization was performed with the help of response surface and the kriging method. The results from these experiments and simulations showed that mixing was indeed a contributing factor and identified fill level, spray rate, average weight gain, and pan speed as important parameters. These results were used to identify optimum conditions for the coating process. Validation batches using different levels of active pharmaceutical ingredient (API) content showed that the variability was not only significantly reduced but that the new process was also robust for different dosage levels.
ANALYTICAL AND COMPUTATIONAL METHODS

Laser-Induced Breakdown Spectroscopy
The LIBS technique is based on the atomic emission spectroscopy of laser-produced plasma (9) . A laser pulse is focused on the surface of a sample to ablate a small amount of material. A few milligrams of the material are vaporized into a plume, leading to the ionization of its constituent atoms. Such atomic states decay by emission of radiation which is observed in the ultraviolet, visible, and near-infrared ranges. A spectrum composed of atomic lines and molecular bands is obtained by resolving the emitted light using an optical spectrometer. The constituent elements of a tablet (from coating or core) can thus be identified by analyzing the spectrum at wavelengths at which they emit light when decaying from high energy levels. Using this method, a relationship between the emission intensity and the concentration of the species of interest can be constructed using a simple univariate calibration curve, providing for a simple and efficient way to quantify a formulation composition. In this study, PharmaLIBS™250, an instrument manufactured by Pharmalaser, Inc. (10) (Fig. 1) , was used for the LIBS analysis. It is divided into two compartments: the ablation chamber on the top is used to house the sample tray and laser guide. The bottom part contains a computer and a spectrometer, among other components. Neodymium-doped yttrium aluminum garnet (Nd:Y 3 Al 5 O 12 ) or Nd:YAG laser at 1,064-nm wavelength is passed through a beam sampler and a lens before The main door open showing the top compartment which contains a carousel and a laser guide above it. c Closer view of the carousel which has 26 slots in it. d Close-up of a slot in the carousel showing a tablet mounted using a holder which is machined to fit the tablet snugly it is redirected using a mirror onto the sample which is fixed in a placeholder on the carrousel. The light signal from the plasma produced as a result of sample ablation is transmitted through a fiber-optic bundle to the spectrometer and the CCD detector. The spectral data are transmitted to a computer which also controls the powder of the laser and monitors it using the signal from a Joule meter.
The main advantages of LIBS compared with other analytical techniques are its speed and the absence of a sample preparation step (e.g., digestion). The signal intensity value proportional to the amount of the element of interest can be compared for each site on a tablet (intra-tablet variability study) or as an average between several tablets for content uniformity evaluation. It can also be used, as in the present case, to assess the variability in thickness of the coating layer on the tablet. Successful application of LIBS for the analysis of pharmaceutical materials has been reported (11) (12) (13) (14) (15) (16) .
Data-Driven Statistical Models
Lack of first principles knowledge describing the behavior of granular systems has attracted significant attention to data-driven models for characterizing process performance. Hence, applications of such models are often treated as black box operations. The added advantage of methods such as the response surface method (RSM) is that their computational requirements are far less than mechanistic modeling methods. This also makes them good candidates for additional purposes such as real-time optimization and control. This study employs the RSM and kriging-two conceptually different data-based methods. The two methods provide outputs in different forms. The RSM produces non-interpolating surfaces (i.e., sum of squares error from a predefined function is minimized), while kriging produces interpolating surfaces (passing through all the experimental points). Both methods have attracted a significant amount of attention lately owing to their simplicity and computational efficiency (17) (18) (19) (20) (21) (22) . In this work, both methods are used to develop predictive models for the effects of spray rate, pan speed, exhaust temperature, and weight gain to the modified relative standard deviation (RSD). Kriging is an interpolating response surface method which is formed as a linear combination of basis functions. In the literature, through a comparison between RSM and kriging, it has been shown that in certain cases, fitted quadratic surfaces may not sufficiently capture the shape of the function (23) . In addition, kriging has a statistical interpretation that allows the estimation of the potential prediction error. Kriging interpolation requires the tuning of very few parameter values which do not increase significantly when the number of input variables is large. The two methodologies are based on completely different principles, and by looking at their comparison, it becomes clear that kriging is more appropriate for cases where the response surface is expected to be non-convex and nonlinear, while RSM is more appropriate in cases where the output is expected to be a smooth and quadratic function. Finally, kriging may be more suitable in cases where the experimental data are not based on a carefully designed set of experiments since the prediction error is a quantitative measure for the identification of unexplored regions of the multivariable space. In this study, both these models have been used for the optimization and identification of the combination of operating conditions that minimize the coating thickness variability.
The Response Surface Method
RSM, a method first introduced by Box and Wilson in 1951 (24) , is a tool that has been widely employed for the optimization of noisy processes. It is a local optimization technique whereby an optimum is achieved after sequential optimization of localized sampling-based models (25) . There are three basic steps in the algorithm: (1) specification of a sampling set within the local region, usually accomplished by the design of experiment (DOE) tools; (2) construction of a local model centered at a nominal sampling point; and (3) model optimization with respect to the local region in order to determine the location at which process improvement is maximized. The spatial location of sampling points is an important aspect of RSM modeling since the sampling set should be representative of the entire experimental region and DOE tools are applied in order to address this issue. The experimental design is defined as the specification of a number of treatment levels for each input variable, the experimental units by which responses are measured, and the mechanism by which treatments are assigned to units.
For a problem containing n continuous input variables, an n-dimensional quadratic polynomial is used as the local model since quadratic behavior describes the mathematical geometry in the neighborhood of an optimum. Model accuracy can be improved if bilinear terms capturing the interaction effects between two inputs are also incorporated into the local model. A general second-order response surface model has the following form:
The indices i and j differentiate the input variables x i and x j , β 0 , β j , β ij , and β jj are model coefficients, and z represents the response that describes the predicted output behavior. 
The Kriging Method
Kriging was first developed as an inverse distance weighting method to describe the spatial distribution of mineral deposits (26, 27) . This method has attracted a lot of attention recently due to its ability to model complex functions and to provide error estimates (21) . In this method, the prediction f k is expressed as a weighted sum of the observed function values at sampling points that fall within a set interval around the point that is predicted. The basic idea of kriging is that a function value for a sampling point located close to the test point is generally weighted more heavily in contrast to the function value corresponding to a sampling point located farther away. A lower weight is placed on function values whose sampling points are clustered together in order to minimize the possibility of generating biased estimates. Since a variance for each test point is also calculated, regions where subsequent sampling is required can be linked to a high variance at the regional points.
In the kriging method, the first step is the determination of variogram coefficients from an experimental sample set consisting of N sampling points. A variogram is a quantitative descriptive statistic that graphically characterizes data set roughness. The information obtained from it complements that which is obtained using histograms and other common descriptive statistics. In order to determine the variogram coefficients, (N)(N−1)/2 squared function differences are obtained for each sampling pair. The squared function differences are then plotted with respect to the L 2 -norm sampling pair distance, as illustrated in Fig. 2a .
The best variogram model that should be used might not immediately be apparent. Data smoothing is used to improve the fit by replacing clustered scatterpoints falling within an interval [h i −tol,h i +tol], tol being a certain tolerance, with average values defined as semivariances. The semivariance (γ(h)) is determined according to the equation:
where N(h) is the number of sampling pairs whose Euclidean distance falls within the range [h i −tol, h i +tol]. Variogram model coefficients are then obtained from a regression of the semivariance scatterpoints to one of the five elementary types: spherical, Gaussian, exponential, power, or linear. The one whose least square error is the lowest is considered to be the type that best captures the trend of the semivariance. The covariance function which is a complementary function of the semivariance is used to calculate the Kriging weights (w i ) by solving the system:
where d ij is the distance between sampling point x i and sampling point x j , and d ik is the distance between sampling point x i and test point x k ; λ is the Lagrangian multiplier of the optimization problem associated with the unbiased constraint. Similarly, Cov(d ij ) and Cov(d ik ) represent the modeled covariances between the sampled function data whose corresponding input vectors are a distance x i -x j or x i -x k apart, respectively. The kriging prediction f k is then evaluated by the following form:
where w i and f i represent the weight and observed values at sampling point i, respectively. For each test point x k , a variance 2 k is also obtained as follows:
where Cov(d ik ) corresponds to the right-hand side of Eq. 3. 
MATERIALS AND METHODS
Tablets that were either fully coated or sampled at different stages of coating were used for analytical studies. The first sample, sample set A, contained 240 tablets from six production lots at 40 tablets per lot. The second sample, set B, contained 2,400 tablets from ten placebo lots with 240 tablets per lot sampled intermittently in sets of 40 at six different time points during a coating run. The third sample, set C, contained 120 tablets sampled after completed coating runs from three batches (40 tablets per batch), each with an increasing amount of API in them. A detailed study involving these three sets is presented in this paper. Another sample set, referred to as set M1, was used to develop the analytical method. Complete ANOVA and variance calculations for the method development study are not presented here, but can be found in Dubey et al. (28) . Set M1 consisted of 100 tablets sampled from five production batches with 20 tablets per batch. This set was sampled from the same manufacturing plant, but using the old (pre-optimization) process. Hence, it can serve as an initial point for comparison of the overall variance in this study.
Development of LIBS-Based Analytical Method
This section describes the method development process for obtaining data from the LIBS instrument (intensity levels) and expressing it into quantitative measures of tablet coating thickness. The tablet coating was known to consist of titanium dioxide (TiO 2 ), and Ti gives a clearly identifiable peak in the emission spectrum at a wavelength of 521 nm. Hence, the intensity of Ti signal was chosen as an indicator of the coating. Spectra were collected at 19 sites per tablet, with 30 shots per site. A pattern of a central spot, surrounded by three concentric hexagons, was used to interrogate the entire tablet surface. Figure 3 shows the spatial distribution of the sites analyzed across the tablets, including the numbering scheme used to identify the sites.
The Ti signal intensity is high in the initial shots, but it drops as the laser pulses dig through the coating, indicating that the material ablated in the lower layers contains a lesser amount of coating material. The intensity decays slowly with the increasing number of shots. In order to determine a representative measure of coating thickness, a number proportional to the point where the Ti signal decays to 50% of its maximum was chosen. There were 19 measurements of maximum intensity per tablet, one from each site. A half of the average maximum intensity value for each tablet was chosen as the indicator of the average coating thickness for the given tablet. In a plot with the number of laser shots along the x-axis and signal intensity on the y-axis, the number of shots required to reach this average half-intensity was computed using a linear interpolation technique. While the shots are always in integral numbers, the interpolated number could be a value between two successive shots. This number was chosen as a representative of the coating thickness of the given tablet.
The details of the analytical method development and optimization can be found in (28) . This study aims to build upon those findings. In summary, there were four main conclusions. First, the 19 locations on the tablet can be clubbed into three position zones. The first zone contained the central position and the six surrounding positions forming an innermost hexagon. The second zone comprised the six positions in the intermediate hexagon, and the third zone consisted of the outermost six locations, again in a hexagonal pattern (Fig. 3) . Secondly, it was shown using statistical methods that there was no significant effect of the number of positions sampled, the frequency of data acquisition, the number of tablets chosen (as long as there were over 20 tablets), and that the three-zone method was justifiable. Hence, there are three position-related variables remaining within a tablet. The third inference was that the dome effect due to the curvature of the tablet can be easily modeled. The sites away from the tablet center exhibited consistently higher LIBS scores, but when corrected for the extra thickness that the laser would have to dig due to an oblique impact on the curved surface, it was found that the within-tablet variability that was detected by the technique was not significant. Hence, the perceived intra-tablet variability could be attributed to the curvature of the tablet. The fourth inference was that tablets from lots that were coated under the same conditions did not show statistically significant lot-to-lot variability, but they showed high tablet-to-tablet variability. This study proceeds using the sample sets A, B, and C, with the first two sets being used for systematic DOE while the third one for validation.
Statistical Model
As a starting point, the coating thickness score was expressed as:
where Y is the measured coating thickness score, μ is the mean coating thickness score, P is the effect of the radial position, L is the effect of the lot (batch), PL is the positionlot interaction, T is the effect of individual tablets nested within lots, PT is the position-tablet interaction, and ε is the error term, containing all other possible effects. Since the tablets are nested within lots, no three-way PLT interaction is possible in this model.
RESULTS: APPLICATION OF QbD PRINCIPLES FOR PROCESS OPTIMIZATION First Analytical Study and Method Validation
Six different lots (sample set A) were manufactured under conditions detailed in Table I , and 40 tablets were analyzed from each lot. The variables manipulated in the study were the size of the pan and the load size (which are confounded), the coating thickness, and the type of coating. A summary of results for the entire data set is presented in Table II . Expected mean square (EMS) expressions were constructed using standard techniques.
The complete ANOVA for this data set is shown in Table III . Significant position and tablet effects were detected, confirming this source of variability. As expected, since lots were manufactured using different conditions, a significant effect of lots was detected; the P×L interaction was also significant, while the P×T interaction was not.
Since the lots contained different amounts of coating, the average LIBS scores for each lot to the amount of coating applied to each lot was compared. Figure 4 plots the lot average LIBS scores against the percent coating weight gain. The mean LIBS score for each lot correlates linearly and very closely to the amount of coating applied to each lot, providing validation to the analytical method. The analytical method is not only sensitive to the effects of processing conditions on different lots but also produces scores in agreement with the amount of coating imparted.
The target coating weight gains for each lot are shown in Table I . An important observation from Fig. 4 was that the correlation between LIBS scores and coating weights does not cross the origin; rather, as shown by the equation displayed in the figure, the intercept with the y-axis occurs at Y=4.55 shots for 0% weight (no coating). This is a characteristic of the LIBS-based analytical technique. To account for this offset, the RSDs of the average LIBS score for each lot were calculated with a subtraction of a 4.55 constant factor from the mean for each lot. The results displayed in Fig. 5 were thus obtained, indicating a clear decrease of the RSD with increasing weight gain.
Looking back at the ANOVA in Table III , the effect of position can be explained as the result of the dome effect. As shown by Dubey et al. (28) using the same tablets, instrument, and settings, the thickness encountered by the laser beam when striking at positions away from the center (i.e., the top of the dome) is related to the angular positioning of the spot. Hence, there is perceived intra-tablet coating thickness variability. When the lot averages for each position were plotted as a function of the angular coordinate, excellent correlation was obtained for each percentage coating weight gain. Hence, most of the observed intra-tablet coating variability can be attributed to the dome effect. Thus, the main effect that remains to be examined is the tablet-to-tablet component of the variance. As a first step in this direction, process simulations using DEM (29) were performed to study the effect of spray pattern, pan fill level, and pan speed on the coating uniformity in the O'Hara coating pan. In summary, the DEM results showed that the axial uniformity of the spray pattern is the most important phenomenon affecting the exposure of individual tablets to the spray zone. Since axial gradients in spray can only be mitigated by transport and mixing in the axial direction (the slowest mixing mode), other parameters that improve axial mixing also have an appreciable effect. The model predicted that better uniformity should be observed for longer process times, higher fill levels and higher rotational speeds. Complete details of this DEM study can be found in (5) . While discussion of the modeling is outside the scope of this paper, these outcomes should be kept in mind as the analysis advances further.
Effect of Process Parameters on Tablet-to-Tablet Coating Thickness Variability
To characterize the effect of coating process parameters on variance components, another sample set (B) was collected from a series of designed experiments. Ten lots were manufactured using the conditions detailed in Table IV , and 240 tablets were analyzed for each lot at six sampling times (total 2,400 tablets). Samples were tested in sets of 40 taken from six time points for each lot, corresponding to weight gains of approximately 0.27%, 0.55%, 1.1%, 2.2%, 4.4%, and 6%. Three values of the spray rate were used-S, 1.25S, and 1.5S g/min-corresponding to a low, medium, and a high value of the variable, respectively. The exhaust temperature was measured and grouped into three groups: T to T+2 (low), T+3 to T+5 (medium), and T+6 to T+8°C (high). Similarly, the pan speeds were: P, P+2, and P+4 rpm (low, medium, high, respectively).
An overall ANOVA was conducted for the data at a 6% weight gain. Since every lot was manufactured using a different set of manufacturing conditions, the variable "Lot" was treated as a fixed-level variable. The results (Table V) show that all three main effects (positions, lot, tablets) were significant, while no interactions were significant. The effect of position accounted for ∼15% of the total variance and correlated directly to the angular coordinate of the position (R 2 = 0.88). The effect of lots was significant and was attributed to the differences in process parameters used to manufacture each lot. However, lot-to-lot differences accounted for only ∼3.5% of the total variance. Finally, the effect of tablets within lots was also highly significant and also accounted for ∼15% of the total variance. Figure 6 shows the average LIBS score for all ten lots combined as a function of the average weight gain for each sampling point. The increase is linear, and an extremely high degree of correlation is observed for the pooled data. This result compares favorably with a previously published study by Mowery et al. (16) . However, as before, the LIBS score shows a systematic bias; rather than intersection with the origin, the average thickness score shows an intercept at 2.664 laser shots for a zero weight gain. The degree of normality of the pooled tablet-averaged scores was tested before the tablet-to-tablet variability was analyzed. The results are shown in normal probability coordinates in Fig. 7 for a single data set of 400 tablets from all lots, all corresponding to a 6% weight gain. The results are extremely close to a normal distribution (R 2 ∼ 0.997), indicating that any measure of distribution breadth based on variance (i.e., the RSD) is an appropriate and sufficient quantification of the entire distribution.
Effect of Coating Weight Gain
It has been shown in previous studies that the tablet-totablet coating variability is inversely proportional to the square root of weight gain (28) or coating time (3, 6, 30) . In this study, the evolution of the RSD as a function of square root of weight gain for all lots is displayed in Fig. 8 . Initially, the RSD was obtained using the usual definition, i.e., the SD was normalized by the mean of the set. This procedure yields the blue diamonds in Fig. 8 showing that the RSD decreased only slightly with increasing coating weight. This lack of agreement with the expected behavior was entirely due to the bias in the mean score, which artificially decreases the value of the RSD at low weight gain values. The same data, when normalized using the weight gain instead of SD, show a weak correlation, as displayed by the maroon squares in Fig. 8 . To correct for background signal, which has an even higher impact for low coating weights, a constant value of 2.664 shots from the mean was subtracted. The corrected SD/WG shows a good correlation with weight gain, as shown by the green triangles in Fig. 8 .
Effects of Pan Speed, Spray Rate, and Temperature
The effect of the pan speed was quantified by pooling all the tablet-averaged LIBS scores corresponding to the same (approximate) weight gains. The results show (Fig. 9a) that, in general, for higher speed, lower values of the SD/WG were observed, indicating that tablet-to-tablet variability decreased with increasing speed. This is in agreement with previously published studies (4, 6) . However, the effect of pan speed was small compared with other effects (i.e., the effect of weight gain) within the chosen range of speed. The effect of spray rate (Fig. 9b) was also similarly relatively small. A general trend was clear in the data (in agreement with expectations) that the lower spray rate yields slightly more homogeneous results (smaller RSDs). Again, this observation is consistent with other published data (3). Figure 9c shows the effect of temperature. The results indicate that over the range of temperatures examined, the effect was small, if any.
PREDICTIVE MODELING USING DATA-DRIVEN METHODS
Model Validation
When using data-driven statistical methods, it is always important to validate the robustness of the models that are based on a number of fitted parameters. Leave-one-out crossvalidation methodology is an iterative procedure during which one observed sample is "left out" at each step and a Green triangles correspond to results obtained when the RSD was normalized by a modified mean score after the bias is subtracted from the mean LIBS score. Maroon squares correspond to results obtained when the RSD was normalized using the weight gain new model is constructed based on the reduced sampled set. If the sampling set is inadequate for the specific region or there are major outliers in the sampling set, then the removal of one point should not affect the new model parameters. This can be verified by simply using the new reduced sampling set-based model in order to predict the left-out sample (for which the real output is known). A commonly used diagnostic test that can provide a quick evaluation of the robustness and validity of a data-driven model is a plot of the actual function value vs. the cross-validated prediction. If the model is good, the points should show a good fit on a 45°line (22) . A quantitative measure of the goodness of fit is the mean least squares error of the predicted left-out points vs. their actual values with respect to the function f(x)=x. The procedure of cross-validation is carried out for 50% of the experimental points which are randomly taken out of the sampling set.
Development of Predictive Models
The ability to produce input-output mappings using datadriven approaches not only allows the construction of a predicted output surface as a function of the input variables but also enables the identification of optimum operating conditions in order to satisfy a specific objective. Four parameters that affect the modified RSD were identified as the spray rate (x 1 ), pan speed (x 2 ), temperature (x 3 ), and weight gain (x 4 ).
These four variables were used in the response surface model from Eq. 1 (j=4). However, a quadratic term is only included for variable x 4 (Eq. 7) based on the current experimental design. The optimized parameter values (b j and b ij ) are shown in Table VI . The optimization was performed in General Algebraic Modeling System (31) , where the objective of the optimization problem is the minimization of the least square of the error between predicted and experimental values. Based on the obtained quadratic response surface, a new optimization problem was formed for minimizing the predicted RSD subject to the input variables which were constrained within their experimentally tested ranges. The optimal combination of input variables was found to be:
This suggests that in order to minimize the output variability, the process should be operated at minimum spray rate (in agreement with the analytical study), maximum pan speed, and low temperatures where the weight gain is relatively high. The inference that higher speed results in lower RSD is also in agreement not only with the analytical but also the DEM-based modeling study.
However, the input variable ranges had very different scales. The spray rate was in terms of hundreds of grams per minute, the temperature was varied within an 8°C window, and the pan speed was in terms of numbers <10 rpm. Thus, all input variables were normalized to a [0 1] range by division with their maximum level value. The logarithmic transformation of the output was found to be the most appropriate way to generate the data-driven response surface models. An average error of prediction value of 7.87% was obtained when a second-order response surface model was fitted to the experimental data shown in Table VII. Figure 10 shows a Fig. 9 . Effect of pan speed, spray rate, and temperature on RSD of tablet-averaged LIBS scores comparison between the actual and the predicted RSD. The quadratic response surface equation had the following form:
In order to test the robustness of the model, leave-oneout cross-validation for a randomly selected portion of the data set was performed. The procedure involved the deletion of one observation at each iteration and the calculation of the model parameters based on the reduced data set. The left-out point was predicted based on the reduced data set model and its real value was compared with the predicted one, resulting in an error value. The overall average error of leave-one-out cross-validation was calculated as the mean squared error of all cross-validation iterations and was equal to 13.44%. In addition, the optimization problem was solved at every iteration based on the model obtained by the reduced data set in order to verify that the optimal operating conditions were not affected by the left-out observations (Fig. 10) . Based on the value of the mean squared cross-validation error and taking into account the inherent noise present in the data, it was concluded that there were no major outliers in the data since the model parameters were not significantly affected when observations were randomly removed. This can also be verified by Fig. 10 , where it is shown that the optimal conditions do not change significantly in any of the produced models. In fact, the only variable that was shown to be more sensitive was the pan speed, but in all cases, the models predict optimal performance at high values of this variable.
Next, an analogous model was built using kriging methodology. Due to the interpolating nature of kriging algorithm, different steps need to be taken for developing a kriging-based model for the modified RSD as well as for the optimization and validation of the model. Since kriging uses the actual experimental values for observed combinations of input variables, the only way of validating the model is by choosing a subset of the data as the training set and leaving the remaining observations as the test set. In order to eliminate any biased results, this procedure was performed several times for different randomly selected training sets. In each run, the training set comprised 40 points while the remaining 20 (Table VII) were used for calculating the average error of prediction of the model. This procedure eliminates the need for cross-validation of the model since the produced models are based on different data sets in every run.
After 50 random simulations, the average kriging error of prediction for the 20 test points did not exceed the maximum value of 6.53% (Fig. 11) . The predicted modified RSD is plotted against the actual values of the experimental Optimization based on kriging modeling is also very different from the methodology followed for RSM-based models. In this case, a closed-form expression of the output with respect to the input variables is not available, and hence, gradient-based optimization techniques cannot be applied. Optimization based on interpolating black box methods is based on direct search methods where the algorithm uses its feature of providing kriging variance in order to identify regions of high uncertainty which have not been sufficiently sampled. Once the algorithm converges, the optimal values of the covariance function parameters are used to calculate the predicted output over a fine grid of the input variable space. Finally, the minimum observed output is identified as the optimal. The optimal operating conditions identified by this procedure were the following:
opt ; x 2 opt ; x 3 opt ; x 4 opt Â Ã ¼ Low; Medium; Low; 4:49 ½ :
Except for the pan speed which was predicted to have a lower optimal value, the kriging-optimized variables agree with the ones identified by the RSM.
Prediction of the Design Space
The concept of design space was formally introduced in 2005 (32, 33) by the International Society of Pharmaceutical Engineering as one of the building blocks of the Product Quality Lifecycle Implementation initiative. In simple terms, it is the area of the parametric space within which an acceptable product can be produced. The identification and graphical representation of process design space is critical for locating not only the feasible but also the optimum operating variable ranges and design configurations. In Boukouvala et al. (34) , the mapping of the design space of pharmaceutical processes was achieved using the ideas of process operability and flexibility under uncertainty. Optimal process design under uncertainty was defined as a rigorous formulation in the 1980s (35) , where the effects of parameters that contain considerable uncertainty on the optimality and feasibility of a chemical plant were studied. The objective of solving such problems was to ensure optimality and feasibility of operation for a given range of uncertain parameter values by identifying a measure of the size of the feasible region of operation. For the current study, the RSM and kriging can be used to identify the maximum deviations of the input variables that result in acceptable process variability. For example, if a maximum value of ln(RSD/WG) max =2.65 is considered to be the upper bound of acceptable variability, Figs. 13 and 14 illustrate the predicted acceptable regions of input variables that will result in equal to or lower than this bound.
With this analysis, it can be concluded that low weight gains lead to an increase in the output variability of the process since feasible operation is achieved for a small subset of the entire range of this variable. In addition, this analysis shows that regions where pan speed is very low while the spray rate is at its maximum value should be avoided.
VALIDATION AND EVALUATION OF THE QbD-BASED STUDY
Analysis of Validation Batches
Three batches, corresponding to potencies of p1, p2, and p3 (milligrams of active ingredient) were analyzed (sample set C). Each lot was manufactured under standard conditions and then coated using the modified coating process with the optimal process parameters determined in this study. A summary of results for the entire data set is presented in Table VIII . EMS expressions were constructed using standard techniques and used subsequently to compute variance components.
The complete ANOVA for this data set is shown in Table IX . As in previous studies, all three main effects (positions, tablets, lots) were found to be statistically significant. Error accounted for approximately 70% of total observed variance. The effect of tablets (within lots) was by far the largest systematic effect, accounting for about 15% of the total observed variance. The effect of position (within tablets) was also quite large and accounted for about 11% of the total observed variability. As expected, since different coatings are applied to each lot, a statistically significant effect of the lots was also detected, although the contribution of the lots was a bit below 4% of the total observed variance (and essentially identical to that observed for the designed experiments using placebo tablets of sample set B). The P×L interaction was also statistically significant, although it contributed only about 1% of the total observed variance.
Among the two large systematic main effects, tablets (within lots), and positions (within tablets), the latter can again be explained by examining the effect of the curvature of the tablet dome. Once again, when the lot averages for each position were plotted in terms of the geometric correction factor, excellent correlation was obtained for each coating thickness, demonstrating that the effect of position within tablets is caused by the increased thickness that the laser beam must cross when it intersects the coating at an angle due to the curvature of the tablet dome.
The degree of normality of the deviations with respect to the lot mean were tested in a similar fashion as it was done for sample set B. It was found that the results were extremely close to a normal distribution (with a R 2 ∼0.98), indicating that any measure of distribution breadth based on variance (e.g., the RSD) is an appropriate quantification of the breadth of the entire distribution of tablet-averaged scores for each lot.
Comparison of Validation and the Pre-validation Batches
In order to assess the effectiveness of this process improvement exercise, the RSD and the SD/WG index for each lot from the pre-validation sample set B and the validation set C were computed (Table X) . Both RSD and SD/WG results were found to lie within the range observed in the designed placebo experiments, demonstrating the robustness of the new coating process. Moreover, for all three lots containing API, the results for both indices average lower than the mean of each index for the placebo lots, indicating that efforts to optimize the process were successful and that the new coating process was optimized (within the limitations of statistical methods). In order to provide an appropriate context for the degree of variability reduction achieved by the optimization of the process, the RSD of LIBS scores was compared for all data sets collected in the study. Lots B1-B10 belong to sample set B and lots C1-C3 to sample set C Normalized variance averaged over all lots in each sample set used in this study. The variability was reduced to less than a half of its original value as a result of the development of optimized process Evolution of Tablet-to-Tablet RSD over the Whole Study
As the QbD-based study was carried out, the coating variability was systematically decreased. The highest variability (largest LIBS RSD) was observed during the initial trials. Information from the sample set M1 from a previous study (28) can also be included for comparison. During these trials, the coating process was characterized, and an initial DOE was conducted to examine the effect of coating parameters. A significantly lower variability was observed for sample set A which examined the effect of using different coating thicknesses and/or different types of coatings. Variability was decreased further during the main DOE conducted as part of the project (sample set B). When these experiments were conducted, the lessons learned during the previous sets of experiments were used to select the coating material and the sets of conditions to be examined, and the design space was marked. These also provided inputs for the data-driven methods that were subsequently used to optimize the process. Finally, the confirmation lots (sample set C) were, as expected, close to the lower end of the range of values observed during the main DOE of sample set B.
The significance of the progressive reduction in variability achieved during the sequence of experiments conducted in this study is further highlighted in Fig. 15 , which shows the evolution of the normalized variance (RSD^2), averaged for all lots in each set. The initial sample set M1, which was from production lots from the old process, showed the highest variance. The variance was subsequently reduced for sample sets A, B, and C. Ultimately, it was decreased by more than half.
CONCLUSION
These results reported here demonstrate that the new coating process optimized by this QbD study was robust and produced consistent results. The new set of results obtained for the three lots of commercial product confirms all of the main observations previously reported:
(a) The main source of avoidable variability in the coating process was tablet-to-tablet (within lot) variability which, as previously demonstrated, was caused by mixing limitations of the coating pan. (b) Variability due to position (within tablets) was simply an artifact of the curvature of the tablet dome. (c) A small variability component due to the lot-to-lot differences was also detected, but accounted only for a few percent of the total variability.
Moreover, the process conditions selected in the previous studies (using sample sets A and B) were used successfully to manufacture commercial products having a coating variability that was consistent (slightly lower) with the average of the placebo lots, thus confirming that the conditions selected as the result of the DOE study indeed minimize coating variability (within the constraints of the approved manufacturing process). Overall comparison showed that the variance was reduced by more than half by optimizing coating composition, coating thickness, and the parameters of the coating process.
