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Abstract
Given an iid sample of a distribution supported on a smooth manifold M ⊂ Rd,
which is assumed to be absolutely continuous w.r.t the Hausdorff measure inherited
from the ambient space, we tackle the problem of the estimation of the level sets
of the density f . A consistent estimator in both Hausdorff distance and distance in
measure is proposed. The estimator is the level set of the kernel-based estimator of
the density f . We prove that the kernel-based density estimator converges uniformly
to the unknown density f , the consistency of the level set and the consistency of the
boundary of the level set estimator. The performance of our proposal is illustrated
through some simulated examples.
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1 Introduction
Starting from the pioneer 1945 work of Rao (see [Rao, 1945]), the statistical theory for data
valued on a Riemannian manifold has received a lot of interest because of its important
applications. In particular, these techniques may allow to avoid the curse of dimensionality
when trying to analyze data in a high dimensional ambient space. Indeed, as mentioned
in [Hendriks and Landsman, 2007]: “Data belonging to some m-dimensional compact sub-
manifold M of Euclidean space Rs appear in many areas of natural science. Directional
statistics, image analysis, vector cardiography in medicine, orientational statistics, plate
tectonics, astronomy and shape analysis comprise a (by no means exhaustive) list of exam-
ples”. These techniques are also applied in medical imaging applications: as it mentioned
in [Pennec, 2006] ”Examples of manifolds we routinely use in medical imaging applications
are 3D rotations, 3D rigid transformations, frames (a 3D point and an orthonormal trihe-
dron), semi- or non-oriented frames [...] , positive definite symmetric matrices coming from
diffusion tensor imaging”.
On the other hand the estimation of level sets Lf (λ) = {x : f(x) ≥ λ}, where f is an un-
known density function on Rd and λ > 0 is a given constant, has been considered by many
authors; see, for instance, [Hartingan, 1987], [Polonik, 1995], [Cuevas and Fraiman, 1997],
[Molchanov, 1998] [Tsybakov, 1997], [Walther, 1997] for consistency results and rates of
convergence, while the asymptotic distribution was derived in [Chen, Genovese and Wasserman, 2017].
Some relevant applications include mode estimation [Mu¨ller and Sawitzki, 1991], [Polonik, 1995],
clustering ([Cuevas, Febrero and Fraiman, 2000], [Cuevas, Febrero and Fraiman, 2001]) or
detection of abnormal behaviour in a system ([Devroye and Wise, 1980], [Baillo, Cuesta-Albertos, and Cuevas, 2001],
[Baillo, 2003]).
However, this problem is less developed when the underlying density has its support
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on a Riemannian manifold. The statistical analysis of several problems when data takes
values on a Riemannian manifold have received attention in the last few years. One of
the reasons is that at present, we are interested in the statistical analysis of more complex
objects and structures. References on the subject are numerous, and we refer the reader to
[Mardia, 1972], [Bhattacharya A, and Bhattacharya R., 2012], and [Patrangenaru Ellingson, 2015]
and the references therein for an overview. In the following, we address the problem of
level set estimation in this setup.
This problem requires us to first tackle the estimation of the underlying density, which is
a problem that has been addressed in the manifold framework; for instance, in [Henry and Rodriguez, 2009]
for a manifold without boundary. This manuscript aims to extend previous results to the
case of manifolds with boundary and to obtain the consistency (w.r.t the Hausdorff distance
and the distance in measure) of the natural level set estimators as a by-product, which are
the level set of the density estimator. We also prove that the boundary of the level set of
the density estimator is consistent in Hausdorff distance. Let us more formally introduce
our problem.
Given a d′-dimensional Riemannian manifold M ⊂ Rd, where d′ ≤ d and d′ are assumed
to be known, the aim is to estimate the level sets
Lf (λ) = {x ∈M : f(x) ≥ λ}
of the density f of a random vector X with support M from an iid sample X,X1, . . . , Xn
with distribution f . First, we will consider the case where λ is such that Lf (λ) ∩ ∂M = ∅,
where ∂M denotes the boundary of M . Next, we will tackle the problem where Lf (λ) ∩
∂M 6= ∅. To do so, we will use the plug-in estimator Lˆfn,h(λ) = {x : fn,h(x) ≥ λ}, where
fn,h is a kernel-based estimator with bandwidth h = hn → 0. In the following, we assume
that λ is fixed.
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In Section 3, we prove that the kernel-based density estimator converges uniformly to
the unknown density f . The consistency of the level sets in the Hausdorff distance and in
measure is addressed in Section 4. Consistency in the Hausdorff metric of level sets under
r–convexity is shown in Section 5. In Section 6 we provide some simulation results,
2 Notation and geometric framework
If B ⊂ Rd is a Borel set, then we denote by |B| its Lebesgue measure and by B its closure.
Given a set A on a topological space, the interior of A with respect to the underling topology
is denoted by A˚. The k-dimensional closed ball of radius ε centered at x will be denoted
by Bk(x, ε) ⊂ Rd (when k = d the index will be omitted), and its Lebesgue measure is be
denoted by σk = |Bk(x, 1)|.
In the following, M ⊂ Rd is a compact d′-dimensional manifold of class C2 (also called
a d′-regular surface of class C2). We consider the Riemannian metric on M inherited from
Rd. While ρ(x, y) denotes the geodesic distance between x, y. Given a set A ⊂ M , we
denote Bρ(A, r) = {x ∈ M : d(x,A) < r}. When M has a boundary, as a manifold, it
is be denoted by ∂M . We denote for δ > 0, Mδ : {x :∈ M : ρ(x, ∂M) ≥ δ}. When M
is orientable, it has a unique associated volume form ω such that ω(e1, . . . , ed′) = 1 for
all oriented orthonormal bases e1, . . . , ed′ of TxM . If g : M → R is a density function,
then we can define a new measure µ(B) =
∫
B
gdω, where B ⊂ M is a Borel set. Given
that we are only interested in measures, which can be defined even if the manifold is not
orientable, although in a slightly less intuitive way, the orientability hypothesis is dropped
in the following. Given a point x ∈M , bx is the geodesic distance from x to the boundary
∂M of M ,or is ∞ if ∂M = ∅.
Recall that given two non-empty compact sets A,C ⊂ Rd, the Hausdorff distance
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between A and C is defined as
dH(A,C) = max
{
max
a∈A
ρ(a, C), max
c∈C
ρ(c, A)
}
, where ρ(a, C) = inf
c∈C
ρ(a, c). (1)
Given two Borel sets A,B ⊂ M , the distance in measure between them is dµ(A,B) =
µ(A \B) + µ(B \ A).
3 Density estimation
The aim of this section is to prove that the kernel-based density estimator proposed in
[Berry and Sauer, 2017], denoted by fh,n, converges uniformly to the density f . For sim-
plicity, we assume that K is the Gaussian kernel; that is, K(‖x‖) = pi−d′/2 exp(−‖x‖2). Let
h = hn → 0; then,
fh,n(x) =
1
nm0(x)hd
′
n∑
i=1
K
(‖x−Xi‖
h
)
where m0(x) = pi
−1/2
∫ bx/h
−∞
exp(−z2)dz, (2)
bx is the geodesic distance from x to ∂M or is ∞ if ∂M = ∅. Equation (5) in
[Berry and Sauer, 2017] states that the bias of fh,n(x) is
E(fh,n(x))− f(x) = hm1(x)〈ηx,∇f(x)〉+Ox(h2) where m1(x) = 1
2
√
pi
exp(−b2x/h2). (3)
First, we will tackle the case where the level λ is such that Lf (λ) ∩ ∂M 6= ∅. In this
case, if x ∈ Lf , then m0(x)→ 1, so we will replace the estimator (2) by
fˆh,n(x) =
1
nhd′
n∑
i=1
K
(‖x−Xi‖
h
)
.
Theorem 1. Let M be a C2 compact d′-dimensional submanifold of Rd. Let X be a random
vector with support M whose density f is assumed to be C2. Let h→ 0 and βn →∞ such
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that βnh
2 → 0, nhd′/(β2n log(n))→∞; then,
βn sup
x∈M0
|fˆh,n(x)− f(x)| → 0 a.s.
for any closed subset M0 ⊂M such that infx∈M0 ρ(x, ∂M) > 0.
The following result is more general, since the theorem allows the compact set M0 to
depend on n. This is proven in the same manner as Theorem 1,
Theorem 2. Let M be a C2 compact d′-dimensional submanifold of Rd. Let X be a random
vector with support M whose density f is assumed to be C2. Let h→ 0 and βn →∞, such
that βnh
2 → 0, nhd′/(β2n log(n))→∞; then,
βn sup
x∈Mn
|fˆh,n(x)− f(x)| → 0 a.s.
for any sequence of closed subsets Mn ⊂M such that infx∈Mn ρ(x, ∂M)/h→∞.
4 Level set estimation
The estimation of the level sets of the density in Hausdorff distance and in measure when
it does not meet the boundary of the manifold (in case it has) is proven in the following
result.
Theorem 3. Let M and f in the hypotheses of Theorem 2. Assume that the level λ > 0
fulfills that for all x such that f(x) = λ, there exists an, bn → x such that f(an) > λ and
f(bn) < λ and the boundary ∂{f ≥ c} is non-empty. Then, with probability one,
1 dH(∂Lfˆn,h(λ), ∂Lf (λ))→ 0;
2 dH(Lfˆn,h(λ), Lf (λ))→ 0;
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3 If, moreover, ∇xf 6= 0 for all x such that f(x) = λ, dµ(Lfˆn,h(λ), Lf (λ))→ 0.
Theorem 4. Let M and f be as in the hypotheses of Theorem 2. Assume that the level
λ > 0 fulfills that for all x with f(x) = λ, there exists aj → x, aj ∈ M˚ , such that f(aj) > λ
for all j. Then,
dH
(
Lfˆn,h(λ), Lf (λ)
)→ 0, a.s., as n→∞.
5 Manifold level set estimation under r-convexity
In Euclidean space, a set A is said to be r-convex (for some r > 0) if A = Cr(A),
where Cr(A) is the r-convex hull of A; that is, the intersection of the complements of
all open balls of radii r that does not meet A. This is a natural generalization of convexity
(the half spaces are replaced by balls), and it has been widely studied in set estimation
literature (see, for instance, [Walther, 1997, Walther, 1999] [Rodr´ıguez-Casal, 2007] and
[Pateiro-Lo´pez and Rodr´ıguez-Casal, 2008]). Additionally, as is pointed out in [Rodr´ıguez-Casal, 2007],
this concept “is closely related to the notion of alpha-shapes that arises in the literature of
computational geometry”; see [Edelsbrunner and Mu¨cke, 1994]. Departing from the idea of
r-convexity, several generalizations have been given (see, for instance, [Cholaquidis et al., 2014]).
If the underlying space is not Euclidean space but is rather any Riemannian manifold M
endowed with the geodesic distance ρ, then the natural generalization is to replace the
Euclidean balls with geodesic balls. According to this idea, given r > 0, we will say that a
set A ⊂ M is r-convex if it is equal to its r-convex hull in M , that is, the intersection of
the complement of all open geodesic balls of radii r that does not meet A.
Theorem 5. Under the hypotheses of Theorem 4, assume also that the level sets Lf (λ)
and Lfˆn,h(λ) are r-convex for some r > 0. Then,
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dH
(
Cr({Xi : fˆh,n(Xi) > λ}), Cr({Xi : f(Xi) > λ})
)→ 0, a.s.
and
dH
(
Cr({Xi : fˆh,n(Xi) > λ}), Lf (λ)
)→ 0 a.s.
6 Simulation results
To assess the performance of our proposal, we will perform a simulation example with two
scenarios. In the first one, we consider a distribution on the positive cone of covariance
matrices, which is a three dimensional manifold when endowed with the Riemannian struc-
ture given below. In the second example, we will consider the torus with the metric inherit
from R3. In this case, we consider two distributions: the first is unimodal and the second
is a mixture of distributions.
6.1 Positive-definite matrices
Let us denote by (Pd, g) the set of positive-definite d × d-covariance matrices. Given two
matrices A,B ∈ Pd, the geodesic curve joining A and B is
γ(s) = A1/2(A−1/2BA−1/2)sA1/2 for all s ∈ [0, 1].
The geodesic distance is given by dg(A,B) = ‖ ln(A−1/2BA−1/2)‖, where ‖·‖ is the Hilbert–
Schmidt norm.
We consider, for d = 2, the Wishart distribution W2(Σ,m) on P2 with parameters
m = 10 and Σ = (1/2)I2. An easy way to obtain a matrix S with this distribution is to
define S = X1X
′
1+· · ·+XmX ′m, where X1, . . . , Xm is an iid random sample of a multivariate
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Gaussian distribution with mean 0 and covariance matrix Σ.
As is well-known, (P2, g) can be represented as a cone in R3. In Figure 1, we show the
projections of a sample of size 1000, drawn from a Wishart distribution with m = 10 and
Σ = (1/4)I, together with the convex hull of the λ level set LW(λ) (in blue) and the convex
hull of the level set estimator LWˆn,h(λ) (in red) for λ = 0.06 and h = 0.1. The estimator
was obtained with a sample of size n = 10000. The Hausdorff distance between the level
sets in R3 is 0.56. In Table 1, we report the mean over 500 replications of the Hausdorff
distance (dH) between both sets for different sample sizes n ∈ {1000, 5000, 10000, 20000}.
n h dH
1000 0.20 0.732
5000 0.15 0.6
10000 0.10 0.56
20000 0.05 0.4
Table 1: Hausdorff distance between the true level set LW(λ) and the estimator LWˆn,h(λ)
for λ = 0.5 and h = 0.3.
6.2 The torus
In the torus T2 = S1×S1, we consider the multivariate von Mises distribution, denoted by
MVM(µ, κ,∆). The density on θ ∈ T is given by
f(θ;µ, κ,∆) =
1
Z(κ,∆)
exp{κ>c(θ) + s(θ)∆s(θ)/2},
where µ ∈ T2 (this parameter is called mean), κ ≥ 0 ∈ Rd (concentration parameter),
∆ = (λi,j) is a symmetric matrix on Rd×d with null diagonal entries (λi,i = 0 for all
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Figure 1: Projections of a sample of size 1000 drawn from a Wishart distribution with
m = 10 and Σ = (1/4)I, together with the convex hull of the λ level set (in blue) and the
convex hull of the level set estimator (in red), for λ = 0.06 and h = 0.1.
i ∈ {1, . . . , d}), and Z(κ,∆) is a normalization constant. The functions ci and si are
defined by ci(θ) = cos(θi − µi) and si(θ) = sin(θi − µi) for all i ∈ {1, . . . , d}. In Figure
2 (left-hand panel), we show (in yellow) a sample of size 2000 from a MVM1(µ1, κ1,∆1)
distribution with
µ1 = (pi/2, 0), κ1 = (20, 20), ∆1 =
0 1
1 0
 . (4)
In the right panel of Figure 2, we show (in yellow) a sample of size 2000 from a mixture
law given by
0.4MVM1(µ2, κ1,∆1) + 0.6MVM2(µ3, κ1,∆1), (5)
where µ2 = (pi/2, 0) y µ3 = (pi/2, pi/4) . In all cases, we consider λ = 0.8 and bandwidth
h = 0.2. The boundary of the theoretical level set is shown in red, while the boundary of
the estimator is shown in magenta.
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The Hausdorff distances between the theoretical curve and the estimated curve are 0.066
and 0.107.
Figure 2: Left-hand panel: a sample of size 2000 from a MVM1(µ1, κ1,∆1) distribution
with µ1, κ1 and ∆1 given in 4. Right-hand panel: a sample of size 2000 from the mixture
law given in 5. In both cases, the data are shown in yellow, whereas the boundary of the
true level sets is shown (in red) together with the estimated boundary (in magenta).
6.3 The sphere
Finally, we considered the sphere S2 ⊂ R3 endowed with the Riemannian metric inherited
from R3. The sample is drawn from a the mixture of two von Mises–Fisher distributions
given by
f(x, µ, κ) = C(x)eκµ
>xIS2(x),
where κ ≥ 0 and µ ∈ S2 are the concentration and directional media parameters, respec-
tively. C(x) is the normalizing constant; see [Mardia, 1972].
The mixture is given by,
0.5f (·, (−1,−1/4, 0), 40) + 0.5f (·, (−1, 1/4, 0), 40) . (6)
11
In Figure 3, we show (left-hand panel) a sample of size n = 500 on S2, together with
the estimated level set (in red ) and the true level set (in blue). In the right-hand panel,
we show the stereographic projections of the sample and the estimators. The Hausdorff
distance between the theoretical curve and the estimated (on the stereographic projections)
curve is 0.018.
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Figure 3: Left-hand panel: A sample of size 500 from the mixture of two von Mises–Fisher
distributions given in equation 6. Right-hand panel: the stereographic projections of the
sample and the level sets. In both cases, the estimator is shown in red, while the true
underlying level set is shown in blue.
Appendix
Proof of Theorem 1
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Let us bound
sup
x∈M0
|fˆn,h(x)− f(x)| ≤ sup
x∈M0
|fˆn,h(x)− fn,h(x)|+ sup
x∈M0
|fn,h(x)− E(fn,h(x))|+
sup
x∈M0
|E(fn,h(x))− f(x)| = A1 + A2 + A3
To prove that βnA2 → 0 a.s., we will follow the same ideas used in [Henry and Rodriguez, 2009].
First, we define the random variables
Vj(x) =
1
m0(x)
K
(‖x−Xj‖
h
)
− 1
m0(x)
E
[
K
(‖x−Xj‖
h
)]
and let Sn(x) =
∑n
j=1 Vj(x). Observe that from (8), m0(x) > 1/2 for all x and n large
enough (independent of x). Because K is bounded, it follows that |Vj(x)| ≤ C2 for all x.
Let βn →∞, then from Bernstein’s inequality,
sup
x∈M0
P
(
βn
1
nhd′
|Sn(x)| > 
)
≤ 2 exp
(
− nh
d′2
4C22β
2
n
)
(7)
We consider a finite collection of balls Bi = B(pi, h
γ) centered at pi ∈M0, with γ > d′ + 1
such that βnh
γ−d′−1 → 0, and M0 ⊂ ∪li=1Bi. Because M0 is compact and λ > d′ + 1,
l ≤ C3h−γ.
sup
x∈M0
1
nhd′
|Sn(x)| ≤ max
1≤j≤l
sup
p∈Bj
1
nhd′
|Sn(x)− Sn(pj)|+ max
1≤j≤l
1
nhd′
|Sn(pj)| = I1 + I2
Because K is Lipschitz, βnI1 ≤ C4βnhγ−(d′+1) → 0 for some positive constant C4. Then
I1 < /2 for n large enough. From (7) we get that for n large enough
P
(
βn sup
x∈M0
1
nhd′
|Sn(x)| > 
)
≤ P
(
βnI2 >

2
)
≤ 2C3h−γ exp
(
− C5nh
d′
β2n
)
,
C5 being a positive constant. Now from Borel-Cantelli’s lemma, together with condition
nhd
′
/(β2n log(n))→∞, it follows that βnA2 → 0 a.s.
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To bound A3, first we use that the term Ox(h2) can be bounded independently of
x, from above by C1h
2 for some constant C1 > 0 (see the proof of Theorem 3.1 in
[Berry and Sauer, 2017]). Since it is closed, then from M0 ∩ ∂M 6= ∅, it follows that exists
c > 0 such that Bρ(M0, c) ∩ ∂M = ∅. Now if we bound m1(x) ≤ (1/(2
√
pi)) exp(−c2/h2)
and using that ‖∇f(x)‖ ≤ C, then it follows from (3) that A3 is of the order O(h2).
To bound A1 observe that fˆh,n(x) = m0(x)fn,h(x),
sup
x∈M0
|fˆn,h(x)− fn,h(x)| ≤ sup
x∈M0
|m0(x)− 1| sup
x∈M0
fn,h(x)
From bx > c > 0 for all x ∈M0 it follows that
|m0(x)− 1| = 1√
pi
∫ +∞
bx
h
exp(−z2)dz ≤ 1√
pi
∫ +∞
c
h
exp(−z2)dz ≤ h
c
√
pi
exp(−c/h2) (8)
To bound supx∈M0 fn,h(x), we proceed as we did with A3, and it follows that
βn sup
x∈M0
|fn,h(x)− E(fn,h(x))| → 0 a.s.
so it is enough to bound |E(fn,h(x))|, but we have proven that supx∈M0 |E(fn,h(x))−f(x)| →
0. Then, because f is continuous and M is compact, it is bounded. So, for n to be large
enough, supx∈M0 |E(fn,h(x))| < 2 supx f(x) <∞. Finally, we have proven that
A1 = sup
x∈M0
|fˆn,h(x)− fn,h(x)| = O(exp(−c/h2)).
Proof of Theorem 3
Let us prove point 1, because Lf (λ) ∩ ∂M = ∅, we can take δ > 0 small enough such that
Lf (λ) ⊂Mδ, then conditionM1 in [Cuevas, Gonzalez-Manteiga and Rodr´ıguez-Casal, 2006]
is fulfilled in Mδ; that is, Bρ(x, r) is connected for all x ∈ Mδ and for all 0 < r < δ.
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Because M is compact, condition f2 is fulfilled. Then, Theorem 1, and Theorem 2 in
[Cuevas, Gonzalez-Manteiga and Rodr´ıguez-Casal, 2006] entails that dH(∂Lfˆn,h(λ), ∂Lf (λ))→
0. To prove 2, observe that Theorem 2.1 in [Molchanov, 1998] implies that dH(Lfˆn,h(λ), Lf (λ))→
0 (observe that ∂Lf (λ) = {x : f(x) = λ}). Finally, to prove point 3, observe that if
∇xf 6= 0 for all x : f(x) = λ, then ∂Lf (λ) = {x : f(x) = λ} is a d′-1,dimensional sub-
manifold of M , and then µ(∂Lf (λ)) = 0, then point 3 is a consequence of Theorem 2 in
[Cuevas, Fraiman and Pateiro-Lo´pez, 2012], which still holds for any metric space.
Proof of Theorem 4
Let n → 0 such that n/h → ∞ and define the sequence of sets Mn = {x ∈ M :
ρ(x, ∂M) ≥ n}, observe that Mn is compact for all n, then
dH
(
Lfˆn,h(λ), Lf (λ)
) ≤ dH(Lfˆn,h(λ), Lfˆn,h(λ) ∩Mn)+
dH
(
Lfˆn,h(λ) ∩Mn , Lf (λ) ∩Mn
)
+ dH
(
Lf (λ) ∩Mn , Lf (λ)
)
= I1 + I2 + I3.
To prove that I2 → 0 a.s. let us denote γn = supx∈Mn |fˆh,n(x)− f(x)|, then
Lf (λ+ γn) ∩Mn ⊂ Lfˆh,n(λ) ∩Mn ⊂ Lf (λ− γn) ∩Mn .
Then I2 ≤ supx∈Lf (λ−γn)∩Mn ρ(x, Lf (λ+ γn) ∩Mn) =: Rn. To prove that Rn → 0 assume
by contradiction that there exists δ > 0 and xn ∈ Lf (λ−γn)∩Mn such that δ < ρ(x, Lf (λ+
γn) ∩Mn). We can assume that xn → x0 and for all n, δ/2 ≤ ρ(x0, Lf (λ + γn) ∩Mn). If
f(x0) > λ there exists Nx0 such that f(z) > λ for all z ∈ Nx0 , fix  < δ/2 and z ∈ Nx0 with
ρ(x0, z) <  and n large enough such that z ∈Mn , then for n large enough z ∈ Lf (λ+γn),
which is a contradiction. Then, f(x0) = λ. Fix aj with ρ(x0, aj) < δ/2 and f(aj) > λ,
then for n large enough f(aj) > λ+ γn and aj ∈Mn which is again a contradiction. This
proves that Rn → 0 and then I2 → 0.
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Let us prove that I1 → 0 a.s., as n→∞. Because Lfˆn,h(λ) ∩Mn ⊂ Lfˆn,h(λ), it follows
that,
dH
(
Lfˆn,h(λ), Lfˆn,h(λ) ∩Mn
)
= sup
x∈Lfˆn,h (λ)
ρ(x, Lfˆn,h(λ) ∩Mn).
Suppose by contradiction that I1 does not converge to 0 a.s., then there exists δ > 0 such
that with positive probability there exists xn ∈ Lfˆn,h(λ) such that ρ(xn, Lfˆn,h(λ)∩Mn) > δ.
Because M is compact, we can assume that there exists x ∈M such that xn → x (by taking
a subsequence if it is necessary), with positive probability. Observe that x ∈ ∂M because
xn ∈ M \Mn and n → 0. Now let us prove that f(x) ≤ λ (recall that fˆh,n(xn) ≥ λ).
Suppose that f(x) > λ, then there exists a neighbourhood Bx on M , of x, such that
f(z) > λ for all z ∈ Bx. Observe that for all n large enough Bx ∩ Mn 6= ∅, then for
all y ∈ Bx ∩ Mn , fˆh,n(y) ≥ λ because supx∈Mn ‖fˆh,n(x) − f(x)‖ → 0 a.s. But then
we can choose a sequence yn ∈ Bx ∩ Mn with yn → x such that fˆh,n(yn) ≥ λ. So
ρ(xn, Lfˆn,h(λ) ∩ Mn) ≤ ρ(xn, yn) ≤ ρ(xn, x) + ρ(x, yn) → 0, which contradict that δ <
ρ(xn, Lfˆn,h(λ) ∩Mn). This proves that f(x) ≤ λ.
Observe that fˆh,n(xn) = m0(xn)fh,n(xn) ≥ λ. We will prove that fh,n(xn) → f(x) ≤ λ
a.s., which is a contradiction because m0(xn)→ 1/2. Let us bound,
|fh,n(xn)− f(x)| ≤ |fh,n(xn)− E(fh,n(xn))|+ |E(fh,n(xn))− f(xn)|+ |f(xn)− f(x)|
and |fh,n(xn)−E(fh,n(xn))| ≤ supx∈M |fh,n(x)−E(fh,n(x))|. Now the convergence supx∈M |fh,n(x)−
E(fh,n(x))| → 0 a.s., is proved following the same ideas used to prove that A2 → 0 as in the
proof of Theorem 1). Regarding the second term, we also bound |E(fh,n(xn)) − f(xn)| ≤
supx∈M |E(fh,n(x)) − f(x)|, which converges to 0 following the same ideas used to prove
A3 → 0 in Theorem 1. Finally, f(xn)→ f(x) because f is a continuous function.
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To prove that I3 → 0 as n→∞ assume by contradiction that this is not true, then there
exists δ > 0 and a sequence xn such that f(xn) ≥ λ, xn ∈M \Mn and ρ(xn,Mn∩Lf (λ)) >
δ. Because n → 0, there exists a subsequence of xn (which will be denoted xn for ease
of writing), such that xn → x ∈ ∂M . Because f is continuous f(x) ≥ λ. If f(x) > λ,
then there exists Nx a neighborhood of x such that for all y ∈ Nx ∩Mn f(y) ≥ λ. Let us
choose yn → x and yn ∈ Nx ∩Mn , then δ < ρ(xn,Mn ∩ Lf (λ)) ≤ ρ(xn, yn)→ 0, which is
a contradiction. The other case is f(x) = λ, let aj → x such that f(aj) > λ for all j. For
all j, we can choose n(j)→∞ as j →∞, such that aj ∈Mn(j) . Then
δ < ρ(xn(j),Mn(j) ∩ Lf (λ)) ≤ ρ(xn(j), an(j)) ≤ ρ(xn(j), x) + ρ(x, an(j))→ 0 as j →∞.
Proof of Theorem 5
Let us denote Xn = {X1, . . . , Xn}, then
dH
(
Cr({Xi : fˆh,n(Xi) > λ}), Cr({Xi : f(Xi) > λ})
) ≤
dH
(
Cr(Xn ∩ Lfˆh,n(λ)), Lfˆh,n(λ)
)
+ dH
(
Lfˆh,n(λ), Lf (λ)
)
+ dH
(
Lf (λ), Cr(Xn ∩ Lf (λ))
)
= A+B + C. (9)
From Theorem 4, B → 0 a.s. Because Lf (λ) is r-convex, Xn ∩ Lf (λ) ⊂ Cr(Xn ∩ Lf (λ)) ⊂
Lf (λ) and then,
C ≤ dH(Xn ∩ Lf (λ), Lf (λ))→ 0 a.s., as n→∞.
Regarding A, observe that A = supx∈Lfˆh,n(λ)
ρ(x,Cr(Xn ∩ Lfˆh,n(λ))). Let us proceed by
contradiction, assume that with positive probability A does not converge to 0, then there
exists a sequence xn ∈ Lfˆh,n(λ) and δ > 0 such that δ < ρ(xn, Cr(Xn ∩ Lf (λ))) for all
n > n0. Because M is compact, there exists a convergent subsequence of xn (which we
will denote xn) such that xn → x. Because B → 0, it follows that f(x) ≥ λ but with
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positive probability δ/2 < ρ(x,Cr(Xn ∩Lfˆh,n(λ))) for all n large enough. If f(x) > λ, then
there exists η > 0 such that for all z ∈ Bρ(x, η) f(z) > λ. Let us take 0 < η < δ/2,
then with probability one, for n large enough fˆh,n(z) > λ for all z B(x, η). Let us take
n large enough such that dH(Xn ∩ Lf (λ), Lf (λ)) < η, then Xn ∩ B(x, η) 6= ∅ but then
ρ(x,Cr(Xn∩Lfˆh,n(λ))) < η which is a contradiction. The case f(x) = λ is proved in the same
way, let aj such that f(aj) > λ and 0 < η < δ such that for all z ∈ Bρ(aj, η) f(z) > λ. Let
n be large enough such that fˆh,n(z) > η for all z ∈ B(a, η) and dH(Xn ∩Lf (λ), Lf (λ)) < η.
Again ρ(x,Cr(Xn ∩ Lfˆh,n(λ))) < η, which is a contradiction.
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