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Abstract
Small, achromatic circular sinusoids were presented in the central and peripheral visual ﬁelds to investigate dorsal visual stream
activation. It was hypothesized that peripheral stimulation would lead to faster onset latencies, as well as preferentially activate
dorsal stream visual areas relative to central ﬁeld stimulation. Although both central and peripheral stimulation activated similar
areas, the onset latencies of neuromagnetic sources in two dorsal stream areas were found to be signiﬁcantly shorter for peripheral
versus central ﬁeld stimulation. The results suggest that information from central versus peripheral ﬁelds arrives in the higher-order
visual areas via diﬀerent routes.
 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction
A number of investigators have provided evidence
that visual information is divided into two diﬀerent
cortical streams (ventral and dorsal). This division of
visual information is traditionally separated into object
and spatial vision (Ungerleider & Mishkin, 1982) or
color/form and motion vision (Van Essen & Maunsell,
1983). A number of early studies provided anatomi-
cal support for the functional speciﬁcity of these two
streams (e.g. Livingstone & Hubel, 1987; Van Essen,
1985). The central topic of this paper is to provide ad-
ditional evidence that visual information may be trans-
ferred through the visual streams diﬀerently based on
the location of the stimulus in the visual ﬁeld rather than
on stimulus characteristics alone.
The division of visual information begins in the ret-
ina. The retinal ganglion cells are divided into many
diﬀerent types of cells (De Monasterio & Gouras, 1975).
However, two dominant types prevail: large (magno-
cellular) and small (parvocellular) diameter ganglion
cells (De Monasterio & Gouras, 1975; Leventhal, Ro-
dieck, & Dreher, 1981; Perry, Oehler, & Cowey, 1984;
Wiesel & Hubel, 1966). Wright and Ikeda (1974) found
that the parvocellular ganglion cells were more prevalent
near the fovea and the magnocellular ganglion cells were
more prevalent in the periphery. Converging evidence
from a number of diﬀerent groups shows that the dif-
ferent ganglion cell-types project to diﬀerent parts of
the lateral geniculate nucleus (LGN) (Leventhal et al.,
1981; Perry et al., 1984; Schiller & Malpeli, 1978; Wiesel
& Hubel, 1966). In addition, Schiller and colleagues
(Schiller & Malpeli, 1978) conﬁrmed the central and
peripheral retinal stimulation correspondence with the
parvocellular and magnocellular layers of the LGN,
respectively. The diﬀerences in cell size imply a diﬀerence
in conduction velocities (Enroth-Cugell & Robson,
1966). This would lead to a diﬀerence in onset latencies
in the areas that received information via diﬀerent
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pathways (Breitmeyer & Ganz, 1976; Enroth-Cugell &
Robson, 1966; Nowak & Bullier, 1997). Although these
results mostly depend on research performed on non-
human primates, a few studies have shown that old
world monkeys have equivalent visual perception to
humans at the sensitivity level of the tests performed (De
Valois & Jacobs, 1968; Merigan, 1989).
Livingstone and Hubel (1987) found that parvocel-
lular cells, in general, relay information to the ventral
stream visual areas (V1, V2, inferior occipito-temporal
cortex including fusiform gyrus), and magnocellular
cells transfer information to the dorsal stream visual
areas (V1, V2, MT, and parietal cortex). Additional
evidence for this parvocellular and magnocellular divi-
sion throughout the visual system was provided by
Shipp and Zeki (1985), Tootell, Hamilton, and Switkes
(1988) and Maunsell, Nealy, and DePriest (1990). Un-
gerleider and colleagues (Baizer, Ungerleider, & Desi-
mone, 1991; Boussaoud, Ungerleider, & Desimone,
1990; Boussaoud, Desimone, & Ungerleider, 1991;
Desimone & Ungerleider, 1989; Ungerleider & Desi-
mone, 1986) also emphasized the connection of central
and peripheral retinal stimulation to the activation of
the ventral and dorsal streams, respectively. Despite the
evidence for separation of the magno- and parvo-cellu-
lar information into two separate cortical streams, ad-
ditional evidence suggests that there is still signiﬁcant
cross-talk between the visual areas comprising the two
streams (Ferrera, Nealey, & Maunsell, 1994; Levitt,
Kiper, & Movshon, 1994; Levitt, Yoshioka, & Lund,
1994; Maunsell et al., 1990; Merigan & Maunsell, 1993).
For example, Ferrera et al. (1994) found that there is a
similar reduction in signal strength in area V4 when
either the magnocellular or parvocellular pathways are
inactivated.
Nowak and Bullier (1997) suggested that the dorsal
stream contains a fast cortical pathway due to the large
size of some axons and a number of ‘‘bypass connec-
tions’’ from V1 to dorsal stream areas. Rockland (1995)
described a fast pathway between V1 and MT due to the
connection by giant axons. Movshon and Newsome
(1996) conﬁrmed a fast pathway by measuring a latency
of 1.1–1.7 ms from V1 to MT. In addition, numerous
studies have reported direct connections from both V1
and V2 to dorsal stream areas including MT and pari-
etal areas (Beck & Kaas, 1999; Colby, Gattass, Olson, &
Gross, 1988; Felleman & Van Essen, 1991; Maunsell &
van Essen, 1983; Ungerleider & Desimone, 1986; Zeki,
1971).
From the combination of functional and anatomical
evidence described above, a series of studies were de-
signed to investigate the functional organization of the
visual system using MEG. In the current study, two
separate hypotheses were postulated based on the no-
tion that central vision is associated with ventral stream
properties and peripheral vision is associated with dorsal
stream properties. First, it was hypothesized that the
onset latency of the visual areas in the dorsal stream in
response to peripheral stimulation would be faster than
central stimulation, due to the larger diameter cells
connecting these regions and/or the direct projections
for the peripheral representations from V1 to MT and
parietal cortex. Second, it was hypothesized that dorsal
stream areas would be preferentially activated by pe-
ripheral stimulation. These hypotheses were explored by
measuring the magnetic ﬁeld responses to contrast-
reversal visual stimuli in central and peripheral locations.
It was found that two dorsal stream areas had signi-
ﬁcantly shorter onset latencies when the stimulus was in
the periphery. In addition, there were signiﬁcantly more
dorsal stream sources and fewer ventral stream sources
activated in the late time interval for peripheral versus
central ﬁeld stimulation. These results show that al-
though similar areas are active in the early and late
responses, brain regions reﬂecting dominant activity
shifted from lower- to higher-order visual areas in the
transition from a transient to a sustained response.
2. Methods
2.1. Subjects and stimuli
Five normal subjects (28–48 years; two female) were
studied. Informed consent was obtained from all sub-
jects prior to study involvement. Sixteen diﬀerent visual
stimuli were presented to the subjects along the hori-
zontal meridian. The visual stimuli were projected onto
a rear-projection lenticular television screen through a
small window in the shielded room by an Epson LP735
projector. The screen was placed in front of the subject
at a distance of 45 cm from the nasion. Four diﬀerent
frequencies (0, 3, 8.7 and 14 Hz) of alternating achro-
matic circular sinusoids (see Fig. 1) with a luminance-
Fig. 1. This ﬁgure is a schematic of the experimental setup. The stimuli
were presented in both left and right visual ﬁelds although only the
right visual ﬁeld is depicted here. The circular sinusoids with the lu-
minance-matched background (the background color, shown at the
edges of the stimuli, was maintained throughout the entire experiment)
were presented randomly to the four diﬀerent ﬁeld locations (at a
visual angle of 2.3 or 24). In addition, the black and white bands
alternated at one of four frequencies (0, 3, 8.7, 14 Hz) during the 1 s
stimulus presentation. The stimuli were presented along the horizontal
meridian shown by the dashed line (HM). The subjects were required
to maintain ﬁxation on the ﬁxation cross that was present during the
entire experiment. The schematic is not drawn to scale.
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matched background (45 cd/m2) were presented to left
and right central (eccentricity 2.3, visual angle 1.8,
spatial frequency 1.8 cpd) and peripheral locations
(eccentricity 24, visual angle 8, spatial frequency 0.5
cpd). The frequency aspect of this study is reported
elsewhere (Stephen et al., in preparation). The sizes of
the central and peripheral stimuli were scaled to control
for the cortical magniﬁcation factor (Rovamo & Virsu,
1979). Therefore, the spatial frequency changed slightly
to maintain two cycles in both the central and peripheral
stimuli. The four frequency conditions were presented to
the subjects in two separate sessions. The stimulus du-
ration was 1 s, thereby presenting a suﬃcient number
of cycles of all frequencies to appear periodic. The
stimuli were presented randomly with an ISI of 1:7 0:2 s.
The background and ﬁxation point were maintained
throughout the entire stimulus presentation.
2.2. Data collection
Anatomical MRIs were obtained for each subject to
allow for registration of the dipole locations to the re-
spective anatomical source locations. The MEG data
were co-localized to the MRI using information ob-
tained from a Polhemus head position device, which
determined the location of the MEG localization coils
with respect to the three ﬁducial points (left and right
preauricula and nasion). Subsequently, the coil locations
were determined relative to the MEG sensor locations,
allowing for direct determination of the position of
MEG data measurements and source locations with
respect to brain anatomy. The magnetic ﬁeld responses
to the visual stimuli were measured with a whole-head
122-channel 4-D Neuroimaging/Neuromag biomagne-
tometer (Ahonen et al., 1992) located within a magnet-
ically shielded room (IMEDCO, Switzerland). The 3
and 14 Hz central and peripheral stimuli were presented
during one session and the 0 and 8.7 Hz stimuli were
presented during a separate session. The subjects used in
this study were well-trained in maintaining ﬁxation.
The eight conditions with right and left ﬁeld positions
in each session were also randomized to minimize un-
intentional drift of the eyes away from the central ﬁxa-
tion point. To allow the subject to rest their eyes
periodically during the task, the stimuli were presented
in blocks of 200. Head position was maintained with
Styrofoam wedges inserted between the helmet and the
head. Approximately 200 averages were collected for
each of the 16 conditions from each subject. The re-
sponses were on-line signal averaged at a digitization
rate of 300 Hz with a band-pass ﬁlter of 0.03–100 Hz.
Large amplitude single epoch MEG responses, due to
eye blinks or movement, were not included in the on-line
average. An interval including 100 ms prestimulus,
baseline data and 1500 ms post-stimulus data was col-
lected for each condition.
2.3. Data preprocessing
All of the data obtained were preprocessed using
MEGAN (MEG ANalysis), an MEG data analysis tool
developed by the biophysics group (E. Best) at Los
Alamos National Laboratory. The data were ﬁltered
with a band-stop 60 Hz ﬁlter to eliminate 60 Hz elec-
trical noise. It was additionally low-pass ﬁltered at 50
Hz to remove high frequency non-physiologic noise. All
bad channels with ﬂux jumps or large amplitude re-
sponses found in only one channel were removed. Due
to the close proximity of the channels in the 122-channel
array, a large response in a single channel is necessarily
non-physiological. A delay in the LCD projector of 30
ms between the arrival of the visual stimulus informa-
tion and presentation on the screen was accounted for
(the trigger time was shifted by 30 ms) prior to any
further analysis.
2.4. Analysis
The 30–220 ms time interval was analyzed (1) to look
at the on-response to the visual stimuli and the associ-
ated onset latencies of diﬀerent visual areas; (2) to de-
termine the prevalence of activity in diﬀerent visual
areas; and (3) to test the eﬀect of central versus pe-
ripheral ﬁeld stimulation. The late time interval (220–
770 ms) was analyzed (1) to determine the eﬀect of
central and peripheral ﬁeld stimulation on the late ac-
tivity and (2) to compare the sources that are active
during the early and late time intervals. The eﬀect of
frequency on the responses in the late time interval are
reported in a related paper (Stephen et al., in prepara-
tion).
A spatio-temporal modeling technique was applied to
both the early and late time intervals to determine the
areas active and their associated timecourses. To deter-
mine the number of sources to be modeled, singular
value decomposition (SVD) was performed on each data
set for the time interval of interest. The SVD provides an
initial estimate of the number of independent sources
active during the chosen time interval. The dipole ﬁtting
procedure was performed for several diﬀerent model
orders (e.g. number of dipoles) around the estimated
model order obtained with the SVD. Our previous ex-
perience with visual data indicates the existence of cor-
tical regions that appear to have synchronous activation
under certain stimulus conditions. The data were ana-
lyzed using a multi-dipole spatio-temporal modeling
technique (Aine, Huang, Stephen, & Christner, 2000;
Huang et al., 1998). The starting parameters (i.e. start-
ing dipole locations) were randomly selected by the
multi-start program from within a predeﬁned head
volume (a sphere that is chosen to encompass the entire
head volume). Once the starting parameters were se-
lected, a Nelder–Meade minimization procedure was
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carried out to determine the best ﬁt to the data for that
particular set of starting parameters. To ensure that the
global minimum was reached, this procedure was re-
peated with diﬀerent random starting parameters 2000–
4000 times for each model order and time interval
chosen. The best 10–15 solutions out of the 2000–4000
repeated ﬁts to the data were displayed (based on a
descending order sort of the reduced chi square values
for each ﬁt). The goodness-of-ﬁt of the multi-start re-
sults was determined by three main criteria: (1) the
clustering at each dipole location of the best 10–15 so-
lutions; (2) the amount of residual activity remaining
after subtracting the modeled waveforms from the em-
pirical waveforms; and (3) the value of the reduced chi
square (for further details see Supek & Aine, 1993,
1997).
Once the optimal models were obtained for all con-
ditions across subjects for the early time interval (30–220
ms), the onset latencies were found for each source lo-
cation using the timecourses obtained from those mod-
els. The time interval 30–220 ms was chosen to include
baseline without detectable signal (30–50 ms) to allow
for automated estimation of onset latencies. Although it
would have been ideal to include prestimulus baseline
noise (<0 ms), the spatio-temporal modeling technique
takes a long time to complete with long time intervals
and the quality of the ﬁts is worse when modeling a large
segment of noise. On the other hand, it was critical to
include a small interval of background due to diﬀerences
in noise level in the timecourses associated with the
diﬀerent cortical sources. For example, the V1 time-
course was not generally noisy across subjects, however
the timecourses associated with the putative frontal eye
ﬁeld (FEF) sources were noisier. The onset latencies
were computed using the following algorithm. First, the
absolute value of each timecourse was obtained and
normalized. Second, the 30–50 ms time interval of the
timecourses for each source was used to determine the
noise level of each timecourse (standard deviation).
Third, the onset time was deﬁned as the time when the
activity exceeded two standard deviations of the noise
level. The group averaged timecourses were obtained by
ﬁrst normalizing and taking the absolute value of the
individual timecourses. Next, the individual timecourses
of a particular source were averaged together providing
a group average timecourse for that source. The stan-
dard error was obtained by dividing the standard devi-
ation by the square root of the number of timecourses
averaged.
As mentioned above the late interval of time was
analyzed using the multi-dipole spatio-temporal mod-
eling technique described. It is acknowledged that it has
traditionally been diﬃcult to model late activity using
single dipole or sequential single dipole analysis tech-
niques. The analysis technique that we have employed
allows one to objectively model data that is character-
ized by simultaneous, multi-focal distributed activity.
Since the activity in the late time interval tended to be
ongoing activity from the early time interval, no onset
latencies were measured for this time interval. The
temporal dynamics of the late time interval, based on
the diﬀerent frequencies, was investigated in a related
paper (Stephen et al., in preparation). Only source
prevalence (discussed below) was used to determine re-
lations between sources in the early and late time in-
terval and visual ﬁeld aﬀects.
Although the multi-start spatio-temporal modeling
procedure, employed here, provides a more objective
analysis of the data, without speciﬁcally testing for ac-
tivation in particular cortical areas, interpretation of the
results can be diﬃcult. An 8-dipole ﬁt is the highest
model order used in this study since the minimum be-
comes too shallow for the Nelder–Meade minimization
procedure to provide good clustering of the best ﬁts
beyond this model order. Due to diﬀerent anatomical
conﬁgurations across subjects, some sources will pro-
duce stronger magnetic ﬁelds and therefore be more
prominent in some subjects than in others. A least
squares spatio-temporal modeling approach, used here,
will model the strongest sources for the time interval
chosen, in order to minimize the power in the residual
waveforms (diﬀerence between the measured and mod-
eled waveforms). Despite the variability across condi-
tions and subjects, a number of areas did replicate
across the model orders for diﬀerent conditions and
diﬀerent subjects. Since these areas did not replicate in
all conditions it was necessary to collate the information
across conditions by counting the frequency of occur-
rence of the sources from the best model across condi-
tions and subjects. This approach has been taken in a
number of recent neuroimaging studies to accommodate
for the missing sources problem (e.g. Chee, OCraven,
Bergida, Rosen, & Savoy, 1999; Simos, Breier, Zouri-
dakis, & Papanicolaou, 1998; Yamazaki, Kamijo, Kiy-
una, Yoko, & Kuroiwa, 2001). Despite the missing
values, the timing information from the identiﬁed
sources will not be aﬀected assuming a proper model
order was chosen for each condition (as discussed
above). Therefore, the onset results are meaningful.
Each occurrence in the best model of each condition and
subject was counted once, including bilateral and ipsi-
lateral sources. Therefore, the data were collated across
subjects to determine the frequency of occurrence for
each of 10 reliable source locations (the abbreviations
used throughout the text are deﬁned in Table 2).
The sources were chosen for the analysis of variance
test in the following way: (1) primary and secondary
visual areas were tested; (2) visual areas widely consid-
ered to be part of the dorsal or ventral streams were
tested; and (3) each area tested was required to have a
large enough number of occurrences across conditions
and subjects for the results to be meaningful. One-way
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analysis of variance was performed to determine if the
onset latencies were signiﬁcantly diﬀerent between cen-
tral and peripheral stimulation. Post-hoc t-tests were
performed to determine the sources responsible for sig-
niﬁcant results. In line with the hypothesis, the com-
parison of frequency of occurrence was only performed
for the dorsal and ventral stream visual areas as de-
scribed above. The comparison of frequency of occur-
rence between central versus peripheral stimulation was
performed using Fishers exact test. Statistical tests
were not performed on the data presented in Table 2
(Panel c).
3. Results
Fig. 2 shows examples of the raw data across condi-
tions for one subject (DH). The array plots (A) are a
ﬂattened view of the sensors seen from above. The top of
the array plots correspond to responses measured close
to the front of the head and the left side of the plots
correspond to locations over the left side of the head.
These array plots show a general laterality trend toward
the contralateral hemisphere in each example, i.e. the
right central stimulation shows more activity near the
left side at the bottom of the array plot, corresponding
to sensors over the left occipital cortex. The MEG
waveform overplots (B) show the responses from all
122-channels overlaid on one axis for the four diﬀerent
frequency conditions. Notice the change in response in
the later time interval with frequency of stimulation.
This pattern was seen across subjects, although often the
signal to the peripheral stimulation was weaker. The
results from the frequency information in the late in-
terval of time (220–770) are discussed in a separate
paper (Stephen et al., in preparation).
In general, the data were modeled best with between
six- and eight-dipole models depending on the condition
and the subject. Figs. 3 and 4 show examples of the best
models in two subjects for one condition. Fig. 3 shows
the results of a six-dipole model of the 30–220 ms time
interval for subject CA. By comparing the similarity of
the measured MEG waveform overplot with the mod-
eled MEG waveform overplot, one can see the six-dipole
model does a reasonable job explaining the data. This
can also be assessed by looking at the residual waveform
overplot, which plots the diﬀerence between the mea-
sured and modeled MEG data. The dipole timecourses
are shown with their associated locations on the ana-
tomical MRI. Fig. 4 shows similar results in a second
subject (DH). As one can see, the second subject showed
some of the same and some diﬀerent locations for this
condition. Notice the similarity in the timecourses of V1
across subjects, as well as V2/V3 and R. S. LOG. Al-
though the locations of V2/V3 and S. LOG seem to
overlap in subject DH, the location of S. LOG is also
anterior to the V2/V3 location, which cannot be shown
in this coronal slice.
The results from the best model order for each con-
dition were collated across subjects. In general, 10 dif-
ferent areas were activated on a reliable basis. A subset
of these 10 areas is depicted in Fig. 5 for the same two
subjects presented in Figs. 3 and 4. The most reliable
areas are shown in both subjects to show the agreement
in source location relative to anatomy across subjects.
Sources from diﬀerent conditions (i.e. central versus
peripheral and four diﬀerent alternation rates) are
plotted within subject to show the tight clustering of
source locations within subject. All of the sources shown
in Fig. 5 represent activity found in models of the early
time interval although similar locations were found for
the late time interval. V1 showed the expected retinot-
opy along the calcarine ﬁssure (central ﬁeld stimulation
produced more posterior calcarine ﬁssure activation
than peripheral ﬁeld stimulation––not shown).
The average onset latencies and the associated
standard errors of the mean (SEM) from the individual
timecourses of the visual areas of interest are shown
in Table 1 as mean SEM (N––number of sources).
There was no latency eﬀect in the early time interval
due to frequency of stimulation, as predicted, which
allowed the data to be collapsed across frequency
conditions. The interaction between source and ﬁeld of
stimulation was found to be signiﬁcant at p ¼ 0:04 level
(F ¼ 2:45; df ¼ 5; visual ﬁeld––two levels; source––six
levels). Two areas (V1 and V2/V3) are shown to es-
tablish the timing sequence between the diﬀerent visual
areas. The remaining areas were presented based on the
dorsal/ventral hypothesis. The criteria to include only
areas with large enough N eliminated P. MFG (putative
FEF). The sixth source tested was BA7, which did not
show any signiﬁcant diﬀerence in onset latency between
central and peripheral stimulation. There were no sig-
niﬁcant diﬀerences in onset latencies between central
and peripheral stimulation for contralateral V1, V2/V3
or I. LOG (putative V4). The onset latency for pe-
ripheral versus central ﬁeld stimulation was signiﬁ-
cantly shorter in contralateral S. LOG (putative MT)
and IPS (p ¼ 0:03 and p < 0:001, respectively). In ad-
dition to the central/peripheral onset diﬀerence in areas
S. LOG and IPS, a general diﬀerence in timing ap-
peared between central and peripheral ﬁeld stimulation.
The central ﬁeld stimulation showed a progressive in-
crease in onset latency from V1 to higher visual areas,
whereas the onset latencies associated with peripheral
ﬁeld stimulation were statistically equivalent for the ﬁve
areas listed.
Fig. 6 shows group averaged timecourses from two
example areas: V1 and IPS. As mentioned in the meth-
ods section, these timecourses were calculated by tak-
ing the mean of the individual timecourses that are
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summarized in Table 1. The top two rows of Fig. 6 (a, b,
d and e) show the central and peripheral timecourses
along with the standard error curve to show the spread
in the individual timecourses across the time interval.
Notice the error is largest later in time. It can also be
seen that central V1 has smaller standard error across
Fig. 2. This ﬁgure shows an example of the raw data from one subject (DH). The MEG array plots (A) present the data in their relative measurement
locations. The top and bottom of the plot signify channels close to the front and back of the head, respectively. The right and left correspond to
measurement channels over the right and left hemispheres, respectively. Measurements at x ¼ 0 are over temporal lobes. One can see that the
maximal activity is located in the occipital cortex at the back of the head. In addition, a slight laterality trend can be seen between the right and left
stimulation with more activity in the left and right channels, respectively. Note that these plots are in polar coordinates, not head-centered coor-
dinates commonly used for displaying source locations. The MEG waveform overplots (B) show the responses from all 122 channels overlaid. An
example from each of the frequency conditions (0, 3, 8.7, 14 Hz) is shown.
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the entire time interval because of the larger N in the
average. The bottom ﬁgures (Fig. 6c and f) show the
central (solid line) and peripheral (dashed line) time-
courses overlaid. Notice for V1, that the central and
peripheral timecourses onset about the same time, al-
though the rise time and peak is faster for central than
for peripheral. On the other hand, the average time-
course of IPS activation for peripheral stimulation
clearly onsets and peaks earlier than IPS activation for
central ﬁeld stimulation. Although not shown, the av-
erage timecourse for S. LOG also showed an earlier
onset with peripheral stimulation. However, the eﬀect
was not as pronounced, as expected from the p-values in
Table 1.
Fig. 7 shows individual timecourses with onset
latencies (dashed vertical line) and corresponding
Fig. 3. This ﬁgure shows the best solution found for the 30–220 ms time interval for the 14 Hz left central stimulation condition in subject CA. The
top row shows the measured data (all 122 channels overlaid) and the modeled data. One can see the similarities between these two plots visually as
well as looking at the residual plot (the diﬀerence between the modeled and raw data). It appears that the activity was modeled appropriately since the
residual signal is at the level of the noise. The timecourses of the six areas found to be active in this model are shown along with their corresponding
anatomical locations.
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locations for four of the areas listed in Table 1 for both
central and peripheral ﬁeld stimulation. Example time-
courses from area I. LOG are shown with similar onset
latencies between central and peripheral ﬁeld stimula-
tion. Although there was some variability in onset times
across subjects and across conditions within subjects,
this ﬁgure shows clean consistent timecourses associated
with the common source locations. Notice the clear
onset of activity across visual areas. Again, one can see
reliable anatomical locations. See the methods section
for a more complete description of the determination of
onset latency.
The comparison of source prevalence between cen-
tral versus peripheral stimulation are shown in Table 2
(Panels a and b) for the early and late time intervals,
respectively. Both Table 2 (Panels a and b) show the
Fig. 4. This ﬁgure shows similar results as Fig. 3 in a diﬀerent subject (DH––a six-dipole ﬁt for 14 Hz left central ﬁeld stimulation). Again, the
measured and modeled waveforms look remarkably similar. Notice that although some of the areas active in the two models (Figs. 3 and 4) are the
same, some areas are diﬀerent. However, the replicated timecourses and locations agree well across these two subjects.
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Fig. 5. This ﬁgure shows examples of the diﬀerent visual areas activated in this task for two subjects (CA and DH). All of the areas shown were
found in the best model from one of the 16 conditions in the 30–220 ms time interval analysis. Although not all areas could be modeled at one time,
the agreement in anatomical location across diﬀerent models and across subjects was remarkable.
Table 1
Onset latencies of contralateral visual areas
Visual ﬁeld V1 V2/V3 I. LOG S. LOG IPS
Central 78 3 (40) 88 7 (12) 88 7 (14) 98 5 (20) 100 5 (22)
Peripheral 83 5 (27) 88 5 (17) 86 5 (7) 82 5 (22) 75 4 (21)
Mean SEM (N).
* p < 0:05.
** p < 0:001.
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prevalence of the diﬀerent source locations in response
to central versus peripheral stimulation. There were no
signiﬁcant diﬀerences in source prevalence in the early
time interval (Table 2 (Panel a)) when comparing ven-
tral versus dorsal stream areas (I. LOG (V4) versus S.
LOG (MT) and IPS). Similar to the early time interval,
there were no eﬀects of frequency on source prevalence
in the late interval statistically speaking, therefore the
source prevalence information was collapsed across
frequency. After collapsing across frequency, there was
a diﬀerence in source prevalence between ventral versus
dorsal stream areas in the late time interval (p ¼ 0:03)
in distribution based on the Fishers exact test (see
Table 2 (Panel b)). This shows that in addition to a
diﬀerence in onset latency in the early time interval
there was a diﬀerence in source prevalence in the late
time interval based on ﬁeld of stimulation. In general,
left ﬁeld stimulation resulted in right hemisphere acti-
vation and vice versa across visual areas. However,
some higher visual areas revealed reliable ipsilateral
activation as well. In addition, two areas (FEF and
STS) showed a lateralized activation. For example for
subject CA, R. STS was more reliably activated than L.
STS, regardless of ﬁeld of stimulation. Overall, bilateral
activation accounted for less than 5% of the sources
and ipsilateral sources accounted for 24% of the sour-
ces.
The ﬁnal observation of this paper was that the same
areas were active in response to the onset of the visual
stimulus as during the response to the sustained visual
stimulation. However, by looking at the general dis-
tribution of these sources between the early and late
time interval (Table 2 (Panel c)) one can see a shift in
prevalence with time. There was a trend that some
areas are more likely to be active in the early response
(V1 and S. LOG) and some areas are more likely to be
active in the late response (BA7 and A. Cing.). How-
ever, this result was only a trend and the main result
was that similar areas are active during the early and
late time intervals.
Fig. 6. This ﬁgure shows the group-averaged timecourses of two example regions (V1 and IPS). The group-averaged timecourses for central and
peripheral stimulation are shown along with the standard error (dashed lines) in (a), (b), (d), and (e). The overlaid central (solid line) and peripheral
(dashed line) timecourses are shown in (c) and (f). Although a lot of the ﬁner structure is averaged out in the group-averaged timecourses, one can still
see that the general results seen in Table 1 (based on onset latencies from individual timecourses) are replicated in the group-averaged timecourses.
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4. Discussion
The principal result of this study was that a signiﬁ-
cant diﬀerence could be seen in ventral versus dorsal
stream activation in response to central and peripheral
ﬁeld stimulation. This was shown by a faster onset time
for two dorsal stream areas, superior lateral occipital
gyrus (putative MT) and intraparietal sulcus, in re-
sponse to the initial onset of the peripheral visual
stimulus, as well as a larger prevalence of dorsal stream
Fig. 7. Individual timecourses and their associated onset latencies (vertical dashed line) are shown for subject CA. A central and peripheral time-
course is shown across four of the areas listed in Table 1. This shows the individual variability in the timecourses as well as the reliability of the
timecourses for these areas. As expected, the timecourses with less noise (fewer deviations from baseline within the 30–50 ms time interval) have a
lower threshold for onset latency than the noisier timecourses. The locations associated with these timecourses are shown on the right side of the
ﬁgure (dot––central ﬁeld stimulation, triangle––peripheral ﬁeld stimulation).
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areas active in response to the sustained peripheral
stimulus presentation. A secondary result was that
similar areas were active during the initial visual re-
sponse as during the later sustained visual activity, with
a small change in distribution from lower to higher vi-
sual areas.
4.1. Correspondence of identiﬁed visual areas with areas
identiﬁed by others
In this paper, three visual areas were given functional
rather than anatomical labels (V1, V2/V3 and V2/VP). It
is the opinion of the authors that these three areas are
well established in humans. It was assumed that the
distinct V2 and V3/VP areas would not be separable in
this MEG experiment, since retinotopy studies show
that stimuli placed on the horizontal meridian will lo-
calize to the common border of these two areas (Horton
& Hoyt, 1991). The remaining areas were labeled ana-
tomically with the assumed homologue of the monkey
functional labels given in parentheses. Despite the large
number of human studies that label the visual areas with
their functional labels, it is our opinion that providing
the anatomical and functional labels is more informative
until the anatomical connections and functional signiﬁ-
cance of the higher visual areas are well characterized.
Regardless, the functional labels for areas MT and V4
were primarily chosen based on the extensive fMRI
work of Tootell and colleagues (Tootell & Hamilton,
1989; Tootell et al., 1995a; Tootell et al., 1995b; Tootell
et al., 1997; Tootell et al., 1998). The published location
of FEF has been considerably more variable. However,
a recent study by Blanke et al. (2000) using intracortical
recordings seems to be the most reliable indicator of the
location of FEF in humans (located at the posterior end
of the middle frontal gyrus just anterior of the precentral
sulcus).
4.2. Diﬀerences in central versus peripheral onset latencies
A number of studies have found that conduction
times to the magnocellular layers of the LGN are faster
than to the parvocellular layers by 10–20 ms in monkeys
(Blakemore & Vital-Durand, 1986; Irvin, Norton,
Sesma, & Casagrande, 1986; Marrocco, 1976). A num-
ber of researchers have also found timing diﬀerences at
the level of V1. Nowak, Munk, Girard, and Bullier
(1995) found a 20 ms timing diﬀerence between mean
onset of the 4Ca and 4Cb layers of V1, which are con-
sidered the recipients of the magno- and parvo-cellular
cells, respectively, whereas Mitzdorf and Singer (1979)
only found a 6 ms timing diﬀerence between the two
layers. In addition to these diﬀerences in average onset
latencies, there is a large scatter of onset latencies
(standard deviations of up to 20 ms) within studies in
primate V1 (Nowak & Bullier, 1997). Although this
literature suggests that one might see onset latency dif-
ferences between central and peripheral stimulation at
each stage of visual processing including V1, V2, V3, S.
LOG, and IPS, a clear timing diﬀerence was only ob-
served in the latter two visual areas in the present study.
A number of factors could explain the partial sepa-
ration in terms of timing onsets. First, it is necessary to
have a large number of neurons (100,000) active si-
multaneously to obtain a measurable signal in MEG.
Therefore, even if a number of cells responded earlier to
peripheral stimulation, if the threshold necessary to
create a measurable MEG signal is not reached, this
diﬀerence would be imperceptible. The large variability
in onset times in V1 would eﬀectively cause the timing
diﬀerences generated by central versus peripheral stim-
ulation to wash out. Second, the timing diﬀerences be-
tween the two processing streams continue to grow as
the information progresses through the visual system.
Once the signal arrives at V1, the dorsal stream then has
an additional fast pathway due either to the giant axons
Table 2
Central versus peripheral source distribution––early (30–220 ms) (Panel a), late (220–770 ms) (Panel b); early (30–220 ms) versus late (220–770 ms)
source distribution (Panel c)
V1 V2/V3 V2/VP I. LOG* S. LOG* IPS* BA7 P. MFG STS A. Cing.
Panel a
Cen 40 12 7 14 20 22 12 13 25 2
Per 27 17 2 7 22 21 18 15 15 6
Panel b
Cen 32 18 9 12 9 10 19 18 20 9
Per 9 15 4 7 16 21 26 20 21 15
Panel c
Early 67 29 9 21 42 43 30 28 40 8
Late 41 33 13 19 25 31 45 38 41 24
I. LOG ¼ inferior lateral occipital gyrus (putative V4); S. LOG ¼ superior lateral occipital gyrus (putative MT); IPS ¼ intraparietal sulcus;
BA7 ¼ Broadmann0s area 7; P. MFG ¼ posterior middle frontal gyrus (putative FEF); STS ¼ superior temporal sulcus; A. Cing: ¼ anterior cin-
gulate cortex.
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or the bypass connections from V1 to dorsal stream
areas that can transfer the information more quickly
to both S. LOG and parietal cortex. The results from
V1 are consistent with a recent MEG paper (Brecelj,
Kakigi, Koyama, & Hoshiyama, 1998) that measured
the latencies of the m100 wave for diﬀerent ﬁeld lo-
cations (0–15 eccentricity), where there were no sig-
niﬁcant diﬀerences in latency between the diﬀerent
eccentricities. Therefore, the greater timing diﬀerences at
higher levels of the visual system were perceptible with
MEG, whereas the earlier, variable responses were not.
A handful of recent MEG articles have also suggested
the existence of parallel pathways available for the
transfer of visual information. ﬀytche, Guy, and Zeki
(1995) found that fast visual motion stimuli activated
area V5 before V1, requiring the existence of a pathway
that bypasses V1. The slower visual motion stimuli
showed a more conventional pattern of activation with
V1 preceding V5 activation. Kaneoke, Bundou, Koy-
ama, Suzuki, and Kakigi (1997) found longer onset la-
tencies for random dot versus apparent motion stimuli.
One of the suggestions was that this could imply that the
diﬀerent stimuli activate diﬀerent pathways. The pattern
of serial hierarchical processing through the visual sys-
tem for central ﬁeld stimulation compared to the si-
multaneous activation of the visual areas in response to
peripheral ﬁeld stimulation agrees well with recent re-
sults from Vanni, Tanskanen, Sepp€a, Uutela, and Hari
(2001). They found concurrent activation of V1 and
anteromedial cuneus in response to checkerboard pat-
terns and luminance onsets and reversals. This provides
additional evidence that the information from these two
pathways follow diﬀerent routes through the visual
system.
Although the results are reasonably consistent with
results found in monkey literature, there is a discrepancy
between our results and those expected from some
psychophysical studies. A number of studies using both
temporal order judgment tasks and reaction time tasks
have suggested that processing of foveal stimuli occurs
faster than the processing of peripheral stimuli (e.g.
Arkin & Yehuda, 1985; Gibbon & Rutschmann, 1969;
Osaka, 1976, 1978; Rutschmann, 1966). However, a few
other psychophysical studies have found no diﬀerence in
reaction time with retinal eccentricity. Haines (1975)
performed a reaction time study where they maintained
luminance across diﬀerent eccentricities; the reaction
times were equivalent out to 70. In addition, when
Wolfe, ONeill, and Bennett (1998) controlled for stim-
ulus parameters including cortical magniﬁcation factor,
no diﬀerences between central and peripheral visual
search reaction times could be found. This suggests that
using diﬀerent stimuli across the visual ﬁeld can have
signiﬁcant eﬀects on the processing times of the stimuli.
By attempting to use the optimal stimuli for the two
eccentricities used in this study, it is clear that given the
best conditions, the peripheral stimuli can be processed
very quickly. However, another interesting feature of the
averaged timecourses for V1 in this study was that
the onset times of V1 looked equivalent, but the peak
for central ﬁeld stimulation was clearly earlier than the
peak for peripheral ﬁeld stimulation. This feature,
along with the psychophysical results, suggests a com-
plicated interplay between the timing of activation of
individual visual areas and the timing related to a motor
response.
4.3. Central versus peripheral source prevalence
The second signiﬁcant result of this study was that a
comparison between the dorsal and ventral stream areas
for central and peripheral stimulation showed signiﬁ-
cantly diﬀerent source distributions during the late in-
terval of time (220–770 ms). This was demonstrated by
the signiﬁcantly larger number of dorsal stream sources
(S. LOG and IPS) found in response to peripheral
stimulation in the late response to the alternating visual
stimuli as compared to the ventral stream source
(I. LOG––putative V4). These results agree well with
the anatomical monkey studies that suggest that pari-
etal areas are preferentially activated by peripheral
stimulation of the retina (e.g. Boussaoud et al., 1990;
Ungerleider & Desimone, 1986). It is assumed that
cortical regions showing diﬀerent frequencies of occur-
rence reﬂect a diﬀerence in the relative strength of acti-
vation caused by central versus peripheral stimulation.
Although cortical magniﬁcation may play a role in the
preferential activation of V1 (see discussion below), this
is not expected to play a role in higher visual areas.
Portin and Hari (1999) concluded that there is not an
enhanced foveal representation in parietal lobe as seen
in V1. This helps conﬁrm the results of this paper that
diﬀerences in frequency of occurrence suggest diﬀeren-
tial activation of the dorsal and ventral streams in the
late time interval. However, due to the smaller number
of sources seen in the higher order areas, it is suggested
that additional studies be carried out to conﬁrm these
results. In particular, a motion study that more robustly
activates the dorsal stream would help conﬁrm the re-
sults seen in this study.
Preferential activation of parietal lobe has been found
in response to visual selective attention tasks (Nobre
et al., 1997; Vandenberghe et al., 1996). One of the pa-
rietal areas reported by Nobre and colleagues appears to
be very similar to our IPS parietal source. Vandenberghe
and colleagues found a dorsal/ventral preference when
subjects were required to detect stimuli or discriminate
orientations in the peripheral or central ﬁeld, respectively.
Some of these studies have also compared parietal and
frontal activation as a function of central versus pe-
ripheral selective attention (Corbetta, Miezin, Shulman,
& Petersen, 1993; Nobre et al., 1997; Tootell et al., 1998;
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Vanni & Uutela, 2000; Wojciulik & Kanwisher, 1999).
However, these investigators did not comment further
on this division based on pure sensory input, but dis-
cussed these results in terms of other attention literature.
Although the general trend seen in these studies is
consistent with the results found in this study, the in-
vestigation of preferential activation based on ﬁeld of
stimulation is largely unknown.
The greater prevalence of the V1 sources to central
versus peripheral stimulation was somewhat unex-
pected. This might be partially explained by an incorrect
cortical magniﬁcation factor for the peripheral and
central ﬁeld stimuli. Another possibility is that the cor-
tical magniﬁcation correction was appropriate, but the
deeper retinotopic location of the V1 source to periph-
eral stimulation made the signal to noise ratio small
enough that it was less reliably modeled. These are both
consistent with the fact that it was generally more dif-
ﬁcult to model the peripheral V1 source in the early time
interval compared to the central V1 source. The less
reliable V1 activation to peripheral stimulation in the
late interval was presumably a combination of the fac-
tors described above.
4.4. Transient versus pseudo-steady state
Regan (1982) compared steady-state versus transient
experimental design and argued that steady-state de-
signs were necessary in order to simplify the visual
evoked potential response to the point of making it in-
terpretable. He stated that the problem with transient
designs was that the diﬀerent components of the evoked
potentials often consisted of signals from multiple cor-
tical areas, making the interpretation meaningless with-
out the ability to separate the signals. On the other
hand, he acknowledged that the steady state design did
not allow for a direct comparison between the transient
and steady-state responses. The current study contained
aspects of both designs since it utilized a pseudo-steady
state design, i.e. a transient response followed by a
sustained steady-state type response. With the im-
provement of source localization techniques, this design
allowed us to determine the areas that responded both
to the onset of the stimulus and to the ongoing stimu-
lation of the contrast-reversing stimuli. Although the
MEG waveforms consistently looked simpliﬁed after the
completion of the transient on-response, the marginal
diﬀerence in source prevalence from the early to late
time intervals suggests that the number of areas active
is similar in both conditions. Therefore, although the
waveforms appear less complicated in the pseudo-steady
state condition, it is unlikely the analysis of the raw
waveforms will be any simpler than a transient wave-
form due to the multiple areas active. This suggests that
it is critical to separate out the temporal and spatial
information by performing source analysis as employed
in this study to fully understand the temporal charac-
teristics of the visual response.
5. Conclusions
These results suggest that although both central and
peripheral stimulation activate similar areas initially,
the information from central versus peripheral ﬁelds of
stimulation arrives in the higher visual areas via diﬀerent
routes. That is, peripheral information has access to
fast, direct pathways that allow for faster onset times in
dorsal stream areas. In addition, sustained activation
occurred in dorsal stream areas in response to peripheral
stimuli, while activation in dorsal stream structures
evoked by central ﬁeld stimuli subsided. This suggests
that not only is the dorsal stream important for deter-
mining stimulus movement and location in space, but
also monitoring peripheral stimuli in general. The re-
sults of this paper suggest that within the dorsal stream
there is a timing division between information received
from central and peripheral visual ﬁelds.
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