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Re´sume´ :
La prise en compte des incertitudes fait aujourd’hui partie inte´grante des analyses en me´canique des
mate´riaux et des structures. La propagation de ces connaissances incertaines dans les logiciels de calcul
complexes requiert en ge´ne´ral un nombre important de simulations nume´riques vite re´dhibitoire en
pratique. Afin de re´duire ce couˆt de calcul, des approches base´es sur la the´orie des plans d’expe´riences
peuvent eˆtre utilise´es. Cependant, l’uniformite´ de la re´partition des plans classiques n’est pas optimale
quand on s’inte´resse a` des caracte´ristiques locales de la re´ponse des structures. Ce travail est donc de´die´
au de´veloppement de techniques de planification adaptatives pour raffiner localement l’e´chantillonnage
autour d’une zone d’inte´reˆt. Une nouvelle me´thode couplant interpolation par Krigeage et optimisation
d’une fonction couˆt inte´grant l’objectif vise´ est propose´e. La pertinence et l’efficacite´ de cette approche
sont illustre´es d’abord sur un cas analytique puis dans le cadre d’une e´tude de compacite´ maximale
d’empilement de sphe`res polydisperses.
Abstract :
Taking into account uncertainty is nowadays an important issue in mechanical applications. The pro-
pagation step of uncertainty analysis through complex computer codes can become computationally
costly since many simulations are required. In order to reduce this cost, design of experiments (DoE)
can be used. Most of the classical DoEs provides a good coverage of the range of variation associated
with uncertain input parameters. This strategy is not fully satisfactory when the objective is to focus
on local characteristics of the data. Therefore, this work is devoted to the development of adaptive
DoE construction procedures in order to increase the number of simulations in target regions. It is
achieved by introducing a new method coupling Kriging and optimization of a cost function integrating
the analyst’s objectives. The efficiency of this new approach is illustrated first on a test case, then in
the framework of close packing density of polydisperse hard spheres.
1 Introduction
La prise en compte des incertitudes fait aujourd’hui partie inte´grante des analyses en me´canique des
mate´riaux et des structures : variabilite´ des agencements microstructuraux, connaissance impre´cise des
proprie´te´s mate´riaux, volumes e´le´mentaires repre´sentatifs, statistiques de de´fauts, e´carts aux prescrip-
tions ge´ome´triques des structures, e´volutions temporelles non maˆıtrisables des chargements, etc. La
propagation de ces connaissances incertaines dans les logiciels de calcul complexes requiert en ge´ne´ral
un nombre important de simulations nume´riques vite re´dhibitoire en pratique. Afin de re´duire ce couˆt
de calcul, des approches couplant me´tamode`les et the´orie des plans d’expe´riences [1] peuvent eˆtre
utilise´es. D’un point de vue me´thodologique, deux points importants sont a` conside´rer. Le premier
concerne le choix du me´tamode`le pour repre´senter fide`lement les re´ponses d’inte´reˆt du code. Parmi
les approches classiques, le krigeage [2] a fourni des re´sultats inte´ressants dans le cadre des travaux
effectue´s au sein du consortium ReDICE pour l’exploration des codes de calcul. Ses principaux inte´reˆts
se situent (i) dans l’inte´gration dans la proce´dure d’estimation de la structure spatiale des donne´es via
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l’identification d’une fonction de covariance et (ii) dans la possibilite´ de quantifier une pre´cision associe´e
a` l’estimation. Le second point cle´ porte sur le choix de l’ensemble des points de simulation ou plan
d’expe´riences (PEX) qui doivent fournir une information suffisante sur le comportement des re´ponses
du code pour baˆtir un me´tamode`le pertinent. Il existe de nombreuses strate´gies de construction de
PEX. On peut mentionner par exemple les techniques de type space-filling [3] qui en se basant sur des
conside´rations ge´ome´triques permettent une bonne couverture de l’espace de variation des entre´es du
code. Cependant, une telle re´partition n’est pas optimale quand on s’inte´resse a` des caracte´ristiques
locales de la re´ponse des structures : fortes variations des comportements apparents en fonction des pa-
rame`tres d’entre´es (gradients), optimisation topologique ou mate´rielle, etc. Ces connaissances pre´cises
ne´cessitent de concentrer les simulations dans des re´gions spe´cifiques plutoˆt que d’explorer l’ensemble
de l’espace de variation.
Ce travail est donc de´die´ au de´veloppement de nouvelles techniques de planification adaptatives pour
raffiner localement l’e´chantillonnage autour d’une zone d’inte´reˆt. La section 2 fait un bref rappel sur
les approches qui couplent krigeage et the´orie des plan d’expe´riences. Dans la section 3, nous introdui-
sons une nouvelle proce´dure de planification adaptative inte´grant une variante du crite`re d’Expected
Improvement de [4]. Enfin, la pertinence et l’efficacite´ de cette nouvelle me´thode sont e´tudie´es dans
la section 4 en appliquant l’algorithme de planification d’abord sur un cas analytique puis dans un
contexte industriel pour l’e´tude de la compacite´ maximale d’un empilement de sphe`res polydisperses.
2 Couplage krigeage/plan d’expe´riences
2.1 Rappel sur l’interpolation par krigeage
Dans la the´orie du krigeage ([2]), les donne´es observe´es (telles que la re´ponse d’un code pour plusieurs
valeurs de ses parame`tres d’entre´e) note´es {y(xi)}i=1,...,k sont conside´re´es comme des re´alisations d’un
ensemble de variables ale´atoires {Y(xi), i = 1, ..., k} issu d’un processus ale´atoire {Y(x), x ∈ D} (avec
D un domaine borne´ de IRp) qui s’e´crit Y(x) = m(x)+ δ(x), x ∈ D, ou` m(x) est un terme de´terministe
de tendance et {δ(x), x ∈ D} est un processus ale´atoire Gaussien de moyenne nulle et spatialement
corre´le´. Pour tout (u, v) ∈ D2, on notera C(u, v) la fonction de covariance de´crivant la liaison spatiale
entre δ(u) et δ(v). Dans ce travail, on se limite au cas du krigeage ordinaire qui fait l’hypothe`se que
δ(x) est un processus stationnaire (i.e. C(u, v) est uniquement fonction de (u−v) ∈ D) et que le terme
de tendance m(x) est une constante inconnue. Dans ce cas, la corre´lation spatiale de {δ(x), x ∈ D}
s’identifie a` celle de {Y(x), x ∈ D} et s’obtient directement a` partir des donne´es. Plus pre´cise´ment,
une fois la fonction de covariance choisie dans l’ensemble des mode`les admissibles, ses parame`tres
sont estime´s par maximum de vraisemblance. En notant Xk = {xi}i=1,...,k et Y
k = {y(xi)}i=1,...,k,
l’estimateur du krigeage ordinaire P(Y, x?|Xk, Y k) en un nouveau point x? est le pre´dicteur line´aire,
non biaise´, qui minimise la variance d’estimation σ2kg(x
?|Xk, Y k) = var(Y (x?) − P(Y, x?|Xk, Y k)). Il
s’e´crit P(Y, x?|Xk, Y k) =
∑k
i=1 λ
Xk
i (x
?)Y (xi), ou` {λ
Xk
i (x
?)}i=1,...,k sont les poids du krigeage, solutions
du syste`me matriciel suivant :


C(x1 − x1) ... C(x1 − xk) 1
C(x2 − x1) ... C(x2 − xk) 1
... ... ... 1
C(xk − x1) ... C(xk − xk) 1
1 1 1 0




λX
k
1 (x
?)
λX
k
2 (x
?)
...
λX
k
k (x
?)
−µX
k
(x?)


=


C(x? − x1)
C(x? − x2)
...
C(x? − xk)
1


,
avec µX
k
(x?), un multiplicateur de Lagrange assurant la contrainte de non biais de l’estimateur.
Introduisant ΛX
k
(x?) ∈ IRk le vecteur des poids du krigeage, ΣX
k
la matrice de covariance non-
conditionelle entre les observations (i.e. dont l’e´le´ment (i, j) est C(xi − xj)), C
Xk(x?) ∈ IRk le vecteur
de´fini par ∀i ∈ {1, . . . , k},
(
CX
k
(x?)
)
i
= C(x? − xi) et 1 le vecteur identite´, l’estimateur du krigeage
et la variance d’estimation associe´e s’e´crivent en notant T l’ope´rateur de transposition :
P(Y, x?|Xk, Y k) =
(
CX
k
(x?)T + 1µX
k
(x?)
) (
ΣX
k
)−1
Y k,
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σ2kg(x
?|Xk, Y k) = C(0)− ΛX
k
(x?)T CX
k
(x?) + µX
k
(x?).
L’ensemble des points Xk est appele´ plan d’expe´riences (PEX) a` k points. Sa construction joue un roˆle
cle´ dans la pre´diction par krigeage. Il fournit l’information sur la grandeur a` e´tudier qui est utilise´e
pour l’estimation de la corre´lation spatiale. Il est donc primordial d’avoir une quantite´ suffisante
d’information pour assurer une interpolation efficace. Cependant, travailler avec un plan d’expe´riences
riche n’est pas toujours re´alisable en pratique et on cherche alors a` trouver un compromis entre le
nombre de points dans le plan et la pre´cision de la pre´diction a` atteindre.
2.2 Plans d’expe´riences base´s sur un mode`le de pre´diction
Nous faisons dans cette section un rappel rapide des techniques de construction de plans d’expe´riences
avec une attention particulie`re aux plans se´quentiels base´s sur un mode`le de pre´diction et utilise´s
dans ce travail. Dans le cadre du krigeage, il existe deux grandes strate´gies. La premie`re s’appuie
sur des conside´rations ge´ome´triques dans l’espace des entre´es. Parmi les approches les plus utilise´es
en pratique, on peut mentionner par exemple les techniques de type space-filling (suite a` discre´pance
faible, plan LHS par exemple) qui ont pour but de fournir une bonne couverture de l’espace de
variation. La seconde strate´gie est de choisir les points du plan d’expe´riences pour maximiser la
qualite´ du mode`le de pre´diction. Dans le cas du krigeage, l’ide´e la plus naturelle est de se baser
sur la variance d’estimation fournie par le mode`le. On de´finit alors MSEX
k
(x) = σ2kg(x|X
k, Y k), ou`
l’exposant dans la MSE de´signe le plan d’expe´riences utilise´ pour le calcul de cette quantite´. La
proce´dure de construction du plan d’expe´riences requiert d’abord d’approcher la grandeur d’inte´reˆt
(sortie du code) par un mode`le de´fini a` partir d’un plan d’expe´riences initial grossier Xk0 a` k0 points,
typiquement un plan de type space-filling. Puis, l’information apporte´e par la pre´diction est utilise´e
pour augmenter le nombre de points dans le plan. Il existe deux approches pour re´aliser cette e´tape
d’enrichissement des simulations. La premie`re est non ite´rative et va ajouter tous les points en une
seule fois en exploitant l’information fournie par la pre´diction sur le plan initial. La seconde dite
ite´rative consiste a` remettre a` jour la pre´diction quand un nouveau point est rajoute´. Cette dernie`re
permet de capturer des informations supple´mentaires qui n’e´taient pas directement disponibles dans
le plan initial. Nous nous concentrerons sur cette strate´gie dans la suite de ce travail. L’algorithme
suivant re´sume les diffe´rentes e´tapes de la proce´dure de construction du plan d’expe´riences :
Algorithme 2.1
A partir du PEX Xk0 , re´cupe´rer les observations sur la grandeur d’inte´reˆt Y k0,


Pour k = k0 . . . N ,
Trouver le nouveau point x? qui optimise le crite`re CM(x
?,Xk, Y k),
E´valuer la nouvelle observation y? au point x?,
Remettre a` jour le PEX, Xk+1 = Xk ∪ {x?} et l’ensemble des observations Y k+1 = Y k ∪ {y?}.
Il existe plusieurs fac¸ons pour de´finir CM. Le crite`re introduit pre´ce´demment peut eˆtre utilise´ et on
cherche alors le point qui maximise ∀x ∈ D, CM(x,X
k, Y k) =MSEX
k
(x).
Cependant, travailler seulement avec la variance d’estimation n’est pas comple`tement satisfaisant car
on s’inte´resse souvent a` ame´liorer la pre´diction dans des zones d’inte´reˆt telles que des re´gions de
fortes variations des comportements apparents ou des re´gions ou` la grandeur d’inte´reˆt atteint un
maximum (optimisation topologique) par exemple et la MSE ne permet pas de capturer ce type de
caracte´ristiques locales. Nous proposons dans la section suivante une nouvelle technique de planification
adaptative pour raffiner localement l’e´chantillonnage autour d’une zone d’inte´reˆt.
3 Planification adaptative pour des proble`mes d’optimisation topo-
logique ou mate´rielle
Afin de construire le crite`re pour re´aliser la planification, il convient d’abord de de´finir la zone d’inte´reˆt
dans laquelle on souhaite raffiner. On se focalise ici sur des proble`mes d’optimisation topologique ou
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mate´rielle. La section suivante spe´cifie formellement l’expression de cette zone. Cette dernie`re sera
ensuite utilise´e pour introduire un nouveau crite`re et proposer un algorithme de planification.
3.1 De´finition de la zone d’inte´reˆt
Avec les notations introduites dans la section 2.1, l’ensemble des variables x ∈ D dont de´pend le
processus ale´atoire Y est se´pare´ en deux groupes : un premier groupe contenant les variables dites
controˆle´es et note´es V et un deuxie`me groupe de variables non controˆle´es U . La zone d’inte´reˆt est
de´finie par :
L = {(v, argmax
u∈U
Y(v, u)) | v ∈ V}. (1)
3.2 Choix du crite`re et algorithme de planification
Le crite`re que l’on cherche a` construire doit permettre de quantifier l’ame´lioration potentielle associe´e
a` tout nouveau point candidat dans notre proce´dure de raffinement autour de L. Plus pre´cise´ment,
en s’inspirant des travaux [4], nous proposons de quantifier cette ame´lioration a` l’aide d’un crite`re
d’Expected Improvement par coupe qui s’e´crit a` partir d’un plan d’expe´riences a` k points :
EIX
k
cut(v)(u) = E((Y(v, u) − ref
Xk(v))
+
), (2)
ou` refX
k
(v) = maxu∈U
(
P(Y, (v, u)|Xk , Y k)
)
et (·)+ = max (0, ·). En utilisant l’hypothe`se de Gaus-
sianite´ du processus, on peut alors calculer analytiquement l’Expected Improvement par coupe. L’ex-
pression (2) devient alors :
EIX
k
cut(v)(u) = σkg(v, u|X
k , Y k)[φ(ak(v, u)) + ak(v, u)Φ(ak(v, u)) ] (3)
ou` ak(v, u) =
P(Y,(v,u)|Xk,Y k)−refX
k
(v)
σkg(v,u|Xk,Y k)
et φ (resp. Φ) est la densite´ de probabilite´ (resp. la fonction
de re´partition) de la loi normale centre´e re´duite. Il est important de noter que le crite`re pre´ce´dent
conduira a` des strate´gies de planification qui permettront de re´duire l’incertitude (graˆce au premier
terme comme dans le cas de la MSE) tout en explorant les zones d’inte´reˆt graˆce au second terme.
L’algorithme 2.1 avec CM de´fini a` l’aide de l’Expected Improvement (3) s’e´crit :
Algorithme 3.1
A partir du PEX Xk0 , re´cupe´rer les observations sur la grandeur d’inte´reˆt Y k0,


Pour k = k0 . . . N ,

Calculer P(Y, (v, u)|Xk , Y k) et σkg(v, u|X
k , Y k) pour tout (v, u) ∈ V × U ,
Se´lectionner Q = {vi}i∈I un ensemble de candidats dans V et e´valuer ref
Xk(vi),
E´valuer EIcut(vi)(u), u ∈ U et trouver (v
?, u?) = argmax(v,u)∈Q×U EIcut(v)(u).
E´valuer la nouvelle observation y? au point x? = (v?, u?),
Remettre a` jour le PEX, Xk+1 = Xk ∪ {x?} et l’ensemble des observations Y k+1 = Y k ∪ {y?}.
4 Application a` l’e´tude de la compacite´ maximale pour un empile-
ment de sphe`res polydisperses
4.1 Position du proble`me
Le proble`me conside´re´ ici est l’e´tude de la compacite´ maximale [5] pour un empilement de sphe`res
bi-disperses. Les sphe`res suppose´es rigides sont distribue´es ale´atoirement dans un domaine carre´ de
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taille L. Les murs gauches et bas sont encastre´s et une pression est applique´e sur les deux murs restants
(voir Figure 1, haut, gauche). Les simulations sont effectue´es a` l’aide du logiciel LMGC90 [6] de´die´
a` la mode´lisation et au traitement des proble`mes d’interactions entre corps et repose sur l’approche
NonSmooth Contact dynamics. Les rayons des sphe`res sont note´s R1 et R2 et leurs fractions volumiques
φ1 et φ2. La sortie e´tudie´e est la compacite´ maximale. Les deux variables d’entre´e sont le rapport de
rayons R1
R2
et le rapport de fractions volumiques des sphe`res de rayon R1,
φ1
φ1+φ2
. L’objectif est ici de
trouver, pour un rapport de rayons donne´, le rapport de fractions volumiques maximisant la compacite´.
La strate´gie de planification doit donc raffiner l’information autour d’une ligne de creˆte qui est bien
de la forme (1) avec v = R1
R2
et u = φ1
φ1+φ2
.
4.2 Re´sultats nume´riques
Les applications nume´riques comprennent deux se´ries de test. La premie`re a pour but d’e´valuer l’ef-
ficacite´ de l’algorithme de planification 3.1 sur une fonction analytique. Puis, une application sur un
cas re´el d’e´tude de compacite´ maximale est fournie pour montrer l’inte´reˆt de ce type d’approches dans
un contexte pratique. Les calculs sur ce dernier cas sont actuellement en cours et seront pre´sente´s a`
la confe´rence. Nous ne fournissons donc dans ce qui suit que les re´sultats relatifs au cas analytique.
La figure 1, haut, droite, pre´sente la fonction test ainsi que la ligne de creˆte a` approcher. Nous com-
parons ici notre me´thodologie a` une planification classique uniforme en se focalisant sur le rapport
entre le nombre de points dans le plan et l’erreur de reconstruction de la creˆte au sens de la distance
de Hausdorff 1. La figure 1, bas, et le tableau 1 fournissent les re´sultats obtenus. Ils correspondent a`
deux types d’e´tudes. Dans la premie`re, le nombre de points du plan d’expe´riences est fixe´ a` 100 et
on s’inte´resse a` l’erreur de reconstruction de la ligne de creˆte. Dans la seconde, on cherche le nombre
de points minimum pour atteindre une erreur de reconstruction donne´e de 0.19. Notre algorithme
e´tant ite´ratif, on conside`rera a` chaque fois un plan d’expe´riences initial uniforme a` 30 points. Puis,
des nouveaux points seront successivement rajoute´s en appliquant l’algorithme 3.1.
Plan uniforme Plan adaptatif
100 points Erreur=0.19 Erreur=0.08
Erreur=0.19 100 points 50 points
Table 1 – Nombre de points dans le PEX et erreur de reconstruction de la ligne de creˆte associe´e.
Il apparaˆıt que notre proce´dure graˆce a` la prise en compte de la zone d’inte´reˆt dans le crite`re d’Expected
Improvement permet un raffinement local autour de la ligne de creˆte. En conse´quence, la reconstruction
de cette ligne est beaucoup plus pre´cise que celle obtenue a` l’aide d’un plan uniforme. De plus, deux
fois moins de points sont ne´cessaires pour atteindre une erreur de 0.19 avec notre plan adaptatif. En
d’autres termes, le temps de calcul est conside´rablement re´duit ce qui rend possible ce type d’e´tudes
nume´riques dans un contexte industriel.
5 Conclusions
Une nouvelle approche de planification adaptative d’expe´riences a e´te´ propose´e dans le cadre de la
the´orie du krigeage. Son originalite´ se situe dans le choix du crite`re a` optimiser qui permet d’inte´grer
l’objectif vise´ par l’analyste et de rajouter automatiquement de nouvelles simulations dans les zones
d’inte´reˆt correspondantes. Pour des proble`mes d’optimisation topologique ou mate´rielle, un crite`re
d’Expected Improvement par coupe a e´te´ construit. La pertinence et l’efficacite´ du nouvel algorithme
de planification ont ensuite e´te´ illustre´es sur un cas analytique : il est apparu que ce type d’approche
permet de retrouver a` moindre couˆt des re´sultats obtenus par des plans d’expe´rience uniformes et
intensifs. Une application dans le cadre d’une e´tude de compacite´ maximale pour un empilement de
sphe`res bi-disperses est actuellement en cours et sera pre´sente´e a` la confe´rence.
1. Soit d(x,A) = infy∈A d2(x, y) (avec d2 la distance euclidienne) la distance d’un point x a` un ensemble A, la distance
de Hausdorff entre deux ensembles A et B s’e´crit dH(A,B) = min
{
supx∈A d(x,B), supy∈B d(y,A)
}
.
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Figure 1 – Etude de compacite´ maximale. De haut en bas et de gauche a` droite, exemple de simulation
pour de´terminer la compacite´ maximale d’un empilement de sphe`res bi-disperses, fonction analytique
utilise´e pour e´valuer la me´thode, plans d’expe´riences a` 100 points obtenus a` l’aide d’un raffinement
uniforme et d’une proce´dure adaptative. Les points bleus correspondent au plan d’expe´riences initial et
les points rouges aux 70 points rajoute´s. La courbe noire repre´sente la ligne de creˆte de la fonction test.
Les courbes bleues et rouges sont associe´es a` son approximation a` partir des deux plans d’expe´riences.
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