Modern satellite radiometers have many detectors with different relative spectral response (RSR). Effect of RSR differences on striping and the root cause of striping in sensor data record (SDR) radiance and brightness temperature products have not been well studied. A previous study used MODTRAN radiative transfer model (RTM) to analyze striping. In this study, we make efforts to find the possible root causes of striping. Line-by-Line RTM (LBLRTM) is used to evaluate the effect of RSR difference on striping and the atmospheric dependency for VIIRS bands M15 and M16. The results show that previous study using MODTRAN is repeatable: the striping is related to the difference between band-averaged and detector-level RSR, and the BT difference has some atmospheric dependency. We also analyzed VIIRS earth view (EV) data with several striping index methods. Since the EV data is complex, we further analyze the onboard calibration data. Analysis of Variance (ANOVA) test shows that the noise along track direction is the major reason for striping. We also found evidence of correlation between solar diffuser (SD) and blackbody (BB) for detector 1 in M15. Digital Count Restoration (DCR) and detector instability are possibly related to the striping in SD and EV data, but further analysis is needed. These findings can potentially lead to further SDR processing improvements.
Introduction
Suomi National Polar Orbiting Partnership (S-NPP) spacecraft was successfully launched on 28 October 2011 with the Visible Infrared Imaging Radiometer Suite (VIIRS), which provides capacities for operational environmental remote sensing for weather, climate and other environmental applications. In contrast to conventional imaging radiometers [1] , a single scan for VIIRS M bands (16 detectors aligned in the along-track direction) has a slower scan rate than that of the traditional single detector, therefore the spatial resolution is enhanced without losing the signal-to-noise (SNR). However, "bow tie" deletion and imaging striping occurs as a trade-off to this multi-detector arrangement that must be dealt with [1] . An anomalous striping pattern has been observed in SNPP VIIRS sea surface temperature products [2] [3] [4] . These striping are assumed to be caused by differences in the detector-level RSR. Currently SST EDR team developed an adaptive destriping algorithm to improve the operational SST imagery, but this destriping algorithm does not solve the problem at the root cause. The VIIRS SDR team performed studies to investigate possible root causes. Padula and Cao [4] used MODTRAN to evaluate the brightness temperature difference caused by the difference between band averaged (which is used in the operations) and detector level SRF. However, some studies [5] indicate that the forward model MODTRAN does not reproduce spectral, angular, and water vapor dependencies with accuracies acceptable for SST analyses. In the current study, we analyze the striping using atmospheric radiative transfer models LBLRTM to support assessment of VIIRS TEB calibration variations due to atmospheric effects.
The SST EDR group reported that some striping patterns were observed in SST product, which is possibly caused by the difference between detector-level and band-averaged SRF for some thermal emissive bands (TEB). Since the radiance in the SDR operational process is retrieved using the band-averaged instead of the detector level SRF, the difference will affect the derived brightness temperature and therefore SST. The level 2 daytime VIIRS SST environmental data is retrieved from a Non-linear Split Window algorithm from VIIRS bands M15 and M16 [2, 5] :
SST " a 0`a1¨B T 15`a2 pBT 15´B T 16 q SST guess`a3 pBT 15´B T 16 q psecθ´1q (1) where a i (i = 0, 1, 2, 3) is the coefficient derived from regression, BT 15 and BT 16 are the observed brightness temperature in VIIRS bands M15 and M16. SST guess is the simulated first guess SST, and θ is the sensor zenith angle. This algorithm will amplify the striping caused by BT 15´B T 16 due to the multiplication with the factor a 2 SST guess greater than 1.0 over the tropical ocean, but not always the case for the ocean over the polar region, and propagates it to the SST products [2, 5] . Coincidently, most SST striping are reported for the tropical regions. From the water vapor absorption spectrum [6] , we can see that the water vapor absorption in band centered at 12 µm (VIIRS M16) is larger than that in band centered at 10.8 µm (VIIRS M15), so M16 is more sensitive to water vapor absorption, i.e., the atmospheric impact on the BT variation is more obvious than that in M15. The brightness temperature in M16 is colder than that in M15 due to more water vapor absorption in M16. In this study, Section 2 introduces the methodology. Section 3 describes the results from radiative transfer model. Section 4 analyzes satellite earth view observation and onboard calibration data. Conclusion and discussion are given in Section 5.
Methodology
The detector-level radiance simulated from a Radiative Transfer Model, measured Suomi NPP hyperspectral radiance data and onboard calibration data are analyzed to investigate the impacts of detector-level SRF difference on striping, possibility of atmospheric dependency, as well as detector stability.
Radiative Transfer Model
In a previous study [4] , the detector-level radiance and brightness temperature were simulated using MODTRAN [7] , which is a "narrow band model" atmospheric radiative transfer with a spectral resolution of 1 cm´1 for TEB bands. In comparison, the Line-By-Line Radiative Transfer Model (LBLRTM) is a more accurate and flexible radiative transfer model that can be used over the full spectral range from the microwave to the ultraviolet, providing the foundation for many radiative transfer applications [8, 9] . LBLRTM calculations in the thermal infrared bands are recognized as a reference standard for intercomparisons of radiative transfer models [10] . LBLRTM has been widely used for a number of years as the foundation for retrieval algorithms. It is also used to train fast radiative transfer models used in Numerical Weather Prediction (NWP) assimilation systems and the Optimal Spectral Sampling model [11] implemented in the Joint Center for Satellite Data Assimilation (JCSDA) Community Radiative Transfer Model (CRTM).
LBLRTM can provide much finer spectral resolution such as at 0.01 cm´1, which is more accurate for validation purposes. High spectral resolution is critical to identify and separate the causes of RSR effects from other possible causes. In this work, we use the LBLRTM v12.2, which was released in October 2012. It uses the AER line parameter database (hereafter AER3.2) on the basis of the HITRAN 2008 line parameter [12] . The Voigt line shape is used at all atmospheric levels with an algorithm according to a linear combination of approximating functions. Line coupling in LBLRTM is modeled using the first-order perturbation approach [13] . LBLRTM incorporates the continuum model MT_CKD [14] , which includes self-and foreign-broadened water vapor continua as well as continua for CO 2 , O 2 , N 2 , O 3 , and extinction due to Rayleigh scattering.
To cover a range of environment conditions for evaluating TEB calibration and SST striping, we selected sites under various atmospheric conditions to perform simulations using LBLRTM, which can characterize atmospheric effects on SNPP VIIRS TEB calibration due to variability in atmospheric conditions. The results from LBLRTM will be compared with that from MODTRAN, which can serve as cross-check among models and help better determine the VIIRS detector level calibration biases due to effects of atmospheric radiative transfer.
Detector Level RSR
VIIRS is a whiskbroom scanning radiometer with a large scan angle which covers 112.56a t the nominal altitude of 829 km. It has many detectors with slightly different Relative Spectral Response (RSR). However, the impact of RSR difference among detectors on imagery artifacts, as well as geographical retrieval uncertainties has not been well studied until recently. Figure 1 shows detector-level and band averaged RSR function in M15. Band M16 includes two detector arrays A and B with time delay integration (VIIRS Radiometric Calibration ATBD, 2014). M16A and M16B figures are similar to that of M15, so they are not shown here. From the figure, we can see that RSR is slightly different among 16 detectors, which will affect the radiance and hence the brightness temperature. The impact of the detector level variation on the imagery artifacts will be analyzed in Sections 3 and 4. 
Data Processing
LBLRTM v12.2 is used in this study to simulate the top of the atmosphere (TOA) radiance in the spectral range (722, 2650.0) cm´1 with spectral resolution of 0.01 cm´1. Six standard LBLRTM atmospheric profiles, including Tropical, Mid-Latitude Summer (MLS), Mid-Latitude Winter (MLW), Sub-Arctic Summer (SAS), Sub-Arctic Winter (SAW), and U.S. standard 1976 were used to ensure a broad range of simulated atmospheric conditions. The surface temperatures of 300 K, 290 K, 273 K, 280 K, 263 K, and 290 K were used for the above six atmospheres respectively.
The LBLRTM output TOA spectral radiance is then convolved with S-NPP VIIRS relative spectral response (RSR) to get the in-band averaged radiance mW/(m 2¨s r¨cm´1):
where ν is the wavenumber, L(ν) is the at sensor radiance and RSR(ν) is the RSR at a given band. The computed in-band radiance (L avg ) can be converted to effective brightness temperature (T e f f ) by using the radiance to brightness temperature Look Up Tables. The original VIIRS LUT converts radiance in wavelength units to temperature. However, the spectral radiance output from LBLRTM is in the unit of W/(m 2¨s r¨cm´1), so we used the temperature from VIIRS LUT to compute the spectral radiance in wavenumber unit using the Planck function and then convolve with spectral RSR to get the in-band radiance in wavenumber unit in order to match the unit from the model output which is in per wavenumber. By doing so, the interpolation is used to get finer spectral radiance versus BT LUT.
The blackbody radiance is computed from the Planck function:
where L(v,T) is the blackbody radiance (W/m 2¨s r¨cm´1), c 1 = 1.191042ˆ10´8 (W/m 2¨s r¨cm´1), c 2 = 1.4387752 (K cm), v is the wavenumber (cm´1) and T is the blackbody temperature (K). In this study, we can see that the expected striping is caused by the difference in effective brightness temperature (∆T e f f ) between the detector-level and band averaged RSR:
where T e f f (det RSR) and T e f f (avg RSR) are the effective brightness temperature computed using detector-level and band averaged RSR, respectively. The striping due to detector level RSR difference can be defined as the difference in ∆T e f f between two contiguous detectors i and i+1:
To evaluate the atmospheric dependencies, the simulated clear-sky radiance was processed using Equation (2) and detector level RSR to obtain the in-band radiance in M15 and M16. The radiance was then converted to effective brightness temperature for detector-level (T e f f (det RSR) ) and band averaged (T e f f (avg RSR) ) by using Look Up Tables. The brightness temperature difference ((∆T e f f ) was then computed from Equation (4) and the results are analyzed in next section.
Model Results and Discussion
Based on the above equations, Figure 2 shows the effective temperature difference between detector level and band averaged RSR for six LBLRTM atmospheres in M15, M16, and M15´M16.
As shown on the top left panel of Figure 2 , in M15, we found that there is a small but obvious atmospheric dependency. The odd/even detector pattern is observed, especially for detectors 1 to 8. The smallest BT difference is at detector 5. The magnitude of variation is 0.01 K for tropical atmosphere, and 0.025 K for subarctic atmosphere. In order to see how the out-of-band response affects the temperature difference, we extend the spectral range from (800, 1100) cm´1 to the entire range (800, 1333.33) cm´1 in M15 and from (769, 950) cm´1 to (769, 1250) cm´1 in M16. After including the out-of-band response, the pattern in the temperature difference does not change much. The results (not shown) are similar to those of Figure 2 . It is noted that the results from LBLRTM is similar to those in a previous study with MODTRAN [4] . M16 is computed from the average of M16A and M16B and is shown in top right panel of Figure 2 . There is more obvious atmospheric impact on BT difference than in M15, and the tropical atmosphere pattern has the largest variation. The magnitude of variation is 0.063 K for tropical atmosphere, and 0.022 K for subarctic atmosphere. We also observed apparent odd/even detector pattern. Figure 2b shows that in M16 band, detectors 1 and 2 deviate most from the band average than other detectors. The BTs for detectors 1´5 are larger than the band averaged value, but BTs for detectors 6, and 8´16 are smaller than the band average value. In Figure 2c , the BT differences (BT 15´B T 16 ) from detectors 1´5 are smaller than the band average value, but they are larger than the band average for detectors 6´16. For detector 4 to 16, even if Sub-arctic Summer has higher temperature and more water vapor than Mid-latitude winter (see Table 1 [15] ), but it doesn't have higher variation, so striping is not always atmospheric dependent. Therefore, water vapor and temperature may not be the only cause for striping, and other instrument factors may also be involved, which was further explored later in the paper. After extending to the entire spectral range (800, 1333.33) cm´1 in M15 and (769, 1250) cm´1 in M16 to include the out-of-band response, the pattern is similar. Since the term (BT 15´B T 16 ) is used in the VIIRS SST retrieval algorithm (Equation (1)), the difference between detector-level and band averaged BT in M15´M16 should also be analyzed. The bottom panel of Figure 2 shows that the magnitude of variation in M15´M16 is larger than that in single band, for example, they are 0.066 K and 0.063 K for tropical atmosphere in M15´M16 and M16, respectively. The ∆T in tropical atmosphere has larger magnitude (0.066 K) than subarctic (0.051 K). Compared to the band average, detectors 1´3 show larger atmospheric effect, with detector 1 showing the largest difference up to 0.046 K for tropical case, which is close to the 0.05 K in previous study [4] may not be the only cause for striping, and other instrument factors may also be involved, which was further explored later in the paper. After extending to the entire spectral range (800, 1333.33) cm −1 in M15 and (769, 1250) cm −1 in M16 to include the out-of-band response, the pattern is similar.
Since the term (BT15 − BT16) is used in the VIIRS SST retrieval algorithm (Equation (1)), the difference between detector-level and band averaged BT in M15 − M16 should also be analyzed. The bottom panel of Figure 2 shows that the magnitude of variation in M15 − M16 is larger than that in single band, for example, they are 0.066 K and 0.063 K for tropical atmosphere in M15 − M16 and M16, respectively. The ΔT in tropical atmosphere has larger magnitude (0.066 K) than subarctic (0.051 K). Compared to the band average, detectors 1−3 show larger atmospheric effect, with detector 1 showing the largest difference up to 0.046 K for tropical case, which is close to the 0.05 K in previous study [4] using MODTRAN model. (4)) between using detector level and band averaged RSR for six LBLRTM atmospheres. Figure 3 provides a summary of the magnitude in brightness temperature difference (Equation (4)) between using detector level and band averaged RSR from LBLRTM output for six atmospheres. It is shown that the magnitude in M15 − M16 is larger than that in single band. Comparing with M16 and M15 − M16, M15 is much less affected by atmosphere. Except for M15 and standard atmosphere, the magnitude has obvious atmospheric dependency: tropical region has much larger magnitude (4)) between using detector level and band averaged RSR for six LBLRTM atmospheres. Figure 3 provides a summary of the magnitude in brightness temperature difference (Equation (4)) between using detector level and band averaged RSR from LBLRTM output for six atmospheres. It is shown that the magnitude in M15´M16 is larger than that in single band. Comparing with M16 and M15´M16, M15 is much less affected by atmosphere. Except for M15 and standard atmosphere, the magnitude has obvious atmospheric dependency: tropical region has much larger magnitude than subarctic region. We also noticed that although with larger temperature and liquid water content than MLW, SAS has a little bit smaller magnitude than MLW in M15´M16 and M16. Therefore, besides water vapor and temperature, other instrument effects may also play a role in striping.
In general, the result from radiative transfer model indicates that LBLRTM does show atmospheric dependency although the difference is very small and is hard to validate. The water vapor has impact on the striping pattern in the satellite images. For example, in M16, the BT differences between using the detector-level and band averaged RSR are the largest for tropical atmosphere, and is the smallest for subarctic winter. The warm and moist atmosphere shows larger atmospheric impact on BT difference than the cold and dry atmosphere. The atmospheric impact is more obvious in band difference (M15´M16) than for a single band. For example, the magnitude of ∆T e f f for tropical atmosphere is 0.066 K, 0.063 K, 0.010 K in M15´M16, M16, and M15, respectively. The magnitudes of ∆T e f f for tropical and subarctic atmosphere are 0.066 K and 0.051 K in M15´M16, and are 0.063 K and 0.024 K in M16. Compared to the band average, detector 1´3 shows large atmospheric effect, with detector 1 showing the largest difference up to 0.046 K for tropical case, which is close to the 0.05 K in previous study by Padula and Cao [4] using MODTRAN model. The impact of water vapor on the BT difference variation can be observed. In addition, other instrument effects may exist. The real satellite observation data are further analyzed in the next section to see whether the water vapor is a dominant factor affecting the striping pattern in the following sections.
Striping in VIIRS Earth Observation Data
In order to investigate the relationship between water vapor and striping in VIIRS brightness temperature images, The VIIRS SDR brightness temperature data for bands M15 and M16 are analyzed in sample cases from 2012 to 2014. Table 2 shows analysis of six cases over the "uniform" clear sky ocean surface near tropical and polar region. A major step forward in this study is that we experimented quantifying striping using different methods with more data samples. 
Earth View Striping Quantification Using Cumulative Histogram Method
For each case, we selected a small uniform region with size of 60 pixels along scan direction, and 16 scanˆ16 detector along track direction under clear sky condition according to VIIRS Cloud Mask Intermediate Product. Although the striping patterns can be observed from these images, it needs to be quantified with an index (named VSI). We used the cumulative histogram defined in previous studies [16, 17] for striping quantification:
Where the first sum is to count the number of pixels with the value l (for detector i and HAM side A or B), and the second sum is over the pixel value l. In Equation (5), l can be BT or BT difference (BT 15´B T 16 ), which depends on the striping index whether you want to quantify a single band or the band difference. The parameter N i, H AM in Equation (6) is the total number of the pixels in an image for the detector i and HAM side A or B. Here we didn't separate the HAM side because we focus on the detector level RSR difference instead of HAM side difference in this study. H i refers to the percentage of the pixels with value less than k in an image. If there is striping pattern in an image, the histogram H i diverges for different detectors. The divergence of the histogram can be represented as the horizontal distances among the different histograms:
where P is the percentage of the pixels with the value less than the value in X-axis. X-axis represents the brightness temperatures (BT) or BT difference (BT 15´B T 16 ).
The larger distance g i, i 1 pPq among different histogram corresponds to the stronger striping effects. We have analyzed the difference among 16 detectors (without separating HAM sides) for each small region. In Figure 4 , the Y-axis is the percentage of the pixels with the value less than the value in X-axis. In left panel, X-axis represents the brightness temperatures difference (BT 15´B T 16 ). In the right panel, the values in X-axis are BT 15 or BT 16 . Each line is for one detector. In this figure, we can see that the horizontal distance between histograms is almost a constant. Due to the water vapor absorption difference between M15 and M16, BT 15´B T 16 can also represent the water vapor content. In M15´M16, the maximum horizontal distance at 50% percentage g 50% is 0.093 K, and the BT difference range is 0.5 K in X-axis. The following relative magnitude, i.e., the ratio of horizontal distance to the X-axis range, is better used to compare among different bands:
The ratio in M15´M16, M15 and M16 are 0.187, 0.067 and 0.107, respectively. M15´M16 has larger ratio than single band. These horizontal distances are larger than those from LBLRTM calculations by 0.027 K, 0.03 K, and 0.037 K in M15´M16, M15, and M16, respectively. The large variation mainly comes from detector 1.
To better understand the atmospheric effect on striping, we have also analyzed the cases over the polar region. For example, Figure 5 shows the cumulative histogram over Gulf of Alaska on 20 May 2014 in M15´M16 (left), as well as M15 and M16 (right). In general, the horizontal distance is very small and almost a constant. The ratios are 0.149, 0.044, and 0.015 in M15´M16, M15 and M16, respectively, which are all smaller than those over topical cases. The histogram divergence in M15´M16 is very close to the magnitude from LBLRTM, but is larger than LBLRTM magnitude by 0.023 K for M15 and less than LBLRTM by 0.005 K for M16. Polar region has smaller BT difference than tropical region due to smaller water vapor effect. In this study, we have performed analysis on several cases, including three cases over tropical region and three cases over polar region (see Table 2 ). Figure 6 compares the magnitude of temperature variation among 16 detectors from VIIRS observation data and LBLRTM over tropical and polar region. In M15´M16 and M16, both LBLRTM and VIIRS observation show larger temperature difference over tropical than over polar region, which means that the tropical region is much more affected by water vapor than polar region because the higher BT (larger than 2 K) difference in tropical region means more water vapor content. In most cases, VIIRS observation has larger magnitude in BT difference among different detectors than LBLRTM except for polar case 3 in M15´M16. The maximum magnitude differences between VIIRS observation and LBLRTM for tropical cases are 0.028 K, 0.039 K, and 0.06 K in M15´M16, M16, and M15, respectively. However, the magnitude difference between VIIRS observation and LBLRTM for polar case is less than 0.026 K.
In order to see whether the striping pattern is apparent in an image, the temperature range needs be considered, so the relative magnitude, i.e., the ratio of BT variation magnitude to temperature range, is compared over tropical and polar region (Figure 7) . The results indicate that M15´M16 has smaller temperature variation range than single band (M15 or M16), so the larger relative magnitude represents more obvious striping pattern in M15´M16 image. The striping pattern in the image of BT 15´B T 16 is more obvious than that in M15 or M16 because the signal to noise ratio (SNR) in the band difference image is larger than that in a single band. In most cases, the ratio in tropical region is larger than that over polar region except for tropical case 1. However, observation data has large variability and the variation cannot be effectively validated. In addition to water vapor, other factors such as instrument stability possibly affect the striping pattern. So far the striping pattern has been analyzed using LBLRTM and VIIRS observation data. Figure 8 compares the averaged effective temperature difference from LBLRTM and VIIRS observation. The results from observation are the averaged over several cases for both tropical and polar atmospheres. In M15´M16 and M16, both LBLRTM and VIIRS observation show larger temperature difference in tropical than in polar region. In most cases, VIIRS observation has larger magnitude in temperature difference among different detectors than LBLRTM except for polar case in M15´M16. For tropical atmosphere, VIIRS observation has larger magnitude than LBLRTM by 0.024 K in M15´M16 and 0.025 K in M16. For polar atmosphere, the difference between observation and LBLRTM is 0.005 K in M15´M16 and 0.009 K in M16. In general, the magnitude of variation among 16 detectors over tropical region is much more affected by water vapor than that over polar region, i.e., larger for high BT difference BT 15´B T 16 (high water vapor absorption). Therefore, the water vapor has an impact on the striping pattern, but it is not the only factor. So far the striping pattern has been analyzed using LBLRTM and VIIRS observation data. Figure 8 compares the averaged effective temperature difference from LBLRTM and VIIRS observation. The results from observation are the averaged over several cases for both tropical and polar atmospheres. In M15 − M16 and M16, both LBLRTM and VIIRS observation show larger temperature difference in tropical than in polar region. In most cases, VIIRS observation has larger magnitude in temperature difference among different detectors than LBLRTM except for polar case in M15 − M16. For tropical atmosphere, VIIRS observation has larger magnitude than LBLRTM by 0.024 K in M15 − M16 and 0.025 K in M16. For polar atmosphere, the difference between observation and LBLRTM is 0.005 K in M15 − M16 and 0.009 K in M16. In general, the magnitude of variation among 16 detectors over tropical region is much more affected by water vapor than that over polar region, i.e., larger for high BT difference BT15 − BT16 (high water vapor absorption). Therefore, the water vapor has an impact on the striping pattern, but it is not the only factor. Based on the analysis above, we can see that LBLRTM results are nearly identical to the previous study using MODTRAN [4] . We found that results from MODTRAN are repeatable using LBLRTM. Previous study does not completely solve the problem because there are still some other potential factors related to striping issue, therefore we will look further on detector stability.
Alternatively, we have also used the definition of VIIRS striping index (VSI) as the ratio between the mean along-track variance ( The results show that the VSI is very sensitive. It decreases from 5 to 0.4 as the number of samples increases from 10 to 60, and increases from 4 to 10 when the number of scans increases from 6 to 10. This method is further improved later for onboard data analysis.
When the mean changes with the orbit time, the Allan deviation [18] will be an appropriate method to describe the spread distribution of the measurement essentially. The Allan deviation is used to compute the variance along track and along scan direction, and then use the variance ratio of along track to along scan to represent the VSI. Comparing with the standard deviation method, this Allan deviation is not sensitive to the number of samples, but it is also not an ideal method to separate tropical and polar cases in striping quantification because there is no obvious difference in VSI between tropical and polar cases using this method.
In general, we have used three different methods, including cumulative histogram, standard deviation, and Allan deviation, to quantify VSI in earth view (EV) observation data. Among them, the cumulative histogram method is the best to use without strict limitations. The Allan deviation Based on the analysis above, we can see that LBLRTM results are nearly identical to the previous study using MODTRAN [4] . We found that results from MODTRAN are repeatable using LBLRTM. Previous study does not completely solve the problem because there are still some other potential factors related to striping issue, therefore we will look further on detector stability.
Alternatively, we have also used the definition of VIIRS striping index (VSI) as the ratio between the mean along-track variance (V along_ track ) and the mean along scan variance (V along_scan ).
The results show that the VSI is very sensitive. It decreases from 5 to 0.4 as the number of samples increases from 10 to 60, and increases from 4 to 10 when the number of scans increases from 6 to 10. This method is further improved later for onboard data analysis.
In general, we have used three different methods, including cumulative histogram, standard deviation, and Allan deviation, to quantify VSI in earth view (EV) observation data. Among them, the cumulative histogram method is the best to use without strict limitations. The Allan deviation method is not very sensitive to the sample size of subset but is hard to separate the tropical and polar cases for striping quantification. The standard deviation method is sensitive to the sample size of earth view data, but it will be further improved for onboard data analysis in the following section. The earth view data is complex because the noise is mixed with signal, so we further analyze the onboard calibration data in the next section, which is spatially uniform and eliminates EV effect such as atmospheric effect.
VIIRS Striping Analysis Using Onboard Calibrated Data
The SDR radiometric calibration algorithms convert raw data record (RDR) from Earth View (EV) observations into SDR radiance, reflectance, and brightness temperature products using onboard calibrators. The VIIRS on board calibrators include Blackbody (BB), Solar Diffuser (SD), and Solar Diffuser Stability Monitor (SDSM). This two-point calibration approach uses two calibration points: the Onboard Calibration BB and SD as the high points for thermal emissive bands (TEB) and reflective solar bands (RSB), respectively, and Space View (SV) for offset subtraction for both bands. The instrument gain can be derived from VIIRS observations at these two calibration points, which provides the basis for the two-point non-linear calibration for TEBs. The BB temperature is accurately measured with six embedded BB thermistors. While majority of the blackbody radiance observed by a given band is emitted and its in-band spectral radiance calculated from the Planck function using BB thermistor temperatures, a small portion is due to thermal emission and reflection from several optical path and surrounding components: including the Rotating Telescope Assembly (RTA), Half Angle Mirror (HAM), scan cavity, and shield. In addition, the response versus scan angle effects (RVS) must also be considered [19] .
A. Noise Analysis Using Raw Data from BB, SV, and SD The detector noise based on BB, SV, and SD observations are analyzed. BB is a calibration source for TEB and it is spatially uniform. It can measure the noise of single detector along scan direction, and noise of different detectors along track direction. Each detector has its own gain, the change in gain and offset between scans, the Digital Count Restoration (DCR) or detector instability can lead to striping. DCR is the process to ensure that the lowest level signals never drop below the dynamic range of the Analog to Digital Converter (ADC).
The SD is originally designed as a calibration source for RSB. However, in this study, we use the SD as a calibrated target. The advantage is that it acts as a proxy for SST and can simulate the effect on SST. On the other hand, the SD temperature drifts and changes with time or orbit, so we will use the ratio of SD in HAM side A to B to remove this effect and perform analysis of variance. Now the standard deviation discussed before can be used for the SD radiance ratio. We have analyzed three continuous OBCIP files on 30 June 2015. Figure 9 indicates the variations of BB´SV (i.e., dBB) and SD´SV (i.e., dSD) along track and along scan directions for detector 1 in band M15. There are 48 samples and 72 scans for three granules. The patterns are more consistent along scan. The variation along track is much larger than that along scan, which suggests that it is an important factor causing the striping pattern.
The drifting trend of solar diffuser can also be shown clearly by comparing the pattern between BB´SV (i.e., dBB) and SD´SV (i.e., dSD) along track and along scan (Figure 10 ). For both dBB and dSD, the pattern within each scan is more consistent. The mean value of dSD increases with the time/orbit, which will be considered in the following analysis. The VIIRS observations of the BB includes the signal from the blackbody emitted radiance at the temperature measured by the platinum resistance thermistors (PRT), as well as instrument radiometric noise. If we assume the BB target and environment to be stable, then the variation of dBB can be mostly due to random noise, detector and DCR instability, (gain is assumed stable short term). The random noise effect can be illustrated by the variation of dBB with 48 samples from each scan, and the effect of DCR and detector change can be observed by the variation of dBB in along track direction. As an example, three continuous granules (t0755_e0756, t0756_e0758, and t0758_e0759) on 30 June 2015 are analyzed. Figure 11 provides the effects of random noise and DCR in M15. The black dashed lines in the figure refer to the averaged value. In the bottom panel, the variation of dBB with scan for detector 1 and 1st sample along track shows larger deviation from the averaged value, and the STD is 1.12612. In the top panel, the STD for dBB of 48 samples along scan direction is about 0.93589, which means the DCR is a dominant factor causing variation in dBB. Analysis of variance (ANOVA) uses the standard deviation method to separate the overall variance into variations among and between groups, and then compare the ratios to determine the dominant statistical effect. Previously we mentioned that the standard deviation method cannot be applied to SD radiance directly because it has trend over the orbital time. However, after removing the drift trend by taking the HAM side ratio, it removes the trend and now we can use the two-way ANOVA method to evaluate the variation in SD radiance ratio along track and along scan directions. This method is not used for EV data analysis because EV data is complicated. When considering the ratio of two HAM sides, each detector has 24 scans and 48 samples in one granule OBCIP file. As an example, we analyzed two continuous granules on 30 June 2015, then each detector totally has 48 scans (r " nscan " 48) and 48 samples (c " nsample " 48) in these two granules. The following equations are used for the variance analysis of the SD radiance ratio (SD_Ratio A,B ):
The mean square between scans is
The mean square between samples is
The mean square for error is
The ANOVA test ratio (V) along track and along scan are defined as
Where r is the number of scans and c is the number of samples in each scan. SS R , SS C , and SS E are the sum of squares between scans, between samples, and from residual error, respectively. We have performed the ANOVA test for dBB ratio (left panels) and dSD ratio (right panels). In Figure 12 , along track variation is larger than along scan variation in M15 (top panels) and M16 (bottom panels). The large variations in the along track direction is one of the major reasons for striping. In M15, detectors 1 and 2 have much larger along track variations and they are more noisy than other detectors, which is likely caused by detector instability. In M16, the detectors 9 and 12 have larger along track variation than other detectors. For along scan variation, the detector noises are at similar level. 
B. Noise Analysis Using Solar Diffuser Thermal Radiance from Operational Calibration Algorithm
The SDR radiometric calibration algorithms convert raw data from Earth View observations into SDR radiance, reflectance, and brightness temperature products. In the operational calibration algorithm, the SD radiance is calculated using the following equation (similar to the equation for earth view) for VIIRS [19, 20] :
where L SD pθ, Bqis the band-averaged spectral radiance at the solar diffuser for scan angle θ. RVS pθ, Bq refers to Response Versus Scan function at scan angle θ for band B. Here we assume it to be one because there is no RVS Look-Up-Table for the SD (no prelaunch measurement) in thermal infrared band.
ρ rta pλq is the spectral reflectance of RTA. L pT, λq is the Blackbody spectral radiance from Planck's function. c j pT det , T elec q is jth order coefficient of the response function after calibration update.
F is the factor for radiance coefficient which is computed from:
RVS pθ obc q˙¨"ˆ1 ρ rta pλq´1˙¨L pT rta ptq , λq´L pT ham ptq , λq ρ rta pλq  ε obc pλq¨L pT obc ptq , λq`L obc_r f l pT sh ptq , T cav ptq , T tele ptq , λq , . 
where ε obc pλq is the spectral emissivity of the BB. t is the start time of the acquisition period and the average counts per scan viewing the OBCBB is
The number of frames per scan N f rame is 48 for the "M" band. In Equation (18); L obc_r f l pT sh , T cav , T tele , λq is the band-averaged OBCBB reflected radiance:
Where the factors F sh , F cav , and F tele represent the fraction of the reflectance off the OBCBB originating from the sources blackbody shield, cavity, and telescope [19, 20] .
To compute the SD thermal radiance, several Look Up Tables (LUTs) were used. The BB, SD, and SV observations from VIIRS On-board Calibrator Intermediate Product (OBCIP) and telemetry measurements are retrieved to compute SD radiance in TEB spectral bands (VIIRS M15 and M16).
In Figure 13 , top panel shows SD radiance computed from the operational calibration algorithm (Equation (20)) for HAM A versus scan number for two continuous granules (t0755175_e0756417 and t0756429_e0758071) on June 30, 2015, and the bottom panel shows the ratio of SD radiance between HAM sides A and B in M15. From top panel, we found that SD radiance increases from detector 1 to detector 16, and there is a trend that SD radiance keep changing with scan number (or time) for different portion of orbit, so a normal standard deviation method cannot be used to analyze SD radiance directly. To remove the impact of Response versus Scan angle (RVS), we will analyze the ratio of SD radiance between HAM sides A and B (SD_Ratio A,B ). Bottom panel illustrates that the changing trend with time in different portion of the orbit is removed after using the ratio of SD radiance between HAM side A and B. Therefore, we can utilize the normal standard deviation method to evaluate the SD radiance ratio (SD_Ratio A,B ) directly.
The V ratios (defined in Equation (12)) computed from SD radiance ratio (SD_Ratio A,B ) are compared for 16 detectors in M15 and M16 ( Figure 14) . We found that V ratio between scans (blue lines) is much larger than that between samples (red lines) for both of M15 and M16, which means that the variation between scans is one of the major reasons for the striping observed in VIIRS imagery. This figure also shows the noise level versus detectors along the track direction: detectors 1 and 2 have much higher noise levels than other detectors in M15. In M16, detectors 9 and 12 have about twice and one half higher noise level than other detectors. Within the scan direction, the V ratio values for all detectors are very similar for either M15 or M16. Therefore, the detector noise due to along track variation has higher chance causing the striping observed in the images. The cumulative histogram method discussed in Section 4.1 (Equations (7) and (8) can also be used for SD radiance to show detector-to-detector variation. The cumulative histogram of SD radiance for one granule d20130619_t0746 over the Bay of Bengal in M15 and M16 is provided in Figure 15 . During this short period (about 1 min and 24 s), the effect of SD radiance changing over time should be small, so Figure 15 shows the cumulative histogram for SD radiance which is computed using the TEB operational calibration algorithm Equation (16) . X-axis represents the SD radiance, and Y-axis is the percentage of the pixels with the value less than X-axis value. Each line is for one detector. The horizontal distance is approximately a constant. The maximum horizontal distance between Det 1 and Det 15 in M15 (left panel) and M16 (right panel) are 0.0655 and 0.050, respectively. Considering the radiance range, the relative magnitude (defined by Equation (8)) in M16 is 0.4036, which is larger than 0.3475 in M15. That means the detectors in M16 are more stable than those in M15, but the striping in M16 is more apparent. Comparing with EV striping analysis which was used for BT, the relative magnitude using onboard SD radiance is much larger and can show the detector-to-detector variation more clearly. On the other hand, since there is no thermistor on the SD, its temperature uniformity is not known so the analysis may be affected by any temperature trend on the SD surface. 
C. Correlation between dBB and dSD for Detector 1 in M15
One hypothesis is that the DCR and detector instability may have contributed to the striping. As a proof, the correlation between dBB (which is an indicator of DCR and detector noise short term) and dSD (which is proxy for earth view) is analyzed. DCR and detector noise can be propagated to the dSD as well as earth view data. Therefore, in addition to the above analysis, we have also studied the possible relationship between dBB and dSD for same cases as in Table 2 . Since detector 1 in M15 is much more noisy than other detectors (see Figures 12 and 14) , the following study focuses on detector 1 in M15. dBB has no trend over the orbital time, so dBB variation is mostly due to random noise, detector and DCR instability. If there is correlation between dBB and dSD, then the DCR effect may be related to the striping in dSD. As an example, we use one granule (d20130619_t0748_e0749) OBCIP file in Bengal Case 1, which is about 1 min and 24 s. During this short period, we assume BB temperature does not change. Table 3 summarizes the linear correlation coefficients between dBB and dSD (in the 3rd column), as well as along track and along scan Allan deviation of SD Radiance in M15 and M16. In general, dBB and dSD are more correlated over the tropical region than polar region. We have also analyzed the ratio of along track to along scan Allan Deviation of solar diffuser radiance, which show larger values for tropical cases than polar cases. Table 4 summarizes the linear correlation coefficients between dBB and dSD and the averaged horizontal divergence of dBB and dSD for six cases. In general, higher correlation corresponds to larger averaged horizontal divergence. 
Conclusions
In this study, we have investigated the striping pattern in VIIRS SST imagery using LBLRTM simulation and VIIRS SDR observation data. The analysis indicates that the striping is likely related to the difference in detector level RSR. The results from LBLRTM show that BT difference between the band averaged and detector level RSR has some atmospheric dependency, i.e., the difference over tropical region is larger than that over polar region. The magnitude of the difference between tropical and subarctic summer is 0.017 K in M15´M16, 0.04 K in M16, and´0.019 K in M15. Results also show that band M16 is more sensitive to the atmospheric conditions due to higher water vapor absorption. M15´M16 is the critical quantity in SST retrieval, which shows more apparent striping than single bands because of smaller signal-to-noise ratio. Detector # 1-3 shows large atmospheric effect in M15´M16 and M16. With the band average as reference, detector # 1 has the largest deviation (0.055 K) for tropical case, which is close to 0.05 K in previous study using MODTRAN [4] .
In addition to the model simulation analysis, we have also performed case studies to analyze the striping in VIIRS SDR brightness temperature observation data over tropical and polar region. Three different methods including cumulative histogram, standard deviation, and Allan deviation methods, are utilized to quantify the striping in the images of VIIRS earth view data (BT) for bands M15, M16, and M15´M16. Results show that the histogram divergence difference between tropical and polar region is 0.040 K in, 0.053 K in M16, and 0.003 K in M15 respectively. They are all slightly higher than those from model output. In general, VIIRS SDR brightness temperature observation has larger variability when compared with the model output. However, difference due to atmospheric condition is small in an absolute value, but it also plays a role in causing the striping.
The Earth View data is complex because the noise is mixed with diverse signals. The onboard calibration data excludes the atmospheric effect and is spatially uniform, so it is used to analyze the instrument effect (such as fixed pattern noise) which is a possible factor affecting the striping pattern. The thermal band detector noise characterization has been studied using the raw data of BB, SD, and SV. The SD radiance is also computed from the operational TEB calibration algorithm, which has an advantage because it acts as a proxy of SST and can simulate the impact of SST. ANOVA tests of dBB, dSD, and SD radiance demonstrate that the noise along track direction is the major reason for the striping observed in VIIRS imagery. In along track direction, detectors 1 and 2 in M15 show higher noise levels than other detectors, detectors 9 and 12 in M16 also have much higher noise level than other detectors. Within the scan direction, the ratio (defined by Equation (16)) in ANOVA test for all detectors are very similar for either M15 or M16. Since the dBB has no trend with time, its variation is mostly from random noise, detector instability and DCR short term. The results show that the variation of dBB with scan in along track direction, i.e., detector instability and DCR short term, are the dominant factor for dBB variation. We also found evidence of correlation between dSD and dBB for a detector 1 in M15. Since PRT in dBB is stable during the short period, the DCR instability is likely related to the striping in dSD and earth view data. On the other hand, further analysis is needed with more data samples. These findings will help us better understand the impact of the difference in detector level RSR and noise on VIIRS geophysical retrieval which can also potentially lead to further SDR processing improvements.
