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Abstract
The last decades have witnessed a rapid improvement of computational capabilities in highperformance computing (HPC) platforms thanks to hardware technology scaling. HPC
architectures benefit from mainstream advances on the hardware with many-core systems,
deep hierarchical memory subsystem, non-uniform memory access, and an ever-increasing
gap between computational power and memory bandwidth. This has necessitated continuous
adaptations across the software stack to maintain high hardware utilization. In this HPC
landscape of potentially million-way parallelism, task-based programming models associated
with dynamic runtime systems are becoming more popular, which fosters developers’
productivity at extreme scale by abstracting the underlying hardware complexity.
In this context, this dissertation highlights how a software bundle powered by a taskbased programming model can address the heterogeneous workloads engendered by HPC
applications., i.e., data redistribution, geospatial modeling and 3D unstructured mesh
deformation here. Data redistribution aims to reshuffle data to optimize some objective for an
algorithm, whose objective can be multi-dimensional, such as improving computational load
balance or decreasing communication volume or cost, with the ultimate goal of increasing
the efficiency and therefore reducing the time-to-solution for the algorithm. Geostatistical
modeling, one of the prime motivating applications for exascale computing, is a technique
for predicting desired quantities from geographically distributed data, based on statistical
models and optimization of parameters. Meshing the deformable contour of moving 3D
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bodies is an expensive operation that can cause huge computational challenges in fluidstructure interaction (FSI) applications.

Therefore, in this dissertation, Redistribute-

PaRSEC, ExaGeoStat-PaRSEC and HiCMA-PaRSEC are proposed to efficiently tackle these
HPC applications respectively at extreme scale, and they are evaluated on multiple HPC
clusters, including AMD-based, Intel-based, Arm-based CPU systems and IBM-based multiGPU system. This multidisciplinary work emphasizes the need for runtime systems to go
beyond their primary responsibility of task scheduling on massively parallel hardware system
for servicing the next-generation scientific applications.
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Chapter 1
Introduction
The high-performance computing (HPC) community has enjoyed an order of magnitude
performance improvement every five years [105] thanks to hardware innovations and
technology scaling. At the dawn of exascale, this means systems with tens of millions
of concurrent threads. This rapidly evolving hardware landscape requires new software
paradigms, and perhaps equally important, advanced algorithmic responsibilities on HPC
applications [87].

1.1

Task-based Programming Paradigm

Massive parallelism is the dominant force behind the increased capabilities of HPC because
of shifting trends towards increasingly hybrid machines and fat nodes with deep memory
hierarchies augmented with various types of accelerators (GPUs, APUs, etc.). To satisfy the
increasing demands of applications and achieve new levels of efficiency and performance, HPC
architectures are delivering unprecedented increases in concurrency, non-uniform hardware
designs, and changing performance capabilities. In this unfriendly scenario, application
developers are required to expose enough parallelism from algorithms to highly utilize
heterogeneous hardware resources, to decompose and express their computations in a way
that is portable among shared- and distributed- memory machines with widely varying
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configurations. As a result, they face unfamiliar challenges at all levels, from the increasing
number of nodes to the highly sophisticated architectural capabilities of each node. They
also face a lack of portability between different architectures and a lack of compatibility
across different versions of the same hardware. The “MPI+X model” is one of the most
popular programming paradigms for parallel applications to relieve the burdens of expressing
parallelism, managing hardware resources, and addressing communications. This model
explicitly exposes the complexity of handling the non-uniform platforms to developers,
and encourages static assumptions about synchrony, deterministic scheduling, predictable
runtime of computation and communication, and distribution of the computation between
different logical domains. As the systems grow increasingly complex in core and node count
and in the heterogeneity of computational resources and applications’ sizes, these burdens
become increasingly costly, and the static assumptions no longer hold; even a minor amount
of system noise and small delays could introduce significant slack in large-scale synchronous
applications [60, 131, 20].
Therefore, to support developers’ productivity and perform at extreme scales, it is
becoming clear that changes in the programming model paradigm are required to tackle
these challenges and facilitate the development of parallel HPC applications. The task-based
programming model has become popular and has proven to be efficient and productive in
this regard. A task-based programming runtime could help users to efficiently manipulate
the complicated low-level heterogeneous resources so that they get opportunities to focus
more on their domain knowledge instead of computer science. In this context, users need
to describe algorithms to the runtime by expressing computations and the corresponding
data where computations perform by means of tasks and dependencies. Computations
become entities (a.k.a., tasks, a set of instructions that access and modify an explicit
and bounded amount of data), and the data flowing among them are the dependencies.
Therefore, algorithms can be represented as a directed acyclic graph (DAG) with vertices
as tasks and edges as dependencies.

Hence, a vast amount of potential parallelism is

exposed by a set of successive and fine-grained tasks, and the runtime system is then
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responsible for scheduling these tasks, while satisfying the data dependencies between them
guided by the DAG and dynamically mapping parallelism onto the underlying hardware
resources. Task-based programming models associated with dynamic runtime systems have
been thoroughly studied, and have been proven extremely efficient in intelligently using all
the resources’ computational power on heterogeneous platforms for many scientific computing
fields—including application libraries built on top of the usual dense [6, 26, 17, 58, 44] and
sparse [91, 82, 129, 99, 39] linear algebra solvers with regular, arithmetic/memory-intense
computational tasks.
This dissertation focuses on PaRSEC [27], an event-driven task-based runtime system
depending on data-flow. A synergistic bridge between the runtime and HPC applications is
proposed in the context of dealing with large-scale scientific problems.

1.2
1.2.1

High Performance Computing Applications
Data Redistribution

In many scientific applications, data needs to be frequently moved from one distribution
scheme into another at runtime, in order to provide better data locality, load balance, as well
as performance. For instance, in Adaptive Mesh Refinement (AMR), in order to dynamically
adapt the accuracy of a solution within certain sensitive or turbulent regions of simulation,
these regions need to be refined; hence, redistribution is always applied to these regions with
the explicit goal of a better load balance. Such data layout/distribution changes are called
“data redistribution”. Actually, the question of data redistribution has been proposed for
more than two decades, both statically and dynamically, as the issue was central to deal
with the imposed data distributions of early distributed-memory programming models such
as High Performance Fortran (HPF) [96]. Array redistribution, popular in HPF and used
to change the distribution of an array dynamically from a specified source distribution to
a specified target distribution is one of the most expensive communication patterns and is
particularly important for applications where the parallelism alternates between dimensions
3

of the data. As a result, numerous scientific literature on array redistribution exists [134,
135, 85, 127, 93, 80]. More general data redistribution focuses on redistribution between
two data sets (e.g., from how it was generated by the producer to how the application needs
the data to be laid out among its processes [98]) or relocating data distributed across one
producer grid onto a different distribution scheme across a consumer grid [59].
Research on redistribution involves not only HPF but also the Message Passing Interface
(MPI) [136, 93], towards both coarse-grained [117] and fine-grained [76, 78] and applies to
many scientific domains—including linear algebra, like ScaLAPACK [54, 116], and particle
codes [76, 77, 78]. However, there are two main limitations.
• These approaches usually focus on regular data distributions: the static Block Cyclic
Data Distribution (BCDD; for one-dimensional, it is 1DBCDD; two-dimensional,
2DBCDD) descriptor on which the dense linear algebra community has been relying
for more than two decades.

Irregular data distribution (distributions other than

BCDD) is also important from a load balancing perspective in terms of memory,
computation and communication, as suggested by the hybrid data distribution (called
“band distribution”) utilized in [39] used for tiled low-rank (TLR) Cholesky.
• Distribution is the ultimate goal for these studies (even if the derived data size
changes as a side-effect like in ScaLAPACK [21]); in fact, besides distribution, finding
the right data size (a.k.a. tile size in tile-based algorithms like PLASMA [35] and
DPLASMA [26])—the one that trades-off performance and level of concurrency—is
also a critical step [90]. Smaller tiles further decrease the computational intensity of
the mathematical kernels, while increasing the memory burden and the management
overhead imposed on the supporting programming model and execution environment.
Oppositely, while providing more computationally intensive operations, larger tiles
decrease the degree of parallelism available, limiting the number of tasks that can run
in parallel and therefore reducing the occupancy. In many cases, e.g. [40], the so-called
data tiling size is critical and dependent on the problem size, and it has been elusive
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to determine a single best data size used for the whole linear algebra system including
multiple stages.
Due to the increasing complexity of hardware architectures and communication topologies,
many of the regular data distributions might be unfitting for modern problems, both in terms
of the efficiency and the scalability of the resulting algorithms. Moreover, as the popularity
of task-based runtimes increases, it is interesting to revisit the data redistribution problem
in this context and imagine support for more flexible, irregular, data redistributions in a
task-based runtime system. In this dissertation, I propose a flexible redistribution algorithm
which could solve a general data redistribution problem and implement an efficient approach
in PaRSEC, i.e., Redistribute-PaRSEC [37, 36]. I believe this redistribution algorithm is
generic and could be applicable for other event-driven runtime systems; however, this is out
of this dissertation’s scope.

1.2.2

Geospatial Modeling

Geostatistics is a means of modeling and predicting desired quantities from spatially
distributed data based on statistical assumptions and optimization of parameters. It is
complementary to first-principles modeling approaches rooted in conservation laws and
typically expressed in PDEs. Alternative statistical approaches to predictions from firstprinciples methods, such as Monte Carlo sampling wrapped around simulations with a
distribution of inputs, may be vastly more computationally expensive than sampling from
a distribution based on a much smaller number of simulations. Geostatistics is relied upon
for economic and policy decisions for which billions of dollars or even lives are at stake, such
as engineering safety margins into developments, mitigating hazardous air quality, locating
fixed renewable energy resources, and planning agricultural yields or weather-dependent
tourist revenues.

Climate and weather predictions are among the principal workloads

occupying supercomputers around the world and planned for exascale computers, so even
minor improvements for production applications pay large dividends.
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A main computational kernel of stationary spatial statistics considered herein is the
evaluation of the Gaussian log-likelihood function, whose central data structure is a dense
covariance matrix of the dimension of the number of (presumed) correlated observations,
which is generally the product of the number of observation locations and the number
of variables observed at each location. In the maximum log-likelihood estimation (MLE)
technique considered herein, two essential operations on the covariance matrix are the
application of its inverse and evaluation of its determinant. These operations can all be
rendered through the classical Cholesky decomposition and triangular solution, occurring
inside the optimization loop that fits statistical model parameters to the input data. The
covariance matrix is dense, symmetric, and positive definite, and possesses a mathematical
structure arising from its physical origin that motivates approximations of various kinds for
high-dimensional problems, especially in view of the demands on storage and computation
of the Cholesky formulation.
Even though the HPC hardware evolution, the high algorithmic complexity and large
memory footprint remain major obstacles for the efficient deployments, especially with the
advent of big data applications. In this dissertation, mixed precision and low-rank matrix
approximation technologies are utilized to tackle these challenges, while maintaining the
required accuracy of HPC applications.
1.2.2.1

Mixed Precision

Modern architectures are trending toward multiple floating-point arithmetic precisions being
supported in the hardware, and lower precisions are often much faster than higher precisions.
For instance, single-precision, 32-bit floating-point arithmetic (FP32, SP) is usually twice as
fast as double-precision, 64-bit floating-point arithmetic (FP64, DP). Moreover, the NVIDIA
V100 GPUs can execute half-precision (FP16, HP) at up to 112 TFLOP/s, while only 7
TFLOP/s for DP and 14 TFLOP/s for SP on a V100 through PCIe. Therefore, developing
algorithms to use this hardware efficiently will be highly beneficial in HPC.
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ExaGeoStat [2] is designed to provide controllable approximations to extreme-scale MLE
problems by introducing novel algorithmic, architectural, and programming model features
and packing the power of hybrid distributed-shared memory computing under the highproductivity statistical package R. Based on tile algorithms [6], the resulting Cholesky
factorization takes advantage of the covariance matrix structure, which under a proper
ordering [107] clusters the most significant information around the diagonal.
In this dissertation, ExaGeoStat-PaRSEC [1] is introduced, i.e., ExaGeoStat powered
by PaRSEC, extending the approach in [4] to the context of PaRSEC and accelerating
the Cholesky factorization by mixing DP, SP and HP to take advantage of the tensor
cores of modern GPUs, e.g., NVIDIA V100s.

Precision adaptation inveighs against

predictable load-balancing, which therefore requires reliance on a dynamic runtime system
to schedule computationally rich tasks of tile-sized granularity and data exchanges.
The nimble runtime system PaRSEC is leveraged to deal with the complexity of the
proposed mixed-precision algorithm, tackle the introduced imbalance, and limit the memory
usage on distributed-memory systems equipped with multiple GPUs.

While mixed-

precision algorithmic optimizations translate into performance gains, the applicationexpected accuracy is still guaranteed, which drives the modeling and the ultimate prediction
phases for climate and weather applications. To the best of my knowledge, this work is
the first to highlight performance of large-scale, task-based, and three-precision Cholesky
factorization for geostatistical modeling and prediction. Among the architectural imperatives
for exascale computing discussed in [86], ExaGeoStat-PaRSEC: (1) resides on average
higher on the memory hierarchy by selectively using reduced precision words, (2) reduces
artifactual synchronizations, (3) exploits specialized SIMD/SIMT instructions, and (4)
exploits heterogeneity.
1.2.2.2

Tile Low-Rank Approximation

Besides mixed precision, low-rank matrix approximations may overcome the curse of
dimensionality [65] towards the high algorithmic complexity and large memory footprints
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introduced by geospatial modeling. The main idea consists of approximating off-diagonal tiles
up to an application-specific accuracy threshold and carrying out the matrix algorithm on
the newly obtained data structures. This compression step may sacrifice numerical accuracy,
so it results in a tunable tradeoff. By exploiting the rank structure naturally embedded in
the data-sparse operator, lower complexity may be obtained in storage, data motion, and
arithmetic operations, compared to traditional dense algorithms.
In this dissertation, HiCMA-PaRSEC library [40, 39, 38] is introduced to deal with largescale covariance matrices in geospatial statistics. More precisely, the HiCMA TLR numerical
library [75] and the PaRSEC dynamic runtime system [27] are deployed to showcase the
mutual benefits of this approach. The synergism of such a software bundle has proven to be
highly efficient when tackling challenging problems in many scientific domains [39, 7, 38, 10].
The objective is to propagate the rank information to PaRSEC so that it can make
proper runtime decisions before HiCMA operates on the computational kernels.

In

particular, HiCMA-PaRSEC focuses on several challenging models for 2D/3D environmental
applications.

These models result in heterogeneous rank distribution with different

characteristics, e.g., high rank discrepancy between tile on- and off- diagonal and/or highrank tiles located outside of the diagonal tiles, etc.

PaRSEC is extended with new

functionality that takes into account the rank information in the task data-flow:
• a dynamic data structure management driven by a performance model to reduce extra
floating-point operations;
• a dynamic memory allocator to further optimize memory footprint;
• a rank-aware data distribution to cope with the workload imbalance;
• a “lookahead” technology to priorities tasks on and/or near the critical path;
• a rank-aware communication scheme to minimize the communication volume;
• a recursive formulation of computational kernels to expose concurrency during the
critical path.
8

The resulting TLR Cholesky from HiCMA powered by PaRSEC, i.e., HiCMA-PaRSEC,
can perform extreme-scale linear algebra matrix operations toward solving environmental
applications with up to 42M (Million) geospatial locations on 130, 000 cores for 2D and
3D application. I believe this multidisciplinary symbiosis is fundamental to porting the
next-generation of low-rank matrix algebra libraries to exascale. This demands empowering
runtime systems beyond their original duty of task scheduling.

1.2.3

3D Unstructured Mesh Deformation

Simulation of fluid-structure interactions involving moving 3D bodies requires computation of
large mesh deformations. The Radial Basis Function (RBF) technique [52] is an interpolation
method that produces high-quality unstructured adaptive meshes. The RBF-based boundary
problem necessitates solving a large dense linear system that is computationally expensive
and prohibitive in terms of storage requirement. Matrices from RBF kernels are symmetric
positive-definite and formally dense, yet exhibit inherent data sparsity properties. This
allows for the effective use of low-rank approximation on the off-diagonal tile when using
these kernels. This translates into solving a data-sparse linear system using the Cholesky
factorization that represents the most time-consuming phase. In [11], it designs a highperformance mesh deformation framework to study the effect of hydrodynamics on a
population of SARS-CoV-2 viruses as a realistic test case [103, 104]. The simulation tool
exploits the data sparsity of the resulting RBF matrix operator using the TLR Choleskybased solver from the HiCMA library, but it’s restricted on shared-memory.
The difference from geospatial modeling is that the low-rank compression format may
actually nullify some of the tiles of these RBF matrices depending on the targeted accuracy.
The matrix operator may thus assume various data layouts during the lifespan of the studied
computational fluid dynamics (CFD) application: initially dense during generation, then
rank structured after compression, and possibly leading toward sparse. Moreover, the degree
of the sparsity varies with the problem types and the desired accuracy. This may further
exacerbate the already existing computational load imbalance because of rank heterogeneity.
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In this context, HiCMA-PaRSEC is extended and demonstrated its versatility by
targeting 3D unstructured mesh deformation for CFD applications using RBF approach [41].
This expansion makes a leap forward by mixing data structures that traditionally support
the broad linear algebra discipline within a single matrix operation.

Once the matrix

structure is exposed after compression of the dense matrix, it becomes essential to trim
the original DAG from data dependencies on the null tiles that are no longer required.
A significant part of the PaRSEC runtime overheads can be removed, including task
management, scheduling, dependency releases, and temporary memory usage. However,
sparsifying the DAG introduces further load imbalance in addition to the rank disparity.
A new rank-aware diamond-shaped data distribution is designed and deployed at runtime,
which reduces expensive data movement in tasks belonging to the critical path and balances
the workloads. Moreover, the traditional owner-computes strategy is broken to hide the
overheads engendered by the data redistribution with useful computations. The resulting
TLR Cholesky implementation is evaluated on two large supercomputers, i.e., Shaheen II and
Fugaku, and it improves the previous HiCMA-PaRSEC by up to a 7-fold speedup towards
RBF kernel and can efficiently solve 3D unstructured mesh deformations up to 52M mesh
points. Again, I believe this multidisciplinary symbiosis of low-rank approximation, runtime
system and domain applications is fundamental to leverage exascale opportunities.

1.3

Contribution

The challenges that this dissertation is addressing are two-folds, at programming paradigm
level and at the HPC applications. More precisely, my contributions are in the context of
powering HPC applications by PaRSEC runtime system, which are divided into three parts.
• Data redistribution in task-based runtime. (1) Design a flexible redistribution
algorithm for a general redistribution problem. (2) Deploy this redistribution algorithm
in PaRSEC along with runtime level support and optimizations. (3) Build a cost model
of this redistribution implementation in PaRSEC on overhead analysis and bound
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declaration. (4) Analyze the performance of the implementation, comparing against the
theoretical bound and ScaLAPACK, and highlight effectiveness and minimal overheads
in real applications.
• Geospatial modeling in task-based runtime
– Mixed precision Cholesky. (1) Power the ExaGeoStat framework with the
PaRSEC runtime system and demonstrate their ability to perform modeling
and prediction on geospatial data using MLE with a novel mixed-precision
implementation of DP, SP and HP in a Cholesky factorization. (2) Optimize
the performance of mixed-precision Cholesky factorization by shepherding the
task execution order and balancing the GPU workloads. (3) Perform large-scale
mixed-precision Cholesky factorization on AMD-based, Intel-based CPU systems
and IBM-based multi-GPU system with up to 196, 608 cores, 131, 072 cores and
768 GPUs respectively.
– Tile low-rank Cholesky. (1) Deploy the PaRSEC task-based runtime with
its inherent features to tackle TLR matrix computations towards multiple 2D
and 3D geospatial applications.

(2) A dynamic data structure management

driven by a performance model to reduce extra floating-point operations. (3)
A dynamic memory allocator to further optimize memory footprint. (4) A rankaware data distribution to cope with the workload imbalance. (5) A “lookahead”
technology to priorities tasks on and/or near the critical path. (6) A rank-aware
communication scheme to minimize the communication volume. (7) A recursive
formulation of computational kernels to expose concurrency during the critical
path. (8) Perform large-scale TLR Cholesky factorization up to 42M geospatial
locations on a distributed-memory system with up to 130, 000 cores.
• 3D unstructured mesh deformation in task-based runtime. A framework,
powered by the PaRSEC runtime [27] and the HiCMA linear algebra library [7],
is proposed to efficiently compute the TLR Cholesky factorization on data-sparse
11

matrices, as generated by the challenging CFD dynamic meshing problem from
Gaussian RBF kernels. Compressing such matrix operators may generate a mixture
of data structures (i.e., dense, TLR, and sparse), which have not been observed for
3D spatial statistics [40, 7, 39, 38] or computational electromagnetic [10]. To provide
an efficient support for the resulting compressed matrices, PaRSEC must revisit the
original algorithm dependency graph and reduce the number of tasks with related
data dependencies, prior to launching the matrix factorization. At the same time, the
use of these compressed matrices raises new challenges with regards to the compute
and communication balance between the participating processes. Two runtime-level
optimizations are introduced related to a rank-aware data distribution, and show
their impact on the time-to-solution. In particular, the distribution space for the
kernel execution is altered, which breaks the traditional owner-computes strategy
supported by most of the existing runtimes. This change allows the PaRSEC runtime
to transparently rebalance the work while respecting the initial data distribution
provided by the user.

The scalability and efficiency of the proposed software

framework is demonstrated on a very large SARS-CoV-2 dataset that reveals the
various aforementioned data structures after compression. The software capability
is illustrated to solve the problem at an unprecedented scale.

1.4

Dissertation Outline

The rest of this dissertation is organized as follows. Chapter 2 provides the basic background
and related work. Chapter 3 presents the approach of data redistribution in PaRSEC.
Towards geospatial modeling, mixed precision Cholesky is discussed in Chapter 4, and band
TLR Cholesky is described in Chapter 5. Next, Chapter 6 introduces sparse TLR Cholesky
towards 3D unstructured mesh deformation. Finally, Chapter 7 concludes the dissertation
and outlines the future work.
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Chapter 2
Background and Literature Review of
Related Works
2.1

Task-based Runtime Systems

2.1.1

PaRSEC

PaRSEC [27] is a generic task-based runtime system for asynchronous, architecture-aware
scheduling of fine-grained tasks on distributed many-core heterogeneous architectures. It is
capable of dynamically unfolding a concise description of a graph of tasks on a set of resources
and satisfying all data dependencies by efficiently shepherding data between memory spaces
(between nodes but also between different memories on different devices) and scheduling
tasks across heterogeneous resources. Overall, the PaRSEC runtime system is designed to
overcome the four challenges towards algorithm scalability and efficiency:
1. starvation, a problem encountered in concurrent computing, when there is insufficient
concurrent work available to maintain high utilization of all resources;
2. latency, the time-distance delay intrinsic to access remote resources and services and
causing delays due to oversubscribed shared resources;
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3. overhead, any additional work required for the management of parallel actions and
resources on the critical path of execution, which is not necessary for a sequential
variant;
4. heterogeneity, systems that use more than one kind of processor or core, supporting for
specialized hardware to maximize performance (accelerators) and minimize overheads
(smart communication hardware/NIC).
Like most task-based runtime systems, algorithms are described to PaRSEC through
computations and the corresponding data by means of tasks and dependencies: computations
become entities (a.k.a., tasks, a set of instructions that access and modify an explicit and
bounded amount of data), and the data flowing among them are the dependencies. Therefore,
algorithms can be represented as a DAG with vertices as tasks and edges as dependencies.
Several domain-specific languages (DSLs) [28] in PaRSEC are used to express the DAG,
which helps domain scientists to focus only on their domain knowledge instead of low-level
computer science aspects, such as the complex hardware architectures, hierarchical memory
layout, different types of communication prototypes, etc.
The DSL, Parameterized Task Graph (PTG) [50], used in this dissertation, utilizes a
concise, parameterized task-graph description called Job Data Flow (JDF) to represent
the dependencies between tasks, which could be considered as a collection of task classes
containing information that enables the creation and execution of the task instances.
Different types of communications, one-to-one, one-to-many, and many-to-many, are
supported in PTG to enhance the productivity of the application developers. These types
are implicitly inferred by the expression of the tasks in PTG. Algorithms written in PTG
are capable of delivering a significant percentage of the hardware peak performance on
many hybrid distributed machines in many scientific applications. Among the successful
usages of PaRSEC and PTG, we can enumerate a linear algebra library for dense matrices,
DPLASMA, that yields superior performance compared with the most widely used library,
ScaLAPACK [21], or compared with state-of-the-art in computational chemistry [51, 82] and
in climate and weather prediction [40, 39, 38].
14

Template Task Graph (TTG) [29] provides C++ API and extends the idea of PTG
by generalizing the notion of parameters to arbitrary types and enabling data-dependent
selection of task dependencies. Other DSLs, such as Dynamic Task Discovery (DTD) [79],
are less domain science–oriented and provide alternative programming models to satisfy more
generic needs by delivering an API that allows for sequential task insertion into the runtime
instead of expressing in a parameterized manner. This programming model is simple and
straightforward and delivers good performance on small and medium-sized platforms, but
it suffers from the same high overhead due to the sequential discovery of tasks that hinders
the scalability of other distributed task-insertion runtimes, such as StarPU [17] or QUeuing
And Runtime for Kernels (QUARK) [142, 143].

2.1.2

Literature Review

Numerous efforts are ongoing to support fine-grained data-flow programming. In this section,
I briefly refer to the task-based runtimes focusing on data flows.
QUARK [142, 143], StarPU [17], and OmpSs [58] provide a task-insertion application
programming interface (API) and dynamically build the task-graph. To interact with the
runtime to provide dependencies, the developer expresses sequential loop nests containing
asynchronous task insertion calls.

A consequence in distributed settings is all of the

participating processes have to discover the entirety of the graph to infer communication
before reducing to the set of local tasks; otherwise, expertise information about the algorithm
needs to be provided to the runtime system carefully by users. This pruning phase may limit
potential scalability [79].
QUARK has no implicit support for heterogeneous nor distributed architectures and is
used to allow kernel routines to execute asynchronously in parallel on a shared-memory
architecture.
StarPU is a simple tasking API that provides numerical kernel designers with a convenient
way to execute parallel tasks over heterogeneous architectures. On the other hand, it provides
a method to easily develop and tune powerful scheduling algorithms, via the insertion of
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implicit point-to-point communication tasks [5] and limited collective communication tasks,
assuming all dependencies related to a collective communication need to be discovered when
that collective communication is performed [94].
OmpSs is a task-based programming model used as a forerunner for OpenMP and
is based on compiler directives with heterogeneous architectures support.

In addition,

COMP Superscalar (COMPSs) [95] is developed to ease the development of applications
for distributed infrastructures, which provides a programming interface for the development
of the applications and a runtime system that exploits the inherent parallelism of applications
at execution time.
Recent versions of the OpenMP specification [108] introduce the task and depend clauses,
which can be employed to express dataflow graphs. OpenMP is widely used and supports
homogeneous, shared-memory systems, and its target extension to support accelerators
is quickly gaining traction. However, distributed-memory and inter-node communication
in OpenMP need to be described explicitly and performed with the use of an external
communication library (e.g., MPI, SHMEM).
Legion [19] describes logical regions of data, which are used to describe organization of
data and to make explicit relationships useful for reasoning about locality and independence.
It uses a low-level runtime, REALM [130], to schedule and execute tasks and uses GASNet as
the underlying communication layer, which supports heterogeneous architectures and works
in shared- and distributed- memory systems.
HPX [71] is an open-source implementation of the concepts of the ParalleX execution
model, developed for conventional architectures and, currently, Windows and Linux-based
systems (e.g., large non-uniform memory access [NUMA] machines and clusters).
The SuperMatrix [44] approach is similar in motivation and technique to SMP superscalar
(SMPSs)[112], which is exclusively focused on linear algebra algorithms. No pragmas or
specific programming model is defined, since the runtime directly considers for parallelization
a set of linear algebra routines. SuperMatrix also implements a task dependency analysis,
but in this case, data renaming and/or redistribution is not considered.
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Open Community Runtime (OCR) [53] is a work-in-progress effort to create a low-level,
task-based runtime for extreme-scale parallel systems, with support for fault-tolerance. It
currently supports homogeneous architecture in distributed systems and uses Intel Threading
Building Blocks (TBB) to manage threading.

2.2

Data Redistribution

For more than two decades, research on data redistribution has evolved around regular data
distributions. In the 1990s, research about array and data redistribution sprung up after
the appearance of HPF [134, 85, 127, 113]. For instance, Akiyoshi Wakatani et al. [134]
proposed a new scheme, strip mining redistribution to reduce the communication time
for arrays redistribution; Antoine P. Petitet and Jack J. Dongarra [113] presented various
data redistribution methods for block-partitioned linear algebra algorithms operating on
dense matrices that were distributed in a block-cyclic fashion and introduced techniques
redistributing data ”on the fly”, to make the data distribution blocking factor independent
from the architecture-dependent algorithmic partitioning.
In the 2000s, research spreads to more broad fields [66, 124, 76]. Early 2000’s, frameworks
such as ReSHAPE [124] were developed to support dynamic resizing of parallel MPI
applications executing on distributed-memory platforms, including support for releasing and
acquiring processors and efficiently redistributing application state to a new set of processors.
Similarly, [76] designed a new data distribution operation M P I Alltoall specif ic. It is based
on collective MPI operations, point-to-point communication operations, or parallel sorting,
that allows an element-wise distribution of data elements to specific target processes and is
used to implement irregular data distribution operations, for example, in particle codes.
More recently, a resurgence of interest in data redistribution is witnessed due to
increasingly complex applications, which need to relocate data distributed across one grid
onto a different distribution scheme across another grid to improve data locality and/or
reduce the cost of data movement [98, 59, 78, 117, 74]. [74] as a representative, studied the
complexity of the problem—“finding a re-mapping of data items onto processors such that
17

the data redistribution cost is minimal and the operation remains as efficient”—computed
optimal solutions, evaluated through simulations, and showed the NP-hardness to find the
optimal data partition and processor permutation (defined by new subsets) that minimized
the cost of redistribution followed by a simple computational kernel.
However, all research on the array or data redistribution: (1) focused on a simplified
problem, i.e., the regular distributions BCDD; (2) tried to address load imbalance caused by
the data distribution, but ignored impact from data size. They also highlighted that with
the increasing complexity of hardware architectures and communication topologies, targeting
only regular distributions BCDD is not enough. As task-based runtime systems emerge,
interest in data redistribution and resource management increases; for instance, DMRlib [81]
enable job reconfiguration as an OmpSs extension providing support for malleable application
by allowing users to provide their own redistribution functions with explicit communications.
However, none of them deals with the data redistribution problem itself in a task-based
runtime system. Therefore, a flexible redistribution algorithm, taking into account not only
regular and irregular data distribution but also the impact of data size in a task-based
runtime system, becomes necessary.

2.3

Geospatial Modeling

Tackling the complexity of large-scale geospatial modeling in the context of climate/weather
applications requires efficient algorithms that are able to provide an accurate estimation
of the underlying spatial model with the aid of leading-edge hardware architectures. This
section provides a brief background as well as literature review related geospatial modeling
and prediction.

2.3.1

Climate Modeling and Prediction using MLE

Spatial data associated with climate and weather applications consist of a set of locations
regularly or irregularly distributed across a given specific geographical region where each
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location is linked with climate or environmental variables, such as soil moisture, temperature,
humidity, or wind speed.

The behavior of these properties are observed at various

spatial locations, and the main idea is to use these observations and their corresponding
Gaussian processes to predict missing field values. This prediction phase defines the core
of geospatial statistics. In geostatistics, spatial data are usually modeled as a realization
from a Gaussian spatial random field. Assume a realization of a Gaussian random field
Z = {Z(s1 ), . . . , Z(sn )}> at a set of n spatial locations s1 , . . . , sn in Rd , d ≥ 1. Also assume
a stationary and isotropic Gaussian random field with mean zero and a parametric covariance
function C(h; θ) = cov{Z(s), Z(s + h)}, where h ∈ Rd is a spatial lag vector and θ ∈ Rq
is an unknown parameter vector of interest. C(h; θ) values depend on the distance between
any two locations and denoted by Σ(θ) with entries Σij = C(si − sj ; θ), i, j = 1, . . . , n. The
matrix Σ(θ) is symmetric and positive definite. Statistical inference about θ is often based
on the Gaussian log-likelihood function as follows:
n
1
1
`(θ) = − log(2π) − log |Σ(θ)| − Z> Σ(θ)−1 Z.
2
2
2

(2.1)

b the parameter vector that maximizes
The modeling operation depends on computing θ,
Equation (2.1). When the number of locations n is large, the evaluation of the likelihood
function becomes computationally challenging due to the Cholesky factorization, requiring
O(n3 ) flops and O(n2 ) memory.

b can be used to predict missing
The estimated θ

measurements at some other locations in the same region. Prediction can be represented as
a multivariate normal joint distribution with the existing n known measurements Zn and m
missing measurements Zm [61, 49] as follows:
 
  

Zm
µm
Σmm Σmn
  ∼ Nm+n   , 
 ,
Zn
µn
Σnm Σnn
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(2.2)

with Σmm ∈ Rm×m , Σmn ∈ Rm×n , Σnm ∈ Rn×m , and Σnn ∈ Rn×n . The associated
conditional distribution can be represented as
Zm |Zn ∼ Nm (µm + Σmn Σ−1
nn (Zn − µn ),
Σmm − Σmn Σ−1
nn Σnm )

(2.3)

Assuming that the observed vector Zn has a zero-mean function (i.e., µm = 0 and µn = 0),
the unknown vector Zm can be predicted [61] by solving
Zm = Σmn Σ−1
nn Zn ,

(2.4)

with associated prediction uncertainty given by

Um = diag[Σmm − Σmn Σ−1
nn Σnm ]

(2.5)

where diag denotes the diagonal of a matrix.
The same as evaluation of the likelihood function, computing the last two equations also
requires applying the Cholesky factorization of the covariance matrix during the forward
and backward substitutions on several right-hand sides. Unfortunately, for a large number
of geospatial locations, the dense Cholesky factorization is intractable due to the cubical
algorithmic complexity, while the memory footprint incommensurate with current systems.
Therefore, mixed precision and low-rank matrix approximation are utilized to alleviate both
aforementioned bottlenecks in this dissertation.

2.3.2

Covariance Functions

Constructing a corresponding covariance matrix Σ(θ) for a set of given locations in MLE
modeling or prediction operations requires defining a covariance function to describe the
correlation over a given distance matrix. The Matérn family [101] has shown its ability on a
wide variety of applications, for example, geostatistics and spatial statistics [46] and machine
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learning [24]. The Matérn function defines each entry of Σ(θ):
θ1
C(r; θ) = θ3 −1
2
Γ(θ3 )



r
θ2

θ3


Kθ3

r
θ2


,

(2.6)

where r = ks − s0 k is the distance between any two spatial locations and Kθ3 denotes the
modified Bessel function of the second kind of order θ3 .
Covariance matrix problems have generated interest in the scientific community, thanks
to the simplicity of their inherent symmetric matrix structures. In particular, they arise
in models of choice for predicting climate and weather forecasting (i.e., environmental
applications) [126], evaluating basis functions for electronic structure calculations (i.e.,
computational chemistry applications) [109], and identifying habitable galaxies (i.e., computational astronomy applications) [97], for which worldwide HPC supercomputing centers
allocate a large number of their computing cycles. Again, the size of these covariance matrices
may significantly grow for very large input datasets and, therefore, make the arithmetic
complexity and memory footprint unbearable.

2.3.3

The HiCMA Library

The HiCMA library [7, 87] includes TLR matrix computations that exploit the data sparsity
of the covariance matrix. HiCMA relies on STARS-H (https://github.com/ecrc/stars-h)
to generate the covariance matrix problem and compress each off-diagonal tile up to an
application-dependent accuracy threshold. The dense representation translates into a tilecentric compressed representation that captures the most significant singular values (i.e.,
the rank of the tile). This compressed data structure is composed of two tall-and-skinny
matrices per tile—i.e., U and V of size nb × k—with nb the tile size and k the rank. Since
tiles may have different ranks, HiCMA consolidates the rank heterogeneity by using a unique
maxrank to define a homogeneous data descriptor at the cost of a higher memory footprint.
HiCMA follows the traditional 2DBCDD from ScaLAPACK that requires uniform block
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sizes. The upper limit for maxrank is set to nb/2 to maintain the competitiveness of lowrank matrix approximations over dense matrix computations, as far as the memory footprint
is concerned. This situation may be suboptimal for two reasons. The presence of a single
high rank (e.g., k ∼ nb/2) will define the actual maxrank for all off-diagonal tiles, which
may jeopardize the benefits of TLR compression ratio. Further, the presence of several high
ranks may also increase the overall arithmetic complexity. Therefore, the sensitivity to rank
distribution of the rigid data descriptor may hinder the overall performance. Once the matrix
is compressed, HiCMA can then operate on the low-rank representation of the matrix. It
performs the standard matrix operations based on high-performance kernel implementations
specifically designed for manipulating the underlying TLR data compression format. HiCMA
currently supports StarPU, OpenMP, and PaRSEC runtime systems to orchestrate the task
scheduling of matrix computations.

2.3.4

Tile Low-Rank Cholesky Factorization

To better understand the TLR Cholesky factorization, let’s first briefly revisit the classical
tile algorithms for dense linear algebra [6]. The matrix is first decomposed into dense
tiles. The standard dense Cholesky factorization usually operates on the underlying tile
data layout by subsequently calling the four computational kernels POTRF (Cholesky
factorization), TRSM (triangular solve), SYRK (symmetric rank k update), and GEMM
(general matrix multiply) on the lower or upper part of the symmetric matrix. The whole
factorization translates into a DAG, where nodes correspond to tasks, and edges represent
data dependencies. The critical path of the DAG, which is the serial and incompressible
path, is (N T − 1) × (P OT RF + T RSM + SY RK) + P OT RF , where NT is the number
of row/column tiles, and the other four variables are the execution time of the respective
kernels. Unfortunately, main memory becomes the limiting factor when dealing with large
matrix sizes for dense problems.
TLR approximations come to the rescue to address the curse of dimensionality by
exploiting the data sparsity structure of the matrix operator. Reordering of rows/columns
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may be necessary to further expose the low-rankness of the off-diagonal tiles, which can then
be approximated up to the application-dependent accuracy threshold by using a variant of the
singular value decomposition (SVD), e.g., based on QR/divide-and-conquer algorithms [16]
or even a faster approach based on randomized techniques [70]. The covariance functions
covered in this dissertation have property of asymptotic smoothness [32, 132]: the decay of
singular values of the covariance matrix of any two sets of spatial locations depends only
on the relation of distance between these sets to the maximum of their diameters (a.k.a.
admissibility condition). To improve the ratio of distance to diameter and reduce ranks, the
spatial locations have to be clustered, corresponding to consecutive rows or columns. For
this purpose, unless specified, the Morton ordering scheme [107] is employed, also known as
the Z-order scheme. This is not the only possible ordering method, Peano curve [111] being
another famous plane-filling curve.
The resulting TLR compression data format is shown in Figure 2.1 for a 4-by-4 matrix
of tile size nb-by-nb. The diagonal tiles remain dense, since the pairwise correlations may be
stronger (rank k = nb) than the cross correlations represented in the low-rank, off-diagonal
tiles (with k << nb for tiles farther away from the diagonal tiles).
TLR is the de facto compression data format for the HiCMA library [9, 8, 3]. To
work on the compressed data layout of the off-diagonal tiles, the HiCMA library mainly
necessitates developments of new low-rank LR SYRK and LR GEMM kernels, which requires
decompression and recompression phases respectively, as introduced in [9]. To make the
dissertation self-contained, the pseudo-code of the sequential TLR Cholesky algorithm is
recalled in Algorithm 1, where acc is the required accuracy.
Although the data layouts are different between dense and TLR Cholesky factorization,
the DAG remains the same and so does the length of the critical path. Let us assume L is
the number of tasks along the critical path, and D is all of the other operations except L;
this set of operations is almost embarrassingly parallel. Therefore, the execution time will be
the maximum between L and D/C, with C being the number of computational resources. It
should be noted that, for the critical path, all cost related to data movements is ignored as if
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Figure 2.1: On the left, TLR format for matrix A having 4-by-4 tiles of size nb-by-nb.
Diagonal tiles, Di,i , are stored as dense. Off-diagonal tiles, Ai,j = Ui,j Vi,j , are compressed.
Each off-diagonal tile, Ai,j , has its own rank, ki,j . On the right, the corresponding DAG for
TLR Cholesky on the same matrix.
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Algorithm 1: TLR Cholesky(D, U, V, NT, acc)
for p = 1 to NT do
POTRF(D(p,p))
for i = p+1 to NT do
TRSM(V(i,p), D(p,p))
end for
for j = p+1 to NT do
LR SYRK(D(j,j), U(j,p), V(j,p))
for i = j+1 to NT do
LR GEMM(U(i,p), V(i,p), U(j,p), V(j,p), U(i,j), V(i,j), acc)
end for
end for
end for

this critical path executes on a single node; and for the parallel part, all data dependencies
are disregarded as if all kernels could be executed in parallel and, therefore, be perfectly
scalable with the number of computational resources.
Looking at the arithmetic complexity of individual tasks in Table 2.1, the minimal
√
operations count O(N 2 k) can be attained when nb = O( N ), where N is the matrix size.
The detailed complexity analysis of TLR Cholesky factorization can be found in [100]. It
is also worth noting both the three Level-3 BLAS kernels and their arithmetic complexities
are redefined for TLR matrix computations (introduced in [9]), creating severe situations of
load imbalance for TLR Cholesky factorization, which do not exist in the dense Cholesky
factorization.

2.3.5

Literature Review

2.3.5.1

Large-Scale Climate/Weather Modeling

Climate and weather prediction applications that use geospatial statistics with MLE are
prohibitively expensive due to high arithmetic complexity and large memory footprint. These
applications necessitate direct matrix factorizations with O(N 3 ) operations on O(N 2 ) data,
where N is the problem size, to directly compute the log-determinant and the linear solve
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Table 2.1: Arithmetic complexity: dense vs. TLR Cholesky.
Kernel

Dense Cholesky
1
3

TLR Cholesky
1
3

POTRF
TRSM
SYRK/LR SYRK
GEMM/LR GEMM

× nb3
nb3
nb3
2 × nb3

× nb3
nb2 × k
2
2 × nb × k + 4 × nb × k 2
36 × nb × k 2

Total

O(N 3 )

O(N 2 k)
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involved in the MLE. This challenge prevents computational statisticians from increasing
the scale or the details at which these problems need to be studied. In literature, numerous
approximation algorithms have been proposed to be able to analyze big geospatial data and
reduce the arithmetic complexity and memory footprint in extreme problems. One way
is to convert the given dense covariance to a sparse matrix by replacing values of large
distance correlations with zero. In this case, sparse matrices algorithms [84] or covariance
tapering strategy [2] can be used for fast computation. Dimension reduction is another way
to approximate and generate the covariance matrix. For instance, the authors in [18] propose
the Gaussian Predictive Processes (GPP) to achieve the reduction by projecting the original
problem space into a subspace at a certain set of locations. Although such means can reduce
the complexity of estimating the model parameters, they usually underestimate the variance
parameter [125]. Other methods of dimension reduction include Kalman filtering [121],
moving averages [133], and low-rank splines [88]. Large covariance matrix dimension has
been also widely accommodated using Hierarchical matrices (H-matrices) and low-rank
approximations. In the literature, different data approximation techniques based on Hmatrices have been proposed such as, TLR [100, 87], Hierarchically Off-Diagonal Low-Rank
(HODLR) [14, 62], Hierarchically Semi-Separable (HSS) [63], or H2 -matrices [23, 30].
2.3.5.2

Mixed-Precision in Climate/Weather Applications and Beyond

Existing works are related to studying the impact of applying mixed-precision computation
on the modeling operation. For instance, the work in [57] provides a study on the effect of
faulty hardware low precision arithmetic on the accuracy of weather and climate prediction.
The authors have proved that such faults have no impact on the overall accuracy of
such applications. In [128], the authors show how single- and half- precision can replace
full double-precision calculations for weather and climate applications which can maintain
the desirable accuracy at the end. In [102], mixed-precision Krylov sub-space solver for
climate/weather applications has been proposed. The study shows numerical instabilities
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that impact the accuracy of prediction. For solving a linear system of equations, mixedprecision iterative refinement approaches have been studied using FP64/FP32 arithmetics
for sparse and dense linear algebra [34, 141], and lately extended with FP16 [42, 69].
2.3.5.3

Tile Low-Rank Matrix Computations

The richness of the recent literature on low-rank matrix approximations is evidence
of a compelling new approach to big data scientific problems [25].

In particular, H-

matrices [64, 67, 89] constitute a family of blockwise low-rank matrix approximations used
to reduce the arithmetic complexity and the memory footprint. Depending on the data
sparsity pattern of the operator, there exist many H-matrix data compression formats for
weak admissibility (e.g., HSS [48, 118], HODLR [12]) and strong/standard admissibility (e.g.,
H2 -matrix [22], Block/Tile Low-Rank (BLR / TLR) [100, 87]). Thanks to their inherent
recursive formulations, both compression formats may attain linear arithmetic complexity
and memory storage for some matrix problems and operations [68]. Weak admissibility is
well suited for off-diagonal blocks exhibiting low ranks (e.g., typically 2D problems), while
strong admissibility can still maintain the lower complexity in the presence of off-diagonal
blocks with high ranks (e.g., typically exacerbated in 3D).
While the theoretical lower bounds of these low-rank approximation schemes are
attractive—replacing factors of problem dimension with factors of maximum block rank
away from the dense diagonal blocks—their deployment on massively parallel systems has
exposed their limitations, especially in problems where maximum block rank is high. The
recursive formulations required to exploit low rank hinder the overall performance due to
a low hardware occupancy exacerbated by the excessive synchronization. Flattening the
recursion tree and avoiding synchronizations in-between hierarchical steps can mitigate this
inefficiency. They highlight the impact of batch executions on graphics processing units
(GPUs) to increase the hardware occupancy [31, 45, 87] for iterative solvers. They employ
the HiCMA task-based numerical library with the StarPU dynamic runtime system [7, 3]
for attenuating load imbalance effects on distributed-memory systems in the context of TLR
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Cholesky factorizations. However, these researches either limit themselves on shared-memory
or face scalability issues when tackling large scale problems. TLR provides a particularly nice
trade-off between optimality, performance, and user productivity [13] since traditional dense
tile algorithms can be used, but meanwhile introduces new levels of challenges regarding
computation, communication and memory imbalance.

2.4

3D Unstructured Mesh Deformation Based on
RBF

RBF is used to describe the displacement of the internal volume nodes given the displacement
of the boundary nodes.

As described in [52], an interpolation function describing the

displacement d in the whole domain, can be approximated by a sum of basis functions:
d(x) =

X

αi φ(||x − xbi ||) + p(x),

(2.7)

i=1,nb

where xbi = [xbi , ybi , zbi ] are the boundary nodes at which the values are known, p a
polynomial, nb the number of boundary nodes and φ a given basis function. The coefficients
αi and the polynomial p are determined by the interpolation conditions d(xbi ) = dbi , where
db contains the known displacement values at the boundary. The system of unknowns α is
subject to the following constraint:
X

αi p(xbi ) = 0.

(2.8)

i=1,nb

A unique interpolant is given if the basis function is a conditionally positive definite function.
If the basis functions are conditionally positive definite of order m ≤ 2, one can use a linear
polynomial. Herein, only basis functions that satisfy this criterion are considered. A variety
of RBF kernels exists in the literature [33, 138], in which a distinction is usually made
between global and compact support. The values of the former are always non-zero, while
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the values of the latter are exactly zero at some distance away from the source (i.e., outside
their support radius). This dissertation focuses on Gaussian RBF from the global support
category:
φ(r) = exp(−r2 ),

(2.9)

where r is Euclidean distance. The global support functions are usually scaled by a shape
parameter δ to avoid excessive condition numbers of the resulting RBF matrices. The scaled
version of the RBF function is defined as follows:
φδ (r) := φ(r/δ)

(2.10)

where δ is chosen as: δ = 1/2 × min||x − xbi ||. In general, the global support function leads
to a more accurate solution because it considers all interactions between mesh points, at
the cost of producing a dense matrix [52]. Mesh reordering based on Hilbert Space Filling
Curves is employed in order to preserve a good spatial locality, while improving compression
rate and reducing arithmetic complexity.
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Chapter 3
Data Redistribution
3.1

Problem Definition

A general redistribution problem R is a function or routine to change distribution schemes
(Table 3.1 describes parameters and notations): R : SRC → T G with the following
properties:
• Source SRC with the distribution Ds , possibly random (details in Section 3.4.1) or on
a process grid Ps × Qs , Ps , Qs > 0;
• Target TG with the distribution Dt , possibly random or on a process grid Pt × Qt , Pt ,
Qt > 0;
• Submatrix Asub to be redistributed with size of size row × size col and with
displacements (disp rows , disp cols ) in SRC and (disp rowt , disp colt ) in TG, and
Asub should not exceed the bounds of SRC and TG.
Figure 3.1 depicts a general redistribution problem in matrix format, redistributing a
submatrix from SRC to TG with different distributions and tile sizes. While the problem
is generic, in this particular context Asub is to be redistributed between two dense matrices
stored in tile format. There are several features that need to be clarified:
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Table 3.1: Parameters and notations.
Symbol

Description

R
SRC
TG
Asub
size{row,col}
disp row{s,t}
disp col{s,t}
{M, N }{s,t}
{M B, N B}{s,t}
D{s,t}
{P, Q}{s,t}

Function or routine for redistribution
Source data descriptor
Target data descriptor
Submatrix to be redistributed
Row/column size of Asub
Row displacement in source(s)/target(t)
Column displacement in source(s)/target(t)
Row(M )/column(N ) size of source(s)/target(t)
Row(M B)/column(N B) tile size of source(s)/target(t)
Data distribution of source(s)/target(t)
Row(P )/column (Q) distribution of source(s)/target(t)
Row(SM B)/column (SN B)
block distribution of source(s)/target(t)
Tile row(m)/column(n) index of source(s)/target(t)
Source and target data on the same process
Source and target data on different processes
Process ID of each tile is achieved
by random number generator
NW, N, NE, W, I, E, SW, S, and SE

{SM B, SN B}{s,t}
{m, n}{s,t}
LOCAL
REMOTE
random
SEGMENTS
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NBs

NBt

(disp_rows, disp_cols)

MBs

(disp_rowt, disp_colt)

MBt
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sizerow

sizerow

Mt

sizecol

sizecol
Ns

Nt

Source SRC

Target TG

Figure 3.1: General redistribution problem; matrix is stored in tile format, each color
represents a different process, and rectangle circled in red is the submatrix to be redistributed.

33

• Ds and Dt could be random; more general than concepts of redistribution in related
work, which is a regular data distribution along each dimension of the array.
• Tiles in SRC and TG are rectangles, not specified as square, and M Bs , N Bs , M Bt ,
N Bt are independent with Ds and Dt .
• Displacements of (disp rows , disp cols ) in SRC and (disp rowt , disp colt ) in TG could
be any points not exceeding the bounds of SRC or TG respectively.

3.2

Algorithm Description

For a general redistribution problem of redistributing a submatrix between two matrices
with different distributions, tile sizes, and displacements, as mentioned in Section 2.2, an
efficient algorithm should be as flexible as possible to deal with all possible cases. Hence,
as shown in Figure 3.2, zooming in one tile in TG to catch its source data in SRC, the TG
tile is split into nine parts, or SEGMENTS, according to their location in SRC, NorthWest
(NW), North (N), NorthEast (NE), West (W), Inner (I), East (E), SouthWest (SW), South
(S) and SouthEast (SW). Figure 3.3 shows the possible categories based on the existence
of SEGMENTS, determined by combinations of size row, size col, M Bs , N Bs , M Bt , N Bt
and location of TG tiles’ starting points in SRC. The idea is that:
• each tile in TG is independent;
• focusing only on a tile in TG with fixed M Bt and N Bt , and varying M Bs and N Bs
at their dimension independently from ε to ∞, where ε is an infinitesimal number and
∞ an infinite number.
Hence, all possible cases of general redistribution problems are extensions of these nine
categories, including several N, S, W, E or I, e.g., Figure 3.2 is an extension of Figure 3.3
(8).
The serial algorithm, revealed in Algorithm 2, follows the idea that for tiles in TG,
send/receive (when REMOTE) or copy (when LOCAL) SEGMENTS. Memory copy is the
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Figure 3.2: The red rectangle represents one target TG tile while black rectangles are the
corresponding source SRC tiles.
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Figure 3.3: All possible nine categories; red rectangles represent one TG tile while black
rectangles are the corresponding SRC tile(s).
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Algorithm 2: Serial Algorithm of Redistribution
for mt = disp rowt /M Bt to (size row +disp rowt -1)/M Bt do
for nt = disp colt /N Bt to (size col +disp colt -1)/N Bt do
Calculate ms start, ms end, ns start, and ns end that (mt , nt ) associated with
for ms = ms start to ms end do
for ns = ns start to ns end do
if REMOTE then
Send SEGMENTS
end if
end for
end for
if REMOTE then
Receive SEGMENTS
else
Copy SEGMENTS
end if
end for
end for

additional overhead, but it is necessary.
• SRC and TG are two different data descriptors with exclusive data storage; therefore,
memory copy is necessary to connect different memory pieces, i.e., SEGMENTS,
between SRC and TG when they are LOCAL.
• When SEGMENTS in SRC and TG are REMOTE, the shape (or memory layout)
for each of the SEGMENTS that needs to be transmitted varies on both the sender
and receiver side; this shape is problem-dependent, determined during runtime by
a combination of size row, size col, M Bs , N Bs , M Bt , N Bt , disp rows , disp cols ,
disp rowt , and disp colt , and is hardly predicted in advance. If a new MPI data type
(typically MPI Type vector) is committed for every shape of data, it will be very
expensive [119, 115], because each new derived data type may be utilized only once
and possibly tens of thousands have been created (the maximum number of potential
derived data types is min(M Bs , M Bt ) × min(N Bs , N Bt )). Hence, memory copy is
utilized to send from a contiguous buffer and receive to a contiguous buffer in this
case.
The benefits of this design are that it
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• is capable for coarse- and fine- grained redistribution problems for tile- or block- based
matrix partition;
• isolates distribution and tile size; actually, it could solve a redistribution problem with
absolute flexibility on distribution, tile size and displacement;
• suits tile format libraries with either ScaLAPACK memory layout or DPLASMA
memory layout (details in Section 3.6.7.2).
In this way, all possible redistribution problems could be reduced to a combination of these
nine SEGMENTS, and operations on these SEGMENTS could be considered as tasks which
thus could be efficiently handled by a multi-threaded task-based runtime system.

3.3

Implementation in PaRSEC Runtime System

The PTG DSL is adopted along with data descriptor in PaRSEC and DPLASMA, forming
the following interface:
int R e d i s t r i b u t e −PaRSEC(
p a r s e c c o n t e x t t ∗ parsec ,
p a r s e c t i l e d m a t r i x d c t ∗ source ,
parsec tiled matrix dc t ∗ target ,
int s i z e r o w , int s i z e c o l ,
int d i s p r o w s , int d i s p c o l s ,
int d i s p r o w t , int d i s p c o l t )

Because PaRSEC is an event-driven system, to implement Algorithm 2 in PaRSEC and
expose all potential parallelism, four different types of tasks (a.k.a task classes) are specified:
• Init: initialize event and prepare TG data for tasks in task classes Receive and Finish;
• Send: on SRC process, send SEGMENTS to the other process if REMOTE or pass
the address on shared memory if LOCAL;
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• Receive: on TG process, receive SEGMENTS from other process if REMOTE or copy
SEGMENTS on shared memory if LOCAL;
• Finish acts as synchronization/finalization for each tile in TG with multiple SEGMENTS to finish all related tasks in Receive and serves for control dependency
optimization.
Figure 3.4 presents an example detailing the dependencies between tasks for a simple
redistribution problem to demonstrate the case in Figure 3.3 (8): redistributing SRC having
3 × 3 tiles with distribution 2DBCDD of Ps × Qs = 2 × 2 to TG having 1 tile on process ID
0, size of SRC, TG and Asub are the same, and displacements disp rows , disp cols , disp rowt
and disp colt are 0. There is only one tile in target TG (0, 0), so one task in Init and Finish
respectively, as shown in Figure 3.4; however, nine tiles are involved in SRC, indexing from
(0, 0) to (2, 2), hence there are nine correlated tasks in Send and Receive respectively.
For the purpose of data locality, Send is local to SRC’s tiles, while Init, Receive, and
Finish reside on TG’s tiles. In addition, to increase computational resources occupancy
and network bandwidth, two kinds of control dependencies are utilized to re-configure the
DAG to (1) maximize the parallelism exposed to the runtime on the receiver side if there
are multiple SEGMENTS within a TG tile, and (2) reduce runtime overheads for task
management. Moreover, to efficiently utilize network bandwidth on the sender side, as much
data movements as possible should be exposed to the communication library as early as
possible, to provide both overlap between data copies to/from multiple peers, and allow the
runtime to aggregate ”multiple send exposed simultaneously”. More details are described in
the following Section 3.4.

3.4

Runtime Support and Optimizations

This section details the runtime-level support and optimizations. Runtime support extends
the redistribution implementation to a novel field in the runtime world, and the three
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Send(0, 0, 0, 0)

Send(2, 2, 0, 0)

Send(2, 0, 0, 0)

Send(0, 2, 0, 0)

Y=>SE

T=>T Y=>SW

T=>T Y=>NE

Y=>NW
Receive(0, 0, 0, 0)

Receive(2, 2, 0, 0)

Receive(2, 0, 0, 0)
ctl=>ctl

ctl=>ctl

Init(0, 0)
T=>T

T=>T

Receive(0, 2, 0, 0)
ctl=>ctl

Send(2, 1, 0, 0)

T=>T
T=>T

T=>T S=>S

T=>T N=>N

Receive(2, 1, 0, 0)

ctl=>ctl

Send(0, 1, 0, 0)

ctl=>ctl

Receive(0, 1, 0, 0)

ctl=>ctl

ctl=>ctl

Send(1, 2, 0, 0)

Send(1, 0, 0, 0)

T=>T E=>E

T=>T W=>W

Receive(1, 2, 0, 0)

Receive(1, 0, 0, 0)

ctl=>ctl

Send(1, 1, 0, 0)
Y=>I
Receive(1, 1, 0, 0)

ctl=>ctl

Finish(0, 0)

Figure 3.4: Corresponding DAG for an example detailing the dependencies between tasks.
Arrow → represents dependency between tasks; red means LOCAL and blue REMOTE. ⇒
shows data or control dependency (ctl) between tasks. Init, Send, Receive and Finish are
the four task classes; Init and Finish with parameters (mt , nt ), and Send and Receive with
(ms , ns , mt , nt ). Besides the nine SEGMENTS, Y and T represent tiles of SRC and TG
respectively.
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runtime-level optimizations deliver more efficient performance. I believe the runtime support
and optimizations could go beyond the scope of this dissertation.

3.4.1

Runtime Support: Random Distribution

In addition to the traditional regular distributions BCDD on which the dense linear algebra
community has been relying for more than two decades, PaRSEC supports any type of
irregular data distribution. This includes the hybrid data distribution [39], which logically
superposes two intertwined 2DBCDDs of different process grids together, to mitigate the load
imbalance of a 2DBCDD towards the sparse linear algebra algorithms. In addition, PaRSEC
supports random distribution (process ID for each tile is randomly generated), which is an
extreme case of irregular data distributions. Figure 3.5 shows an example of 2DBCDD and
random distribution: (a) with process grid 2×4, and (b) the process ID for each tile randomly
generated by seed 2783. This support of random distribution demonstrates the ability of this
redistribution algorithm to tackle redistribution problems with irregular data distributions
and extends the implementation to an untouched field.
In PaRSEC, the function rank of allows the user to define the data distribution in
a flexible way. The user can supply any mapping of data to processes, or any random
function of the multi-dimensional tile index (e.g., m, n for a 2D space) to indicate at which
rank the indexed data block is to be located. Similarly, the data of function returns the
corresponding data descriptor (i.e., a handle to the data memory block) for the related task
when invoked at that rank. From a distributed-memory perspective, tiles on each process
should be capable of retrieving their own information (e.g. location of data of stored on
that process). Therefore, in order to represent a random distribution, these functions are
implemented using a global structure table tile, with respect to the number of tiles, which
stores rank and data information needed for each tile. Take SRC for instance; the size of
table tile will be ceil( MMBss ) × ceil( NNBss ) to store information for every tile; for each element
in table tile, every process will check its locality based on rank of , and only set information
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Figure 3.5: 2DBCDD and random distribution with matrix size 4 × 8 on 8 processes; each
number indicates the process ID for that tile. (a) 2DBCDD with process grid of 2 × 4; (b)
process ID of each tile generated by a random number generator with seed 2783.
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/ allocate memory when it is LOCAL to avoid redundant memory allocation. Therefore, no
data coherency condition can occur, and a globally unique key could be used for the retrieval.

3.4.2

Runtime Optimizations

3.4.2.1

Control Dependency

In a data flow task-based runtime like PaRSEC, the number of classes of input/output
flow/data is determined in the PTG DSL, and data of each input flow is unique for each
task (i.e. one input flow in one task could not receive multiple data simultaneously). This is
generally true for most of parallel programming models based on data-flow. Task parallelism
is discovered using data dependencies between tasks, leading to two issues.
• PaRSEC, as a general runtime system, enables tasks as soon as all their dependencies
are available, and can therefore enable maximum parallelization, whose efficiency
has been proven by DPLASMA and in many scientific fields [51, 82, 39, 72, 73].
Redistribution is a particular algorithm where there is no predecessor for all tasks in
Send, which means all these tasks will be exposed to the runtime system simultaneously.
size row
size col
The number of these tasks is no less than ceil( min(M
) × ceil( min(N
).
Bs ,M Bt )
Bs ,N Bt )

Hence, millions or even billions of tasks will be exposed to the runtime system
simultaneously, leading to higher overheads to maintain the list of ready tasks, higher
risk of inappropriate decisions made by runtime with fewer possibilities of reusing
temporary buffers, and unnecessarily increasing the cost of scheduling.
• A TG tile could contain multiple SEGMENTS in redistribution as shown in Figure 3.2.
Ideally, these SEGMENTS within a tile should be received and written independently
of the proper memory location to maximize parallelism on the receiver side. However,
the minimal data unit in PaRSEC is a tile, resulting in tasks written on the same tile
being serialized, limiting the potential parallelism.
Applications are complex entities, their requirements can not be enumerated into the
design principles of a programming paradigm or runtime system. Therefore, a well-designed
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runtime system should limit the number of constraints it imposes on developers and instead
provide fundamental, hopefully efficient, capabilities supported by a flexible control. As
mentioned before, PaRSEC enables tasks as soon as all their dependencies are available and
therefore enables maximum parallelization; meanwhile, the concept of control dependency
in PaRSEC allows users to dynamically control the workflow. This control dependency is an
artificial dependency without data encapsulated and can be used to guide the task execution
order and priorities, as well as to limit the number of tasks revealed to the runtime at a
given time. Using this control dependency, the redistribution workflow is optimized in the
following two ways on the sender and receiver side respectively.
• The first is a batch parameter (or columns of tiles) to limit the number of concurrent
tasks exposed to the runtime system on the sender side. It batches the number of
SRC columns of data being under transfer at the same time, because there is no
predecessor for tasks in Send and they could be exposed to runtime simultaneously.
By adding control dependencies between tasks in Finish and tasks in the next batch
of Send, prevent tasks beyond the column scope of the current batch are prevented
from being discovered. To maximize hardware occupancy, batch could be the lowest
common multiple (LCM) of Qs × SN Bs and Qt × SN Bt for the normal 2DBCDD
distributions, while for redistribution between random distributions, a suitable batch
could be chosen, e.g., min(ceil(sizecol /N Bt ), num of nodes).
• The other is to maximize parallelism on the receiver side for cases of multiple
SEGMENTS within a TG tile. That is to add a local control dependency between
tasks in task classes Receive and Finish that isolate tasks to receive data—there are
control dependencies between every task in Finish and task/tasks in Receive with SRC
data related to TG data in that task. For instance, in Figure 3.3 (8), the task in Finish
with the TG tile circled in red has nine dependencies with tasks in Receive receiving
the nine SEGMENTS, as shown in Figure 3.4. Therefore, with this control dependency,
all tasks to receive SEGMENTS within a TG Tile are independent, maximizing the
parallelism exposed to the runtime system.
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3.4.2.2

Dynamic Communication Volume

As mentioned above, the size of each SEGMENTS in Figure 3.2 varies, so messages of
variable size would be sent/received. Hence, if data is communicated in full dense tiles
like in DPLASMA, there will be a significant communication overhead, especially for a
redistribution algorithm which is by nature communication-bound.

PaRSEC supports

sending variable-sized data to remote processes even when this size is dynamically decided
when the task produces the corresponding data, by specializing the information about the
data to the communication engine in the activation message. This feature is common in
communication libraries such as MPI, but it is relatively new in task-based runtimes so far,
as most of the runtimes mentioned in related work are still trying to cope with mostly regular,
dense cases. This feature is used in [39] and is extended to the redistribution implementation.
Taking advantage of this PaRSEC capability makes it possible to minimize the data transfers
to the actual size, providing a possible path toward communication optimality. Moreover,
such a feature may alleviate the bandwidth saturation and communication overhead, while
releasing temporary memory pressure on the receiver side.
3.4.2.3

Multiple Send Exposed Simultaneously

In the PaRSEC runtime, communication is implicit and produced from the resolution of
dependencies between data flows. When a task completes, it issues control messages to
the target ranks that will execute the successor tasks (as described by the user-supplied
process affinity of the task). Then, the target rank will issue the communication orders
asynchronously and mark the target task ready when all data movement has been satisfied.
In order to maximize the overlap between computation and communication and to enable
the asynchronous progress, the PaRSEC runtime delegates the issue of control messages
and data movement to a separate, runtime-internal thread. Control orders are passed to
that thread through a thread-safe command dequeue. In early experiments, it is discovered
that this thread-funneled access to the communication engine could limit the rate of control
messages and small data messages issued [110], and that will restrict the effective bandwidth
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achieved by the redistribution algorithm which consists of pure communication, except the
index computation of very low arithmetic intensity, and possible small SEGMENTS.
To address this issue, the computational threads are enabled to directly issue communication orders for control messages and short data messages (assuming a threadsafe communication library). Thus, instead of funneling communications, when a thread
completes a task, it will directly issue the communication for the control active messages
needed to notify the dependent ranks of the task completion. When the data payload is
small enough (user-configurable threshold), the payload may also be aggregated inside the
control message as piggyback, completely removing the need for further communications.
The reception of messages remains single-threaded at this point with a single progress thread
managing incoming active messages and issuing the data transfers orders as needed. This
helps improve communication performance in two ways: first, this optimization bypasses
the serialization at the command queue, which improves latency and reduces the number of
atomic operations performed to ensure thread-safe access to that queue. Second, a single
thread is incapable of saturating the injection rate of modern high-performance networks;
thus, enabling multiple threads to access the network improves the resource utilization of
network bandwidth.

3.5

Cost Model

3.5.1

Cost Analysis

Data redistribution in HPF assumes two kinds of costs: index computation cost Tindex and
inter-processor communication cost Tcommunication [93], which is also true for the redistribution
algorithm proposed in this dissertation.
• Tindex is incurred on both the sender and receiver side in calculating source and
target processor and the location of the element within that processor, including
displacements and shape for each SEGMENTS.
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• Tcommunication is incurred when data is exchanged between processors, which could
be represented using an analytical model of typical distributed-memory machines, the
General purpose Distributed Memory (GDM) model [137]. The GDM model represents
the communication time of a message passing operation using two parameters: the
start-up time Tstartup and the unit data transmission time Ttrans . The Tstartup is the
dominant overhead for small messages, while the Ttrans becomes significant as the
message size increases.
Besides these two costs, this redistribution implementation in PaRSEC task-based
runtime system introduces two extra costs: memory copy cost Tmemcpy and runtime cost
Truntime .
• Tmemcpy comes from two aspects (as detailed in Section 3.2): copying data from SRC
to TG if LOCAL; and copying data from SRC to a temporary buffer and from a
temporary buffer to TG if REMOTE.
• Truntime is caused by those such as spawning, maintaining and scheduling tasks,
dependency resolution, and memory management, which is

N ×CT
P ×n

as shown in [79]

where N as the total number of tasks, CT as the cost/duration of each task, P
as total number of process and n as the number of actual cores in each process
.

[122] provides interesting evaluations when Truntime could be overlapped by

computation/communication in a runtime system; as to date redistribution with pure
communication bound, the larger Tcommunication , i.e. message size, the more possible
Truntime could be overlapped.
Combining all costs together, the cost of redistribution is:
T = Tindex + Tcommunication + Tmemcpy + Truntime

46

(3.1)

3.5.2

Bound Declaration

Suppose n is the total number of processes, i is the process ID, and T i is the execution time
for process P i . Then, the total time for a parallel program is defined by the execution time
i
i
i
i
of the slowest process [131]: T = maxn−1
i=0 (T ). Hence, renaming Textra = Truntime + Tindex

allows us to re-write Eq. 3.1 as
i
i
i
T = maxn−1
i=0 (Tcommunication + Tmemcpy + Textra )

(3.2)

i
i
Assume REMOTE message size that process P i sends and receives are Msend
and Mreceive

respectively. Because all communications in the redistribution algorithm are peer-to-peer,
then the actual bandwidth achieved is the maximal amount of messages that is sent or
received in a certain time period:
n−1
i
i
actual bandwidth = maxi=0
(max(Msend
, Mreceive
))/T,

(3.3)

which is what is used in the following experiments.
i
i
i
i
), Mlocal
= max(Msend
, Mreceive
For the bound of actual bandwidth, suppose Mremote

is LOCAL message size for P i , Bnet and Bmemcpy are the theoretical network bandwidth
between two processes and the memory bandwidth respectively, then
T = maxn−1
i=0 (
where on process P i ,

i
Mremote
Bnet

i
i
Mremote
Mi
Mlocal
i
+ 2 × remote +
+ Textra
)
Bnet
Bmemcpy Bmemcpy

represents the communication cost, 2 ×

REMOTE memory copy costs (details in Section 3.5.1), and

i
Mremote
Bmemcpy

i
Mlocal
Bmemcpy

(3.4)

shows the two

depicts the LOCAL

memory copy cost.
n−1
i
Suppose Mremote = maxn−1
i=0 (Mremote ), Mlocal = maxi=0
i
i
(Mlocal
), Textra = maxn−1
i=0 (Textra ) and r = Mlocal /Mremote , then according to Eq. 3.4

bound =

(1 − Textra /T ) × Bnet × Bmemcpy
(2 + r) × Bnet + Bmemcpy
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(3.5)

where bound is the maximum network bandwidth that this redistribution algorithm could
be achieved. It shows the smaller extra overheads (Textra /T ) and memory copy overheads
(Bnet /Bmemcpy ), the higher network bandwidth could be gained towards the theoretical
network bandwidth Bnet , which makes sense: with the smaller ratio of additional overheads
(caused by index computation, memory copy and runtime), higher network bandwidth is
achieved.

3.6

Performance Results and Analysis

3.6.1

Experiments Settings

Experiments are conducted on two HPC clusters with different ratios of computational
capacity to network bandwidth: NaCL and Shaheen II.
• NaCL includes 66 compute nodes connected by InfiniBand QDR, and each node has
two 2.8 GHz Intel Xeon X5660.
• Shaheen II is a Cray XC40 system with 6,174 compute nodes; each node is equipped
with two 16-core Intel Haswell CPUs running at 2.30 GHz and 128 GB DDR4 RAM;
the interconnect is Cray Aries with Dragonfly topology.
The actual achieved bandwidth in experiments is calculated by Formula 3.3 where
i
i
maxn−1
i=0 (max(Msend , Mreceive )) is problem-dependent and T is actual execution time. This

actual bandwidth is compared with bound in Formula 3.5, and it is assumed there is no
memory constrain for data redistribution. Here are some common settings used for the
experiments.
• Communication relies on Open MPI 4.0.0 on NaCL and Cray MPICH 7.7.0 on Shaheen
II (both initialized in thread multiple mode).
• For better performance, a hybrid model (MPI + Pthreads) is deployed in PaRSEC,
i.e., one process per physical node, guaranteeing for each process the same maximum
bandwidth.
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• Bnet in Formula 3.5 is measured by the NetPIPE [123], a widely used benchmark to get
upper-bound of network bandwidth for different message sizes between two processes,
and one process is deployed on each node for fair comparison. It is worth noting that
all communications in redistribution are peer-to-peer, and that is where the cost model
in Section 3.5.2 is based. Hence, experiments are conducted in Section 3.6.2 and 3.6.3
on two processes (a.k.a., nodes in PaRSEC) to better show the effect of optimization
itself and comparison to bound because Bnet is produced between two nodes.
• Bmemcpy in Formula 3.5 utilizes the theoretical memory bandwidth, which potentially
leads to a lax bound.
• The bound is calculated by setting Textra /T = 0, because runtime overheads are hard to
quantify, especially considering the potential overlap of computations, communications
and runtime overheads [122]; so bound may be increased again by this setting.
• Weak and strong scaling are used. The number of tiles of each node is maintained for
weak scaling, while the total number of tiles is maintained for strong scaling.
• If not specified, the average over 20 runs is presented.
• To simplify settings but without losing generality, in experiments, the entire matrix is
redistributed, i.e., Ms = Mt = sizerow , Ns = Nt = sizecol , and displacements are 0; if
not specified, tiles are square, that is M Bs = N Bs and M Bt = N Bt .
• Data is stored as two dimensional matrix using the data descriptor in PaRSEC, and
all calculations and communications are performed in double-precision floating-point
arithmetic, so the message size is nb elms×8 Bytes (nb elms is the number of elements
in each SEGMENTS).

3.6.2

Incremental Effect of Runtime Optimizations

This section details the incremental effects of runtime-level-related optimizations hereinbefore. As a summary, the target of each optimization is listed here.
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• Control dependency (control dependency, Section 3.4.2.1): (1) batch limits the number
of concurrent tasks exposed to the runtime system on the sender side so that it
benefits cases with a huge amount of tiles to be redistributed; (2) the second type
is isolate segments which isolates SEGMENTS within a TG tile to receive data
to maximize parallelism on the receiver side, so that it has effects when multiple
SEGMENTS are within a TG tile.
• Dynamic communication volume (dynamic volume, Section 3.4.2.2): suits almost all
cases except those only reshuffling distributions like the most in the related work,
i.e., the whole matrix is redistributed, tile sizes of SRC and TG are the same, and
displacements are 0.
• Multiple Send Exposed Simultaneously (multiple send, Section 3.4.2.3): targets cases
with small messages that could not hide the runtime overheads Truntime .
3.6.2.1

Effect of Control Dependency

Two kinds of control dependency are proposed, and their incremental evaluations are shown
in Figure 3.6 on NaCL when redistributing between two different 2DBCDDs. Figure 3.6a
shows the effect of batch. As mentioned before, batch is especially beneficial for redistributing
a huge amount of tiles; hence, in this figure, matrix column size Ns increases while other
settings, except distributions, remain constant, i.e., Ms = Mt = 2000 and tile sizes of SRC
and TG are 100 × 100, so that the number of tiles within each batch is the same. Figure 3.6b
shows the effect of isolate segments. In this case, matrix size and SRC tile size stay the
same, i.e., matrix size of SRC and TG is 10000 × 10000 and SRC tile size M Bs = N Bs =100,
while the TG tile size M Bt = N Bt varies, so that an increasing number of SEGMENTS
exist within a TG tile.
Figure 3.6a and 3.6b show the great improvement achieved when using control dependency,
which is more significant in terms of performance and fluctuation as Ns (i.e., the number of
tiles) and M Bt (i.e., the number of SEGMENTS in a TG tile) increase when using batch
and isolate segments, respectively.
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Figure 3.6: Effect of control dependency; lower is better.
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3.6.2.2

Effect of Dynamic Communication Volume

PaRSEC can dynamically handle variable-sized data by sending only the necessary size.
During redistribution for each SEGMENTS, only the actual data is transmitted instead of
sending all the M Bs × N Bs elements associated in an SRC tile. This significantly decreases
the communication volume and thus the cost of Ttrans , as well as the memory usage on the
receiver, because the receiver buffers can now be tightly allocated with the real target tile
size. Figure 3.7 shows the performance comparison with and without dynamic volume on
NaCL and Shaheen II. To better show the effect, a large message size is chosen to minimize
the runtime overhead. Thus M Bt (N Bt ) is fixed to 400, and M Bs (N Bs ) is increased from
400 to 2000 by increments of 400. The redistribution pattern of this experiment is to convert
the tile size of a matrix from M Bs to M Bt , while keeping the data distribution constant
(2DBCDD).
Usually, the speedup of the dynamic volume for a general redistribution problem with
arbitrary displacement is

N U M ×M Bs ×N Bs
,
SIZE

where NUM is the total number of remote

SEGMENTS, and SIZE is the total size of remote SEGMENTS. In this particular setting
along with displacements being zero, the speedup achieved is about

M Bs
M Bt

×

N Bs
.
N Bt

As seen in

Figure 3.7, dynamic volume significantly improves the performance of redistribution and is
able to achieve 80% of the theoretical speedup on both systems (ratio of Experimental to
Theoretical speedups).
3.6.2.3

Effect of Multiple Send Exposed Simultaneously

In PaRSEC, multiple sends can be exposed simultaneously by enabling the computational
threads to issue direct communication for control and short data messages thereby reducing
latency and improving saturation of the network.

Figure 3.8 evaluates the effect of

multiple send when varying the number of nodes. This experiment uses strong scaling,
so that the total number of tasks remains constant for the different tests. The redistribution
pattern in this case converts the original matrix between two distributions, while keeping
the tile size constant. The multiple send optimization is designed to reduce the runtime
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overhead Truntime when sending data, especially when dealing with small data sizes. Hence,
to reproduce the case when Truntime is the dominant overhead due to small messages, I use
a small tile size for SRC and TG, i.e., 10 × 10 (message size 800 Bytes). As observed in
Figure 3.8, there is always a positive effect of multiple send, although this effect decreases
as the number of nodes increases. This happens because there is less parallelism and more
communication overhead when increasing the number of nodes for strong scaling.

3.6.3

Evaluation of Nine Categories

For a general redistribution problem, the number of possible combinations are innumerable,
making it impossible to test them all; however, any scenario can be classified into one of the
nine categories shown in Figure 3.3. In this section, these nine categories are evaluated—
which could literally cover all redistribution problems. Figure 3.9 shows the performance of
these nine categories on NaCL by reporting performance along with fluctuations and ratio
to bound at different message sizes. In this experiment, the source tiles are square, i.e.,
M Bs = N Bs , and the target tile sizes vary by
• M Bt = M Bs ∗ (cid/3 + 1),
• N Bt = N Bs ∗ (cid%3 + 1),
where the category ID cid, 0 − 8, represents the nine categories in Figure 3.3 (0)-(8),
respectively. M Bs varies from 10 (800 Bytes) to 400 (1,280,000 Bytes). Ds and Dt are
two different kinds of 2DBCDDs. In Figure 3.9, performance improves as message size
increases, and so does the achieved ratio to bound in most cases, which makes sense because
for small message size,
• Tstartup is the dominant overhead;
• overheads of runtime system matters (Textra /T = 0 when calculating bound), since the
smaller the message size, the smaller the possibility for the runtime to hide its own
overheads [122];
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Figure 3.9: Performance of the nine redistribution categories on NaCL. Left shows the
bandwidth, and the corresponding ratio to bound is depicted on the right.
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• Bmemcpy is set to the theoretical memory bandwidth, which may not be reached by
small message size without cache reuse.
As the message size increases, it could achieve more than 80% efficiency of the theoretical
bound for large message sizes.

3.6.4

Scatter and Gather Patterns

To provide a comprehensible evaluation of different redistribution patterns, two extreme
cases, scatter and gather, are evaluated, where all data starts or ends on a single process.
Scatter and gather are two collective communication patterns useful in many parallel
algorithms, such as parallel sorting and searching, and are provided in MPI via MPI Scatter
and MPI Gather. Scatter involves a designated root process equally distributing different
chunks of data among all processes in a communicator. Gather is the inverse operation,
taking elements from all processes and gathering them into a single process. It is worth
noting that these two collective patterns consist of point-to-point communication in this
redistribution implementation in PaRSEC.
The scatter and gather patterns described in this section are not exactly the same as their
definitions in MPI, but similar. Instead of having a designated root, in this experiment, each
process act as the root to distribute data onto other processes. Figure 3.10 describes scatter
and gather patterns deployed on four processes (a.k.a., nodes in PaRSEC). There is only one
tile on each process on the SRC of the scatter pattern and on the TG of the gather pattern.
With scatter, the Ds is a 1DBCDD: 1 × num nodes, and Dt follows normal 2DBCDD, and
vice versa for gather. The other settings of the experiment are:
• M Bs is a multiple of M Bt in scatter pattern and M Bt a multiple of M Bs in gather
pattern to ensure message size through the network is constant to get the actual bound;
• M Bt (N Bt ) for scatter and M Bs (N Bs ) for gather vary from 10 to 400 (message size
from 800 to 1,280,000 Bytes).
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Figure 3.10: Left, scatter pattern; right, gather pattern. The process ID is shown in figures;
for scatter (or gather), one tile per process in SRC (or TG).
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Figure 3.11 shows the performance of the redistribution implementation in PaRSEC
for the scatter and gather pattern using weak and strong scaling. Theoretically, the actual
bandwidth is the same on different numbers of nodes for messages of specific sizes, ignoring all
additional overheads resulting from network fluctuations, communication injections, runtime
manipulations, etc. In practice, the performance presents slight variations on different
numbers of nodes, as shown in Figure 3.11, but it loosely follows NetPIPE/bound trend
for both scatter and gather.
When the message size is small, the maximal ratio (actual bandwidth over bound/NetPIPE) is low, around 80% for scatter and 60% for gather, because of Textra /T and Bmemcpy
as analyzed in Section 3.6.3. It is interesting to note that the ratio could go over 100%
at medium message sizes. NetPIPE may not reach the maximum point-to-point network
bandwidth with one process per node with such message sizes; however, multiple send in
PaRSEC allows multiple concurrent communications to saturate the network, practically
increasing messages transferred simultaneously.

Another possible reason may be the

optimized eager protocol in PaRSEC.
As the message size increases further, the portion of runtime overheads decreases.
Therefore, for big message sizes such as 1M Bytes, our redistribution implementation could
achieve about 90% of NetPIPE and bound. Performance of the gather is a little worse
than that of the scatter. This is explained by the fact that there is only one communication
thread on the receiver side to manage and receive data in PaRSEC, and control dependencies
between Receive and Finish tasks exist in the gather but not in the scatter.

3.6.5

Performance on Randomly Distributed Matrices

Random distribution is an extreme case for irregular distributions as shown in Section 3.4.1,
and such a feature differentiates PaRSEC from other task-based runtimes. Maintaining
a high efficiency on such data distributions is a desirable capability, providing ground for
better performance for low-rank and sparse algorithms. Figure 3.12 depicts performances of
redistribution between two random distributions (seed 2873 and 3872) and compares them
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Figure 3.11: Scatter and gather pattern on NaCL. For each figure, upper is actual bandwidth;
while maximum ratio to NetPIPE and bound about different message sizes is shown below.
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to redistribution between two regular 2DBCDD distributions, by showing actual bandwidth
(left y-axis, solid line) and speedup of ”2DBCDD” to ”random distribution” (right y-axis,
dashed line). The performance of random distribution is worse than 2DBCDD mainly
because of (1) the more optimized 2DBCDD than random distribution where each process in
2DBCDD only cares about its own data without retrieving the global structure; (2) the more
optimized batch parameter for 2DBCDD as mentioned in Section 3.4.2.1. It is noteworthy
to explain the bell shape of the speedup of ”2DBCDD” to ”random distribution”. When the
message size is small, Tstartup and Truntime /T dominate (see Section 3.5.1); as the message
size increase, the overheads caused by random distribution compared to 2DBCDD may be
critical; however, when the message size continues to grow, Ttrans becomes significant, and
performances of 2DBCDD and random distribution are similar.

3.6.6

Comparison to ScaLAPACK

ScaLAPACK is a high-performance library for linear algebra routines. ScaLAPACK’s data
format is inherited from LAPACK [15], but it targets parallel distributed memory machines
instead. It should be noted that HPF is not maintained anymore and is out-of-date, and that
is also the case of all research on redistribution mentioned in the related work for HPF. In the
scope of this implementation in PaRSEC, targeting dense matrices, the only implementation
of redistribution that is still actively developed and widely used is ScaLAPACK. It also should
be noted that ScaLAPACK only supports redistribution between regular, block-cyclic data
distributions, so this evaluation restricts the scope to such data distributions. As mentioned
in the related work, all previous research (1) focused on the regular distributions BCDD; (2)
tried to address load imbalance caused by the data distribution but ignored the impact of
the data size.Therefore, in this section, this implementation in PaRSEC is only compared to
redistribution routines in ScaLAPACK on regular data distributions BCDD.
Figure 3.13 shows a weak-scaling experiment for the gather pattern on NaCL, therefore,
using the same matrix size per node for all number of nodes, to maintain a similar
runtime overhead on each node. Figure 3.13a presents ScaLAPACK execution time for
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the redistribution process, while Figure 3.13b the speedup of this implementation compared
to ScaLAPACK. These results show ScaLAPACK behaves better for small message sizes,
especially with a larger number of nodes. This happens because Truntime exists in taskbased runtime systems like PaRSEC, while it is not present on ScaLAPACK. The actual
execution time is very small (Figure 3.13b), so Truntime becomes increasingly dominant in
the weak scaling experiment. In fact, small task granularity is not the most suitable setup
for task-based runtime systems [122]. However, as the message size grows, the redistribution
implementation in PaRSEC introduces a positive speedup that is almost constant for the
different number of nodes (there is an unknown issue for ScaLAPACK on 64 nodes).

3.6.7

Evaluation in Applications

3.6.7.1

Redistribution Effect on Cholesky and QR Factorization

Cholesky and QR factorizations are two widely used algorithms to solve linear systems of
equations (Ax = B). Tiled dense Cholesky and QR factorization from DPLASMA and TLR
Cholesky from HiCMA-PaRSEC [39], both using the PaRSEC runtime system, are used
to evaluate the benefits and overheads of redistribution with the assumption that enough
memory is available to perform it. I evaluate cases where the data generator provides a
distribution that is not optimal and would result in an inefficient execution, while the
redistribution of the data can result in a more efficient execution. The following figures
present the effects of redistribution on two different setups, converting data distribution and
tile size. These optimizations may be combined in practice [39, 40].
Figure 3.14a and Figure 3.15a showcase the effect of data distribution maintaining the
tile size (M Bs = M Bt = 320). Running the algorithm directly using the source matrix, a
1DBCDD with Ds : (P, Q) = (1, 64), does not expose enough parallelism, and thus exhibits
poor performance. On the other hand, a much more suitable distribution for this case,
known theoretically but also highlighted in the figures, corresponds to 2DBCDD with Dt :
(P, Q) = (8, 8). Redistributing from Ds to Dt , tagged as “REDISTRIBUTION” on the
graphs, redistributes from Ds to Dt , executes the QR/Cholesky factorization, and then
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Figure 3.14: QR factorization on Shaheen II (64 nodes).
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redistributes the result matrix back to Ds , such that the entire redistribution is transparent
to the caller. On the other hand, Figure 3.14b and Figure 3.15b illustrate redistribution
when varying the tile size. In this case, the data distribution is fixed to 2DBCDD. The
source matrix uses M Bs = 1280, which is suboptimal especially for small matrices as it
reduces the parallelism and hinders performance. Similar to above, the experiment tagged as
“REDISTRIBUTION” redistributes the matrix from M Bs to more appropriate M Bt = 320
when matrix size is small, executes the QR/Cholesky factorization, and redistributes matrix
back to M Bs . For both algorithms, QR or Cholesky factorization, the “REDISTRIBUTION”
can automatically convert the matrix into a more suitable data distribution or tile size, with
little overheads (less than 10% in most cases), which allows the execution to unfold to be
the most favorable setup on the platform and introduces relevant speedups (up to 3.42X).
TLR Cholesky factorization proposed in HiCMA-PaRSEC [38] contains dense tiles near
the diagonal, i.e., within scope of the band size. Hence, redistribution is a very appropriate
mechanism to address the load imbalance issue caused by the discrepancy of dense and lowrank tiles in TLR Cholesky factorization, redistributing these dense tiles to a more balanced
workload. Figure 3.16 depicts a similar experiment using TLR Cholesky factorization where
both distribution [39, 38] and tile size [40] are critical. Figure 3.16a shows the impact of
the data distribution while maintaining the tile size, where the Ds is 2DBCDD and Dt is
less regular, a 2DBCDD distribution with a band of tiles around the diagonal in a 1DBCDD
distribution (”band distribution”, the benefits for such a distribution are analyzed in [40]).
A kind of modified ”weak scaling” in terms of memory constrain is deployed on 16, 64,
128 and 256 nodes Shaheen II for st-3D-sqexp [39] with matrix size up to 5.4M × 5.4M .
On the other hand, Figure 3.16b depicts the impact of tile size changes (M Bs varies while
M Bt = 5400) while maintaining a similar data distribution (”band distribution”) for a
matrix of 2.16M × 2.16M elements on 16 nodes Shaheen II for syn-2D [39]. From these
two figures, the overheads of data redistribution (the execution time of only calling data
redistribution, i.e., Redistribute-PaRSEC) are small compared to the benefits introduced
(the execution time of ”Ds − Dt ” in Figure 3.16 (a) and ”M Bs − M Bt ” in Figure 3.16 (b)).
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In all the testbed settings, the benefits of the redistribution are positive and introduce an
improvement of several orders of magnitude in most cases. The only exception is M Bs = 6000
in Figure 3.16b, where the benefits are reduced because M Bs is close to M Bt .
3.6.7.2

ScaLAPACK Format over DPLASMA with Redistribution

The benefits on applications of this new redistribution feature in PaRSEC are not limited
to the flexibility for re-mapping of data items onto processors and varying the tile size or
the submatrix displacements. This extension also enables the conversion between different
matrice’s memory layouts or storage formats.
In recent works, a ScaLAPACK-like interface was implemented on DPLASMA to enable
its usage by applications using ScaLAPACK [21]. These extensions are presented as an
independent library that contains a wrapped version of the ScaLAPACK API and hides the
PaRSEC API, while it constructs the structures necessary for the operation with matrices
represented on ScaLAPACK memory layout. As mention earlier, ScaLAPACK’s data format
is inherited from LAPACK [15] in which the entire local matrix is stored in column-major
order. On the other hand, in DPLASMA, which is inherited from PLASMA [35], each
tile of the matrix is contiguously stored in memory in column-major order. Figure 3.17
illustrates the differences between the two memory layouts. Although the wrappers enable
the operation of the algorithms using the input data representation (i.e., ScaLAPACK
layout), there exist situations in which DPLASMA blocking algorithms cannot be run
directly. Some ScaLAPACK kernels (e.g., GEMM, TRSM) can operate on submatrices nonuniformly aligned or with different block sizes, therefore, preventing the use of DPLASMA
blocking algorithms that rely on compatible blocking factors across the inputs matrices.
Therefore, performing a redistribution of the data becomes key for the support of those
ScaLAPACK kernels. Furthermore, redistributing the data can also improve performance,
as the data distribution can be adjusted to achieve better exploitation of the available
hardware resources. In this scenario, the DPLASMA wrapper first redistributes the input
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Figure 3.17: ScaLAPACK vs DPLASMA memory layout for a matrix with four local tiles.
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matrices on ScaLAPACK format to DPLASMA memory layout, runs DPLASMA kernels,
and redistributes output matrices back to ScaLAPACK format.
Figure 3.18 showcases the effect of data redistribution on DPLASMA format over
ScaLAPACK format for two widely used linear algebra algorithms, dense Cholesky
factorization and dense GEMM. For these experiments of Cholesky/GEMM, the data
distribution is fixed to 2DBCDD. Different scenarios related to the tile/block size of
ScaLAPACK format and DPLASMA format are measured:
• Figure 3.18a and 3.18b, where the tile size is the same (i.e., 960) for DPLASMA and
ScaLAPACK formats;
• Figure 3.18c and 3.18d, where the tile size of ScaLAPACK format (i.e., 960) is larger
than that of DPLASMA format (i.e., 400);
• Figure 3.18e and 3.18f, where the tile size of ScaLAPACK format (i.e., 400) is smaller
than that of DPLASMA format (i.e., 960).
The graphs report the performance using the native ScaLAPACK library, the native
DPLASMA algorithm, and ScaLAPACK over DPLASMA version (tagged as “REDISTRIBUTION”, redistributes from ScaLAPACK format to DPLASMA format, executes
the corresponding DPLASMA kernel, and redistributes back from DPLASMA format to
ScaLAPACK format).

For all experiments of both algorithms, the ScaLAPACK over

DPLASMA version, when taking advantage of the redistribution to automatically convert
the matrix format, introduce a speedup up to 4.25X with respect to the native ScaLAPACK
with as little overhead as 1% over the native DPLASMA. This allows the execution to
unfold to the most favorable setup on the platform and introduces important performance
benefits. There is very little overhead when the block/tile size is the same in ScaLAPACK
and DPLASMA format, because in this case no communication exists, and only local memory
copy are needed to redistribute.

69

60

50

50
Performance (Tflop/s)

Performance (Tflop/s)

60

40

40

30

30

20
10

20

DPLASMA
REDISTRIBUTION
ScaLAPACK

DPLASMA
REDISTRIBUTION
ScaLAPACK

10

0
2.5
2.17
Speedup
Overhead
1.91
2.0 2.0
1.54 1.67 1.57
1.5
1.33 1.46 1.42 1.27 1.33 1.3 1.17
1.0
0.5
0.02 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.0 60
80 100 120 140 160 180 200 220 240 260 280 300
Matrix Size (K)

Ratio

Ratio

0
5
Speedup
Overhead
4
2.89 2.78 2.79 2.82 2.77 2.63 2.6 2.6
2.77
3
2.51 2.53
2.12 2.47
2
1
0.02 0.03 0.03 0.02 0.03 0.02 0.02 0.02 0.02 0.01 0.02 0.01 0.01
0 60
80 100 120 140 160 180 200 220 240 260 280 300
Matrix Size (K)

(b) GEMM; 960 → 960.

(a) Cholesky; 960 → 960.
60

50

50
Performance (Tflop/s)

Performance (Tflop/s)

60

40

40

30

30

20
10

20

DPLASMA
REDISTRIBUTION
ScaLAPACK

DPLASMA
REDISTRIBUTION
ScaLAPACK

10

0
2.5
Speedup
Overhead
2.0 1.68 1.98 1.78
1.53
1.44
1.35
1.5
1.2 1.35 1.3 1.16 1.23 1.19 1.08
1.0
0.5
0.11 0.09 0.07 0.06 0.05 0.04 0.03 0.03 0.03 0.03 0.02 0.02 0.02
0.0 60 80 100 120 140 160 180 200 220 240 260
280 300
Matrix Size (K)

Ratio

Ratio

0
5
4.25
Speedup
Overhead
3.73
4
3.32 3.25 2.99
2.89
2.8 2.66 2.55 2.51 2.46
3
2.39 2.33
2
1
0.22 0.19 0.15 0.13 0.12 0.11 0.09 0.09 0.08 0.07 0.07 0.06 0.06
0 60 80 100 120 140 160 180 200 220 240 260 280 300
Matrix Size (K)

(d) GEMM; 960 → 400.

(c) Cholesky; 960 → 400.
50

50
Performance (Tflop/s)

60

Performance (Tflop/s)

60

40

40

30

30

20
10

20

DPLASMA
REDISTRIBUTION
ScaLAPACK

DPLASMA
REDISTRIBUTION
ScaLAPACK

10

0
5
Speedup
Overhead
4
2.76 2.7 2.67 2.77 2.6 2.48 2.51 2.46 2.46 2.42
3
2.66
2.38
2 1.39
1
0.1 0.11 0.11 0.1 0.09 0.09 0.08 0.08 0.08 0.07 0.06 0.06 0.05
0 60 80 100 120 140 160 180 200 220 240 260 280 300
Matrix Size (K)

0
3
Ratio

Ratio

2

2.47

2.03 1.83 1.85

Speedup
1.74 1.66 1.62

Overhead

1.51 1.49 1.47 1.42 1.39 1.37

1
0

(e) Cholesky; 400 → 960.

0.12 0.08 0.06 0.06 0.05 0.04 0.04 0.03 0.03 0.03 0.02 0.02 0.02
60 80 100 120 140 160 180 200 220 240 260 280 300
Matrix Size (K)

(f) GEMM; 400 → 960.

Figure 3.18: Effect of redistribution to enable running ScaLAPACK over DPLASMA on 64
nodes Shaheen II; a → b with a tile size of ScaLAPACK format and b tile size of DPLASMA
format.
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All in all, these results show that domain scientists do not have to stick anymore with
predefined data distributions that impact the data generation potential, but instead, for a
reasonable overhead, can allow a mismatch between data generators and users.
3.6.7.3

Other Applications

The data redistribution algorithm proposed in this dissertation could also be adopted in
other applications, but it is out of this dissertation’s scope. Here I briefly list other potential
utilizations.
• Distributed AMR. AMR is a method in numerical analysis to adapt the accuracy
of a solution within certain sensitive or turbulent regions of simulation, performed
dynamically during the time the solution is being calculated, and it is applied in many
scientific domains [139]. The redistribution algorithm proposed in this dissertation
and AMR could be seamlessly connected, as domains that need to be refined in AMR
could be redistributed for load balancing purposes. In addition, for its implementation
in a task-based runtime system, multiple domains could be refined (redistributed)
simultaneously, and PaRSEC supports this functionality as task pool topology.
• Distributed Matrix Transpose. Matrix Transpose is a linear algebra operator
to flip a matrix over its diagonal. Research about matrix transpose on distributed
memory usually depended on the assumption of 2DBCDD [47], which is not always
true especially targeting complicated algorithms in sparse linear algebra, e.g., TLR
Cholesky mentioned above. The data redistribution proposed in this dissertation is
not limited by a predefined data distribution, therefore it could be an alternative to
solve matrix transpose problems, because matrix transpose in its nature is a data
redistribution problem. Besides, a more complicated case, i.e., submatrix transpose,
could also be tackled by this data redistribution algorithm.
• Distributed Irregular GEMM. GEMM (C = α × A × B + β × C) is one of the
most used BLAS routines and contributes the most performance for algorithms like
71

Cholesky and QR factorization. In GEMM, the square matrix usually achieves higher
performance than the non-square matrix because of the minimum amount of data to
load [73]. Hence, in addition to the data format demonstrated in Section 3.6.7.2, the
data redistribution algorithm in this section could benefit two irregular GEMM, i.e.,
(1) GEMM with irregular tile size as in [72] and (2) GEMM of submatrix multiply,
as well as the combinations of these two cases. Utilizing data redistribution, tiles of
A, B, and C could automatically be converted to square tiles on the fly, so that little
additional cost will be posted on the original GEMM algorithm.
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Chapter 4
Mixed Precision Towards Geospatial
Modeling
4.1

Powering ExaGeoStat with PaRSEC

ExaGeoStat [2] is a computational software for geostatistical and environmental applications,
which has three main components, namely, the synthetic data generator, the modeling
tool, and the predictor.

It provides a generic tool for generating a reference set of

synthetic measurements and locations, which generates test cases of prescribed size for
standardizing comparisons with other methods. This tool facilitates the assessment of the
quality of any proposed approximation method with a wide range of datasets with different
features. ExaGeoStat performs modeling based on the MLE approach (see Eq. 2.1) and
depends on various software libraries to provide a unified framework that is able to run
on different parallel hardware architectures. The overall MLE optimization is performed
using the NLOPT optimization library [83] which aims at maximizing the likelihood
estimation function by using different sets of the statistical model parameters based on
the given covariance function. Furthermore, to perform the underlying linear algebra matrix
operations, ExaGeoStat relies on the state-of-the-art numerical libraries Chameleon [43]
(for dense operator [2]) and HiCMA [75] (for data-sparse operator [3]). Both libraries rely
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on task-based programming models that enable fine-grained asynchronous computations
by splitting the matrix operator into tiles. The numerical algorithm is translated into
a DAG, where the nodes represent tasks and the edges define data dependencies. The
dynamic runtime system deploys the tasks across different hardware resources, while ensuring
the integrity of data dependencies. The runtime might orchestrate task scheduling and
overlap communication with computations to reduce load imbalance, while maintaining high
occupancy. Last but not least, the ExaGeoStat predictor tool aims at predicting a set
of unknown measurements at new spatial locations using the parameters (i.e., θb vector)
estimated during the modeling phase, as explained in Section 2.3.1. In the literature, the
prediction quality with the mean squared prediction error (MSPE) is assessed, which can
P
2
b
be computed as: MSPE = m1 m
l=1 kZ(s0,l ) − Z(s0,l )k , where s0,1 , s0,2 , . . . , s0,m are the m
prediction locations.
In this dissertation, ExaGeoStat-PaRSEC is proposed, which leverages PaRSEC runtime
system within ExaGeoStat to perform operations beyond what a traditional runtime system
does. In particular, the mixed two-precision arithmetic approach [4] initially based on
StarPU is extended to PaRSEC instead with mixed three-precision computations. This
represents much more than a simple swap between runtimes. The precision conversion
becomes now a runtime decision made by PaRSEC as opposed to a user decision with StarPU
in [4]. This permits to provide on-demand casting of precisions, while orchestrating tasks
and data movement on distributed-memory environment systems equipped with multiple
GPU hardware accelerators. PaRSEC is now empowered by not only task scheduling and
data motion but also converting data precision at runtime to match the task operand
datatypes. I integrate this novel high productive programming model based on PaRSEC
into ExaGeoStat [2] and assess their synergism on large-scale environmental applications
using massively parallel homogeneous and heterogeneous systems.

74

4.2

Multi-Precision Cholesky Factorization for MLE

A mixed-precision approach for the Cholesky factorization is designed targeting the MLE
climate modeling and prediction, and tile-centric precision arithmetic is applied by exploiting
the data sparsity structure of the covariance matrix Σ(θ). The correlations between nearby
geospatial locations are strong and usually reside around the matrix diagonal, thanks to
Morton ordering [107]. As it moves away from the main diagonal, the correlations between
remote geospatial locations weaken, and this is captured in the computation by relying on
a band strategy to appropriately select the precision of the tiles Cij based on their row and
column coordinates (i, j) in the global matrix, with i ≥ j considering the lower triangular
part of the symmetric matrix. This approach is generic and accommodates for as many
precisions as necessary, but for the sake of simplicity a three-precision approach is used
in the rest of this section. The tiles are tagged accordingly with DP, SP, and even HP
precision arithmetic for i ∼ j, i > j, and i  j, respectively. More precisely, band size dp
and band size sp (the number of bands/sub-diagonals) are introduced to control the tile
precision located in the DP and SP band regions. The remaining tiles are located in the HP
band region. The standard 2DBCDD is deployed to describe how the matrix tiles are shared
among a grid of processors in a distributed-memory environment.
Figure 4.1a shows the tile-centric precision format for data storage in the proposed threeprecision approach. Since HP is currently only supported for the GEMM operation (i.e.,
HGEMM), The data in the parts corresponding to HP, in other terms below the band size sp
(e.g., parts with green contour in Figure 4.1a), is generated in SP. This is still an advantage in
terms of memory footprint compared to the traditional mixed-precision iterative refinement
(IR) methods [42, 69]. Due to the tile storage, this approach is not required to maintain
multiple copies of the original matrix with different precisions like IR methods do. There
is only a single copy of the matrix containing a collection of tiles with various precisions.
The data-flow of the mixed-precision Cholesky is the same as the regular single-precision
Cholesky except that now it also encapsulates the datatype information for each operand
of the computational tasks. Figure 4.1b depicts the representative data-flow during the
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2

2

(b) Data flow.

(a) Data storage.

Figure 4.1: Mixed-precision Cholesky: (a) data storage and (b) data flow, and both with
band size dp = 2 and band size sp = 2 of a matrix with 9 × 9 tiles. Colors for tiles/arrows
represent different precisions: DP in red; SP in blue; HP in green. In (b), data-flow for the
1st panel factorization with different shapes/kernels: triangle / POTRF, square / GEMM,
pentagon / TRSM, and circle / SYRK.
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first Panel Factorization (PF) that engenders communications (red and blue arrows). There
are two possible modes of operations as far as the handling of the precision conversions is
concerned. The sender-based approach first converts the data tile locally to the required
precisions for all its dependents before sending it. The receiver-based approach receives the
remote data tile in its original precision before locally converting it to the required precision.
Although the sender-based approach sends the data tile in the right precision required at
the destination, it may end up sending several copies of the same data tile with different
precisions to the same processor due to the 2DBCDD. On the other hand, the receiver-based
approach may receive the data tile at a different precision from what is needed for the local
task and needs a type conversion. However, there is only a single copy of the remote data
tile with its original precision, leading to a reduction in network traffic. The receiver-based
approach is the one that is adopted throughout this section.

Algorithm 3: Mixed-Precision Cholesky.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22

for k = 0 to N T − 1 /∗ Panel Factorization (PF) ∗/
DPOTRF (Ckk )
for m = k + 1 to N T − 1
if m − k < band size dp
DTRSM (Ckk , Cmk )
end
else
∗S
STRSM (Ckk
, Cmk )
end
for m = k + 1 to N T − 1
∗D
DSYRK (Cmk
, Cmm )
for m = k + 2 to N T − 1 /∗ Trailing Submatrix Update ∗/
for n = k + 1 to m − 1
if m − n < band size dp
∗D
∗D
DGEMM (Cmk
, Cnk
, Cmn )
end
else if m − n < band size dp + band size sp
∗S
SGEMM (Cmk , Cnk
, Cmn )
end
else
∗H
∗H
∗H
HGEMM (Cmk
, Cnk
, Cmn
)
end
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Algorithm 3 details the new mixed-precision Cholesky factorization for lower triangular
matrices composed by N T × N T tiles using DP, SP and HP. The resulting pseudo-code
structure is quite similar to the regular Cholesky factorization using one precision with the
usual computational phases, i.e., the PF and the update of the trailing submatrix. The
naming conventions for the numerical kernels follow the concatenation of “precision” and
“kernel”, where “precision” can be D (DP), S (SP) or H (HP) and “kernel” represents
POTRF, TRSM, SYRK or GEMM. Moreover, the operands of the tasks with superscripts
(i.e., *D, *S, or *H) indicate that once received, they may (or may not in case of the source
and target precisions of the data tile are the same) need to be eventually converted from
their current precision to the required precision of the kernels. Figure 4.2 demonstrates
Algorithm 3 by unrolling the entire algorithm of the mixed-precision Cholesky factorization
with 6 × 6 tiles, band size dp = 2, and band size sp = 1.

At the beginning of the

factorization, numerical kernels with all three precisions, i.e., DP, SP and HP, operate
at the same time. The tasks operating on the tiles with yellow boundaries are launched
sequentially since they belong to the critical path of the DAG for that PF. These tasks need
to be overlapped with sufficient task parallelism coming from the updates of the trailing
submatrix (see Algorithm 3) in order to reduce idle time. As the factorization proceeds,
tasks in HP disappear, and only tasks in DP/ SP continue to operate, starting from the 3rd
PF. As it reaches the end of the factorization in the 5th PF, we observe only DP tasks. This
mixture of three precisions for the Cholesky factorization necessitates runtime decisions to
provide on-demand casting of precision. The support for multiple precisions inherently brings
load imbalance to an algorithm that may be otherwise regular. These load imbalance issues
require novel runtime features and optimizations to maximize performance while ensuring
high user-productivity.

4.3

PaRSEC Runtime Optimizations

The support of multiple precisions is embedded into PaRSEC by incorporating the datatype
information of the task operands into the data-flow. To my knowledge, this is the first time
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Figure 4.2: Mixed-precision Cholesky factorization with 6 × 6 tiles, band size dp = 2, and
band size sp = 1. White tiles represent the completed task. Other colors represent different
precisions for each tile: DP in red, SP in blue, and HP in green. Different shapes indicate
different kernels: triangle POTRF, square GEMM, pentagon TRSM, and circle SYRK.
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a runtime system provides a precision-agnostic mechanism to seamlessly handle workloads
with variable precisions. This comes at the cost of introducing load imbalance in terms
of computations and communications. But this performance bottleneck falls back into the
original duty of dynamic runtime systems.
Load Imbalance. Although the total number of operations is the same for each precision
variant, performing HP computations is usually twice faster than SP, which is in turn usually
twice faster than DP. With the recent advances in hardware compute capabilities (e.g.,
NVIDIA Tensor Cores), these performance speedups increase disproportionally for lower
precision computations, especially for the GEMM kernels that represent the most critical
tasks for the Cholesky factorization. Moreover, communications get also impacted by load
imbalance. The mixed-precision Cholesky factorization may necessitate data movement
involving tiles with various precisions, as highlighted in Figure 4.1b with the red/blue arrows.
To mitigate the load imbalance issue, we design and implement two optimizations to guide
PaRSEC at runtime.

4.3.1

Lookahead Strategy.

A versatile lookahead strategy is applied, which permits to hide tasks located in the
critical path of every panel factorization with concurrent tasks (i.e., updates of the trailing
submatrix), as explained in Section 4.2. This is a standard strategy used in linear algebra
libraries [55, 6, 39] to hide communication and limit idle time. This strategy is further
extended to mitigate the overhead of load imbalance in the context of mixed-precision
workloads. The main idea consists in giving a higher scheduling priority to tasks that
belong to the critical path than tasks that reside outside of the critical path. In fact, tasks
that permit to directly unlock data dependencies of those executed in the critical path are
also promoted with a higher scheduling priority. The depth of the lookahead is defined
as a tunable parameter that dynamically changes based on the structure of the mixedprecision matrix. This strategy is implemented within PaRSEC by utilizing the concept of
control dependency between tasks. These additional control dependencies guide the task
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execution order and infer the proper priorities by adding empty dependencies (without extra
communication). In particular, control dependencies are applied in the panel factorization k
in Algorithm 3 between the top DGEMM (m = k + 2 and n = k + 1, the utmost important
task to release the DTRSM in the critical path of the next panel factorization) and xTRSMs
with m − k > lookahead in the same panel factorization. In this way, tasks with the lower
precision that are far away from the critical path will be delayed, prioritizing the critical
path, expediting the discovery of the next panel factorization and eventually accelerating
the whole Cholesky factorization. Figure 4.3a presents a lookahead set to three, which
prioritizes upcoming tasks of the critical path within the next three panels (i.e., the cyan
boundary tiles in Figure 4.3a) over the non-critical tasks (i.e., the magenta boundary tiles
in Figure 4.3a released by the red arrows data dependencies) that would otherwise delay
progress in computations. Meanwhile, tasks operating on these cyan boundary tiles could
be executed simultaneously, not starving the hardware resources.

4.3.2

Nested Block Cyclic Data Distributions.

Porting the ExaGeoStat-PaRSEC as well as mixed-precision Cholesky proposed here is
implemented with complete GPU support, i.e., distributed multi-GPUs, making it more
prominent than most of those about mixed-precision in the related works [4, 102, 34, 141, 69].
PaRSEC automatically handles asynchronous data transfers between hosts and devices to
overlap data movement with computations, and also provides data locality scheduling policies
to reduce communications and improve load balancing. However, when extending to GPU
hardware accelerators in the context of the mixed-precision Cholesky factorization, load
imbalance becomes so severe that lookahead and existing GPU-related optimizations may
not be sufficient to mitigate the overheads. This load imbalance is indeed more exacerbated
on GPU-based platforms than on homogeneous CPU systems. This is because GPUs, e.g.,
NVIDIA V100, provide customized hardware for performing much faster GEMM in HP
than SP/DP. Currently, the proposed mixed-precision Cholesky factorization relies on the
standard 2DBCDD to distribute the whole tiled matrix not only among MPI processes but
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Figure 4.3: Runtime optimizations of a matrix with 9 × 9 tiles. Colors for tiles/arrows
represent different precisions: DP in red, SP in blue, and HP in green. Different shapes
represent different kernels: triangle POTRF, square GEMM, pentagon TRSM, and circle
SYRK. (a) band size dp = 4 and band size sp = 1; (b) band size dp = 2, band size sp = 2,
with process grid P × Q = 2 × 2, the number of GPUs per MPI parent process g = 4, and
GPU ID (0, 1, 2, 3) annotates each tile.
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also among all the GPUs dedicated to each parent MPI process. The non-critical tasks in
the mixed-precision Cholesky factorization (mostly HGEMM tasks) are expedited and do
not slowdown the execution anymore, thanks to the high GPU computational power and
the lookahead optimization. The performance bottleneck appears then in the tasks of the
critical path that are not evenly distributed among GPUs within the parent MPI process.
Figure 4.3b showcases this load imbalance with a matrix of 9 × 9 tiles, band size dp = 2,
band size sp = 2, and using a 2DBCDD with an MPI process grid P × Q = 2 × 2. This
example sets the number of GPUs per process g = 4 and annotates each tile with GPU ID (0,
1, 2, 3) following also the traditional 2DBCDD. The figure reveals how only a single GPU out
of four (i.e., GPU ID 3) executes the tasks (i.e., yellow boundary tiles) allocated to their MPI
parent process. Therefore, a two-level 2DBCDD (MPI and GPU) backfires, and considering
the performance discrepancy between multiple precision tasks observed when running on
GPUs, it requires a new nested level of data distribution to maintain high occupancy on the
devices. Figure 4.3c demonstrates a new nested two-level data distribution using 2DBCDD
for the MPI processes and 1DBCDD among the GPUs belonging to each MPI parent process.
This nested 2DBCDD-1DBCDD now provides proper load balancing for tiles located in
the critical path, operating in DP and SP on GPUs. For instance, most of GPUs of the
parent MPI process ID #3 (located at the right bottom of a 2 × 2 process grid) are now
busy operating in DP and SP, as highlighted with the yellow boundary tiles. The nested
2DBCDD-1DBCD contributes toward load balancing, while increasing the GPU hardware
occupancy with tasks executed in the critical path.

4.4

Performance Results and Analysis

ExaGeoStat-PaRSEC is evaluated on three HPC clusters with various kinds of architectures
to demonstrate its effectiveness.
• Shaheen II at KAUST: an Intel-based Cray XC40 system with 6, 174 compute nodes,
each of which has two 16-core Intel Haswell CPUs at 2.30 GHz and 128 GB of memory.
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• HAWK at HLRS: an AMD-based system with 5, 632 compute nodes, each of which has
two 64-core AMD EPYC 7742 CPUs at 2.25 GHz and 256 GB of main memory.
• Summit at ORNL: an IBM-based system with 4, 356 compute nodes, each of which has
two 22-core Power9 CPUs at 3.07 GHz and 256 GB of main memory, and each CPU is
deployed with three NVIDIA Tesla V100 GPUs.
The term “‘a’D:‘b’S:‘c’H” is utilized to represent the percentage of different precision formats
per band regions, where a = band size dp/N T ∗ 100 (N T is the number of tiles in a
dimension), b = band size sp/N T ∗ 100, and a + b + c = 100. For BLAS and LAPACK, the
vendor optimized libraries for each HPC cluster is linked, i.e., Intel Math Kernel Library
(MKL) on Shaheen II, AMD Optimizing CPU Libraries (AOCL) on HAWK, and IBM
Engineering and Scientific Subroutine Library (ESSL) along with Compute Unified Device
Architecture (CUDA) on Summit. The matrix is distributed by 2DBCDD with a process
grid P × Q (as square as possible) where P ≤ Q.

4.4.1

Application Settings

In this study, the powered exponential covariance function [120] is interested to model the
geospatial data, an alternative to the general Matérn covariance function. The powered
exponential covariance function is defined as:

C(r; θ) = θ0 exp


−rθ2
,
θ1

(4.1)

where r = ks−s0 k is the distance between two spatial locations s and s0 , and θ = (θ0 , θ1 , θ2 )> .
Here θ0 > 0 is the variance, θ1 > 0 is a spatial range parameter that measures how quickly
the correlation of the field decays with distance, and θ2 > 0 controls the smoothness of the
random field, with larger values of θ2 corresponding to smoother fields.
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4.4.2

Correctness Evaluation

Synthetic datasets are a common way to validate the effectiveness of statistical modeling and
prediction before applying them to real datasets. Herein, Monte Carlo simulations are used
to show the impact of changing the precision of the covariance matrix using the proposed
three-precision approach. In addition, two real datasets from two different regions of the
world are considered, i.e., a soil moisture dataset from Mississippi River basin (USA) and a
wind speed dataset from the Middle-East. On both synthetic and real datasets, correctness
of ExaGeoStat-PaRSEC is measured with different sizes and characteristics by comparing to
100D in terms of log-likelihood, mean square prediction error (MSPE), prediction accuracy,
prediction uncertainty, and the number of iterations. From results in [1], ExaGeoStatPaRSEC could still guarantee application-expected accuracy that drives the modeling and
the ultimate prediction phases for climate and weather applications.

4.4.3

Performance Impact of Optimizations

Two optimizations are proposed to guide the PaRSEC runtime system and efficiently
tackle the load imbalance incurred by using mixed-precision Cholesky factorization. The
incremental impacts of the lookahead (L) and nested data distribution (DD) optimizations
on 128 nodes Summit using the mixed-precision Cholesky factorization variant 10D:10S:80H
are shown in Figure 4.4, which provides decent qualitative assessment for various data
characteristics. In the figure, NONE means no optimization, and an upper bound (bound)
is also provided for the performance, which executes the entire mixed-precision Cholesky,
while disabling all HGEMMs. The mixed-precision Cholesky factorization achieves up to
10% performance improvement with the nested DD and up to 24% when both nested DD
and lookahead are applied, reaching the upper bound. The resulting performance of 6.9
PFlop/s is about 1.6X compared to the DP Linpack performance on 128 Summit nodes.
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Figure 4.4: Incremental effect of optimizations on Summit.
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4.4.4

Performance Comparisons

The proposed mixed-precision Cholesky is compared against two state-of-the-art StarPUbased mixed-precision applications on shared- and distributed-memory, i.e., Astronomy
application (i.e., MOAO-StarPU [56]) and Geostatistics application (i.e., ExaGeoStatStarPU [4]), respectively. MOAO-StarPU mixes SP and HP, and targets a shared-memory
system with four V100 GPUs; ExaGeoStat-StarPU is the preliminary distributed approach of
ExaGeoStat based on StarPU runtime system, and only deals with DP and SP computations
on distributed-memory system.

Hence, the scope of this evaluation is restricted and

Figure 4.5 shows the detailed performance comparisons. ExaGeoStat-PaRSEC outperforms
MOAO-StarPU with up to 1.46X speedup, while achieving 80.0 TFlop/s for 20S:80H on four
V100 GPUs which is about 1.3X to the theoretical peak. On distributed-memory system,
ExaGeoStat-PaRSEC outperforms ExaGeoStat-StarPU in all cases, and the benefit is more
significant as one increases the number of nodes in this strong scalability setting with up to
1.53X speedup.

4.4.5

Performance Evaluation at Scale

In this section, the proposed mixed-precision Cholesky factorization is evaluated at a large
scale on the three before mentioned HPC clusters. HAWK and Shaheen II do not support
HP, so Figure 4.6 showcases only the mixed DP and SP performance for 100D, 10D:90S
and 100S, along with the speedup of 100S and 10D:90S to 100D, on 1536 HAWK nodes
and 4096 Shaheen II nodes. On Shaheen II, it can achieve about 1.56X speedup from
10D:90S to 100D and 2.05X speedup from 100S to 100D when matrix size is larger than
2.4M. For the performance of 100D, it could achieve about 3.2 PFlop/s which is about
88% of the DP Linpack performance. Similarly on HAWK, it can get performance of
about 2.8 PFlop/s for 100D, while 4.5 PFlop/s for 10D:90S, and 5.6 PFlop/s for 100S with
up to 1.59X speedup from 10D:90S to 100D and 1.98X speedup from 100S to 100D. On
Summit, Figure 4.7 shows the performance results with different combinations of DP, SP
and HP, and their speedup relative to 100D on 128 nodes. The SP and DP curves show
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Figure 4.6: Performance of mixed DP/ SP.
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performance efficiency degradation after a certain matrix size due to memory swapping
between host and device main memory. With the mixed-precision Cholesky factorization,
memory storage is saved, and it can achieve a significant efficiency and scalability as the
matrix size increases. In particular, it obtains up to 9.1 PFlop/s for 1D:99H, i.e. 2.06X
of the DP Linpack performance, that translates into up to 2.64X speedup against the DP
Cholesky factorization.
All in all, these results show the efficiency and scalability ExaGeoStat-PaRSEC for mixedprecision Cholesky factorization while maintaining acceptable accuracy for geostatistical
modeling and prediction.
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Chapter 5
Band Tile Low-rank Cholesky
Towards Geospatial Modeling
5.1

Application Settings

This dissertation focuses on three representative covariance functions.
Synthetic function.

Synthetic problem on a plane with the following covariance

function:
f (x, y) =

sin(λr(x, y))
,
r(x, y)

(5.1)

which corresponds to the imaginary part of the fundamental solution of the Helmholtz
equation and is usually called the sinc function. Although this function is not asymptotically
smooth, it gives good TLR matrix approximations with more-or-less equal ranks of offdiagonal tiles. The parameter λ is a wave number corresponding to the number of wave
oscillations per unit distance and is set to 100.
Square exponential function. It is usually called a “Gaussian radial basis function:”
f (x, y) = e−

r 2 (x,y)
2l2

,

where r(x, y) is the Euclidian distance from x to y, and l > 0 is the covariance length.
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(5.2)

exponential function. The exponential covariance function is defined as follows:
f (x, y) = e−

r(x,y)
l

,

(5.3)

where r(x, y) stands for the Euclidian distance between spatial points x and y and; l is the
covariance length.
It worth noting that the size of the resulting dense covariance matrix is as large as the
number of spatial locations, which can be on the order of billions. Four kernels are interested
in this section, covering a vast range of climate and weather prediction applications.
• syn-2D: This synthetic kernel is only used to demonstrate the robustness of the
proposed software framework and for performance analysis, as in Equation (5.1)
• st-2D-sqexp: spatial statistics problem on a plane with a square exponential covariance
function, as introduced in Equation (5.2) in the context of climate and weather
prediction applications.
• st-3D-sqexp: spatial statistics problem in a 3D space with a square exponential
covariance function, which the 3D extension of the Equation (5.2).
• st-3D-exp: spatial statistics problem in a 3D space with an exponential covariance
function, as in Equation (5.3).
The spatial locations for each application are generated as follows. Given N , (1) find
exact square (for problem on plane/2D space) or cube (for problem in 3D space) number M
not less than N ; (2) generate uniform distribution of M points in unit2 or unit3 domain;
(4) sort all M points by the first coordinate—all points with the same coordinate are sorted
along the second axis, and then the same happens along the third axis (for 3D space); (4)
pick the first N points out of M sorted points; (5) finally, apply the Z-order sorting scheme
for N picked points.
The generation of a TLR matrix consists of two phases: (1) generation on-the-fly and
(2) compression. For each off-diagonal tile Ai,j of a matrix A, a temporary dense matrix is
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generated and compressed into Ui,j and Vi,j factors using randomized SVD [70], whereas the
diagonals are kept in dense format. The ratio of the time to generate and compress over
the factorization time decreases due to the difference in the asymptotic complexities of the
two phases [8]. Thus, this section only focuses on reporting the time of the TLR Cholesky
factorization.

5.2

New Challenges

Figure 5.1 describes the analysis of the off-diagonal tiles’ rank distributions for matrices
obtained from each application. In each subfigure, the left heatmap shows the initial rank
distribution (i.e., before factorization), while, on the right, it is the extent to which that
rank changed by the end of the factorization. Higher rank values are shown in red, and
smaller rank values are shown in blue according to the colormap. The figures also display a
zoomed area of diagonal tiles to better show the non-uniformity of ranks of tiles close to the
diagonal, as well as the average and maximum rank for each configuration. In addition, the
difference heatmap shows the average and maximum of the final rank distribution. From
these figures, the following ratios are tracked to control the overall arithmetic complexity
and memory footprint:
• ratio maxrank =

maxrank
nb

• ratio discrepancy =

maxrank−minrank
nb

where nb is the tile size, and they are only known at runtime after the compression step
and need to be escalated to the runtime for proper internal usage. Obviously, ratio maxrank
and ratio discrepancy are the smallest for st-2D-sqexp and the largest for st-3D-exp, as
seen in Figure 5.1b and 5.1d. Higher discrepancy in ranks results in higher imbalance in
computation and communication. Hence, sophisticated task and data distribution heuristics
and a dynamic runtime become important to efficiently solve such problems.
Figure 5.2(a) reports the time-to-solution (left y-axis) as well as its ratio (right y-axis) of
dense GEMM to TLR GEMM on a single core. These kernels are the most time-consuming
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94

operations in TLR and dense Cholesky. TLR GEMM can be more expensive than dense
GEMM when the rank exceeds a threshold, determined by the arithmetic complexities of
TLR and dense GEMMs. Also, the gap between TLR and dense GEMM widens as rank
continues to rise. The figure also annotates the kernel performances in Gflops/s of TLR and
dense GEMM. The TLR GEMM performance falls in between the regime of memory-bound
and compute-bound, achieving roughly 1/3 of dense GEMM. TLR GEMM performance
tapers off at both ends of rank. When the rank is small, TLR GEMM is mostly memorybound with lower performance. As rank increases, it becomes more compute-bound and
achieves higher performance. However, when the rank continues to grow, the expensive
recompression step in the TLR GEMM kernel dominates, and the performance starts
decreasing. The detailed explanation about internal steps of the TLR GEMM operation
can be found in Section 8.1 of [9]. Figure 5.2(b) depicts the impact of tile size on the
rank information (i.e., maxrank, avgrank and minrank) after compressing a matrix of size
N = 1.08M for the most challenging kernel st-3D-sqexp. As tile size increases, the overall
trend for rank goes down, which indicates a higher data sparsity attained due to the medium
correlation. At the same time, a large tile size reduces the degree of parallelism, while a small
tile size leads to high ratio maxrank and ratio discrepancy.
In addition, a generic framework is need to efficiently tackle all these four applications,
syn-2D, st-2D-sqexp, st-3D-sqexp and st-3D-exp. They create a new level of productivity,
performance, and scalability challenges for HiCMA that may only be addressed by a versatile
runtime support from PaRSEC, i.e., HiCMA-PaRSEC, as explained in subsequent sections
about the introduced BAND-TLR Cholesky factorization in PaRSEC.

5.3
5.3.1

Dynamic Data Structure Management
The Necessity to Densify the Matrix Operator

As mentioned heretofore, a tile’s rank increases when approaching the diagonal, leading
to a TLR GEMM operation more expensive than dense GEMM, especially for st-3D-exp.
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This may delay the critical path (POTRF as well as the first TRSM and SYRK for each
panel factorization) and ultimately impact the overall time to solution. The idea is to have
PaRSEC dynamically manage the flavor of the data structure at runtime. PaRSEC detects
these specific tiles with high ranks at runtime and triggers, only for those, a rollback to
the original dense format. Figure 5.3(a) shows the symmetric tile matrix (only the lower
triangular part is referenced) with a mixture of TLR (blue) and dense (red) data layouts. This
BAND-TLR Cholesky factorization engenders a different work-flow compared to the regular
factorization, since it needs to take into account the coexistence of both data formats during
the data-flow with new supportive computational kernels from HiCMA. This densification
process of the matrix operator eventually proves superior in performance and is driven by a
performance model assisted by an auto-tuner.

5.3.2

Performance Model Based on BAND SIZE Auto-Tuning

This section introduces a performance model that acts as an auto-tuner for identifying
the BAND SIZE parameter that controls the number of sub-diagonals that are required
to roll back to dense formats. For instance, Figure 5.3(a) shows the main tile diagonal
with BAN D ID = 1 and highlights in yellow the tile sub-diagonal with BAN D ID = 2.
BAND SIZE is an inherent tunable parameter of the BAND-TLR Cholesky algorithm and
may vary depending on the studied covariance matrix problems. Algorithm 4 presents the
performance model to minimize the total number of floating-point operations (FLOPs) by
auto-tuning the BAND SIZE parameter. Implemented in PaRSEC, the tuning procedure
selects a suitable BAND SIZE automatically, based on the initial rank distribution revealed
right after the matrix compression. An artificial distribution of one-dimensional block-cyclic
data distribution (1DBCDD) is provided to evenly distribute all tiles in a sub-diagonal to all
processes, so that all resources are utilized to speed up the progress. Once BAND SIZE is
calculated, the tiles in sub-diagonals with BAN D ID < BAN D SIZE are translated back
to dense format in a transparent manner to users. Currently, this performance model does
not support the case in which the ranks may grow or shrink during the factorization, since it
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Figure 5.3: Data layout view, numerical kernels and data-flow of BAND-TLR Cholesky with
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means dense tiles and blue means low-rank tiles. (b) Unrolling the first panel factorization
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while the purple arrows data-flow with low-rank tiles.
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Algorithm 4: Algorithm for BAND SIZE auto-tuning.
Input : Matrix data descriptor
1 Generate the matrix with BAN D SIZE = 1
2 Globalize the rank distribution to all the processes
3 Set ID = 1 and initialize f luctuation
4 do
5
ID := ID + 1
6
ops dense = total TRSM and GEMM FLOPs of all tiles in sub-diagonal with
BAN D ID = ID if executing in dense format
7
ops tlr = total TRSM and GEMM FLOPs of all tiles in sub-diagonal with
BAN D ID = ID if executing in low-rank format
8 while ops dense < f luctuation × ops tlr;
Output: BAN D SIZE = ID − 1

is hard to predict in advance. However, one can imagine an adaptive online auto-tuning that
densifies or sparsifies the tiles on-demand, but this is beyond the scope of this dissertation.
This runtime auto-tuning procedure enables HiCMA-PaRSEC toward a wider coverage of
3D data-sparse covariance matrix problems, such as syn-2D, st-2D-sqexp, st-3D-sqexp and
st-3D-exp.

5.4

New Kernel Implementations in HiCMA

Densifying the matrix operator requires the implementation of new computational kernels
in HiCMA. Figure 5.3(b) distinguishes six tile regions that group kernels with the same
data layout property. With the combination of regions ((1)–(6)) and kernels (POTRF,
TRSM, SYRK and GEMM), there are ten types of different kernels involved, codenamed as
“(region)-kernel.” Each kernel is briefly described below.
• (1)-POTRF: Cholesky factorization of a diagonal (lower triangular) tile as in LAPACKE.
• (1)-TRSM: dense triangular solve as in CBLAS.
• (4)-TRSM: low-rank triangular solve as in HCORE DTRSM [9].
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• (1)-SYRK: dense symmetric rank-k update as in CBLAS.
• (3)-SYRK: low-rank symmetric rank-k update as in HCORE DSYRK [9].
• (1)-GEMM: dense matrix-matrix multiplication as in CBLAS, C = C − A × B T .
• (2)-GEMM: modified dense matrix-matrix multiplication, C = C −UA ×VAT ×
BT .
• (3)-GEMM: modified dense matrix-matrix multiplication, C = C −UA ×VAT ×
VB × UBT .
• (5)-GEMM: modified low-rank matrix-matrix multiplication, UC ×VCT = UC ×
VCT − UA × VAT × B T .
• (6)-GEMM: low-rank matrix-matrix multiplication as in HCORE DGEMM [9], UC ×
VCT = UC × VCT − UA × VAT × VB × UBT .
Compared to the previous HiCMA kernels [9], three new kernels (in bold) have been
implemented to handle the workflow of BAND-TLR Cholesky. The arithmetic complexities
of all kernels are reported in Table 5.1 (nb represents the tile size, and k is the rank of
that tile). The kernel group (1) with O(nb3 ) complexity is the most expensive and usually
operate on dense tiles close to the diagonal. The other remaining kernel groups have lower
complexity and run on compressed tiles.

5.5
5.5.1

Novel Rank-Aware Optimizations in PaRSEC
Dataflow Runtime Adaptation

The resulting data-flow can be classified into two categories: LOCAL (connecting tasks on
the same process, including SY RK → SY RK, SY RK → P OT RF , GEM M → GEM M
and GEM M → T RSM ) and REMOTE (connecting tasks on different processes, including
P OT RF → T RSM , T RSM → SY RK and T RSM → GEM M ). Only the REMOTE
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Table 5.1: Arithmetic complexity of all kernels.
ID

(Group)-Name

Complexity

0
1
2
3
4
5
6
7
8
9

(1)-POTRF
(1)-TRSM
(4)-TRSM
(1)-SYRK
(3)-SYRK
(1)-GEMM
(2)-GEMM
(3)-GEMM
(5)-GEMM
(6)-GEMM

× nb3
nb3
nb2 × k
nb3
2
2 × nb × k + 4 × nb × k 2
2 × nb3
4 × nb2 × k
2 × nb2 × k + 4 × nb × k 2
34 × nb × k 2 + 157 × k 3
36 × nb × k 2 + 157 × k 3
1
3
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dataflow can post communications. Figure 5.3(c) depicts REMOTE dataflow within a panel
factorization, including three broadcast communications—POTRF to TRSM, TRSM to
GEMM in a row, and TRSM to GEMM in a column—and one peer-to-peer communication,
TRSM to SYRK. This figure highlights the broadcast from POTRF to TRSM and two
kinds of broadcasts from TRSM to GEMM with arrows of different colors representing
different types of data encapsulated in dataflow—red meaning dense data while purple lowrank data. The dynamic data structure that supports BAND-TLR pressures the runtime to
accommodate data motion with heterogeneous data layout.
Figure 5.4 showcases the BAND-TLR Cholesky algorithm by high-lighting the first
three panel factorization steps with N T = 8 (the number of tiles in a dimension) and
BAN D SIZE = 3. Different colors represent kernel regions or completion, similar to
Figure 5.3. Tiles with bold yellow boundaries are included in the critical path for that panel
factorization, assuming the critical path spans distance 1 in the dataflow dependencies. It
is worth noting that the type of kernels using a specific tile will change across successive
iterations; for instance, (3)-GEMM, (2)-GEMM, and (1)-GEMM are successively called on
the tile with index (m, n) = (4, 3) for the first three iterations. This represents one example
of the levels of complexity that PaRSEC abstracts from HiCMA’s TLR algorithms.

5.5.2

Dynamic Memory Designation

As mentioned hereinbefore, st-3D-exp shows properties of high ratio maxrank, high ratio discrepancy, and rank variations during the Cholesky factorization, even when the
BAND-TLR feature is in use. If the memory is statically allocated based on the pre-defined
maxrank parameter (see Section 2.3.3), it will (1) limit the problem size that can be solved
on a specific set of computational resources, and (2) restrict the tile size used to expose
parallelism. Indeed, as indicated in Sections 2.3.3 and 5.2, there is an inverse relationship
between the accuracy of the low rank representation and the tile size used, in the sense that
the maxrank of a tile increases as the tile size decreases—a problem that can further be
exacerbated by the possible rank growth during the factorization. The PaRSEC runtime
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Figure 5.4: BAND-TLR Cholesky algorithm. Colors represent different tile regions, with
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102

system provides users a flexible way to designate the input data for a task, but also the data
the task will propagate to its successors. This capability allows the user code to precisely
allocate the needed memory and is then injected back into the runtime to serve its purpose.
HiCMA-PaRSEC takes advantage of this capability in two distinct ways. First, during
the initialization, the matrix is allocated based on the initial rank according to the required
accuracy threshold using temporary memory from a reusable memory pool provided by the
PaRSEC runtime. Once the matrix is generated, the actual rank of each tile becomes known,
and the exact amount of memory necessary for each tile can be allocated and associated with
the corresponding constructs in the runtime system. Second, during the factorization itself,
the rank of the tiles might change. To adapt to this change, the low-rank GEMM kernels,
(5)-GEMM and (6)-GEMM, are split into two stages clearly delimited by the recompression
operation. The first stage consists of operations until recompression and the second stage
consists of the remaining operations after recompression. As a result, the memory for each tile
can not only be reallocated but also re-associated with the runtime system between these
two stages if rank growth occurs as a result of re-compression. This re-association takes
advantage of the distinction between logical and physical data in the PaRSEC runtime. The
algorithm is free to reassess at any moment the association between logical and physical,
and the runtime will automatically adapt (both in terms of dependencies between tasks
and data movements). This simple but extremely useful feature is one of the most critical
differences between the PaRSEC runtime and other task-based runtime, and is one of the
key components that allowed this approach to scale to unprecedented problem sizes.

5.5.3

Hybrid Data Distribution

The discrepancy between dense on-band tiles and compressed off-band tiles can be expressed
using three types of metrics: memory, computation, and communication.
• Memory: memory needed for off-band tiles is proportional to their rank, and they
require 2 × nb × k elements, while on-band tiles require nb2 elements.
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• Computation: after rolling tiles with high rank back into the dense format according
to the arithmetic complexity from Table 5.1, ranks of the remaining compressed tiles
are more than an order of magnitude smaller than the tile size. Thus, according to
Table 5.1, kernels operating on dense tiles have a higher computational cost than the
corresponding kernels on compressed tiles.
• Communication: tasks operating on on-band tiles send dense data (nb2 elements) while
those operating on off-band tiles send compressed data (2 × nb × k elements) (see
Figure 5.3(c)).
Thus, the tiles closer to the diagonal pose two threats: they require significant storage
and impose a high computational burden compared with the rest. It is therefore critical
to ensure a more even distribution of these dense tiles across all available computational
resources. Such a data distribution is unfamiliar in today HPC world, where the highly
regular 2DBCDD, or ScaLAPACK 2D block cyclic, rules.
It is worth mentioning that 2DBCDD has been proven the optimal data distribution
for most dense linear algebra operations, including the dense Cholesky factorization. First,
because all tiles being equal, both the memory and computational burden is well distributed
across processes, and second because the simple mapping onto a 2D cartesian process
grid leads to simpler code to describe the communication patterns in today’s de facto
programming paradigm, MPI. However, low rank tiles destroy the balance of 2DBCDD
and the supporting DSL can automatically infer communications, so it is possible to explore
more suitable data distribution patterns.
To mitigate the load imbalance of a 2DBCDD, a new, slightly less regular, data
distribution scheme is defined, which is called “band distribution”. This “band distribution”
allows HiCMA-PaRSEC to more evenly distribute the on-band tiles across all participating
processes, while falling back to 2DBCDD for the remaining off-band tiles. To the best
of my knowledge, PaRSEC is the first task-based runtime that can handle such hybrid
data distribution to support data heterogeneous workloads, as seen in low-rank matrix
approximations. One can visualize this data distribution as two intertwined 2DBCDD
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using different process grids and superposed together, as shown in Figure 5.5. In such
data distribution, the diagonal and all tiles up to a distance BAND SIZE from them will use
a different process grid from the rest of the tiles.
In BAND-TLR algorithm, BAND SIZE could be bigger than one but remains relatively
small compared to NT (1 < BAN D SIZE  N T , demonstrated in Section 5.6), thus
tiles on-band (not only diagonal) can be evenly distributed across all processes to address
any imbalance issues described thus far by adapting this “band distribution”, as shown in
Figure 5.5(b) for the lower triangular matrix and Figure 5.5(c) for the upper triangular
matrix. Distribution on the band could be seen as a modified 1DBCDD: row-based (tiles onband in a row mapped to the same process) for the lower triangular matrix, and column-based
(tiles on-band in a column mapped to the same process) for the upper triangular matrix.
The main reasons behind such a choice are twofold: a well balanced panel factorization
because dense TRSMs in the panel factorization are distributed to different processes and
can therefore be executed in parallel; and the reduction of communications on the critical
path because kernels on the tiles on the same row are mostly sequential, and the distribution
chosen here removes the need for communications between these kernels.

This “band

distribution” can handle load imbalance issues in TLR Cholesky along with other load
imbalance issues which may be caused by disproportionate time complexity (e.g., emerging
from mixed precision calculations).

5.5.4

Reduce Communication Volume

Since the computation intensity is much lower in TLR Cholesky than in its dense counterpart,
inter-node communication is bound to play a critical role in the performance of the algorithm.
Although a maximum rank is defined for the off-diagonal tiles, for the majority of them,
the actual rank during the execution is always lower than this maximum rank and might
vary during the factorization. Using the constant maximum rank for all communications
is enticing, as it facilitates the algorithm coding and provides a portable across runtimes
and easy to implement solution. Unfortunately, this simple approach leads to an increase
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Figure 5.5: Hybrid data distribution suitable for BAND-TLR Cholesky and the
corresponding process ID. (a) as used in HiCMA-PaRSEC with BAND SIZE = 1; (b) for
lower triangular matrix and (c) for upper triangular matrix, both with BAND SIZE = 3.
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in the volume of communications, as it is bound to always transfer more data than needed
(maxrank × nb instead of k × nb per communication where k indicates the rank of a tile).
This overhead increases with the distance to the diagonal, reaching for low ranks tiles orders
of magnitude ( maxrank
). The total reduction in communication volume can be approximated
k
by the maxrank divided by the average rank across all non-diagonal tiles. Moreover, as the
algorithm communication needs increase rapidly as the matrix grows, the maximum network
bandwidth may be reached, and the communications will then become one of the critical
bottlenecks, with a direct negative impact on the overall performance.
The PaRSEC runtime, used by the HiCMA-PaRSEC library, provides mechanisms
for sending variable sizes data to remote processes, even when this size is dynamically
decided by the task producing the corresponding data. This feature is unique in the taskbased runtime world, as most of the runtimes mentioned in related work are still trying
to cope with mostly regular, dense cases. Taking advantage of this PaRSEC capability
makes it possible to decrease data transfers to only the actual tile data rank, therefore
reaching communication optimality. Such feature may alleviate the bandwidth saturation
and communication overhead, while releasing memory pressure on the receiver side.

5.5.5

Lookahead to Emphasize the Critical Path

PaRSEC enables tasks as soon as all their dependencies are available, and can therefore
enable maximum parallelization without the constraint of sequential code visibility, or
window size, for task insertion. This way, PaRSEC can maximize the number of potential
ready tasks, while agilely confronting the scheduling burden to drive the execution in a way
that minimizes the resource idleness and global synchronizations. Even if the scheduler takes
into account data locality, global and local constraints, and allows work stealing within local
computational resources, dealing with large number of unordered tasks may become either a
performance bottleneck or a performance hazard. As explained in Section 2.3.4, task priority
for TLR Cholesky becomes paramount to aggressively follow the critical path. The runtime
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may certainly also maximize the performance of the parallel part, but may restrict the use
of these tasks as fill-in for the lack of parallelism in the critical path.
As a consequence, a delay in the critical path may have more than a local impact,
since it can propagate to remote processes resulting on a significant disturbance, creating a
cascading effect of increasing delays, and therefore, a lower hardware occupancy across the
distributed resources. The PaRSEC concept of control dependency between tasks can be
used to guide the task execution order and priorities, as its only purpose is to add empty
dependencies to delay tasks readiness. Taking advantage of this control dependency, a novel
lookahead technique is introduced and applied to HiCMA-PaRSEC, which is different from
the traditional left- or right-looking in the classical dense Cholesky.
To prioritize tasks on the critical path, a control dependency between LR SYRK
and TRSM of the same panel factorization is used, delaying the discovery of parallelism
outside the critical path (corresponding to the update operation). More precisely, this
control dependency applies to some TRSM operations (few rows away from the current
POTRF), and indirectly propagate to other operations (mainly LR GEMM). For instance,
the T RSM (m, k) kernels (m represents the tile row index and k the panel factorization index)
with the m > lookahead + k (lookahead defines the number of TRSM operations delayed in
each panel factorization) are delayed by SY RK(k, m) (m = k + 1) until the corresponding
P OT RF (k + 1) is executed. By varying lookahead the critical path is unfolded at the right
pace, ensuring the prioritization of the critical path and a higher hardware occupancy.

5.5.6

Hierarchical Numerical Kernels

Tasks on and near the critical path are important because they affect the time to solution
by impacting the discovery of the next panel factorization (i.e., the lookahead). In BANDTLR Cholesky, it can be considered that the entire band, composed only by dense tiles,
(red region in Figure 5.4), and therefore performing only traditional dense Level-3 BLAS
kernels is the critical path at distance BAND SIZE. Therefore, these tasks need to be
promoted and executed as quickly as possible, to enable all available parallelism in the

108

off-band part. Moreover, speeding them up will reduce the waiting time by minimizing the
potential starvation—particularly at the end of the execution where the opportunities for
parallelism are less. PaRSEC [140] introduced the idea of hierarchical DAG scheduling for
hybrid distributed systems, where the task granularity is dynamically adjusted to adapt
the algorithm to the available computational resource on the node, and to match their
computational capabilities.

In this dissertation, this idea is extended to the proposed

BAND-TLR Cholesky by hierarchically creating a node-local task pool that decomposes
kernels in region (1) of Figure 5.3(b), including (1)-POTRF, (1)-TRSM, (1)-SYRK and (1)GEMM, into smaller subtiles to expose nested parallelism, and ensures work is available
for all computational resources. As a result, all dense kernels close to the critical path can
potentially be sped up, such that the discovery of the next panel factorization is expedited
with the possibility of increasing utilization of hardware resources.

5.6

Performance Results and Analysis

The experiments were conducted on Shaheen II at KAUST, a Cray XC40 system with 6,174
compute nodes, each of which has two 16-core Intel Haswell CPUs running at 2.30 GHz
and 128 GB of DDR4 main memory. Intel compiler suite 19.0.5.281 with sequential Math
Kernel Library (MKL) version 2019.5 for optimized BLAS and LAPACK kernels is deployed.
Numerical backward errors have been consistently validated against the application accuracy
threshold to ensure correctness. Off-band tiles are compressed, and they retain their most
significant singular values (and associated vectors) above the accuracy threshold of 10−8
(except in Section 5.6.8), which ultimately yields an absolute numerical error of order 10−9
in the solution of the linear system in Equation 2.1 to make it consistent as in [39]. This
10−9 tolerance is sufficient to satisfy the prediction accuracy requirements of the 3D climate
and weather prediction applications, as described in [3]. HiCMA-PaRSEC employs the
“band distribution” and a 2DBCDD for tiles off-band with a process grid P × Q (as square
as possible) where P ≤ Q. The same BAND SIZE for BAND-TLR algorithm and “band
distribution” is used. Calculations and communications are performed in double-precision
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floating-point arithmetic. The experiments are run at least three times; and since no major
performance variability has been noticed, the minimum time to solution is reported.

5.6.1

Impact of BAND SIZE Auto-Tuning

The BAND SIZE parameter for BAND-TLR algorithm is automatically tuned, in a process
totally transparent to the user. The autotuning process includes (1) generating matrix
with BAN D SIZE = 1, (2) BAND SIZE auto-tuning, and (3) matrix regeneration for
tiles within a band with the tuned BAND SIZE. Figure 5.6 evaluates the entire process of
BAND SIZE auto-tuning on two settings N = 1.08M and N = 2.16M for st-3D-exp.
• Figure 5.6(a) shows changes in time-to-solution and Figure 5.6(b) the corresponding
total flops while varying the BAND SIZE, and both with nb = 2400. The rectangle
boxes are range with f luctuation ∈ [0.67, 1] (see Algorithm 4). The minimum value of
this range is chosen to use in the remaining experiments because of (1) FLOPs increase
in TRSM and SYRK near the critical path if rolling back the tiles to dense format,
(2) rank variations during factorization, and (3) significance of dense-band dominating
time-to-solution (demonstrated in Section 5.6.7). It is clearly visible in these figures
that each case has a sweet spot in terms of time-to-solution and the corresponding
FLOPs, and that the predicted BAND SIZE is close to the optimal.
• Figure 5.6(c) demonstrates the process of Algorithm 4 with f luctuation = 1 by
comparing the FLOPs of each sub-diagonal in dense and TLR format. Annotations
in this figure are the maxrank for the corresponding sub-diagonal, for the two matrix
sizes that are investigated (red for N = 1.08M and blue for N = 2.16M). For the
TLR format, the FLOPs of a sub-diagonal decrease as BAND ID increases mainly
because of the reduction in maxrank, but also due to the reduction of the number of
tiles in the sub-diagonal, and therefore the number of operations on these tiles. This
second reduction is also true for the dense format; successive sub-diagonals have a
monotonically decreasing number of tiles and thus marginally fewer FLOPs.
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Figure 5.6: Evaluation of BAND SIZE auto-tuning.
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• Figure 5.6(d) shows the time-to-solution of the BAND SIZE auto-tuning process and
the cost of the matrix regeneration after BAND SIZE tuning for the experiments on
512 nodes. The corresponding tuned BAND SIZE is marked at the top of the figure.
Based on these results it is clear that the time of BAND SIZE auto-tuning process, as
well as the necessary time for the matrix regeneration, is negligible when compared to
the cost of the entire Cholesky factorization.

5.6.2

Modeling the Most Suitable Tile Size

In addition to the optimizations mentioned before, it is found that the tile size plays a
significant role in TLR Cholesky in terms of operation balance between tiles on and off
critical path, which could be a result of the profiling tools in PaRSEC using kernel execution
time. For tile algorithms, finding the right tile size—the one that trades off performance
and level of concurrency—is a critical step, as the tile size is a major factor in the algorithm
performance [90]. Unfortunately, this “optimal” tile size depends on many factors other than
the algorithm itself (e.g., the computing resources, computer and network performance and
capabilities, available memory, matrix size). In addition, few observations are paramount to
understand the correlation between tile granularity and performance. Smaller tiles further
decrease the computational intensity of the mathematical kernels, while increasing the
memory burden and the management overhead imposed on the supporting programming
model and execution environment.

Oppositely, while providing more computationally

intensive operations, larger tiles decrease the degree of parallelism available, limiting the
number of tasks that can run in parallel and therefore the resulting occupancy. Assuming
square dense tiles, as long as the critical path of the algorithm and the computational costs
of the involved tasks are known, the blocking and the distribution of the tiles can be found
theoretically [35]. But TLR is not in a regular dense case, and the algorithm exacerbates
the challenge of finding the right tile size, because the rank variability across tiles alters the
balance of computations around the critical path, weakening the underlying assumptions of
the existing optimality proof.
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5.6.2.1

2D Applications

For 2D applications, syn-2D and st-2D-sqexp here, the rank of off-diagonal tile is relative
small compared to the tile size. Therefore, the problem can be simplified by reducing the
impact of the imbalance introduced by low-rank by restricting the analysis of the critical path
to a single tile outside the diagonal—basically providing a 1st -order approximation capable
of predicting the most suitable tile size for TLR Cholesky, according to the problem size, the
number of compute resources, and the average rank of the off-diagonal tiles. To the best of
my knowledge, this is the first time such a theoretical approach has been proposed.
For a general parallel algorithm at a given problem size, it can be guaranteed an optimal
time to solution if the serial part (the critical path in the algorithm) can perfectly overlap
with the parallel part (everything outside the critical path). This is also true for TLR
Cholesky, where there exists a well-known critical path that can easily be approximated.
Thus—putting aside the overhead, hardware limitation, and dependency between the serial
path (critical path) and parallel part—to get the best performance, the critical path (L)
should be equal to the perfect scaling of the parallel part (D) to the number of available
computing resources (C): L = D/C. Assume N is the matrix size, node is the number of
nodes, k is the average rank of tiles off diagonal; the approximation and proportionality of
the best tile size nb can then be approximated as follows:
s
nb ≈

√
3 × N × k × (3 + 9 + 32 × node)
4 × node
s
nb ∝

N ×k
√
node

(5.4)

(5.5)

This formula may not be exactly accurate, as it is an approximation, but it gives us insights
into how to prune the range of tile sizes containing the optimal value, while enabling us to
start with a more pragmatic approach for finding the best tile size by auto-tuning.
To validate this theoretical finding, the tile sizes are collected from a real execution, by
extracting that information from the trace, and used brute force search to find the best
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tile size for a well-defined setup, N , k, and nodes, and compared this result with this
approximation. Figure 5.7a depicts the execution time for a fixed-size problem depending
on the tile size. The proposed model, depicted by the red dashed line, is close to the minima
of the black curve. Figure 5.7b extends this to a larger set of matrices, and highlights the
fact that for all cases the approximated value is close to that found experimentally.
5.6.2.2

3D Applications

For 3D applications, especially st-3D-exp, the assumption above does not hold because of the
higher ranks in the matrix, but also due to the dense operations in the band. Putting aside
the dense band part, [100] proposed that the minimal operations count could be attained by
√
a TLR matrix computation when nb = O( N ) where nb is the tile size and N represents
the matrix size, which can be used as a rough starting point. Figure 5.8(a) present two
experiments on st-3D-exp, the time-to-solution for a TLR factorizations using different tile
sizes on 64 nodes with a N = 1.08M (left y-axis) and 256 nodes with a N = 2.16M (right yaxis). The estimated value computed using [100] as mentioned above, around 1039 for the red
line and 1469 for the blue, are reasonably good estimates as a starting point. Figure 5.8(b)
displays the corresponding auto-tuned BAND SIZE which decreases as tile size increases.
This can be explained from the observation in Figure 5.2(b) that as tile size increases, the
ratio maxrank decreases, thus reducing the need to convert compressed tiles into dense tiles.
In fact, a suitable tile size depends on many factors: the data and the algorithm, the compute
capabilities of the computing resources, the network performance and capabilities, matrix
size, etc. Proposing a model to predict the optimal tile size for a complicated hybrid BANDTLR algorithm is outside the scope of this dissertation. However, for the scope of this study
it is enough to conduct the experiments starting from a tile size (such as the one proposed
in [100]), and stopping when the time-to-solution trend changes, basically finding a local
minima.
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6000

5.6.3

Impact of Dynamic Memory Designation

HiCMA-PaRSEC can allocate the exact memory amount for each tile based on the actual
rank during factorization to remove the restriction imposed by the statically predefined
maxrank in HiCMA-PaRSEC. Figure 5.9 evaluates this feature for a case of st-3D-exp
running on 512 nodes.
The left figure displays the memory reduction between allocating each compressed tile
as 2 × maxrank × nb in HiCMA-PaRSEC and as 2 × k × nb + r in HiCMA-PaRSEC with r
the reallocation to the minimum size as needed during the factorization. The memory saved
increases with the matrix size, up to 44× for this setting.
The right figure simulates the effect of memory reallocation in GEMM with nb = 4500. It
compares the time of a TLR GEMM with the cost of a memory allocation for the amount of
2 × k × nb (left y-axis) and the corresponding ratio (right y-axis) with variant k ∈ [13, 1079]
(the actual minrank and maxrank of off-band tiles from this experiment on 512 nodes). The
time for memory allocation is consistently more than two orders of magnitude cheaper than
a TLR GEMM, and only TLR GEMMs with rank growing need to reallocate memory.

5.6.4

Evaluation of the Necessity to Densify the Matrix Operator

Densifying the matrix operator happens when tiles have high rank. Hence, in this section, the
necessity of densifying matrix operator is evaluated on st-3D-exp problem. The evaluation
is deployed by comparing a setting which auto-tunes the BAND SIZE to a setting which
fixes the BAND SIZE to 1. For instance, it can only factorize matrix sizes up to 3.24M
on 512 nodes when BAN D SIZE = 1 (see Figure 5.9) because of the memory limit per
node 128 GB. Table 5.2 lists the performance traits for these matrix sizes. “BAND SIZE
Auto-tuned” shows the effect of BAND-TLR algorithm and “band distribution” with only
(1)-POTRF recursive, and “recursive kernels” describes the impact of the recursive support
for all numerical kernels. The major performance improvement comes from “BAND SIZE
Auto-tuned” because of (1) FLOPs reduction, as shown in Figure 5.6(b), about 1.5×; (2)
more balanced work-flows due to “band distribution”; (3) improved parallelism exposed to
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Figure 5.9: Memory usage evaluation. Left, memory reduction on 512 nodes; right, analysis
of memory allocation and GEMM.

Table 5.2: Performance comparisons.
No. of
Nodes

Matrix
Size

BAND SIZE = 1
(seconds)

BAND SIZE
Auto-tuned
(seconds)

64
128
256
512
256
512
512

1080000
1080000
1080000
1080000
2160000
2160000
3240000

1933.53
1579.57
1526.75
1477.96
3221.70
3289.91
5868.97

446.51
361.57
352.81
316.13
774.97
632.48
1536.10
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Recursive
Total
Kernels
Speedup
(seconds)
368.44
236.51
210.25
195.74
614.44
520.05
1009.31

5.24X
6.68X
7.26X
7.55X
5.24X
6.32X
5.81X

runtime system due to smaller tile size BAND-TLR algorithm can support (see Section 5.5.2).
“Recursive kernels” further improves performance by shortening the critical path, which
improves concurrency and expedites discovery of panel release. To highlight this part,
Figure 5.10 indicates the relative release time of each panel factorization for the two
experiments in Table 5.2. Each panel is released significantly earlier in HiCMA-PaRSEC
with “BAND SIZE auto-tuned” than “BAN D SIZE = 1” mostly because of the recursive
dense GEMMs with more balanced work-flow instead of expensive TLR GEMMs close to
the band which delay the panel release with accumulative effect.

5.6.5

Effect of Proposed Runtime Optimizations

This section analyzes in detail the impact of each optimization described in Section 5.5.
The following abbreviations with regard to the four optimizations are used: NONE for no
optimizations, B for Band distribution, BS for B and Sending actual rank during runtime,
BSL for BS and Lookahead to enforce critical path execution, and BSLH for BSL and
Hierarchical numerical kernels.
5.6.5.1

Hybrid Data Distributions.

Hybrid Data Distributions, i.e., “band distribution”, as described in Section 5.5, is the
mixture of two 2DBCDD. The purpose of “band distribution” is to reduce imbalance in
terms of computation and memory, caused by the rank disparities between tiles on and off
band, as tiles on band are always dense of size nb × nb while the size of tile off band is nb × k
(with rank k << nb for tiles further away from the diagonal tiles).
First, take 2D applications for instance, where only the diagonal tiles are dense because
of the small rank of off-diagonal tiles. With this hybrid data distribution, diagonal tiles will
be spread into all processes P × Q instead of just a portion max(P, Q). From a memory
perspective, the memory storing diagonal tiles of a certain process will be decreased from
N ×nb
max(P,Q)

to

N ×nb
P ×Q

where N is the matrix size.That means the saved memory (in doubles) to
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Figure 5.10: Panel release time; x-axis is the panel position in matrix which is panel ID/N T .
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store diagonal tiles for certain process will be:
N × nb
N × nb
−
max(P, Q)
P ×Q

(5.6)

Table 5.3 demonstrates the memory reduction for the applications syn-2D and st-2D-sqexp
with different numbers of nodes and matrix size. From the table, it is clear that the memory
reduction has a linear dependence with matrix size N and negative correlation with the
number of nodes. Figure 5.11 depicts workloads for each process with and without the
hybrid data distributions for st-2D-sqexp. If the distribution is the normal 2DBCDD with
process grid 4 × 4, there are only 4 processes of process ID 0, 5, 10, and 15 hosting tiles on
diagonal, which causes the imbalance observed in Figure 5.11a with the rank hosting only
tiles off diagonal.
Regard 3D applications, Figure 5.12a shows the effect of the proposed load balancing
technique for st-3D-sqexp when compared to NONE. All in all, the resulting hybrid data
distribution is utterly important to scale on massively parallel systems.
5.6.5.2

Reduce Communication Volume

PaRSEC can handle dynamically sized data, providing HiCMA-PaRSEC with the opportunity to only send the necessary data (k×nb instead of maxrank×nb). This not only decrease
the communication volume and thus overhead, but also significantly reduce memory usage
on the receiver, because the receive buffer can now be tightly allocated with the real rank k
instead of maxrank. The volume reduction being data dependent (on rank k) it is difficult to
estimate it accurately. Considering the case, 3.24M matrix size on 256 nodes, as an example,
BS reduced the data transfer volume by

400
32.54

= 12.3×. As indicated in Figure 5.12b,

the decrease in required memory on the receiver side allows for solving significantly larger
problems (up to 10M instead of only 6M ), while providing the means to reduce the time to
solution by about 25% using the same matrix size from the previous approach.
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Table 5.3: Memory reduction for certain process by “band distribution” of tile size 2700.
No. of Nodes
16
16
16
64
64
64

Execution Time for Each Process

Time (second)

2000
1500
1000
500

Memory Reduced (GB)
4.374
8.748
17.496
5.103
10.206
20.412

2500

Execution Time for Each Process

2000

Time (second)

2500

Matrix Size
1080000
2160000
4320000
2160000
4320000
6480000

1500
1000

0 0 1 2 3 4 5 6 7 8 9 101112131415
Process ID

500
0 0 1 2 3 4 5 6 7 8 9 101112131415
Process ID

(a) Without the hybrid data distributions.

(b) With the hybrid data distributions.

Figure 5.11: Process workload balancing for st-2D-sqexp on 16 nodes with process grid 4 × 4,
matrix size 1.08M × 1.08M and tile size 2700.
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Figure 5.12: The incremental effect of the proposed optimizations for st-3D-sqexp. The
bottom figures represent the respective resulting improvement as a percentage.
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5.6.5.3

Lookahead to Emphasize the Critical Path.

Figure 5.12c reveals the impact of the proposed lookahead technique, BSL, compared to BS
for st-3D-sqexp. Smaller lookahead, more constraint added to runtime to limit the potential
parallelism. In practice the higher discrepancies between tiles on- and off- band, smaller
number of resources and bigger the problem size, the smaller lookahead should be. Hence,
several lookaheads are experimented and the best time-to-solution is reported. In this figure,
we can see the benefit of lookahead grows with the matrix size, but decreases with the number
of nodes. The reason behind is that the lookahead hints provided to the runtime and used
to prioritize the critical path executions are more impactful when there is an abundance
of work, so when the matrix increases over a fixed number of resource or the number of
resources decreases for the same problem size.
5.6.5.4

Hierarchical Numerical Kernels

Figure 5.12d depicts the efficiency of recursive numerical kernels BSLH compared to BSL
for st-3D-sqexp.

When scaling the matrix size up to the available memory limit, the

performance improves almost by one-third. Because of the inherent characteristics of BANDTLR Cholesky, the optimal tile size increases as the matrix size increases. This leads to the
undesirable increase in the critical path, as larger tile size increases the execution time of
kernels on dense tiles (POTRF and SYRK), which translates into longer critical path’s time
to solution. The use of hierarchical numerical kernels will increase the available parallelism
and substantially cut down on the critical path execution time, leading to the significant
improvement we are witnessing for larger matrix sizes.
5.6.5.5

Overall Effect of Proposed Optimizations.

Figure 5.13 shows the effect of enabling all proposed optimizations compared to initial results
without optimization for st-3D-sqexp, which gives us the whole picture. In this figure, both
performance and memory footprint improve substantially, which create opportunities for
large-scale experiments.
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Figure 5.13: The effect of enabling all proposed optimization techniques for st-3D-sqexp.
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5.6.6

Comparison with HiCMA-StarPU

Existing alternative approaches based on low-rank approximations consist of standalone
software solutions but rely all on the traditional, static, and rigid 2DBCDD for matrix
computations on distributed-memory systems. They usually target 2D applications and
do not have mechanisms for handling load imbalance and dynamic memory allocation
leading to limitations in the scale. Therefore, this section compares the performance of
the proposed TLR Cholesky implemented with HiCMA-PaRSEC against HiCMA-StarPU
(HiCMA-StarPU is implemented in the context of StarPU) using syn-2D (Figure 5.14a)
and st-2D-sqexp (Figure 5.14b), the only two supported applications with results reported
in [8]. It should be noted that the HiCMA-PaRSEC version includes all optimizations noted
in Section 5.5. In these two figures, results up to 11M are given in HiCMA-PaRSEC to
compare to HiCMA-StarPU in compliance with Figure 8 of [8]. Some points are missing
from the figures owing to memory limitations. The HiCMA-PaRSEC implementation scales
to much larger matrix sizes due to its better memory management, hybrid data distribution
and reduced communication volume, as described in Section 5.5, allowing the factorization
to be scaled up to a 32M matrix size on 512 nodes for st-2D-sqexp (Figure 5.18). Moreover,
HiCMA-PaRSEC consistently outperforms HiCMA-StarPU. In fact, the performance of
HiCMA-PaRSEC on 64 nodes for both syn-2D and st-2D-sqexp is better than any HiCMAStarPU configurations’ results. When the matrix size is small, increasing the number of nodes
does not improve performance, because the time to solution is dominated by the sequential
critical path, L. However, as the matrix size increases (e.g., 10M ), the balance between L
and D, and the performance improves, and a larger number of processors delivers better
performance. On the HiCMA-StarPU side, the performance declines further for syn-2D,
and—as seen in Figure 5.14a—performance on 512 nodes is almost the worst, highlighting a
lack of scalability in their implementation.
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Figure 5.14: Performance comparison of the proposed TLR Cholesky framework with
HiCMA-PaRSEC and HiCMA-StarPU for the 2D kernels.
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5.6.7

Efficiency Evaluations

In this section, st-3D-exp is taken as an example to evaluate the efficiency of the proposed
BAND-TLR Cholesky.
This section first highlights how close the current performance is from the performance of
the critical path as described above. Figure 5.15 compares the time to solution on 512 nodes
for different matrix sizes of the entire Cholesky factorization (All kernels) compared with
only the cost of the factorization on the dense part plus the panel (or the entire Cholesky
factorization except for all low rank updates, No TLR GEMM), which is equivalent to the
critical path at distance BAND SIZE. The red lines indicate time to solution while the blue
lines mean FLOPs. Although only a tiny fraction of FLOPs, No TLR GEMM contributes
to most time-to-solution, because closer to the diagonal, and thus closer to the critical path,
there is less available parallelism at each step. The time-to-solution ratio drops as matrix
size increases, because (1) BAND SIZE, which is a tiny fraction of NT, decreases inversely
proportional with the matrix size, as highlighted in Figure 5.6(d); (2) the number of tiles
on-band is O(N T ) while O(N T 2 ) tiles off-band exist.
Then, the system usage is measured by displaying the CPU’s busy time and idle time
of each process for N = 2.16M on 16 nodes (processes), as shown in Figure 5.16. Load
imbalance may happen among single-process nodes due to the static 2DBCDD, the irregular
rank distribution and the rank variations (see Figure 5.1d) for off-band tiles. However,
there is little imbalance among threads in a process, roughly achieving more than 90% CPU
occupancy on average. In addition, the performance achieves 4.88 Tflop/s, which is about
1/3 of the sustained Linpack performance on 16 nodes Shaheen II, i.e., 14.32 Tflop/s. TLR
Cholesky is not purely compute-bound, since most flops comes from TLR GEMMs (see
Figure 5.15). TLR GEMM attains about one-third of the performance of a regular dense
GEMM on a single core (see Figure 5.2(a)).
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5.6.8

Evaluation of Different Accuracy Thresholds

Time to solution is not the only metric of interest for TLR factorizations; it is also crucial to
be able to provide the accuracy expected by the target science domain. In Figure 5.17, the
algorithm is evaluated from the standpoint of the accuracy threshold, its impact on the band
size, and the time to solution for st-3D-exp. First, it is important to notice that the accuracy
has a direct impact on the initial rank of the compressed tiles—a lower accuracy provides a
faster decay of the ranks in the sub-diagonals. These 3 additional accuracy threshold (10−7 ,
10−5 and 10−3 ) are complementary to the analysis above for 10−9 .
• Figure 5.17(a) analyzes BAND SIZE auto-tuning for three accuracy thresholds alike
that for accuracy 10−9 shown in Section 5.6.1. The rectangular boxes are the same
range f luctuation ∈ [0.67, 1] as before, and there is only one point within this range
for accuracies 10−5 and 10−3 .
• The ratio maxrank in Figure 5.17(b) shows a rapid descent with the increase in matrix
size, and with the decrease in accuracy. The autotuned band size tends to vary little
and stabilize quickly. BAN D SIZE = 1 is always selected for accuracy 10−3 because
of the large rank discrepancy for tiles on- and off- diagonal, similar to 2D applications.
• Finally, the time to solution depicted in Figure 5.17(c) is consistent with the initial k
and the expected FLOPs.

5.6.9

Extreme-Scale Runs

Figure 5.18 showcases the performance with matrix sizes up to 42M geospatial locations and
using 16, 32, 64, 128, 256, 1024 and 4096 nodes for st-3D-sqexp with tile size 10000, 10000,
10000, 9000, 10000, 10800 and 10800 respectively, and 16, 32, 64, 128, 256, 512 and 1024
nodes for st-2D-sqexp with tile size 9000, 7200, 9000, 9000, 9000, 9000 and 10800 respectively.
Each point in the plot corresponds to the factorization time for the largest matrix that can
be factorized on a specific number of nodes according to the memory available on all the
nodes involved. This setting may seem like a weak scalability experiment, but in low-rank
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approximation weak scaling experiments result in a change of the ranks of tiles, and therefore,
the number of operations and the memory necessary to store the low-rank matrix. In this
figure, each point is associated with three properties: (1) number of nodes, (2) matrix size,
and (3) execution time, which shows the performance and scalability for a certain number of
nodes. For st-2D-sqexp, it can go up to a 32M matrix size on 512 nodes, almost 10× larger
than previously reported with HiCMA-StarPU, and up to 42M matrix size on 1, 024 nodes
using 32, 000 cores. For st-3D-sqexp, which requires even more memory and computation
(due to higher ranks and more rank disparity as we move further away from the diagonal), the
results are presented up to 42M geospatial locations on 4, 096 nodes with a total of 130, 000
cores. These particular matrix sizes are appealing target for computational statisticians as
this scale represents realistic workload datasets, but could not have been reached before. It
should be noticed that in the presented setting the extreme-scale experiment has taken nearly
24 hours to complete. To put this elapsed time into perspective, let us compare against a
dense Cholesky factorization on the same matrix size and number of nodes. The most timeconsuming kernel is GEMM, running in a distributed setting at 80% of the theoretical peak
performance. For the considered system, the sustained performance according to Top500
is 3.7 PFLOP/s on 4,096 nodes. Given that the number of FLOPs for a dense Cholesky
factorization is 1/3 N 3 , it would have taken approximately 77 days to compute the dense
Cholesky factorization on a 42M matrix size, as opposed to slightly less than a single day
for TLR Cholesky factorization, with the same, 10−9 , order threshold of the solution.
Moreover, Figure 5.19 describes a large-scale performance evaluation with up to 2048
nodes and matrix size 11.88M ×11.88M for st-3D-exp. The performance of each matrix size
shows the strong scalability, and the graph for each node depicts weak scalability. The strong
scaling improves as the matrix size increases, thanks to the high degree of parallelism. It is
worth noting that it is still far away from the hardware memory capacity. For instance, the
memory footprint needed per node for the maximal matrix size on 512 nodes (i.e., 8.64M) is
9.31 GB before factorization and 12.33 GB after factorization (see Figure 5.9(a)), which is
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Figure 5.19: Performance for st-3D-exp.
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still far from the 128 GB memory capacity on the system. The dynamic memory designation
may enable solving even large problem sizes for the same node budget.
All in all, these results show the efficiency and scalability of HiCMA-PaRSEC for BANDTLR Cholesky factorization, as well as its capability of delivering faster the results with the
expected accuracy.
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Chapter 6
Sparse Tile Low-rank Cholesky
Towards 3D Unstructured Mesh
Deformation
6.1

New Challenges

As detailed in Section 2.4, the global support category for RBF kernels produces a dense
matrix. This dense matrix can be compressed by low-rank approximation based on an
application-dependent accuracy threshold. As the compression happens at the level of each
tile, some tiles may disappear if their contributions turn out to be below the applicationdefined threshold. In addition, the shape parameter may increase the matrix sparsity of the
RBF, leading to further null tiles. For the remaining tiles, the rank becomes relatively small
compared to the tile size, which reduces the arithmetic intensity of the tile operations [38].
The mixture of data structures introduces new challenges compared to other previous TLR
applications [40, 7, 39, 38, 10] and the proposed BAND-TLR Cholesky in Chapter 5. At
the lowest level, a decreasing rank leads to lower task granularity and therefore emphasizes
the underlying overheads of the runtime and of the communication layer [122]. At a higher
level, the entire critical path of the algorithm as well as the data distribution, load and
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communication balance are drastically affected. This will require a complete overhaul to
maintain the scalability and efficiency of the original algorithm applied on the dense matrix.
To understand exactly how much the compression step and the factorization affect
the sparsity of the matrix, Figure 6.1 displays the heatmap of the rank distribution on
a lower triangular matrix according to two shape parameters. It shows the initial rank
distribution, i.e., after matrix compression, and final rank distribution, i.e., after the
Cholesky factorization, with matrix size 1.49M and tile size 4880, along with the maximal,
average and minimal rank (the average rank is only for non-zero tiles).

The matrix

density is defined as the ratio of non-zero tiles, while sparsity is the complement, i.e.,
sparsity = 1 − density. Three things need to be highlighted: the impact of the shape
parameter on the density of the matrix, the variability of the matrix density between the
initial and final step, and the sharp decrease in the ranks of the tiles with the distance
to the diagonal. These parameters, i.e., shape, density and rank, are problem dependent,
which makes even more challenging the construction of an algorithm that works well across
the entire spectrum. From Figure 6.1, we can see the ranks for all off-diagonal tiles are
relatively small compared to the tile size, which means a greater discrepancy between tiles
on- and off- diagonal with regard to the computational intensity and communication volume.
Also, the shape parameter has a significant impact on matrix sparsity, from a very sparse
matrix, e.g., Figure 6.1 (a) and (b), to a quite dense matrix, e.g., Figure 6.1 (c) and (d).
Matrix sparsity and the variable rank of each tile may cause load imbalance and increase
programming efforts, especially on distributed systems. This necessitates new tools focused
on user-productivity, while addressing performance and scalability challenges. Therefore, a
general framework orchestrated in a versatile runtime PaRSEC is needed to efficiently solve
this challenging problem, and HiCMA-PaRSEC is extended to tackle these challenges.

6.2

Dynamic DAG Trimming

As previously mentioned, the matrix sparsity resulting from the compression step needs to
be exploited to reduce the runtime overhead. Indeed, since the entire dense DAG is exposed
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to the runtime system, tasks operating on zero-rank tiles and their dependencies are still fed
to the runtime decision-making. Unlike other TLR approximation research on distributed
memory in the literature [39, 38], the DAG structure is altered at runtime taking into account
the disappeared tiles, in order to remove overheads due to handling unnecessary tasks and
their dependencies. Therefore, the DAG needs to be trimmed: only dependencies related to
non-zero or fill-in tiles in that panel factorization should be exposed to the runtime system.
An analysis of the compressed matrix is required, so that enough information can be gathered
from the structure of the resulting TLR matrix. The outcome is provided to the runtime via
the DSL, indicating how to trim the DAG. Algorithm 5 describes such analytical process,
which identifies null tiles and deploys the trimming procedure. In this algorithm, array ‘rank’
is a 1D array to differentiate tiles from non-zero rank to zero rank, and is initialized to the
initial rank after matrix compression. NT is the number of tiles in a dimension, and all

Algorithm 5: Matrix analysis for DAG trimming.

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

Input : initial rank array: rank
Output: hicma parsec analysis t *analysis
Initialize structure: analysis
for ( k = 0; k < NT-1; k++ )
trsm index = 0
for ( m = k+1; m < NT; m++ )
if ( rank[k*NT+m] > 0 )
analysis.trsm[k][trsm index++] = m
analysis.nb trsm[k]++
syrk index = analysis.nb syrk[m]
analysis.syrk[m][syrk index] = k
analysis.nb syrk[m]++
for ( i = 1; i < analysis.nb trsm[k]; i++ )
for ( j = 0; j < i; j++ )
m = analysis.trsm[k][i]
n = analysis.trsm[k][j]
rank[n*NT+m] = 1
if ( tile(m, n) resides this MPI process )
gemm index = analysis.nb gemm[m][n]
allocate a piece memory if needed
analysis.gemm[m][n][gemm index] = k
analysis.nb gemm[m][n]++
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values in the structure ‘analysis’ are initialized to 0. The time complexity of Algorithm 5
is O(max(N T 2 , d2 ∗ N T 3 )), where d is the final density after Cholesky factorization. The
distributed version of the trimming procedure will only consider the tiles that will be locally
updated on each process, therefore, limiting the memory requirements to analyze the matrix’s
sparsity pattern.
In this way, the DAG can be pruned by reducing the execution space of each task class,
i.e., TRSM, SYRK, and GEMM, according to the analyzed information, so that unnecessary
dependencies are eliminated. Figure 6.2 demonstrates how the DAG is trimmed. Before
DAG trimming, the matrix is assumed to have all tiles (in dense or TLR formats) and
their dependencies active. Figure 6.2a showcases dependencies within a panel factorization
without DAG trimming. However, once the sparsity is taken into account, only a fraction
of tasks and their dependencies remains operational, as demonstrated in Figure 6.2b. All in
all, compressing the matrix operator may result also into a compression of its DAG, where
only the eligible tasks and their dependencies are kept functional.

6.3

Rank-Aware Diamond-Shape Data Distribution

Besides optimizations in the previous Section 5.5, i.e., reducing communication, lookahead,
and nested parallelism, a novel rank-aware data distribution is introduced in this section,
as demonstrated in Figure 6.3. This distribution not only mitigates the work imbalance
produced by the RBF kernel (see Section 6.1) but also generalizes this approach for tackling
various 3D data-sparse scientific applications.

6.3.1

Reducing Communication in the Critical Path

In the literature, the definition of the critical path in dense Cholesky factorization (see
Section 2.3.4) usually only includes the numerical kernel execution—assuming kernels in
the critical path sequentially execute on shared memory—but skips the communications in
the critical path. The main reason is that in dense Cholesky, the communications in the

138

P
T
T
T
T
T
T
T
T
T

P

S
G
G
G
G
G
G
G
G

P

S
G
G
G
G
G
G
G

S
G
G
G
G
G
G

S
G
G
G
G
G

S
G
G
G
G

S
G S
G G S
G G G S

T

S

T

G

S

T

G

G

S

T

G

G

G

T

S

T
T

G
G

S

1st panel + update

1st panel + update

S
G S

2nd panel + update

(b) After trimming.

(a) Before trimming.

Figure 6.2: Data dependencies before and after DAG trimming with 10 × 10 tiles for the
1st and 2nd panel factorization. White indicates tiles that have disappeared during the
compression, other colors are non-zero or fill-in tiles due to panel factorization. Tiles labeled
with P (POTRF), T (TRSM), S (SYRK) and G (GEMM) represent the task to be executed
on that tile during factorization. Arrows are data flows between different tasks, with multiple
flows from the same source tile representing a broadcast operation. The dashed green and
magenta arrows show all dependencies between the 1st and 2nd panel/update after DAG
trimming.

0

0
3

4

0

1

2

3

4

5

3

0

1

2

0

1

3

4

5

3

4

5

0

1

2

0

1

2

0

3

4

5

3

4

5

3

4

0

1

2

0

1

2

0

1

2

3

4

5

3

4

5

3

4

5

(a)

3

0

0

3

1

0

1

2

3

4

5

3

0

1

2

0

4

3

4

5

3

4

5

0

1

2

0

1

2

0

3

4

5

3

4

5

3

1

0

1

2

0

1

2

0

1

2

3

4

5

3

4

5

3

4

5

3

0

1

0

1

2

3

4

2

3

0

1

2

3

4

3

4

5

3

4

5

0

1

2

0

1

5

0

3

4

5

3

4

5

0

1

0

1

2

0

1

2

0

1

2

3

4

5

3

4

5

3

4

2

(b)

(c)

3

0

1

0

1

2

3

1

2

3

0

4

2

3

4

3

1

5

0

4

5

0

4

2

3

1

5

0

3

1

5

0

4

2

0

1

0

4

2

3

1

5

0

1

2

3

1

5

0

4

2

3

1

2

3

(d)

Figure 6.3: Data distribution of a matrix of 10 × 10 tiles using 6 processes. (a) ScaLAPACK
2DBCDD; (b) HiCMA-PaRSEC hybrid 1DBCDD+2DBCDD; (c) band distribution to
reduce communication in the critical path; (d) diamond-shaped distribution to balance
workload for off-band tiles. 1DBCDD/2DBCDD with process grids 1 × 6/2 × 3 for green and
white tiles, respectively.
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critical path are not crucial: either the portion of communication in the critical path is low,
and/or there is enough work off the critical path to hide that communication. However, as
mentioned hereinbefore, the resulting sparsity of the compressed matrix and the small rank
of the compressed tiles lead to the great discrepancy in computational intensity between
on- and off-diagonal tiles. Therefore, the critical path becomes cumbersome to get overall
performance. As mentioned before in Section 5.5.3, HiCMA-PaRSEC proposes the concept
of “hybrid distribution”, which builds upon the traditional 2DBCDD (Figure 6.3a). It
combines 1DBCDD and 2DBCDD together to balance workload between on- and off-band
tiles, respectively, as shown in Figure 6.3b with BAN D SIZE = 1. Here, this idea is
extended to reduce communication in the critical path by binding the task operating the
TRSM in the critical path (the first TRSM in each panel factorization) to the same affinity as
the task executing the POTRF in each panel factorization. Figure 6.3c highlights this band
distribution, which results in having the diagonal and subdiagonal with the same process
pattern. In this way, the expensive communication in the critical path due to POTRF-TRSM
data dependencies that involves remote nodes is replaced with a local communication instead.

6.3.2

Diamond-Shaped Data Distribution

Load imbalance is one of the main bottlenecks for TLR matrix computations. It arises
because of the rank disparity and eventually the sparsity of the compressed matrix. By
applying the previous optimization, load imbalance gets further exacerbated. For general
3D covariance matrix problems, the correlation strength usually decreases as it gets farther
from the main diagonal. This pattern is even more severe in RBF applications, creating
abrupt changes in the rank distribution.

A new diamond-shaped data distribution is

introduced, which exploits this inherent pattern, while maintaining some regularity in the tile
distribution. The new distribution assigns process ID for each tile in the diamond shape by
skewing the original 2DBCDD. This creates more opportunity to balance the workload than
the original rectangular static 2DBCDD, as implemented in ScaLAPACK (see Figure 6.3a).
Figure 6.3d showcases the diamond-shaped distribution using a 2 × 3 diamond process grid.
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In addition, it can still keep the column process group as optimal as 2DBCDD, which controls
two broadcasts, i.e., POTRF to TRSMs and TRSM to GEMMs in a column. However, more
processes may be involved in the row process group. But this is not critical since (1) only
one broadcast is involved, i.e., TRSM to GEMMs in a row, and (2) the rank is tiny (see
Figure 6.1) leading to small message size in this broadcast.
Instead of redistributing the data following this new rank-aware diamond-shaped
distribution, which would have required an additional step composed of all the necessary
communications to redistribute the data, taking advantage of PaRSEC capability to
dissociate the data ownership from the operations on this data allows a task execution
mapping different than the mainstream owner-compute strategy. Thus, the compressed
matrix uses its original distribution, but is binded the different task’s execution following the
rank-aware distribution described above. PaRSEC automatically satisfies all dependencies
necessary for tasks execution, and therefore, moves the data from the owner to the location
where it is used. Upon completion of all operations on the data, PaRSEC moves it back to
its original owner. As a result from the point of view of the user, everything happens as if
the data has not been moved and as if the operations are applied in-place.
This approach may cause additional communications, but they happen at most twice
per non-zero tile during the entire application execution, when reading and writing the
data from and to the original storage. Moreover, since no explicit redistribution stage [37,
36] is required, no additional temporary memory is needed, and the introduced additional
communication overheads may be hidden by the computation during runtime. Last but
not least, the entire process of moving the data to rebalance the workload is completely
transparent from the user perspective, being akin to some of temporary data migration.
This non-invasive approach may eventually permit the user to continue distributing their
data using the traditional 2DBCDD in the remaining parts of their applications.
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6.4
6.4.1

Performance Results and Analysis
Environment Settings

The experiments are conducted on two large clusters. Shaheen II is a Cray XC40 cluster
with 6,174 compute nodes, each with two 16-core Intel Haswell CPUs running at 2.30 GHz
and 128 GB of DDR4 main memory. Fugaku contains 158,976 compute nodes, each with a
48-core A64FX CPU running at 2.2 GHz and 32 GB of HBM2 memory.
For optimized BLAS and LAPACK kernels:

on Shaheen II, Intel compiler suite

19.0.5.281 with sequential Math Kernel Library (MKL) version 2019.5; on Fugaku,
Fujitsu compiler with clang mode and SSL2.

A population of SARS-CoV-2 viruses

are simulated with a resolution of 44932 mesh points. The virus geometry is used by
extracting from the Protein Data Bank (PDB) codenamed PDBID 6VXX available at
(https://www.rcsb.org/structure/6VXX). The number of viruses in a cube are varied with
edge length 1.7µm from 30 (i.e., 1.49M mesh points) virus to 1200 (i.e., 52.57M ). An
accuracy threshold of 10−4 has been used for subsequent results, unless otherwise specified.
This is sufficient to satisfy the displacement accuracy requirements of this 3D unstructured
mesh deformation applications during the linear solver. For the data distribution used for
off-band tiles towards kernel execution (Figure 6.3d), a process grid P × Q (as square as
possible) is deployed, where P ≤ Q. Calculations and communications are performed in
double-precision floating-point arithmetic. Experiments are run at least three times and
since no noticeable performance variability has been identified, the minimum time to solution
is reported.

6.4.2

Impact of the Shape Parameters

Gaussian RBF kernel formulation contains a free shape parameter that has a significant
impact on the overall accuracy. This shape parameter controls the shape of the basis function.
A small value decreases the correlation strength while a large value increases it. Finding the
optimal shape parameter is a difficult problem, and many researches choose its value by trial
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and error [106]. Figure 6.4 investigates the effect of this shape parameter on the compressed
RBF operator’s density and the TLR Cholesky performance by varying the shape parameter
from O(10−4 ) to O(10−2 ), which produces compressed matrix from a more sparse to a more
dense data structure. From Figure 6.4, we can see the matrix density increases between
compression and TLR Cholesky, as the shape parameter rises due to fill-in occurring during
factorization. The labeled ranks get higher with the shape parameter increase, but then
eventually decrease since correlations because more scattered across the domain. All in all,
the shape parameter has a direct influence on the algorithmic complexity and the elapsed
time. Moreover, it is noticed that the curves with and without DAG trimming converge
for large shape parameters. As the shape parameter increases, the number of null tiles
eventually decreases, which makes DAG trimming procedure obsolete. This highlights the
effectiveness of the matrix analysis in Algorithm 5 used for DAG trimming optimizations. For
the remaining experiments, the shape parameter of 3.7 × 10−4 is chosen, which translates
into considering half of the minimum distance between the mesh nodes, as mentioned in
section 2.4.

6.4.3

Understanding the Impact of Tile Size

As mentioned hereinbefore, tile size is a crucial parameter in tile algorithms, trading off
task granularity, compute intensity and concurrency. A model is proposed in the previous
Section 5.6.2) to calculate the approximate optimal tile size by assuming a first-order
approximation—–the sequential part (the critical path in the algorithm) at distance one
overlapping with the parallel part (everything outside the critical path). Because of matrix
sparsity and lower task granularity which emphasizes the importance of communication and
runtime overheads, this assumption does not hold for the RBF application. Therefore, the
√
strategy as st-3D-exp in [38] is followed to tune the tile size b in practice using b = O( N )
(with N the matrix size), which theoretically provides a minimal operation count by for TLR
matrix computations [100]. This trade-off is pictured by a time-to-solution curve following
a bell shape. Figure 6.5 demonstrates this pattern on the two platforms and analyzes the
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reasons behind it by showing the time taken by the critical path and the number of tasks.
Indeed, when the tile size is large, the critical path plays a more significant role because
the tiles on the matrix diagonal with full dense data structure account for most of the
flops. As the tile size decreases, the number of flops in the critical path decreases, while
the amount of computation outside the critical path increases. Therefore, after passing the
sweet point where the critical path is balanced by the off-diagonal workloads, the number of
tasks continues to increase while their granularity decreases. This leads to a situation where
the cost of tasks outside the critical path dominates and eventually exacerbates all overheads
of dealing with tasks in the runtime. Auto-tuning the tile size with a model is an important
aspect but beyonds the scope of the paper. For this dissertation’s needs it is enough to find,
even experimentally, a reasonable value representing a local minima based on the strategy
above. This strategy is applied for the rest of the experiments unless specified.

6.4.4

Impact of DAG Trimming Optimization

Figure 6.6 (left) evaluates the impact of DAG trimming up to 512 Shaheen II nodes with
matrix size up to 11.95M. Trimming the DAG always has a net positive impact, with the
overhead of the trimming being always significantly smaller than the reduction in runtime
overheads. As expected, the benefit is correlated to both the problem size and the number
of compute resources used. This shows that the performance superiority comes directly from
the removal of tasks and data dependencies no longer required. This reduces the cost of
runtime scheduling and orchestration between the participating processes. Regarding the
overheads of Algorithm 5, Figure 6.6 (right) demonstrates both time and memory footprint
for the trimming analysis are negligible. The subsequent graphs show performance results
when DAG trimming is on.

6.4.5

Incremental Effect of Proposed Runtime Optimizations

Figure 6.7 details the impact of the two proposed optimizations on the time-to-solution
up to 512 nodes and up to 11.95M matrix size. Reducing communication in the critical
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path using a band distribution (Section 6.3.1) shows a positive impact in Figure 6.7 (top)
with speedup up to 1.60×. When additionally balancing the workload using the rankaware diamond-shaped data distribution (Section 6.3.2), further performance improvement
is scored in Figure 6.7 (bottom) attaining up to 1.55×. From Figure 6.7 (top), we can see the
impact of the communication reduction increases with the number of processes. Indeed, the
most communication intensive parts of the Cholesky factorization are the row and column
broadcast operations, as described in Section 6.3.2. These broadcast operations span across a
similar number of processes but the row broadcast moving a low-rank tile has a lesser impact
on performance than the column broadcast where a dense, diagonal tile is propagated. The
new affinity in the critical path reduces the participants in the column broadcast, and thus
reduce its impact. This is even more pronounced when the number of processes increases.
By the same token, the additional benefit of load balancing using the diamond-shaped data
distribution increases with the matrix sizes and the number of processes. The behavior for
small matrices is slightly different since there may not be enough work to feed all processing
units.

6.4.6

Performance Analysis

Performance comparison.

As shown hereinbefore, shape parameter has effect on

the compressed RBF operator’s density and therefore the TLR Cholesky performance
(demonstrated in Figure 6.1 and Figure 6.4). First, HiCMA-PaRSEC is compared against
its original version proposed in Chapter 5 (Lorapo is call in this section to differentiate from
extended HiCMA-PaRSEC in this chapter) with variable shape parameters about different
matrix sizes on 512 nodes Shaheen II, as detailed in Figure 6.8. HiCMA-PaRSEC beats
Lorapo in all scenarios, from a very sparse matrix (small shape parameter, e.g., 1.0 × 10−4 )
to a quite dense matrix (large shape parameter, e.g., 5.0×10−2 ). Then, while fixing the shape
parameter to 3.7×1.0−4 (see Section 6.4.2), Figure 6.9 and Figure 6.10 depict the comparison
of HiCMA-PaRSEC against Lorapo on more broad settings—up to 11.95M matrix size and
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Nodes 512

512 nodes on two clusters, Shaheen II and Fugaku, respectively—including the detailed timeto-solution and the corresponding speedups. On both systems, HiCMA-PaRSEC consistently
outperforms Lorapo: with up to 6.8× speedup and maintaining a steady 6× speedup for
matrices larger than 5.97M on Shaheen II; on Fugaku, with up to 9.1× speedup and achieving
more than 4× speedup for all matrices. This generic HiCMA-PaRSEC software bundle is
the first approach to efficiently deal with a mixture of data structure on distributed-memory
systems, characterized by the challenges of RBF applications, as described in Sections 6.1.
Time Breakdown. Figure 6.11 compares the time breakdown of TLR Cholesky of
HiCMA-PaRSEC against Lorapo along with matrix compression. HiCMA-PaRSEC reduces
the factorization by such a significant factor, that the compression of the initial matrix from
dense to TLR becomes the most expensive part, hinting at a possible future work on how to
generate the matrix directly in compressed format [92].
Different Accuracy Thresholds. To further highlight the versatility of our framework,
Figure 6.12 evaluates HiCMA-PaRSEC against Lorapo, using various accuracy thresholds on
512 nodes Shaheen II. As the accuracy threshold increases from 10−5 , to 10−7 and to 10−9 ,
the elapsed time increases since more information can be captured on each tile resulting in
higher ranks. HiCMA-PaRSEC shows significant performance superiority against Lorapo
regardless of the accuracy threshold. HiCMA-PaRSEC improves even further the relative
performance between accuracy thresholds compared to Lorapo, thanks to the communication
reduction in the critical path and the diamond-shaped data distribution for load balancing.

6.4.7

Roofline Algorithmic Model

A better way to estimate how far an algorithm is from the optimum is to compare it with
a known theoretical bound and see how much room for improvement remains. As described
in Section 5.6.2 the critical path in Cholesky includes the computational kernels without
communication, under the assumption that with enough compute resources everything
outside of the critical path would be totally hidden behind the sequential operations in the
critical path. This critical path ignores communications, leading to a rather optimistic bound.
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It is used as the roofline algorithmic model. In order to make the critical path similar on a
given matrix size for all settings, the tile size is constant in this section, i.e., 4880, which is in
the range of empirically tuned tile size during experiments. HiCMA-PaRSEC always achieves
more than 70% efficiency for the matrix sizes up to 11.95M on Shaheen II. The remaining
30% includes runtime overheads, communication costs, and off-band computational kernels,
which can not be hidden by the sequential critical path.
Now the incremental performance optimizations are applied on Fugaku. Figure 6.13
depicts the time-to-solution of HiCMA-PaRSEC, the impact of the different optimizations
and the critical path, augmented with the achieved efficiency, i.e., the ratio of the critical
path to HiCMA-PaRSEC, on 512 nodes Fugaku with multiple matrix sizes. There are
remarkable reductions in time-to-solution for each of the proposed optimizations, resulting
in a complete solution significantly faster than the state-of-the-art Lorapo. HiCMA-PaRSEC
achieve 75.4% efficiency compared to the optimistic bound defined above. But getting closer
to the time taken by the critical path is also an indication that this implementation may
run out of concurrency. This situation can already be detected in Figure 6.9 when a lower
scalability is achieved as the number of nodes increases. For those problem sizes that do
not benefit any more from adding more resources, the idea is to switch from dense to sparse
direct solver to expose even more parallelism. In fact, PaRSEC provides support of sparse
direct solver in PaStiX [91], but research on sparse direct solver powered with low-rank
approximation is still limited to shared-memory [114, 100].

6.4.8

Performance Evaluation at Extreme Scale

To study the scalability at extreme scale, the solution is puhsed to matrices and number
of processors more akin to the desired norms in the target science domain, and present in
Figure 6.14 results with matrix sizes up to 52.57M and the number of nodes up to 2048.
Each matrix size can be considered as a strong scaling experiment, and each number of
nodes as a weak scaling one. It must be noted that matrix size of 52.57M cannot routinely
be used in the literature of TLR matrix computations. HiCMA-PaRSEC can factorize such
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matrix size in 36 minutes. This represents a leap forward in TLR matrix approximation
for supporting extreme-scale 3D unstructured mesh deformations. All in all, these results
show the efficiency and scalability of this generic HiCMA-PaRSEC software bundle, while
delivering results with the expected accuracy.
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Chapter 7
Conclusions and Future Work
7.1

Conclusions

This dissertation demonstrates how a synergistic approach between PaRSEC and matrix
libraries based on a separation of concerns can improve the productivity, performance, and
scalability of the challenging matrix kernel in the context of HPC applications.
Redistribute-PaRSEC presents a flexible data redistribution algorithm for the taskbased runtime system, targeting a general redistribution problem and supporting any
regular and irregular data distributions without constrain of data size and memory layout,
which is a pioneer taking irregular data distributions and explicitly data size effect into
account in task-based runtime systems. Besides the proposed cost model, it provides an
implementation in a task-based runtime PaRSEC, together with a set of runtime extensions
and optimizations. The practical evaluations of this implementation show it can achieve
impressive performance compared with the theoretical peak and existing tools supporting
some level of data redistribution, ScaLAPACK. Moreover, utilization in real applications
highlights great benefits and negligible overheads in terms of data distribution, tile size, and
data format with significant improvement in application time-to-solution.
ExaGeoStat-PaRSEC demonstrates MLE with a novel mixed three-precision Cholesky
factorization powered by a dynamic runtime system on three major HPC systems, which
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exploits the mathematical structure of the covariance matrix by on-demand casting of
precisions in computations and communications.

This synergistic approach permits to

achieve up to 9.1 (mixed) PFlop/s sustained performance by maximizing hardware occupancy
using lookahead and nested data distributions. Application-expected accuracy is achieved
thanks to a band region mechanism to set the precision arithmetics, tunable to preserve high
productivity for users.
Towards geospatial modeling, HiCMA-PaRSEC presents the process to accommodate
a heterogeneous workload from low-rank matrix computations over a task-based runtime,
PaRSEC. In particular, it demonstrates that using the TLR compression data format
together with multiple algorithmic improvements supported by a nimble task-based runtime,
the TLR Cholesky factorization—which is the most time-consuming computational phase of
the geospatial statistics approach for environmental applications—can be leveraged at an
unprecedented scale. In addition to analyzing the setup in the context of a 2D statistical
applications, HiCMA-PaRSEC has highlighted the effectiveness and scalability of BANDTLR Cholesky factorization on 3D covariance matrix kernels at scales never reached before,
42M matrix size using 130, 000 cores. I believe the impact of these features goes well beyond
the TLR compression data format for dense problems.
Regard 3D unstructured mesh deformation, HiCMA-PaRSEC is extended to demonstrates its efficiency and scalability to solve challenging 3D datasparse RBF problems using
TLR approximation. The challenge resides in the RBF matrix operator that is initially dense
during generation, then rank structured after compression, and possibly leading toward
sparse. HiCMA-PaRSEC can support these various data layouts within a single matrix
factorization. By exploiting the matrix sparsity resulting from the TLR compression of a
formally dense matrix, the DAG of tasks of a Cholesky factorization is dynamically trimmed
to eliminate unnecessary tasks and their data dependencies operating on zero-tiles that are no
longer required. The remaining kernel execution space is automatically remapped to a novel
rank-aware diamond-shaped distribution space to tackle the work imbalance. The change
in execution pattern is completely hidden from the end users, but delivers a significant
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performance boost. These optimizations enhance the scalability of HiCMA-PaRSEC at
extreme-scale and permit to efficiently support RBF application at unprecedented matrix
sizes on a very large SARS-CoV-2 dataset.

7.2

Future Work

Towards data redistribution, I plan to explore the applicability of this redistribution
algorithm to other runtime systems; while in the context of PaRSEC, I would like to further
reduce communication overheads and make the redistribution a completely transparent
process, an operation that could be fused with the ensuing computation to hide all overheads
related to the redistribution in terms of memory and time-to-solution. I also plan to extend
the scope in terms of the algorithm itself and the utilization not only on dense matrix, but
also on more broadly used applications.
Regard geospatial modeling and 3D unstructured mesh deformation, I intend to
investigate mixed precision techniques with low-rank approximation by leveraging the data
sparsity patterns for tiles located near, mid, and far from the diagonal to further reduce
memory footprint and shorten time to solution. This would open new opportunities on
GPUs towards low-rank operations for further performance gain. Towards accuracy, I plan
to break the strict band region mechanism and adaptively make decision at the fine-grained
tile level so that it can create more possibilities in lower precision. I also would like to
improve the matrix compression which, as a result of the optimizations presented in this
dissertation, becomes an expensive part of the algorithms especially for 3D problems. In
particular, I plan to generate the matrix directly in compressed format [92], without having
to generate the full dense structure, and merge matrix generation and factorization together.
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