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Abstract
This paper considers the problem of distributed model fit-
ting using the alternating directions method of multipliers
(ADMM). ADMM splits the learning problem into several
smaller subproblems, usually by partitioning the data sam-
ples. The different subproblems can be solved in parallel by a
set of worker computing nodes coordinated by a master node,
and the subproblems are repeatedly solved until convergence.
At each iteration, the worker nodes must solve a convex opti-
mization problem whose difficulty increases with the size of
the problem. In this paper, we propose a sensitivity-assisted
ADMM algorithm that leverages the parametric sensitivities
such that the subproblems solutions can be approximated us-
ing a tangential predictor, thus easing the computational bur-
den to computing one linear solve. We study the convergence
properties of the proposed sensitivity-assisted ADMM algo-
rithm. The numerical performance of the algorithm is illus-
trated on a nonlinear parameter estimation problem, and a
multilayer perceptron learning problem.
Machine learning algorithms that aim to build predictive
models using large datasets are prevalent across many fields
ranging from medical diagnosis, telecommunications, finan-
cial services and retail, image and speech recognition, social
media, energy and smart manufacturing to name a few. In
many applications, such as social networks, wireless sen-
sor networks, or cloud computing applications, the data is
collected and stored in a distributed manner. In other cases,
the data set may be large that it cannot be processed by a
single machine, and distributed computing, where the learn-
ing problem is decomposed into smaller subproblems that
can be solved in multiple processors, is a natural way to
solve large-scale machine learning problems. The subprob-
lems are then coordinated to find the solution to the large-
scale problem to develop a global model. This is commonly
known as collaborative learning, or centralized federated
learning.
A powerful and robust approach for distributed optimiza-
tion, well suited for problems arising in machine learn-
ing, is the Alternating Directions Method of Multipliers
(ADMM). Several model fitting problems, including regu-
larized regression such as ridge regression, Lasso regres-
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sion, logistic regression as well as classification problems
like support vector machines can be trained efficiently us-
ing ADMM (Boyd et al. 2011; Forero, Cano, and Giannakis
2010; Mateos, Bazerque, and Giannakis 2010). ADMM is
based on the decomposition-coordination approach, where
the large-scale optimization problem is decomposed into
smaller subproblems each solved by a worker computing
node and then coordinated by a master computing node. The
subproblems and the master’s update are iteratively solved to
find the solution to the original problem. Therefore, ADMM
involves repeatedly solving a set of subproblems in a dis-
tributed manner and a computation on the master node. Re-
peatedly solving the optimization problem can be computa-
tionally expensive, especially if a large number of iterations
are required.
Noting that between each iteration, the subproblems
solved are similar, this paper aims to improve the com-
putational speed of the procedure by exploiting the para-
metric sensitivity of the optimization problems, such that
the subproblems are cheaply evaluated at subsequent iter-
ations. To this end, this paper proposes a sensitivity-assisted
ADMM formulation to efficiently solve distributed opti-
mization problems.
Problem formulation
Consider a general model fitting problem using the labeled
training data set
D := {(uj , yj)}
M
j=1
where uj ∈ Rm denotes the set of features, and yj ∈ R
denotes the labels.
The objective is to fit a parametric architecture
y = f(u, x)
parameterized by the vector x ∈ Rn. A systematic proce-
dure for choosing the parameter vector x is to solve a nu-
merical optimization with training data D input into the op-
timization problem as,
x∗ = argmin
x
J(x,D) + r(x) (1)
where
J(x,D) :=
M∑
j=1
ℓ(f(uj , x)− yj)
2
is the least squares loss function, and r : Rn → R is a
regularization function.
Many regression and classification problems can be put
in the form of the general model fitting problem (1), with
f(u, x) , J(·) and r(·) chosen appropriately.
If the learning problem (1) leads to a large-scale optimiza-
tion problem, then it can be decomposed into smaller sub-
problems. The optimization problem can either be decom-
posed across the training data set, or decomposed across the
features u (Boyd et al. 2011). For example, when we have a
large number of training samples, the data set can be divided
into N data chunksDi := {(uj, yj)}
Mi
j=1 such that
M =
N∑
i=1
Mi and D =
N⋃
i=1
Di
The optimization problem is then given by
min
x
N∑
i=1
J(x,Di) + r(x) (2)
The shared variable x couples the different subproblems to-
gether. In order to decompose the problem, a local copy
xi ∈ Rn of the shared variable x is introduced such that
the optimization problem (2) can be written as
min
x1,...,xN
N∑
i=1
Ji(xi,Di) + r(x0) (3a)
s.t. xi = x0 ∀i = 1, . . . , N (3b)
The constraint (3b) ensures that the local variables all agree.
This problem is known as global variable consensus prob-
lem, which can be solved using ADMM as described below.
The augmented Lagrangian of (3) is given by
min
x1,...,xN
L({xi}, x0; {λi}) :=
N∑
i=1
J(xi,Di) + r(x0)
+
N∑
i=1
λTi (xi − x0) +
N∑
i=1
ρ
2
‖xi − x0‖
2 (4)
where λi is the Lagrange multiplier that corresponds to the
consensus equality constraint.
It can be seen that (4) is additively separable except for
the quadratic penalty terms ‖xi − x0‖2. Therefore the sub-
problems i = 1, . . . , N are solved by fixing x0 and λi, and
the subproblem i = 0 is solved by fixing xi and λi for
all i = 1, . . . , N in an alternating directions fashion. The
ADMM method then consists of the iterations (Boyd et al.
2011),
xk+1i = argmin
xi
Li(xi, x
k
0 ;λ
k
i ) := Ji(xi,Di)
+ λkTi (xi − x
k
0) +
ρ
2
∥∥xi − xk0∥∥2 (5a)
∀i = 1, . . . , N
xk+10 = argmin
x0
r(x0) +
N∑
i=1
λkTi (x
k+1
i − x0)
+
N∑
i=1
ρ
2
∥∥xk+1i − x0∥∥2 (5b)
λk+1i = λ
k
i + ρ(x
k+1
i − x
k+1
0 ) ∀i = 1, . . . , N (5c)
starting with the initial guess x00, λ
0 at k = 0, where k
is the iteration number. The steps (5a) and (5c) are car-
ried out in parallel for each i = 1, . . . , N . At each time,
(5a), (5b), and (5c) are iteratively solved until convergence
(Eckstein and Bertsekas 1992; Boyd et al. 2011).
We consider the case where f(x,D) is smooth, but may
be nonlinear and nonconvex. Hence (5a) is a nonlinear pro-
gramming (NLP) problem. The optimization problem (5b)
is often called the central collector, since x0 is used by all
the subproblems (5a). If no regularization terms are used,
i.e. r(x) = 0, then the central collector has a closed-form
solution,
xk+10 =
1
N
N∑
i=1
[
xk+1i +
λki
ρ
]
(6)
The master coordinator (5c) is the dual ascent step. To this
end, each subproblem solves for the model parameters xi in
parallel using only a subset of the training data Di, and the
master coordinator ensures that the parameters xi computed
by the different subproblems converge to the same value,
that is, the different subproblems collaborate to develop a
global model.
Sensitivity-assisted ADMM
It can be seen from (5a) that the subproblems i = 1, . . . , N
are solved by fixing x0 and λi from the previous iterate.
Once x0 and λi are updated in (5b) and (5c) respectively,
the N subproblems are solved again with the updated value
of x0 and λi. This is repeated until some stopping criteria is
met (Boyd et al. 2011). Iteratively solving the optimization
subproblems can be time consuming and computationally
expensive.
In order to address this issue, we now propose a
sensitivity-assisted ADMM. The underlying idea of the pro-
posed sensitivity-based ADMM is as follows. Since the only
difference between two consecutive iterations of the sub-
problems is the value of x0 and λi used in (5a), the sub-
problems can be cast as a parametric optimization problem
xk+1i (p
k) = argmin
xi
Li(xi, p
k) (7)
where pk = [xk0 , λ
k
i ]
T denotes the set of parameters that are
updated at each iteration, and Li(xi, pk) := Ji(xi,Di) +
λkTi (xi − x
k
0) +
ρ
2
∥∥xi − xk0∥∥2 is the augmented Lagrangian
of the ith subproblem. Once the solution to the subproblems
are evaluated at the first iteration, the parametric sensitivity
can be used to cheaply evaluate how the optimal solution
changes when the parameter pk+1 = [xk+10 , λ
k+1
i ]
T is up-
dated.
The KKT condition for the unconstrained subproblem is
given by
∇xiLi(xi, p
k) = 0 (8)
and x∗i (p
k) is called a KKT-point that satisfies (8) for any
pk.
Assumption 1. fi is smooth and twice continuously differ-
entiable in the neighborhood of the nominal solution x∗i (p
0).
Assumption 2. The following hold:
1. Li(xi, pk) is smooth and twice differentiable in p and xi
in the neighborhood of xi(p
k)
2. x∗i (p
k) is a KKT point
3. Strong second order sufficient conditions (SSOSC) hold at
any KKT point x∗i (p
k), i.e.
dT∇2xi,xiLi(xi, p
k)d > 0 ∀d 6= 0
Theorem 1. Given Assumptions 1 and 2, the following
holds:
1. x∗i (p
k) is a local minimizer of Li(xi, pk)
2. For pk+1 in the neighborhood of pk, there exists a unique,
continuous and differentiable vector x∗i (p
k+1) which is a
local minimizer of Li(xi, pk+1)
3. There exists α > 0 such that ‖x∗i (p
k+1) − x∗i (p
k)‖ ≤
α‖pk+1 − pk‖.
4. There exists L > 0 such that ‖L∗i (p
k+1) − L∗i (p
k)‖ ≤
L‖pk+1 − pk‖.
Proof. See (Fiacco 1976)
Therefore, we can apply implicit function theorem on the
KKT conditions, and compute
∇2xi,xiLi(x
∗
i (p
k))
∂x∗i (p
k)
∂p
= −∇2xi,pLi(x
∗
i (p
k)) (9)
Linearization of the KKT condition around the nominal
solution x∗i (p
0) gives,
∇2xi,xiLi(x
∗
i (p
k))︸ ︷︷ ︸
=M
(x∗i (p
k+1)− x∗i (p
k))
≈−∇2xi,pLi(x
∗
i (p
k))︸ ︷︷ ︸
N
(pk+1 − pk) (10)
The first-order “tangential predictor” estimates for the up-
dated parameters pk+1 = [xk+10 , λ
k+1
i ]
T can then be written
as,
x˜∗i (p
k+1) = x∗i (p
k)−M−1N (pk+1 − pk) (11)
where x˜∗i (p
k+1) is an estimate of the solution x∗i (p
k+1) such
that ‖x˜∗i (p
k+1)− x∗i (p
k+1)‖ ≤ α‖pk+1 − pk‖.
Therefore, instead of solving the nonlinear optimization
problem at each ADMM iteration, x∗i (p
k+1) can be approx-
imated in the subsequent steps using the tangential pre-
dictor (11), thus reducing the overall CPU time required
by the ADMM iterations. The proposed sensitivity-assisted
ADMM approach is summarized in Algorithm 1.
Algorithm 1 Sensitivity-based ADMM (sADMM)
Input: p0 = [x
0
0, λ
0], ρ
for k do = 0,1,2,. . .
if k == 0 then
x1i (p
0)← argminxi Li(xi, p
0) ⊲ Solve NLP
else
x˜k+1i (p
k)← x˜ki (p
k−1)−M−1N (pk − pk−1) ⊲
Sensitivity update
end if
xk+10 ←
1
N
∑N
i=1
[
x˜k+1i +
λk
i
ρ
]
⊲ Central collector
λk+1i ← λ
k
i + ρ(x˜
k+1
i − x
k+1
0 ) ⊲Master update
pk+1 = [xTk+10 , λ
Tk+1]T
end for
Output: x∗i , λ
∗
Convergence properties
In this section, we analyze the convergence proper-
ties of the proposed sensitivity-assisted ADMM ap-
proach. Consider the convergence framework given
in (Hong, Luo, and Razaviyayn 2016) for nonconvex but
continuously differentiable Ji.
We make the following Assumption in regards to the
problem,
Assumption 3. 1. Every Ji is Lipschitz continuously differ-
entiable with constant Li
2. The penalty parameter ρ satisfies ργ(ρ) ≥ max{Li}, and
so each subproblem is strongly convex with modulus γ(ρ)
3. J is bounded from below
By using sensitivity updates to update the vectors x˜i, each
problem is solved inexactly, however with a fixed tracking
bound on the optimality residual. In particular the optimality
conditions satisfy,
∇Ji(x˜
k+1
i ) + λ
k
i + ρi(x˜
k+1
i − x
k+1
0 ) = ǫ
k
i (12)
where now ‖ǫki ‖ ≤ D for a tolerance as given by the path-
following procedure. This will depend on the problem Lips-
chitz functions as affecting how much the problem changes
iteration to iteration, and thus the accuracy of a tangential
predictor. In practice, we can add additional corrector steps
to obtain an optimality residual as desired a priori.We found,
however, in our numerical experiments that this was unnec-
essary.
Now we have,
Lemma 1. (Like (Hong, Luo, and Razaviyayn 2016, Lemma
2.1)) It holds that,
‖λk+1i − λ
k
i ‖
2 ≤ 2L2i ‖x
k+1
i − x
k
i ‖
2 + 4D2
Proof. Taking the approximate optimality condition (12)
and combine this with the dual update (5c) to deduce,
∇Ji(x
k+1
i ) = −λ
k+1
i + ǫ
k
i
and thus,
‖λk+1i − λ
k
i ‖ =‖λ
k+1
i − λ
k(i)
i ‖
=
∥∥∥∇Ji(xk+1i )−∇Ji(xk(i)i )
∥∥∥
+ ‖ǫki − ǫ
k(i)
i ‖ ≤ Li‖x
k+1
i − x
k
i ‖+ 2D
and the final result follows from the fact that (a + b)2 ≤
2a2 + 2b2.
Lemma 2. (Like (Hong, Luo, and Razaviyayn 2016, Lemma
2.2))
L({xk+1i }, x
k+1
0 ; {λ
k+1
i })− L({x
k
i }, x
k
0 ; {λ
k
i })
≤
∑
i
(
L2i
ρ
−
γ(ρ)
2
)
‖xk+1i − x
k
i ‖
2
−
γ
2
‖xk+10 − x
k
0‖+
4ND2
ρm
where ρm = min{ρ, {γi(ρ)}}.
Proof. We have that,
L({xk+1i }, x
k+1
0 ; {λ
k+1
i })− L({x
k
i }, x
k
0 ; {λ
k
i })
= L({xk+1i }, x
k+1
0 ; {λ
k+1
i })− L({x
k+1
i }, x
k+1
0 ; {λ
k
i })
+ L({xk+1i }, x
k+1
0 ; {λ
k
i })− L({x
k
i }, x
k
0 ; {λ
k
i })
(13)
Now the first term satisfies,
L({xk+1i }, x
k+1
0 ; {λ
k+1
i })− L({x
k+1
i }, x
k+1
0 ; {λ
k
i })
=
N∑
i=1
〈
λk+1i − λ
k
i , x
k+1
i − x
k+1
0
〉
=
N∑
i=1
1
ρ
∥∥λk+1i − λki ∥∥2 (14)
The second term can be bounded as follows,
L({xk+1i }, x
k+1
0 ; {λ
k
i })− L({x
k
i }, x
k
0 ; {λ
k
i })
= L({xk+1i }, x
k+1
0 ; {λ
k
i })− L({x
k
i }, x
k+1
0 ; {λ
k
i })
+ L({xki }, x
k+1
0 ; {λ
k
i })− L({x
k
i }, x
k
0 ; {λ
k
i })
≤
N∑
i=1
〈
∇xiL(
{
xk+1i
}
, xk+10 , {λ
k
i }), x
k+1
i − x
k
i
〉
−
N∑
i=1
γi(ρ)
2
‖xk+1i − x
k
i ‖
2 +
N∑
i=1
〈
λki , x
k+1
0 − x
k
0
〉
+ ρ
N∑
i=1
〈
xki − x
k+1
0 , x
k+1
0 − x
k
0
〉
−
γ
2
∥∥xk+10 − xk0∥∥2
≤
N∑
i=1
(
‖xk+1i − x
k
i ‖‖ǫ
k
i ‖ −
γi(ρ)
2
‖xk+1i − x
k
i ‖
2
)
+
〈
∂L
∂x0
(
{xki }, x
k+1
0 , λ
k
)
, xk+10 − x
k
0
〉
−
ρ
2
‖xk+10 − x
k
0‖
2
≤
N∑
i=1
(
D‖xk+1i − x
k
i ‖ −
γi(ρ)
2
‖xk+1i − x
k
i ‖
2
)
−
ρ
2
‖xk+10 − x
k
0‖
2
≤
N∑
i=1
(
D2
γi(ρ)
−
γi(ρ)
4
‖xk+1i − x
k
i ‖
2
)
−
ρ
2
‖xk+10 − x
k
0‖
2
Now, using (14) together with Lemma 1 together with this
last estimate yields the result.
We introduce the following standard assumption:
Assumption 4. All iterates {xki , x
k
0} lie on a bounded com-
pact set X with radius (maximum distance between any two
points within X ) R.
Lemma 3. (Like (Hong, Luo, and Razaviyayn 2016, Lemma
2.3))
lim
k→∞
L({xki }, x
k
0 ; {λ
k
i }) ≥ Jm −DR
Proof. Now,
L({xki }, x
k
0 ; {λ
k
i })
≥
N∑
i=1
(
Ji(x
k
i ) +
〈
λki , x
k
i − x
k
0
〉
+
ρ
2
∥∥xki − xk0∥∥2
)
≥
N∑
i=1
(
Ji(x
k
i ) +
〈
∇Ji(x
k
i ), x
k
0 − x
k
i
〉
−D‖xk0 − x
k
i ‖+
ρ
2
∥∥xki − xk0∥∥2
)
≥
N∑
i=1
(
Ji(x
k
0)−D‖x
k
0 − x
k
i ‖
)
≥ Jm −DR
where we used Lemma 1 for the first inequality.
Theorem 2. There exists a D˜ proportional toD2 such that,
lim sup
k→∞
‖xk+10 − x
k
0‖ ≤ D˜
lim sup
k→∞
‖xk+1i − x
k
i ‖ ≤ D˜
and any limit point of the sequence satisfies
‖∇Ji(x
∗
i ) + λ
∗
i ‖
2 ≤
D2
2L
, ‖x∗i − x
∗
0‖ ≤
2L2D˜ + 4D2
ρ
Proof. Combining Lemmas 2 and 3 and obtaining a tele-
scoping sum on L, we can see that it must hold that,∑
i
(
−
L2i
ρ
+
γ(ρ)
2
)
‖xk+1i −x
k
i ‖
2+
γ
2
‖xk+10 −x
k
0‖ ≤
4ND2
ρm
and the first result follows from the assumption that(
−L
2
i
ρ
+ γ(ρ)2
)
> 0.
The first limit condition follows immediately from the ap-
proximate optimality conditions of the subproblem. The sec-
ond follows from Lemma 1 implying that
lim sup
k→∞
‖λk+1i − λ
k
i ‖ ≤ 2L
2
i D˜ + 4D
2
and the update rule for λki .
Note that, when the parametric functional form f(u, x)
has a linear architecture, for example,
f(u, x) = φ(u)Tx
where φ(u) is some basis function used to project the fea-
tures into a higher dimensional space, then the least square
loss function L(·) becomes convex quadratic. In this case,
the sensitivity update step (11) is exact, i.e.
x˜∗i (p
k+1) = x∗i (p
k+1)
and ǫki = 0. This implies that the proposed sensitivity as-
sisted ADMM in this case solves exactly the distributed
model fitting problem.
The convergence in this case can be obtained by setting
D = 0 in Theorem 2, which implies that
lim sup
k→∞
‖xk+10 − x
k
0‖ = 0
lim sup
k→∞
‖xk+1i − x
k
i ‖ = 0
and the limit point of the sequence satisfies
‖∇Ji(x
∗
i ) + λ
∗
i ‖
2 = 0, ‖x∗i − x
∗
0‖ = 0
Illustrative Examples
In this section we demonstrate the use of the proposed
sensitivity-assisted ADMM algorithm for distributed model
fitting using different examples, and show that by using
the sADMM method, we can get similar performance as
the traditional ADMM approach, but at significantly less
computation time. All nonlinear optimization problems in
these examples were developed using CasADi v3.5.1
(Andersson et al. 2019), which is an open-source tool for
nonlinear optimization and algorithmic differentiation. The
resulting optimization problems were solved using IPOPT
v3.12.2 (Wa¨chter and Biegler 2006) with MUMPS linear
solver. All the numerical experiments were performed on a
2.6 GHz processor with 16GB RAM.
Nonlinear parameter estimation
We now demonstrate the proposed approach for a nonlinear
inverse model fitting problem. The aim is to fit a paramet-
ric function f(u, x) parameterized by the unknown model
parameters x using data samples. Such problems commonly
arise in data reconciliation and parameters estimation prob-
lems. We want to fit the functional form
f(u, x) = x1e
x2u1 +
0.01
x4
((x3−u1)
2)+x5(u2−(x6u1)
2)2
(15)
Using a data set of N = 10201 noisy samples of u and
y, we want to compute the value of the parameters x ∈ R6,
such that the prediction error (y − f(x, u))2 is minimized.
The data samples were artificially generated for this toy ex-
ample using (15) in the range of u ∈ [−5, 5]× [0, 10] with
an added white noise with zero mean and standard deviation
pf 2.
First, we solve parameter estimation problem as a single
centralized nonlinear programming (NLP) problem (1). The
optimal x obtained is denoted as xˆNLP and the predicted
labels are denoted as yˆNLP = f(u, xˆNLP ). Fig. 1 shows
the predicted labels yˆNLP compared with the true labels y
(ground truth) in blue. This serves as the benchmark to com-
pare the performance of distributed model fitting using the
ADMM algorithm and the proposed sADMM method.
We then solve the parameter estimation problem using
ADMM. Here the same training data set is decomposed into
four groups. Group 1 contains data samples in the range
of u ∈ [−5,−2.5] × [0, 10], group 2 in the range of u ∈
[−2.5, 0] × [0, 10], group 3 in the range of u ∈ [0, 2.5] ×
[0, 10] and group 4 in the range of u ∈ [2.5, 5]× [0, 10]. The
optimal x obtained is denoted as xˆADMM and the predicted
labels are denoted as yˆADMM = f(u, xˆADMM ). Fig. 1
shows the predicted labels using ADMM yˆADMM compared
with the true labels (ground truth) in red.
We then solve the parameter estimation problem us-
ing the proposed sensitivity-based ADMM (sADMM) ap-
proach shown in Algorithm 1, using the same training data
set decomposed as above. The optimal x obtained is de-
noted as xˆsADMM and the predicted labels are denoted as
yˆsADMM = f(u, xˆsADMM ). Fig. 1 shows the predicted la-
bels using sADMM yˆsADMM compared with the true labels
(ground truth) in yellow.
The mean-squared error and the R2 are shown in Table 1
which shows that the proposed sADMM approach is able
to obtain similar performance and the full ADMM approach
and the centralized NLP solution. The average CPU time
to solve the subproblem was roughly 0.045s as opposed to
0.5E-4s for the sensitivity update. Consequently, the total
CPU time for each subproblem over 21 iterations is roughly
0.05s using sADMM as opposed to 0.74s using traditional
ADMM. This shows that by using sADMM, we can achieve
similar performance as ADMM, but at significantly lower
computational cost.
Figure 1: Parameter estimation: Comparison of the predicted
labels using xNLP (Blue), xADMM (red) and xsADMM
(yellow).
Table 1: Mean squared error andR2 factor for the single op-
timization problem, ADMM and the sADMMmethods used
to estimate the model parameters.
NLP ADMM sADMM
MSE 1.005 1.022 1.0318
R2 0.9945 0.9944 0.9944
Multilayer perceptron for combined cycle power
plant
We now illustrate the use of the proposed sensitivity-assisted
ADMM to train a multilayer perceptron (MLP) with q neu-
rons
f(u, x) := h1 ◦ α ◦ h0
where h0(u) = w
T
0 u + b0, h1(ξ) = w
T
1 ξ + b1, ξ ∈ R
q is
the output of the hidden layer, and α(h0) : R → R denotes
a nonlinear activation function. The unknown parameters x
contains the weights and biases w0, w1, b0 and b1, respec-
tively. In this case, the functional form f(u, x) makes the
optimization problem highly nonlinear and nonconvex.
We consider the problem of predicting the net hourly elec-
trical energy output from a combined cycle power plant. The
training data set is obtained from the UCI machine learn-
ing repository (Tu¨fekci 2014; Tufekci and Kaya 2014). This
data set was collected from a real combined-cycle power
plant over 6 years, where we have four features, namely, am-
bient temperature, pressure, relative humidity, and exhaust
vacuum with a total of 9568 data points. The data points
were normalized such that they have zero mean and stan-
dard deviation of 1.
In this example, we use a network architecture with q = 5
neurons, each with a sigmoid activation function to fit a
training data set with 9568 data points consisting of 4 fea-
tures and 1 label. The chosen network architecture results
in the model parameters x ∈ R31, and we use an ℓ2 regu-
larization. Note that the main objective here is to compare
Figure 2: Multilayer perceptron for the combined cycle
power plant data: Comparison of the predicted labels using
xNLP (Blue), xADMM (red) and xsADMM (yellow).
the performance of network architecture trained using the
ADMM and the sADMM algorithms, and the choice of the
hyperparameters itself is not the main focus, which is fixed
in all the cases.
We first solve MLP learning problem for the given net-
work architecture as a single optimization problem (1) to
serve as a benchmark to compare the performance of the dis-
tributed model-fitting problem. Fig. 2 shows the predicted
labels yˆNLP compared with the true labels y (ground truth)
in blue (normalized values). We then solve the MLP learn-
ing problem using ADMM. Here the same training data set
is decomposed into four datasets, which are solved in four
different subproblems. Fig. 2 also shows the predicted la-
bels using ADMM yˆADMM compared with the true labels
(ground truth) in red (normalized values).
We then solve the same supervised learning problem us-
ing the proposed sensitivity-based ADMM (sADMM) ap-
proach shown in Algorithm 1, using the same training data
set decomposed as above. Fig. 2. shows the predicted la-
bels using sADMM yˆsADMM compared with the true labels
(ground truth) in yellow (normalized values).
The mean-squared error and the R2 are shown in Table 1
which shows that the proposed sADMM approach is able
to obtain similar performance and the full ADMM approach
and the centralized NLP solution. The average CPU time
to solve the subproblem was roughly 3.5s as opposed to
1.44E-4s for the sensitivity update. Consequently, the total
CPU time for each subproblem over 30 iterations is roughly
5.05s using sADMM as opposed to 104.4s using traditional
ADMM. This shows that by using sADMM, we can achieve
similar performance as ADMM, but at significantly lower
computational cost.
Conclusion
This paper considered the computational cost of federated
learning problem. Here the learning problem is decomposed
Table 2: Mean squared error and R2 factor for the single
optimization problem, ADMM and the sADMM methods
used to train the multilayer perceptron for the combined cy-
cle power plant data.
NLP ADMM sADMM
MSE 0.0606 0.0614 0.0617
R2 0.9394 0.9386 0.9383
into several smaller subproblems by splitting across the data
set, such that each subproblem can be solved by a worker
computing node, coordinated by a master problem. To ad-
dress the computational cost of such problems, we proposed
a sensitivity-assisted ADMM algorithm, where the paramet-
ric sensitivities of the optimization problems are exploited
to cheaply evaluate the approximate solution to the sub-
problems, thus improving the computational cost of the dis-
tributed learning problem. Using several illustrative exam-
ples, the proposed approach was shown to provide similar
performance as the traditional ADMM algorithm, but at a
significantly lower computational costs.
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