Irregular functional data in which densely sampled curves are observed over different ranges pose a challenge for modeling and inference, and sensitivity to outlier curves is a concern in many applications. This paper investigates a class of robust Mestimators for partially observed functional data modeling irregular structure using a missing data framework. We derive asymptotic normality of functional M-estimator under the proposed framework and show root-n rates of convergence. Furthermore, we propose a class of functional trend tests to find significant directions in the trend of location. For the implementation of the inferential test, we adopt a joint bootstrap approach. The performance is demonstrated in simulations and application to data from quantitative ultrasound analysis. densely collected over a common domain, or sparse functional data, in which the functional response for each subject is sparsely sampled with a small number of irregularly spaced measurements over the domain. In recent years, however, applications have emerged that produce partially observed functional data, where different curves are densely observed over different ranges. Several recent works have begun addressing the analysis of partially observed functional data, notably, estimation of the unobserved part of curves (Kraus (2015); demonstrated that t-type heavy-tailed models for functional data had a superior predictive performance for probabilistic classification of quantitative ultrasound (QUS) measurements, which extract diagnostic information on biological tissues, such as tumors, from the ultrasound radio frequency backscattering signals. Here the backscattered spectrum is captured by transducer by scanning the region of interest and an attenuation adjusted backscatter coefficient (BSC), which forms the functional curve spanning the frequency range of the transducer, is calculated. Wirtzfeld et al. (2015) presented data from an inter-laboratory diagnostic ultrasound study in which two types of induced mammary tumors were scanned using multiple transducers of varying center frequencies: 4T1 tumors in mice and MAT tumors in rats. Figure 1 shows a subset of the data produced. The resulting BSC curves are observed over varying frequency ranges depending on transducers used in scanning, and
: BSC data example by scanning two mammary tumors, 4T1 and MAT. at the same time, several curves show atypical behaviors, especially at the lower frequency ranges in the 4T1 group.
We model these curves as partially observed functional data and develop robust methods for estimation and inference that address the extra-Gaussian variation in the curves.
The example motivates us to study two main topics in this article: (i) propose a robust functional data analysis tool to estimate the location parameter, which can be applied to partially observed functional data, and (ii) develop an inferential tool based on the derivation of asymptotic properties of the proposed robust estimator.
Several authors have studied robust estimation for fully observed functional data, see Fraiman & Muniz (2001) , Cuevas et al. (2007) , and López-Pintado & Romo (2009 , 2011 .
They extended the data-depth notion in robust multivariate data analysis to functional data and defined depth weighted robust estimators. In another direction, Locantore et al. (1999) , Gervini (2008) and Sinova et al. (2018) developed robust estimators from fully functional approach with investigations on robustness and asymptotic properties of the estimators.
However, none of these robust methods for complete functional data are directly applicable to partially observed functional data.
We propose a new class of functional M-estimator by extending a class of M-estimators Huber (2005) to functional data. The approach considered here is in contrast to the recent functional location M-estimators developed in Sinova et al. (2018) , which imposed a bounded M-estimator score function on the norm of the entire functional deviation from the location parameter function. Our approach builds the functional M-estimator in a cross-sectional manner to take advantage of all available curve data while adapting to uneven patches in the response samples due to partial observation of individual curves. The difference will be presented in detail in Section 2.2. Even with fully observed functional data, the cross-sectional approach considered here potentially handles outlying patches in different spatial locations better than the approach of applying a robust pseudo-norm to the entire function.
We employ a missing data formulation to deal with the partially observed functional data. This type of framework was previously considered by Kraus (2015 Kraus ( , 2019 and Park (2017) in consideration of functional mean and covariance estimation. Here we generalize the conditions on the partial information filtering. Based on this framework, we study asymptotic properties of the proposed estimator including the consistency and asymptotic Gaussian process approximations. Furthermore, we adapt the results to develop robust functional trend tests with bootstrap inferences. The robustness of the M-estimators is investigated by influence analysis and the bounded effect of outlying curves is shown in the estimation of a functional location parameter. Simulation studies and analysis of data from a quantitative ultrasound study (QUS) demonstrate the properties of the methods.
Section 2 defines the new class of functional M-estimators and the approach taken here has the advantage of being implementable for partially observed functional data with bounded influence function. Section 3 establishes the theoretical properties of M-estimator including the consistency and the Gaussian process approximations of the estimates. Also, the application of Gaussian approximation to the functional trend test is presented with the bootstrap inferences for practical implementation. The remaining sections include simulations and real data example.
M-estimator for Partially Observed Functional Data 2.1 Modeling assumptions
Let X 1 (t), X 2 (t), . . . , X n (t) be functional samples observed over varying subsets, S 1 , S 2 , . . . , S n , of a compact set C. Similar to Kraus (2015 Kraus ( , 2019 and Park (2017) , we consider the observed curves to be the result of filtering latent full information curves Y 1 (t), Y 2 (t), . . . , Y n (t) on C by independent indicator processes δ 1 (t), δ 2 (t), . . . , δ n (t), where
for t ∈ C and i = 1, . . . , n. We make general assumptions about the nature of the filtering functions δ i and the modeling assumptions include the following: M1: The stochastic processes, (Y i , δ i ) := {(Y i (t), δ i (t)), t ∈ C}, i = 1, . . . , n are independent and identically distributed on (Ω, F , P) and jointly F -measurable.
M2: δ i := {δ i (t) : t ∈ C}, i = 1, . . . , n are i.i.d. marginal Bernoulli processes defined as indicator functions for sets S i , such that the covariance function c(s, t) = Cov(δ 1 (s), δ 1 (t)) is twice continuously differentiable and for any s, t ∈ C,
for some constants K 1 , K 2 > 0, where c st (s, t) = ∂ 2 ∂s∂t c(s, t) is the mixed second partial derivative.
is uniformly continuous and bounded away from
M4: Y i (t) and δ i (t) are independent for i = 1, . . . , n.
As seen in Condition M1, the use of robust estimator avoids the need for restrictive moment assumptions on the process Y i , and the proposed approach will enable the analysis of partially observed processes from heavy-tailed or outlier-prone sampling distributions.
In Condition M2, (1) requires that the mixed second partial derivative of c(s, t) is uniformly bounded below and above. This condition implies that the natural distance d(s, t) = c(s, s) + c(t, t) − 2c(s, t) induced by the covariance function c(s, t) of the indicator process is equivalent to the Euclidean distance |s − t| in the sense that the covering numbers of index set C under the two metrics are on the same order. Indeed, by Taylor's expansion for t = s + ε and the symmetry (i.e., c s = c t and c st = c ts ), we can compute as
Then it follows from (1) that the covariance metric (in terms of curvature) is equivalent to the Euclidean metric on the index set C. For example, a random interval
V with the support of C satisfies the Condition M2. If the support of V is wider than C, we can modify S i by truncating lower and upper bounds, l i and u i , with the lower and upper bounds of C. Condition M2 is needed for proving the uniform convergence of the average of sample indicator processes δ i (t), i = 1, . . . , n, to b(t). Kraus (2019) specified such sup-norm convergence of the averaged sample indicator processes as one of conditions. Here we only impose mild explicit condition on the regularity of the covariance functions to derive large sample properties of the proposed robust estimator that we shall see in Section 3.
Condition M3 implies that the full range is covered by a sufficient portion of the data for sufficiently large sample sizes. For the previous example of the random interval
the support of V should have positive probabilities at both boundaries of C to ensure the positive b(t) is bounded away from zero. Lastly, letting P denote the joint probability measure for (Y, δ), Condition M4 implies that P = P Y · P δ , where P Y and P δ denote the marginal probability measures for Y and δ on C, respectively. Along with Condition M3, it enables the estimation of the functional parameter of Y based on the partially observed functions X.
Marginal M-estimator
For partially observed samples X 1 (t), . . . , X n (t), we define the functional M-estimatorθ n (t) under the cross-sectional approach by minimizing the criterion marginally for all values of t in parallel as below,θ
for t ∈ C satisfying n i=1 δ i (t) > 0, where ρ(·) is a real-valued loss function. Otherwise, the estimator is undefined. In other words, for fixed t,θ n (t) represents a pointwise M-estimator calculated based on the information observed at grid t. If we observe undefinedθ n (t) at certain range in C under finite sample size, it can be estimated through interpolation or smoothing methods when smoothness and continuity ofθ n (t) is assumed. In practice, discretized partial curves are observed on fine grids and interpolation can be applied for the estimation. For example, if ρ(x) = x 2 thenθ n (t) reduces to the weighted sample mean function,X
, t ∈ C, and Kraus (2019) observed the consistency ofX δ for estimating the mean function of Y if Y and δ are independent. Now we consider the general class of marginal M-estimators with general ρ, motivated by the need for robust alternatives to the weighted sample mean.
The following conditions are assumed for the loss function ρ.
A1 ρ : R → R is continuous even function and strictly increasing on R + with ρ(0) = 0.
A2 ρ increases at most linearity in the tails; |ρ(x 1 )−ρ(x 2 )| L|x 1 −x 2 | for some constant L.
A3 ρ is differentiable and ψ = ρ is continuous. A4ψ = ψ is almost everywhere differentiable and Lipschitz continuous; |ψ(x 1 )−ψ(x 2 )| K|x 1 − x 2 | for some constant K.
Note that Condition A2-A3 imply the bounded ψ and it enables handling heavy-tailed behavior of Y without assuming moment conditions on it. The asymptotic normality of functional M-estimator will be demonstrated based on Condition A4 in Section 3.3. Under given conditions of ρ, functional M-estimator marginally solves the estimating
The 
where · H is a norm for Hilbert space H. They established the consistency of the estimator and derived the influence functions to investigate its robustness. However, the estimator θ H n is not directly applicable to the partially observed functional data. Also, it may not be able to capture local information by estimating the location parameter based on the norm of the whole curve over C. Meanwhile, the proposed M-estimator is applicable to general functional data and it turns out to provide consistent estimates of functional location parameter under regularity conditions as we will see in Section 3. Even under the complete functional data of δ i (t) = 1, i = 1, . . . , n, t ∈ C, the proposed marginal approach offers an alternative wherein the robustness or outlier resistance of the estimator is controlled locally along with the function rather than on the overall norm of the function. We will see the advantage of the marginal approach in simulation studies of Section 5.
Estimability and identifiability
In this section, we define the functional M-location parameter, a theoretical version of θ n (t), and investigate its properties. Based on the joint probability measure P for (Y, δ), functional M-location parameter θ(t) is defined as,
Under Conditions A1-A3, θ(t) also marginally satisfies
We Proposition 2.1 implies that θ(t) represents the functional center when the marginal density of Y (t) is symmetric for each t ∈ C. In the absence of symmetry, the following condition enables us to define the functional parameter being estimated up to an additive constant that depends only on the marginal distribution.
B1 [Transformable strong stationarity]
There exists a deterministic function α(t) ∈ Θ, such that, for
.., z tn ), for all τ, t 1 , ..., t n ∈ R and for all n ∈ N, where F Z (z t 1 , ..., z tn ) denotes the cumulative distribution function
We then derive the following proposition under generalized distribution of Y . It implies that θ(t) is a well-defined location function parameter that can inherit any smoothness or bounded jumps up to an additive constant depending on α(t).
For the investigation on asymptotic relation betweenθ n (t) and θ(t), we now define the weighted M functional,
and θ(t) equivalently marginally minimizes M (t, h, P ) for t ∈ C; cf. Section 3.2 of Huber (2005) for the univariate case. Under Conditions A1-A2, the expectation in (6) exists for every probability measure P and we assume the following general conditions:
where P n denotes a sequence of measures converges weakly to a measure P .
D2 For every
Condition D1 requires the uniform convergence of weighted M-functional over the parameter space θ ∈ Θ and t ∈ C. As an example, if P n denotes the empirical measure of
, then for given θ ∈ Θ, uniform convergence over t ∈ C holds under Condition A2. About the uniform convergence over parameter space, refer to Chapter 5 of van der Vaart (2007) with other possible assumptions to replace uniform convergence over parameter space for the univariate case. Condition D2 implies that, for t ∈ C, only θ(t) yields a minimum value of M (t, h, P ), thus it is a well-separated point of minimum at grid t. It holds under Condition A1 and the derivation of Influence function and the large sample properties will be based on above conditions on functional M.
Robustness and Influence functions
Now we investigate the outlier sensitivity of the estimator measured by the influence function (Hampel (1974) ). Here we consider contaminated curve which may show atypical behavior in two manners: atypical behavior in process Y, for example, with extreme or abnormal values at certain range or along with the whole curve, or outlying behavior in missing process, such as dependence between Y and δ. In this section, we denote θ(t) defined in Section 2.3 by the functional T (P )(t). We consider the behavior of T for arbitrary contamination distributions of the form
where ∆ (Y * ,δ * ) is a point mass distribution concentrated on the functional outlying pair (Y * , δ * ).
We first establish the continuity of T uniformly over the contaminating distribution, a robustness property that holds when the score function ψ is bounded. Note that, by definition, P ε converges weakly to P as ε → 0.
Next we extend the notion of functional influence function, adapting the definition of Gervini (2008) as
if the limit exists, where P ε is given in (7). In essence, the influence function is the Gateaux derivative of the functional T in the direction of contamination ∆ (Y * ,δ * ) to the true distribution P . The corresponding gross-error sensitivity (cf. Gervini (2008)) with the sup-norm metric is given by
we then derive the following Theorem.
Theorem 2.4 (Influence Robustness). Under M1, M4, A1-A4, if we assume uniform continuity of the functional T (P )(t) and inf t∈C |E P δ(t)ψ(X(t), θ(t)) | > 0 and , then
and the boundedness of ψ implies γ ∞ T < ∞.
It implies the bounded effect of heavy-tailed behavior of the process Y or dependent missing process on the functional M-location parameter.
3 Large Sample Approximations
Consistency
In establishing consistency and asymptotic Gaussian approximations for the class of functional M-estimators, a key step is to develop an entropy bound used to establish sup-norm convergence for the averaged indicator processes δ(t). In particular, we establish the convergence of
where, marginally for each
are sampled from a general class on C satisfying Condition M2.
Based on Lemma 3.1, we can show the following consistency of the M-estimator.
Theorem 3.2 (Uniform consistency). Under conditions of M1-M4, A1-A3, B1, D1-D2, θ n (t) converges to θ(t) uniformly over t ∈ C.
The proposed M-estimatorθ n (t) converges to the functional M-location parameter θ(t) uniformly over t. As stated in Section 2.3, Condition D1 holds under Condition A2.
Functional Central Limit Theorem
We first derive a general functional central limit theorem for functional sample mean under the missing data framework, previously studied by Park (2017) and Kraus (2019) , then adapt the result to obtain an asymptotic Gaussian process approximation for the proposed M-estimators. Let C be a compact subset in a general metric space equipped with a metric d and V (t), t ∈ C, be a mean-square continuous process defined on a probability space (Ω, F , P ). We suppose that V (t, ·) is measurable for each t ∈ C, and V (·, ω) is continuous for each ω ∈ Ω. We consider the second-order stationary process V with mean zero and the
We define the process Z n (t) as,
, t ∈ C.
The following result is adapted from a functional central limit theorem of Kraus (2019), here incorporating more general filtering functions δ i as indicated in Condition M2.
Kraus (2019) 
, θ(t))] exists and non-singular almost everywhere on C,
Functional Trend Test
Based on Gaussian approximation, we propose a tool for an inference on functional trend.
To do this we first show the asymptotic normality of the projection coefficient of the Mestimator.
Corollary 3.5. Under the same conditions of Theorem 3.4, let c = θ(·), φ(·) , where φ(·) is a fixed Riemann integrable L 2 function on C and ·, · represents inner product of
Let ξ(s, t) denote the asymptotic covariance function of the functional M-estimator derived in Theorem 3.4 and assume that tr(ξ) < ∞.
Here, λ r and e r (·), r = 1, . . . , k, are nonzero eigenvalues and corresponding eigenfunctions of ξ. k can be infinity.
Asymptotic confidence intervals derived in Corollary 3.5 can provide valuable information whether or not a trend of interest is significant. In general, we could obtain visual information of functional trend from smoothing technique but statistical inference on such trend enables to detect significant trend in the location parameter. In order to use this result in practice, it is necessary to estimate the relevant eigenvalues. Alternatively, the asymptotic approximation justifies using a bootstrap approach for the assessing statistical significance and this approach is presented in the next section. Examples of application are illustrated in Section 5 and Section 6.
In practice, it is challenging to estimate the covariance function structure from partially observed data. It implies the difficulty of the direct use of the derived expression in Corollary 3.5 to estimate asymptotic variance. Accordingly, we propose a bootstrap approach to perform the trend test and name it as a linked bootstrap that jointly resamples Y and δ processes, simultaneously. Under the assumption of missing completely at random in Condition M4, it is ideal to generate partially observed pseudo samples by resampling Y and δ over C, separately. However, in practice, it is infeasible due to lack of information on unobserved segments of X i (t), i = 1, . . . , n. We thus propose to generate pseudo-observations by resampling partially observed curves from the data.
Here U i tells which functional curve is chosen for the ith bootstrap sample. Then the bootstrapped functional vector is generated by Y
. Key idea of joint resampling is the use of the same U i to generate Y * i and δ * i , which is corresponding X * i eventually, where X * (t) = [X * 1 (t), ..., X * n (t)] T = UX(t). The following proposition shows that Y * i and δ * i are asymptotically uncorrelated, which supports the use of bootrapped samples for the inference on partially observed data.
Proposition 4.1. Suppose that the ith bootstrap pair is resampled through the linked boot-
The bootstrap-based inference on functional trend can be described as following steps.
Step 1: Resample pseudo partially observed data
Step 2: Calculate the M-estimatorθ * n (t) from the pseudo-observations {X * i (t)} n i=1 .
Step 3: Projectθ * n (t) to the direction of interest φ(t) and calculateĉ * .
Step 4: Repeat the above three steps B times, form a set of B bootstrapped replications of projection coefficient, and obtain bootstrap confidence intervals from bootstrap percentiles.
If the bootstrapped confidence interval of the projection coefficient does not include zero, we conclude the significant direction of φ(·) in its trend. If not, such direction is insignificant.
We shall see in Section 5 that bootstrap inference on trend inference is empirically valid.
Simulation study
We present two simulation studies, first, to examine the finite sample behavior of the M-estimator by comparing the estimation accuracy of our marginal approach to that of existing functional approaches, and second, to investigate the performance of the bootstrap inference in trend test.
For the first simulation of comparative study, regular functional data, where each function shares a common range, are generated under six scenarios due to limited applicability of existing robust estimators to general data structures. We generate 80 independent curves following X(t) = µ(t) + σ(t) (t), t ∈ [0, 1], for each scenario by varying assumptions on σ(t) or (t), or by adding artificial contamination under fixed smooth location function µ(t). Here, σ(t) represents magnitude of the noise and (t) denotes the error process. The goal is the estimation of µ(t) under various settings. For model 1-3, we generate data with the Gaussian, t 3 , and Cauchy processes assumed on (t), respectively, with the constant σ(t) = 2 over [0, 1]. The exponential spatial correlation structure is assumed on noise process, where Cor( (t 1 ), (t 2 )) = exp(−|t 1 − t 2 |/d). Here, the range parameter d determines Instead, relative ratios of median ISE of the mean with respect to that of the proposed M-estimator are presented in Table 1 . Similar relative ratios are found with respect to other robust estimators, thus they are not included in the paper. Under the Gaussian model (model 1), robust estimators achieve a similar estimation accuracy as functional mean does, but under the heavy-tailed or contaminated scenario, we observe the failure of the sample mean with large ratios. Now, for the comparison among robust estimators in Figure 2 , we see that under (a) Gaussian and (b) t 3 errors, all four estimators achieve the almost similar estimation accuracy. Under (c) Cauchy noise, existing functional approaches slightly outperform, but it is not surprising because the discretized curves are generated under multivariate Cauchy distribution where the discretized functional approach is meant to be optimal. But the marginal approach still achieves comparable performance. Under the constant σ in model 1-3, M-estimator with constant tuning parameter seems slightly more stable than the estimator with a scaled parameter, but it does not seem to be a significant difference. The plot (d) displays the estimation error from the marginally independent noise and we see that two competitors fall behind the marginal approach in estimation accuracy.
We observe the same pattern under the model of partial contamination by marginally inde- In the second simulation study, we investigate the validity of the bootstrap-based inference in functional trend test. The coverage probability and the length of the bootstrapped confidence intervals are investigated under five models and three sampling structures including partially observed framework. For the first three models, we borrow model 1-3 from the first simulation by assuming Gaussian, t 3 , and Cauchy process, respectively, in error process, but with µ(t) = φ 0 (t) + 2φ Next, for five generated sets of curves, we apply three sampling frameworks; (i) regular data structure without missing, (ii) the partial sampling framework under random interval sampling, where, v 1i and v 2i being generated from Beta(0.3,0,3), ..., 80, and (iii) random missing process but under fixed number of intervals, which randomly generates δ j (t), j = 1, 2, 3, t ∈ [0, 1], and randomly assign one of three to ith curve, for i = 1, ..., 80. Note that we perform the analysis hereafter for t ∈ [ε, 1 − ε] with ε = 0.01 and scaled Beta distribution to ensure the Condition M3 as discussed in Section 2.1.
We calculate bootstrapped 95% confidence intervals of the projection coefficients to constant, linear, and quadratic functions under M-estimator, scaled M-estimator, and the sample mean function with 800 bootstrapped samples. Then the coverage probabilities are estimated from 500 repetitions based on the number of the inclusion of true coefficients in confidence intervals. Also, we calculate the median length of the intervals. All results are presented in the supplementary material and Figure 5 displays results from the projected coefficients to the quadratic trend. Plot (a), (b), and (c) illustrate the empirical coverage probabilities from regular, random interval sampling, and fixed interval sampling structures.
We observe that the coverage probabilities from robust estimators are always around 95%.
But, the overall probabilities from mean tend to be less than the desired 95%. Especially, under the Cauchy or contaminated model, inference from the functional mean may fail to detect the true quadratic trend. The plots of (d), (e), and (f) visualize the median length of confidence interval from each estimator, and the inference from functional mean seems less informative and unstable with the wide length of the interval. But the results from the proposed M-estimator seems stable regardless of distribution assumptions and missing structures.
Example: Quantitative Ultrasound Analysis
We illustrate the estimation of M-estimator and inference with the Quantitative Ultrasound But the jump on functional mean at 10.8 MHz is weaker than the jump on M-estimator due to multiple outlying curves in the 4T1 group which have suspiciously small values or abnormal behaviors comparing to the majority.
Figure 4 (b) presents the marginal differences between two tumor group locations to
examine the trend in tumor detection. Seemingly, an increasing trend is detected, but the inferential justification is needed to make a conclusion. It can be related to functional ANOVA, but our interest is not only in the detection of significant distinction in location parameters but also in the detection of a significant trend over frequencies to address the effect of transducers or frequency ranges. To this end, we calculate bootstrapped confidence intervals of projection coefficients corresponding to the selected basis functions.
We specifically consider constant, linear, and quadratic basis functions as well as three step functions, named as Step1, Step2, and Step3, where Step1 has a jump at 8.5 MHz, Step2 has a jump at 10.8 MHz, and Step3 at 13.5 MHz.
Step functions are defined based on known transducer information. The inferences based on coefficients of the first three basis functions enable identifying a general trend, whether higher frequencies separate two groups more efficiently than lower frequencies do. Meanwhile, coefficients of three step functions provide information to discover the transducer effect. We adopt the Huber function in M-estimator with constant and scaled robust tuning parameters as discussed in Section 5. For unscaled one, we choose c = 0.8, and for the scaled one, r = 0.4 with the consideration of the overall estimated MAD over the whole frequency range. Table 2 shows estimated coefficients of functional group difference projected to six basis functions and corresponding 95% and 99% bootstrapped confidence intervals based on 3000 replications. The discretized curves in the data are densely collected but do not share common grids, so interpolation is applied to each curve at an equally spaced grid of 176 points over 3-21.6 MHz. The computation time on 3.60GHz Intel(R) Core(TM) i7-7700 CPU is 234 seconds for derivation of bootstrapped confidence intervals from M-estimator with n 4T 1 = 115, n M AT = 149. First, we observe that results of M-estimator from scaled and constant tuning parameters look almost the same except the discrepancy in estimated coefficients of the quadratic term. But the quadratic trend is insignificant from both bootstrapped inferences, so fundamentally two estimators derive the same conclusion. Then a significant linear trend is detected in group differences with positive coefficients from M-estimator, which implies that higher frequencies are more efficient to detect group differences than lower frequencies are. The finding is the same for the mean approach, but shrunk estimate is observed due to the effect of outliers. To examine the transducer effect, we see results from three step functions. Changepoint at 8.5 MHz (Step1) turns out to be insignificant from robust estimators, but 95% confidence interval from mean does not include zero, implying significant distinct behavior at this jump. For the second change point, robust M-estimators detect significant positive jump at 10.8 MHz with confidence, with the lower bound far from zero, but the inference from mean function fails to detect such change in 99% confidence interval. Although inference from 95% confidence interval detects significant jump, it lacks confidence with lower bound very close to zero. Again, this different conclusion is due to multiple outliers in the 4T1 group and mean function underestimates the jump at this change point. The last change point between two Visual-Sonics transducers turns out to be insignificant from both estimators. In conclusion, BSC curves significantly distinct different tumors along with all frequency ranges and higher frequencies separate them more efficiently than lower frequencies do. Furthermore, we see a significant positive jump at 10.8 MHz, which implies the outperformed efficiency of VisualSonics transducers in terms of tissue distinction comparing to others.
Concluding Remarks
We propose a class of robust M-estimator applicable to partially observed functional data.
We show that our estimator is consistent and asymptotically follows the Gaussian process with root-n rates of convergence under a key condition for sup-norm convergence of the indicator process. Also, a functional trend test tool is developed based on asymptotic normality and it can be performed in practice with a bootstrap approach. 
A Proofs
Proof of Proposition 2.1. Under M1, M4, A1-A3, we write the pdf of the marginal distribution of Y at t ∈ C as f (y) and it is assumed to be symmetric (or even function) about α(t). Then
under the assumption of even function ψ(·). Thus, θ(t) = α(t).
Proof of Proposition 2.2. Under A1-A3, M4, equation (5) is equivalently written as
does not depend on t with the probability measure P Z . Then θ(t) satisfies
Proof of Theorem 2.3. Denote T (P ε )(t) by θ ε (t). Under D2, for any υ > 0, there exists δ > 0,
By D1, T (P ε )(t) is uniformly continuous as ε → 0.
Proof of Theorem 2.4. By the estimating equation of (5),
Let ε → 0, then
Thus,θ
and the bounded ψ(·) implies γ ∞ T < ∞.
Proof of Lemma 3.1. In this proof, we shall use C > 0 to denote generic constants whose values may change from line to line. Since C is compact in R, we may assume that, without
Note that, for each fixed s and t, the random variables η i are mean-zero i. (1996) ), we have for any ε > 0,
By Lemma A.1, there exists an absolute constant C > 0 such that
be an empirical process indexed by t ∈ [0, 1]. Then for any s, t ∈ [0, 1],
which shows that (X t ) t∈[0,1] is a sub-exponential process. By Condition M2, we have d(s, t) |s − t| 2 , which implies that 
Combining the last two inequalities, we get
where the last inequality follows from integration-by-parts. Since W n ≤ 2n −1/2 sup t∈[0,1] X t , the lemma follows.
Lemma A.1 (ψ 1 -norm bound for sub-exponential random variables). Let X be a meanzero random variable satisfying a Bernstein-type inequality: there is a constant C 1 > 0 such that for any t > 0,
Then,
where C 2 > 0 is a constant only depending on C 1 .
Proof of Lemma A.1. Let C > 0 be a large enough constant depending only on C 1 . By integration-by-parts and change-of-variables, we have
Thus if we take C = KV 1/2 for some large enough constant K := K(C 1 ) > 0, then
by D2, and sup t M (t,θ n , P ) − M (t, θ, P ) > δ, where δ = sup t δ t . Then
By D1,θ n (t) uniformly converges to θ(t) over C as n → ∞.
For any t 1 , . . . , t K ∈ C, denote Z n = ( Z n (t 1 ), . . . , Z n (t K )) T . By the multivariate CLT and the independence between
. By Theorem 7.4.2 in Hsing & Eubank (2015) , the process { Z n (t) : t ∈ C} is a random element in the Hilbert space H = L 2 (C, B(C), µ), where µ is a finite measure on C. Then it follows from Theorem 7.7.6 in Hsing & Eubank (2015) for i.i.d. Hilbert space valued random variables that
where the finite-dimensional restrictions of ϑ is given by the covariance matrix Ξ. Note
where δ n (t) = n −1 n i=1 δ i (t). Note that
By Lemma 3.1, E[W n ] = O(n −1/2 ). Since sup t∈C | Z n (t)| = O P (1), we have sup t∈C Z n (t) − Z n (t) = O P (n −1/2 ).
Then Theorem 3.3 is an immediate consequence of Slutsky's lemma.
Proof of Theorem 3.4. The estimating equation (3) can be equivalently written as,
By mean value theorem,
,
As n → ∞, under given conditions, Lemma 3.1, and Theorem 3.2, it is O P (n −1/2 ) + o P (1) + E P Yψ (Y 1 (t), θ(t)). By Theorem 3.3, term (2) converges to Gaussian Process with mean zero and covariance function ϕ(s, t) = Cov ψ(Y (t), θ(t)), ψ(Y (s), θ(s)) v(s,t) b(s)b(t) , where v(s, t) = E P δ [δ(s)δ(t)]. Then Theorem 3.4 is an immediate consequence of Slutsky's lemma.
Proof of Corollary 3.5. By Karhuneun-Loéve theorem, ξ(s, t) = k r=1 λ r e r (t)e r (s) and we have √ n(θ n (t) − θ(t)) = k r=1 η r e r (t), where η r = C √ n θ n (t) − θ(t) e r (t)dt ∼ AN (0, λ r ), r = 1, ..., k.
Then we can write √ n (θ n (·) − θ(·)), φ(·) = √ n θ n (t), φ(·) − c = k r=1 η r e r (t) φ(t)dt = k r=1 η r e r (t)φ(t)dt = k r=1 η r e r (·), φ(·) ,
Under the assumption of tr(ξ) < ∞, k r=1 η r converges in distribution especially to normal distribution. Thus, k r=1 η r e r (·), φ(·) also converges to normal distribution under e r (t), φ(t) < ||e r (t)|| · ||φ(t)|| = c < ∞. The asymptotic variance is derived as, τ 2 = Var √ n(θ n (·) − θ(·)), φ(·) , √ n(θ n (·) − θ(·)), φ(·) = C φ(s)ξ(s, t)φ(t)dsdt.
Proof of Proposition 4.1. For t ∈ C,
as n → ∞, it approximates to E[Y i (t)δ i (t)] − E[Y i (t)]E[δ i (t)], for each t ∈ C, which is zero. 
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