Introduction
At present in computer network analysis there exists a rather strong tendency to depart from the traditional probabilistic models and related statistical methods, which are based on relatively simple \physical" assumptions about the background stochastic processes. The movement is directed towards models and ideas which provide a reasonable description of what is seen on the \surface" of the process without a detailed explanation of what is going on at the deeper levels. Two typical examples are closely related, self-similar processes and long-memory processes models and techniques (c.f. Beran (1992) Beran (1994) , Gustafsson and Karlsson (1997) , Samorodnitsky and Taqqu (1994) , Willinger et al. (1995) Willinger et al. (1996) ). Those approaches lead to simple and elegant methods of description of highly aggregated processes, in which the aggregation reaches the level when component-wise analysis may result in desperately complicated mathematical models or in ill-conditioned problems in data analysis.
There exist intermediate cases which can be studied in the framework of either direction: the choice is de ned by the level of details which is needed for research (compare with Beran (1994) , Chpt.1, Grossglauser and Bolot (1996) ). In this particular study on open local area network ows, we gravitate to the traditional models and try to explain the unusual behavior of empirical statistics within the Poisson process paradigm. We have found that relatively simple models of the observed processes and sampling procedures explain e ects which may be accredited by others to self-similarity or long-term memory. Only histograms and sample covariance functions were used in this study. However the approach may be extended to other popular descriptive statistics such as periodograms or statistics related to inter-arrival times.
It is clear from Section 2 that the available data provide an excellent test-ground for such models as inhomogeneous, compound, doubly stochastic Poisson processes or any mixture of them. For instance, applying the compound process model, we can use as markers the size of the transmitted packets, their type, or the length of packet trains when a le is partitioned in packets (compare with Jain and Routhier (1986) ). We con ne ourself to the simplest model (Section 3) which provides at least qualitative explanations of the observed histograms. Piece-wise linear approximation combined with simple stochastic models very satisfactorily explains histograms constructed on di erent time scales. It was found that under some simple assumptions these histograms must look very similar. This fact, to some extent, contradicts the intuitive guess that the smaller the time interval that is used to build a histogram the closer it will appear as a Poisson distribution. Simple formulae are derived to describe the expected shape of histograms (see, for instance, (3.7), (3.9)); we also use well known formulae in the theory of doubly stochastic Poisson processes (see, for instance, (3.12)) but in an unusual deterministic setting. We showed that either trend or double stochasticity may cause the \ attening" of histograms. To reduce the set of possible solutions additional statistics must be used. In particular, in Section 5 we proved that trend and double stochasticity may be separated when the histograms and the sampled covariance functions are viewed together.
Section 4 complements the analytical component of the paper with some dataoriented computations. We propose an estimation procedure based on the reiterated least squares method (c.f. Charnes et al. (1976) , Fedorov (1974) , Seber and Wild (1989) ) and provide some theoretical background for it.
Data
The network tra c ows used in this analysis were captured by a dedicated Sun SPARC workstation attached to a 100 megabit/second FDDI (Fiber Distributed Data Interface) ring that interconnects the local network to the Internet (see Figure 2 .1). The capture process was non-intrusive with respect to the data being collected. The collector program was written at ORNL using the promiscuous mode of the network interface. The collector program, similar to one described by Cla y (1994), writes a trace record of every IP packet to disk. Each trace record consists of a date-time stamp (microsecond resolution), and source and destination addresses and service port number. For this analysis, trace records were collected for a 24 hour period during the work week of January, 1997. The trace consisted of 40,937,472 packets (a 1.1 gigabyte le) representing typical Internet tra c ( le transfer, email, telnet, and world-wide web) between over 40,000 hosts (4,222 were local hosts). There are two obvious features in this data set. Fig.2 .2 shows a plot of the cumulative distribution for packet size for each hour of the day. The cumulative distribution for a given hour is weighted by the proportion of the total ow for the day by that hour of the day. This plot shows that there are steep increases in the cumulative distribution function when the packet size reaches 40, 576, and 1500 bytes. Also, there is a strong hourly component re ecting that peak ows occur around noon and early afternoon. Fig.2 .3 is the weighted frequency histogram of packet size by hour of the day and shows the distinct peaks occurring at the 40, 576, and 1500 byte size packets. The peak at 40 bytes is from IP acknowledgment packets. Many operating systems limit the maximum size of Internet packets to 576 bytes. Newer operating systems use 1500 as the maximum IP packet size.
From these two plots we can immediately conclude that whatever background process we have on the local network, this process is inhomogeneous, i.e., its parameters are changing in time. In addition, from our knowledge about the mix of users on the local network and the applications being run, the process is also compound. Each occurrence time in the point process is associated with a vector of some markers or characteristics which takes random values in the corresponding space. For instance, one characteristic is the packet length and Fig.2 .2 and 2.3 indicate that packet lengths occur with di erent probabilities.
Analysis of \averaged" histograms
Deterministic trend in time and attening of histograms. As has been mentioned, Fig.2 .2 and 2.3 show that there exists a very signi cant dependence of activities on the network upon time. The corresponding trend most likely can be modeled as a combination of deterministic and random components. To simplify the analysis we center attention on the packets of size 400 to 600 bytes which were examined over the day. Fig.3 .1 is a time series plot of the number of packets per minute of size 400 to 600 bytes over the entire day. It is obvious from this plot that there exists a strong timeof-day dependence on the number of packets per minute. The reader can notice a few outliers. Some of them have a pure deterministic explanation: For instance, the outlier around midnight (00:09 a.m.) corresponds to one or more le copies (about 38 mbytes of data) from ORNL to the University of Tennessee (UT). The spike at approximately 9:00 p.m. was from an ftp between ORNL and Department of Physics of UT. The ORNL-UT connection is very high speed (150 megabit/second), so that data transfers with UT can achieve a very high rate. We show that the phenomenon is rooted in the presence of the strong time trend. Although not presented, the same was true for packets of size 40 and size 1500. From a \physical" point of view it is still natural to consider the Poisson process as a reasonable approximation of an observed process for very short intervals. Following the idea of looking at shorter intervals of time which was used by Paxson and Floyd (1995) , we decided to construct histograms of counts per second for the rst ten minute interval at the beginning of every hour. Fig.3 .3 shows the uctuation in number of packets per second at 9 AM, Noon, and 6 PM for 400-600 byte size packets. There are level changes within the hour (especially at noon) as well as level changes between the hours, again showing the time dependence. The smooth lines through the data are based on a moving average. Fig.3 .4 plots the histograms based on the data shown in Fig.3 n! e ? (t) dt; (3.4) where the following simpli ed notations were introduced: = L ; 0 = 1 ; (t) = (t; ). The subscript a indicates averaging. It must be emphasized that (3.4) is an approximation of (3.3). The precision of the approximation is O( 2 ) if (t) has a continuous second derivative (c.f. Davis and Rabinowitz (1984) ). This estimate was derived in the standard calculus setting, i.e., when (3.3) is used as numerical approximation of (3.4). Obviously, it stays valid for the inverse approximation.
If (t) is a polynomial of degree k then (t) is a polynomial of the same degree. For instance, in the linear case when (t) = 0 + 1 t we nd from (3.2) that (t) = 0 + 1 t = 0 + 1 t:
Note that similar to (3.4) we use the shorter notation (t) = (t; ): Let (t) be de ned by (3.5). Then applying (c.f. Gradsteyn and Ryzhik (1965)) the formula
where P k (t) is a polynomial in t of degree k and P Using (3.4) it is possible to nd the average distribution for some other polynomials, for instance, for the second-order polynomial. However, the corresponding formulae are not as simple as (3.7). We think that in most cases piece-wise linear approximations of the intensity function (t) will be adequate, leaving the corresponding calculus still very a ordable. Curiously enough (3.7) and (3.9) may help to illuminate the concept of self-similarity, which is a popular subject of some recent publications on computer networks (see, for instance, Willinger etc. (1995), Gustafsson and Karlsson (1997) ). Indeed, the interval length (see (3.5)) may be considered as a scaling parameter which de nes the function p a (n) given 0 and 1 , changing 0 = 0 and 1 = 1 . The variation of the two latter parameters changes positioning and spreadness of p a (n) leaving the shape (say, table-shape in case (3.7)) almost identical for di erent . The tendency is better seen if, for instance, in (3.7) the ratio =( ? 0 ) is kept constant.
Comparison of deterministic trend with stochastic change of intensity. Another approximation of the averaged distribution p a (n) (or another form of (3.4)) can be Note that in the stochastic setting is the expected value of (see, for instance, Johnson, et al. (1994) ) when is treated as a random variable. In the deterministic setting as above, it is simply a weighted arithmetic mean of .
Evaluation of (3.10) with the intensity function de ned by Similar to (3.6) and (3.7), we can show that under the assumption of continuity the function (t) corresponding to (3.11) may be found as a solution of the following equation i.e., averaged distribution (3.7) also corresponds to the case in which is uniformly distributed on ( 0 ); ( )]. Thus, assuming either that is random or deterministically changing in time, we come to the attened and heavy tailed averaged distributions.
We may conclude that exactly the same histograms exist for completely di erent models describing variations of the intensity. Thus, the histograms being one of the simplest ways to understand the background random processes are not su cient for a unique determination of the intensity behavior unless some additional assumptions are made.
Estimation of the intensity function
As soon as the preliminary analysis reveals attened histograms, we have to develop a model which may describe evolution of the intensity in time. As mentioned before, histograms do not lead to a unique choice of that evolution in time. Flattening of histograms emphasizes variability of but does not explain the cause. To decide whether it is a smooth trend in time or a random variation or combination of both, we have to use additional information, for instance, to examine plots similar to Fig.3 .1 or 3.3; see also Section 5.
When the choice is made, then the estimation problem can be considered with the help of well established statistical techniques after some modest modi cation. Let us start with the deterministic trend in time.
Maximum likelihood estimators and reweighted least squares method. Let the number of packets n i be known for interval 1 =2]; : : :, L =2]. We selected equal where C is a function of n 1 ; : : : ; n L , which does not depend upon unknown parameters .
Assuming that ( ; t) = T '(t) (4.2) and di erentiating (4.1) we derive that
There exist a number of methods and recommendations either on direct minimization of (4.1) or on solving the system of equations (4.3). We recommend the iterative procedure which is based on the following presentation of (4.3):
where ! ?1 In general, the use of statistics n 1 ; : : : ; n L leads to loss of information, i.e. these statistics are not su cient, except for some trivial cases such as (t) . One of the ways to gain more from the data is reduction of the interval length . Because the observed process is Poisson, we can select such that in each interval the number of counts (transmitted packets) is either 1 or 0, and ( ) ' '( ) (see Andersen et al. ! ?1 ( ; t) = T '(t) and N is the total number of counts, t 1 ; : : : ; t N are the instants when the observed events have occurred, i.e. packets were registered. Changes which must be done in (4.7) and (4.8) to match (4.13) are evident. Estimators de ned by (4.5) and (4.13) are signi cantly di erent only when N and L are relatively small.
Piece-wise estimation of trend and construction of averaged histogram. Combining the results of Section 3 and the iterated estimator (4.6), we may develop a simple method which gives us the opportunity to verify the validity of various assumptions about the structure of the analyzed process with the observed histograms. As it has been noted the histograms constructed for various time-scales look very similar for the considered data (compare Figure 3.2 and Fig.3.4) . We have selected the more aggregated case (number of packets per minute) as a test example only because it gives a better opportunity to trace various peculiarities of the proposed approach. For instance, outliers are visually identi able, the trend is well pronounced, and changes have easy intuitive explanations.
To keep the computations simple we partitioned 24 hour intervals in 15 minute intervals and used piece-wise linear approximation (compare with (3.5)) at each of them. We did not demand continuity of approximation at the boundary points for two reasons. First, it makes the computations more precision demanding (inversion of large ill-conditioned matrices is needed) even if we use some theoretically simple approach, for instance, based on (4.14)
Second, it is not obvious at all that the trend must be continuous. Note that the use of (4.14) makes the approximation model more parsimonious (it contains only L + 1 unknown parameters instead of 2L as in the piece-wise case with possible jumps at the boundary points of intervals), but consequently less exible. The selection of coe cients for the rst 24 intervals is presented at Table 1 . From this table we may conclude that the iterations converge very rapidly and for practical needs 5 iterations are adequate. Initial weights were identically equal 1. Note that this choice guarantees unbiasedness of the rst stage estimator 1 . According to (3.7) we constructedp In generalp a (n) provides a very good explanation of the observed histogram con rming our assumption that the observed process may be approximated by inhomogeneous Poisson process. There are some obvious steps for the improvement. For instance, we may remove outliers, or introduce a mixed model containing deterministic trend with random parameters, or make partitioning more exible and link boundary points with some daily events like 5. Sample covariance function.
Covariance and trend. As it was noted in Section 3 the similar or even identical averaged histograms may appear for various background models. For instance, the averaged histogram exhibited at Fig.4 .1 can be equally well modeled with a mixture of distributions of the intensity parameter . To minimize the set of computing models we have to use together with a histogram some other statistics. In particular, the sample covariance function (or more speci cally, autocovariance/correlation function) allows one to determine whether the \ attening" of a histogram is caused by trend or by double stochasticity of the considered process. To show this we will apply the approach similar to that used in Section 3.
Let L and k be given and
(n i ? n)(n i+k ? n); i = 1; : : : ; L; k = 0; 1; : : : ; L ? 1: (5.1)
Other choices of a sample covariance function (or estimators of a covariance function) are possible (c.f. Anderson (1994), Chpt.8) and all of them result in similar inferences. We stay with (5.1) to avoid more extensive calculations.
In Fig.5 .1 we plotted the function^ (k)j^ (0) for the entire day; n i is a number of packets per minute of size 400 to 600 bytes. Fig.5 .2 contains the same functions for the 15 minute intervals at 9 a.m., noon and 6 p.m.; n i is a number of the same packets per second. If the counts n 1 ; : : : ; n s are generated by a Poisson process either homogeneous or inhomogeneous, then (see Appendix 2):
where i = (t i ; ), see (3.2), 0k is the Kronecker symbol and
In the homogeneous case when i ; and (k) ( 0k + L ?1 ).
Similar to Section 4, let i = T (t i ) = T i where the vector function (t) is de ned in comments to (4.3). Then the function p(k) may be presented as
Note that for small all terms in (5.4) are of order 2 except the last one which is of order . Thus, at k = 0 there is a \discontinuity" of the sample covariance function.
The averaged sample covariance function (5.4) exhibits long range dependence even for rapidly oscillating functions (t i ) = i . To show this, let us, similar to Section 3, use the continuous approximation of (k) on 0; L ]: (t) = 2 c(t) + 0t T~ ; (5.5) where
functions '(t) are de ned in (4.2), 0 t L ; 0t = 1; if t = 0, and 0t = 0 otherwise. For the more general linear case with ' 1 ( ) = 1 and ' 2 ( ) = the formula becomes cumbersome but the function c(t) is still a polynomial of the second order in t. From the de nition of c( ) it follows that if T '( ) is a polynomial of the k-th order then c(t) is a polynomial of the 2k-th order.
Summarizing (5.1) -(5.7) we can conclude that in the presence of a trend the sample covariance function exhibits symptoms of long range dependence.
Of course, whenever it is possible we have to subtract the trend from the analyzed processes. However, it is not an easy statistical problem, especially when the trend has a complicated structure or is intensively oscillating.
The typical examples of the continuous approximation (t) of the averaged sample correlation function in the presence of the linear and sine type trend are exhibited in The trend in uence on other statistics was discussed in the statistical literature and most frequently in the context of long-range dependence and self-similarity; see, for instance, Beran (1994) , Bhattacharya et al. (1983) , Grossglauser and Bolot (1996) for examples and further references.
Random intensity. We consider here only a very simple version of double stochasticity. Namely, we assume that is constant at each segment and that i are independently sampled from a population with E ( ) = 0 and E h ( ? 0 ) 2 i = 2 :
The doubly averaged sample covariance function can be easily found by averaging (5.2) with respect to :
For the larger L the second term in (5.8) can be neglected, i.e. (k) di ers signi cantly from 0 only when k = 0. Thus, the use of sample covariance function helps to justify whether a histogram \ attening" caused by a trend or by a stochastic behavior of the intensity. In the rst case the \ attening" or heavy tails are accompanied by the slowly decaying sample covariance (similar to what is observed for time series with long-range dependence). In the second one the sample covariance function is -shaped. For a short summary see Table 2 .
Evidently, this table may be elaborated and extended. First, analyzing the behavior of descriptive statistics for other types of the Poisson processes such as compound and self-exciting, or for a mixture of various types will lead to an increase of a number of columns. Second, additional descriptive statistics such as various smoothers for the observed time series, residual plots, outlier diagrams, etc., can be analyzed in the manner similar to what was done above, and the corresponding rows will be a natural extension of the table. The results reported in Section 3 and 4 reveal that simple descriptive statistics such as histograms help to better understand network performance if they are interpreted properly within the framework of the reasonable set of assumptions on the \physics" of the processes under analysis. The information which histograms carry in the case of either inhomogeneous, or compound or doubly Poisson processes (or any combination of the above), is obviously di erent from the information which usually might be extracted in the classical setting. The shape of the histogram gives us the opportunity to infer about the intensity of ows and their dynamics. For instance, the isolated peaks in the histogram (see Fig.4 .1) tell us that the system spent some time in a relatively stable state with the intensity parameter corresponding to the \center" of that peak. Comparison of the width of the peak with the standard deviation of the Poisson distribution ( square root of its center coordinate) allows one to conclude about the presence of randomness of parameters describing the intensity function (see (3.10) -(4.1)). The long plateaus indicate the presence of signi cant trends, for instance, linear changes of intensity in time. The hollows in the histogram (see area at the vicinity of 6000 packets/minute in Fig.4 .1) may correspond to the intensities occurring only during some transitional periods: for example, the transition from the night hours activity to the day time hours activity.
It must be emphasized that the same patterns in the histogram shape may be explained di erently (see comments to (4.1) and the introductory paragraph of Section 4) if no additional information is used. For instance, the plateau type pieces of the histogram may be generated by the linear trend as well as by the randomly uniformly distributed intensity parameter. Comparison of the observed histogram and the modeled average distribution as described in Section 4 allows us to verify the validity of various assumptions about the network performance. The simplicity of the proposed algorithm makes it possible to develop interactive procedures for performing the comparison in an \on-line" manner.
Matching of the sample covariance functions and histograms (see Section 5) allows us to discriminate between trends and double stochasticity and consequently to thin the set of possible solutions. However, as it was noted in the comments to (3.9) even if we know that the existing patterns in the analyzed histograms and the sample covariance indicate the presence of a trend the solution is still not unique unless we select some speci c class of possible trends.
The generalization of the reported approach to other descriptive statistics is expected to be very straightforward. For example, the \averaged" empirical distributions of inter-arrival times or the shape of \averaged" correlograms can be explained with the use of the techniques similar to those from Section 3. Combining the corresponding ndings with ideas developed and discussed, for instance, by Beran (1994) 2) The probability P(L) that the iterative procedure converges to L tends to 1 when L ! 1, i.e. Proof. The rst part of the theorem is a corollary of more general result about strong consistency and asymptotic normality of the maximum likelihood estimators (see, for instance, Wilks (1962) , Chpt.12). We need assumption (b) to guarantee the regularity conditions of the maximum likelihood function.
To prove the second part of the theorem let us note that the iterative procedure (4.7) and (4.8) is a special case of the xed point method (c.f. Ortega and Rheinboldt (1970) , Chpt.5). To assure the convergence of (4. The results, very similar to Theorem 1, can be proved for that type of models, if one introduces di erent (see A.2) normalization of the matrix M L ( ). Actually, the convergence of L to true will be faster than in the considered case.
B. Appendix 2 -Averaging the sample covariance function.
There are a few popular choices of the sample covariance function (c.f. Anderson (1994), Chpt.8). They are noticeably di erent for short data series or for large lags. In the computer network setting the discrepancies are negligible and we discuss the following sample covariance function (frequently called \sample auto-covariance function"):
(n i ? n)(n i+k ? n);
where n = 1 L P L i=1 n i :
We are interested in the Poisson distribution in which E(n i ) = i E(n 2 i ) = 2 i + i :
Taking expectation of both parts of (B.1) we have for k > 0:
E n i n i+k ? n i n ? n i+k n + n 2 
