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ON THE BAUM–CONNES CONJECTURE FOR GROUPS ACTING
ON CAT(0)-CUBICAL SPACES
JACEK BRODZKI, ERIK GUENTNER, NIGEL HIGSON, AND SHINTARO NISHIKAWA
ABSTRACT. We give a new proof of the Baum–Connes conjecture with
coefficients for any second countable, locally compact topological group
that acts properly and cocompactly on a finite-dimensional CAT(0)-cub-
ical space with bounded geometry. The proof uses the Julg-Valette com-
plex of a CAT(0)-cubical space introduced by the first three authors, and
the direct splitting method in Kasparov theory developed by the last au-
thor.
1. INTRODUCTION
The computation of K-theory groups for crossed productC∗-algebras is a
central problem in C∗-algebra theory, the solution of which has deep appli-
cations to manifold topology and to the algebra of group rings. The Baum–
Connes conjecture proposes a general form of the solution. It asserts that
the Baum–Connes assembly map
(1.1) KG∗ (EG;A) −→ K∗(C∗r(G,A))
is an isomorphism for any second countable, locally compact group G and
any separable coefficient G-C∗-algebra A. Here EG is a universal properG-
space and C∗r (G,A) is the reduced crossed product. See [BCH94] for details
and discussion.
Our launching point is the following theorem of Higson and Kasparov
[HK01, HK97]:
Theorem (Higson, Kasparov). Let G be a second countable, locally compact
group. IfG admits an isometric and metrically proper action on a (possibly infinite
dimensional) Euclidean space then the Baum–Connes assembly map (1.1) is an
isomorphism for G and any separable coefficient algebra A.
Gromov introduced the term a-T-menable for the groups in the statement
of this theorem. Our purpose here is to reexamine the Baum–Connes iso-
morphism for a class of a-T-menable groups having a very geometric flavor.
We consider groups which admit a proper, cellular action on a bounded ge-
ometryCAT(0)-cubical space. ACAT(0)-cubical space is a simply-connected
topological space that is built by gluing Euclidean cubes along their faces in
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amanner that satisfies a local combinatorial condition. Amotivating exam-
ple is a finite product of simplicial trees. The bounded geometry condition
asserts that there is a uniform bound on the number of edges to which a
vertex can belong.
Building our previous work [BGH19], we shall prove the following the-
orem. While the result itself is a consequence of the Higson-Kasparov the-
orem, the approach here is direct, geometrical and better rooted in simple
finite-dimensional constructions.
Theorem A. The Baum–Connes assembly map (1.1) is an isomorphism for a sec-
ond countable, locally compact topological group G that acts properly and cocom-
pactly on a bounded geometry CAT(0)-cubical space and any separable coefficient
algebra A.
We shall refer to the groups that we are considering here as CAT(0)-
cubical groups. The essential difference between CAT(0)-cubical and a-T-
menable groups, and so also between the Higson-Kasparov theorem and
our work, is the difference between a combinatorial and a measured set-
ting. It is very much analogous to the difference between a simplicial tree
and an R-tree.
A key feature of CAT(0)-cubical spaces is the existence of hyperplanes,
and indeed a CAT(0)-cubical space can be essentially reconstructed from
the combinatorics of its hyperplanes. Each hyperplane divides the space
into precisely two connected components, and a hyperplane separates a pair
of points if they are in different components. Counting the number of hy-
perplanes that separate a pair of points defines a distance and, restricting to
a G-orbit, we obtain a distance on G which is intimately related to the a-T-
menability of G through the theory of conditional negative-type functions.
Compare [NR97]. The analogous measured notion is that of a space with
measured walls (hyperplanes). For this notion, the combinatorics of count-
ing is replaced by a measure on a set of hyperplanes. The existence of a
proper action on a space with measuredwalls characterizes a-T-menability;
this was proven for countable discrete groups in [CMV04, RS98], and later
extended to the locally compact and second countable setting in [CDH10].
The following concrete example is analyzed by Haglund [Hag07]. The
Baumslag-Solitar group
BS(2, 3) = 〈 a, t | ta2t−1 = a3 〉
is a-T-menable but cannot act properly on a CAT(0)-cubical space. Haglund
points out thatBS(2, 3) admits a proper action on the product of a simplicial
tree (its Bass-Serre tree) and the hyperbolic plane, which is a space with
measured walls, and hence BS(2, 3) is a-T-menable. However, since the
cyclic subgroup generated by a is distorted, that subgroup must have a
fixed point in any action of BS(2, 3) on a CAT(0)-cubical space.
A second, less substantial difference between our result and the Higson-
Kasparov theorem is related to the bounded geometry hypothesis. Farley
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proved that Thompson’s group F acts properly on a locally finite but infinite
dimensional CAT(0)-cubical space, and so this group is a-T-menable [Far03].
Nevertheless, F (apparently) falls outside the scope of our results. Extend-
ing our work to the locally finite but infinite dimensional setting may be
possible, but would entail significant technical hurdles.
In the balance of this introduction, we shall place this piece in the broader
context of our previous work [BGH19, Nis19] and explain in outline our
new proof of Theorem A. Assume given a second countable, locally com-
pact group G acting by automorphisms on a bounded geometry CAT(0)-
cubical space. The Kasparov representation ring of G, denoted R(G) =
KKG(C,C) plays a central role here, and indeed in the Baum–Connes the-
ory in general. Associated toG there are three different Kasparov cycles for
R(G). It emerges that they represent the same element, but they have dif-
ferent properties, and it is precisely these differences that allow us to draw
conclusions. The three cycles are:
DJV : the Julg-Valette cycle,
DPS : the Pytlik-Szwarc cycle,
DdR : the de Rham cycle.
The first of these was introduced in [BGH19], although it will reappear
below in slightly modified form. The second is from [BGH19], and the
third is the focus of this paper.
A cycle for R(G) is an odd, self-adjoint operator on a separable, graded
Hilbert spaceH equippedwith a representation ofG by grading preserving
unitary operators. The operator satisfies axioms related to approximate in-
vertibility and approximate G-equivariance. The exact form of the axioms
depends on whether one works with bounded or unbounded cycles, and
we refer to Section 2 below for precise definitions.
Here then are the differences among the three cycles relevant to this
work. The Pytlik-Szwarc cycle is constructed directly from the combina-
torics of hyperplanes, and the operator is an exactly G-equivariant Fred-
holm operator of index one. It follows immediately that the Pytlik-Szwarc
cycle represents the identity of R(G). The unitary representations appear-
ing in the Julg-Valette cycle are the permutation representations on the set
of cubes (of various dimensions) comprising the CAT(0)-cubical space. As-
sumingG acts properly, these representations are weakly contained in the reg-
ular representation of G. The operator in the Julg-Valette cycle is not exactly
G-equivariant (although, it is approximately G-equivariant, as required by
the axioms). Finally, assuming the action is both proper and cocompact,
the de Rham cycle satisfies property (γ) recently introduced by Nishikawa
[Nis19]. The de Rham cycle will be defined and analyzed in detail in Sec-
tions 4 and 5 below. We shall prove Theorem A by proving the following
result:
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Theorem B. Let G be a second countable, locally compact topological group that
acts by automorphisms on a bounded geometry CAT(0)-cubical space. The three
cycles above all represent the multiplicative unit of the representation ring:
(1.2) [DdR] = [DJV] = [DPS] = 1 ∈ R(G).
In particular,
(i) if G acts properly then it is K-amenable, since [DJV] = 1; and
(ii) if G acts both properly and cocompactly then it satisfies the Baum–Connes
conjecture, since [DdR] = 1.
The equalities (1.2) are the heart of this theorem. Assuming these, and
the properties of the various cycles outlined above, conclusions (i) and
(ii) are immediate; the first is essentially the definition of K-amenability
[Cun83], and the second is an application of Nishikawa’s direct splitting
method [Nis19]. As for the individual equalities comprising (1.2), the first
is the main technical result of this piece, and is the content of Theorem 5.1.
The second is themain technical result of [BGH19] and, as remarked above,
the final equality is obvious.
The paper is organized as follows. Sections 2 and 3 contain background
material. In particular, in Section 2 we review Nishikawa’s direct split-
ting method from [Nis19] and in Section 3 we recast the definition of the
Julg-Valette cycle from [BGH19] in a form convenient for what follows.
We introduce the de Rham cycle in Section 4, and prove that it is an un-
bounded Kasparov cycle for R(G). See Theorem 4.25. Finally, we analyze
the de Rham cycle in Section 5. The key results here are the equality of the
de Rham and Julg-Valette cycles in R(G) and that the de Rham cycle has
Property (γ). See Theorems 5.1 and 5.2, respectively.
2. THE DIRECT SPLITTING METHOD
In this section, G will be an arbitrary second countable, locally compact
topological group that admits a second countable, locally compact and G-
compact model E = EG of the universal proper G-space (see [BCH94] for
more information about EG).
We begin by recalling the definition of Kasparov cycles for KKG(C,C)
from [Kas88]. For a Hilbert space H, we denote by K(H) the algebra of all
compact operators on H.
2.1. Definition. A Kasparov cycle for KKG(C,C) is a pair (H, F) where H is
a separable, graded G-Hilbert space and F is an odd, self-adjoint bounded
G-continuous operator on H satisfying the following two conditions:
(i) 1− F2 ∈ K(H); and
(ii) g(F) − F ∈ K(H) for any g ∈ G,
where g(F) = ugFu
∗
g, with g 7→ ug the unitary representation of G on H.
There is a natural notion of homotopy of Kasparov cycles (see [Kas88,
Definition 2.3]). The commutative ring R(G) = KKG(C,C) is defined as
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the set of homotopy equivalence classes of Kasparov cycles. We write by
[H, F], the element in R(G) which corresponds to a cycle [H, F]. Among the
Kasparov cycles there is a cycle of the form [C ⊕ 0, 0] which corresponds
to the trivial representation of G. This cycle is denoted by 1G and it is the
multiplicative identity element of the ring R(G).
For a locally compact, Hausdorff space X and a C∗-algebra A, we denote
by C0(X,A), the C
∗-algebra of continuous A-valued functions on X vanish-
ing at infinity. Recall that a compactly supported, continuous, non-negative
function c on a (co-compact) proper G-space X such that the Haar integral∫
g∈G
g(c)2dµG(g) = 1
is called a cut-off function. We also note that for any closed subgroupG ′ of
G, a Kasparov cycle for KKG(C,C) can be viewed as a cycle for KKG ′(C,C).
2.2.Definition (See [Nis19, Definition 2.2]). We say a Kasparov cycle (H, F)
for KKG(C,C) has Property (γ) if the following conditions are satisfied:
(i) [H, F] = 1K in R(K) for any compact subgroup K of G;
(ii) there is a non-degenerate, G-equivariant representation of the G-C∗-
algebra C0(E) on H satisfying the following:
(iia) the function g 7→ [g(φ), F] belongs to C0(G,K(H)) for every φ ∈
C0(E); and
(iib) for some cut-off function c on E∫
g∈G
g(c)Fg(c)dµG(g) − F ∈ K(H),
where the Haar integration appearing here is taken in the strong
topology.
The main result of [Nis19] is as follows:
2.3. Theorem (See [Nis19, Corollary 5.6]). If the element 1G ∈ KKG(C,C) is
represented by a Kasparov cycle (H, F) with Property (γ), then the Baum–Connes
conjecture with coefficients holds for G.
We end this section by recalling the definition of unbounded cycles for
KKG(C,C) and sufficient conditions for such a cycle to define a (bounded)
cycle with Property (γ).
2.4. Definition (Compare [BJ83]). An unbounded cycle for KKG(C,C) con-
sists of a separable, graded G-Hilbert space H and an odd-graded self-
adjoint unbounded operator on H for which
(i) The operatorD has compact resolvent.
(ii) The G-action on H preserves the domain of D, and D−g(D) extends
to a bounded operator on H, for every g ∈ G, and defines a strongly
continuous, locally bounded, bounded operator-valued function of
g ∈ G.
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2.5. Lemma (See [BJ83]). If (H,D) is an unbounded Kasparov cycle forKKG(C,C),
and if F is the bounded transform
F = D(1 +D2)−
1
2 ,
then (H, F) is a bounded Kasparov cycle for KKG(C,C). 
2.6. Theorem (See [Nis19, Theorem 6.1]). Let (H,D) be an unbounded Kas-
parov cycle for KKG(C,C). Let B be a dense G-subalgebra of C0(E) consisting
of compactly supported functions that includes cutoff functions for the G-action.
Assume that there is a non-degenerate representation of the G-C∗-algebra C0(E)
on H which has the following properties:
(i) Each b ∈ B preserves the domain of D, the commutator [D,g(b)] extends
to a bounded operator on H, and defines a uniformly bounded, bounded
operator-valued function of g ∈ G.
(ii) For every b ∈ B there is a compact subset K ⊆ E such that
Supp ([D,g(b)]) ⊆ g · K
for all g ∈ G.
If F is the bounded transform of D, then the pair (H, F) is a cycle for KKG(C,C)
that satisfies the conditions (iia) and (iib) of Property (γ) in Definition 2.2.
3. THE JULG-VALETTE CYCLE
In this section we shall briefly review the construction in [BGH19] of
the Julg-Valette complex for a CAT(0)-cubical space, and the associated Julg-
Valette cycle for KKG(C,C). The construction is based on the ideas that Julg
and Valette applied to the case of trees [JV84], but the extension to general
CAT(0)-cubical spaces requires some additional care. One specific issue
is the need to equip cubes with orientations, and we shall present here an
alternative but equivalent approach to the one in [BGH19] that is better
suited to our later arguments. Otherwise our account here is identical to
the one in [BGH19].
We first recall some necessary ideas from the theory of CAT(0)-cubical
spaces. For more details see [BGH19] and the references given there, espe-
cially [NR98].
For the rest of this paper, X will be a bounded geometry CAT(0)-cubical
space, as in [NR98, Section 2.2]. In particular, X is obtained by identifying
cubes, each of which is isometric to the standard Euclidean cube [0, 1]q of
the appropriate dimension, by isometries of their faces. We shall refer to
0-cubes as vertices, 1-cubes as edges, etc. The bounded geometry condition
asserts that there is a uniform bound on the number of edges that contain
a given vertex, and this implies that X is finite dimensional. Further, we
shall assume all group actions on X are by automorphism of its structure
as a CAT(0)-cubical space. In particular, a group acting on X permutes the
vertices, the edges, and the q-cubes for each fixed q.
BAUM–CONNES CONJECTURE FOR GROUPS ACTING ON CAT(0)-CUBICAL SPACES 7
The midplanes of a q-cube C in X correspond to the intersections of the
standard cube with the coordinate hyperplanes xj=
1
2 (j=1, . . . , q) and there
are therefore qmidplanes of C. We generate an equivalence relation on the
collection of all the midplanes of all the cubes in X by declaring as equiva-
lent any two midplanes whose intersection is itself a midplane. The union
of all midplanes in a given class is called a hyperplane, and each hyperplane
H satisfies the following important properties: (i) H is connected, and (ii)
the complement X \ H has precisely two path components. We shall say
that a hyperplane H separates two subsets of X if these subsets lie in dis-
tinct components of X \ H. A group acting on X necessarily permutes the
hyperplanes. The hyperplanes of X play an important role in what follows.
3.1. Example. In the case of a tree, the hyperplanes are simply the mid-
points of edges. In the case of a product of two CAT(0)-cubical spaces (for
instance, a product of two trees), the hyperplanes are the products of one
of the spaces with a hyperplane in the other.
We shall handle the issue of orientations that we mentioned above by
using differential forms. By a smooth form on a cube C we shall always
mean a complex-valued C∞-differential form defined on all of C, including
its boundary. So on the cube [0, 1]q the smooth p-forms can be written
α =
∑
I
fIdxI
where I = { i1 < · · · < ip } is a multi-index, and fI is a smooth, complex-
valued function on the cube [0, 1]q. The interior of each cube is a Riemann-
ian manifold of volume one, and so each space Ωp(C) of smooth p-forms
carries a natural inner product.
3.2. Definition. If C is an individual cube in X, then we shall denote by
A(C) the one-dimensional Hilbert space of top-degree differential forms
on C with constant coefficients.
3.3. Definition. For q = 0, . . . ,dim(X) we shall denote by Aq(X) the alge-
braic direct sum of the spaces A(C) over all q-cubes in X. We shall denote
by Aq
L2
(X) the Hilbert space orthogonal direct sum of the spaces A(C).
We now define a differential
(3.4) dJV : A
q(X) −→ Aq+1(X)
using the following notion of adjacency.
3.5. Definition. Let C be a cube in X. A hyperplane H is adjacent to C if it is
disjoint from C, but intersects a cube that includes C as a codimension-one
face.
3.6. Example. In the case of a tree, each hyperplane is adjacent to precisely
two vertices, namely the endpoints of the edge in which the hyperplane is
included.
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At this point we need to choose a base vertex P in X, which will remain
fixed throughout the rest of the paper (by a vertex we mean a 0-cube of X).
3.7. Definition. Let H be a hyperplane and let D be a cube in X that inter-
sects H (necessarily in a midplane of D). Define a coordinate function
xH : D −→ R
as follows:
(i) xH is an affine function on D
(ii) xH assumes the value 1 on the codimension-one face of D that is dis-
joint fromH and separated byH from the base vertex, while it assumes
the value 0 on the opposite codimension-one face, disjoint from H but
not separated by H from the base vertex.
Then define
αH = dxH.
This is a constant-coefficient one-form onD.
3.8. Definition. A weight function for X is a positive function on the set of
hyperplanes.
3.9.Definition. A weight functionw is proper if the set {H : w(H) ≤M } is
finite for anyM > 0.
3.10. Definition. Let G be a second countable and locally compact group
acting on the CAT(0)-cubical space X by automorphisms. A weight func-
tionw is G-adapted if
sup
H
∣∣w(H) −w(gH)∣∣ <∞
for every g ∈ G, and if there is an open subgroup of G such that w(gH) =
w(H) for every H and every element g of the subgroup.
3.11. Remark. Of course, if G is discrete the final condition is automatic. In
general it would be sufficient to require that g 7→ w(gH) is continuous for
every H, but the stronger condition we have chosen is more convenient.
In what follows, our preferred weight function will be
(3.12) w(H) = distance(P,H),
which is both G-adapted and proper, if the complex X has bounded geom-
etry (see Section 1). However, the construction that follows can be carried
out for a general weight function, and it will be helpful for us not to fix a
weight function until the final section of the paper.
3.13. Definition. If β ∈ A(C), then we define
(3.14) dJV : β −→ ∑
H∈SAH(C)
w(H) · αH ∧ β
where:
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(i) The sum is over the set SAH(C) of all hyperplanes that are adjacent to
C and separate C from the base vertex.
(ii) On the right-hand side of the formula, β is pulled back from C to the
cubeDH that is intersected by H and that contains C as a codimension
one face (via the orthogonal projection from DH to its face C). Thus
the summands in the formula above lie in different direct summands
of Aq+1(X) = ⊕dim(D)=q+1A(D).
It is shown in [BGH19] that dJV is indeed a differential, and that the co-
homology of the Julg-Valette complex
(3.15) A0(X)
dJV
// A1(X)
dJV
// · · ·
dJV
// AN(X) , N = dim(X)
vanishes in positive degrees, and is one-dimensional in degree zero.
3.16. Example. If X is a tree, then for each 0-cube except the base vertex
there is a unique hyperplane that is adjacent to the cube and separates it
from the base vertex. If we set w(H) ≡ 1 then the single differential in the
Julg-Valette complex identifies with operator studied by Julg and Valette
[JV84].
3.17. Example. If X is a product of two CAT(0)-cubical spaces (for instance,
a product of trees), then the Julg-Valette complex for X identifies with the
tensor product of the Julg-Valette complexes for the factors. Note that in
this case a pair of weight functions, one on each factor, determines a weight
function on the product; see Example 3.1.
The Julg-Valette differential in Definition 3.13 has a formal adjoint
δJV : A
q+1(X) −→ Aq(X)
with respect to the inner products of Definition 3.3, given by the formula
(3.18) δJV : β 7−→ ∑
H∈Mid(C)
w(H) · ιH(β),
for β ∈ A(C), where:
(i) The sum is over the set Mid(C) of hyperplanes that cut through C
(that is, they include a midplane from C).
(ii) On the right-hand side, ιH(β) is contraction of β by the coordinate
vector field dual to the coordinate xH, followed by restriction to the
face of C where xH = 1.
See [BGH19, Prop. 3.19].
3.19. Definition. The Julg-Valette operator is the unbounded operator
DJV = dJV + δJV
on the Hilbert space
A∗L2(X) =
⊕
q
A
q
L2
(X),
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with domain
A∗(X) =
⊕
q
Aq(X).
If β ∈ A(C), then it is not difficult to compute that
(3.20) D2JVβ =
∑
H∈SAH(C)
w(H)2β +
∑
H∈Mid(C)
w(H)2β
See [BGH19, Prop. 3.25]. The following result is an easy consequence:
3.21. Lemma ([BGH19, Lemmas 9.4 and 9.5]). If w is a proper weight func-
tion, then DJV is an essentially self-adjoint Hilbert space operator with compact
resolvent. 
The Julg-Valette operator is also nearly equivariant in the sense appro-
priate to equivariant KK-theory:
3.22. Lemma ([BGH19, Lemma 9.6]). If a group G acts by automorphisms of
X, and if the weight function is G-adapted, then for every g ∈ G the operator
DJV−g(DJV) extends to a bounded operator on H, and the formula
g 7−→ DJV−g(DJV)
defines a strongly continuous, locally bounded, bounded operator-valued function
on G. 
3.23. Remark. The continuity and local boundedness of the function in the
lemma are automatic, since in fact the function is locally constant: if g lies
in a sufficiently small open subgroup of G, then g(DJV) = DJV.
Therefore, given any proper and G-adpated weight function, we obtain
an unbounded Kasparov cycle for KKG(C,C) in the sense of Definition 2.4.
It is actually independent of the choice of weight function thanks to the
homotopy invariance of KK-theory, and we shall use the notation
[DJV] ∈ KKG(C,C).
The following is the main technical result from the paper [BGH19].
3.24. Theorem ([BGH19, Theorem9.14]). Assume that X is a bounded geometry
(and finite dimensional) CAT(0)-cubical space, and that a locally compact, second-
countable group G acts on X by automorphisms. Then [DJV] = 1G ∈ KKG(C,C).

3.25. Remark. Actually, Theorem 9.14 in [BGH19] proves that [DJV] is equal
to the Pytlik-Szwarc element [DPS] discussed in Section 1 of this paper. But
as we noted there, the Pytlik-Szwarc element is in turn equal to the identity
element 1G for elementary reasons.
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4. A DE RHAM-TYPE COMPLEX
In this section we shall use differential forms and the de Rham operator
to construct a new unbounded Kasparov cycleDdR for the Kasparov group
KKG(C,C). In the next section we shall show that [DdR] = [DJV] and that, in
the case of a proper and cocompact action, the bounded transform of DdR
has Property (γ).
We begin by reviewing a few simple facts about the de Rham differential
on a single cube C in X.
4.1. Definition. For p≥0, we shall denote by Ωp(C) the space of smooth
differential p-forms on C, by Ωp
L2
(C) the Hilbert space of L2-differential p-
forms on C, by Ωp0(C) ⊆ Ω
p(C) the space of those smooth p-forms on C
that pull back to zero on each open face of C, and by Ωp00(C) the space of
smooth forms that are compactly supported in the interior of C.
We shall consider the de Rham differential d as an unbounded Hilbert
space operator from Ωp
L2
(C) to Ωp+1
L2
(C) with domain Ωp0(C). If we denote
by d⋄ the formal adjoint of d in the sense of partial differential equations,
so that
(4.2) 〈dσ, τ〉 = 〈σ, d⋄τ〉
for all σ ∈ Ωp00(C) and all τ ∈ Ω
p+1(C), then in fact the relation (4.2) holds
for all σ ∈ Ωp0(C) and all τ ∈ Ω
p+1(C). Indeed, if we choose an orientation
onC and introduce the associated Hodge ⋆-operator, then for all σ ∈ Ωp(C)
and all τ ∈ Ωp+1(C),
〈dσ, τ〉 − 〈σ, d⋄τ〉 =
∫
∂C
σ∧ ⋆τ.
Henceforth we shall consider d⋄ as an unbounded Hilbert space operator
with domainΩp+1(C). Form the direct sums
Ω∗0(C) =
⊕
p
Ω
p
0(C) and Ω
∗
L2(C) =
⊕
p
Ω
p
L2
(C),
and then form the unbounded operator
(4.3) D = d+ d⋄ : Ω∗L2(C) −→ Ω∗L2(C)
whose domain is the intersection of the domains of d and d⋄, which is
Ω∗0(C). This is a symmetric operator.
4.4. Lemma. The operator D in (4.3) is essentially self-adjoint, and the self-
adjoint closure of D has compact resolvent. The kernel of the closure is precisely
the one-dimensional space A(C) of top-degree constant coefficient forms.
Proof. Let q be the dimension of C and let H1, . . . , Hq be the hyperplanes
that intersect C. Let k1, . . . , kq be nonnegative integers, and form the span
of all differential forms of the type
σ1 ∧ · · ·∧ σq,
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where each σj is either sin(pikjxHj) or cos(pikjxHj)dXj . The span is a finite-
dimensional subspace ofΩ∗0(C); it is invariant underD; the square ofD on
the span is the scalar multiple
pi2k21 + · · · + pi
2k2q
of the identity operator; and the family of all such spans (as the list of in-
tegers k1, . . . , kq varies) is an orthogonal decomposition of Ω
∗
L2
(C). The
lemma follows from these facts. 
Let us now fix, for the rest of this section, a proper andG-adaptedweight
function. For each cube C in X define an affine function wC : C→ R by the
formula
(4.5) wC =
∑
H∈Mid(C)
w(H)xH ,
and form the Witten-type perturbation
dw = e
−wCdewC : Ω∗0(C) −→ Ω∗(C).
It follows from the definition that
(4.6) dw : β 7−→ dβ + ∑
H∈Mid(C)
w(H)dxH ∧ β,
so that dw is in fact a bounded perturbation of d. Let d
⋄
w be its formal
adjoint, considered as an unbounded operator with domain Ω∗(C), and
then form the Witten-type de Rham operator
(4.7) Dw = dw + d
⋄
w : Ω
∗
L2(C) −→ Ω∗L2(C)
with the same domain asD, namelyΩ∗0(C). Being a bounded perturbation
of an essentially self-adjoint operator with compact resolvent, the operator
Dw is itself essentially self-adjoint with compact resolvent; see [Kat95, Ch.
4 Theorem 3.1.11] and [Kat95, Ch. 5, Theorem 4.4.4].
We are ready now to proceed from a single cube to the cubical space X.
4.8. Definition. Denote byΩ∗
L2
(X) the Hilbert space direct sum
Ω∗L2(X) =
⊕
C
Ω∗L2(C)
over all the cubes in X of all dimensions, and denote by
Ω∗0(X) ⊆ Ω
∗
L2(X)
the algebraic direct sum of the spacesΩ∗0(C).
Our general aim is to assemble the operatorsDw in (4.7) into one essen-
tially self-adjoint operatorwith compact resolvent on the full spaceΩ∗
L2
(X).
However this requires some care, as the following computation shows.
Let C be a one-dimensional cube and let H be the hyperplane that inter-
sects C. For each integer k > 0 the span inΩ∗0(C) of the forms
sin(pikxH) and dw sin(pikxH) = pik cos(pikxH)dxH+w(H) sin(pikxH)dxH
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is invariant under the action of Dw, and furthermore
D2w = pi
2k2 +w(H)2
on the span. The spans for distinct k are orthogonal to one another, and
their mutual orthogonal complement inΩ∗
L2
(C) is spanned by
ew(H)xHdxH ∈ Ω
∗
0(C),
which lies in the kernel of Dw, and indeed spans it. It follows that
Spectrum(D2w) = { 0 } ⊔ {pi
2k2 +w(H)2 : k = 1, 2 . . . }
(we mean here the spectrum of the square of the self-adjoint extension of
Dw).
We find that in the case of a tree, for example, the operator Dw on each
cube has a one-dimensional kernel, and in order to construct a singleWitten-
type de Rhamoperator on the treewe need to “cancel” these kernels against
one another so as to obtain an essentially self-adjoint, compact resolvent
operator on Ω∗
L2
(X). The next two definitions are dedicated to solving this
problem (for CAT(0)-cubical spaces in all dimensions).
4.9.Definition. IfD is any cube in X, and if H is any hyperplane that inter-
sectsD, then let
yH = xH − 1 : D −→ R,
where xH is as in Definition 3.7. Observe that
dyH = αH = dxH.
Define a linear operator
ew : Ω
p(X) −→ Ωp+1(X)
by the formula
ew : β 7−→ ∑
H∈SAH(C)
w(H) · ew(H)yH · αH ∧ β
for β ∈ Ω∗(C), where:
(i) As in Definition 3.13, SAH(C) is the set of all hyperplanes that are
adjacent to C and separate C from the base vertex.
(ii) For a hyperplane H ∈ SAH(C), if DH is the cube that is intersected by
H, and that includesC as a codimension-one face, thenwe view αH∧β
as a differential form on DH by pulling back β along the orthogonal
projection from DH to C.
4.10.Definition. We shall denote byDdR the following symmetric operator
onΩ∗
L2
(X)with domainΩ∗0(X):
DdR = dw + ew + d
⋄
w + e
⋄
w.
By dw we mean here the direct sum of all the Witten-type operators (4.6)
over all the cubes of X, and the same for the formal adjoint d⋄w.
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We shall prove the following result:
4.11. Theorem. If the weight function w is proper, then the operator DdR is es-
sentially self-adjoint and has compact resolvent.
For the purposes of the proof, and for other purposes as well, it will be
convenient to decompose Ω∗
L2
(X) into a direct sum of “blocks” in such a
way that the operatorDdR is block-diagonal.
4.12. Definition. Let Q be a vertex of X. We shall say that a cube C leads Q
to the base vertex P if the following conditions hold:
(i) The cube C includes the vertexQ.
(ii) All the hyperplanes that intersect C also separate Q from P. That is,
Mid(C) ⊆ SAH(Q).
We shall denote by
Ω∗L2(X)Q ⊆ Ω
∗
L2(X)
the direct sum of the spacesΩ∗
L2
(C) over those cubes C that leadQ to P. We
defineΩ∗0(X)Q andΩ
∗(X)Q similarly.
4.13. Remark. For any vertexQ, the collection SAH(Q) coincides with col-
lection Mid(D) for a distinguished cubeD in X, namely the first cube in the
normal cube path from Q to P in the sense of [NR98, Sec. 3]. The cubes in
X that lead Q to P are the faces of D that include the vertex Q. The union
of all such cubes is isometric to a product (0, 1]q of half-open intervals, in
such a way that the coordinates xH are the standard coordinates on (0, 1]
q.
We have the following Hilbert space direct sum decomposition:
(4.14) Ω∗L2(X) =
⊕
Q
Ω∗L2(X)Q.
This is because each cube C in X has a unique vertex Q that is separated
from the base vertex by all the hyperplanes intersecting C. Inspecting the
formulas, we see immediately that:
4.15. Lemma. The operatorDdR is block-diagonal with respect to the Hilbert space
decomposition (4.14). 
To begin the proof of Theorem 4.11, let us examine the case of a vertexQ
for which SAH(Q) consists of a single hyperplane H, so that
(4.16) Ω∗0(X)Q = Ω
∗
0(Q) ⊕Ω
∗
0(E),
where the edge E leads Q toward P. A little more generally, let Q be any
vertex and let E be any edge leading Q to P, and consider the operator
(4.17)
[
0 e⋄
e dw+d
⋄
w
]
: Ω∗L2(Q)⊕Ω
∗
L2(E) −→ Ω∗L2(Q)⊕Ω∗L2(E)
with domainΩ∗0(Q)⊕Ω
∗
0(E), where e acts as
Ω00(Q) ∋ 1 7−→ w(H)ew(H)yHdxH ∈ Ω10(E).
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In the special case described by (4.16), this is the restriction of the operator
DdR toΩ
∗
L2
(X)Q. The images of symmetric operators[
0 e⋄
e 0
]
and
[
0 0
0 dw+d
⋄
w
]
are orthogonal to one another, and indeed the image of the first is precisely
the kernel of the second. The kernel is spanned by
1 ∈ Ω00(Q) and e
w(H)xHdxH ∈ Ω
1
0(E),
and the first operator not only leaves this space invariant, but its square
there is
w(H)2 · ‖e−yH‖2L2(0,1) =
1
2w(H)(1 − e
−2w(H)).
As a result there is a Hilbert space orthonormal basis consisting of eigen-
vectors in the domain of (4.17), and the squares of the eigenvalues are the
scalars in the list
(4.18)
{
1
2
w(H)(1 − e−2w(H))
}
⊔
{
pi2k2 +w(H)2 : k = 1, 2 . . .
}
.
Let us note for later use that
(4.19) w(H)2 ≥ 12w(H)(1 − e
−2w(H))
no matter what the value of w(H)>0, so that the least eigenvalue of the
square is always the first scalar in the list (4.18).
Proof of Theorem 4.11. Fix a vertex Q and let H1, . . . , Hq be the hyperplanes
adjacent to Q and separating Q from P. Denote by Ej the unique edge
leading Q to P that is cut by Hj. There is then a unitary isomorphism of
graded Hilbert spaces
(4.20)
⊗̂
j
(
Ω∗L2(Q) ⊕Ω
∗
L2(Ej)
)
∼=
−→ Ω∗L2(X)Q
given by exterior multiplication of forms, as follows. If C is a cube that
leadsQ to P, then define a map
Ω∗L2(Q)⊕Ω
∗
L2(Ej) −→ Ω∗L2(C)
by pulling back forms from Ej to C along the orthogonal projection, when
Ej is included in C, and by pulling back from the point Q when Ej is not
included in C. The morphism (4.20) is defined by pulling back forms in this
way, then forming the exterior products of the pullbacks.
The isomorphism (4.20) restricts to an inclusion
(4.21)
⊗̂
j
(
Ω∗0(Q)⊕Ω
∗
0(Ej)
)
∼=
−→ Ω∗0(X)Q
Denote by
Dj : Ω
∗
0(Q)⊕Ω
∗
0(Ej) −→ Ω∗(Q) ⊕Ω∗(Ej)
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the operator in (4.16). The operator DdR on Ω
∗(X)Q identifies, via (4.20),
with the sum ∑
j
I⊗̂ · · · ⊗̂I⊗̂Dj⊗̂I⊗̂ · · · ⊗̂I,
from which we see that there is an orthornormal basis forΩ∗
L2
(X)Q consist-
ing of eigenvectors for DdR in Ω
∗
0(X)Q, and indeed in the image of (4.21),
for which in addition the squares of eigenvalues are sums of one term from
each of the lists{
1
2w(Hj)(1− e
−2w(Hj))
}
⊔
{
pi2k2 +w(Hj)
2 : k = 1, 2 . . .
}
,
for j = 1, . . . q. This proves the theorem. 
The proof above, together with (4.19), also yields the following estimate,
which we shall use in the next section.
4.22. Lemma. For any vertex Q and for any β ∈ Ω∗0(X)Q,
‖DdRβ‖
2 ≥
∑
H∈SAH(Q)
1
2
w(H)(1− e−2w(H))‖β‖2. 
4.23. Lemma (Compare [BGH19, Lemma 9.6].). If the weight functionw is G-
adapted, then for any g in G, the difference g(DdR) −DdR is a bounded operator.
Moreover ‖g(DdR) −DdR‖ is bounded by a constant times
sup
{ ∣∣gw(H) −w(H)∣∣ : H is a hyperplane of X}
+max
{
w(H) : H separates P and gP
}
,
where the constant is independent of g and the choice of weight function w.
Proof. For the purposes of this proof it will be convenient to make explicit
note of the dependence ofDdR on the choice of basepoint, and on the choice
of weight function. So we shall write
DdR = Dw,P,
so that
g(DdR) = Dgw,gP,
where gw(H) = w(g−1H). We shall bound the two differences
Dgw,gP −Dw,gP and Dw,gP −Dw,P
separately to obtain the estimate in the statement of the lemma.
For the first, let us write
Dgw,gP −Dw,gP = (dgw,gP − dw,gP) + (egw,gP − ew,gP)
+ (d⋄gw,gP − d
⋄
w,gP) + (e
⋄
w,P − e
⋄
gw,gP)
Since w is G-adapted, there is someM ≥ 0 for which∣∣gw(H) −w(H)∣∣ ≤M ∀H.
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It follows from the formula for dw that
‖dgw,gP − dw,gP‖ ≤ dim(X) ·M,
and of course from this we also get
‖d⋄gw,gP − d
⋄
w,gP‖ ≤ dim(X) ·M.
Next, if x,w ≥ 0, and ifM ≥ m ≥ 0, then
(4.24)
∣∣we−wx − (w +m)e−(w+m)x∣∣ ≤ 2M,
since for instance one can write∣∣we−wx − (w+m)e−(w+m)x∣∣ ≤ m∣∣∣we−wx (1− e−mx)
m
∣∣∣ +m
≤ m
∣∣e−wxwx∣∣+m,
from which (4.24) follows easily. From (4.24) and the formula for ew,P in
Definition 4.9 we obtain
‖egw,gP − ew,gP‖ ≤ 2dim(X)M,
and hence also
‖e⋄gw,gP − e
⋄
w,gP‖ ≤ 2dim(X)M.
Putting everything together, we obtain
‖Dgw,gP −Dw,gP‖ ≤ 6dim(X)M.
Next, let us turn to the difference Dw,gP −Dw,P. We shall analyze it part
by part, more or less as we did above. To begin,
dw,gPβ − dw,Pβ =
∑
H∈Mid(C)
w(H)
(
αH,gP − αH,P
)
∧ β
The difference αH,gP−αH,P is zero unless the hyperplaneH separates P and
gP, in which case the difference is 2αH,gP. So ‖dw,gP−dw,P‖ is bounded by a
constant times the largest value ofw(H) among the hyperplanes separating
P and gP, as required, and in addition the same is true of ‖d⋄w,gP − d
⋄
w,P‖.
The remaining terms in Dw,gP −Dw,P are treated in a similar way. Since
ew,gPβ − ew,Pβ
=
∑
w(H)
(
e−w(H)yH,PαH,P∧β − e
−w(H)yH,gPαH,gP∧β
)
,
and since again the summands are zero except whenH separates P and gP,
we can again bound the sum by a constant times the largest value of w(H)
among the hyperplanes separating P and gP, and of course we can do the
same for e⋄w,gP − e
⋄
w,P, too. 
Now let us equip the Hilbert space Ω∗
L2
(X) with the Z/2-grading it ac-
quires from the differential form degree. The operator DdR is odd with
respect to this grading. Combined, Theorem 4.11 and Lemma 4.23 give the
following result.
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4.25. Theorem. The operator DdR onΩ
∗
L2
(X), constructed from the weight func-
tion (3.12), defines an unbounded cycle for the group KKG(C,C). 
4.26. Definition. The de Rham cycle for the Kasparov group KKG(C,C) is
(Ω∗
L2
(X),DdR), as in Theorem 4.25. We shall denote by [DdR] ∈ KKG(C,C)
the associated KK-class.
5. PROOFS OF THE MAIN RESULTS
In this section we shall prove the following two theorems:
5.1. Theorem. If G acts on X by automorphisms, the de Rham and Julg-Valette
classes are equal to one another in KKG(C,C).
5.2. Theorem. If G acts properly and cocompactly on X by automorphisms, the
de Rham cycle has Property (γ).
We shall prove Theorem 5.1 by constructing an explicit homotopy be-
tween the Julg-Valette and de Rham cycles, or in other words we shall
construct an unbounded cycle for KKG(C, C[0, 1]) that restricts to the Julg-
Valette and de Rham cycles at t=0 and t=1, respectively.
The underlying Hilbert C[0, 1]-module for the homotopy will be
(5.3) H(X) =
{
β : [0, 1]→ Ω∗L2(X)
∣∣∣∣ β is norm-continuous,and β0 ∈ A∗L2(X)
}
.
Here A∗
L2
(X) is the Hilbert space for the Julg-Valette cycle from Defini-
tion 3.3, which we note is a Hilbert subspace ofΩ∗
L2
(X).
Let w be a proper and G-adapted weight function. The operator D for
our cycle is defined by
(5.4) Dβ : s 7−→ {s−1DdR,sβs s ∈ (0, 1]
DJVβ0 s = 0,
where:
(i) DdR,s is the de Rham operator from Definition 4.10 associated to the
weight function H 7→ s ·w(H).
(ii) DJV is the Julg-Valette operator from Definition 3.19 associated to the
weight functionw itself.
Of course we need to specify the domain of D. But before we do that, let
us carry out some preliminary computations that should help make Theo-
rem 5.1 plausible, and help justify our choice for the operatorD.
5.5. Definition. Let C be a q-cube in X, and let H1, . . . , Hq be the hyper-
planes that cut C (that is, the hyperplanes in Mid(C)). We shall denote by
As(C) ⊆ Ω
q
0 (C)
the one dimensional subspace that is spanned by the form
eswCdxH1 · · ·dxHq .
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5.6. Lemma. The space As(C) is the kernel of the operator
dsw+d
⋄
sw : Ω
∗
0(C) −→ Ω∗0(C),
and of its self-adjoint extension.
Proof. This follows from the computations after Definition 4.8. 
5.7. Definition. We shall denote by Aqs (X) ⊆ Ω
q
0 (X) the algebraic direct
sum
Aqs (X) =
⊕
dim(C)=q
As(C),
by A∗s(X) ⊆ Ω
∗
0(X) the direct sum of all A
q
s (X), and by A
∗
L2,s
(X) ⊆ Ω∗
L2
(X)
the Hilbert space completion of A∗s(X).
5.8. Lemma. For every s ∈ (0, 1] the operators
esw, e
⋄
sw : Ω
∗(X) −→ Ω∗(X)
map A∗s(X) into itself.
Proof. Let s ∈ (0, 1]. The operator esw has the form
(5.9) esw : β 7−→ ∑
H∈SAH(C)
sw(H) esw(H)yH αH ∧ β
for β ∈ Ω∗(C); see Definition 4.9. Recall that in this formula αH ∧ β is
to be viewed as a form on the cube DH that is cut by H and contains C
as a codimension-one face; the form β is pulled back to DH along the face
projectionDH→C. If C is cut by the hyperplanesH1, . . . , Hq, then of course
the cube DH is cut by the hyperplanes H,H1, . . . , Hq. In addition, if wC
is viewed as a function on DH by pulling back along the face projection
DH→C, then
wDH = wC +w(H)xH.
It follows that
swDH = swC + sw(H)xH = swC + sw(H)yH + sw(H),
and hence we find that
esw : e
swCdxH1 · · ·dxHq
7−→ ∑
H∈SAH(C)
(sw(H)e−sw(H))eswDHdxHdxH1 · · ·dxHq .
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This proves the lemma for esw. A similar computation shows that if D
is a (q+1)-cube cut by hyperplanes H0, . . . , Hq, and if Cj denotes the q-
dimensional face of D that is separated from the basepoint by Hj, then
e⋄sw : e
wDdH0 · · · dxHq
7−→ q∑
j=0
(−1)j‖esw(Hj)x‖2L2(0,1) · sw(Hj)e
−sw(Hj)
· e
wCjdxH0 · · · d̂xHj · · ·dxHq .
This proves the lemma for e⋄sw. 
Now A∗s(X) has an orthogonal complement in the inner product space
Ω∗0(X), since each one-dimensional space As(C) is certainly complemented
inΩ∗0(C), and it follows from Lemmas 5.6 and 5.8 that the operator s
−1DdR,s
preserves the direct sumdecomposition ofΩ∗0(X) intoA
∗
s(X) and its orthog-
onal complement inΩ∗0(X). On the former, we have, in view of Lemma 5.6,
s−1DdR,s = s
−1esw+s
−1e⋄sw : A
∗
s(X) −→ A∗s(X).
Moreover it follows from (5.9) that
(5.10) s−1esw : β 7−→ ∑
H∈SAH(C)
w(H) esw(H)yH αH ∧ β
for β ∈ As(C). But when s=0 the space A
∗
s(X) is the space A
∗(X) from Def-
inition 3.3 that we used in our construction of the Julg-Valette cycle, and it
is at least informally clear from (5.10) that as s→0 the operator s−1esw “con-
verges” to the Julg-Valette differential. It follows that, in the same informal
sense, s−1DdR,s converges to the Julg-Valette operatorDJV.
So roughly speaking, to prove Theorem 5.1 we need to:
(i) Make the above idea of convergence precise.
(ii) Show that the summand of operator s−1DdR,s that acts on the orthog-
onal complement A∗s(X)
⊥ ⊆ Ω∗0(X) contributes nothing in KK-theory.
This is what we shall do rigorously below. An additional complication is
that the direct sum decomposition above is not G-equivariant, but this too
will be properly taken into account in our proof of the theorem.
Let us now return to the issue of the domain for the operator D in (5.4).
First we define
H0(C) =

β : [0, 1]→ Ω∗0(C)
∣∣∣∣∣∣
β is continuous for the C∞-topology
onΩ∗0(C), and βs ∈ As(C) for all
sufficiently small s

 ,
and then we form the algebraic direct sum
H0(X) =
⊕
C
H0(C),
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which is a dense C[0, 1]-submodule of H(X). This will be our domain.
The additional smoothness and continuity hypotheses ensure that Dmaps
H0(X) intoH(X).
5.11. Theorem. The operator D, with the above domain H0(X), is a regular and
essentially self-adjoint operator on the Hilbert moduleH(X).
To prove the theorem we shall use the following simple technical result,
which is proved by explicitly constructing the resolvent operators for the
operator in question. For further information about regularity for Hilbert
module operators, which is needed to guarantee a reasonable spectral the-
ory for these operators, see [Lan95].
5.12. Lemma. Let {Hs}s∈[0,1] be a continuous field of Hilbert spaces over [0, 1] with
H0=0, and let E be a dense submodule of its Hilbert C[0, 1]-module of continuous
sections. Let {Ds}s∈[0,1] be a family of symmetric operators on the fibers of the field.
Assume that:
(i) If e ∈ E, then es ∈ dom(Ds) for every s ∈ [0, 1].
(ii) If e ∈ E, then s 7→ Dses is a continuous section of {Hs}s∈[0,1].
(iii) For every δ > 0 the family {Ds}s∈[δ,1] defines an essentially self-adjoint and
regular operator on the Hilbert C[δ, 1]-module of continuous sections of the
restricted field {Hs}s∈[δ,1], with domain the module of all restrictions of sec-
tions in E to [δ, 1].
Then {Ds}s∈[0,1] defines an essentially self-adjoint and regular operator on the
Hilbert C[0, 1]-module of all continuous sections of {Hs}s∈[0,1], with domain E. 
Proof of Theorem 5.11. IfQ is a vertex in X, then define
H(X)Q =
{
β ∈ H(X)
∣∣ βs ∈ Ω∗L2(X)Q ∀s ∈ [0, 1] },
and also define
H0(X)Q = H0(X) ∩H(X)Q.
Then
H(X) =
⊕
Q
H(X)Q and H0(X) =
⊕
Q
H0(X)Q,
where the former is a direct sum decomposition of Hilbert modules, and
the latter is an algebraic direct sum according to which the operator D de-
composes as a direct sum,D = ⊕QDQ. To show thatD is a regular operator,
we only need to show the same for each DQ.
Define a self-adjoint projection operator
PQ : H(X)Q −→ H(X)Q(
Pβ
)
s
= Psβs,
where Ps is the orthogonal projection fromΩ
∗
L2
(X)Q onto the finite-dimen-
sional subspace A∗(X)Q = A
∗(X) ∩ Ω∗
L2
(X)Q. The operator P maps the
domainH0(X)Q into itself, and thanks to Lemmas 5.6 and 5.8 it commutes
withD.
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Let us denote by
A(X)Q ⊆ H(X)Q.
the range of the operator PQ. It is an orthocomplemented Hilbert submod-
ule, and indeed a finitely generated and projective module in its own right.
The restriction of D to A(X)Q is the bounded and norm-continuous family
of self-adjoint operators{
s−1esw + s
−1e⋄sw s > 0
dJV + d
⋄
JV s = 0,
and it is a regular and self-adjoint Hilbert module operator.
As for the restriction ofD to the orthogonal complementA(X)⊥Q ⊆ H(X)Q,
whose domain is the orthogonal complement of the submodule A(X)Q in
H0(X)Q, it follows immediately from the preceeding lemma that this too is
a regular operator. 
In order to construct a KK-cycle we need a bit more than regularity: we
also need an operator with compact resolvent. For this, we shall use the
following equally easy but slightly stronger version of Lemma 5.12:
5.13. Lemma. Under the hypotheses of Lemma 5.12, assume in addition that:
(i) For every δ > 0 the family {Ds}s∈[δ,1] defines an essentially self-adjoint and
regular operator with compact resolvent.
(ii) For every K > 0 there exists δ > 0 so that if s ∈ [0, δ], then Ds is bounded
below by K (that is, ‖Dses‖ ≥ K‖es‖ for every es ∈ dom(Ds)).
Then {Ds}s∈[0,1] defines an essentially self-adjoint and regular operator with com-
pact resolvent on the HilbertC[0, 1]-module of all continuous sections of {Hs}s∈[0,1],
with domain E. 
With this, we are finally ready to prove Theorem 5.1.
Proof of Theorem 5.1. We need to show that the operator D has compact re-
solvent and is almost-equivariant, so that it determines a class in the equi-
variant group KKG(C, C[0, 1]).
It follows from Lemma 4.22 that for s ∈ (0, 1] the operator DdR,s on
Ω∗
L2
(X)Q has square bounded below by∑
H∈SAH(Q)
w(H)2
(1− e−2sw(H))
2sw(H)
≥
∑
H∈SAH(Q)
w(H)2
(1− e−2w(H))
2w(H)
=
∑
H∈SAH(Q)
1
2
w(H)(1− e−2w(H)),
and it follows from this and the lemma above thatD has compact resolvent
onH(X).
From the proof of Lemma 4.23, we see that the operator family{
g
(
DdR,s
)
−DdR,s
}
s∈(0,1]
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extends to a bounded operator on H(X), for every g ∈ G, and defines a
strongly continuous, locally bounded, bounded operator-valued function
of g ∈ G, as required. 
Let us turn now to Theorem 5.2. We just showed that [DdR]=[DJV], and
Theorem 3.24 asserts that [DJV]=1G. Therefore [DdR]=1G, and so DdR satis-
fies the condition (i) in Definition 2.2. It remains to show that DdR satisfies
the condition (ii) in Definition 2.2.
Proof of Theorem 5.2. We shall apply Theorem 2.6. For the space E we shall
take the cubical complex X, of course. This is a cocompact model for the
universal proper G-space. We shall use the natural non-degenerate repre-
sentation of theG-C∗-algebra C0(X) onΩ
∗
L2
(X) by pointwise multiplication
on forms.
For the algebra Bwe shall take the dense G-subalgebra of C0(X) consist-
ing of compactly supported complex-valued functions that are smooth on
each cube. It contains a cut-off function of X. For each b ∈ B, we have[
DdR, g(b)
]
=
[
dw + ew + d
⋄
w + e
⋄
w, g(b)
]
=
[
dw + d
⋄
w, g(b)
]
+
[
ew + e
⋄
w, g(b)
]
= g(c(b)) +
[
ew + e
⋄
w, g(b)
]
,
where c(b) denotes Clifford multiplication by the gradient of b in each
cube, which is a bounded operator, uniformly bounded in g, and supported
in the g-translate of the support of b. The operators ew, e
⋄
w and g(b) respect
the decomposition (4.14) of the Hilbert space Ω∗
L2
(X). Moreover b is non-
zero on only finitely many blocks Ω∗
L2
(X)Q, and on these blocks ew and e
⋄
w
are bounded. From this, we see that the commutator [D,g(b)] extends to a
bounded operator on H whose support is contained in gK where K is the
union of cubes which intersect the support of b.
In order to apply Theorem 2.6, it remains to show that the commutator
[ew, g(b)]
is uniformly bounded in g. For this, choose C so that∣∣b(x) − b(y)∣∣ ≤ C · distance(x, y) ∀x, y ∈ X.
From the definition of ew, we see that for all β ∈ Ω
∗(C),
‖[ew, g(b)]β‖
2 ≤
∑
H∈SAH(C)
C2 ·
∥∥xw(H)e−w(H)x∥∥2
L2(0,1)
· ‖β‖2
≤ dim(X) · C2 · sup { xe−x : x ≥ 0 } · ‖β‖2
≤ dim(X) · C2 · ‖β‖2.
So [ew, g(b)] is indeed uniformly bounded in g ∈ G, as required. 
To conclude the paper, let us repeat the overall argument as it was pre-
sented in Section 1. SupposeG is a second countable, locally compact group
acting on a bounded geometryCAT(0)-cubical space X by automorphisms.
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Theorems 5.1 and 5.2, combined with the Theorem 3.24, imply that the
identity element of Kasparov’s representation ring R(G) is represented by
a cycle with Property (γ). It follows therefore from Theorem 2.3 that the
Baum–Connes conjecture with coefficients holds for G.
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