In the Abelian-Higgs model, or Ginzburg-Landau model of superconductivity, the existence of an infrared stable charged fixed point ensures that there is a parameter range where the superconducting phase transition is second order, as opposed to fluctuation-induced first order as one would infer from the Coleman-Weinberg mechanism. We study the charged and neutral fixed points of a two-field generalization of the Abelian-Higgs model, where two N -component fields are coupled to two gauge fields and to each other, using the functional renormalization group. Focusing mostly on three dimensions, in the neutral case, this is a model for two-component Bose-Einstein condensation, and we confirm the fixed-point structure established in earlier works using different methods. The charged model is a dual theory of two-dimensional dislocation-mediated quantum melting. We find the existence of three charged fixed points for all N > 2, while there are additional fixed points for N = 2.
I. INTRODUCTION
The study of the nature of the superconducting phase transition has an interesting history. As physicists became aware of renormalization and universality, they found that the behavior of the critical point related to the second-order phase transition of a neutral superfluid was significantly changed compared to a simple meanfield approximation, culminating in the sharp predictions of what is now called the Wilson-Fisher fixed point of O(N ) models. Conversely, while charged superconductors not only have a dynamical order parameter field but also are coupled to dynamical gauge fields, real-world superconductors follow the predictions from mean-field theory remarkably well. It was realized by Ginzburg that the temperature range where fluctuations are relevant, is actually very narrow. Meanwhile it was established that the dynamical gauge field may preclude a second-order phase transition entirely, instead leading to a fluctuationinduced first-order transition (via the Coleman-Weinberg mechanism). This is now textbook material; see, for instance, Ref. [1] .
Later Kleinert put forward, on the basis of a superfluidsuperconductor duality mapping, that the nature of the phase transition depends on the ratio κ = λ L /ξ, where λ L is the London penetration depth and ξ is the coherence length [2] . In terms of the renormalization group parameters, κ 2 ∝ λ/e 2 , where λ is the order parameter self-coupling and e is the electric charge [see Eq. (35) ]. There is a critical value κ c ≈ 0.8/ √ 2 that separates between superconductors with either first-order (low κ) or second-order (high κ) phase transitions. Note that this almost coincides with the distinction between type-I and type-II superconductors at κ = 1/ √ 2 referring to their properties under an applied magnetic field. In renormalization group terms, the second-order phase transition takes place at an infrared stable charged fixed point where e 2 * = 0.
While numerical calculations verified this state of affairs, renormalization group (RG) derivations based on the expansion or the 1/N expansion could confirm the existence of the charged fixed point only at very high N [1] . However, a field-theoretical RG calculation directly in d = 3 [3] and functional renormalization group (FRG) calculations [4] Next to the usual Gaussian (G) and WilsonFisher (WF) neutral fixed points, there are two charged fixed points: one infrared stable (C) and the other tricritical (tri), which separates between regions at high κ 2 = λ/e 2 with a second-order phase transition, and at low κ 2 with a first-order phase transition. down to N = 2, although these works had their own limitations. Most recently, in Refs. [5, 6] it was shown that the FRG can fully reproduce the flow diagram depicted in Fig. 1 for all N . There are four fixed points in total. The two neutral fixed points at e 2 * = 0 correspond to the usual Gaussian and Wilson-Fisher fixed points of the neutral O(N ) model. They are unstable against any finite value of the charge. There are two charged fixed points, at the same value of the charge e 2 * > 0. There is an infrared stable fixed point at higher λ which corresponds to the second-order superconducting phase transition. The fixed point at lower λ is tricritical and separates between regions where the phase transition is first and second order. This shows that in models that contain dynamical gauge fields, the existence of charged fixed points indicates the possibility of having second-order phase transitions instead of fluctuation-induced first-order ones.
Here we study the fixed point structure of a generalization of the Abelian-Higgs model (or GinzburgLandau model) to two N -component fields which are each coupled to a dynamic U (1)-gauge field and to each other. The motivation for undertaking this work is threefold. First, it is interesting to expand the method of Refs. [5, 6 ] to other models in the search for yet undiscovered charged fixed points.
Second, since the early days there has been interest in the critical properties of the (uncharged) O(N 1 ) ⊗ O(N 2 ) and O(N 1 )⊕O(N 2 ) models, mainly due to the presence of multicritical points, where more than one coupling constant is turned to a critical value and more than two phases coexist (like the tricritical point in Fig. 1 ). Early work focused on multicriticality in anisotropic antiferromagnets [7] . This has found a recent application for N 1 = N 2 ≡ N = 2 in describing two-component BoseEinstein condensates (BECs) [8, 9] . Here two order parameters are coupled to each other. When condensation takes place, if the coupling is weak, both components condense at the same time as if they were not coupled at all; this is called the miscible phase. Conversely, if repulsive coupling is strong, only one field condenses; this is called the immiscible phase. In renormalization group terms, in the first case the system flows to a decoupled fixed point where the coupling vanishes, while in the second case it flows to a finite positive value of the coupling. Here we wish to reproduce the results of the neutral model in a simpler way, and we study how the fixed point structure is modified when coupled to dynamical gauge fields.
Third, the charged O(2) ⊕ O(2) model is a toy model to study the solid-to-hexatic melting quantum phase transition in two spatial dimensions, using the standard d-dimensional quantum-to-d + 1-dimensional classical mapping. Using a generalization of Abelian-Higgs or vortex-boson duality, the two phonons of a d = 2 solid are mapped to two free and massless vector gauge fields, which mediate interactions between dislocation topological defects [10, 11] . In a quantum version of Kosterlitz-Thouless-Halperin-Nelson-Young dislocationmediated melting, the dislocations can Bose condense to restore translational symmetry. Just like the twocomponent Bose-Einstein condensates, we have situations where dislocations restore symmetry in only one or in both directions-corresponding to the immiscible and miscible phases. These phases then have the symmetry of smectic and hexatic liquid crystals, respectively. Recent experiments have shown evidence of a possible quantum hexatic liquid crystal phase in helium monolayers on a graphite substrate [12] . It is our ultimate goal to extract critical exponents related to the quantum critical point of this solid-to-hexatic phase transition, such that experiments can confirm whether the quantum hexatic phase exists. Therefore, we need to understand how the critical behavior is affected by the addition of gauge fields (representing the long-range interaction between bosons-the dislocations). As a first step we here investigate a simplified model, which differs from the full theory of Ref. [11] in two respects: First, longitudinal and transverse phonons have different dynamics, but here we look at two identical gauge fields only. Second, dislocation dynamics obeys the so-called glide constraint, which effectively decouples the longitudinal phonon from the dislocation condensation. We leave these two complications for future consideration. In light of this motivation, our main interest is in N = 2 and d = 3, although we study other cases as well.
We use an implementation of the FRG, building upon the method developed in Refs. [5, 6] . What distinguishes the FRG from the ordinary perturbative Wilsonian renormalization group is that, not only are the couplings flowing under change of the momentum scale k, but so is the effective action itself, and furthermore, one is also free to choose between regularization schemes. The advantage of the FRG compared to the field-theoretical renormalization group is that results can be extracted for all dimensions 2 < d < 4. While we provide some explanation of our method in Sec. II, we refer to the reviews in Refs. [13, 14] for details about the FRG in general, and to Refs. [5, 6] for details of the present method including a consistent gauge-fixing scheme. One modification that we implement is that we include a correction from terms of one order higher in the fields, based on Ref. [15] . This is explained in Sec. II. Now we discuss the relation to other works. Neutral O(N 1 ) ⊕ O(N 2 ) models have been studied since the 1970s [7] . A large body of work including Refs. [20] [21] [22] [23] [24] using various RG schemes ( expansion, 1/N expansion, minimal subtraction, field-theoretical RG) has established the existence of six fixed points near d = 4, which reduce to four if N 1 = N 2 and furthermore if the coupling constants of the two fields are identical. In d = 3 there are four fixed points that explain the physics of twocomponent Bose-Einstein condensates [8, 9] . Some early work using the FRG was carried out in Refs. [25, 26] . The work closest to our method is that of Refs. [16, 27] , also using the FRG. We confirm these earlier results for the neutral O(N ) ⊕ O(N ) models.
We are aware of only a little work on coupling two u φχ Ref. [17] , Eq.(1) r01 = r02 2u01 = 2u02 1 6 u03 e01 = e02 Ref. [18] , Eq.(1) r1 = r2 2u = 2v 1 6 w ea = e b Ref. [19] , Eq.(1) r1 = r2 scalar fields to gauge fields. Reference [17] studies a twofield model coupled to a single gauge field in the large-N limit. A self-dual model of Josephson junction arrays was studied, also in the large-N limit, in Refs. [18, 19] , where two fields were coupled to two gauge fields, but these gauge fields were also coupled to each other through a mutual Chern-Simons term. This should reduce to the model studied here when this mutual Chern-Simons coupling vanishes. These works seem to find charged fixed points at larger values of N . Here we establish the existence of charge fixed points down to the lowest N . Recently, Refs. [28, 29] studied charged and neutral fixed points of two-field theories in the 1/N and expansions, in the context of boson-fermion dualities. In order to facilitate the comparison to results obtained by other authors, we will use the following notation. For the scalar fields, N denotes the number of real components, while M denotes the number of complex components, such that the correspondence is M = 2N . We always work in d-dimensional Euclidean space, which describes either a finite-temperature d-dimensional system with a thermal phase transition, or a Wick rotation of a d − 1-dimensional zero-temperature quantum system with a quantum phase transition. The correspondence of our notation to that of other works is detailed in Table I .
The outline of this paper is as follows. In order to understand the procedure that we are using for the twofield model, in Sec. II we, in part, apply the method of Ref. [15] to the neutral O(N ) model, and we show how this gives corrections to the flow equations for the selfcoupling. This also establishes our implementation of the FRG. In Sec. III we treat the neutral two-field model using this technique and discuss the fixed-point structure that arises. In Sec. IV we finally extend the AbelianHiggs model of Refs. [5, 6] to two scalar fields coupled to two gauge fields, and we discuss the fixed-point structure compared both to the single-field charged model (Abelian-Higgs) and to the neutral two-field model. We discuss the relevance of these results as well as an outlook to future work in Sec. V.
II. CORRECTIONS TO THE O(N )-MODEL
The archetype for studying phase transitions is the O(N ) model of an N -component real field φ a with mass m 2 and self-coupling λ. Early works established the existence of a nontrivial fixed point at finite λ, now called the Wilson-Fisher fixed point. One of the advantages of the FRG is that this result can be reproduced very quickly [13, 14] . Furthermore, Papenbrock and Wetterich showed how a two-loop result can be reproduced [15] . Here we implement a simplified version of this method, moreover, using a Litim-type regulator [30] that was not available at the time, which we shall derive here in some detail as a warm-up for the calculations to follow.
The first part of the method of Ref. [15] is to include a term of sixth order in φ a :
It is of course known that the coupling u is irrelevant and that this term is usually neglected. However, the flow of λ will now contain a contribution proportional to u, and by solving the flow equation of the (irrelevant) coupling u, we can substitute this solution into the flow equation for λ to obtain a higher-order correction. Reference [15] furthermore implements a sophisticated scheme for handling wave function renormalization, but for our purposes that is not needed, and we do without this refinement. The basis of the functional or exact renormalization group (the FRG) is the Wetterich equation in momentum space [31] 
Here Γ k [φ] is the regulated effective action where k is the momentum scale, the fluctuations below which are suppressed. We have lim k→0 Γ k = Γ, the effective action. This is done by by adding a term φ a (R k ) ab φ b to the action, where R k is called the regulator, and crudely speaking acts as a scale-dependent mass term that prevents the occurrence of any infrared divergence. Furthermore, (Γ
k ) ab = δtion in the local potential approximation [14] is
where the effective potential is expanded up to sixth order in the fields. The reason for this approximation is that in principle we are looking for fixed-point solutions in d = 3, and we wish to keep relevant and marginal interactions only. More sophisticated truncations take into account the anomalous dimension of the field and include the full field dependence of the wave function renormalization factors [32] . This method hints at the existence of an irrelevant eigenvalue of small magnitude that can lead to a change in scaling. As a first approximation, however, here we neglect all scale dependence of the wave function renormalizations, and leave exploration of the effects of the anomalous dimensions for further studies.
The flows of the now scale-dependent couplings are obtained by explicitly calculating the left-and the righthand side of Eq. (2) and comparing the coefficients of each power of the fields. This process can typically be eased by going to momentum space and by evaluating with respect to constant background fields, that is, by setting all fields to a uniform, constant value after having derived the matrix (Γ (2) k ) ab . For our case, due to the O(N ) symmetry of Eq. (3), we are at liberty to set the constant field to have only the first component nonzero: φ a (x) = φ 0a = δ a1 φ 0 . Throughout this paper the 0 label indicates a constant field. We then obtain the matrix elements
We add the regulator devised by Litim [30] , which is different from the regulator used in Ref. [15] :
Here Θ(x) is the Heaviside step function. With this regulator the Wetterich equation becomes
(7) In our case the matrix is diagonal. Here and below the equation is evaluated for constant field configurations; in this case the terms Γ
contain a trivial delta function δ(0) which corresponds just to the spacetime volume and is canceled against a similar term on the left-hand side. The integration over q can be easily evaluated. Comparing terms on the left-and right-hand sides gives the flow equations
Here
is the integral over the solid angle of a d-dimensional hypersphere. Note that N comes in only from summing over N − 1 identical contributions a = b > 1 of Eq. (4).
We are interested in the flows of dimensionless couplings. We therefore introducem
This leads to the final form of the flow equations :
The fixed points of this model are the points where these flows vanish simultaneously. As we mentioned above, the next-order correction is obtained by solving the equation forū in terms ofm 2 k andλ k , and substituting it into the flow equation forλ k :ū * =λ
Equation (11) is independent ofū k and, equating it to zero, can be solved form 2 k as a function ofλ k . For general α's the solution to
In our case α = Ω d 6d (N + 2)λ k , and we find that
Now we substitute the values ofm 2 * andū * into the flow equation forλ k . This gives the next-order correction to the flow ofλ k , which is, up to third order inλ k ,
In d = 4 we find
This agrees with Eq.(4.9) in Ref. [15] , up to geometrical factors which come from using a different regulator.
There is a factor of d − 3 in the denominator for the term ∼λ 3 k in Eq. (18) . This would indicate that the result is invalid for d = 3. This is, however, an artifact of the expansion. We can evaluate the flow equation for u k in d = 3 directly to find
This gives the beta function forλ k :
Solving these equations in 2 < d < 4, we find the usual fixed points: the trivial, Gaussian fixed point at m 
This concludes our treatment of the simple O(N ) model.
III. NEUTRAL TWO-FIELD MODEL
We now turn our first main interest: the neutral twofield model without coupling to gauge fields. This model is a special case of the O(N 1 ) ⊕ O(N 2 ) models. The most general action involving an N 1 -component field φ a and an N 2 -component field χ a with density-density coupling reads
This is just two copies of the O(N ) model, with the added interspecies coupling proportional to g. For g = 12λ, this model has a larger symmetry group O(N 1 + N 2 ). It is not difficult to derive the flow equations in this most general case. Solving them, however, is complicated. Since our main interest motivated in the Introduction lies in two two-component fields, we shall immediately specialize to the case where N 1 = N 2 = N , and, furthermore, to the symmetric model where m and λ φ = λ χ ≡ λ. In the case in which λ φ = λ χ , it is known that this model has six fixed points near d = 4 [7, 23] ; by equating λ φ = λ χ , this number reduces to four, as we shall verify in this section. In d = 3 we reproduce the four fixed points found in Refs. [8, 9] . For FRG treatment of the more general model, see Ref. [16] .
It is straightforward to obtain the fixed points of the simultaneous flow of m 2 , λ, and g of this symmetric O(N ) ⊕ O(N ) model in the FRG. However, we find that the fixed-point structure does not survive for N = 2, which is our main case of interest, or for N = 4. In N = 2 and N = 4 there are only two, instead of three, nontrivial fixed points. This might be related to the fact that, in the one-loop -expansion, two fixed points merge for N = 2 [1] . This is the reason that we use the method outlined in Sec. II; the improved flow equations for λ and g will lead to the correct structure of fixed points all the way down to N = 2.
A. Flow equations
We are, therefore, considering the effective action with sixth-order terms:
Again, we have chosen the case, which is symmetric between exchange of φ a and χ a . We now proceed as in Sec. II. The Wetterich equation, Eq. (2), is evaluated in a constant background where φ a (x) = φ 0a = δ a1 φ 0 and χ a (x) = χ 0a = δ a1 χ 0 . Using the regulator, Eq. (5), the matrix contribution on the right-hand side of the Wetterich equation is of the form
where I is the identity matrix and M 2 is the "mass matrix," given explicitly in Appendix A 1, with eigenvalues M 2 (i) . These are independent of q, and the integral over q can be performed trivially:
We can now carry out the sum on the right-hand side and perform a series expansion in the fields. Comparing term by term with the left-hand side of Eq. (2) leads to the flows of the couplings. We are interested in the flow of dimensionless parameters, so we rescalem
The flow equations of the couplings are:
These reduce to the one-field flows, Eqs. (11)- (13), when taking g = w = 0. There are a few things to note immediately about these flow equations. First, the flow of m 2 k is not affected by the higher-order terms. Second, as expected, the flows ofλ k andḡ k are affected. As before, the strategy is now to solve the equations forū k andw k first, and put those values in the flow equations forλ k andḡ k . Third, we see that, just as d = 4 is special for the flow ofλ k andḡ k because the first term on the right-hand side disappears, d = 3 is special for the flows ofū k and w k . Since d = 3 is our main case of interest, and since it is computationally simpler, we will present results in d = 3 only. Some comments on other dimensions can be found at the end of this section.
We now derive the fixed points of Eqs. (27) - (31) 3
The first terms on the right-hand sides of Eqs. (30) and (31) vanish in d = 3. As a simplification the denominators (1 +m 2 k ) 4 , which must be assumed to be nonvanishing, can be factored out. We find two independent equations, with solutions
We now substitute these solutions,m 2 * ,ū * ,w * as functions ofλ andḡ, into the flow equations forλ andḡ, i.e., Eqs. (28) and (29) . The expressions are too long to write down explicitly. The flow equations k∂ kλk = 0 and k∂ kḡk = 0 are solved simultaneously; we do this numerically for certain values of N . We emphasize again that it is necessary to include the higher-order corrections to the flow equations to obtain all four fixed points in N = 2 and N = 4.
We find these fixed points for all N ≥ 2 in d = 3. We follow the nomenclature of Refs. [8, 9] . Numerical values for N = 3 are given in Table II , and the flow diagram for N = 3 is pictured in Fig. 2 . The trivial fixed point ("G" for Gaussian) hasλ * =ḡ * = 0 and is unstable. There is one fixed point whereλ * = 12ḡ * , and this has therefore enhanced the symmetry of O(2N ); see Eq. (23). This fixed point has one stable and one unstable direction and separates between the two regions in parameter space where either one or two fields condense. At the infrared stable decoupled fixed point (DFP) the interspecies coupling flows to zero,ḡ * = 0, and the two fields behave as independent O(N ) fields withλ * at their WF fixed point; cf. Eq. (22) . Here two fields condense, and because of the symmetry of the model, they do so in the same way. It corresponds to the miscible phase in twocomponent BECs. The asymmetric fixed point (AFP) is also infrared stable in theλ k -ḡ k space. It has a repulsive couplingḡ * large enough to prevent both fields from condensing at the same time, and it corresponds to the immiscible phase in two-component BECs. Note than when the denominator in Eqs. (33) and (34) vanishes, the third-order couplings u * , w * change sign. This indicates that the approximation we are using is no longer valid. The fixed points that we find below are well within the region of validity, as indicated in Fig. 2 . 2 ) correspond to those in Table II . The dashed purple line indicates where the denominator of u * and w * in Eqs. (33) and (34) vanishes, signaling that the approximation is no longer valid in the region left of this line.
We note that, for N = 2, we numerically find another fixed point, very close to the DFP with g slightly negative. At present we cannot determine whether this is an artifact of the approximation. We leave this for future investigation.
The FRG derivation is valid for all 2 < d < 4, even though it is numerically more difficult if d = 3. We have looked at the evolution of the fixed-point structure as d is increased from d = 3 to d = 3.99. The decoupled and O(2N ) fixed points are robust and exist in this entire range. However, the asymmetric fixed point moves to the region whereλ * < 0 around d = 3.6 for N = 3, and it must be rejected since negative self-coupling leads to an instability. At around d = 3.8 the DFP splits into two, and we get an additional fixed point withλ * > 0 andḡ * > 0. It is known that in the symmetric two-field model the -expansion also leads to such a fixed point, called the biconical fixed point [7] , and that it is distinct from the AFP [9] . This is consistent with our findings.
IV. CHARGED TWO-FIELD MODEL
Now we will turn to the charged model including the coupling to the gauge fields. Compared to the neutral case, the FRG treatment is severely complicated by the presence of a gauge freedom. Introducing a momentum scale k typically violates gauge invariance, so the gauge must be fixed very carefully to assure that the final results are consistent [5, 6] . We shall first review the method developed in Refs. [5, 6] for the one-field model, before tackling the two-field model. In this section we will use M = N/2 for the number of complex components.
A. One-field Abelian-Higgs model
We shortly review the one-field Abelian-Higgs model, and outline how the results are affected by adding a sixthorder potential term as in Sec. II.
Consider an M -component complex field Φ a = (σ a + iπ a )/ √ 2 where σ a and π a are real fields, minimally coupled to a dynamic U (1) vector-gauge field A i with the action
Here e is the (electric) charge, denoting the strength of the coupling between the gauge field and the scalar field. At M = 1 this is equivalent to the Ginzburg-Landau model of superconductivity. Now we discuss the method used in Refs. [5, 6] . First of all, the action, Eq. (35), has a gauge freedom that must be taken care of. This is done by adding a gauge-fixing term,
Hereσ a is a freely chosen nondynamical dummy field degree of freedom, and 0 ≤ ξ < ∞ is the gauge-fixing parameter. This corresponds to a R ξ -gauge-fixing function
, and it can be implemented by introducing a by pair of Grassmann-valued ghost fields c * , c via
Second, now it is necessary to include wave function renormalization factors and charge rescaling as follows:
We assume that the Ward identity is not violated, so Z e,k = Z k , which also implies that the rescaling of the charge is consistent with gauge invariance of the covariant derivative. The full effective action in the local potential approximation reads:
Note that we allow the gauge fixing parameter to flow, ξ = ξ k . As it turns out, terms with finite mass m 2 k lead to ambiguities in calculating the flow of Z A,k . For that reason, it is going to be assumed that m 2 k flows to zero at the fixed points as k → 0, and all expressions will be evaluated at m 2 k = 0 [5, 6] . Similarly, the flow equation generates a mass term for the gauge field m 2 A,k , which breaks gauge invariance, but this term identically flows to zero as k → 0 once it is properly adjusted at the UV scale, and it can therefore be safely set to zero through all calculations.
As before, we will evaluate the left-and right-hand sides of the Wetterich equation, Eq. (2), to determine flow equations. We will use the following terms on the left-hand side:
Therefore, in evaluating the flow for Z k λ 2 k , we can assume a background where all fields are vanishing except for a constant σ a = σ a0 . For the flow of Z k itself, owing to the gauge fixing and the choiceσ a = σ a0 , we can also treat ∂ i σ a as a constant vector field, while all other fields vanish. Using this flow equation we can determine the flow of the coupling constant using
The flow of Z A,k is evaluated in a background where only A i is nonvanishing. The flow of the charge follows from that of Z A,k via the definition e 2 k = e 2 /Z A,k . For evaluating the right-hand side of the Wetterich equation Eq. (2) we need to choose the regulator matrix. This is done as follows: First, the propagator matrix Γ (2) k is calculated and diagonalized. Then, to each eigenvalue γ
where R k (q) given in Eq. (5), is added. The factor Z (i) k depends on the prefactor of the q 2 term that is obtained in each γ
k . By neglecting the anomalous dimensions (which produce only higher-order terms) the right-hand side is then of the form
This is then evaluated explicitly, expanded in a series in the fields and compared with the left-hand side. We refer the reader to Ref. [6] for further details of the derivation and only state some of the results. The flow of the charge is independent of the other coupling constants; the dimensionless chargeē 
Even though at the level of the effective action Eq. (39) we are free to choose any value of the gauge-fixing parameter ξ k , it turns out that, in the present FRG scheme, there is only one choice consistent with the flow equation:
The flow of Z k depends only on the charge e 2 k :
With all of this, it is found that the fixed points are those in Fig. 1 for all M . We now wish to comment on introducing the term u 6 (Φ a Φ a ) 3 into the ansatz of Γ k , as we did in Sec. II. We follow the procedure exactly as before: we use the term
3 to determine the flow of u k , which is then solved in its fixed point, and the solution for u k is substituted back into the flow of λ k . For the neutral fixed points, this gives the same structure as before, but note that, since we are working with m 2 k = 0, results differ quantitatively. It is important to mention, however, that, in the charged case, the introduction of u k makes the tricritical fixed point disappear. The reason is that when substituting the fixed point expression for u k into the flow of λ k , a new fixed point for λ k may arise. If the charge is zero, then this is identical to the trivial fixed point, but for e 2 k = 0, all roots for λ k are different. At e 2 k = e 2 * , two of them become complex, leaving the superconducting fixed point C as the only real solution (see Fig.1 ). As pointed out already, the introduction of u k is necessary for reproducing the fixed-point structure of the two-field model, and therefore we do not wish to discard it. The disappearance of the tricritical fixed-point could be related to the fact that, for small λ k , the fixed point value for u k gets close to zero, leading to a singularity in the coupled flow equations of λ k and g k . It would be interesting to see effects of even higher order contributions, but we leave that for further studies.
B. Two-field effective action
We now turn to the two-field model coupled to two gauge fields. We are considering two complex-valued Mcomponent fields Φ The total action is
Here To avoid confusion, we will sometimes forgo the flavor indices and write instead the two fields with separate symbols, namely,
With these definitions, the coupling constants m 2 , λ, g, u, w are the same as for the uncharged model of Eq. (23) in terms of the real fields φ = (σ, π), χ = (ς, ).
This model is invariant under two separate U (1)-gauge transformations. We choose R ξ gauge fixes for both fields by adding two pairs of ghost fields, c f * , c f , f = 1, 2, with each pair governed by a Lagrangian Eq. (37). Similarly, we carry out the rescalings Eq. (38) for both sets of fields.
In total we find the two-field generalization of the effective action, Eq. (39), without the higher-order terms:
Here Γ f k are given by Eq. (39) for the respective fields. To correctly reproduce the fixed-point structure for the neutral case for low values of M , as we have seen in the previous section, it is necessary to take into account the terms of sixth order in the fields in Eq. (46).
C. Flow equations
We will determine the flow of the couplings at hand of the following terms in the left-hand side of the Wetterich equation Eq. (2):
The addition of the third-order terms to Eq. (49) will lead to new terms in the elements of the propagator matrix.
Here we list the ones that affect the flow of the couplings, and we have already set π a0 = a0 = 0:
We can see that all terms involve at least one factor of σ a or ς a . Therefore, the flows of Z k and Z A,k are unaffected. This immediately implies that the flow of the charge is unaffected as well, and the fixed points of the charge are given by those of the one-field model Eq. (43).
We can now diagonalize the propagator matrix. The full expressions for the eigenvalues γ (i) are given in Appendix A 2. The right-hand side of the Wetterich equation is given by Eq. (42) where the regulators R (i)
k R k (q) are chosen as before. Substituting the flow for Z k into Eq. (45), we find the flows of the couplings using the analogues of Eq. (41). They are
Here we have already used ξ k = 2/(4 − d) from Eq. (44) in some substitutions for notional brevity. It can be seen that these reduce both to the neutral two-field model when settingē k = 0 and M = N/2 and to the one-field Abelian-Higgs model when settingḡ k =w k = 0.
D. Fixed points
We wish to find the fixed points of these flow equations. Since the flow of the charge is unaffected, it has two fixed points, one neutral atē 2 k = 0, and one charged given by Eq. (43). We proceed as in Sec. III: first we evaluate k∂ kūk = 0 and k∂ kwk = 0, and we substitute the solutionsū * andw * into the flow equations forλ k and g k . The expressions are too long to write down explicitly.
We here give some results for d = 3, which is computationally easier because the first terms on the right-hand sides of Eqs. (57) and (58) drop out. For M > 1 the structure found in Sec. III is reproduced for both the neutral and the charged fixed points. That is, we find three nontrivial fixed points both atē 2 k = 0 and, more importantly, atē
, which are charged versions of the AFP, O(2N ) FP, and DFP. We therefore denote them by cA, cS, and cD. The neutral fixed points correspond of course to those already found in the neutral model, which assures us that our approximation of settingm 2 k = 0 leads only to a small shift of the positions of the fixed points in λ k -ḡ k space, leaving the overall structure intact. As for the charged fixed points, the unstable one is no longer at the symmetric pointλ * /ḡ * = 12 because of the finite charge, but at a slightly lower ratio. The flow diagram in the parameter space of {λ k ,ḡ k ,ē 2 k } is sketched in Fig. 3 . Just as we saw for the one-field Abelian-Higgs model in Sec. IV A, there is no second nontrivial fixed point at g k = 0, which would correspond to the tricritical point in Fig. 1 . As explained before, the flow equations we obtain become singular nearλ k =ḡ k = 0, which could be the reason for this absence. We view this as a point that can be improved upon in future work, whereas we focus here on the infrared stable charged fixed points.
For M = 1, we find additional structure emerging in the flow diagram of the charged fixed points. This is sketched in Fig. 4 . The charged decoupled fixed point cD atḡ * = 0 becomes unstable toward two new fixed points that arise at positive and negativeḡ * respectively. We denote them by cD+ and cD−. Contrary to the neutral and M > 1 charged cases, the two new fixed points are well separated from the other ones and are clearly genuine zeros of the flow equations that we have obtained.
V. CONCLUSIONS
We have studied the fixed points of two-scalar models with and without coupling to gauge fields. Using a minimal extension of the simplest two-field model by including the flow of the third-order coupling constants, we have been able to confirm the results of earlier works, that there are four fixed points in d = 3 (see Fig. 2 ) for all N ≥ 2. It may be interesting to study in more detail the fate of these fixed points as the dimension is varied, as has been done in Ref. [27] for 2 < d ≤ 3. We have confirmed the statement in Ref. [9] that the asymmetric fixed point is not connected to the biconical fixed point that is found near d = 4.
The main result of this work is that the three nontrivial fixed points of the neutral model have three siblings at finite charge; see Fig 3. This indicates that even when coupling to gauge fields, second-order phase transitions exist both to the phase where one field condenses (the infrared stable fixed point at positiveḡ * ) and to the phase where both fields condense (the infrared stable fixed point atḡ * = 0). Analogous to the Abelian-Higgs models, these phase transitions take place in that part of parameter space where charge is small compared to the scalar field couplings ("large κ"). While we cannot confirm this explicitly because our flow equations become singular at small couplings, presumably in this region of the parameter space the phase transitions become first order. Interestingly, at exactly M = 1 (N = 2) we find the appearance of two more charged fixed points, both of them being infrared stable; see Fig. 4 . While in our model the two scalar fields are coupled to two separate gauge fields, the results would be the same as when one gauge field was coupled to both scalar fields, with the same coupling constant e. The reason is that the flow of the charge does not depend on the coupling between the two scalar fields. In this light our results can be directly compared to, for instance, Ref. [17] .
There are some obvious extensions to carry out from here. It should not be complicated to generalize these results to less symmetric cases where N 1 = N 2 and λ φ = λ χ . It is to be expected that charged fixed points persist. Moreover, it is interesting to find out what happens to the two additional neutral fixed points that exist in these nonsymmetric cases when coupling to dynamical gauge fields.
As for the dislocation-mediated quantum melting, the existence of the charged fixed points confirms that the second-order quantum phase transition from solid to hexatic phase may exist (this would be the charged fixed point atḡ * = 0). At present however, it is not entirely clear whether the presumed quantum phase transition would correspond to the charged or the neutral fixed point. It is known that the duality mapping employed in Refs. [10, 11] is valid only in the strongly correlated or strong type-II regime, which corresponds to a very low value of the charge e. For the superconducting phase transition, the duality indicates that the transition is in the Wilson-Fisher universality class, i.e., the neutral fixed point. There have been extensive discussions of the phase transition using dual methods [33] [34] [35] [36] , and we cannot discern whether this has been fully resolved. We do find, however, just as for the single-field Abelian-Higgs model, that the flow is unstable against any finite charge. In any case it is interesting to study the charged fixed points in more detail, in particular by extracting critical exponents. 
