Abstract Sources of particulate matter (PM) air pollution are generally inferred from PM chemical constituent concentrations using source apportionment models. Concentrations of PM constituents are often censored below minimum detection limits (MDL) and most source apportionment models cannot handle these censored data. Frequently, censored data are first substituted by a constant proportion of the MDL or are removed to create a truncated dataset before sources are estimated. When estimating the complete data distribution, these commonly applied methods to adjust censored data perform poorly compared with model-based imputation methods. Model-based imputation has not been used in source apportionment and may lead to better source estimation. However if the censored chemical constituents are not important for estimating sources, censoring adjustment methods may have little impact on source estimation. We focus on two source apportionment models applied in the literature and provide a comprehensive assessment of how censoring adjustment methods, including model-based imputation, impact source estimation. A review of censoring adjustment methods critically informs how censored data should be handled in these source apportionment models. In a simulation study, we demonstrated that model-based multiple imputation frequently leads to better source estimation compared with commonly used censoring adjustment methods. We estimated sources of PM in New York City and found estimated source distributions differed by censoring adjustment method. In this study, we provide guidance for adjusting censored PM constituent data in common source apportionment models, which is necessary for estimation of PM sources and their subsequent health effects.
Introduction
Particulate matter (PM) air pollution is a complex chemical mixture (Bell et al. 2007) that originates from many different sources (Maykut et al. 2003; Ito et al. 2004; Hopke et al. 2006) . Previous studies have found PM collected from ambient monitors with a cut point of 2.5 µm in aerodynamic diameter, PM 2.5 , to be associated with increased mortality and morbidity Peng et al. 2009 ; Environmental Protection Agency 2009). PM 2.5 emitted from different sources likely varies in toxicity because PM 2.5 is a mixture of different chemical constituents that vary in toxicity (Ostro et al. 2007; Peng et al. 2009; Zhou et al. 2011; Krall et al. 2013) . In epidemiologic studies, determining which sources of PM 2.5 are most harmful to human health generally requires daily concentrations of PM 2.5 emitted from different sources. Typically, PM 2.5 sources are not directly measured and must be inferred from daily PM 2.5 chemical constituent concentrations using source apportionment models. However, PM 2.5 constituent concentrations are frequently censored below the 99 % confidence limit for not measuring a false positive (Environmental Protection Agency 2015) , referred to as the minimum detection limit (MDL) Kim et al. 2003; Maykut et al. 2003) . Since many common source apportionment models cannot handle censored data, censored PM 2.5 constituent data must be imputed or removed before sources can be estimated.
Previous studies have compared different methods to impute or remove censored environmental data, however the best method for adjusting censored data depends on what quantity is being estimated from the data (Helsel 2010; Ganser and Hewett 2010) . Substituting censored concentrations with a constant between 0 and the MDL (e.g. 1 2 × MDL) will lead to biased estimates of the mean and standard deviation (Helsel 2006) . In contrast, for dimension reduction or latent variable procedures, such as principal component analysis (PCA), substitution methods for censored data may perform satisfactorily. As an example, Farnham et al. (2002) applied PCA to groundwater chemicals and found that substituting censored values with 1 2 × MDL yielded principal component scores and loadings close to those obtained under no censoring. Aruga (1997) found that substituting censored values with a constant near zero led to acceptable results in factor analysis, where acceptable was defined by the number of factors obtained, the variables associated with each factor, and the variance explained by each factor. Model-based methods for imputing censored data are generally preferred to substitution methods (Helsel 2010; Ganser and Hewett 2010) and have been used to estimate the distributions of multivariate censored data Chen et al. 2013; Francis et al. 2009 ). However, if the assumed distribution is incorrect, a model-based approach may produce biased estimates of the data distribution (Helsel 2010) .
Source apportionment methods are latent variable models designed specifically for environmental applications. Most source apportionment models assume PM 2.5 chemical constituent concentrations are related to PM 2.5 source concentrations using methods similar to factor analysis, which estimates latent variables (e.g. PM 2.5 sources) from the observed data. Source apportionment models differ from traditional factor analysis because they estimate two non-negative matrices: the chemical contributions to each source, referred to as the source profiles, and the daily source concentrations. Source apportionment methods vary in their approaches to source estimation and common methods include Absolute Principal Component Analysis (APCA) (Thurston and Spengler 1985) , Positive Matrix Factorization (PMF) (Paatero and Tapper 1994; Norris et al. 2008) , and Unmix (Henry 1997; Norris et al. 2007 ). Some guidance exists on how to adjust censored data in source apportionment studies Larson et al. 2004) , however no studies have comprehensively examined how different adjustment methods impact source estimation. Often in source apportionment, censored data are first imputed or removed to create a truncated dataset and then sources are estimated. Because source apportionment methods vary, the best method for adjusting censored data may vary by source apportionment model. It is not currently known how different censoring adjustment methods impact commonly applied source apportionment models, such as APCA and PMF, and this information is critical to guide future studies that use these models.
In source apportionment studies, censored data are often substituted with a constant between 0 and the MDL for each constituent (commonly 1 2 × MDL) (Larson et al. 2004; Marmur et al. 2005; Lee et al. 2008) or constituents with many censored observations are excluded or downweighted in the analysis (Kavouras et al. 2001; Querol et al. 2001; McDonald et al. 2003; Paatero and Hopke 2003; Song et al. 2007) . While model-based methods to impute censored data are preferred to substitution or exclusion methods for estimating the distribution of the data (Helsel 2010) , model-based imputation approaches have not been evaluated in source apportionment studies. Model-based imputation may not lead to better source estimation compared with other censoring adjustment methods because the assumed data distribution for the model-based method may be incorrect and censored constituents may not be important for estimating sources. If the censored constituent is necessary to distinguish similar sources, applying substitution or exclusion censoring adjustment methods may limit our ability to correctly resolve PM 2.5 sources.
For example, Fig. 1 shows a time series of concentrations in New York City for two PM 2.5 constituents: aluminum, which has many concentrations that fall below the MDL, and calcium, which is completely observed. These constituents both contribute to a soil source of PM 2.5 in New York City (Ito et al. 2004 ) and estimation of this source depends on the censoring adjustment method applied. Substituting censored aluminum concentrations with a constant will lead to underestimation of the correlation between aluminum and calcium, which may limit our ability to estimate PM 2.5 from soil. Excluding aluminum from the analysis will lead to less available information about the soil source. However, if aluminum does not contribute to sources in New York City, the method chosen to adjust censored data may not impact source estimation. This work offers three contributions. We first conducted a simulation study to provide a comprehensive analysis of the impact of different censoring adjustment methods on source estimation using APCA and PMF. We examined two censoring adjustment methods that are commonly applied in source apportionment: substituting censored concentrations using 1 2 ×MDL and excluding or downweighting constituents with a large proportion of censored data. In addition, we developed a model-based approach for imputing censored constituent concentrations. We demonstrated through simulation how each commonly-applied censoring adjustment method (substituting, excluding/downweighting) and our model-based imputation method impact source estimation. In the second part of this study, we estimated PM 2.5 sources in New York City and demonstrated how source estimation varies by censoring adjustment method. We also showed that the impact of censored data on source estimation depends on whether the censored constituent is critical for estimating PM 2.5 sources. Last, we have made software publicly available for imputing censored PM 2.5 constituent time series data using our model-based approach in the handles R package (https://github.com/ kralljr/handles). This work fills a critical gap in the source apportionment literature by examining the impact of different censoring adjustment methods on APCA and PMF and demonstrating when model-based imputation methods improve source estimation compared with simpler approaches.
Methods

Source apportionment methods
We examined the impact of censoring adjustment methods on two common source apportionment models, APCA and PMF. Let X [n×P] = (x 1 , x 2 , . . . , x P ) be the observed PM 2.5 chemical constituent data, where x p is the vector of n daily concentrations for constituent p ( p = 1, . . . , P). Both APCA and PMF estimate two quantities from X: the source concentration matrix F and the source profile matrix Λ. The source concentration matrix F [n×L] 
, where f l is n daily concentrations for source l. The source profile matrix (Λ [L×P] 1. Using PCA, obtain the matrixṼ of the first L eigenvectors of Z T Z where the norm of each column ofṼ is equal to the square root of the corresponding eigenvalue. 2. Find V =ṼR, where R is the L × L varimax rotation matrix (Harris and Kaiser 1964) Define
is a diagonal matrix of the sample standard deviations of the columns of X. The absolute principal component scores, A, can be roughly interpreted as the scaled but uncentered data rotated into the space spanned by V. In the next step, total mass PM 2.5 is regressed on A. The estimated coefficients,η, are then used to estimate source concentrations f tl = a tl ×η l . To find the source profiles, we regress daily concentrations for constituent p on the estimated source concentrations
to obtain the source profile matrixΛ. We implemented APCA using R version 3.0.2 (R Core Team 2012).
Positive matrix factorization
Positive Matrix Factorization (PMF) finds Λ and F that minimize
(1) subject to λ lp ≥ 0 and f tl ≥ 0 for all l, p, t. Uncertainties u t p are selected to reflect the relative certainty about each x t p . Since APCA assumes all uncertainties are equal, we set u t p = 1 for all t, p in PMF to make results more comparable between source apportionment methods. The multilinear engine (ME) is a program that finds Λ and F by minimizing the objective function for PMF (Eq. 1) using a conjugate gradient algorithm (Paatero 1999) . We used the ME version 2 (ME-2) software released with the user interface program PMF version 3.0, which is distributed by the US EPA.
Adjusting censored data below the MDL
We compared three methods for adjusting censored PM 2.5 constituent concentrations: 1. Substitute censored concentrations with 1 2 × MDL 2. Exclude or downweight constituents with many censored concentrations 3. Impute censored concentrations using our proposed model-based approach We chose the constant 1 2 ×MDL for the substitution method because it has been shown to yield better PCA results than substituting 0 or the MDL (Farnham et al. 2002) . For APCA, method (2) is implemented by first excluding constituents with more than 25 % daily concentrations below the MDL from the analysis and then substituting remaining censored concentrations with 1 2 × MDL. For implementing method (2) for PMF, we substituted censored data with 1 2 × MDL and then estimated the signal-tonoise ratio (SNR) for each constituent, as defined by Paatero and Hopke (2003) . If 0.2 < SNR < 2, all uncertainties for the constituent are increased three-fold, and if SNR ≤ 0.2, the constituent is excluded from the analysis. Because the computation of the SNR by Paatero and Hopke (2003) uses the number of censored concentrations, this approach effectively removes constituents with many censored concentrations and downweights constituents with a moderate number of censored concentrations. Both the 1 2 × MDL approach (Song et al. 2001; Larson et al. 2004 ) and the exclude and/or downweight method (Rizzo and Scheff 2007; Song et al. 2007 ) have been frequently applied in the source apportionment literature.
Model-based approach for imputing censored data
We developed a model-based multiple imputation approach that uses a parametric model to multiply impute our censored data Little and Rubin 2002) . Model-based imputation is known to perform well for missing data (Mage et al. 1999; Dempster et al. 1977 ) and these approaches also perform well in the case of censored data if the chosen distribution fits the data well (Helsel 2010) . Additionally, multiple imputation can be used to assess the uncertainty in source estimation driven by censoring. For each day t, we assumed log(x t ) ∼ MVN(θ , Σ), where x t is the vector of P constituent concentrations on day t. Similar multivariate normal distributions have been previously used to model environmental data Chen et al. 2013) . We assumed the data are independent across time, which is an assumption of most source apportionment models and is likely reasonable in this application since PM 2.5 constituent monitors generally only sample PM 2.5 every sixth day.
Since censored data made using standard maximum likelihood estimators difficult, we used a Markov Chain Monte Carlo approach to sample from the posterior distributions of θ , Σ, and the censored data. We used conjugate priors θ ∼ MVN(0, 10 5 I) and Σ ∼ inv-Wishart(P + 1, I), where I is the P × P identity matrix. This approach is similar to the approach of Hopke et al. (2001) , who used a flat prior for θ instead of a normal prior. Our choice of conjugate priors allowed us to perform extensive simulations to determine the impact of this model on source estimation. We directly sampled from the full conditional distributions of θ , Σ, and the censored constituent concentrations using Gibbs sampling. Letting Y = log(X), the full conditionals for θ and Σ are
For each day t, let y t p be the logged concentration for a censored constituent p and y tq be the logged concentrations for the remaining q constituents. The full conditional distribution of y t p is truncated normal,
where y t p is truncated above by the log of its MDL, Σ pq is the covariance between constituent p and the remaining constituents q, and θ p , θ q , Σ p , and Σ q refer to the subsets of θ and Σ corresponding to constituents p and q. We drew 50,000 samples from the joint distribution of θ , Σ, and the censored data by iteratively sampling from the three distributions (Eqs. 2, 3, 4 for each censored y t p ) and updating the values for θ , Σ, and each censored y t p . To create our imputed datasets, we drew 100 logged constituent datasets from the last 25,000 samples and then exponentiated each to obtain constituent concentrations on the original scale.
Simulation study
We performed a simulation study to compare how different censoring adjustment methods affect source estimation using APCA and PMF. This simulation study quantifies the impact of censored data on APCA and PMF and demonstrates the practical benefits and disadvantages of selecting specific censoring adjustment methods. We conducted a simulation study to compare three methods for adjusting censored data: (1) 1 2 ×MDL (2) excluding and/or downweighting constituents and (3) our model-based approach.
SPECIATE database for source profiles
In our simulation study, we incorporated data from the US EPA SPECIATE database (version 4.2), which contains PM 2.5 source profiles collected throughout the US for 53 chemical constituents. We cleaned SPECIATE such that (1) there were P = 23 PM 2.5 chemical constituents (Table S1 , Online Resource), (2) the source profiles were normalized to represent the percent contribution of each chemical constituent to a source and (3) the sources fell into one of 7 major source categories in the US: wood burning (wood), diesel motor vehicles (DMV), soil dust (dust), gasoline motor vehicles (GMV), coal combustion (coal), oil combustion, and metals production (details in the Online Resource, Section 1). While the 23 constituents are a fraction of the over 50 constituents that make up PM 2.5 (Bell et al. 2007) , generally source apportionment focuses on a subset of 20-30 constituents, which include constituents that contribute most to PM 2.5 by mass (e.g., sulfate, nitrate, organic carbon) (Bell et al. 2007) , smaller constituents previously identified as toxic (e.g., arsenic, nickel, vanadium, selenium) (Ito et al. 2004; Franklin et al. 2008; Bell et al. 2009; ) and constituents associated with common sources (e.g. PM from soil frequently contains calcium, aluminum, and titanium) (Ito et al. 2004; Nikolov et al. 2007 ).
Simulating PM 2.5 constituent data
To simulate PM 2.5 chemical constituent data X, we used the Schur (element-wise) product of lognormal errors e with the product of a source concentration matrix, F, and a source profile matrix, Λ,
where log(e t p )
. We used lognormally distributed errors to ensure constituent concentrations were non-negative. For the rows of Λ [L×P] , we selected observed source profiles from the cleaned SPECIATE database for wood, DMV, dust, GMV, and coal to represent two hypothetical communities with different numbers of sources: L = 3 sources (wood/ DMV/ dust) and L = 5 sources (wood/ DMV/ dust/ GMV/ coal) (Online Resource, Section 2, Table S2 ). To generate the concentration time series f l for each source l, we generated n = 1000 independent lognormal concentrations with means and standard deviations chosen to approximately reflect the distribution of sources reported in the literature (Table S3 , Online Resource) (Ito et al. 2004; Lingwall et al. 2008) .
For both the 3-source and 5-source scenarios, we simulated 300 F datasets and created 300 datasets X. We assumed that the sources' chemical compositions were fixed and so we used the same matrix of profiles Λ for each simulated dataset. To introduce different degrees of censoring, we first randomly selected 2 or 11 of the 23 constituents to be censored. Then we created five censored datasets for each X by censoring these randomly selected constituents at their 20, 50, or 80 % quantiles from the observed constituent concentration distributions. We did not censor 11 constituents at 80 % because nearly 40 % of the total data would be censored and source apportionment is not practical in this setting. These censoring scenarios yielded between 1.7 and 23.9% censored data across all constituents. We adjusted each censored dataset using the three censoring adjustment methods. When constituents were censored at 20 %, the exclude method used in APCA does not drop any constituents and therefore does not differ from the 
Comparing source apportionment results between censoring adjustment methods
To analyze the results from our simulation study, we compared sources estimated using the uncensored, simulated data X with sources estimated from censored and then adjusted data X. While we could have focused on the differences between censoredthen-adjusted source estimates and the true simulated source concentrations, this approach would conflate measurement error from the source apportionment methods, measurement error in the chemical constituent data, and censoring. By comparing results from source apportionment models, we focused our attention on the source estimation error driven by censored data. The measures used in this section can help determine best practices for handling censored data in APCA and PMF. We computed (a) the number of incorrectly identified sources under censoring, (b) the source concentration bias due to censoring, and (c) the ratio of source concentration sample variances between data with and without censoring. Because the distributions of these measures were skewed, we computed the median value across 300 simulated datasets. These measures reflect information about sources that is commonly reported in the source apportionment literature (Ito et al. 2004; Hopke et al. 2006 ) and capture both the identification of the source (a) and distributional properties of the source concentrations (b and c).
Sources are frequently identified by linking constituents that have large values in estimated source profiles to expert knowledge about the chemical makeup of different sources (Ito et al. 2004; Hopke et al. 2006 ). However in a large simulation study, individually inspecting each profile would be impractical. To identify sources, we applied k-nearest neighbors classification using our cleaned SPECIATE dataset. Details about the classification method can be found in the Online Resource (Section 3). Source misclassification under censoring acts as a measure of misattribution driven by censoring (e.g. naming PM from GMVs as PM from DMV), which is important since a major aim of source apportionment is to identify sources of PM 2.5 in a community. Applying our classification method to each of the 300 uncensored datasets led to the correct identification of all 3 or all 5 sources. To compute (a), we computed the median number of incorrectly identified sources across simulated, censored datasets.
We used the classification method to identify sources obtained from the censored data, which allowed us to compare source concentration means and variances between data with and without censoring. Although all 3 or all 5 sources were always correctly classified for the uncensored data, there were cases where the sources classified from the censored data did not match the uncensored sources. In these cases, we were unable to compare source means and variances between data with and without censoring. Therefore, the comparison of means and variances were only made for datasets whose sources were both correctly classified for both the uncensored and censored/adjusted data. As a measure of source concentration bias due to censoring, we compared the median differences in source concentration means for source l, d l , across simulated datasets between data with and without censoring by reporting simulated datasets. By computing the mean differences and variance ratios, we can both determine how the differences change with increasing censoring and how these differences vary by censoring adjustment method.
For our model-based method, we computed each quantity (a-c) for each of the 100 imputed datasets and took the 20 % trimmed mean. The trimmed mean better reflected the average quantity (a-c) than the untrimmed mean because we sometimes observed quantities (a-c) from one imputed dataset that were far from the other imputed datasets.
Results for source estimation
Across all measures and censoring adjustment methods, the impact of censoring on source estimation increased with the amount of censored data. We obtained the average number of sources misclassified of 3 or 5 total sources across simulations using our k-nearest neighbors classification method. For APCA, while both the 1 2 × MDL method and the model-based method never misclassified sources, when constituents were excluded from the analysis, sources were frequently misclassified (Table 2) . For example in the 3-source scenario using the exclude method, 1 of the 3 sources was incorrectly classified on average when more than 20 % of the data were censored. DMV was often misclassified, though wood and dust were sometimes misclassified as well. Under wood/ DMV/ dust/ GMV/ coal, the most frequent misclassifications were wood, DMV, and GMV, while dust was hardly ever misclassified. Tables 4 and 5 . Across censoring adjustment methods, some sources had overestimated variances under censoring and other sources had underestimated variances. For example, the variance of DMV was severely overestimated and the variance of GMV was underestimated when many data were censored in the 5-source scenario (Table 5) . Substituting censored data with 1 2 × MDL led to good estimates of the source variances when few data were censored. The exclude method generally performed worse than imputing data with 1 2 × MDL. Compared with other censoring adjustment methods, the model-based approach led to sample temporal source variances closer to those estimated from uncensored data for APCA.
Results from PMF are included in Tables S4, S5 , S6 and S7 (Online Resource). Because PMF is more time-consuming than APCA, we drew ten imputed datasets for the model-based method and took the median across datasets. In general censored data made source classification difficult under PMF across censoring adjustment methods, but PMF frequently led to estimates of the source means that were less affected by censored data compared with APCA. When few data are censored under PMF, the model-based method provided less or equally biased estimates of source means and variances compared with other commonly applied censoring adjustment methods. When many data were censored, the relative performance of censoring adjustment methods for PMF was less consistent than when APCA was used for source apportionment.
Sensitivity analysis
We found the performances of censoring adjustment methods were consistent across an array of sensitivity analyses. For APCA, the model-based method still performed best under a different combination of sources (Tables S8, S9 , S10, S11, Online Resource). Our results were robust to the choice of source concentration means and standard deviations and the choice of observed source profiles from SPECIATE. As a sensitivity analysis, we also generated the source concentration data with an arbitrary covariance between the sources, but found results were similar to assuming sources were independent. The simulated constituent data were not lognormally distributed, since the data were generated using the Schur product of lognormal errors and a linear combination of the lognormally distributed sources and fixed source profiles (Eq. 5). If the simulated constituent data were distributed as lognormal by design, our model-based approach may have overperformed because it assumes a lognormal distribution. We tested whether the model-based method was overperforming because of the lognormally distributed errors by generating X as in Eq. 5 using Gamma distributed errors e (shape=rate=25). We found results using Gamma distributed errors, in particular the results from our model-based approach, were unchanged.
PM 2.5 sources in New York City
Data
To estimate PM 2.5 sources in New York City, we used data from the New York State Department of Environmental Conservation (http://bit.ly/198xZcm accessed 26 Nov 2012) and the Environmental Protection Agency Chemical Speciation Network for the Queens College monitor. From these data, we created a dataset of 174 days from April 2001-December 2002 to match a previous source apportionment study (Ito et al. 2004) . In general, PM 2.5 chemical constituent concentrations were measured every third day. Our dataset consisted of all constituents from the simulation study (Table S1 , Online Resource) except sulfate and including barium, cadmium, chromium, cobalt, magnesium, molybdenum, sulfur, and ammonium ion, for a total of 30 constituents (Ito et al. 2004 ). We matched our source apportionment results to 4 PM 2.5 sources in New York City by using the several constituents that contribute most to each source, as reported by Ito et al. (2004) . The four sources (and associated constituents) were: soil (aluminum, titanium, calcium, iron, silicon), secondary sulfate (sulfur, ammonium ion), traffic (organic carbon, elemental carbon, potassium), and residual oil (chlorine, lead, vanadium, nickel, nitrate, zinc) .
In this application, we used a constant MDL over time for each constituent as in the simulation study. Specifically, we used the maximum MDL over time for each constituent to ensure that all values recorded below the MDL were treated as censored in our analysis. If we used other constants for the MDL (e.g. the mean MDL), we would be treating some concentrations below the MDL as observed. When the MDL varies over time, it is not appropriate to apply substitution-based censoring adjustment (Helsel 2010) . Future work could investigate how temporally varying MDLs impact source estimation, though both our simulation study and analysis use a constant MDL for each constituent to isolate the effects of censored constituents from the effects of time-varying MDLs.
For the model-based approach, we used 100 draws from the posterior distribution (Eq. 4) and used the 10 % trimmed mean across imputations to create the concentration time series for each source. Sometimes the methods used to obtain PM 2.5 chemical constituent concentrations from ambient monitors do not yield censored data, but instead report daily concentrations below the MDL. These reported data below the MDL are frequently treated as censored and discarded because they may have no relationship to the true, unobserved concentrations (Helsel 2005a) . In this data analysis, we compared source apportionment results between the three censoring adjustment methods used in the simulation study and results using the data "reported below the MDL."
Results
In our New York City dataset, 15 of the constituents had <25 % censored concentrations, two constituents had 25-50 % censored concentrations, and 13 constituents had more than 50 % concentrations below the MDL. We found few censored concentrations for constituents contributing to secondary sulfate (1 % censored concentrations for ammonium ion) and traffic (6 % for elemental carbon). However, there were more censored data for constituents associated with soil (60 % for aluminum and 6 % for titanium) and residual oil (65 % for chlorine, 29 % for lead, 5 % for vanadium, and 1 % for nickel). The remaining constituents most associated with these sources had <1 % censored daily concentrations.
Using APCA for source apportionment, the concentration means and standard deviations of the sources were similar in magnitude across censoring adjustment methods, with some differences (Table 6 ). For example, the estimated mean concentration of secondary sulfate ranged from 3.29 μg/m 3 using our model-based method to 7.23 µg/m 3 using the data reported below the MDL. Figure 2 shows APCA-estimated The pink band is the interquartile range of estimated time series using the model-based method and demonstrates uncertainty in estimating source concentrations driven by censored data. APCA does not explicitly constrain source concentrations to be positive and can estimate negative source concentrations, particularly for days with low pollution. The time series plots show similar trends across censoring adjustment methods but there exist some differences in the average source concentration and source concentration variability. For secondary sulfate, which was relatively unaffected by censored data, all censoring adjustment methods performed comparably. Though soil had some censored data, particularly from aluminum, there was little difference in censoring adjustment methods. For residual oil and traffic, there were more differences across censoring adjustment methods, though traffic had little censored data compared with residual oil or soil sources. Note that Fig. 2 only displays data for 48 of 174 days of data in New York City so that the points can be seen clearly and therefore does not exactly reflect the means and standard deviations reported in Table 6 .
We also applied PMF to data from New York City and found the source estimates were more similar across censoring adjustment methods (Table S12, Figure S1 Online Resource). As with the APCA results, we found the largest differences across censoring adjustment methods for residual oil. Differences between our results and those reported for New York City by Ito et al. (2004) may be due to a different dataset, different implementations of source apportionment models, and different methods of source identification.
Discussion
We have provided the first comprehensive examination of how different censoring adjustment methods impact estimation of PM 2.5 sources using APCA and PMF. Generally sources must be estimated from available PM 2.5 constituent concentrations, which frequently are censored below MDLs. Because common source apportionment methods cannot directly handle censored data, guidance on how to adjust censored constituent data is critical for PM 2.5 source estimation. While many previous studies have determined the best methods for adjusting censored data when estimating summary statistics or performing traditional factor analysis or PCA (Helsel 2005b; Farnham et al. 2002; Aruga 1997) , no studies have examined how censored data impacts common source apportionment models. Most source apportionment studies do not use model-based approaches to impute censored data. We demonstrated that while a model-based imputation approach frequently leads to better source apportionment results, substitution methods are also appropriate when few data are censored.
If the assumed distribution is correct, model-based approaches estimate the complete data distribution well and are generally preferred to using standard substitution methods (Helsel 2010; Ganser and Hewett 2010) . Since source apportionment models cannot handle censored data, sources are generally estimated by first imputing or removing censored data and then performing source apportionment. Because different source apportionment models make different assumptions about the data, the optimal method for estimating the data distribution may not be the optimal method for estimating sources. For example, APCA ignores temporal correlation in the data, which might explain why our model-based method, which assumes temporal independence and multivariate normality for the logged data, improves source estimation under APCA. For PMF, we found that censoring adjustment methods performed more similarly, which indicates that the choice of censoring adjustment method should depend on the source apportionment model. Future work could develop a novel model-based approach for PMF that inflates censored observation uncertainties in Eq. 1 using multiple imputation variability. Under both APCA and PMF, when few data are censored, substituting concentrations below the MDL with 1 2 × MDL leads to source apportionment results similar to those obtained using a model-based method. It is not known to what extent our results are applicable to other source apportionment models such as Unmix.
The exclude and/or downweight methods did not perform consistently better than other censoring adjustment methods in our simulation study. In our simulation study using PMF, we assumed all data had equal uncertainties to minimize differences from APCA. Paatero and Hopke (2003) suggested that if constituents with small concentrations have small signal-to-noise ratios, dropping or downweighting constituents may lead to less bias in PCA. If we generated data so that concentrations close to the MDL had larger uncertainties, downweighting constituents may have led to better source apportionment results. Previous studies have selected uncertainties as a function of the MDL and the analytical uncertainty (Song et al. 2001; Larson et al. 2004 ), but it is not clear how best to generate analytical uncertainties for a simulation study. Additionally, we randomly selected constituents to be censored, while in practice the constituents with many censored concentrations may not be necessary for source estimation and excluding them may, in fact, decrease bias. Randomly selecting constituents to be censored allowed us to examine the impact of censoring for constituents representing a range of importance for estimating sources.
We estimated sources of PM 2.5 in New York City and found that the differences between censoring adjustment methods varied between PM 2.5 sources. Both residual oil and soil PM 2.5 had associated constituents with a large amount of censored data. While estimates of soil PM 2.5 were more similar across censoring adjustment methods, residual oil PM 2.5 differed substantially between censoring adjustment methods (Table 6 ). Additionally, elemental carbon had a small amount of censored data, but this heavily impacted estimation of traffic PM 2.5 . Therefore both the importance of censored constituents for attributing sources and the proportion of censored data determine how censoring adjustment methods impact source estimation.
We used a classification algorithm (details in the Online Resource, Section 3) in our simulation study to match estimated sources to true sources. In practice, researchers match estimated sources to known sources of pollution manually by examining the source profiles or factor loadings, though this method is impossible to replicate in a large simulation study. While we calibrated our classification method to our simulated data, this method may not always provide the same classification as a researcher would assign. We estimated mean biases and variance ratios in the simulation study conditional on our ability to match the sources estimated from the censored data with the true sources, however we were not able to completely eliminate misclassification. In the 5-source scenario under APCA, the variance of DMV was overestimated under censoring and the variance of GMV was underestimated under censoring (Table 5) . These extreme values likely occurred because the simulated GMV source was classified as DMV and the variance used to generate the DMV source was much smaller than the variance used for the GMV source (Table S3 , Online Resource). This example reflects possible reporting errors in practice where the source mean and variance could be incorrectly estimated because the source was incorrectly misclassified. This misclassification causes some difficulty in comparing simulation study results between APCA and PMF. The results from the simulation study indicate that PMF misclassifies sources more frequently than APCA, but for PMF the mean biases were often smaller and the variance ratios were often closer to one. For 1 2 × MDL, it is possible that PMF misclassifies sources under censoring, leading to better estimates of the mean and variance conditional on correct classification. The overall impact of censoring on the mean and variance were likely underestimated in the simulation study because we could only compute these quantities for sources correctly identified under censoring. For example if dust and DMV in the 3-source scenario were classified as coal and GMV under censoring, we were unable to determine which source was dust.
We did not directly compare APCA and PMF, though other studies have found that source apportionment results were similar across methods (Ito et al. 2004; Hopke et al. 2006; Rizzo and Scheff 2007; Lingwall et al. 2008) . Our work adds to the body of research comparing APCA and PMF by demonstrating that censored data should be treated differently depending on the source apportionment model. Specifically, our model-based method led to less bias due to censoring in source estimation under APCA, but had a smaller impact on PMF results. Instead of using APCA or PMF, we could directly modify the source apportionment model to handle censored data. Tobit factor analysis can be applied to censored data, but does not yield non-negative results and is not frequently applied to environmental data (Muthén 1989; Kamakura and Wedel 2001) . Additionally, a fully Bayesian factor analysis model (Lingwall et al. 2008; Nikolov et al. 2011) could be fitted to the observed and censored data that yields non-negative results. One limitation in source apportionment modeling is that the estimated "sources" may include latent factors that do not correspond to specific emissions sources, such as PM 2.5 generated by photochemical reactions. By incorporating prior information into Bayesian source apportionment models, we could ensure estimated sources more closely resemble known emission sources (Hackstadt and Peng 2014 ).
In our model-based approach, we assume constituent concentrations follow a multivariate 2-parameter lognormal distribution. As with any parametric model, this distribution only serves as an approximation to the true, unknown data distribution. We did not find evidence that our data was not 2-parameter lognormally distributed using Kolmogorov-Smirnov goodness-of-fit tests. However, the multivariate 2-parameter lognormal distribution does not allow zero concentrations to occur and is not bounded above. The Johnson SB distribution better characterizes these properties of environmental data by allowing zero concentrations and bounding the concentrations from above (Mage 1980; Johnson 1949; Mage 1996) , but this distribution has not been previously applied to model multivariate PM 2.5 chemical speciation data. In other applications of our model-based approach, the 2-parameter lognormal distribution may not fit the data well and other parametric models such as the Johnson SB distribution should be explored. Future work could extend our model-based approach to incorporate more flexible models for constituent concentrations that better match theoretical properties of pollution data.
In most time series studies of the short-term health effects of PM 2.5 sources, source apportionment is first used to estimate PM 2.5 sources (Laden et al. 2000; Mar et al. 2006) . Then the associations between estimated source concentrations and daily adverse health counts, such as mortality, are estimated using log-linear time series regression. Measurement error in source concentration estimates can lead to biased health effect estimates in this two-stage approach (Zidek et al. 1996; Fung and Krewski 1999) . Specifically, underestimated or overestimated variability in source concentrations can bias estimated health effects. Our simulation study results indicated that source concentration variances estimated from source apportionment differ between censored and observed data (Tables 4, 5, Tables S6-S7 (Online Resource) ), which could lead to bias in subsequent health effects analyses. The model-based approach for imputing censored data allows us to examine the uncertainty in source estimation driven by censored data (e.g. Fig. 2) . By using our model-based approach to estimate sources prior to estimating source-specific health effects, we can propagate the uncertainty in source estimation driven by censoring to estimate the precision of our health effect estimate. The findings of this work should be incorporated in future studies examining sources of uncertainty and error in both source estimation and esti-mation of source-specific health effects. It is possible that the uncertainty driven by estimating latent sources from chemical constituent data is much larger than the error driven by censored data. We can better understand uncertainty in source estimation by exploring what uncertainty is driven by measurement error in the chemical constituent concentrations, error caused by censored constituent data, and uncertainty in source apportionment.
We have demonstrated how different censoring adjustment methods impact source estimation using APCA and PMF. When many data were censored, a model-based approach to multiply impute censored data improved source estimation when APCA was used for source apportionment. When few data were censored, substituting chemical constituent concentrations with 1 2 × MDL led to similar estimates of source means and variances as when uncensored data were used for both APCA and PMF. In general, excluding or downweighting constituents with many censored concentrations did not improve source estimation. We estimated PM 2.5 sources in New York City and found estimated source means and variances differed by censoring adjustment method for APCA, but were more similar across methods for PMF. In addition, the impact of censoring depended on which constituents were censored and whether they were important for estimating sources. Estimation of PM 2.5 emitted from different sources can be impacted by the method chosen to impute or remove censored PM 2.5 constituent concentrations. Therefore careful selection of censoring adjustment methods in source apportionment is necessary.
