In this paper we produce numerical, genuinely three-dimensional, hexagonal traveling wave solutions of the Euler equations for water waves using a surface integral formulation derived by Craig and Sulem. These calculations are free from the requirements of either long wavelength or two-dimensionality, both of which are crucial to the KdV and KP scaling regimes, and we produce hexagonal traveling waves of not only small but also moderate amplitude.
Introduction
One of the fundamental problems of fluid mechanics is to describe the motion of waves on the surface of a body of water. The experiments of Russell [29] on progressing water waves inspired the work of Airy [3] , Stokes [33] , and Boussinesq [7, 8] who produced solutions to model equations (of the governing Euler equations) based on certain scaling assumptions. These assumptions include small amplitude, long wavelength, and two-dimensionality of the wave form (for this paper a fluid has one vertical dimension and (n − 1) horizontal dimensions). This work has been the foundation of much of the progress in the field of water waves in the past 150 years [22, 34] .
The understanding of genuinely three-dimensional waves is much less complete than that of twodimensional waves, although perturbative and numerical approaches have yielded results in several regimes (see [20] ). In the present paper we study genuinely three-dimensional waves which progress steadily without change of form (traveling waves). In particular, our goal has been to model and explain the traveling patterns noticed in the experimental work of Su [35] , Su et al. [30] , and Hammack et al. [19, 20] . Bryant [9, 10] , Saffman and Yuen [36, 37] , and Meiron et al. [24] have all calculated waves using a Fourier approach. Hammack et al. [19, 20] remarked on the tendency of such three-dimensional wave patterns to take on hexagonal form, and they matched their experiments to exact traveling wave solutions of the KP equation [21] via a surface-fitting algorithm (see also [32] ). Finally, Milewski and Keller [23] found numerical solutions of a certain model of the Euler equations using Fourier spectral methods.
In this paper we produce numerical, genuinely three-dimensional, hexagonal traveling wave solutions of the Euler equations for water waves using a surface integral formulation derived by Craig and Sulem [14] and a numerical implementation described in [27] . These calculations are free from the requirements of either long wavelength or two-dimensionality, both of which are crucial to the KdV and KP scaling regimes, and we produce hexagonal traveling waves of not only small, but also moderate amplitude. We note that in this work we consider flows without surface tension, however, inclusion of such effects would pose no significant obstacle to our method. In Section 2 we discuss the equations of motion of water waves (the Euler equations), Section 3 describes our method for finding hexagonal waves, and in Section 4 we present our numerical results of hexagonal waves in shallow water, water of moderate depth, and water of infinite depth.
Equations of motion
Consider the fluid domain
of depth h (possibly infinite) bounded above by the free surface η(x, t). The equations of motion for an n-dimensional ideal fluid occupying S h,η under the influence of gravity are [1, 22] 
where ϕ(x, y, t) is the velocity potential and g is the constant gravity. These equations can be restated entirely at the free surface of the fluid [14, 38] in terms of the surface quantities η(x, t) and ξ(x, t) = ϕ(x, η(x, t), t), provided one allows the introduction of the Dirichlet-Neumann operator (DNO) which maps Dirichlet data to Neumann data
T Furthermore, Zakharov [38] has established that the water wave equations (1) are a Hamiltonian system with canonical variables η, ξ and Hamiltonian [14] 
By setting u = (η, ξ ) T and J = 0 −1 1 0 , Eq. (1) can be restated as
In order to study traveling wave solutions we switch to a coordinate reference frame moving with speed c ∈ R n−1 and seek steady solutions. The equations for such traveling wave solutions are given by [26, 27] 
For notational convenience we will often refer to (3) as F (u, c) = 0. Analyticity properties of the DNO have been studied by Coifman and Meyer [12] , Craig et al. [15] , Craig and Nicholls [13] , and Nicholls and Reitich [28] . These properties justify the expansion of the DNO in powers of η about zero (quiescent water)
We note for future reference that at order zero one can explicitly compute the DNO, G 0 , as the Fourier multiplier [14] 
Various methods have been proposed for computing DNO (or equivalent quantities) based on Fourier series (see e.g. [17] ), boundary integrals (see e.g. [4] [5] [6] ), operator expansions [14, 26, 27, 31] , and Fourier series with domain flattening changes of variables [28] . The computations presented here are based on operator expansions [14] and have given us spectrally accurate results within the parameter ranges given in this paper. Please see [28] for more details on the computation of DNO.
A method for finding hexagonal traveling waves
With spectral numerical methods in mind we assume periodic boundary conditions for x (with respect to some lattice Γ in R n−1 ) in Eq. (3). In order to find hexagonal traveling wave solutions we note that one always has the trivial solution u = 0 for any c, and look for branches of solutions bifurcating from this trivial branch. Bifurcation theory states that a bifurcation can only occur when the linearized operator is singular; for water waves this concerns the singularity of the operator
which acts on function pairs (η, ξ ) T . In Fourier space the operator A(c) is block 2 × 2 diagonalized [27] and the question of singularity can be reduced to the singularity of these blocks which is measured by the kth determinant The corresponding null space is spanned by
In n = 2 dimensions, given a wavenumber k ∈ Γ there will be a unique (up to sign) speed c k ∈ R so that ∆ = 0. Therefore, emanating from c k will be a surface of non-trivial solutions which, for small amplitudes, look like αψ 1 (x; k)+βψ 2 (x; k), and are parameterized by (α, β); please see [13] for a further discussion of existence of such solution surfaces. We note that the solutions on these surfaces are simply Stokes waves. In n = 3 dimensions, given a wavenumber k ∈ Γ there is an entire line (up to symmetry) of speeds c ∈ R 2 so that ∆ = 0 (see Fig. 1 ). From a generic point along this line one finds a surface of solutions which is a two-dimensional pattern (a Stokes wave) in a rotated set of coordinates. However, if a second wavenumberk ∈ Γ is chosen, in general (as long as k andk are linearly independent) one can find an intersection of lines in the c plane resulting in a speed c * so that ∆(c * , k) = 0 and ∆(c * ,k) = 0 (see Fig. 1 ). From such a point c * one finds a surface of solutions which, for small amplitudes, have the character αψ 1 (c; k) + βψ 1 (c;k) + γ ψ 2 (c; k) + δψ 2 (c;k), and is parameterized by two parameters. The character of these traveling wave solutions will be altered by the fundamental domain describing the period of the solution, the depth of the fluid, and the relative magnitudes of α, β, γ , δ. Without loss of generality we fix a peak of our wave-field at the origin which implies that γ = δ = 0. The central goal of this research is to demonstrate that emanating from the bifurcation point c * is a bifurcation surface of solutions. In an appropriate regime, this surface of solutions consists of wave patterns which are hexagonal in nature.
Numerical results
To produce numerical solutions of Eq. (3) with periodic boundary conditions it is natural to utilize a spectral Fourier collocation method [11, 18] . This procedure transforms the equations F (u, c) = 0 into the finite set of N equations F N (u N , c) = 0 with solution u N , a trigonometric polynomial which coincides with the exact solution at the N equally spaced collocation points. Using a numerical continuation method [2] , one traces out an entire solution branch given a single solution on that branch. The trivial branch of solutions (u = 0, c) provides an infinite number of such initial points for our purposes. Furthermore, these continuation techniques can locate bifurcation points and step onto new branches emanating from them. In our case we know explicitly the location of such points along the trivial branch (the set of c such that ∆ = 0), and the direction in which to step from these points (ψ 1 and ψ 2 ) .
In addition to this zeroth order information, which the analysis of the linearized operator about the trivial solution provides, Craig and Nicholls [25] have computed higher order information about solution branches in the setting of three-dimensional waves with a four-dimensional null space (γ = δ = 0). Their results are that
where c * satisfies
(see Section 3) and
where η (1) 
In particular, the perturbation analysis of [25] provides formulae for c (2) , η (2) , and ξ (2) so that highly accurate steps can be taken onto the primary bifurcation branches. This technique was extensively used in our numerical work and allowed for computations to proceed significantly higher up on the branch than could be realized with the zeroth order information given by the simpler analysis.
Symmetric hexagonal patterns can be generated by choosing a fundamental domain of high aspect ratio and then selecting two symmetric wavenumbers from among the resulting conjugate lattice. In the following calculations the fundamental domain (in this case a rectangle) is generated by the vectors 1 0 R cos Θ R sin Θ where R = 11 and Θ = π/2. The resulting conjugate lattice Γ is generated by the vectors
and thus a choice of symmetric wavenumbers is
Based on these wavenumbers and the depth of the fluid h, a wave speed c * is selected such that Eq. (5) is satisfied. Using this and the information from Eqs. (4) and (6) an excellent approximation to a solution on the bifurcation surface is obtained which is then further refined with Newton's method. This converged solution is then used as the initial solution in a numerical continuation method.
The experiment outlined above was performed with four fluid depths h 1 = Table 1 . In this table, the momentum, P, is given by
(∇ x η)ξ dx and the Stokes number, S, is given by
Several qualitative statements can be made concerning the appearance of these traveling wave forms. The first is that the solutions for shallow depth display flatter and more shallow troughs, and more sharply peaked crests. Clearly this is due to effects from the bottom, but may indicate that these solutions are "more nonlinear" (i.e. further up along the branch). We also note that the shapes of the hexagons differ as the depth is varied. In the case of waves in deep water, the "major" crests, traveling in the direction of propagation, are much longer and the "minor" crests, connecting the major crests to one another, are quite small. On the other hand, in the shallow depth case, both major and minor crests have significant extent. Finally, the waves in the case of h = 1 are nearly indistinguishable from the case of h = ∞ indicating that "deep water traveling waves" are apparent at depths typically not considered deep. ).
In conclusion we note that these wave shapes are only a few among a large number of interesting configurations that can be computed using our approach. In fact, it is the goal of a forthcoming publication [25] to generate and analyze traveling wave solutions in three dimensions that have unsymmetric hexagonal, unsymmetric crescent, and symmetric crescent shapes (please see [16, 30, 35] ). We will present studies of hexagonal wave patterns, crescent-shaped wave patterns in resonant regimes, and model calculations of the skew wave patterns observed by Su [35] . 
