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Fig. 2. MSEs of the two methods versus Eb/N0.
is highly improved compared with the DD algorithm in [9], because
the interference introduced by the decision errors on the subchannels
is minimized in the proposed method.
VI. CONCLUSION
We have proposed a new SNR-assisted DD method to estimate the
RCFO in wireless OFDM systems, which can greatly reduce the effect
of the decision errors on the RCFO estimation. The performance of the
proposed method with the optimal SNR threshold is highly improved
compared with the conventional DD algorithm. The simulation results
indicate that the MSE of the RCFO estimation by the proposed scheme
is less than one tenth of that by the DD algorithms with a simple
hard decision scheme when the average SNR is greater than 15 dB.
It is found that the new estimators yield dramatic performance im-
provements over the conventional DD estimator at a moderate increase
in computational complexity. With very little additional hardware, this
new proposed scheme can be implemented in wireless OFDM systems
to track the residual frequency offset.
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Abstract—The iterative exchange of extrinsic information between the
K-best sphere detector (SD) and the channel decoder is appealing since
it is capable of achieving a near maximum a posteriori (MAP) perfor-
mance at a moderate complexity. However, the computational complexity
imposed by the K-best SD signiﬁcantly increases when using a large
value of K for the sake of maintaining a near-MAP performance in a
high-throughput uplink spatial-division multiple access (SDMA) orthog-
onal frequency-division multiplexing (OFDM) system supporting a large
number of users and/or a high number of bits/symbol. This problem is
further aggravated when the number of users/mobile stations (MSs) U
exceeds that of the receive antennas N at the base station (BS), namely,
in the challenging scenario of rank-deﬁcient systems. We demonstrate
that the iterative decoding convergence of this two-stage system may be
improved by incorporating a unity rate code (URC) having an inﬁnite
impulse response, which improves the efﬁciency of the extrinsic informa-
tion exchange. Although this results in a slightly more complex three-stage
system architecture, it allows us to use a low-complexity SD having a
signiﬁcantly reduced candidate list size Ncand. Alternatively, a reduced
signal-to-noise ratio (SNR) is required. For example, given a target bit
error ratio (BER) of 10−5 and Ncand =3 2for the SD, the three-
stage receiver is capable of achieving a performance gain of 2.5 dB over
its two-stage counterpart in a rank-deﬁcient SDMA/OFDM 4-quadratic-
amplitude modulation (4-QAM) system supporting U =8 cochannel
users and employing N =4receive antennas at the BS, namely, in an
(8 × 4) system. For the sake of further enhancing the three-stage con-
catenated receiver, the proposed iterative center-shifting SD scheme and
the irregular convolutional codes (IrCCs) are intrinsically amalgamated,
which leads to an additional performance gain of 2 dB.
Index Terms—Irregular convolutional coding, SDMA–OFDM, spatial
division multiple access, sphere decoding, three-stage concatenated coding.
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I. MOTIVATION
In an uplink spatial-division multiple access (SDMA) system [1],
the data streams of multiple users that share the same time/frequency
channel are superimposed at the input of the receiver and recovered
with the aid of their unique user-speciﬁc spatial signature at the base
station (BS), which results in a potentially signiﬁcant increase in spec-
tral efﬁciency. However, to achieve the optimum BER performance
in an SDMA system, the classic maximum likelihood (ML) detector
conducts an exhaustive search over the entire MU
c -element search
space of the U-user uplink scheme employing Mc-ary modulation.
Hence, the ML detector exhibits a potentially excessive computational
complexity. It was shown in [2]–[4] that sphere detection (SD) is
capable of attaining a near-ML performance at a signiﬁcantly reduced
complexity. Motivated by the SD proposals in [2]–[5], the researchers
have recently proposed diverse further complexity reduction schemes,
such as, for example, those in [3] and [6]–[8]. Nonetheless, their com-
plexity may still become potentially unaffordable in high-throughput
uplink systems invoking high-order modulation schemes and/or sup-
porting a high number of users. This complexity problem may further
be aggravated in rank-deﬁcient systems, where the number of users
exceeds that of the receiver antennas at the BS. Recently, the idea
of choosing the hard-decision ML symbol point as the list sphere
detection’s search center was proposed by Boutros et al. [9], which has
the advantage of requiring a modest list size in the context of depth-
ﬁrst SDs.
Against this background, the novelty of this paper is outlined as fol-
lows. 1) We propose the center-shifting philosophy for the SD, which
generalizes the scheme in [9], which leads to a potentially considerable
reduction in the overall complexity imposed by the SD-aided iterative
turbo receiver as a beneﬁt of its substantially reduced candidate list.
2) Motivated by the three-stage single-input–single-output (SISO)
turbo equalizer in [10], we signiﬁcantly improve the performance of
the conventional two-stage SD-aided turbo receiver. We achieve this
improvement by intrinsically amalgamating the SD with the decoder
of a unity rate code (URC) having an inﬁnite impulse response (IIR),
both of which are embedded in a channel-coded SDMA orthogonal
frequency-division multiplexing (OFDM) transceiver, hence creating
a powerful three-stage serially concatenated scheme. 3) For the sake
of achieving a near-capacity performance, irregular convolutional
codes (IrCCs) are used as the outer code for the proposed iterative
center-shifting SD-aided three-stage system. In conclusion, we will
demonstrate that at a target BER of 10−5, a performance gain of as
high as 4.5 dB is attained by our proposed system by using an SD
that relies on a low-complexity candidate list size of Ncand =3 2in
comparison to its two-stage counterpart in the challenging scenario of
an (8 × 4)-element rank-deﬁcient 4-quadratic-amplitude modulation
(4-QAM) SDMA–OFDM uplink system.
The rest of this paper is organized as follows. Section II describes
the system model of our uplink SDMA–OFDM system. The proposed
K-best SD-aided three-stage transceiver is described in Section III,
followed by our EXIT chart analysis [11] in Section IV, where the
MonteCarlosimulationresultsarealsoprovided.Finally,inSectionV,
we offer our conclusions.
II. SYSTEM MODEL
Since the OFDM [1] has been developed into a promising candi-
date for next-generation wideband digital communication, which is
capable of coping with the severe channel conditions imposed by the
multipath-induced frequency-selective fading, we intend to investigate
our proposed scheme in the scenario of an uplink SDMA–OFDM
system. Furthermore, due to the fact that a nondispersive fading is
encountered by each subcarrier, our scheme is equally applicable
to single-carrier narrowband modems. Hence, let us consider the
following generic narrowband system model constructed for SDMA
systems supporting U number of single-antenna-aided users and
having N number of receive antennas at the BS [1] for a speciﬁc
subcarrier
y = Hs + w (1)
where y ∈ CN×1, s ∈ CU×1,a n dw ∈ CN×1 denote the received
signal and the transmitted signal vector as well as the additive white
Gaussian noise (AWGN) sample vector, respectively. Moreover, the
frequency-domain channel transfer factor matrix H is a (N × U)-
dimensional independent and identically distributed (i.i.d.) zero-mean
unit-variance complex Gaussian matrix, which is perfectly known
to the receiver, with each column representing the unique spatial
signature of the corresponding user [1]. Furthermore, the AWGN noise
wn encountered at the nth receive antenna element exhibits a zero-
mean and a variance of σ2
w.
III. SPHERE-DETECTION-AIDED THREE-STAGE
ITERATIVE RECEIVER
A. K-Best List Sphere Detection
The well-known ML solution may be formulated as [1]
ˆ sML = arg min
ˇ s∈MU
c
 y − Hˇ s 
2
2 (2)
where Mc is the number of modulated symbol points in the con-
stellation, and U is the number of users supported by the system.
Under the assumption of constant-modulus-constellation modulation
schemes, such as BPSK and 4-QAM, with the aid of the MMSE
solution of ˆ xc =( HHH + σ2
wI)HHy and the Cholesky factorization
of the matrix (HHH + σ2
wI) [2], the ML solution of (2) may be
transformed into [12]
ˆ sML =arg min
ˇ s∈MU
c
(ˆ s − ˆ xc)
HU
HU(ˆ s − ˆ xc) (3)
=arg min
ˇ s∈MU
c
M 
i=1
u
2
ii[ˇ si − ˆ xi +
M 
j=i+1
uij
uii
(ˇ sj − ˆ xj)]
2
  
φ
(4)
where U is a (U × U)-element upper triangular matrix that satisﬁes
UHU = HHH + σ2
wIC. For the K-best SD [4], instead of consid-
ering all the legitimate bit combinations at each search tree level, we
only retain a ﬁxed number of K decision states also referred to as de-
cision nodes, namely, those that have the smallest accumulated Partial
Euclidean Distances (PEDs) from the SD’s initial search center consti-
tuted, for example, by the classic MMSE solution [1], where the PEDs
correspond to the term φ in (4). The corresponding search tree was
exempliﬁed in [13]. Hence, after the search reaches the tree leaf level,
a candidate list L is generated, which contains Ncand = K number of
(log2 Mc · U)-length bit candidate vectors, which are then used for the
extrinsic log likelihood ratio (LLR) calculation by the iterative SISO
receiver [3].
B. Center-Shifting Theory for SDs
According to (4), when using list sphere detection, the maximum a
posteriori (MAP) solution can be found by generating a reduced-size
candidate list within a shrinked search hypersphere centered around
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Fig. 1. Geometric representation of the iterative center-shifting SD scheme.
the MMSE solution by choosing an appropriate value for K. During
our investigations, we realized that it would be desirable to set the
SD’s search center to a multiuser signal constellation point, which
may be expected to be closer to the real MAP solution than the
MMSE solution because this would allow us to reduce the SD’s search
space and hence its complexity. The beneﬁts of choosing a more
accurate search center are clearly illustrated in Fig. 1. Indeed, when
the faded and noise-contaminated received signal y is far from any
of the legitimate channel-rotated composite multistream constellation
points, the conventional SD has to carry out the search within a
large hyperspherical search space centered at y to maintain a near-
MAP performance. Hence, this solution may potentially exhibit an
excessive complexity. When the center Hxc of the sphere is chosen
to be an increasingly accurate symbol point during the consecutive
center-updating operations in Fig. 1, the search space quantiﬁed by the
value of K in the context of K-best SD can dramatically be reduced.
Accordingly, when the center is shifted in the vicinity of the real MAP
solution, only the constellation points with a high likelihood are taken
into account. Hence, it is plausible that the closer the search center to
the real MAP solution, the lower the computational efforts required to
achieve a near-MAP performance.
Furthermore, the search itself and the search center calculation can
independently be carried out. Thus, the search center can be obtained
not only by the conventional MMSE detection scheme but also by
more sophisticated detection regimes. For example, the SD scheme in
[9] is centered at the hard-decision ML solution obtained by invoking
the hard-input–hard-output (HIHO) SD prior to activating the SISO
list sphere decoder (LSD). Our proposed center-shifting scheme turns
the SD into a high-ﬂexibility detector, which can readily be combined
with other well-established linear or nonlinear detectors. As a result,
the affordable computational complexity can ﬂexibly be split between
the center calculation phase and the search phase. It is also plausible
that an improved performance versus complexity tradeoff emerges
if the search center calculation is regularly updated before further
triangularization and PED calculation are carried out.
C. URC-Assisted Three-Stage Iterative Receiver With Iterative
Center-Shifting Sphere-Detection
Based on the observations outlined in Section III-B, we can infer
that the center-shifting scheme applied for the SD may effectively be
employed in an iterative detection-aided channel-coded system since
the process of obtaining a more accurate search center is further aided
by the channel decoder, which substantially contributes toward the
total error correction capability of the iterative receiver. Moreover, in
comparison to the scheme proposed in [9], where the search center
is only updated once at the very beginning to the hard-decision ML
solution by invoking the HIHO SD prior to activating the SISO LSD,
we formulate the center-shifting SD-aided receiver design principles
as follows.
1) The search center calculation is based on the soft bit information
provided by the channel decoder, namely, the extrinsic LLR
values.
2) The search center update can be carried out in a more ﬂexi-
ble manner by activating the proposed center-shifting scheme
whenever the system needs its employment during the iterative
detection process to maximize the achievable iterative gain.
3) Thesearchcenterupdateisﬂexiblesinceitmaybecarriedoutby
any of the well-known linear or nonlinear detection techniques.
We employed the soft interference cancellation MMSE (SIC-
MMSE) algorithm in [14] to calculate the search center based
on the ap r i o r iinformation provided by the channel decoder.1
Fig. 2 depicts the system model of the SD-aided three-stage serially
concatenated transceiver in the context of an uplink SDMA/OFDM
system. For a speciﬁc user/mobile station (MS), a block of L infor-
mation bits u1 is ﬁrst encoded by the convolutional channel encoder I
to generate the coded bits c1, which are interleaved by the interleaver
Π1 in Fig. 2. Then, the resultant permuted bits u2 are fed through the
URC encoder II and the interleaver Π2, which yields the interleaved
double-encoded bits u3 that are delivered to the bit-to-symbol modula-
tor/mapper in Fig. 2. Note that the labels u and c represent the uncoded
and coded bits, respectively, which correspond to the speciﬁc module
indicated by the subscript. For example, u2 and c2 denote the uncoded
and coded bits at the input and output of the URC encoder II in Fig. 2,
respectively. At the receiver in Fig. 2, which is constituted by three
modules,namely,theSD,theURCdecoder II,andthechanneldecoder
I, the extrinsic information is exchanged among the blocks in a number
of consecutive iterations. Speciﬁcally, as shown in Fig. 2, A(·) repre-
sents the ap r i o r iinformation expressed in terms of the LLRs, whereas
E(·) denotes the corresponding extrinsic information. Hence, the URC
decoder generates two extrinsic outputs by processing two ap r i o r iin-
puts delivered from both the SD and the channel decoder I. After com-
pleting the last iteration, the estimates ˆ u1 of the original transmitted
information bit u1 are produced by the channel decoder I. On the other
hand, if the aforementioned SIC-MMSE-aided center-shifting scheme
is employed, there will be an additional search center update block
between the SD and the URC decoder II. To be speciﬁc, the ap r i o r i
LLRs are not only directly fed to the SD but also delivered to the center
calculation functional block in Fig. 2 for updating the search center ˆ xc
of the SD. Hence, in contrast to the conventional SD dispensing with
the center-shifting scheme, every time the search center ˆ xc is updated,
the SD is required to regenerate the candidate list, which is used to
calculate the extrinsic LLRs delivered to the outer channel decoder
in Fig. 2.
IV. EXIT CHART ANALYSIS AND SIMULATION RESULTS
A. EXIT Chart Analysis
The EXIT charts were proposed by ten Brink [11] for analyzing
the convergence characteristics of the turbo codes as a convenient
visualization technique. This technique computes the mutual infor-
mation (MI) of the output extrinsic and input ap r i o r icomponents
that correspond to the associated bits for each of the iterative SISO
blocks. In line with the notation used in [10], we denote the MI
between the ap r i o r ivalue A(b) and the bit b as IA(b), whereas the
1Every time the search center xc in the transmit domain is updated by
exploiting the ap r i o r iLLRs provided by the outer channel decoder using the
SIC-MMSEalgorithm,theSDisrequiredtoregeneratethecandidatelist,which
is used to calculate the extrinsic LLRs delivered to the outer channel decoder.
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Fig. 2. Three-stage serially concatenated receiver architecture of the SIC-MMSE-aided iterative center-shifting K-best SD scheme.
MI between the extrinsic value E(b) and the bit b is denoted by IE(b).
Hence, the MIs of the two outputs of the URC decoder, namely, IE(u2)
and IE(c2), are functions of the two ap r i o r iMI inputs, namely,
of IA(u2) and IA(c2). To avoid the cumbersome 3-D EXIT chart
representation [10], which is needed to exhaustively represent the
EXIT characteristics of the double-input–double-output URC decoder,
we now view the SD and the URC decoder II in Fig. 2 as a joint
SISO module that delivers the extrinsic information E(u3) to the
decoder I by exploiting the single ap r i o r iinformation input A(u3)
provided by decoder I in Fig. 2. Thus, a single 2-D EXIT chart is
sufﬁcient for characterizing each of the concatenated SISO modules
of the three-stage receiver, namely, the combined module constituted
by the SD and the URC decoder II, as well as the channel decoder I.
UpondenotingtheEXITfunctionbyT[·,·],wehavethecorresponding
EXIT functions expressed as
IE(u2) = Tu2

IA(u2),E b/N0

(5)
for the joint SD and URC decoder module as well as
IE(c1) = Tc1

IA(c1)

(6)
for the channel decoder I. In our forthcoming discourse, we simply
refer to the aforementioned combined module as the inner decoder,
whereas we denote the channel decoder I as the outer decoder in the
context of the three-stage receiver shown in Fig. 2. Similarly, we also
refer to the SD as the inner decoder and to the channel decoder as the
outer decoder in the scenario of the conventional two-stage receiver
dispensing with the URC decoder.
In comparison to the EXIT curves of the concatenated inner and
outer decoders of the two-stage iterative receiver, Fig. 3 depicts those
of the combined inner decoder and the outer decoder of the three-
stage receiver in Fig. 2 at the signal-to-noise ratio SNR =8dB in the
highly rank-deﬁcient scenario of (8 × 4)-element SDMA/OFDM sys-
tems2both with and without our proposed SIC-MMSE-aided channel-
coded iterative center-shifting scheme discussed in Sections III-B and
C. In addition, Fig. 3 also plots two EXIT curves that correspond to
two distinct outer decoders. Speciﬁcally, the continuous curve marked
by crosses is the EXIT curve of the recursive systematic convolutional
code (RSC), and the continuous line marked by dots corresponds to
the IrCC [15], [16], which will be discussed in Section IV-B. The
system parameters used in our simulations are provided in Table I.
As observed in Fig. 3, in the absence of URC encoding/decoding,
the maximum achievable iterative gain of the traditional two-stage
receiver having an SD using Ncand = 1024 detection candidates for
achieving a near-MAP performance is rather limited. This is because
the EXIT curve of the inner decoder has a relatively low IE value at
IA =1 , which is in contrast to the corresponding EXIT curve of its
three-stage counterpart having an ending point of (IA,I E)=( 1 ,1) in
2This rank-deﬁcient scenario is considered because unless the system’s
admission control prevents additional uplink users from joining the system, this
scenario may realistically be encountered.
Fig. 3. EXIT charts of the URC-aided three-stage receiver in the scenario of
8 × 4-element SDMA/OFDM system at Eb/N0 =8dB.
TABLE I
SUMMARY OF THE SYSTEM PARAMETERS FOR THE K-BEST SD-AIDED
CODED SDMA–OFDM SYSTEM
Fig. 3. To considerably reduce the excessive computational complexity
imposed by the SD in such a high-throughput heavily rank-deﬁcient
system, we signiﬁcantly reduce the detection candidate list size to
Ncand =3 2 . As a price, the maximum achievable throughput of both
the two-stage and the three-stage receivers is signiﬁcantly decreased.
The achievable throughput may be approximated by the area under the
inner code’s EXIT curve in Fig. 3 under the assumption of having a
uniformlydistributeddiscretechannelinput[17].However,asabeneﬁt
of employing URC encoding/decoding, the ending point of the inner
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code’s EXIT curve in the three-stage receiver remains (IA,I E)=
(1,1), whereas that of the two-stage receiver drops from (1, 0.77) to
(1, 0.59), which results in an even lower maximum achievable iterative
gain. Therefore, as long as there is an open tunnel between the EXIT
curves of the inner and outer decoders, the three-stage concatenated
systemiscapableofachievinganiterativedecodingconvergence tothe
(IA,I E)=( 1 ,1) point, hence achieving an inﬁnitesimally low BER
despite employing a signiﬁcantly reduced candidate list size Ncand.
By contrast, the inner code’s EXIT curve of its two-stage counterpart
is unable to reach the point of convergence at (1, 1) since it intersects
with the outer code’s EXIT curve, which implies that residual errors
persist regardless of the complexity invested. More explicitly, despite
using a high number of iterations as well as the high “per-iteration” SD
complexity quantiﬁed in terms of its candidate list size, the two-stage
scheme is outperformed by the three-stage arrangement.
Nonetheless, we also observe from Fig. 3 that the inner code’s EXIT
curve in the two-stage receiver emerges from a higher starting point
at IA =0than that of its three-stage counterpart. This leads to a
potentially lower BER at relatively low SNRs, where IA is also low,
although the exact behavior is determined by the SD complexity as
well as the SNR. In other words, although the employment of the
URC encoder/decoder pair at the transmitter/receiver is capable of
eliminating the EXIT curve intercept point, an open EXIT tunnel can
only be formed if the value of K = Ncand as well as that of the SNR
is sufﬁciently high.
The reason why a URC will make the slope of the EXIT chart
curve steeper, hence resulting in a lower error ﬂoor and a higher
BER waterfall threshold, can be interpreted as follows. Since the URC
has an IIR due to its recursive coding structure, the corresponding
EXIT chart curve is capable of reaching the highest point of perfect
convergence to an inﬁnitesimally low BER (1, 1) provided that the
interleaver length is sufﬁciently large [18]. On the other hand, since
the URC decoder employs the MAP decoding scheme, the extrinsic
probability computed at the output of the URC decoder contains
the same amount of information as the sequence at the input of the
URC decoder. In other words, the area under the inner EXIT curve
remains unchanged regardless of the employment of the URC [19],
[20]. Hence, a higher ending point of the EXIT curve leads to having a
lower starting point, which implies a steeper slope of the EXIT curve.
On the other hand, observe in Fig. 3 that the employment of
our proposed SIC-MMSE-aided center-shifting-assisted SD is capable
of considerably counteracting the potentially detrimental effects of
using a limited detection candidate list size Ncand. This is because
as a beneﬁt of the center-shifting scheme, the area under the inner
code’s EXIT curve of both the two-stage and the three-stage receivers
approaches that of the MAP detector-assisted system using an SD
having Ncand = 1024,a so b s e r v e di nF i g .3 .O b s e r v e ,h o w e v e r ,i n
Fig. 3 that the three-stage system only requires Ncand =3 2detection
candidates for matching this performance.
B. Design of Irregular Convolutional Codes
The so-called IrCCs [15], [16] proposed by Tüchler and Hagenauer
appropriately encode the chosen “fractions” of the input stream by
using punctured constituent convolutional codes that have different
code rates. The appropriate “fractions” are speciﬁcally designed with
the aid of EXIT charts for the sake of improving the convergence
behavior of the iteratively decoded systems. Thus, with the aid of
IrCCs, we are able to solve the mismatch between the EXIT curve
of the inner decoder in the three-stage receiver and the EXIT curve
of the RSC (2, 1, 3) code marked by crosses in Fig. 3. Our goal
is to achieve an improved convergence behavior for the three-stage
concatenated system by minimizing the area between the EXIT curve
Fig. 4. BER performance comparison between the three-stage iterative re-
ceiver using the K-best SD and its two-stage counterpart in the scenario of
an (8 × 4)-element SDMA/OFDM system.
of the amalgamated two-compound inner code and that of the outer
code. The resultant EXIT curve of the optimized IrCC having a code
rate of 0.5 is represented by the dotted line in Fig. 3. Hence, a narrow
but still open EXIT chart tunnel is created, which implies having a
near-capacity performance attained at the cost of a potentially high
number of decoding iterations, although the “per-iteration” complexity
may be low.
C. Simulation Results and Discussion
1) BER Performance: Monte Carlo simulations were performed
for characterizing both the decoding convergence prediction in
Section IV-A and the IrCC design in Section IV-B in the
high-throughput overloaded (8 × 4) SDMA/OFDM system. As our
benchmarker system, the half-rate RSC(2, 1, 3) code’s EXIT curve
that is marked by crosses in Fig. 3 is employed as the outer
code of the traditional two-stage receiver. As our proposed scheme,
the half-rate IrCC that corresponds to the EXIT curve represented
by the dotted line in Fig. 3 is used as the outer code in the
URC-assisted three-stage receiver. Fig. 4 compares the BER perfor-
mance of both systems, where we can see that at relatively high SNRs
both of the three-stage concatenated receivers—namely, that using the
SD employing the classic RSC code as well as that employing the
optimized IrCC code—are capable of outperforming the traditional
two-stage receiver equipped with the SD. Speciﬁcally, given a target
BER of 10−5, a performance gain of 2.5 dB can be attained by the
three-stage receiver over its two-stage counterpart when both of them
employ the SD (Ncand =3 2 )and the regular RSC. Remarkably, when
amalgamated with the URC encoder/decoder, the three-stage receiver
that uses the SD and Ncand =3 2becomes capable of outperforming
the two-stage receiver by using the high-complexity near-MAP SD
having Ncand = 1024 provided that the SNR is in excess of about
11 dB. Furthermore, an additional performance gain of 1 dB can
be attained by employing the optimized IrCC in comparison to the
classic RSC-aided three-stage system. Moreover, to further enhance
the achievable performance, when the SIC-MMSE-aided iterative
center-shifting SD is invoked, another approximately 1-dB additional
performance gain is attained. Consequently, as observed in Fig. 4,
given a target BER of 10−5, the overall performance gains of 4.5
Authorized licensed use limited to: UNIVERSITY OF SOUTHAMPTON. Downloaded on May 5, 2009 at 04:28 from IEEE Xplore.  Restrictions apply.2108 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 58, NO. 4, MAY 2009
Fig. 5. EXIT charts and recorded decoding trajectory for the three-stage
receiver using IrCC at Eb/N0 =9 .5 dB in the scenario of (8 × 4)-element
SDMA/OFDM system.
Fig. 6. Complexity reduction achieved by the three-stage iterative receiver
using the K-best SD over its two-stage counterpart as well as the non–center-
shifting SD-aided two-stage benchmark receiver in the scenario of an (8 × 4)-
element SDMA/OFDM system.
and 2 dB are attained by our proposed system in comparison to its
SD-aided (Ncand = 32) and SD-assisted (Ncand = 1024) two-stage
counterparts, respectively.
In line with the EXIT-chart-based predictions in Fig. 3, a sharp
BER improvement is achieved by the three-stage receiver, as shown
in Fig. 4, since the EXIT curve of the inner code will rise above that
of the outer code for SNRs in excess of a certain level, which results
in a consistently open EXIT tunnel leading to the point of convergence
at (1, 1), which is exempliﬁed in Fig. 5 by the curve recorded at
SNR =9 .5 dB when using the half-rate IrCC as the outer code. In
addition, shown in Fig. 5 is the staircase-shaped decoding trajectory
that evolves through the open tunnel to the point of convergence at
(1, 1), as recorded during our Monte Carlo simulations. The activation
orderofthethreeSISOmodulesusedis[321212],wheretheinte gers
represent the index (I) of the three SISO modules. Speciﬁcally, I =3
denotes the SD, I =2represents the URC decoder II, and I =1
denotes the channel decoder I in Fig. 2. Hence, the vertical coordinates
of the points A1, A3,a n dA5 in Fig. 5 quantify the IE(u2) value
measuredattheoutputoftheURCdecoderIIcorrespondingtoitsthree
successive activations during the ﬁrst iteration, respectively, whereas
the segments between A1 and A2 as well as between A3 and A4
represent two successive activations of the channel decoder I during
the ﬁrst iteration, respectively. The segment between A5 and A6 in
Fig. 5 denotes the beginning of a new iteration associated with similar
decoding activations.
2) Computational Complexity: Fig. 6 depicts the computational
complexity—which is quantiﬁed in terms of the number of PED evalu-
ations that correspond to the term φ in (4)—imposed by the SD versus
Eb/N0 for the aforementioned receivers. Note that the computational
complexity imposed by the K-best SD dispensing with the center-
shifting scheme remains constant for both two-stage and three-stage
receivers regardless of the SNR and the number of iterations under the
assumption that the buffer size is sufﬁciently large to store the resultant
candidate list L, which is generated by the SD just once during the
ﬁrst iteration between the SD and the channel decoder. On the other
hand, as mentioned in Section III-C, every time the search center xc
in the transmit domain is updated, the SD is required to regenerate
the candidate list. However, as observed in Fig. 6, the candidate list
size Ncand can substantially be reduced with the aid of the center-
shifting scheme; hence, the resultant overall complexity imposed by
the SD becomes signiﬁcantly lower than that of the receiver using
no center shifting. Explicitly, the candidate list generation complexity
of the SIC-MMSE center-shifting-aided two-stage receiver is well
below that of the receiver using no center shifting right across the
SNR range spanning from 2 to 12 dB. This statement is valid if
our aim is to achieve the near-MAP BER performance quantiﬁed
in Fig. 4, which can be attained by having K = Ncand = 1024 for
the system operating without the center-shifting scheme or by setting
K = Ncand =3 2in the presence of the center-shifting scheme. The
number of PED evaluations carried out per channel use by the system
dispensing with the center-shifting scheme remains as high as 13652
regardless of the SNR and the number of iterations. On the other hand,
in the presence of the center-shifting scheme, the candidate list has
to be regenerated at each iteration, but nonetheless, the total com-
plexity imposed is substantially reduced. We can also observe from
Fig. 6 that the center-shifting K-best SD employed by the URC-aided
three-stage system imposes a computational complexity, which is even
below that of its center-shifting-aided two-stage counterpart while
achieving a performance gain of 2 dB for a target BER of 10−5,a s
shown in Fig. 4. Hence, the signiﬁcant complexity reduction facilitated
by the proposed SD scheme in the context of the three-stage receiver
outweighs the relatively small additional complexity cost imposed by
the URC, which only employs a two-state trellis, which leads to an
overall reduced complexity. Furthermore, in addition to the complexity
reduction achieved by the proposed scheme, another beneﬁt is the at-
tainable memory reduction since there is no need to store the resultant
candidate list for the forthcoming iterations. As a result, the memory
size required can substantially be reduced by having a signiﬁcantly
reduced value of K.
V. C ONCLUSION
An SD-aided three-stage scheme has been proposed, which is ca-
pable of achieving a substantial BER performance gain in comparison
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to the classic two-stage scheme, provided that the SNR is sufﬁciently
high. For example, given a target BER of 10−5, the three-stage
receiver using SD (Ncand = 32) is capable of achieving a perfor-
mance gain of 2.5 dB over its two-stage counterpart in an uplink
(8 × 4) SDMA/OFDM 4-QAM system. Furthermore, an additional
2-dB performance gain can be attained with the aid of the novel center-
shifting-based SD amalgamated with an IrCC.
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On the Optimality of the Null Subcarrier Placement for
Blind Carrier Offset Estimation in OFDM Systems
YanWu, StudentMember, IEEE,SamirAttallah,SeniorMember,IEEE,
and J. W. M. Bergmans, Senior Member, IEEE
Abstract—Liu and Tureli proposed a blind carrier frequency offset
(CFO) estimation method for orthogonal frequency-division multiplexing
(OFDM) systems, making use of null subcarriers. The optimal subcarrier
placement that minimizes the Cramer–Rao bound (CRB) of the CFO
estimation was reported by Ghogho et al. In this paper, we study the
optimality of the null subcarrier placement from another perspective. We
ﬁrst show that the SNR of the CFO estimation using null subcarriers
is a function of the null subcarrier placement. We then formulate the
CFO-SNR optimization for the null subcarrier placement as a convex
optimization problem for small CFO values and derive the optimal place-
ment when the number of subcarriers is a multiple of the number of null
subcarriers. In addition, we show that the SNR-optimal null subcarrier
placement also minimizes the theoretical mean square error in the high
SNR region. When the number of subcarriers is not a multiple of the
number of null subcarriers, we propose a heuristic method for the null
subcarrier placement that still achieves good performance in the CFO
estimation. We also discuss the optimality of the null subcarrier placement
in practical OFDM systems, where guard bands are required at both ends
of the spectrum.
Index Terms—Blind carrier offset estimation, convex optimization,
orthogonal frequency-division multiplexing (OFDM).
I. INTRODUCTION
Orthogonal frequency-division multiplexing (OFDM) is known to
be more sensitive to carrier frequency offset (CFO). For an OFDM
system with CFO, we can write the received time-domain signal in the
following form [1]:
y
m = EWPH
ms
me
j2πφ0(m−1)(1+Ng/N) + n
m. (1)
Here, we use superscript m to indicate the OFDM symbol index.
E = diag(1,e j2πφ0/N,...,e j2π(N−1)φ0/N) is a diagonal matrix con-
taining CFO φ0, which we assume to be normalized with respect
to subcarrier spacing 2π/N. In a practical OFDM system, there are
some subcarriers that do not carry any data. They are called null
subcarriers, whereas the data-carrying subcarriers are simply called
data subcarriers. Let P out of N subcarriers be the data subcarriers.
Then, WP is an N × P submatrix that is obtained from the N × N
inverse discrete Fourier transform (DFT) matrix WN. Hm is a diago-
nal matrix containing the channel frequency response, sm is a P × 1
vector containing the transmitted data in the mth OFDM symbol, Ng
denotes the length of the cyclic preﬁx, and nm is an additive white
Gaussian noise (AWGN) vector.
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