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The shape of clouds has proven to be essential for classifying them. Our analysis of images from
fair weather cumulus clouds reveals that, besides by turbulence they are driven by self-organized
criticality (SOC). Our observations yield exponents that support the fact the clouds, when projected
to two dimensions (2D), exhibit conformal symmetry compatible with c = −2 conformal field theory
(CFT), in contrast to 2D turbulence which has c = 0 CFT. By using a combination of the Navier-
Stokes equation, diffusion equations and a coupled map lattice (CML) we successfully simulated
cloud formation, and obtained the same exponents.
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I. INTRODUCTION
The “fractal” or “multi-fractal” geometry as defined
by Mandelbrot [1] is now well-established for clouds by
many experimental and theoretical studies, and provides
a powerful tool to classify them in terms of the circum-
stances in which they form. Self-affinity and scaling prop-
erties in clouds have been found from satellite images [2],
and in particular in cumulus clouds [3] on several scales.
Various observables were shown to exhibit scaling be-
havior, like the area-perimeter relation [2–8], the nearest
neighbor spacing [9], the rainfall time series [10], cloud
droplets [11], and the distribution function of geomet-
rical quantities [12–15]. After these observations, and
considering the multi-fractality of clouds [2, 3, 6, 16–19],
attempts for classifying clouds into universality classes
were carried out based on cloud field statistics [20–22]
and cloud morphology [23]. The spatial distribution of
clouds and their scale-invariant inhomogeneities on ra-
diative fluxes and albedo [23–27] has stimulated several
theoretical models about radiative fluxes [28–30], often
focusing on the scale-invariant radiation field from the
clouds [31], and also on longwave irradiance and albedo
in cumulus [24] and stratocumulus [32] clouds.
The models for clouds can be classified into three cat-
egories: turbulence-based models, cellular automata
heuristic ones, and heuristic models. The models based
on atmospheric fluid dynamics [33, 35, 36], the scaling (or
fractal geometry) in turbulent flows [6, 37, 38], large eddy
simulations for cumulus convective transport [39, 40], and
stochastic models based on cascade processes [21, 41]
belong to the first category. On the other hand, cellu-
lar automata [42], and computer graphics techniques for
modeling clouds[43–45] belong to the second category.
Other studies, like the application of the Kardar-Parisi-
Zhang (KPZ) equation (inspired by the scale-invariant
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roughness of the top of the clouds) [22], the diamond-
square algorithm describing the fractal properties of
cloud edges [46], and also the midpoint displacement al-
gorithm [47] are heuristic methods which can be incorpo-
rated into the third category. The estimated fractal di-
mensions emanating from these models are in fair agree-
ment with the relative turbulent diffusion model [48].
Despite of this huge literature, we are yet far from a com-
plete understanding of cloud dynamics and its statistical
properties. From the above mentioned observations, one
concludes that clouds are characterized by scaling rela-
tions and exponents, which are robust under most cir-
cumstances, suggesting that clouds organize themselves
into critical states without the need of tuning any param-
eter. Self-organized criticality (SOC) in the atmosphere
and in clouds was first detected by Peters et al. by ana-
lyzing precipitation [49]. Here we uncover the SOC state
of clouds directly by analyzing earth-to-sky images of cu-
mulus clouds under fair air conditions in Ardabil city, es-
pecially by analyzing the cloud boundaries, introducing a
threshold to identify individual clouds on scales between
tens of meters and several kilometers, i.e. the scale at
which the turbulent scaling exponents change (as pro-
posed by Beyer et. al. [50]), although other studies pre-
sented evidence for the absence of such a scale break [51].
The analysis of the level lines of two dimensional cloud
fields strongly suggests that they are in an SOC state,
which is also confirmed by a Schramm-Loewner evolu-
tion (SLE) analysis, finding that they belong to the sand-
pile universality class, i.e. c = −2 conformal field theory
(CFT). We believe that in order to explain these observa-
tions on cumulus clouds, one needs to consider two ingre-
dients at the same time: turbulence and SOC. We show
that this can be achieved using the coupled map lattice
(CML) which is an extended cellular automaton, based
in our case on solving the Navier-Stokes (NS) equations
along with some diffusion equations [33], which yields ex-
ponents consistent with the observed ones.
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2FIG. 1: Three samples of (a) LERW and (b) the boundaries of cumulus clouds.
II. RESULTS
A. Observations with Visible Light
During the daylight hours of Ardabil, we took (nearly
vertical) images with a sky imager (a digital CMOS
camera with a 18 − 140mm lens), realizing a resolution
of 6000 × 4000 pixels, under fair-air (small wind, no
precipitation) conditions in June-July 2018. For more
details and the air conditions at the time capturing the
images see Table SI, and also Figs. S1, S2 and S3 of the
supplementary material. We then converted the images
to color triplets, so that each pixel has three numbers
for the strength of red, green and blue, called RGB
map. The images are converted to scalar fields (grey
scale), low (high) values indicating clear (cloudy) pixels,
and analyzed as correlated landscapes by focusing on
the properties of their contour lines obtained at various
thresholds. The contour lines corresponding to the
lower thresholds are close to the physical boundary of
the clouds, which is visible from the earth, see Figs.
S2e and S2f in the supplementary material. Therefore,
we interpret the contour line corresponding to a low
enough threshold as the external perimeter of the
cloud, i.e. the cloud boundary. We observed an abrupt
change of intensity at cloud boundaries making their
identification easy. As in any scalar landscape, for each
photo there exists an intensity threshold at which the
contour line percolates, i.e. becomes open, otherwise it
is closed. Let Ibs and Im > Ibs be the intensity of the
blue sky and the maximum intensity inside the cloud
respectively (generally higher intensities are from the
pixels inside the clouds). The percolated contour lines
arise approximately at the relative intensity IthIm = 0.5,
which identifies contour lines close to the physical cloud
boundaries (used in Figs. S2e and S2f in the supple-
mentary material). Hereafter we call these contour
lines the cloud boundary contour lines (BoCL), which
are of crucial importance in this paper. Indeed, BoCL
(which are open traces) are just the contour lines at the
percolation threshold, which is well-known in correlated
landscapes. Changing the relative intensity changes
the contour line, but we observed that the variation is
minimal in the interval 0.4 . IthIm . 0.6. The contour
lines that are out side of this range ( IthIm & 0.6), called
the bulk contour lines (BuCL), are closed traces having
slightly different statistical properties, see Figs. S3a and
S3b in the supplementary material.
To make the samples as independent as possible from
each other, we took one photo every hour. The statisti-
cal properties of the BoCL resemble those of the traces of
the loop-erased random walk (LERW) [52], see the sam-
ples depicted in Fig. 1. The projection to two dimensions
enables us to use the power of CFT in 2D to characterize
and classify the lines in universality classes.
We performed a fractal analysis for both BoCLs and Bu-
CLs, obtaining the fractal dimension (Df ) in two ways:
sandbox method and end-to-end distance statistics, see
Fig. S4 in the supplementary material for details. The
winding angle (θ) statistics of the random traces as an im-
portant property of scale invariant loop-less paths [53, 54]
is explored. We note that the BuCLs are basically closed
traces over the whole sky, making them appropriate to
be analyzed by the so called “loop green function” [55]
(LGF) analysis. However, since the clouds span over var-
ious scales in the sky, in some rare cases the camera can
cover only a part of them, i.e. the traces touch the im-
age boundaries in these cases. In these situations, the
trace can be interpreted as an open one, and the stan-
dard statistical analysis for open traces can be used [56].
The inverse is also true, i.e. although the BoCLs are of-
ten open (percolating) traces, there are some rare cases
where the cloud is small, so that its corresponding BoCL
is non-percolating. We consider only BoCLs that perco-
late. We apply the SLE mapping to BoCLs to numeri-
cally estimate the diffusivity parameter and equivalently
the central charge of CFT which allows determining the
CFT class.
For open traces (BoCLs) the fractal dimension (Df )
is defined via the scaling relation between the length l
and the box size L (l ∼ LDf ) in the sandbox method,
whereas for closed traces (BuCLs) we used the relation
〈log l〉 = Df 〈log r〉 where r is the gyration radius of the
closed trace. The fractal dimension of the BoCLs and
the BuCLs of the cloud field are shown in Figs. 3a and
3FIG. 2: The schematic representation of the process of generating a curve starting and ending on the horizontal
(real) axis.
3b respectively, where R is end-to-end distance, N is the
number of steps along the trace, and R¯ ≡√〈R2〉 ∝ Nν .
The analysis for BuCLs is presented in Fig. 3b, involving
the fractal dimension and the distribution functions. Our
analysis shows that Dbdf = 1.248±0.006 (for the BoCLs)
and Dbkf = 1.22 ± 0.02 (for the BuCLs). This Dbdf is
compatible with the numerical estimation of the end-to-
end distance exponent νbd of BoCLs which is 0.81± 0.01
(= 1
Dbdf
). Interestingly the fractal dimensions of the
boundaries of two-dimensional images of the clouds are
very close to the fractal dimension of LERW traces with
Df =
5
4 and ν = 0.8 [52]. The LGF (G(r)) which is
defined as the probability that two points at a distance
r belong to the same closed trace [55], shows logarithmic
behavior with r, as seen in the lower inset of Fig. 3a, as
it is also the case for the LERW [57, 58].
The statistics of the winding angle θ is an important (in
many cases the most precise) way to characterize fractal
random curves. For BoCLs which are open traces we can
use the following relation for the variance of θ [53, 54]:
Var[θ] = C + 2
Df − 1
Df
ln l (1)
where Var[θ] is the variance of θ, and C is an irrelevant
constant. In the set up shown in Fig. S4a of the supple-
mentary material, θ is the angle between the straight line
between two points (at distance l) on the curve and the
local slope of the trace. In this set up we fix a point (the
point Q in the figure) and let P run over the curve, then
θ is the angle between the local slope and the shown line.
Figure 3c shows the distribution function of θ (which is
Gaussian), and Fig. 3d shows
〈
θ2
〉
and 〈θ〉 in terms of l
for the BoCLs (blue circles), revealing that the variances
depend logarithmically on the size L with the prefactor
0.42 ± 0.01, to be compared with the prefactor for the
LERW traces which is 0.4. We applied this analysis to
BuCLs by cutting the loop horizontally (at the middle)
to have an open trace and apply the algorithm to a part
(one-fourth) of the resulting trace. The green squares
in Fig. 3d show that the variance grows logarithmically
with L having a prefactor 0.36 ± 0.02, which is compat-
ible with the fractal dimension, i.e. 2
Dbkf −1
Dbkf
= 0.36±0.03.
The SLE theory describes the critical behavior of 2D
loop-less paths [57]. These non-intersecting curves which
reflect the status of the system in question are supposed
to have two properties: conformal invariance and the do-
main Markov property. Thanks to a deep connection be-
tween SLE and CFT, less-known conformally invariant
models can be classified into CFT universality classes by
applying the SLE mappings to interfaces of the model.
For a good introductory review see references [60, 61].
One defines the uniformizing conformal maps (gt(z))
which are solutions of the stochastic Loewner’s equation
∂tgt(z) =
2
gt(z)− ζt , (2)
in which the initial condition is gt(z) = z and the
driving function ζt is proportional to a one dimensional
Brownian motion Bt i.e. ζt =
√
κBt in which κ is called
the diffusivity parameter, which is the quantity that
classifies the conformally invariant models [61]. The
name “uniformizing map” comes from the fact that
gt uniformizes the conformally invariant trace (defined
in the upper half plane) onto the real axis. We have
used the algorithm invented by Bernard et al. [62],
which is appropriate for conformal traces that hit the
boundaries of the system (here the boundaries of the
images). According to this algorithm one discretizes the
random trace (therefore the driving function becomes
piecewise constant), and sends the end point of the
curve (x∞ at which the trace hits the real axis) to
infinity using a simple Mo¨bius map φ(z) = x∞zz−x∞ , where
z = x + iy is the complex upper half plane. For details
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FIG. 3: The fractal properties of clouds from observational data. (a) Log-log plot of trace lengths l in terms of L
(the box linear size) for BoCLs. The dashed line is a linear fit with slope Df = 1.248± 0.006. Upper inset is the
end-to-end distance R¯ in terms of N , and the lower inset is a semi-log plot of the LGF in terms of r, with the
exponent ν = 0.81± 0.01. (b) Ensemble average of log l in terms of log r (〈〉 means the ensemble average) with slope
Df = 1.22± 0.02 for BuCLs. The log-log plot of the distribution functions of r and l are shown in the upper and
lower insets, with exponents τr = 2.12± 0.03 and τl = 2.38± 0.02 respectively. (c) Semi-log plot of the distribution
of the winding angle p(θ) in terms of θ for three BoCLs. (d)
〈
θ2
〉
and 〈θ〉 for both BoCLs and BuCLs. The inset
shows the semi-log plot of the variance in terms of l for both cases with slopes 0.42± 0.01 and 0.36± 0.02 for
boundary and bulk curves respectively.
of the numerical application of the SLE theory, see the
supplementary material (the discretized map is Eq. 4).
For the traces that start and end on different boundaries,
we first draw a straight line which connects the first
and last point of the trace, and rotate it appropriately
(by an angle given by this line, and interpreting the
space above this line as the upper half plane) to have a
trace which starts and ends on the real axis. See Fig. 2
where the situation is shown schematically. In such
situations, we first identify the straight line connecting
the start and end point of the trace, and then cut
the trace at the crossing points. The required trace is
then obtained simply by rotating the system, so that
the straight line becomes horizontal. By interpreting
the space above this line as the upper half plane, we
can use the above-mentioned algorithm. Obviously the
rotational invariance, and also the reflection symmetry
of the system allows us to consider and analyze all traces
resulting from one cut (noting that each cut gives us
more than one curve). Fig. 4 shows the variance of the
driving function for BoCLs
〈
ζ2
〉 − 〈ζ〉2 which grows
like κt, with κ = 2.2 ± 0.2, and 〈ζ〉 = 0 as required by
conformal symmetry [57]. The fact that the diffusivity
parameter for LERW traces is κ = 2 [63], confirms the
above-mentioned hypothesis that the traces of BoCLs
have the same symmetry as the LERW traces. We note
that the corresponding fractal dimension calculated by
the relation Df = 1 +
κ
8 [61] is 1.27 ± 0.02, consistent
with the values we obtained before. The exponents are
shown in table I.
We thus have strong numerical evidence that the
external perimeter of 2D projections of cumulus clouds
might belong to the universality class of LERW traces,
which does have a relation to SOC. Indeed it has
been argued that the external frontiers of sandpiles
(as a prototype example of SOC systems) are LERW
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TABLE I: Numerical values of the diffusivity parameter
κ and the fractal dimension Df obtained by various
methods. The values for the ordinary 2D BTW model
are also shown for comparison.
method κ Df 2(Df − 1)/Df
Sandbox 2.0± 0.2 1.248± 0.006 0.4± 0.01
Winding angle 2.1± 0.2 1.266± 0.02 0.42± 0.01
SLE (IM) 2.2± 0.2 1.27± 0.02 0.43± 0.02
2D BTW 2 1.25 0.4
traces [64, 65], both of them having the same central
charge c = −2 CFT. Taking into account the recent find-
ing that the boundaries of two-dimensional projections
(like the images here) of three dimensional sandpiles also
seem to belong to the universality class of LERWs [66],
we suggest that, SOC is an important ingredient of the
evolution of the cumulus clouds. We confirm this claim
by simulating the system, which is the aim of the next
section.
B. Simulation Results
Here we model the evolution of cumulus clouds. These
clouds result from atmospheric convection and form as
the air warms up at the surface and begins to rise, result-
ing in a decrease of temperature and a rise of humidity.
At a threshold, called lowest condensation level (LCL), at
which the relative humidity reaches 100%, the condensa-
tion to the wet phase starts, and the released latent heat
warms up further the surrounding air parcels, resulting
in convection. The simulation of this complex dynamics
requires a substantial reduction of the degrees of free-
dom to become feasible to be carried out on a computer.
This reduction however should maintain the key phenom-
ena like turbulence and SOC. In a coupled map lattice
(CML), as an extension of a cellular automaton [33, 34],
one considers several state variables in space, discretized
on a lattice. This model is based on the update of the
state of “particles” on the lattice, which are the water
vapor particles in the clouds. To be more precise, we dis-
cretize form a lattice, each cell of which contains a huge
number of water vapor particles, described mathemati-
cally by the vapor density in it, having a single (drift)
collective velocity. Avalanches, as the typical ingredi-
ents of SOC dynamics result from the accumulation of
particles on a lattice site, and subsequent toppling (par-
ticle release) beyond a threshold (the saturation humid-
ity). This is implicitly realized in the CML model where,
beyond this threshold, the accumulated moist particles
transit from the vapor phase into the liquid phase (and
vice versa), reducing the number of particles in the va-
por phase. The particles in the liquid-phase then diffuse
to the neighboring sites due to the rise in density. Here
the saturation humidity plays the role of the threshold
beyond which the particles start to move to neighboring
sites. Let us consider the NS equation(
∂
∂t
+ v.∇
)
v = −1
ρ
∇P + η∇2v (3)
where v is the velocity field, P the pressure, η the vis-
cosity, and ρ the density. Along with this equation, we
use the incompressibility of the atmosphere, which im-
plies ∇.v = 0 (note that, actually the atmosphere is a
6FIG. 5: (a) 2D image of cloud simulation and (b) its contours.
compressible fluid, however for velocities below the speed
of sound the density changes are small enough to con-
sider it as incompressible). In our CML we consider
a Lx × Ly × Lz lattice, for which we attribute to each
site the density of water vapor ρw(x, y, z) and liquid wa-
ter ρl(x, y, z), the pressure p(x, y, z), the velocity field
v(x, y, z), and the temperature T (x, y, z) which are up-
dated depending on the variables on the adjacent lattice
sites like in cellular automata. Initially a bubble of air
is heated from below, which leads to its rise upwards,
i.e. in z direction. At each update, we consider four
effects: 1- the velocity update due to Eq. 3, 2- the con-
vection, for which the fields are updated due to the fluid
movement, 3- the diffusion of water vapor, 4- the phase
transition, according to which, when the water vapor of
a site exceeds the saturation threshold, it condensates to
the liquid phase. Note that the updates are made in par-
allel.
Instead of solving equations listed in Eq. 3, in the CML
method one considers some other approximate mod-
els [33, 34]. To get rid of the difficulties of handling
the equation ∇.v = 0, in the CML method one uses
∇ (∇.v), which replaces the gradient of pressure by a
phenomenological proportionality constant kp, called co-
efficient of pressure [33, 34]. This avoids the com-
plications of modeling the pressure, the mass conser-
vation equation and the incompressibility. Denoting
Vi(x, y, z) ≡ Vi(x, y, z; t) ( ith component the velocity
~V ) and V˜i(x, y, z) ≡ Vi(x, y, z; t+ 1) (the velocity at the
next time step), the update of velocity is
V˜i(x, y, z) =Vi(x, y, z) + kv∇2Vi(x, y, z)
+ kp∇(∇.~V )i
(4)
where kv is the viscosity ratio, and kp is the coefficient
of the pressure effect. In reality kv and kp (having di-
mension of L2) are related to the environmental con-
ditions, such as pressure and temperature, and deter-
mine the LCL. In simulations they are used to tune the
LCL point, and according to our observations, they do
not have any decisive role in the pattern of clouds after
LCL. In the simulations we consider kv = 5.73 × 10−2
and kp = 5.73 × 10−2 [68, 69], for which the LCL forms
at zLCL ≈ 50. Using the discretized Laplacian and for
∇(∇.~V )i we update the velocities [33, 34], see supple-
mentary material for more information. The physics of
advection (as the second step) is implemented by trans-
porting the state values at the lattice point (x, y, z) to a
new position (x+Vx, y+Vy, z+Vz) = (i+δx, j+δy, k+δz),
where i, j and k are the integer part and δx, δy and δz
are the fractional portions. The variables are updated ac-
cording to the “weights” recieved from adjacent sites in
the previous step. These weights are actually the fraction
of particles that are leaving a site. We notice that for the
stability of the solution, we should have Vx, Vy, Vz < 1.0,
otherwise we should use Stam’s method [70] to make it
stable. We observed that our simulation is stable and
does not require this stabilization. In the third part we
consider the diffusion of water vapor ρw(x, y, z) which is
implemented by using a discrete version of the diffusion
equation
ρ˜w(x, y, z) = ρw(x, y, z) + kw∇2ρw(x, y, z), (5)
where kw is the diffusion coefficient for water vapor and
∇2ρw(x, y, z) is the Laplacian of the density that is cal-
culated in the same way as Eq.(4). Just like kv and kp,
kw (as well as α and β to be defined in the following)
affect only the LCL, and we set it kw = 0.3 following
Refs. [68, 69, 71].
As a last part of simulation we implement the physics of
the phase transition. For this end let us consider ρmax
as the maximum amount of water vapor density that can
exist at temperature T [33] which is estimated to be
ρmax(T ) =
217.0e[19.482−
4303.4
T−29.5 ]
T
. (6)
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The density of water vapor ρ˜w(x, y, z), the water liquid
ρ˜l(x, y, z) and the temperature T˜ (x, y, z) at the next step
change due to the phase transition as follows
ρ˜l = ρl + α(ρl − ρmax), (7)
ρ˜w = ρw − α(ρw − ρmax), (8)
T˜ = T − β(ρw − ρmax) (9)
where α and β are the phase transition rate and adia-
batic expansion rate respectively, which are set to α =
β = 10−2 [68, 69]. Some simulated samples are shown in
Fig. 5.
We set ρl(x, y, z; t = 0) = 0 where the air parcels
start to rise from the bottom of the lattice. We start
the simulation at t = 0 by setting random values for
ρw(x, y, z; t = 0) on the x − y plane, and also setting
the velocities Vx(x, y, z; t = 0) and Vy(x, y, z; t = 0) ran-
domly in the range between −1 and 1 for each site that
has ρw(x, y, z; t = 0) 6= 0. This choice assures that the
particles move symmetrically to the right and left. To
assure that the particles ascend in z-direction, we con-
sider at the beginning Vz(x, y, z; t = 0) randomly and
uncorrelated in the range (0, 1). We set the temperature
to 300K in the x − y plane (z = 0) and decrease it lin-
early in z-direction. We considered Lx = Ly = 150 and
Lz = 70, and start with a random density of water vapor
on the bottom, with (uncorrelated) random velocities in
x and y directions. Then we let the system evolve form-
ing cumulus clouds. The ensemble averages have been
taken over 104 samples. We fix the temperature at 300K
on the x− y plane at z = 0, and decrease it linearly with
increasing altitude, as an acceptable approximation for
the known temperature profile [33].
In Fig. 6a we show the results for the fractal dimension
and the distribution functions for the gyration radius r
and the loop length l for two-dimensional projections.
We find the fractal dimension Df = 1.247 ± 0.016, and
also τl = 2.14 ± 0.05 and τr = 2.35 ± 0.06 which are in
excellent agreement with the observed exponents. Also
the Green’s function is found to be logarithmic (Fig. 6b).
We analyzed the winding angle statistics of the bound-
aries of 2D projections, presented in Fig. 6c. Here θ is
the local change of slope, and the variance is taken over
a box of linear length L. Using the fact that Df = 1 +
κ
8
and l ∼ LDf , and also Eq. 1 one can easily show that
V ar[θ] = c′ + κ4 lnL, where c
′ is an unimportant con-
stant [67]. By a linear least-square fitting of the semi-
logarithmic plot in Fig. 6c we found that the correspond-
ing diffusivity parameter is κ = 2.024±0.06. We see that,
the exponents that we extracted from the CML model are
in agreement with the observed exponents.
Summarizing we showed that the two-dimensional pro-
jection of cumulus clouds forms fractal borders with a
fractal dimension consistent with 5/4 and fulfills the con-
ditions of the SLE mapping and the winding angle, point-
ing towards a CFT with central charge c = −2 which
would be in the universality class of the loop-erased ran-
dom walk. Interestingly this is not the universality class
of level sets in 2D turbulence, for which the central charge
is c = 0. We formulated a model for cumulus clouds
based on fluid dynamics and SOC which could repro-
duce the results obtained from the image analysis. In
the future it would be interesting to also verify with
our model other properties of cumulus clouds, like their
three-dimensional shape, their spatio-temporal evolution
and their size distribution, which will however require
substantially more computer time.
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SUPPLEMENTARY MATERIAL for
Self-organized criticality in Cumulus Clouds
In this text we present some details of the observation
and simulation of cumulus clouds.
III. STATISTICAL ANALYSIS OF THE
OBSERVATIONAL DATA
The weather conditions under which the photos were
taken have been gathered in Table S2. Some photos fo-
cused only on a part of a cloud, since the clouds were very
large spanning most part of the sky. Each photo consists
of three matrices showing the intensity of red (R matrix),
green (G matrix) and blue (B matrix), called RGB map.
To simplify our analysis we use a gray map instead of
the RGB map i.e. the mean of the RGB, see Fig. S7.
Figures S8a-d show some samples, and two samples of
boundary contour lines (BoCL) are shown in Figs. S8e
and S8f. The bulk contour lines (BuCL) are shown in
Figs. S9a and S9b, which are closed traces.
For open traces, the winding angle statistics of open
traces is schematically shown in Fig. S10a, in which one
point is fixed on the curve, and another moves along the
curve, and θ is defined by the angle between the straight
line between them and the local slope. The fractal di-
mensions have been calculated by two different methods
shown in Figs. S10b and S10c sandbox (for BoCLs) and
l − r scaling (for BuCLs) respectively. For open traces
we used the relation l ∼ 〈L〉Df in which l is the length
of the curve in a box of length L, which is related to
the end-to-end exponent (ν) via the relation ν = 1Df .
To define the latter, if Ri is the end-to-end Euclidean
distance between the starting point and the ith point of
the curve, then ν is defined by 〈R2〉 ∼ N2ν . For closed
traces the fractal dimension is calculated using the rela-
tion 〈log l〉 = Df 〈log r〉 where r represents the gyration
radius as defined below:
r2 =
1
l
l∑
i=1
(~ri − ~rcom)2, (10)
where ~rcom =
1
l
∑l
i=1 ~ri is the center of mass of the
closed trace.
A. SLE
Schramm-Loewner evolution (SLE) theory describes
the critical behavior of 2D statistical models by focusing
on their geometrical features such as their interfaces.
SLE is the candidate to analyze these random curves by
classifying them to one-parameter classes SLEκ. There
are three kinds of SLE; chordal SLE in which the random
curve starts from zero and ends at infinity, dipolar SLE
in which the curve starts from the boundary, and ends
also at the boundary and radial SLE in which the curve
starts from the boundary and ends in the bulk. In this
paper we deal with chordal and dipolar SLEs.
Let us denote the upper half-plane by H and γt as the
SLE trace grown up to time t. SLEκ is a growth process
defined via conformal maps which are solutions of the
stochastic Loewner’s equation:
∂tgt(z) =
2
gt(z)− ξt , (11)
in which the initial condition is gt(z) = z and the
driving function ξt is proportional to a one dimensional
Brownian motion Bt i.e. ξt =
√
κBt in which κ is the
diffusivity parameter. τz is defined as the time for which
for fixed z, gt(z) = ξt. Although a trace cannot intersect
itself, in the continuum limit where the lattice constant
tends to zero, it might touch itself (in the dense phase
4 ≤ κ ≤ 8), so that some points that are not on the curve
are separated from infinity, meaning that they are not
reachable from infinity without crossing the SLE trace.
The union of the set of such points, together with the
SLE trace itself is called hull Kt. Another way to define
this is the complement of the connected component of
{z ∈ H : τz ≤ t}, which includes infinity, itself denoted
by Ht := H\Kt. The map gt(z) is well-defined up to
time τz. This map is the unique conformal mapping
Ht → H with gt(z) = z + 2tz + O( 1z2 ) as z → ∞ known
as hydrodynamical normalization.
B. The discretization algorithm
Consider a curve that starts from the origin and ends at
a point on real-axis (x∞). The function ht ≡ φoGtoφ−1
describes chordal SLE in which φ(z) ≡ x∞zx∞−z sends the
end point of the curve to infinity, and o represents the
composition of maps. The equation governing Gt(z) is
∂tGt(z) =
2
φ′(Gt) [φ(Gt)− ζt] (12)
whose solution for piecewise constant ζ is:
Gt(z) = x∞
P (ζ, x∞, z)
Q(ζ, x∞, z)
P (ζ, x∞, z) ≡ ηx∞(x∞ − z) +Q(ζ, x∞, z)
Q(ζ, x∞, z) ≡
√
x4∞(z − η)2 + 4t(x∞ − z)2(x∞ − η)2
η ≡ φ−1(ζ)
(13)
To extract the driving function it is necessary to uni-
formize the discrete curve z0 = 0, z1, z2, ..., zN (with
length l = N) step by step. To uniformize the first
point, we consider ζ to be (piecewise) constant in
the interval (0, t1) by the factors η0 = φ
−1(ζ0) and
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FIG. S7: RGB and gray maps of an image that was taken from cumulus clouds. the color bars show the intensity of
light of each color
date (2018) temperature Dew point humidity pressure wind speed precipitation α (deg)
6th June 68− 82◦F 43− 52◦F 25− 46% 25.7 in 7− 16 mph (WNW) 0.0 in 15:50-38:20
9th June 63− 66◦F 54− 57◦F 68− 73% 25.6 in 12− 18 mph (ENE) 0.0 in 15:40-38:00
10th June 61− 70◦F 48− 52◦F 50− 72% 25.5 in 5− 20 mph (E) 0.0 in 15:40-38:00
14th June 64− 73◦F 50− 54◦F 50− 68% 25.6 in 9− 16 mph (ENE) 0.0 in 15:30-37:40
17th June 66− 77◦F 50− 54◦F 41− 60% 25.5 in 5− 7 mph (WNW) 0.0 in 15:20-37:30
18th June 70− 77◦F 52− 57◦F 44− 53% 25.5 in 12− 14 mph (E) 0.0 in 15:20-37:30
21th June 59− 72◦F 41− 43◦F 33− 51% 25.7 in 7− 18 mph (NE) 0.0 in 15:20-37:20
23th June 68− 75◦F 37− 39◦F 25− 33% 25.6 in 7− 18 mph (E) 0.0 in 15:20-37:10
24th June 72− 77◦F 43− 50◦F 31− 39% 25.6 in 5− 14 mph (ENE) 0.0 in 15:20-37:10
26th June 68− 81◦F 46− 50◦F 30− 44% 25.6 in 2− 18 mph (ESE) 0.0 in 15:20-37:10
28th June 70− 81◦F 48− 50◦F 30− 46% 25.6 in 7− 10 mph (SE) 0.0 in 15:40-37:00
30th June 88− 91◦F 48− 55◦F 24− 35% 25.5 in 7− 14 mph (ENE) 0.0 in 15:40-37:00
2th July 88− 91◦F 43− 52◦F 21− 29% 25.7 in 18− 20 mph (ENE) 0.0 in 15:50-37:00
4th July 88− 91◦F 39− 43◦F 16− 20% 25.6 in 18− 20 mph (E) 0.0 in 16:00-37:20
7th July 70− 75◦F 61− 70◦F 65− 73% 25.5 in 12− 18 mph (ENE) 0.0 in 16:20-37:20
TABLE S2: The weather conditions at which the photos were taken. α is the angle of the sunlight with respect to
the normal vector of Earth.
t1 =
(Im(z1))
2x4∞
4[(Rez1−x∞)2+Im(z1))2]2 . Next the transformed point
is chosen to be uniformized.
Apparently not all traces start and end on the same
boundary of the system. Using the rotation shown
in Fig.2 of the paper, we identify the straight line
connecting the start and end point of the trace, and
then cut the trace at the crossing points.
As a final point, we write here the explicit expression
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(a) (b)
(c) (d)
(e) (f)
FIG. S8: (Color online) (a) (b) (c) and (d) are four sample pictures from cumulus clouds. (e) and (f) the boundaries
of two samples of cumulus clouds in gray map.
for the discretized Laplacian
∇2Vi(x, y, z) = 1
6
[Vi(x+ 1, y, z) + Vi(x− 1, y, z)+
Vi(x, y + 1, z) + Vi(x, y − 1, z)+
Vi(x, y, z + 1) + Vi(x, y, z − 1)−
6Vi(x, y, z)],
(14)
and the third term (for i = x) is:
∇(∇.~V )x = 1
2
[Vx(x+ 1, y, z) + Vx(x− 1, y, z)−
2Vx(x, y, z)] +
1
4
[Vy(x+ 1, y + 1, z)+
Vy(x− 1, y − 1, z)− Vy(x− 1, y + 1, z)−
Vy(x+ 1, y − 1, z) + Vz(x+ 1, y, z + 1)+
Vz(z − 1, y, z − 1)− Vz(x− 1, y, z + 1)−
Vz(x+ 1, y, z − 1)].
(15)
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(a) (b)
FIG. S9: (Color online) (a) and (b) in contour lines inside the cumulus clouds.
(a)
(b)
(c)
FIG. S10: (Color online) (a) Illustration of the winding angle statistics of random curves. (b) The box-counting
method defining the quantities l and L. (c) The l − r scaling method for extracting the closed loops.
The y and z components are calculated in a similar way.
Concerning the definition of weights, let us consider the
lattice point (x, y, z) whose content are transported to
a new position (x + Vx, y + Vy, z + Vz) = (i + δx, j +
δy, k + δz) after updating the velocity, where i, j and k
are the integer part and δx, δy and δz are the fractional
portions. The adjacent sites are (i± 1, j, k), (i, j ± 1, k),
(i, j, k±1), (i±1, j±1, k), (i±1, j, k±1), (i, j±1, k±1) and
(i±1, j±1, k±1), and δx as the distance between the new
position and site (i, j, k) in the x direction, for the y and z
directions we have δy and δz. The weights are distributed
between these 27 sites (each site has 26 adjacent sites),
i.e. the variables are updated according to the weights at
the sites. For the positive velocities (δx, δy, δz > 0, for
which only eight sites should be considered) the weights
are (1 − δx)(1 − δy)(1 − δz), δx(1 − δy)(1 − δz), (1 −
δx)δy(1 − δz), (1 − δx)(1 − δy)δz, δxδy(1 − δz), δx(1 −
δy)δz, (1− δx)δyδz, and δxδyδz, respectively.
