In this paper, the performance of a subspace beamformer, namely the multiple signal classification algorithm (MU-SIC), is scrutinized in the presence of sensor position errors. Based on a perturbation model, a relationship between the array autocorrelation matrix and the source autocorrelation matrix is established. It is shown that under certain assumptions on the source signals, the Gaussian sensor perturbation errors can be modelled as additive white Gaussian noise (AWGN) for an array where sensor positions are known perfectly. This correspondence can be used to equate position errors to an equivalent signal-to-noise ratio (SNR)
INTRODUCTION
In array signal processing, subspace-based direction-of-arrival (DOA) algorithms such as the MUSIC algorithm are preferred due to their computational and resolution advantages. One of the main disadvantages of these algorithms, however, is their high sensitivity to various system errors such as gain and phase perturbations, mutual coupling effects, sensor positions, etc [ 11- [4] .
The assumption of perfect knowledge of the sensor positions is never met in practice. The available calibration a Gaussian pdf. Our formulation differs from the previous work since the position perturbations are taken to be timeinvariant.
The following assumptions are made in this paper. The number of signals p is assumed to be known. Methods for estimating p are readily available [7] - [8] . The source signal amplitudes and their autocorrelation structure are known or given (once an estimate of the DOA is available, the estimation of the source signal reduces to a least square fit [6] .) Errors in the MUSIC DOA estimates can arise from a number of sources such as finite sample effects, an imprecisely known error covariance matrix, and a perturbed array manifold. Finite sample effects and the effects of an unknown error covariance matrix will be ignored in this paper to isolate the effects of the perturbation errors. These effects are considered in [6] and [1]-[3].
We will establish a relationship between the sensor perturbation error variance and the usual additive Gaussian noise error variance used in the common DOA estimation problems. Once this relation is established, we will show that the Cram&-Rao bound results derived for the common array model can be equivalently used to determine a lower bound for the DOA variance as a function of the perturbation errors. Simulation results will be provided to validate our arguments. algorithms tend to find the individual sensor or node positions within some uncertainty [5] . In this paper, we evaluate the presence of sensor position errors. The approach is statistical since the position perturbations are assumed to have Prepared through collaborative participation in the Communications Organization of the paper is as follows: In section 2, the model is defined, then in section 3 we will establish a ray with perfect sensor positions (sensor noise) and additive Gaussian noise; and the Gaussian noise variance in an array with perturbed sensor positions and no additive Gaussian the performance Of a subspace-based in relationship between the Gaussian noise variance in an ar- noise (position noise). In section 4, using the correspondence between the errors, we will find a CramCr-Rao bound for the perturbation errors without explicitly evaluating the bound. From (3), it is easy to verify that the perturbation matrix ri is the following:
For narrow-band signals, the array output vector y(t) can be written as follows: (8) In (8), y(t) is the noisy array output vector, n(t) is an additive noise (e. However, the results will simplify when the source signals are assumed to be uncorrelated (i.e., diagonal R,).
EFFECTS OF THE POSITION PERTURBATIONS ON THE ARRAY AUTOCORRELATION MATRIX
The signal model for subspace estimation when the sensor positions are perturbed may be written similar to (8) as where the steering matrix A( 0) is the following:
Our objective in finding a closed form expression for R is to elicit and evaluate the effects of the sensor position perturbations on the DOA estimates, given that only the nominal sensor positions are known. Let us reiterate the fact that the perturbations are assumed to be random variables at each trial of the DOA estimation and do not vary with time. Moreover, for simplicity, the additive noise vector n(t) in (1 1) is assumed to be zero to isolate the effects of the position perturbations. The general case is trivial once this derivation is done and hence is omitted here.
Using the definitions in (IO) and (12), the autocorrelation matrix of the perturbed array can be written as R = E{jqt)j+yt)} n n P P
[.]i,j refers to the i , j t h element of the matrix inside the brackets. In the last step of (13), we made use of the fact that the signals are independent of the perturbations. Since the signal term is a scalar, it can be taken out of the matrix multiplications, and hence by the independence assumption, the autocorrelation term appears.
using the definitions of steering vectors and the perturbation manifolds in (3) and (7):
Let us now explicitly evaluate the expectations for [R]m,n,
Q U
At this step, we will need the following result: E{ej""} = e -2 for a constant a and U N N(0, a2) . Then, it follows that , 2 0 2 Equation (15) may be written in a compact way using the matrices as follows:
where D(0) = diag([ e-<llk~Il2, and . . . , e-<llk~l12 I)
It should be noted that when the position perturbation noise is chosen to be a uniform random variable, (15) has terms that depend on the individual wavevector components as opposed to its magnitude. Hence, the simplifications can not be made for uniform position perturbation noise.
Equation (17) simplifies if the signals are uncorrelated and have the same wavelength A:
where Ai denotes the individual signal amplitudes and I is i = l the m x m identity matrix. Under the same assumption, the array autocorrelation matrix assumes the form that we will concentrate on for the rest of this paper:
Note that the variance of [RI,,, can be shown to be [9] :
When (24) is compared to (20), one should notice that the
variance of the diagonal elements in (24) is nonzero. Since the scaling factor y in (19) does not affect the noise-and signal subspaces of the array autocorrelation matrix R, it can be argued for MUSIC algorithm that the additive term on the right hand side of (19) can be, in fact, thought of as generated by an equivalent additive Gaussian noise with where y 1 e(?)'.
straight forward to derive the variance relation below:
Under the Same assumptions leading to (19), it is also
In (20), it is interesting to note that R has zero variance on its diagonal due to the fact that sensor position perturbations lead to a constant bias on the time-delay information used in the DOA estimation for individual sensors when nominal sensor positions are used in the estimation process.
APPLICATION: THE CRAMER-RA0 BOUND
The relationship between the array autocorrelation matrix and the source matrix in (19) suggests that the perturbation noise in the sensor positions may be considered as an additive white Gaussian noise term that could be added to (8) .
From (8) , the usual derivation [6] leads to an array autocorrelation matrix that can be written as follows:
where it is assumed that the noise vector is additive white gaussian noise (AWGN), i.e. n(t) -N(0,o;).
It is known that R is complex Wishart distributed with N degrees of freedom and parameter matrix P = ha21 (i.e., R -W&(N,P)) [9] : Equation (25) can be used to determine a CramCr-Rao bound for the DOA variance vs. the position perturbations. One important point to consider in this case is that since the perturbation noise is coherent for all snapshots and has u2 on both z -y coordinate system, the signal-to-noise (SNR) ratio incorporates an additional 2N factor. Note that in Fig. 1 , the performance of MUSIC under AWGN differs from the performance of MUSIC under position perturbations at low equivalent SNR's. This result can be shown to hold also for conventional and minimumvariance beamformers. This can be attributable to the fact that the position perturbations result in a less severe effect on the distribution of array autocorrelation matrix than the AWGN. At high SNR's, the performance curves are very close due to the fact that the perturbations in sensor positions and the AWGN have the same first order effect on the array autocorrelation matrix.
CONCLUSIONS
In this paper, it is shown that sensor position perturbations create a highly signal dependent effect on the DOA estimation when multiple narrow-band signals are present. The distribution of the array autocorrelation matrix does not follow the Wishart distribution when large position noise is present. It is found that the effect of the AWGN on the autocorrelation matrix is much more severe than the effect of the position perturbations. Direct derivation of the DOA estimation errors is not,done in this paper and requires some further study. Hence, the CramCr-Rao bound under AWGN can be approximately used for the position perturbations at high SNR's (e.g., greater than OdB).
