In fixed income markets, volatility is unspanned if volatility risk cannot be hedged with bonds. We first show that all affine term structure models with state space R M + × R N −M can be drift normalized and show when the standard variance normalization can be obtained. Using this normalization, we find conditions for a wide class of affine term structure models to exhibit unspanned stochastic volatility (USV). We show that the USV conditions restrict both the mean reversions of risk factors and the cross section of conditional yield volatilities. The restrictions imply that previously studied affine USV models are unlikely to be able to generate the observed cross section of yield volatilities. However, more general USV models can match the cross section of bond volatilities.
Introduction
Bond markets are incomplete if there are sources of risk that affect fixed income derivatives that cannot be hedged with bonds. Such incompletenesss might arise, for example, if bond prices depend on the volatility of the short-term interest rate due to convexity effects and if expectations of future interest rates depend on volatility. These two effects can exactly cancel out, in which case bond prices will be independent of volatility. Collin-Dufresne and Goldstein (2002) show that such cancellation is possible in term structure models with three or more risk factors. Because volatility clearly affects bond option prices, fixed-income options can complete the market. They refer to this form of bond market incompleteness as unspanned stochastic volatility (USV).
A growing body of literature finds empirical support for separate risk factors driving fixed income derivative prices. Collin-Dufresne and Goldstein (2002) find evidence for the existence of unspanned volatility by showing in a regression analysis that returns for cap straddles, which are particularly sensitive to volatility, are only slightly correlated with changes in bond prices. Heidari and Wu (2003) find that although level, slope, and curvature factors explain nearly all of the variation in yields, they explain only a fraction of the variation in swaption implied volatilities. Using awayfrom-the-money interest rate cap price data, Li and Zhao (2006) find that a quadratic affine term structure model estimated on interest rate swaps cannot hedge cap straddles well. Andersen Management Science 00(0), pp. 000-000, c 0000 INFORMS and Benzoni (2010) find factors driving short-horizon volatility that are unrelated to yield curve movements by analyzing high frequency data.
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In this paper, we examine the ability of affine term structure models with incomplete bond markets to explain the dynamics of the cross section of interest rates.
2 The literature has come to conflicting conclusions regarding the ability of low-dimensional dynamic term structure models to jointly capture both the USV phenomenon and the conditional term structure of volatility. Thompson (2008) empirically investigates the ability of affine models with a single volatility factor to match the dynamics of yields. The estimated models he considers, with and without USV imposed, match the dynamics of longer maturities, but the conditional volatility of the short rate is not matched. In contrast, Collin-Dufresne et al. (2009b) analyze similar models and find that their estimated three and four factor USV models capture the dynamics of the short rate, while non-USV models do not. However, they do not fully examine the dynamics of longer maturities. Bikbov and Chernov (2010) , using futures and short dated options on short maturities, find that their USV model substantially misprices the options. Jacobs and Karoui (2009) find that the cross-section of bond yields can explain substantial variation in volatility for certain periods and datasets.
We show that the apparent failure of these USV models to simultaneously match the volatilities of long-and short-maturity bonds, and the implied volatilities of bond options, can be explained by the restrictions on the relative mean reversion rates of risk factors implied by USV. To illustrate these issues, taken up more formally below, consider the swap-implied yields for the period April 1987 to December 2012 displayed in Figure 1 (see Section 5 for a full description of the data). Evident is the widely studied level factor in yields. The fact that a level factor explains much of the variation in yields implies the existence of a persistent factor with very slow mean reversion driving the short rate. Figure 2 shows the time series of yield conditional volatilities and demonstrates how the conditional volatilities of longer maturity yields move together. This implies that the persistent factor driving the short rate has stochastic volatility. On the other hand, short maturity conditional volatilities have greater variability than longer maturity yields, suggesting the existence of a quickly mean reverting factor driving the short rate that has stochastic volatility.
Any factor with stochastic volatility will generate a convexity effect. For USV to be present, this effect must cancel across all maturities so that this volatility does not affect bond prices. We show that, since the convexity effect involves a quadratic term, the cancellation of a risk factor's convexity effect can only be due to volatility affecting expectations of another factor with twice the level of mean reversion. With a single volatility factor and two or three non-volatility factors, as studied in the prior literature, it is difficult to cancel the convexity effects of both a quickly mean reverting factor and a slowly mean reverting factor. This creates the tension seen in the prior empirical results. If USV is maintained, there can either be a level factor with stochastic volatility or a short end factor with stochastic volatility, but it is difficult to capture both effects.
In light of this tension, we then investigate if more general USV affine models are capable of matching the cross section of yields and yield conditional volatilities. Before examining incompleteness conditions in affine models, we first construct a drift normalized canonical form. Cheridito et al. (2010) show that there exists affine term structure models which do not fall into the class studied by Dai and Singleton (2000) . We show that all affine models with state space R
can be uniquely drift normalized. Additionally, we characterize the parameters which allow the alternative variance normalization of Dai and Singleton (2000) .
With a more general characterization of affine term structure models in hand, we then examine conditions to exhibit incomplete markets. This extends and generalizes the results of CollinDufresne and Goldstein (2002) . We show that any incompleteness must involve stochastic volatility factors. We classify all models with incomplete markets when there is a single stochastic volatility factor driving interest rates and derive several USV specifications not addressed in the prior literature.
Taken together our results suggestions some important considerations for affine short rate models.
The results are also suggestive of some tradeoffs that highlight potential benefits of other modeling approaches. For example, Casassus, Collin-Dufresne, and Goldstein (2005) , Trolle and Schwartz (2009) and Trolle and Schwartz (2011) consider HJM-type models with unspanned stochastic volatility. These models are much less restrictive, although the affine representation comes with locally deterministic state variables. Another alternative framework of interest is the linearity generating process as in Carr, Gabaix, and Wu (2011) . Here, too, unspanned risks are generated in a different context which allow some benefits such as simple derivative pricing.
Incomplete Markets in Affine Term Structure Models
In this section, we establish a number of theoretical results for general affine term structure models, as well as specialized results for models that generate incomplete markets. We first establish a sufficient and necessary condition for two latent factor models to be observationally equivalent.
Second, we rigorously develop an alternative normalization which focuses on the risk-neutral drift specification to identify latent factors of the model. Finally, using these results, we provide a general specification for a class of affine models with incomplete markets. The detailed proofs are contained in Appendix A
Observational Equivalence of Affine Term Structure Models
We now consider rigorously the following question: what are sufficient and necessary conditions for two different affine term structure models to have identical implications for the time series
properties of fixed income securities? In the standard approach of reduced form affine term structure modelling, there are latent variables representing the state of the economy which drive all prices.
This approach has the benefit of simplifying the imposition of the technical conditions required for the absence of arbitrage. This benefit comes at the cost of using a latent, rather than observed, state variable.
Using latent variables obscures when two distinctly parameterized latent variable models imply identical distributions (in both the cross-sectional and time series senses) for fixed income prices. Dai and Singleton (2000) , hereafter DS, show when two affine models are related by an affine invariant transformation, they give rise to identical implications. This provides a sufficient condition. However, by considering a permutation under-identification in the DS canonical form, CollinDufresne, Goldstein, and Jones (2008) , hereafter CGJ, implicitly argue that this condition might not be necessary. In this section, we rigorously show that the existence of an affine change of variables is not only sufficient but necessary for observational equivalence of affine models.
We now review some notation and background before stating our results.
Observational Equivalence:
The goal of a dynamic term structure model is to provide a coherent joint time-series model for all available bond yields as well as related derivative securities. Thus, a term structure model defines a stochastic process {P t } t where P t is a vector of all fixed income prices (including derivative securities) defined on some probability space (Ω, F, P) satisfying the usual conditions (see, e.g., Protter (2004) ). Hereafter, we will use the term fixed income prices to refer to the prices of riskless bonds as well as derivatives securities derived from riskless bonds.
We will be interested in when two term structure models are the "same" model. For this, we consider two term structure models to be the same if they cannot be distinguished by an econometricians for any possible dataset. Thus, we consider two term structure models to be the same when they are observationally equivalent.
Defintion 2.1. Two (possibly infinite-dimensional) price processes {P t } and {P t } defined on (Ω, F, P) and (Ω,F,P) are observationally equivalent if they define the same finite dimensional distributions. That is, if for any (E 1 , E 2 , . . . E n ) and any (t 1 , t 2 , . . . , t n ), we have
Implicit in this definition is that each component of P t andP t correspond to the same security. Affine short rate models provide a low-dimensional term structure model which also imposes the internal consistency condition of no arbitrage. An affine short rate model is determined by a short rate, r t , which is driven by an N −dimensional Q-Markov state variable, X t , defined on some domain D, such that
where
Here, Q is the risk-neutral measure so that any claim with payoff at time T given by f (X T ) can be priced by the discounted risk-neutral expected value
Without loss of generality, we will suppose that N is chosen to be minimal in the sense that one cannot choose (N − 1) linear combinations of the vector X t so that the short rate, conditional mean, and conditional variance depends only on these (N − 1) linear combinations of the element of X t . That is, we suppose that there are no factors that are degenerate in the sense they have no effect on any price, including derivatives. We will refer to this condition as Q-degeneracy.
Before proceeding, it is worth noting that Q-degenerate models may be economically interesting since although fewer than N linear combinations of X t may be Markov under Q, it may be the case that any (N − 1) linear combinations of X t are not Markov under P. For example, Joslin, Priebsch, and Singleton (2012) consider the case where additional factors beyond just the crosssection of yields are required to form a Markov system uner P. In their case, the additional factors are macro-variables, but they could equally well be unobservable factors. A key difference is that in these Q-degenerate formulations the risks unspanned by the cross section of bond yields is not captured in the cross section of interest rate derivatives.
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In this setting, Duffie and Kan (1996) show that zero coupon bond prices are given by
where the loadings A and B satisfy the Riccati differential equationṡ
A complete term structure model (i.e a time-series distribution for fixed income prices) is then determined by the time series properties of X t in conjunction with the pricing relations (1a-1d) and (2). Suppose that X t follows a general Itô diffusion process under the historical distribution P:
Notice that (3) implies that X t is P-Markov; this assumption can be relaxed (see, e.g., Joslin, Priebsch, and Singleton (2012) ). Together with the cross-sectional pricing implication, (3) fixes the historical distribution of fixed income securities. No arbitrage requires diffusion invariance so that the σ takes the same parameters from (1d). For now, we will let µ P be an arbitrary (possibly non-affine) function (see Duarte (2003) and Le, Singleton, and Dai (2010) ). Thus, we parameterize a Q-affine short-rate model by the parameter vector Θ = (
here µ P may be non-affine; we refer to such models as Q-affine short rate models.
Affine Transformations of Q-affine models:
DS introduce the concept of invariant transformations of affine short rate models, which extends also to Q-affine models. Consider a Q-affine model with a fixed parameter vector Θ and a state variable X t defined by the diffusion in (1b-1d). For a given N × N non-singular matrix A and N -dimensional vector b we can consider the associated Q-affine model with state variablesX t = AX t + b. The parameter vector for the model with the latent factorX t ,Θ, are computed in DS.
For example, we can compute the conditional mean ofX t under Q aŝ
Analogous transformation for the rest of the parameter vector Θ arê
7 Henceforth, we denote the action on the parameter vector Θ given by (A, b) in (4) and summarized in (5 -9) byΘ = AΘ + b. In this way, we can consider affine transformation of the parameter vectors for Q-affine models.
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Necessary and Sufficient Conditions for Observational Equivalence of Q-affine models:
Affine term structure models are defined in terms of a low-dimensional state variable, but we are interested in the time-series and cross-sectional properties of all fixed income prices. We would like sufficient and necessary conditions for two affine term structure models to be equivalent in the sense of Definition 2.1.
It is easy to obtain a sufficient condition for two affine term structure models to be observationally equivalent.
Theorem 1. IfΘ = AΘ + b for an invertible matrix A, then the term structure models defined
given by (5-9), are observationally equivalent.
This condition also turns out to be necessary for two affine term structure models to be observationally equivalent.
Theorem 2. If Θ andΘ are two Q-affine term structure models that are observationally equivalent, there exists an invertible matrix A and vector b such thatΘ = AΘ + b.
The first proposition is essentially immediate and follows from DS. The proof of the second proposition utilizes the fact that there must exist some set of exactly N derivatives that span all fixed income securities, and which are related to the latent state by a log-affine transformation.
This follows since the Q-conditional characteristic function is exponential affine.
Taken together, Theorem 1 and Theorem 2 provide sufficient and necessary conditions for two affine term structure models to be observationally equivalent.
2.2. A drift normalized canonical form for affine term structure models DS point out two key issues that arise in applying affine term structure models. The first is econometric identification. As highlighted in Section 2.1, since the state variable is unobserved, it is possible that two distinct models may be observationally equivalent. A second issue is admissibility.
In order to have a well-defined process we must guarantee, for example, that σ t σ t is positive semidefinite for all possible states. It will be convenient to first impose admissibility and identification conditions before imposing incompleteness conditions. Because any affine USV model is a restricted version of a general affine model, this is a natural order for applying the types of conditions.
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In order to guarantee an admissible and identified term structure model, we proceed differently from DS. First, we consider the class of admissable regular affine diffusion with state space R Duffie et al. (2003) . Cheridito et al. (2010) show that this class is strictly larger than the class considered by DS when M ≥ 2, (N − M ) ≥ 2. Second, in contrast to DS who identify the models by normalizing the variance structure, we normalize the drift structure.
Define a Q-affine model to be drift normalized when it can be written in the form:
where the matrix K G is diagonal with entries strictly increasing on the diagonal. The Σ V i are M ×M matrices which are all zero except the (i, i)-entry, which is 1, and Σ G i are positive semi-definite matrices. Additionally,
1 is a matrix of zeros for i > M and ρ 1,i = 1 for i > M . 6 We will refer to the first M factors as volatility factors and the last N − M factors as conditionally Gaussian factors, since conditional on the path of the first M factors they will be normally distributed.
The uniqueness of this representation is guaranteed by The models of DS take the form of (10) with Σ G i diagonal for i = 0, 1, . . . , M , but K G is unconstrained. It is always possible to simultaneously diagonalize two or fewer matrices, but, in general, it is not possible to simultaneously diagonalize three or more matrices. Theorem 4 characterizes more precisely the relationship between drift normalized models and the variance normalized models of DS. Theorem 3 and Theorem 4 also complements the results of Collin-Dufresne, Goldstein, and Jones (2008) . They offer a heuristic proof (based on parameter counts) that there exists affine models not in the class considered by DS. Theorem 3 provides an explicit proof of both the identification and maximality of the class (given the state space). Moreover, the proof of Theorem 3 demonstrates rigorously that the permutation under identification of the DS normalization they point out is resolved by a simple ordering of eigenvectors. Finally, Theorem 4 shows formally the exact dimension of flexibility that a more generalized covariance structure allows relative to DS.
A general class of affine term structure models with incomplete markets
In the event that the set {B(τ )} τ ∈R + is contained in a subspace of dimension less than N , there will be incomplete bond markets. 7 That is, there will be risks which affect fixed income derivatives but cannot be hedged using only bonds. Collin-Dufresne and Goldstein (2002) , hereafter CG, show that it is possible in an A 1 (3) model for volatility to not directly affect bond prices. Specifically, there is a rotation of the state variables so that the volatility of the short rate is one of the factors, and its loading is zero.
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My approach of imposing USV after imposing admissability and identification differs from the approach in CG and Collin-Dufresne et al. (2008) . There, admissability is imposed after constraining the model to achieve incompleteness. An advantage of imposing admissability first is that many higher factor incomplete market models are immediate from lower factor models. As long as the new factors do not affect the existing loadings, either by entering through the conditional mean or convexity terms, markets will still be incomplete. For instance, if the parameters in (1) are for an A 1 (N ) model with incomplete markets, then an A 1 (N + 1) incomplete markets model can be obtained by:
Because H 0 doesn't enter into the Riccati equation for the factor loadings, B, H 0 is not restricted except by admissability. Although derived differently, the A 1 (3) and A 1 (4) models in CollinDufresne et al. (2009b) are related in this manner, and so are special cases of our construction.
7 If there are D locally deterministic factors (i.e. dim({H1 · x} x∈R N = N − D), there are incomplete markets if the projection of {B(τ )} τ ∈R + onto the stochastic factors has dimension less than N − D.
8 The interpretation that the unspanned factor is volatility relies on using yields for the other factors (Y 2 , Y 3 ). If there are other observable factors, different rotations are possible where volatility has a non-zero loading.
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First, this parametrizes the model in terms of the eigenvalues, which are invariant to rotation.
This allows for a direct comparison of models estimated on different datasets or even estimated with a different number of factors. Second, there is a natural prior for the eigenvalues. Even without estimation, one can be reasonably confident that one eigenvalues is near zero with others corresponding to shorter half-lives from about six months to ten years. Further, constraints on the eigenvalues, such as Q−stationarity, become linear and therefore easy to impose.
Presently, there are two advantages to diagonalizing the drift. First, the Riccati equations for the last N − M factors are uncoupled from the first M equations. Second, by diagonalizing K G , the last N − M ricatti equations are uncoupled and have simple closed form solutions. The last
The solution is
In the non-diagonalizable case, there are also closed form solutions which are exponential polynomials. It is easy to see conditions under which exponential polynomials are colinear:
Before applying this to the bond loadings, we must first rule out cases where there are extraneous factors which affect neither bond prices nor fixed income derivative prices. For example, suppose that X t is a 2-dimensional Brownian motion with independent components and r t = X 1 t + X 2 t . In this case, r t is itself a 1-dimensional Brownian motion. The factor X 1 t − X 2 t represents a source of uncertainty which is independent of the short rate and which does not affect any prices.
Theorem 5. Necessary and sufficient conditions that an A M (N ) model in the form of (10) does not reduce to an A M (N − 1) model are that there are no eigenvectors of K G orthogonal to ρ G .
In particular, the geometric multiplicity of each eigenvalue of K G must be 1 and each eigenvalue corresponds to only one Jordan block.
The proof of Theorem 5 gives the important result:
Theorem 6. In any non-degenerate A M (N ) in the form of (10), {X M +1 , . . . , X N } are always spanned. That is, for any {c n } it cannot be true that N n=M +1 c n B n (τ ) = 0, ∀τ unless all c n = 0. from which it follows: 9 Corollary 3.1. Bond markets are complete in any A 0 (N ) model. CG prove this corollary for the special cases N = 2 and N = 3 by explicitly examining a Taylor series expansion of the factor loadings.
Theorem 6 shows that that any incompleteness must involve the stochastic volatility factors.
Since the conditionally Gaussian factors' loadings are known in closed form, this greatly simplifies the problem of identifying affine models with incomplete markets.
It is particularly easy to characterize incomplete markets in A 1 (N ) models.
Lemma 2. For any N ≥ 3, there exist A 1 (N ) models with incomplete markets. When in the form of (10), the loading on the volatility factor will be an exponential polynomial of the form
where k i may be complex if there are complex eigenvalues of K G .
For fixed N , there will be several distinct classes of USV models. A few steps allow a complete enumeration of all possible models. First, consider the possible Jordan decompositions for K G .
Enumerating the possible ordered Jordan block decompositions guarantees a complete classification. For a fixed Jordan block structure of K G , we can then compute closed form solutions for B G .
The Riccati equation for B 1 is:
Since B 1 is a linear combination of the other loadings, each of these terms will be an exponential polynomial. We can then apply Lemma 1 and equate coefficients of each monomial term.
To illustrate this procedure, consider the case of an A 1 (4) model. For a general drift-normalized A 1 (4) model, the conditional means and variances take the form:
The diagonal entries of K 1 control the rates of mean reversion of the risk factors. For example,
)/10 ≈ −.069, there will be a relatively persistent risk factor with a half-life of 10 years. This persistent risk factor will have stochastic volatility provided H 1 1,44 > 0.
In this case, the persistent risk factor will generate a quadratic convexity effect decaying at a rate of −2K 1,44 . For this convexity effect to possibly cancel, an eigenvalue will need to be restricted to be 2K 1,44 .
Restricting K 1,33 = 2K 1,44 allows the possibility that the convexity effect of the persistent factor generated by H 1 1,44 , but other positive entries in H 1 1 will generate convexity effects as well. There are two possibilities in the A 1 (4) model: The first case is that K 1,22 could be unrestricted and then only the persistent Gaussian factor generates a stochastic convexity effect. The second case is that the ratio of K 1,22 to K 1,33 to K 1,44 is 4 : 2 : 1.
The first case requires zeroing all but one entry in the lower 3 × 3 matrix of H 1 1 to be zero:
This is the case given in Collin-Dufresne et al. (2008) . Further restrictions on K 1,11 , K 1,31 , K 1,41 are needed to ensure that volatility affects the conditional expectations in such as way as to cancel the convexity effects. The exact form of the restriction can be derived by substituting the closed form loading into the Riccati equation and applying Lemma 1. Appendix D contains details of this derivation for the second case in which K 1,22 is restricted to be twice K 1,33 . This allows the third and fourth factors to have stochastic volatility.
It is apparent that in either case not only are the mean reversions of the risk factors restricted, but the covariance structure is required to be very simple. Section 5 illustrates that the simple covariance structure results in a simple cross section of conditional yield volatilities.
Interpreting USV Constraints
There are three general types of contraints. The first type of constraints are restrictions on the mean reversion rates of the risk factors. Second, the conditional covariances of the risk factors are constrained in order to not introduce convexity effects which cannot be cancelled. These two conditions allow for the possibiliity of expectations effects to exactly cancel any convexity effects generated across maturities. The third type of constraints requires volatility to affect expectations in such a way as to provide the cancellation.
For illustration, consider the case of an A 1 (N ) model with distinct eigenvalues in the drift matrix and the identification and admissability constraints of Section 2 imposed on the parameters. The sensitivity of the log price of a τ -year to maturity bond to a shock in a Gaussian risk factor is proportional to (1 − e −κτ ), where κ is the rate of mean reversion of the factor. As the maturity grows, bond prices become less sensitive to shocks in the Gaussian risk factors. The sensitivity of bond prices to the volatility factor is more complicated, representing a mix of expectations and convexity effects. Because the convexity effect is quadratic, the convexity effect generated due to stochastic volatility of a factor mean reverting at rate κ can only be cancelled by a factor mean reverting at rate 2κ. More generally, for two factors, which mean revert at rates κ 1 and κ 2 , the convexity effect generated by stochastic covariance between the factors can only be cancelled by volatility affecting expectations of a factor that mean reverts at rate κ 1 + κ 2 .
Convexity effects also introduce restrictions on the covariance structure of the risk factors.
The local covariance of the conditionally Gaussian risk factors are affine in the volatility factor,
and each non-zero entry of Σ G 1 generates a convexity effect. Since each convexity effect places a restriction on the rate of mean reversion of one of the risk factors, some factors must have constant volatility. For example, the risk factor that mean reverts most quickly must have constant volatility because its quadratic convexity effect will decay twice as fast any expectation effect. Each non-zero element of Σ G 1 will require a risk factor to mean revert at a specific rate to cancel the convex effect. Therefore, imposing n restrictions on the rates of mean reversion of the risk factors will allow n entries in the (N − 1) × (N − 1) matrix Σ G 1 to be non-zero. That is, only by adding restriction to the factor mean reversion rates can the convexity effects of stochastic covariance be cancelled.
Finally, constraints that ensure cancellation of the expectations and convexity terms must be imposed. This is only possible provided the first two types of restrictions hold. These restrictions are represented in restrictions on the effect of the volatility factor on the conditional means of the Gaussian state variables through the parameters K 1,i1 , for i > 1.
The Cross Section of Bond Yields
A robust finding of Litterman and Scheinkman (1991) and others is that changes in yields are explained by three principal components (PCs): a level, slope, and curvature factor. In an affine term structure model, the PC loadings will be, at least approximately, a linear combination of the yield loadings B y (τ ) ≡ −B(τ )/τ . To see this, consider a fixed collection of maturities τ = Management Science 00(0), pp. 000-000, c 0000 INFORMS (τ 1 , τ 2 , . . . , τ n ). Suppose the factors are rotated and scaled so that B y ( τ ) 2 = 1 and the covariance matrix of X t , Σ, is diagonal with eigenvalues decreasing on the diagonal. The covariance matrix of the yields is then
This is exactly the decomposition which PC analysis seeks to achieve and so B y ( τ ) must give the model implied PC loadings. In order to have a level factor, a linear combination of the loading must be relatively constant across maturities. For an A 1 (N ) USV model with distinct real eigenvalues, this requires an eigenvalue to be approximately zero. That is, one factor must have very slow mean reversion. Dai and Singleton (2000) , Duffee (2002) , Duarte (2003) , and many other authors have found such a near unit root under a variety of affine specifications. For an A 1 (3) USV model, since one eigenvalue is constrained and one factor does not affect yields, there is essentially only a single free eigenvalue.
This means having a level PC essentially constrains all the loadings. An A 1 (N ) USV model has at most N − 2 free eigenvalues of K G 1 . The more flexible the volatility structure (i.e., the more convexity effects that are generated), the fewer free eigenvalues there will be.
Consider now the term structure of conditional volatility. In an affine model, the local conditional variance of a τ -year bond yield is
The restrictions on the conditional means of the factors will enter volatility through the B y loadings.
Incomplete markets give no restrictions on H 0 . This means that generally USV models will be capable of capturing the unconditional term structure of yield volatilities. An exception is the A 1 (3) USV model. If the only free eigenvalue of K G 1 is approximately zero, agreeing with the first principal component of yield changes, the unconditional term structure of volatility will be approximately flat. In an A 1 (N ) model, the changes in conditional variances will be linear in the volatility factor:
Both the loadings and H 1 will be restricted by USV.
To examine the restrictions on the term structure of volatility empirically, I construct a time series of changes in volatility using 3 month LIBOR, 6 month LIBOR, and zero coupon yields up to 10 years bootstrapped from swaps rates. Monthly data were obtained from Datastream 
By having a risk factor which is very persistent and a risk factor which is more transient, both with stochastic volatility, the model implied first principal component can be quite close to the observed first principal component.
In contrast, A 1 (3) and A 1 (4) USV models necessarily have much simpler variation in the cross section of conditional variances. For the A 1 (3) and A 1 (4) USV models in CGJ, H 1 1 will be of the form 
Because many of the entries in H 1 1 are constrained to be zero to not introduce convexity effects, only the first two loadings enter into changes in conditional volatilities. Since also B 1 ∝ B 2 , this implies that in these cases
This is inconsistent with the cross section of conditional volatilities for most values of a. For example, the estimates in Table 2A A principal components analysis of maturities one year and beyond using either EGARCH volatilities or short dated swaption implied volatilities shows that indeed a level factor explains most of the variation of changes in variances. If one is only interested in modelling these maturities, an A 1 (4) model with incomplete markets might be satisfactory.
Empirical Analysis
We now turn to a more in-depth comparison of the empirical properties of the various USV specifications and compare their abilities to match key features in the data. The features that we analyze are the ability of the models to match both the cross section of yields and the cross section of changes in yield volatilities.
In addition to the A 1 (3) and A 1 (4) USV models, we also consider an A 1 (5) USV model. This would allow for both a quickly mean reverting and a slowly mean reverting Gaussian risk factor with stochastic volatility. The other two Gaussian factors could provide cancellation of the convexity terms. The cross section of conditional variances will vary as in (12). Thus, A 1 (5) USV models have the ability to produce variation in the cross section of conditional variances seen in the data.
A difficulty that arises in estimating the USV models is the fact that volatility is not directly observed. Several empirical methodologies have been developed in the literature to address this issue. Collin-Dufresne, Goldstein, and Jones (2009a) use Bayesian methods with filtering via Markov chain Monte Carlo. Another methodology considered is the generalized method of moments (GMM) as in Melino and Turnbull (1990) or Jacquier, Polson, and Rossi (1994) . Other methods include spectral analysis as in Bates (2006) or the method of Thompson (2008) . As highlighted in Bates (2006) , this issue manifests in (at least) two dimensions: (1) difficulty in inference regarding parameters of the data generating process and (2) To estimate the model with GMM, we first select a set of moment conditions. First, we suppose that in the N factor model, the model exactly prices the first (N − 1) principal components of yields. This reduces the inference problem to only one state variable, the unspanned volatility factor. The moment conditions that we then choose are (1) mean zero pricing errors for each yield as well as pricing errors orthogonal to the first (N − 1) lagged principal components, (2) mean zero innovations in the first (N − 1) PCs and orthogonality of the innovations with respect to the lagged PCs, (3) the difference between the sample average of the covariance of innovations and model-implied mean equal to zero, as well as differences between the cross-second moments interacted with lagged PCs and the population counterparts. In estimation, we used a two-step GMM procedure. In the first step, we use equal weighting of all of the moments. In the second step, we update the weighting matrix to the optimal weighting matrix under the assumption of a diagonal weighting matrix.
11 In estimation, we consider the unspanned stochastic volatility models with three, four, or five factors. Within each class, we also consider several variants. In each case, we consider separately the case that it is the first, second, or third smallest eigenvalue of K 1 that has the property that their is a corresponding eigenvalue with twice the value. This allows us to directly examine if there is a tradeoff between matching the cross-section of yields and the crosssection of volatilities. Additionally, in the case of the A 1 (5) model, we may have more flexible loadings by having eigenvalues in a 1:2:3:4 ratio.
Full parameter estimates are shown in Table 1 and Table 2 . 12 The necessary constraints for USV are imposed in each model and the overall global optimum configuration of the constraints was selected. The standard errors are computed using standard GMM with a Newey-West lag of 12 months.
We can evaluate a baseline of how the models fit the data by examining how the models fit the cross-section of bond yields and how well they fit the time series of conditional volatilities. In terms of fitting the cross-section of yields, all of the specifications (with any choice of eigenvalue to have the 1:2 ratio) produced a relatively good fit, with the possible exception of the A 1 (3) USV model.
The root-mean squared pricing errors were 13.5 basis points, 6.7 basis points, or 3.1 basis points for the A 1 (3), A 1 (4), and A 1 (5) models, respectively, when the GMM criterion function is minimized.
In the A 1 (4) and A 1 (5) models, imposing different eigenvalues to have the 1:2 ratio resulted in a modest loss of fit of around 2-4 basis points. However, imposing the restriction of the 1:2:3:4 ratio increased the RMSE pricing error to 8.5 basis points. Because of the high precision with which we make inferences on the Q-parameters, the criterion function strongly favors the specifications with the lowest root-mean square pricing error in all of the cases.
Interestingly, for the A 1 (4) and A 1 (5) models, the root-mean squared pricing errors are only slightly higher than the root-mean squared pricing errors of the associated A 1 (3)/A 0 (3) and A 1 (4)/A 0 (4) models where USV is not imposed. One way to view this result is that in these cases the 1:2 constraint has only a small effect on the cross-sectional properties of the model to match yields. That is, given the freedom to arbitrarily select two eigenvalues, a constraint on another 11 Due to the number of moment conditions, using the full optimal weighting matrix resulting in numerical difficulties. Estimation using other moment conditions (such as third moments) had no qualitative effect on the results.
Management Science 00(0), pp. 000-000, c 0000 INFORMS eigenvalue has only a small affect on the ability of the model to fit the cross-section of yields. In the case of the A 1 (3) model, this flexibility breaks down since only one eigenvalue is free. As predicted by the theoretical arguments, the model has two very persistent factors (half-lives of 5 years and 2.5 years). Having two very persistent factors results in a poor ability of the model to capture the slope of the yield curve. The A 1 (4) model again selects a very persistent factor to have stochastic volatility (the 1:2 restricted half-lives are 3.4 years and 6.8 years). The A 1 (5) model selects two eigenvalues to have 1:2 ratios -the corresponding half lives are 3.4 and 6.8 years and 0.45 years and 0.9 years.
The first principal component of changes in yield variances implied by each model is plotted in Figure 5 . As predicted by the theory, we see that in the A 1 (3) model the very persistent factor required to match the cross section of yields implies that the first principal component has very flat loadings. This remains true in the A 1 (4) model as well, though the alternative specification (where the eigenvalue corresponding to quicker mean reversion has stochastic volatility) has a more accurate variance loading at the expense of a poorer fit to yields, which the GMM criterion function rejects. In the case of the A 1 (5) model, we see that the variance loadings produce a fairly reasonable match to the data. We see, as before, that there are local optima which have a more flat structure, including the specification with the 1:2:3:4 ratio.
We can also assess the goodness of fit for the various models by examining the fit to volatility. We do this be comparing the mean-absolute difference between the model-implied volatility and the EGARCH(1,1) volatility. We compute the volatility (as measured by the square root of
where E T is the expectation conditional on all data) from the parameter estimates using a Markov chain Monte Carlo technique as in Jones (2003) . For the A 1 (3) model, the mean absolute errors are 8.2 bp (basis points), 3.2 bp, 2.6 bp, and 4.1 bp for the 3 month, 1 year, 2 year, 5 year, and 10 year conditional volatilities, respectively. The A 1 (4) model has similar mean absolute errors of 8.4
bp, 3.1 bp, 2.6 bp, and 4.1 bp for the same maturities. The A 1 (5) model substantially improves the volatility fit with mean absolute errors of errors of 4.1 bp, 1.8 bp, 2.2 bp, and 2.7 bp for the same maturities.
Overall, these results show that having additional yield factors helps not only to improve the cross-sectional fit of the model to yields, but also to allow the model to have a better fit to the cross-sectional properties of yield volatilities. As highlighted by the theoretical developments, the reason for this improved ability to match the cross-section of yield volatilities is the tight link imposed between the cross-section of yields and the cross-section of volatilities imposed by the USV models in order to have the exact cancellation of the quadratic convexity effect.
Incomplete Market Models with Multiple Volatility Factors
Multiple volatility factors are an important consideration both in bond (see, e.g. Heidari and Wu (2003) or Trolle and Schwartz (2011) ) and equity markets (e.g. Christoffersen, Heston, and Jacobs (2009)). We now turn to consider USV models with multiple volatility factors.
In order to capture the term structure of volatility within an affine USV setting, we can consider an A 2 (4) model. The methods developed in Section 2 can be used to find conditions for incomplete markets in A 2 (N ) models. As noted previously, every equivalence class of A 1 (N − 1) USV model immediately generates an A 2 (N ) USV model by the addition of a volatility factor that doesn't affect the existing factor loadings. In such models, the parameters will take the form:
Here, the asterisks denote the restricted parameters, with the same restrictions as an A 1 (3) USV model. X 1 will represent a spanned volatility factor while X 2 will represent an unspanned volatility factor.
The restrictions on the eigenvalues and the form of the stochastic volatility will still be important in matching the cross section of yields and yield volatilities. When K 33 ≈ 0, there will be a level factor in both yields and yield volatilities. So if X 1 represents a short end factor, this will allow for the observed difference in short end volatility. In this case, the level volatility factor will be unspanned while the short end volatility factor will be spanned.
Another class of A 2 (N ) incomplete market models have yield loadings of the form c 0 + c 1 e kτ /2 , where k is an eigenvalue of K G . This allows the the quadratic terms in the volatility factors' differential equations to cancel. Incomplete markets require α · B(0) = 0 and α ·Ḃ(0) = 0 for some α. This implies that either the loadings for B 1 satisfies a quadratic equation in B 3 , . . . , B N (which are known in closed form due to the Jordan block rotation), or several terms must cancel. This makes it unlikely that any cases other than the obvious cases mentioned above will work. For fixed N , the various possibilities can be considered. For N = 3, it can be verified that only the obvious guess will work:
Lemma 3. There is a single equivalence class of DS-normalized A 2 (3) models which exhibit incomplete markets.
The bond loadings will be given by:
And the following constraints will hold: The additional constraints β 1,1 = β 2,2 = 1, ρ 3 = 1, K 0,3 = 0, give an admissible identified A 2 (3) USV model.
Advantages of multiple volatility factors
Introducing multiple volatility factors allows for a number of important benefits. First, clearly adding volatility factors allows us to capture different movements in volatility across the yield curve (as in, e.g. Heidari and Wu (2003) or Trolle and Schwartz (2011) ). In our data, the second principle component of changes in variance accounts for over 10% of the variation in variance changes, which necessarily a single factor model cannot capture. Additionally, this flexibility allows the model to incorporate both spanned and unspanned volatility factors.
Multiple volatility factors also provide an important building block to bridge the reduced form models considered here with more structural models. Recent literature has highlighted the importance of different sources of volatility for the term structure. For example, Bansal and Shaliastovich (2013) show that a model with two stochastic volatility factors (real growth volatility and inflation volatility) is able to match key asset pricing moments. See also Section 8.2.
Focusing only on the cross section of bond volatilities, we see that adding an additional factor with stochastic volatility offers a substantial increase in the ability of the model to match the data.
Recall that in A 1 (4) model (or analogous A 1 (5) model), USV requires a very simple conditional covariance structure with many conditional volatilities required to be constant as shown in (15).
These single factor volatility models necessarily have a very simple cross-section of yield volatilities that features the exponential decay in (14). On the other hand, consider the class of A 2 (5) USV models introduced at the beginning of this section. Here the conditional covariance takes the form
The second term is the same as before. However, the first term is much more flexible.
Empirical Analysis multiple volatility factors
To consider the effects of multiple volatility factors, we estimate the A 2 (5) model with unspanned stochastic volatility. In estimation, we consider the variants above. The estimation procedure chooses the first specification type. The model has the flexibility of having a spanned and unspanned component of volatility. Parameter estimates are in Table 1 and Table 2 . The A 2 (5) model has a mean-squared pricing error of 3.0 bp across all yields -very slightly better than the A 1 (5) specification.
In terms of matching volatility, the A 2 (5) model had noticeably better performance than the other specifications. The mean absolute difference between the model-implied volatilities and the EGARCH(1,1) volatilities are 4.2 bp, 2.1 bp, 1.9 bp, and 1.9 bp for the 3 month, 1 year, 2 year, 5 year, and 10 year conditional volatilities, respectively. These errors are approximately the same for the shorter maturities but substantially lower for the longer maturities. An interesting comparison then is to compare the models fit to very long maturity yields. Though not used in the estimation, the A 2 (5) model has a mean absolute error of 2.1 bp for the 30 year conditional volatility. In contrast, the A 1 (5) model has a mean absolute error of 4.2 bp. Often, macro-finance models have difficulty in matching the movements of very long maturity yields (Gürkaynak, Sack, and Swanson (2005) ). This suggests that multiple volatility factors can be important for capturing long-term interest rate dynamics and can be an important building block in macro-term structure models.
Taken together, these results suggest that the unspanned stochastic volatility models with multiple volatility factors (to our knowledge, we are the first to introduce such affine USV models) are significant both theoretically and empirically.
Extensions
In this section, we consider a number of extensions to the main results. We consider unspanned jump risk as well as models with macro-risk factors
Incomplete Market Models with Jumps
So far, we have considered only models with unspanned volatility risk. Another key property of the dynamics of the term structure are jumps, as in Piazzesi (2005) or Andersen and Benzoni (2010) . To the best of our knowledge, the literature has not considered affine short rate models with unspanned jump risk. We now show the methods developed in Section 2 can be used to find conditions for incomplete markets with unspanned jump risk.
To consider jumps, suppose now that X is a Markov process in some state space D ⊂ R N satisfying the stochastic differential equation
Management Science 00(0), pp. 000-000, c 0000 INFORMS where W is an F t -standard n-dimensional Brownian motion, Z is a pure jump process with arrival intensity λ t = P 0 + P 1 · X t and fixed D-invariant distribution ν P . For concreteness, here we suppose that the drift of X t is affine under P. We suppose that under the risk-neutral distribution
where under Q, Z is a pure jump process with arrival intensity λ t = 0 + 1 · X t and distribution ν (where ν is an equivalent distribution to ν P ). Again, we suppose that the short rate is affine in the state through r t = ρ 0 + ρ 1 · X t . The parameters of the process are
One could easily have a jump-diffusion term structure model that is N -dimensional Markov under P but (N − 1)-dimensional under Q. This would be the case, for example, if jumps arrive with constant intensity under Q but arrive with stochastic intensity driven by an orthogonal Brownian motion under P. In this case, the jump intensity would affect the dynamics of bonds prices but would affect neither the cross section of bond yields nor the cross section of interest rate derivatives.
Here we focus on the more interesting case where factors drive the dynamics and cross section of interest rate derivatives, but do not affect the cross section of yields.
The loadings A and B now satisfy the Riccati differential equationṡ
where φ is the moment generating function of ν:
We now show how to construct a specific example of an affine term structure model with stochastic jump intensity which drives derivative prices but does not affect the cross-section of yields.
Consider an A 1 (N ) affine jump diffusion term structure model. Arguments similar to those for the case without jumps show that we may without loss of generality assume the model to be driftnormalized. Furthermore, it must be the case that the jump intensity (which must remain positive) loads only on the first factor. Under the following conditions, we will have an incomplete market model. The key idea that this construction uses is the fact that if we have jumps in a Gaussian factor in a drift-normalized model, and the jumps are distributed Γ(k, θ), then the jump term in the Riccati equation is (1 − θB i (τ )) −k − 1. For appropriate choices of (k, θ), this will be affine in e −K 1,ii τ and thus an exponential polynomial. This allows us to use our previous construction: The key idea used there was to maintain loadings which are exponential polynomials. We only need to be sure that −K 1,ii appears elsewhere on the diagonal, and that we can cancel the quadratic convexity term as before.
If the following constraints hold:
K 1,33 = 2K 1,11
and jumps occur only in the second state and have distribution Γ(k, θ), then we will have incomplete markets. This will follows since, as can be directly verified, B 1 ∝ B 2 .
Incomplete Market Models with Macro-Factors
The analysis so far has focused on reduced form models where the short rate and pricing kernel are driven by latent factors. This structure is convenient and imposes the regularity of no arbitrage conditions that we would expect from a fully specified economic model. However, it does reflect a weakness both in its connection to macroeconomic variables as well as a potential loss of benefits we could obtain from economic theory. A first step to bridge this gap would be to add macro-variables to the state variables. The most flexible way to do that is to add additional equations relating the macro-variables to the latent states:
where M t is an M-dimensional set of macro variables and (γ 0 , γ 1 ) are conformable matrices. Note that the addition of the macro-variables may require us to increase the dimensionality of X t , but this represents no loss in generality since the dimension of X t was arbitrary. See, for example, Joslin, Le, and Singleton (2013) .
Joslin, Priebsch, and Singleton (2012) consider a joint model of yield and macro-variables with unspanned macro-risks. Here the unspanned macro risks drive variation in risk premia that is orthogonal to the yield curve itself. This model allows a particularly simple normalization where the latent factors can be replaced by the macro-variables and portfolios of yields. However, as this model is Gaussian, it is silent on the issue of stochastic volatility.
One could consider a model with stochastic volatility and macro-factors. One benefit of using macro-factors is that, with enough macro-factors, we could circumvent the analysis required for identification (though at the expense of non-linear constraints for admissibility.) More importantly, such analysis would potentially allow economic theory to help differentiate candidate models. For example, one could consider a long run risk model where stochastic volatility plays a critical role in determining equity premia. Such a model could be further linked to the macro-economy by considering variables such as inflation or considering the role of a monetary authority. These models could also be useful in determining the appropriate factor structure to consider in a model with unspanned stochastic volatility; for example, Bansal and Shaliastovich (2013) show that a model with two stochastic volatility factors (growth and inflation volatility) is able to match key asset pricing moments.
Conclusion
This paper investigates general conditions for incomplete markets in affine term structure models.
First, we rigorously prove sufficient and necessary conditions for affine term structure models to be observationally equivalent. Using these results, we develop a drift-normalized canonical form. We also derive conditions under which an affine term structure model with state space R
can be represented in the variance normalized form of Dai and Singleton (2000) . We show that any regular affine term structure model with state space R M + × R N −M may be uniquely normalized by identifying the drift. While generally useful, this canonical form is particularly helpful for imposing incomplete market contraints due to the fact that it provides simple closed form solutions for some bond loadings. We also show how to introduce unspanned jump risk in an affine term structure model.
We show that incomplete markets impose strong restrictions on both the conditional mean and volatility of the factors in an affine term structure model. Typically the risk neutral mean reversion of one factor will be twice another in order for a quadratic convexity term to cancel.
Since incompleteness by definition requires one factor to not affect bond prices, this restriction can be severe in low factor models. Incompleteness also restricts the number of factors which can have stochastic volatility. Coupled with the mean reversion restrictions, this creates a further tension in the model's ability to match the cross section of conditional yields and yield volatilities. We find empirical evidence in favor of model volatility factors with both spanned and unspanned volatility risk.
Appendix A: Proofs
rank. Otherwise, we can choose a lower dimensional set of linear combinations of the state variables which span {B X s,T } and r t will be a function of this lower dimensional variable. By the fact that the lower dimensional variable can be inverted from prices, it can be shown to be Markov. 
Multiplying on the left by A corresponds to subtracting H Repeated applications removes the local correlation between any CIR factor and any Gaussian factor. After these tranformations, H 1 will be in the form: 3. Order the CIR factors This is done by tranforming with a permuation matrix.
4. Normalize the level of the Gaussian factors This is done by a translation.
5. Normalize the scale of the factors This is done by a scaling tranformation.
corresponds to a drift normalized model which is equivalent to a DS normalized model. By the same argument in the proof of Theorem 1, the affine tranformation relating the two must be block diagonal with the upper left block being the identity (assuming we enforce the permutation normalization in the DS version). Let A give the lower right block of the affine tranformation which relates the Gaussian factors. Then . The condition implies that S i y j = λ i,j y j where y j = Σ 1/2 x j . And so,
Consider first the case where for any j = k there exists an i such that that λ i,j = λ i,k . Then by above, y k y j = 0 and so y k S i y j = 0 for all i. This means Y S i Y is diagonal giving the result.
The other case is where there are j = k such that λ i,j = λ i,k for all k. For simplicity, suppose there is only one such pair. Let V = span(y j , y k ) and choose an orthonormal basis {ỹ j ,ỹ k . Then S iỹj = λ i,jỹj and S iỹk = λ i,kỹk . Now using the same argument as beforeỸ S iỸ is diagonal whereỸ is formed from Y by replacing the columns y j and y k withỹ j ,ỹ k .
Geometrically, the Theorem 4 can be read interpretted as saying that for N − M ellipsoids, if we first choose one (Σ 
To prove necessity, suppose there is such an eigenvector, x, of K G . Consider first the case where the eigenvalue is real. We can extend to an orthonormal basis for R N −M : {x M +1 , . . . x N −1 , x}. Rotating to this new set of coordinates:
. . , X N −1 ) will have local conditional mean and variance which depend only on Z. This means Z will be an (N − 1)-dimensional Markov process. Since r t will depend only on Z t , as ρ N = 0, the model is
If x is a complex eigenvector orthogonal to ρ G , then the complex conjugate will be an eigenvector also orthogonal to ρ G . Similar to the real case, if we rotate to a real Schur decomposition with the eigenvectors orthogonal to ρ G in the last 2 × 2 block, we will find that the short rate is a function of only a (real-valued)
The sufficiency can be established by rotating K G into Jordan normal form (which may be complex). The
ODEs for each Jordan block will be uncoupled. For a Jordan block of size m there will be m loadings of the form in (A1) with n = 0, 1, . . . m − 1. The coefficient of the highest order term depends only on the entry of ρ G for the last row of the Jordan block and will necessarily be non-zero by the assumption that no eigenvectors are orthogonal to ρ G . Therefore, by Lemma 1 the loadings are linearly independent. It follows that for any rotation the loadings will be linearly independent (which means the fact that this rotation may be complex is not problematic). The fact that the loadings are independent precludes there existing any rotation where B i ≡ 0 for some i which is a necessary condition for the model to reduce to an A M (N − 1) model. This appendix presents a canonical model specification for general affine term structure models. The specification relies on rotating the drift structure rather than the variance structure as in DS. Here the drift of the Gaussian factors is typically given by a diagonal matrix and thus parametrized by the eigenvalues, a model invariant. This specification allows for the most general affine model with state space R
which is larger than the class of A M (N ) models in DS when M ≥ 2, N − M ≥ 2. Additionally, by ordering the eigenvalues, a rotational indeterminacy present in DS is removed. Finally, as discussed in Section 2, the bond loadings for the Gaussian factors are simple exponential functions.
For the affine term structure model
where admissability. Condition 8 enforces boundary non-attainment under both measures which relies on using the 13 There are also cases with complex eigenvalues where there will be 2 × 2 blocks on the diagonal or with with real eigenvalues and Jordan blocks of size greater than 2. For simplicity, these and other special subcases, such as unit roots where the level cannot be normalized or locally deterministic CIR-type factors, are not considered. They do, however, represent other canonical forms.
14 We can incorporating locally deterministic CIR-type factors by setting Σ While conceptually this is not problematic, it may be convenient to rotate once more to a real valued matrix, such as an ordered real Schur decompostion.
The Riccati equations will be uncoupled across Jordan blcoks. If there are Jordan blocks of size greater than one, the solutions will be an exponential polynomial of the form:
Appendix D: Detailed Example
Consider here the case of an A 1 (4) USV model where K G is diagonalizable with eigenvalues a = 0, 2a, and 4a , and B 1 proportional to B 2 : B 1 ∝ B 2 . It must be that B 1 = ρ 1 a
(1 − e aτ ) by the initial conditions. We must also have Σ One of the constraints is redundant, and finally there are three restrictions. Where β 1,i+1 = Σ G 1,1i , which agrees with the notation in DS. Another subcase will exist where B 1 is proportional to B 3 . Additionally, there is a case with complex eignevalues. Generally for A M (N ) there will be many non-equivalent varieties of USV models. Factor Loadings This figure plots the factor loadings for zero coupon yields, B y (τ ) ≡ −B(τ ).τ = (1 − e kτ )/(kτ ). The factor loadings show how the yield curve shifts across maturities due to shocks in a Gaussian risk factor driving the short rate with a given level of mean reversion. The values of k are chosen so that the half-life of the factor, − log(2)/k, corresponds to 3 months, 1 year, 5 years, and 50 years. Factor Loadings
This figure plots the estimated loadings for the changes in variances for the A 1 (3), A 1 (4), and A 1 (5) unspanned stochastic volatility models. Also plotted are the variance loadings implied by the first principal component of changes in the EGARCH(1,1) volatilities. For the A 1 (4) and A 1 (5) models, the loadings for models with different constraints on which of the ordered eigenvalues is allowed to have stochastic volatilities. The choice which minimizes the GMM criterion function is plotted with the dashed line, while the various local optima are plotted with dotteded lines. Notes: USV-constrained parameters are indicated with †; Q-parameters that are not identified with options are identified with a * . Asymptotic standard errors are in parenthesis. 
