I. INTRODUCTION
For the research on multi-robot systems, one essential problem is to design the cooperative control methodology to let the robots accomplish a common mission [1] . Normally, the desired cooperation is at the task level [2] , whereas the common mission is decomposed into subtasks, and robots choose different tasks (roles) according to the state. However, to achieve mission decomposition, task allocation, and conflict avoidance, the designer needs to predict all possible scenarios and preset corresponding actions for each robot to react accordingly and differently. Such development work is undesirable and sometimes extremely difficult. Therefore, the researchers are motivated to study the integration of machine learning and multi-robot systems. The aim is to relieve human deliberative work by letting the robots learn how to cooperate without the need for hardcoding.
For this purpose, reinforcement learning has been extensively studied in these years. Reinforcement learning is a simple but powerful learning algorithm that is model free, not strictly supervised, and optimal subject to user defined criteria [3] . In addition, reinforcement learning has the advantage that it can be easily applied to the behavior based control methodology to generate the task level cooperation [4] . However, to apply reinforcement learning to behavior based control, the designers usually need to discretize the continuous input state space and output action space [5] . The problem of discretization is that if the discretization is too coarse, some states may be hidden therefore the optimal control policy can not be found; if the discretization is too fine, the states cannot be generalized and the huge state/action space will badly affect the learning speed. In addition, if the states and actions are discretized and defined, the behaviors are discrete and finite because at one time the robot can only perform one action representing one behavior. This contradicts the human reasoning that the optimal solution to accomplish a task might be the concurrent execution of several elementary behaviors. Furthermore, the switching among discrete behaviors usually results in unsmooth control, which is undesirable in most cases.
Regarding this problem, some methods are proposed to enable reinforcement learning in continuous space without discretization. Function approximation approach [6] and HEDGER [7] can apply a generalizing function approximator to estimate the state-action value instead of using discrete lookup table. References [8] [9] propose reinforcement learning to derive optimal feedback control law for linear/nonlinear systems. However, these approaches usually assume the environment model is known, and have heavy computational burden if the training data set is large.
Another class of solutions is to integrate reinforcement learning with Fuzzy Inference Systems (FIS). The idea is to let the reinforcement learning module learn/tune the fuzzy rules for the FIS, therefore the FIS can retrieve continuous and infinite states and then perform corresponding actions. Jouffe [10] proposes the dynamic programming algorithms that are applied in a four layer FIS scheme for online tuning the number and positions of the input fuzzy labels (weights). Yan et al [11] introduce a reinforcement learning algorithm for learning the fuzzy rules of a TakagiSugeno type FIS. In [12] , reinforcement learning methods are applied to maintain the correctness, consistency and completeness of the fuzzy rules. These deliberatively designed approaches can tune the fuzzy inference systems to achieve satisfying performance; however, the control architecture and learning algorithm are usually complex and the applications are mostly for the low level control regarding simple task and mission e.g., approaching target with obstacle avoidance. In this paper. the proposed leaming controller is also based on the integration of reinforcement learning and ftlzzy inference system; however, this fuzzy learning controller is different in the definition of fuzzy states and actions. Based on simple and "fuzzier" states and actions, this fuzzy learning controller can effectively find the optimal fuzzy rules thus achieve desired cooperation among robots.
In addition to the discrete/finite state and actioni space problem. traditional single agent/robot reinforcement learn ing may not work appropriately in multi-robot domain. Two basic assumptions. Markov decision process and stationary environment, which are usually salid in the single robot domain, can hardly remain valid in multi-robot domain due to the interaction among concurrent learning robots [ 3] . This is the convergence or stability problems of multi robot (agent) learning. One class ol solutions to address this problem is to estimate the influence of other robots., thus make the process semi-Markovian and pseudo-stationary for an individual learning robot [14] . Another class of solutions is to coordinate or schedule the distributed learning processes to reduce the interference [15] [16] [17] . However.
the coordination and scheduling of learning processes need to be deliberatively designed and usually require explicit intercommunications among the robots
In this paper, a distributed learning coordination algorithm is proposed. The basic idea is to let the robot stop learning regarding one state when it has learned enough in this state. This is a distributed learning coordination algorithm without implicit intercommunications.
The remaining parts of this paper are organized as follows. Section 2 introduces the basic idea and the concept of our approach. In the proposed fuzzy inference systems, the definition of fuzzy actions is also based on human knowledge. One fuzzy action is defined to represent one kind of behavior. The membership function demonstrates the relationship between behavior level (strength) and the environment status. For example, regarding fuzzy action "track target", the membership function may be defined as shown in Figure 3 . When the target is near (distance is small), the robot does not need to put much emphasis on tracking it; therefore the level (strength) of behavior "track target", i.e., the membership value, is low. When the fuzzy states and actions are defined, the fuzzy inference system can make decision based on fuzzy rules. In our approach, the format of the fuzzy rules is defined as (1), in which rs,a, s, and a means fuzzy rule, fuzzy state, and fuzzy action respectively.
Rule rV,a: IF s THEN a (1) For the fuzzy inference system, the total number of fuzzy rules to be tested equals m times n; m is the number of fuzzy states, n is the number of fuzzy actions. The aim of the reinforcement learning module is to find the optimal fuzzy rules regarding each input fuzzy state; the results are rm fuzzy rules. For example, if the fuzzy inference system has four fuzzy states, and three possible fuzzy actions; then the aim of reinforcement learning is to find four optimal fuzzy rules each for each fuzzy state.
During learning, the robot will select fuzzy actions with regard to current fuzzy states according to fuzzy rules being (2) 2L (mvfs * mvfa)i activated state i B. Reinforcement Learning of Fuzzy Rules
As introduced previously, the fuzzy inference system makes decision based on fuzzy rules. While in most fuzzy inference systems the fuzzy rules are deliberatively designed by human, our learning controller aims to learn the optimal fuzzy rules by reinforcement learning. In our approach, Regarding each fuzzy rule r8,0, we define V(rs,a) to indicate the result of applying it. Then, to find the optimal rules becomes to find the V values of all fuzzy rules. The meaning of V(rs,a) is similar to Q(s, a) as in traditional reinforcement learning [3] . However, the Q-function used to update Q(s, a) cannot be applied for updating the V(rs,a). This is because the states and actions in Q-function (3) should be discrete and exclusive. In (3), s, a, r, a, -y, s', and a' means state, action, reward, learning rate, discount rate, next state, and next action, respectively. Q(s, a) +-Q(s, a)+a(r+-ymaxa1Q(s', a')-Q(s, a)) (3) To solve this problem, we first define the triggers for updating V(rs,a). This is because in our approach, it is hard to find "sharp" fuzzy state transition time point. For example, when the target is 0.7 meters away, the fuzzy state "target found" is 0.1; when the target is 0.2 meters away, the fuzzy state "target found" is 0.9. In both cases the fuzzy state "target found" is activated (non-zero). Therefore, we set following two triggers to update/reselect fuzzy rules:
. The fuzzy state has a zero/non-zero change; or . The fuzzy state has been activated (non-zero) for a long period of time (N simulation steps). When one of above two conditions is satisfied, the V(rs,a) will be updated by following equation (4) . In this equation, a is the learning rate; reward is the feedback regarding the progress of the mission. Comparing (3) and (4), we may find that the new state, s' in (3), does not appear in our algorithm (4). This is due to the fact that the "next" fuzzy state is usually the same as the previous one, but different in membership value, e.g., the fuzzy state "target found = 0.1" changes to fuzzy state "target found = 0.9". Therefore, in (4) it is not necessary to add the item referring to "next state". V(rsa) * (1 -a) V(r8 a) + a(reward) (4) In the fuzzy inference system, at one time, more than one fuzzy state may be activated; thus the output of the fuzzy inference system is the combination of the fuzzy actions corresponding to these fuzzy states (2 In this case. the robot will learn more than one fuzzy rules concurrently The update of each fuzzy rule's value is also according to (4) For the robot, after updating V"'(;r the learning controller needs to reselect fuzzy rules (tuzzv actions) to perform and test. To both explore and exploit the possible fuzzy rules (actions), the controller adds an exploration factor to each fuzzy rule's T-valuc and then the fuzzy rules having highest resultant valucs is chosen. It should be noted that this random factor is only used for fuzzy rules selection: it will not affect the fuzzy rules' real 17 values. The all-adjust heuristic [19] lets the robot decrease the weight when the robot finds another robot(s) tracking this target; while the selective-adjust heuristic [20] only lets the robot decrease the weight when it is not the nearest robot to this target. Both heuristics are proved effective; however, to make them work, the designer needs to carefully select appropriate parameter, e.g., weight decrease ratio, for each robot, especially when the scenario is complex and the robot team is heterogeneous.
Examining (5), we can find that the weight of the attractive force affects the behavior of the robot regarding the target. If the weight is low, the robot will leave the target; if the weight is high, the robot will track the target. Changing the value of the weight means changing the preference to the two basic behaviors "track target"
and "leave target". Therefore, for our fuzzy reinforcement learning controller, the two fuzzy actions "track target" and "leave target" are related to this weight value.
B. Applying Our Learning Controller to Museum Problem
To implement our distributed learning controller for multi-robot tracking of multiple moving targets, in the leaming controller, we define two fuzzy states "target found" and "target tracked by others", and two fuzzy actions "track target", "leave target", as shown in Figures 4 and 5. For the fuzzy states, the membership degree (value) indicates the degree of the state regarding the distance to the target (or the target to other robots). For fuzzy action "track target", the membership degree (value) is the weight of the attractive forces to the target, i.e., wRi in (5). The higher membership degree means stronger preference to approach to the targets. For fuzzy action "leave target", the membership degree is the inverse of the weight of the attractive forces. The higher membership degree means stronger preference to leave the targets. The design of the fuzzy states and fuzzy actions are based on human experience. When the target is near to the robot, the degree of fuzzy state "target is found" is large; when the target is neighbored by another robot, if they are near, the degree of fuzzy state "target is tracked" is large. Also, when the target is far, the degree of fuzzy action "track target" is large because if the tracking action is weak under this condition, the robot will lose the target; when the target is quite near, the degree of fuzzy action "leave target" is large because if the leaving action is weak under this condition, the robot may hit the target. For reinforcement learning, one important issue is the generation of rewards because reward represents the objective of the human and thus can directly affect the learning results. Since task level cooperation is desired, following behaviors should be encouraged: 1) track target; 2) leave the target being tracked by other robots. For this purpose, Other important implementation issues, including the updating and reselection of fuzzy rules and the coordination of concurrent learning processes, are according to the methods introduced in Section 2C.
IV. SIMULATION AND DISCUSSION A. Simulation Methodology
The aim of our research is to let the mobile robots learn how to cooperatively work without the need for human hardcoding. This research aim includes two main aspects:
. The learning approach can generate cooperative behaviors. . The performance of the learning system should be comparable to other approaches that have been deliberatively hardcoded and tuned. To justify the efficacy of our approach, we simulate four control modes as follows:
. Pure Artificial Potential Field (APF) based control. . All-adjust heuristics to pure APF. . Selective-adjust heuristics to pure APF. . Robot learning controller: different threshold for stopping learning from small to infinite (never stop learning).
B. Simulation Settings
The parameters and settings of the environment are as follows: Figure 6 compares average tracked target of learning controller and other human designed controller. In this figure, the performance of the learning controller is represented by the one with stop learning threshold of "1.5". It should be noted that the results of learning controller is the performance after all robots stop learning. This is because that during the initial part of learning, the robots' behaviors are far from optimal.
Only after all the robots stop learning. the behaviors of the robots are fixed and thus the performance is stable. Another problenm worth noting is that the learning performance presented here are the average of all the episodes. including the failed cases that do not learn optinmal fuzzy rules. (The success rate of learning optimal rules is discussed later.) 3. ,. ....................... ..................... ........ Figure 7 presents the frequency that the robots learn the two optimal fuzzy rules. The highei the frequency, the better the learning performance is. For learning controllers with threshold 1.0. 1.5. 3.0. and .O the learning usually ends before the end of the simulation episode. However, if the threshold is infinity, the robots will never stop learning (no coordination of leamiirtig at all). For this case, the final V (r, in the Iast step is used to indicate the learned fuzzy rules.
Observing Figure 7 , we find that for different robot group size, the optimal threshold value is different Small threshold value suits small robot gioup, while large threshold suits large group. This may be explain by the fact the large robot group will have more interference; therefore require large stop learning threshold to help kick out the sub-optimal rules. However, if the threshold is too big. the robot will "hesitate" to fix the good fuzzy rules-therefore concurrent learning robots may have more 'struggles". For our simulation scenario, the optimal threshold value is "1,5" Figure 8 shows 
