A sufficient condition for uniqueness of weak solutions of the
  incompressible Euler system by Ghoshal, Shyam Sundar & Jana, Animesh
ar
X
iv
:1
90
6.
05
25
2v
1 
 [m
ath
.A
P]
  1
2 J
un
 20
19
A sufficient condition for uniqueness of weak solutions of the
incompressible Euler system
Shyam Sundar Ghoshala, Animesh Janaa
aCentre for Applicable Mathematics,Tata Institute of Fundamental Research, Post Bag No 6503, Sharadanagar,
Bangalore - 560065, India.
Abstract
We give a new sufficient criteria to prove the uniqueness of the incompressible Euler equation in
dimension N ≥ 2. In their celebrated works by V. Scheffer [18], A. Shnirelman [19], C. De Lellis and
L. Sze´kelyhidi Jr. [7] they have obtained the nonuniqeness of weak solutions of incompressible Euler
equation. Here we obtain uniqueness criteria for the same equation under some mild regularity
condition on weak solutions. Our proof is simple and can be employed to other equations like
inhomogeneous incompressible Euler and Euler-Boussinesq equations. One of the key ingredients
in our proof is commutator estimate [5, 11].
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1. Introduction
In this article, we consider multidimensional incompressible Euler system, that is
∂tu+ divx(u⊗ u) +∇xp(x, t) = 0 for (t, x) ∈ [0, T )× Ω, (1)
divx u = 0 for (t, x) ∈ [0, T )× Ω, (2)
u(0, x) = u0(x) for x ∈ Ω. (3)
Email addresses: ghoshal@tifrbng.res.in (Shyam Sundar Ghoshal), animesh@tifrbng.res.in (Animesh
Jana)
Here Ω ⊂ RN is a bounded open set. In the system (1)–(3), u : [0, T )×Ω→ RN represents velocity
and the function p : [0, T )×Ω→ R represents the pressure. This article concerns about a sufficient
condition for uniqueness of weak solutions to the system (1)–(3). We say, u ∈ C([0, T ), L2(Ω)) is
a weak solution to the system (1)–(3) if it satisfies following integral identities:
•
τ2ˆ
τ1
ˆ
Ω
[u · ∂tψ + u⊗ u : ∇xψ] dxdt =
ˆ
Ω
u · ψ(τ2, x)dx−
ˆ
Ω
u · ψ(τ1, x)dx (4)
for ψ ∈ C1c ([0, T )× Ω,R
N ) with divx(ψ) = 0 and 0 ≤ τ1 < τ2 < T .
•
τ2ˆ
τ1
ˆ
Ω
u · ∇xφdxdt = 0 (5)
for φ ∈ C1c ([0, T )× Ω) and 0 ≤ τ1 < τ2 < T .
Definition 1 (admissible solution). We say a weak solution is admissible if u ∈ L∞([0, T ), L2(Ω))
satisfies the following inequality ˆ
Ω
|u|2(τ2, x)dx ≤
ˆ
Ω
|u|2(τ1, x)dx (6)
for 0 ≤ τ1 < τ2 < T .
In this article, we consider the domain Ω = ([−1, 1]±1)
N for N ≥ 2 to get rid of kinematic
boundary terms. Note that in the weak formulation (4) the pressure term does not appear. Once
the solution u is known p can be recovered upto a constant from the following Poisson equation
−∆p = divx divx(u⊗ u). (7)
The classical solutions to (1)–(3) exist locally in time for smooth data and they are uniquely
determined by the initial data. Motivated by Kolmogrov’s theory of turbulence and other physical
aspects of incompressible Euler system, it is preferable to consider weak solutions of the system
(1)–(3). Unlike the classical solution, weak solutions are no more unique. In 1993, Scheffer [18]
first obtained the nonuniqueness results for incompressible Euler system showing the existence
of a compact support solution to incompressible Euler system. In 1997, Shnirelmman [19] gave
another approach to show the nonuniqueness result. In [7], De Lellis and Sze´kelyhidi gave a new
construction for such solutions by convex integration techniques. It has to be noted that all the
solutions constructed in [18, 19, 7] are discontinuous. In this article, we assume weak solution to
be in Besov space Bαp,∞ with α >
1
3
and p ≥ 3 (see (8) for definition). Since αp > 1 they are
continuous function on Ω for a.e. t ∈ (0, T ). Note that this is a ‘mild assumption’ since it does
not require to have full derivative.
In 1949, Onsager [17] conjectured about the energy conservation based the Ho¨lder exponent.
He predicted that a weak solution conserves energy if it is Ho¨lder continuous with exponent more
than 1
3
and conservation of energy fails if it is continuous with Ho¨lder exponent less than 1
3
. In
[5], Constantin et al. showed the positive result of Onsager’s conjecture. In that article, authors
proved that equality holds in (6) if u ∈ L3([0, t);Bαp,∞(Ω)) for α >
1
3
. They used a commutator
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estimate. Note that here Bαp (Ω) denotes the Besov space defined as follows
Bαp,∞(Ω) :=
{
h ∈ Lp(Ω); |h|Bαp,∞ := sup
Ω¯1⊂Ω
sup
ξ∈RN ,ξ+Ω1⊂Ω
‖h(·+ ξ)− h(·)‖Lp(Ω)
|ξ|α
<∞
}
(8)
for p ≥ 1 and α ∈ (0, 1) (see [21] for more on these spaces).
The other part of Onsager’s conjecture has been concerned in [9] with some partial results.
It has been gradually improved in recent studies [1, 2, 3] by Buckmaster, De Lellis, Sze´kelyhidi,
Vicol and finally settled by Isett [15]. In those results, they constructed a Ho¨lder continuous weak
solution for each energy profile e(t) ≥ 0. These results also give examples in the favour of non-
uniqueness of system (1)–(3). In contrast, our next theorem is dedicated to the uniqueness result
in this special class of solution which conserves the energy. We state the following for the class of
weak solutions considered in [5] with an extra condition (9).
Theorem 2. Let u, v be two weak solutions to the system (1)–(2) corresponding to the initial data
u0. We assume that
u, v ∈ L3([0, T );Bαp,∞(Ω)) for α >
1
3
, p ≥ 3.
Suppose there is a non-negative function C ∈ L1([0, T )) such that the following holdsˆ
Ω
[
−ζ · v(τ, ·)(ζ · ∇x)φ+ C(τ)|ζ |
2φ
]
dxdt ≥ 0 for ζ ∈ RN , τ ∈ [0, T ) (9)
for each φ ∈ C∞c (Ω) with φ ≥ 0. Then u ≡ v in [0, T )× Ω.
Weak-strong uniqueness is one available result towards the well-posedness theory of incom-
pressible Euler system. This method requires the existence of one strong solution. In dimension
two ,existence and uniqueness is known (see [16]) for solutions with
ˆ
Ω
|u(t, x)|2dx =
ˆ
Ω
|u0(x)|
2dx
for each t ∈ [0, T ) and data in a special Hilbert space which is defined as follows
H := {u0 ∈ L
2(Ω); divx u0 = 0 in the sense of distribution}.
In [4], it has been shown that measure valued solution to the incompressible Euler system has to
coincide with a solution to (1)–(2), u ∈ C([0, t], L2(RN)) satisfying the following condition
Tˆ
0
‖(∇xu)sym‖L∞ <∞ (10)
where (∇xu)sym is the symmetric part of the matrix ∇xu. As we have mentioned before the
classical solutions are valid for small time and very few class of initial data. In this article, we
consider a weak solution in appropriate Besov space. We further impose a one-sided Lipschitz
condition on that particular solution and show that other weak solutions have to coincide with the
Besov solution if they come from the same initial data. This is the content of our next theorem.
Theorem 3. Let u be an admissible solution to the system (1)–(2) with initial data u0. Let v be
another pair of weak solution to the system (1)–(2) with initial data u0 such that
v ∈ L2([0, T );Bαp,∞(Ω)) for α >
1
2
, p ≥ 2. (11)
3
We assume that there is a non-negative function C ∈ L1([0, T )) such thatˆ
Ω
[
−ζ · v(τ, ·)(ζ · ∇x)φ+ C(τ)|ζ |
2φ
]
dxdt ≥ 0 for ζ ∈ RN , τ ∈ [0, T ) (12)
holds for each φ ∈ C∞c (Ω) with φ ≥ 0. Then u ≡ v in [0, T )× Ω.
In this article we consider weak solutions with appropriate Besov regularity and a one-sided
bound condition like (9). Then we obtain that other weak solutions has to coincide with it if they
come from the same initial data. This is not exactly weak-strong uniqueness since we do not have
strong solution. Therefore, in general they need not satisfy the system (1)–(2) pointwise. That
is why it does not follow from the classical weak-strong uniqueness. We mollify solutions and the
equation as well and then pass the limit to get back everything in terms of solutions. These results
cover a wider class of weak solutions of incompressible Euler system .
As we mentioned before proofs are based on mollifying equation and then passing to the limit
via commutator estimate [8]. We have already mentioned the application of commutator estimate
in the proof of Onsager’s conjecture for system (1)–(2) (see [5]). A similar type result has been
obtained for compressible Euler system in [10]. The uniqueness result for dissipative solutions to
isentropic compressible Euler system has been obtained recently in [11] for a wider class of weak
solution. With the similar technique an uniqueness result has been proved in [14] for a broader
class of weak solution to complete Euler system. For a good survey on weak-strong uniqueness
for Euler system we refer interested reader to [22]. We refer [12, 13] for weak-strong uniqueness
results in the context of Navier-Stokes equation. See [6] for similar results in hyperbolic system.
In later part of the article, we show the application of our proof in some incompressible systems
namely, inhomogeneous incompressible Euler system and Euler–Boussinesq equations. Though the
main commutator estimate is same for these equations we prefer to treat them in separate sections
due to technical reasons since they don’t follow directly from the incompressible homogeneous case.
2. Proof of Theorem 2 and 3
For a technical reason we first present the proof of Theorem 3 and then we prove Theorem 2
in subsection 2.2.
2.1. Proof of Theorem 3
For this section we define E as follows
E(u | v) :=
1
2
|u− v|2. (13)
Let ηǫ be the standard mollifier sequence. Define vǫ := v ∗ ηǫ. Now mollifying the system (1)–(2)
for v we get
∂t(v)ǫ + divx(v⊗ v)ǫ +∇xp(x, t)ǫ = 0, (14)
divx(vǫ) = 0. (15)
Next we put ψ = vǫ in (4) and get
τ2ˆ
τ1
ˆ
Ω
[u · ∂tvǫ + u⊗ u : ∇xvǫ] dxdt =
ˆ
Ω
u · vǫ(τ2, x)dx−
ˆ
Ω
u · vǫ(τ1, x)dx. (16)
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Putting φ = 1
2
|vǫ|
2 in (5) we get
τ2ˆ
τ1
ˆ
Ω
u · ∇xvǫ · vǫdxdt = 0. (17)
By virtue of (6), (16) and fundamental theorem of calculus we getˆ
Ω
E(u | vǫ)(τ2, x)dx−
ˆ
Ω
E(u | vǫ)(τ1, x)dx
=

ˆ
Ω
(
1
2
|u|2 − u · vǫ +
1
2
|vǫ|
2
)
dx


t=τ2
t=τ1
≤ −
τ2ˆ
τ1
ˆ
Ω
[u · ∂tvǫ + u⊗ u : ∇xvǫ − vǫ · ∂tvǫ] dxdt. (18)
By employing (15) and (17) in (18) we getˆ
Ω
E(u | vǫ)(τ2, x)dx−
ˆ
Ω
E(u | vǫ)(τ1, x)dx
≤
τ2ˆ
τ1
ˆ
Ω
[(vǫ − u) · ∂tvǫ − u · ∇xvǫ · u+ u · ∇xvǫ · vǫ] dxdt.
After a rearrangement of the terms, we haveˆ
Ω
E(u | vǫ)(τ2, x)dx−
ˆ
Ω
E(u | vǫ)(τ1, x)dx
≤
τ2ˆ
τ1
ˆ
Ω
[∂tvǫ + vǫ · ∇xvǫ] · (vǫ − u)dxdt+
τ2ˆ
τ1
ˆ
Ω
(u− vǫ) · ∇xvǫ · (vǫ − u)dxdt. (19)
Using the equation (14) in (19) we getˆ
Ω
E(u | vǫ)(τ2, x)dx−
ˆ
Ω
E(u | vǫ)(τ1, x)dx
≤
τ2ˆ
τ1
ˆ
Ω
[− divx(v⊗ v)ǫ −∇xpǫ + vǫ · ∇xvǫ] · (vǫ − u)dxdt
+
τ2ˆ
τ1
ˆ
Ω
(u− vǫ) · ∇xvǫ · (vǫ − u)dxdt
= Rǫ1 +R
ǫ
2, (20)
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where Rǫ1, R
ǫ
2 are defined as follows
Rǫ1 :=
τ2ˆ
τ1
ˆ
Ω
[− divx(v⊗ v)ǫ −∇xpǫ + vǫ · ∇xvǫ] · (vǫ − u)dxdt,
Rǫ2 :=
τ2ˆ
τ1
ˆ
Ω
(u− vǫ) · ∇xvǫ · (vǫ − u)dxdt.
Now we first analyze Rǫ1 as follows
Rǫ1 =
τ2ˆ
τ1
ˆ
Ω
[− divx(v⊗ v)ǫ −∇xpǫ + vǫ · ∇xvǫ] · (vǫ − u)dxdt,
=
τ2ˆ
τ1
ˆ
Ω
[divx(vǫ ⊗ vǫ)− divx(v⊗ v)ǫ] · (vǫ − u)dxdt
+
τ2ˆ
τ1
ˆ
Ω
[− divx(vǫ ⊗ vǫ) + vǫ · ∇xvǫ] · (vǫ − u)dxdt−
τ2ˆ
τ1
ˆ
Ω
∇xpǫ · (u− vǫ)dxdt
=
τ2ˆ
τ1
ˆ
Ω
[divx(vǫ ⊗ vǫ)− divx(v⊗ v)ǫ] · (vǫ − u)dxdt
−
τ2ˆ
τ1
ˆ
Ω
divx(vǫ)vǫ · (vǫ − u)dxdt−
τ2ˆ
τ1
ˆ
Ω
∇xpǫ · (u− vǫ)dxdt
By employing (5) with φ = pǫ and (15) we get
Rǫ1 =
τ2ˆ
τ1
ˆ
Ω
[divx(vǫ ⊗ vǫ)− divx(v⊗ v)ǫ] · (vǫ − u)dxdt. (21)
Next we estimate Rǫ2 with the help of (9). Note that if we put φ = ηǫ(x−y) and ζ = u(t, x)−vǫ(t, x)
in (9) we get
(u− vǫ) · ∇xvǫ · (vǫ − u) ≥ −C(t)|u− vǫ|
2.
This yields
Rǫ2 ≤
τ2ˆ
τ1
ˆ
Ω
C(t)E(u|vǫ)(t, x)dxdt. (22)
Clubbing (20) with (21) and (22) we getˆ
Ω
E(u | vǫ)(τ2, x)dx−
ˆ
Ω
E(u | vǫ)(τ1, x)dx
≤
τ2ˆ
τ1
ˆ
Ω
C(t)E(u|vǫ)(t, x)dxdt+
τ2ˆ
τ1
ˆ
Ω
[divx(vǫ ⊗ vǫ)− divx(v⊗ v)ǫ] · (vǫ − u)dxdt.
(23)
Lemma 4 (Commutator estimate). Let D,D1 be two bounded domain in R
d such that D¯ ⊂ D1.
Let f : D1 → R
M be defined as f = (f1, · · · , fM) such that fj ∈ B
α
q,∞ for each j ∈ {1, · · · ,M},
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α ∈ (0, 1) and q ≥ 2. Let ηǫ be a standard mollifier sequence with supp(ηǫ) ⊂ {|z| < ǫ}. Let
h : Q→ R be a C2 function where Q is a convex domain containing the range of f . Then
‖∇zh(fǫ)−∇zh(f)ǫ‖L
q
2 (D;Rd)
≤ ǫ2α−1C|f |2Bαq,∞ (24)
for ∇z = (∂z1 , . . . , ∂zd) and the constant C = ‖h‖C2.
We omit the proof of Lemma 4. We refer [11, 14] for the proof of a similar version of Lemma 4.
Invoking Lemma 4 in (23) we getˆ
Ω
E(u | vǫ)(τ2, x)dx−
ˆ
Ω
E(u | vǫ)(τ1, x)dx
≤
τ2ˆ
τ1
ˆ
Ω
C(t)E(u|vǫ)(t, x)dxdt + ǫ
2α−1C1(|v|Bαp,∞).
(25)
Now we are all set to pass the limit ǫ→ 0 in (25) and get
ˆ
Ω
E(u | v)(τ2, x)dx−
ˆ
Ω
E(u | v)(τ1, x)dx ≤
τ2ˆ
τ1
ˆ
Ω
C(t)E(u|v)(t, x)dxdt. (26)
Employing Gronwall’s inequality and then passing the limit τ1 → 0 we get u ≡ v. This completes
the proof of Theorem 3.
2.2. Proof of Theorem 2
Suppose that vǫ := v ∗ ηǫ and uǫ := u ∗ ηǫ. Mollifying the system (1)–(2) for u and v we get
∂t(u)ǫ + divx(u⊗ u)ǫ +∇xp(x, t)ǫ = 0, (27)
divx(uǫ) = 0, (28)
∂t(v)ǫ + divx(v⊗ v)ǫ +∇xp(x, t)ǫ = 0, (29)
divx(vǫ) = 0. (30)
Integrating (27) against vǫ we get
τ2ˆ
τ1
ˆ
Ω
[∂t(u)ǫ + divx(u⊗ u)ǫ +∇xp(x, t)ǫ] · vǫdxdt = 0.
After integrating by parts and applying (30) we obtain
τ2ˆ
τ1
ˆ
Ω
[uǫ · ∂tvǫ + (u⊗ u)ǫ : ∇xvǫ] dxdt =
ˆ
Ω
uǫ · vǫ(τ2, x)dx−
ˆ
Ω
uǫ · vǫ(τ1, x)dx. (31)
Integrating (27) against 1
2
|vǫ|
2, we get
τ2ˆ
τ1
ˆ
Ω
divx(uǫ)
1
2
|vǫ|
2 = 0.
Again integrating by parts we have
τ2ˆ
τ1
ˆ
Ω
uǫ · ∇xvǫ · vǫdxdt = 0. (32)
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Let E(uǫ | vǫ) be defined as in (13). Now fundamental theorem of integral calculus and the
equation (31) yield ˆ
Ω
E(uǫ | vǫ)(τ2, x)dx−
ˆ
Ω
E(uǫ | vǫ)(τ1, x)dx
=
τ2ˆ
τ1
ˆ
Ω
[uǫ · ∂tuǫ − uǫ · ∂tvǫ − (u⊗ u)ǫ : ∇xvǫ + vǫ · ∂tvǫ] dxdt.
By employing (27), (29) and (32) we haveˆ
Ω
E(uǫ | vǫ)(τ2, x)dx−
ˆ
Ω
E(uǫ | vǫ)(τ1, x)dx
=
τ2ˆ
τ1
ˆ
Ω
[−uǫ · divx(u⊗ u)ǫ + (uǫ − vǫ) · divx(v⊗ v)ǫ] dxdt
+
τ2ˆ
τ1
ˆ
Ω
[(u⊗ u)ǫ − (uǫ ⊗ uǫ)] : ∇xvǫdxdt−
τ2ˆ
τ1
ˆ
Ω
uǫ · ∇xvǫ · uǫdxdt.
After a rearrangement of terms we getˆ
Ω
E(uǫ | vǫ)(τ2, x)dx−
ˆ
Ω
E(uǫ | vǫ)(τ1, x)dx
=
τ2ˆ
τ1
ˆ
Ω
[uǫ · ((divx(uǫ ⊗ uǫ)− divx(u⊗ u)ǫ) + (uǫ − vǫ) · ∇xvǫ · vǫ] dxdt
−
τ2ˆ
τ1
ˆ
Ω
[vǫ · ∇xvǫ · uǫ + uǫ · ∇xuǫ · uǫ] dxdt
+
τ2ˆ
τ1
ˆ
Ω
[(u⊗ u)ǫ − (uǫ ⊗ uǫ)] : ∇xvǫdxdt−
τ2ˆ
τ1
ˆ
Ω
(uǫ − vǫ) · ∇xvǫ · uǫ. (33)
Note that (28) implies
τ2ˆ
τ1
ˆ
Ω
∇x
(
|uǫ|
2 + |vǫ|
2
)
· uǫdxdt = 0. (34)
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Therefore applying (34) in (25), we haveˆ
Ω
E(uǫ | vǫ)(τ2, x)dx−
ˆ
Ω
E(uǫ | vǫ)(τ1, x)dx
=
τ2ˆ
τ1
ˆ
Ω
[uǫ · (divx(uǫ ⊗ uǫ)− divx(u⊗ u)ǫ)] dxdt
−
τ2ˆ
τ1
ˆ
Ω
(uǫ − vǫ) · ∇xvǫ · (uǫ − vǫ)dxdt
+
τ2ˆ
τ1
ˆ
Ω
[(u⊗ u)ǫ − (uǫ ⊗ uǫ)] : ∇xvǫdxdt.
Again integrating by parts we getˆ
Ω
E(uǫ | vǫ)(τ2, x)dx−
ˆ
Ω
E(uǫ | vǫ)(τ1, x)dx
=
τ2ˆ
τ1
ˆ
Ω
[(u⊗ u)ǫ − (uǫ ⊗ uǫ)] : ∇x(vǫ − uǫ)dxdt
−
τ2ˆ
τ1
ˆ
Ω
(uǫ − vǫ) · ∇xvǫ · (uǫ − vǫ)dxdt.
By virtue of (9) we have
ˆ
Ω
E(uǫ | vǫ)(τ2, x)dx−
ˆ
Ω
E(uǫ | vǫ)(τ1, x)dx ≤
τ2ˆ
τ1
ˆ
Ω
C(t)E(uǫ | vǫ)(t, x)dxdt+Rǫ (35)
where Rǫ is defined as follows
Rǫ :=
τ2ˆ
τ1
ˆ
Ω
[(u⊗ u)ǫ − (uǫ ⊗ uǫ)] : ∇x(vǫ − uǫ)dxdt. (36)
Lemma 5 (Constantin et al. [5]). Let Ω ⊂ RN be a bounded domain and T > 0. Let u, v ∈
Bαp,∞(Ω,R
N ) with α ∈ (0, 1) and p ≥ 3. Then the following estimate holds∣∣∣∣∣∣
τ2ˆ
τ1
ˆ
Ω
[(u⊗ u)ǫ − (uǫ ⊗ uǫ)] : ∇x(vǫ − uǫ)dxdt
∣∣∣∣∣∣ ≤ ǫ3α−1C(Ω, T )|u|2Bαp,∞(|u|Bαp,∞ + |v|Bαp,∞)
for 0 < τ1 < τ2 < T .
Proof of this lemma can be found in [5, page 208-209].
By applying Lemma 5 in (36) we get the following estimate of Rǫ
|Rǫ| ≤ ǫ
3α−1C(Ω, T )|u|2Bαp,∞(|u|Bαp,∞ + |v|Bαp,∞).
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This yields
ˆ
Ω
E(uǫ | vǫ)(τ2, x)dx−
ˆ
Ω
E(uǫ | vǫ)(τ1, x)dx ≤
τ2ˆ
τ1
ˆ
Ω
C(t)E(uǫ | vǫ)(t, x)dxdt
+ ǫ3α−1C(Ω, T )|u|2Bαp,∞(|u|Bαp,∞ + |v|Bαp,∞).
Passing the limit ǫ→ 0 we get
ˆ
Ω
E(u | v)(τ2, x)dx−
ˆ
Ω
E(u | v)(τ1, x)dx ≤
τ2ˆ
τ1
ˆ
Ω
C(t)E(u | v)(t, x)dxdt.
Now passing the limit τ1 → 0 and invoking Gronwall’s inequality we get u ≡ v. This completes
the proof of Theorem 2.
3. Inhomogeneuos incompressible Euler system
In this section, we consider the inhomogeneous incompressible Euler system
∂t(̺u) + divx(̺u⊗ u) +∇xp(x, t) = 0 for (t, x) ∈ [0, T )× Ω, (37)
∂t̺+ divx(̺u) = 0 for (t, x) ∈ [0, T )× Ω, (38)
divx(u) = 0 for (t, x) ∈ [0, T )× Ω, (39)
(̺,u)(0, x) = (̺0,u0)(x) for x ∈ Ω. (40)
First we define the weak solution to the system (37)–(39) in a similar way as we have done for the
system (1)–(2).
Weak formulation: We say (ρ,u) ∈ C([0, T ), L2(Ω)) is a weak solution to (37)–(39) if it satisfies
following integral equations
•
τ2ˆ
τ1
ˆ
Ω
[̺u · ∂tψ + ̺u⊗ u : ∇xψ] dxdt =
ˆ
Ω
̺u · ψ(τ2, x)dx−
ˆ
Ω
̺u · ψ(τ1, x)dx (41)
for ψ ∈ C1c ([0, T )× Ω,R
N ) and 0 ≤ τ1 < τ2 < T with divx(ψ) = 0.
•
τ2ˆ
τ1
ˆ
Ω
[̺∂tφ+ ̺u · ∇xφ] =
ˆ
Ω
̺φ(τ2, x)dx−
ˆ
Ω
̺φ(τ1, x)dx (42)
for φ ∈ C1c ([0, T )× Ω) nd 0 ≤ τ1 < τ2 < T .
•
τ2ˆ
τ1
ˆ
Ω
u · ∇xφdxdt = 0 (43)
for φ ∈ C1c ([0, T )× Ω) and 0 ≤ τ1 < τ2 < T .
Definition 6 (admissible solution). We say a weak solution to the system (37)–(39) is admis-
sible if it satisfies the following inequality
10
ˆΩ
̺|u|2(τ2, x)dx ≤
ˆ
Ω
̺|u|2(τ1, x)dx. (44)
Theorem 7. Let (̺,u), (r, v) be two weak solutions to the system (37)–(39) with same initial data
(̺0,u0) such that the following holds
̺, r, ̺u, rv,u, v ∈ Bαp,∞([0, T )× Ω), with α >
1
3
, p ≥ 3.
Suppose there is a non-negative function C ∈ L1([0, T )) such that the following holdsˆ
Ω
[
−ζ · v(τ, ·)(ζ · ∇x)φ+ C(τ)|ζ |
2φ
]
dxdt ≥ 0 for ζ ∈ RN , τ ∈ [0, T ) (45)
for each φ ∈ C∞c (Ω) with φ ≥ 0. Then we have ̺ ≡ r and u ≡ v in [0, T )× Ω.
3.1. Proof of Theorem 7
In the context of inhomogeneous incompressible Euler system we define
E1(u | v) :=
1
2
̺|u− v|2.
By a similar method as we have done in the proof of Theorem 3, we can prove u ≡ v. Next we
mollify (38) and (39) for (̺,u) and (r,u) to get
∂t̺ǫ + divx(̺u)ǫ = 0, (46)
divx(uǫ) = 0, (47)
∂trǫ + divx(ru)ǫ = 0. (48)
Subtracting (48) from (46) and multiplying by (̺ǫ − rǫ) we get
∂t
1
2
|̺ǫ − rǫ|
2 + divx ((̺u)ǫ − (ru)ǫ) (̺ǫ − rǫ) = 0.
This yields ˆ
Ω
1
2
|̺ǫ − rǫ|
2(τ2, x)dx−
ˆ
Ω
1
2
|̺ǫ − rǫ|
2(τ2, x)dx
= −
τ2ˆ
τ1
ˆ
Ω
divx ((̺u)ǫ − (ru)ǫ) (̺ǫ − rǫ)dxdt.
Integrating by parts we get ˆ
Ω
1
2
|̺ǫ − rǫ|
2(τ2, x)dx−
ˆ
Ω
1
2
|̺ǫ − rǫ|
2(τ1, x)dx
=
τ2ˆ
τ1
ˆ
Ω
((̺u)ǫ − (ru)ǫ) · ∇x(̺ǫ − rǫ)dxdt.
11
After a rearrangement of terms we haveˆ
Ω
1
2
|̺ǫ − rǫ|
2(τ2, x)dx−
ˆ
Ω
1
2
|̺ǫ − rǫ|
2(τ1, x)dx
=
τ2ˆ
τ1
ˆ
Ω
((̺u)ǫ − (̺ǫuǫ) + (rǫuǫ)− (ru)ǫ) · ∇x(̺ǫ − rǫ)dxdt
+
τ2ˆ
τ1
ˆ
Ω
((̺ǫuǫ)− (rǫuǫ)) · ∇x(̺ǫ − rǫ)dxdt
=
τ2ˆ
τ1
ˆ
Ω
((̺u)ǫ − (̺ǫuǫ) + (rǫuǫ)− (ru)ǫ) · ∇x(̺ǫ − rǫ)dxdt
+
τ2ˆ
τ1
ˆ
Ω
uǫ · ∇x(
1
2
|̺ǫ − rǫ|
2)dxdt. (49)
Note that the last term in (49) vanishes by virtue of (43) with φ = 1
2
|̺ǫ − rǫ|
2. Therefore we getˆ
Ω
1
2
|̺ǫ − rǫ|
2(τ2, x)dx−
ˆ
Ω
1
2
|̺ǫ − rǫ|
2(τ1, x)dx
=
τ2ˆ
τ1
ˆ
Ω
((̺u)ǫ − (̺ǫuǫ) + (rǫuǫ)− (ru)ǫ) · ∇x(̺ǫ − rǫ)dxdt.
By using Lemma 4 we pass the limit ǫ→ 0 to getˆ
Ω
1
2
|̺ǫ − rǫ|
2(τ2, x)dx =
ˆ
Ω
1
2
|̺ǫ − rǫ|
2(τ1, x)dx. (50)
Next we pass the limit τ1 → 0. Therefore we have ̺ ≡ r. This completes the proof of Theorem
7.
4. Euler–Boussinesq equations
This section deals with an uniqueness result for Euler–Boussinesq equations which is the fol-
lowing
∂tu+ divx(u⊗ u) +∇xp(x, t) = θg for (t, x) ∈ [0, T )× Ω, (51)
∂tθ + divx(θu) = 0 for (t, x) ∈ [0, T )× Ω, (52)
divx(u) = 0 for (t, x) ∈ [0, T )× Ω, (53)
(θ,u)(0, x) = (θ0,u0)(x) for x ∈ Ω. (54)
We say (θ,u) ∈ C([0, T ), L2(Ω)) is a weak solution to the system (51)–(53) if it satisfies the
following integral equations
•
τ2ˆ
τ1
ˆ
Ω
[u · ∂tψ + u⊗ u : ∇xψ + θg · u] dxdt =
ˆ
Ω
u · ψ(τ2, x)dx−
ˆ
Ω
u · ψ(τ1, x)dx (55)
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for ψ ∈ C1c ([0, T )× Ω,R
N ) and 0 ≤ τ1 < τ2 < T with divx(ψ) = 0.
•
τ2ˆ
τ1
ˆ
Ω
[θ∂tφ+ θu · ∇xφ] =
ˆ
Ω
θφ(τ2, x)dx−
ˆ
Ω
θφ(τ1, x)dx (56)
for φ ∈ C1c ([0, T )× Ω) nd 0 ≤ τ1 < τ2 < T .
•
τ2ˆ
τ1
ˆ
Ω
u · ∇xφdxdt = 0 (57)
for φ ∈ C1c ([0, T )× Ω) and 0 ≤ τ1 < τ2 < T .
By a similar argument as we have given in proofs of Theorem 2 and 7, we can prove the following
theorem.
Theorem 8. Let (θ1,u1), (θ2,u2) be two weak solution to the system (51)–(53) such that the
following holds
θ1, θ2, θ1u1, θ2u2,u1,u2 ∈ B
α
p,∞((0, T )× Ω), with α >
1
3
, p ≥ 3. (58)
Additionally, we assume that there is a non-negative function C ∈ L1([0, T )) such that the following
holds ˆ
Ω
[
−ζ · u2(τ, ·)(ζ · ∇x)φ+ C(τ)|ζ |
2φ
]
dxdt ≥ 0 for ζ ∈ RN , τ ∈ [0, T ) (59)
for each φ ∈ C∞c (Ω) with φ ≥ 0. Then we have θ1 ≡ θ2 and u1 ≡ u2 in [0, T )× Ω.
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