Abstract. In this work, several multilevel decoupled algorithms are proposed for a mixed Navier-Stokes/Darcy model. These algorithms are based on either successively or parallelly solving two linear subdomain problems after solving a coupled nonlinear coarse grid problem. Error estimates are given to demonstrate the approximation accuracy of the algorithms. Experiments based on both the first order and the second order discretizations are presented to show the effectiveness of the decoupled algorithms.
Here, n f is the unit outward normal directions on ∂Ω f at Γ,
is the unit tangent vector on Γ, α BJS is a positive parameter depending on the properties of the porous medium. The first interface condition ensures the mass conservation across Γ. The second one is the balance of normal forces across the interface. The third condition is well known as Beavers-Joseph-Saffman's law [4, 38] , which states that the slip velocity is proportional to the shear stress along Γ.
For boundary conditions, without loss of generality, we impose homogeneous Dirichlet boundary conditions on Γ f = ∂Ω f /Γ and Γ p = ∂Ω p /Γ:
The Finite Element method (FEM) discretization of the coupled Navier-Stokes/Darcy model will result in a coupled nonlinear saddle point problem, which is very difficult to solve. In this work, we are interested in developing decoupled and linearized methods so that they not only allow for easy and efficient implementation and software reuse, but also are numerically effective and efficient. We propose and investigate four multilevel decoupled algorithms. In all these algorithms, the coupled nonlinear system only needs to be solved on a very coarse grid level. After that, decoupled linearized Navier-Stokes and Darcy subproblems are solved on all the subsequently refined meshes. In Algorithm A, we solve a Darcy subproblem firstly and using the coarse grid solution to provide its boundary condition at the interface, and then solve a linearized Navier-Stokes problem using the Darcy problem to provide its boundary condition at the interface, and finally, on the same fine grid level, correct both the Darcy problem and the Navier-Stokes equations using the most updated subproblems to supplement the boundary conditions to each other at the interface. Algorithm B is similar to Algorithm A. Compared with Algorithm A, we only exchange the order of solving the linearized Navier-Stokes equations and the Darcy problem in Algorithm B [40] . In Algorithm C, on all fine grid levels, we use the previous level solution to provide boundary conditions for each subproblems and solve them in parallel [35, 8, 40, 24] . In Algorithm D, on all fine grid levels, the correction step is only applied to the Navier-Stokes part, the boundary conditions of each subproblem are provided by using the most updated numerical solutions.
These multilevel algorithms are extended from the existing two-level algorithms [26, 8, 35, 15, 24, 41, 29, 30, 44] . However, the error estimates of the multilevel algorithms are much more difficult than those of two-level algorithms. In this paper, a theoretical analysis is given for Algorithm A. We apply mathematical induction method to give the estimates of the multilevel algorithm. Different from other existing papers, in which most of the researchers only analyze and test the first order discretization, our theory is valid not only for the first order discretization, but also valid for a general k-th order discretization. In particular, for both the first order and the second order discretizations, it is shown that if the mesh sizes of the two successive mesh levels are scaled with h l = h 2 l−1 , l = 1, 2, · · · , L, then the energy norm errors in the finalstep approximation are of optimal order. This means that the final approximation is of the same order of accuracy as the Finite Element approximation to (φ, u, p) obtained by solving exactly the coupled nonlinear system on the finest mesh. The results are similar to the so-called mesh independent principle justified for the multilevel algorithm for a single Navier-Stokes model by W. Layton [31, 32] . The advantages of these multilevel algorithms are: they are numerically efficient because they enable the application of the most efficient and optimized local linear solvers on the fine grid that have been well developed for the linearized Navier-Stokes and Darcy models. Furthermore, in this work, we are interested in not only the mathematical analysis, but also the comparisons of different algorithms. Extensive numerical experiments for both the first order and the second order discretizations are provided to compare the different multilevel algorithms and to illustrate the effectiveness of these algorithms. In our numerical experiments, we firstly compare the algorithms in the two-level cases, then careful tests are designed to verify the theoretical predictions; some three-level experiments are also conducted to highlight the possible improvements of the theoretical analysis and the numerical algorithms.
be the functional spaces for u, p and φ, respectively. We denote X = X f ×X p . By multiplying test functions to (1.1) and (1. 
Here, c(u, v, w) corresponds to the nonlinear term, a f (u, v) + a p (φ, ψ) + a Γ (u, v) is the corresponding bilinear form to the linear coupled Stokes/Darcy problem [16, 35] . The following results have been well established: a(·, ·) is bounded and coercive; b(·, ·) is bounded and satisfies the inf-sup condition [16, 18, 36] ; and the nonlinear term satisfies the following estimates [22, 29, 30, 33] . LEMMA 2.1. Suppose that the boundary of the domain Ω f satisfies the strong Lipschitz condition of Adams [1] . We have
Here and thereafter, we will use a b to denote that there exists a generic constant C, such that a ≤ Cb. For the wellposedness of the coupled NS/Darcy model, we refer to [3, 13, 18, 23, 42] . It is shown that the coupled NS/Darcy problem (2.1) is well-posed if the normal velocity across the interface is sufficiently small and the viscosity ν is sufficiently large. Moreover, there holds the a priori bound of the weak solution [23, 42] . Now, we discuss the Finite Element approximations of problem (2.1). For a subdomain Ω d , we denote · s,Ω d and |·| s,Ω d as the usual Sobolev norm and seminorm for
where Ω d can be the interface Γ or one of the subdomains. We partition Ω f and Ω p by quasi-uniform regular triangulations T f,h and T p,h with a characteristic meshsize h. Moreover, we assume that the two subdomain triangulations coincide at Γ. If a conventional conforming Finite Element method is applied to the model problem (2.1), the discrete problem reads as:
Here, the FE pairs X f,h × Q h needs to be stable [5, 22] , i.e., there exists a positive constant β such that
We assume that the solution of (2.1) is smooth enough and the FE spaces have the following typical approximation properties: let k be a natural number, for all
There are several well-known Finite Element spaces satisfying the discrete inf-sup condition and the approximation properties (2.3)-(2.5). For instance, if k = 1, one can apply the Mini elements [5, 22] in Ω f and the piecewise linear elements in Ω p . If k ≥ 2, the k-th order Taylor-Hood elements [5, 22, 39] and P k elements can be applied in Ω f and Ω p respectively [5, 7, 26] . For simplicity, we will only consider the cases k = 1 and k = 2 for numerical experiments in this paper.
For the coupled discrete problem (2.2), the energy norm error estimates can be derived by using a fixedpoint framework [8, 22] , the L 2 error analysis can be obtained by using the Aubin-Nitsche duality argument [8] . In summary, we have LEMMA 2.2. (2.2) . Assuming that ν is sufficiently large and h is sufficiently small, there holds the following energy norm estimate for the problem (2.2) .
Moreover, we have the following L 2 error estimate:
Furthermore, one can derive the a priori bound of the FE solution under the assumption that the viscosity ν is sufficiently large [23, 42] .
3. Multilevel decoupled algorithms. In this section, we introduce four multilevel decoupled algorithms for the coupled Navier-Stokes/Darcy model. In the first step of all these algorithms, we solve the coupled nonlinear problem (2.2) on a coarse mesh level:
In the following, for the ease of notations, we denotẽ
The first multi-level algorithm is actually an extension of the two-level algorithm developed in [26] . After solving the nonlinear coupled problem on a coarse grid level (cf. equation (3.1)), the fine-level steps read as:
Step a: Solve a Darcy problem on a fine grid:
Step c: Correct the Darcy solution on the same fine grid: find φ
Step d: Correct the NS solution on the same fine grid: find u
In the second multi-level algorithm, different from Algorithm A, we exchange the order of solving the two subproblems on fine grid levels [41] . Specifically, after solving the coupled nonlinear problem on a coarse grid level, the fine-level steps of the second multi-level algorithm read as:
Step a: Solve a linearized NS problem on a fine grid: find u
, v h l ).
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Step b: Solve a Darcy problem on a fine grid: find φ * B,h l ∈ X p,h l such that
Step c: Correct the NS solution on the same fine grid: find u
Step d: Correct the Darcy solution on the same fine grid: find φ
In the third multilevel algorithm, after solving the coupled nonlinear problem on a coarse grid, we will solve the two subproblems in parallel on all fine grid levels. Specifically, the fine-level steps read as: Solve the local Darcy problem on a fine grid: find φ
In the last multi-level algorithm, we skip the correction step for the Darcy problem. After solving the coupled nonlinear problem on a coarse grid level, the fine-level steps of the algorithm reads as:
Step a: Solve the Darcy problem on a fine grid:
(3.14)
We see that when L = 1, Algorithm A is reduced to the two-level algorithm developed in [26] , Algorithm C degenerates to the two-level algorithm proposed in [35, 8] . Algorithm B is an extension of the two-grid algorithm proposed in [40] . Algorithm D differs from Algorithm A in that there is no correction step for the Darcy problem. Intuitively, each of the above multilevel algorithms can be thought of as a recursive call of a certain two-level algorithm. Moreover, it is not difficult to see that Algorithm A and Algorithm B require more operation cost, while Algorithm C requires the least operation cost on every mesh level.
4. Theoretical Analysis. In this section, we only analyze the solution by the decoupled multilevel Algorithm A. For Algorithm A and Algorithm B, we will see that they produce almost the same accurate solution from our numerical experiments in Section 5. The analysis of Algorithm C in the linear case can be found in [10] . As previously pointed out, when L = 1, all the above algorithms degenerate to the two level algorithms. We firstly present the results for L = 1 case, and then provide the error analysis for analyzing the numerical solution on a general meshlevel l. 
For Algorithm C in the two level case, the corresponding analysis for the linear case can be found in [24] . In short, there holds
Remarks. For Algorithm A, we comment here that Lemma 4.1 indicates that when
, the final-step solution of Algorithm A possesses the same order accuracy as the Finite Element solution in the energy norm. In comparison, for Algorithm C, the theoretical estimates of energy 8 norm errors in (4.5) suggest that one needs to take the scaling
. For Algorithm A, to ensure the final-step solutions have optimal L 2 norm errors, one has to take the scaling h = H 2 if k = 1, 2; To ensure the intermediate-step solutions have optimal energy convergence, one has
errors, the scaling between the two grid sizes has to be taken as h = max{H
4.2. Analysis of the multilevel algorithms. The main purpose in this part is to show that the multilevel decoupled and linearized Algorithm A, with a properly chosen scalings of the two successive meshlevel sizes, is of the same order of approximation accuracy as the coupled and nonlinear algorithm. Note that Algorithm A may be viewed as an approximation to the coupled Finite Element algorithm, we will analyze the difference between the solution by Algorithm A and the solution by using the nonlinear coupled algorithm.
To estimate the L 2 -error of the intermediate-step solution of Algorithm A on the l-th (l ≥ 1) mesh level, we will consider the following the dual problem of the linearized problem:
If the solution of the linearized coupled NS/Darcy model has the regularity (u,
as assumed in Lemma 2.2 and for ν sufficiently large, the two convection terms c(u, v, w) and c(v, u, w) in the linear dual problem (4.6) can be properly bounded, and thus we may assume that the solution of the problem (4.6) is locally smooth and has the regularity 
Proof (i). The proof of (4.8) is very similar to the estimate of φ in the two-grid algorithms developed in [35, 8] . First, by taking
2) and comparing with the discrete model (3.12), we have
Let θ ∈ H 1 (Ω f ) be the solution of the problem:
θ is the harmonic extension of φ h l − φ * A,h l to the fluid flow region and satisfies the following estimate [35] .
Then, integrating by parts and noting that both u h l and u * h l satisfy the discrete divergence-free property, we have, for any
By applying the Cauchy-Schwarz inequality and the inequalities (2.7), there holds
By applying triangle inequality and the estimate of the Finite Element solution, we see that (4.8) holds true.
(ii). We only provide a proof for the error estimate of u h l − u * A,h l . Similar to the techniques used in [35, 8, 41, 40] , the estimate for p h l − p then follows from the discrete inf-sup condition and the estimate of u h l − u . To prove (4.9), we compare the coupled nonlinear discrete problem (2.2) with the linearized Navier-Stokes model (3.3) . We see that
For the trilinear terms, it is easy to verify the following identity.
(4.15)
Note that the viscosity ν is sufficiently large, then the weak solution, the Finite Element solution as well as the multilevel solution have the a-priori bounds [23, 42] . Then, roughly speaking, the following inequality holds true.
Thus, by using (4.14), (4.15), and Lemma 2.1, we see that 
Taking v = (v h l , 0) in (2.1) and subtracting with (3.3), we obtain
Subtracting (4.17) from (4.16), we have
holds true. (iv). The estimate of (4.11) is similar to the estimate of (4.8) .
2) and comparing with the discrete model (3.4), we have
A to the fluid flow region with the Dirichlet data at Γ being equal to equal to
Here, in the last equality, we have used the discrete divergence-free property for u h l and u * A,h l . Therefore,
We see that the estimate (4.11) holds true. (v). Now, we estimate the error of
2) and comparing with (3.5) on the l-th level mesh, and splitting the trilinear terms in the right hand side, we obtain
Similar to the proof of (4.9), letting
The right hand side of (4.20) is bounded by
Applying the triangle inequality, the energy norm error estimate of Finite Element solution (cf. Lemma 2.2), then discarding the terms which are of the same order or higher order errors in (4.19) and (4.20), we see that (4.12) holds true.
(vi). For estimating the L 2 -error of u − u h l A , let us consider the dual problem of a linearized problem, which is similar to problem (4.6).
Moreover, we assume that a regularity estimate which is similar to (4.7) holds. Setting .21), splitting the two trilinear terms in (4.21) into four terms, we have
Taking v = (v h l , 0) in (2.1) and subtracting with (3.5), we obtain 
The estimate of the last term is similar to that for the above term
Putting all the terms in the right hand side of (4.24) together, and combining with the regularity estimate, discarding the terms which are of the same order or higher order errors, we see that (4.13) holds true. We comment here that Theorem 4.1 is valid for a general k-th order discretization. However, because of the complex forms of the error terms, it is not easy to identify the scaling relationship for the two adjacent mesh level sizes. As previously mentioned, we are particularly interested in the first order and the second order discretizations. The following theorem states that for the first and the second order discretizations, if h l = h 
Proof We apply mathematical induction to the meshlevel l. For proving the results for the solution on meshlevel l, we will assume that the conclusions for the solutions on meshlevel l − 1 hold true. From Lemma 4.1, we know that L = 1 (in (4.1)-(4.4) by changing H to be h 0 and h to be h 1 ), the error estimates for the intermediate-step solution, and the final-step solution hold true. For both k = 1 and k = 2, if h 1 = h 2 0 the estimates (4.24)-(4.27) hold true (see also Remark 4.1 in [26] ). We are going to prove the results for a general meshlevel l. We will discuss the two cases: k = 1 and k = 2 separately.
If k = 1, by using (4.8)-(4.13), we see that the estimates for
If k = 2, we see that we see that the estimates for errors is for the purpose of estimating the energy norm of the final-step solution.
From Theorem 4.2, under the scaling h
We would comment that the theoretical analysis of Algorithm D can be done similar to that for Algorithm A. Noting that there is no correction step in Algorithm D, the scaling of the meshsizes between two adjacent meshlevels are more stringent than that for Algorithm A. In the next section, we provide numerical experiments showing that for the first order discretization, the final-step solution of Algorithm D is still optimal if h l = h 2 l−1 . However, for the second order discretization, one has to take h l = h 3/2 l−1 to ensure the final-step solution in the energy norm is optimal (in particular, for the variable φ The coupled nonlinear FE problem is solved by the Picard iteration:
The stopping criterion for the Picard iteration is U m+1 −U m l 2 < 10 −7 , where U m is the nodal-value vector for the m-th iterate. In all algorithms, the symmetric positive definite linear system of the fine-grid Darcy problems are solved by the PCG method with the incomplete Cholesky factorization as preconditioner. The stopping criterion of PCG is set to be 10 −9 and the dropping tolerance of the incomplete Cholesky factorization is 10 −3 . For solving the fine-grid linearized Navier-Stokes problems and the coarse-grid linear system at each step of the Picard iteration, we employ the preconditioned GMRES method with the stopping criterion rq l 2 r0 l 2 < 10 −9 , where r q is the residual at the q-th iteration of the GMRES method. The preconditioners of these saddle point problems are designed by using the Green function theory [28] . Interested readers are referred to [7, 11] for more details. All experiments were performed using personal desktop computer with the processor Intel Core i3 2130 (Operating speed 3.4 GHz). For the tests we presented in this paper, the average number of Picard iteration is 6, the number of GMRES iterations for the coupled model or linearized Navier-Stokes model with Green function theory based preconditioner is around 30, the iterations of PCG with incomplete Cholesky factorization preconditioning are less than 280 in all tests. In the implementation of the two-level and multilevel algorithms, the key part is the Finite Element interpolations. FE interpolations are applied from coarse grid to fine grid or between different submodels. For example, when solving the Darcy problem (3.2), we need to compute the Neumann data at the quadrature points of the fine grid by using the coarse grid solution. Standard FE interpolation is applied to supplement the Neumann data: take the coarse grid NS solution, and use the coarse grid basis functions to calculate the Neuman data at the quadrature points when assembling the right hand side of (3.2).
For Algorithm A, the following notations are used to measure the solution errors, the intermediate-step two-level solution errors and the final two-level solution errors for φ in the energy norm and the L 2 norm. Similarly, the notations, e Similarly, if the algorithm is changed to be Algorithm B, Algorithm C or Algorithm D, the subindex of the errors will be changed correspondingly. We keep 4 valid digits when calculating all the errors in the following tests.
Comparisons of the two-level algorithms.
We firstly conduct numerical experiments for comparing all algorithms under the two-level cases. According to Lemma 4.1, for the first (second) order discretization, if h = H 3 (h = H 5/2 ), then Algorithm A still gives optimal errors in the energy norm. However, it is not clear whether Algorithm B and Algorithm C also give optimal errors under such a scaling. It is also important to know the differences of the different algorithms so that we can have better understanding of their generalizations to the multilevel cases.
For the first order discretization, Mini elements and piecewise linear elements are used in Ω f and Ω p , respectively. The scaling between h and H is set to be h = H 3 . In Table 5 for Algorithm A, Algorithm B and Algorithm C. For Algorithm C, we note that the results for φ actually are the same as those for φ in the intermediate-step of Algorithm A and the results for fluid variables actually are the same as those for fluid variable in the intermediate-step solution of Algorithm B. As observed from Table  5 .1, the Finite Element solution errors confirm the theoretical predictions (cf. Lemma 2.2). The pressure FE error is of an order between O(h) and O(h 2 ) as there is a bubble function in the Mini element discretization for the fluid part [8, 7, 14] . From Table 5 .1, for both Algorithm A and Algorithm B, we see that the final two-level solution errors in the energy norms, i.e., e Table 5 .1, we see that Algorithm B gives almost the same errors as Algorithm A in the final step. However, from Table 5 .1 and Figure 5 .1, Algorithm C does not give optimal error order under the same scaling setting for the two level meshsizes (in particular, for the pressure errors). For second order discretization, Taylor-Hood elements are applied in Ω f and piecewise quadratic elements are applied in Ω p . The scaling between h and H is set to be h ≈ H 5/2 . (Actually, except the case h = 1/32 = (1/4) 5/2 , the fine grid sizes h are selected even slightly smaller than H 5/2 .) Numerical results are reported in Table 5 .2 and the comparisons of Algorithm A and Algorithm C are presented in Figure  5 .2. As observed from Table 5 Table 5 .2 and Figure 5 .2, Algorithm C does not give optimal numerical errors under the scaling h ≈ H 5/2 (in particular, for pressure errors). By comparing the digital results of Algorithm A and Algorithm C in Table 5 .2, one can get the same conclusions as we have drawn for the first order discretization. Table 5.1 and Table 5 .2, we see that Algorithm A and Algorithm B actually give almost the same numerical accuracy. They only have some difference in the intermediate-step solution errors. This means that it doesn't matter whether the NS problem or the Darcy problem is solved firstly. Therefore, in the multilevel tests, we will only compare Algorithm A with Algorithm C and Algorithm D.
Comparisons of the multilevel algorithms. From
In Table 5.3 and Table 5 .4 we report the numerical results based on the Mini/P 1 element discretization and the Taylor-Hood/P 2 element discretization, respectively. Correspondingly, Figure 5 .3 and Figure 5 .4 plot the results from Table 5.3 and Table 5 .4. For the both the first order and the second order discretizations, the scalings of the two successive meshsizes are all set as h l = h 2 l−1 . From Table 5 .3 and Figure 5 .3, we see that all the final-step solution errors based on the decoupled multilevel Algorithm A are almost the same as those based on the coupled nonlinear algorithm. This clearly shows the approximation properties of Algorithm A. For Algorithm C and Algorithm D, although they provide accurate H 1 − norm errors for the variables φ, u, v, they can not give accurate pressure errors and the L 2 -norm errors. To be more precisely, Algorithm C can not provide optimal L 2 norm errors for all variables; Algorithm D can not provide optimal L 2 norm errors for φ.
For the second order discretization, from the results reported in Table 5 .4 and Figure 5 .4, we can draw the same conclusions for Algorithm A as those based on the first order discretization. For Algorithm C, both the energy norm errors and the L 2 norm errors are not accurate enough because the scalings for the two successive mesh sizes are set as h l = h for the second order discretization. To verify this, we report the numerical results in Table 5 .5. From the results in Table 5 .5, we note that both Algorithm C and Algorithm D give almost the same errors as the coupled nonlinear algorithm. The results confirm our theoretical predications, and most importantly, the results suggest that it is necessary to have the correction steps for both the Navier-Stokes subproblem and the Darcy subproblem.
5.3.
Experiments for the multilevel algorithms using different scalings between different meshlevel sizes. From [26] , we see that for the first two levels of the multilevel Algorithm A, one can take h 1 = h 3 0 to guarantee the optimal convergence of the energy norm errors (for simplicity, we use the first order discretization for the discussion). However, the analysis in Section 4 shows that one should take h l = h 2 l−1 to guarantee the solution errors are optimal in the energy norm on all mesh levels. This suggests us to test the multilevel algorithms using different scalings on different meshlevels. In this subsection, we test the multilevel algorithms under the three level cases using different scalings between h l and h l−1 for two adjacent mesh levels.
For the first order discretization, we take h 1 = h Table 5.6 and Table 5 .7, by comparing the FE errors with the multilevel algorithm errors, we see that Algorithm A still gives optimal energy norm errors and optimal L 2 -norm errors for velocity. For Algorithm C, as the scaling between h l and h l−1 is of very higher order, neither theoretical analysis nor numerical experiments guarantee it can give optimal energy norm or L 2 norm solution errors.
6. Conclusion. In conclusion, we have proposed some decoupled and linearized multilevel algorithms for the coupled NS/Darcy model. These algorithms are numerically efficient and also enables easy and efficient implementation and software reuse. Numerical analysis are presented to show that the decoupled and linearized Algorithm A retains the same order of approximation accuracy as the coupled and nonlinear algorithm if the scalings between two successive mesh level sizes are properly chosen. Extensive numerical experiments are provided to verify the theoretical predictions and to compare the different algorithms. 6.394E-9
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