Abstract. In this paper, an assist method for human operation of electric-powered wheelchairs is studied. The purpose of this research is to make powered wheelchairs intelligent and to realize a mobility aid for people, who find it difficult or impossible to drive a conventional wheelchair. On a prototype of our group, a neural network produces an obstacle avoidance function. In this research, by the approach that connection weights of the neural network change according to the condition of obstacles in the vicinity of the wheelchair and the running state of the wheelchair, we improve the obstacle avoidance function. First, neural networks evolve by using digital computer simulator. Secondly, experiments, using a prototype with six wheels implemented neural networks whose connection weights are determined by numerical studies, demonstrate that the neural network with variable connection weights exhibits the excellent level of ability of obstacle avoidance.
1. Introduction. The number of elderly people and disabled gradually increases, hence, people needing a wheelchair of various kinds increases in Japan. While there exist various wheelchairs, electric powered wheelchairs are one of the important vehicles for disabled and elderly people. However, the operation of the wheelchair has some difficulties in configurations such as obstacle avoidance and operation in narrow corridors. Therefore, a certain degree of ability to operate is needed as well as a certain degree of judgmental ability. There have been various research done on intelligent wheelchairs and operation support systems [1] [2] [3] [4] [5] [6] . Autonomous or semi-autonomous intelligent wheelchairs have been developed [7] [8] [9] [10] and various human interfaces have been proposed [11] [12] [13] [14] [15] . As a recent topic, an autonomous type of wheelchair was developed and demonstrated at EXPO 2005 AICHI JAPAN [16] .
The purpose of this research also is to make powered wheelchair intelligent and to realize a mobility aid for people who find it difficult or impossible to drive a conventional wheelchair. The prototype of our group uses a neural network to produce an obstacle avoidance function. If the level of ability of obstacle avoidance function generated by the neural network is excellent, then the advanced operation assist system can be constructed by combining the obstacle avoidance function and the human operation. This research, by the approach that connection weights of the neural network change according to the condition of obstacles in the vicinity of the wheelchair and the running state of the wheelchair, attempts to improve the obstacle avoidance function. Our numerical studies show the usefulness of neural networks with variable type connection weights. Moreover, experiments using the prototype also demonstrate the excellent level of ability of neural network with variable type connection weights.
Section 2 shows a prototype of intelligent wheelchairs and the structure of the operation support system proposed in this research, and Section 3 describes the problem of the neural network with invariant connection weights. In Section 4, the strategy of "changing connection weights of the neural network" is proposed. The result of numerical experiments is presented in Section 5. The result using a prototype is also demonstrated in Section 5.
2. The Basic Conception of the Operation Support System. In Figure 1 , a prototype of developing an intelligent wheelchair is shown. This wheelchair has six wheels, namely, two front wheels, two middle ones and two rear ones. According to the human's operations input by using a joystick, two motors independently drive the middle two wheels and the wheelchair moves. The advantage of this six-wheel type wheelchair is a small turning radius. Dimensions of the prototype are summarized in Table 1 . Figure 3(b) , where the relation between the output voltage of PSD sensors and the distance from a PSD sensor to a detected obstacle is plotted. The construction of the proposed operation assist system of the powered wheelchair is illustrated in Figure 4 . Obstacles are detected by sensors and information on obstacles are transmitted to a neural network. An input layer for PSD sensor's outputs and an output layer for avoidance orders construct the neural network, which generates the autonomous obstacle avoidance function. 
where connection weights of the neural network are described by W Li and W Ri . The subscript i of W Li and W Ri indicates the number of PSD sensor. In Figure 5 , the number of sensors is defined. In this paper, optimal connection weights W Li and W Ri are detected and are determined by using the genetic algorithm. Obstacle avoidance orders, described by O L and O R , and human operations, described by J L and J R , are combined by using the following equations:
and rotation speeds of right and left wheels, described by M L and M R , are determined by Eq. (2), where PSD i is the output of i-th PSD sensor. PSD i presents the normalized and linearized output value of i− th PSD sensor. Namely, if the distance between obstacle and wheelchair is 1. In conventional neural networks, connection weights W Li and W Ri are fixed, after the evolution using the genetic algorithm was completed and an obstacle avoidance function was obtained. Namely, the characteristics of the neural network is invariant. In this paper, this type of neural network is called the neural network with invariant connection weights or the invariant type neural network. The invariant type neural network, implemented on an intelligent wheelchair, confronts to a wide range of environmental changes with a fixed characteristic, which is determined at the end of evolution. Until now, the adaptive ability of neural networks to an unknown environment depends on the generalization ability of the neural network. However, there exists a limit of generalization ability in invariant type neural networks. Hence, in this study, we propose "the neural network with variable connection weights", which changes its connection weights and its characteristic according to the change of environment. The necessity of changing characteristic of the neural network has been suggested by the following numerical example. By using the genetic algorithm, we have obtained a neural network for the obstacle avoidance, under conditions that 1) The running course for wheelchairs is a square surroundings course illustrated in Figure 7 , 2) Human operation is to go straight only, and
3) The direction of human operation is clockwise and is shown by an arrow depicted in Figure 7 (a).
By using this neural network, wheelchairs can run clockwise in a square surrounding course, as demonstrated in Figure 7 (a), where the operator only indicates straight direction. However, by using this neural network, wheelchairs cannot run anti-clockwise, as demonstrated in Figure 7 (b), in the case where the direction of human operation is anti-clockwise and is shown by an arrow in Figure 7 (b). The inverse example also exists. From these example, the ability of neural network depends on a environment, in which the neural network has evolved, and the invariant type neural network is not adapted to the change of environment enough. Moreover, we have obtained a neural network for the obstacle avoidance by using the genetic algorithm in a crank course, illustrated in Figure 8 . In this case, by using the neural network, clockwise runs and anti-clockwise runs in square surroundings course are both realized. However, the ability of clockwise runs of the neural network is inferior than that of previously obtained by neural network that realize clockwise runs only.
From these phenomena, we consider that, in the case where wheelchairs are in a clockwise corner, a neural network with good clockwise ability is useful, similarly, in the case where wheelchairs are in an anti-clockwise corner, a neural network with good anticlockwise ability is useful. In the sequel, we have got an idea such that it may be useful to yield the adapting ability to various environments by changing connection weights.
4. Construction of Neural Networks with Variable Connection Weights. In this section, three types of neural networks with variable connection weights are proposed and, in the next section, their abilities are compared by using numerical simulations and experiments using a prototype. 
W Li ,W Ri : The basic quantity of connection weight ∆W Li , ∆W Ri : The adjustment quantity of connection weight Basic quantitiesW Li andW Ri give the basic motion of obstacle avoidance. The second terms ∆W Li and ∆W Ri adjust connection weights, in order to adapt the neural network to the change of environment in the vicinity of the wheelchair. To do this, ∆W Li and ∆W Ri are calculated by using another neural network, whose inputs are outputs of PSD sensors. Namely, second terms ∆W Li and ∆W Ri are calculated by the following equations:
. Figure 9 . Structure of neural networks with variable connection weights (Type1) Figure 9 shows the model of a sub-network, which calculates connection weights of type 1 neural network, and the neural network, which generates obstacle avoidance orders. In this type 1 neural network, "the law", which produces avoidance orders, changes according to the current condition of the obstacle in the vicinity of the wheelchair. It expects that this mechanism adapts the characteristics of neural network to the changing environment at every moment and corrects the generation algorithm of obstacle avoidance operation appropriately. In order to obtain this adaptable ability, in the type 1 neural network with variable connection weights, the basic quantityW Li ,W Ri and connection weightsw [Li] [j] andw [Ri] [j] of sub-network are simultaneously detected by using the genetic algorithm. In the invariant type neural network, only "the way of the avoidance" is the object of the evolution. On the other hand, in the variable type neural network, "the way of the adaptation of the obstacle avoidance" is also the object of the evolution and we try to construct the high performance autonomous obstacle avoidance function.
As shown in Figure 2(a) , the layout of PSD sensors on the wheelchair is symmetric with respect to the centerline of wheelchair. Therefore, we assume that the value of connection weightsW Li j=0,1,. . . ,17) are also symmetric, namely, the following relations hold:
In the invariant type neural network, using a condition that connection weights are nonnegative, it is guaranteed that the autonomous obstacle avoidance is executed by the deceleration of the right and left wheel's rotation speed. Hence, in the variable type neural network also, the non-negative property of basic quantities of connection weights is assumed as follows:W Li ≥ 0,W Ri ≥ 0. Furthermore, in order to guarantee that the autonomous obstacle avoidance is executed by the deceleration of right and left wheel's rotation speed, the following assumptions are added:
if
4.2. Type 2 neural network with variable connection weights. Connection weights of second type neural networks with variable connection weights are given by
W Li , W Ri : The basic quantity of connection weight η Li ,η Ri : the ratio according to the difference of right and left wheel speed where the ratioη Li andη Ri are constants. The basic quantities W Li and W Ri give the basic motion of obstacle avoidance. The second adjustment terms are generated by the difference of rotation speed of the right and left wheels M L −M R and M R −M L . Figure 10 shows an image of the type 2 neural network with variable connection weights. Because the second term of Eq. (4) is calculated by the rotation speed of the right and left wheels, the characteristic of neural network changes in accordance with the running state of the wheelchair. In order to obtain this adaptable ability, in the type 2 neural network with variable connection weights, connection weights W Li ,W Ri and constantsη Li ,η Ri are simultaneously detected by using the genetic algorithm. In this type 2 neural network with variable connection weights, we also assume the symmetry of connection weights and parameters as follows:
W Li = W R(17−i) ,η Li =η R(17−i) and the non-negative property for basic quantities of connection weights and obstacle avoidance orders as follows:
W Li ≥ 0 , W Ri ≥ 0, and Figure 10 . Structure of neural network with variable connection weights (Type2)
4.3. Type 3 neural network with variable connection weights. Connection weights of 3rd type neural network with variable connection weights are given by
W Li ,Ŵ Ri : The basic quantity of connection weight ∆Ŵ Li , ∆Ŵ Ri : The adjustment quantity of connection weight η Li ,η Ri : The ratio according to the difference of right and left wheel speed where the ratioη Li andη Ri are constants.Ŵ Li andŴ Ri gives the basic motion of obstacle avoidance. It is a different point of 3rd variable type neural network that adjustment terms are divided into two part, namely, the first term ∆Ŵ Li and ∆Ŵ Ri are concerned with obstacles in the vicinity of the wheelchair and the second term are generated by the difference of rotation speed of right and left wheels. Figure 11 shows an image of the type 3 neural network with variable connection weights.
Similar to type 1 variable type neural network, ∆Ŵ Li and ∆Ŵ Ri are calculated by using another neural network, namely, ∆Ŵ Li and ∆Ŵ Ri are calculated by the following equations:
In this type 3 neural network with variable connection weights, we also assume the symmetry of connection weights as follows:
and the non-negative property of basic quantities of connection weights and obstacle avoidance orders as follows:Ŵ 
Computer Simulations and Experiments Using a Prototype.
Since the evolution by using the genetic algorithm is extremely difficult in real systems, we have developed a simulator of a wheelchair by using a digital computer and numerical studies have been executed.
Four types of neural networks, an invariant type and three variable types, are evolved by using the genetic algorithm, in order to obtain the ability of obstacle avoidance. In the evolution, a crank course, depicted in Figure 12 , is used for the evolution environment, and furthermore the operator's order is set to go straight with maximum velocity 1.11[m/s]. The ability of the obstacle avoidance is evaluated by using the following fitness function: Figure 6 , the value of PSD i is small when the distance between the wheelchair and the obstacle is large, it is concluded that if the fitness defined by Eq. (6) is large, then the ability of obstacle avoidance is excellent. Table 2 shows the maximum value of fitness scored by each type neural network after the evolution was completed. The value of D(d total ) and S() in Table 2 demonstrates that, compared with the invariant type neural network, the wheelchair leaves a wall and runs a long distance by using variable type neural networks. From these facts, it finds that variable type neural networks realize the safe running and don't unnecessarily restrain the velocity of wheelchairs. In variable type neural networks, the type 3 neural network shows the highest score. In type 2 neural network, because the factor D(d total ) about running distance becomes small, the degree of the fitness becomes the smallest in the variable type neural networks. It supposes that, when the difference between right and left wheel rotations increases, the type 2 neural network largely decelerate in order to avoid obstacles.
Secondly, experiments using a prototype have been executed. Four types of neural networks are implemented on a prototype of a wheelchair, where connection weights and parameters are the same as those numerically calculated in previous parts of this section by using the digital computer and evolutional method. Experiments are done using the crank course shown in Figure 12 . The running speed is set as 0.55[m/s] and human operation is "go straight". The fitness, defined by Eq. (6), is observed. The results of experiments are shown in Table 3 . The value in the brackets is the increased percentage from the invariant type neural network to each variable type neural network. Results, presented in Table 3 , show that variable type neural networks have an excellent level of ability. Especially, the type 3 neural network has the most excellent ability. Furthermore, results given by using the prototype is very similar to numerical results presented in Table  2 . We consider that both results, presented in Tables 2 and 3 , mutually shows the validity of our studies. 6. Conclusions. In this research, neural networks with variable connection weights, which change according to changes in the environment, were proposed, and the obstacle avoidance function was improved. In variable type neural networks, connection weights, which give the characteristic of the obstacle avoidance function, change according to the condition of obstacles in the vicinity of the wheelchair and the rotation speed of the wheels. By comparison between the conventional neural network with invariant connection weights and the newly proposed neural networks, it was shown that neural networks with variable connection weights exhibit a more excellent level of ability of obstacle avoidance.
