ABSTRACT Conventional state estimators, such as the weighted least squares estimator, have been widely employed for state estimation in power systems. However, these methods have difficulty addressing the leverage effect and rejecting erroneous measurements simultaneously. In light of these factors, this paper proposes a multi-objective robust state estimator for systems measured by phasor measurement units (PMUs) to eliminate the leverage effect and reject erroneous measurements automatically. To reduce the computational complexity, the multi-objective state estimation is solved by the normal boundary intersection method, and is then transformed into a series of single-objective linear optimization problems. Numerical simulations based on the IEEE 14-bus system and an actual provincial 760-bus system monitored by PMUs are conducted to verify the effectiveness and robustness of the proposed estimator compared with two other estimators.
Upper and lower tolerances of measurement p.
I. INTRODUCTION
State estimation (SE) in power systems was first introduced by Fred Schweppe in 1970 [1] . Since then, SE has become an indispensable tool for providing reliable real-time databases of system states in energy management systems (EMSs). The weighted least squares (WLS) estimator provides an iterative solution that has been widely employed for state estimation in power systems. However, the estimation results of the WLS estimator deviate from the true operating states if system measurements include gross errors. Hence, the WLS estimator must be equipped with a data processor for detecting and identifying any erroneous measurements. The largest normalized residual test is commonly adopted for this purpose. However, this test requires the calculation of the residual covariance matrix over several identification cycles, which imparts a heavy computational cost. Although a more efficient alternative has been proposed [2] , the sparse inverse method employed cannot avoid repetition. Rather than applying post state correction methods, robust state estimators that remain insensitive to erroneous measurements have been proposed. To this end, the different estimation criteria of more robust M-estimators have been investigated in the past couple of decades. The quadratic-straight estimator, the quadratic-linear estimator, and the quadratic-square root estimator can track the normalized residuals of good measurements using Newton's method [3] . Another state estimator has been proposed based on the iteratively reweighted least squares method [4] - [6] , where measurement weights are updated during each iteration. While this estimator is fast and robust, its performance suffers under conditions of numerous erroneous measurements with interdependencies.
Recently, the least absolute value (LAV) estimator based on the L 1 norm has been applied to power systems [7] - [8] . It is generally robust to all erroneous data except for erroneous leverage measurements, which include very large or very small rows in the measurement Jacobian. While efforts have been devoted toward eliminating the leverage effect, such as projection statistics [4] and scaling [9] , these approaches require additional procedures. In addition, a novel robust state estimator (RSE) based on mixed integer programming (MIP) has been proposed [10] . This approach can automatically reject gross measurement errors and erroneous leverage measurements without any post processing. However, the computational complexity of the associated mixed integer nonlinear programming (MINLP) formulation increases rapidly with the increasing scale of a power system. Nonetheless, high computation efficiency has been achieved using the bilinear technique to convert the existing MINLP problem into a mixed integer linear programming (MILP) problem [11] , [12] . Another inherent disadvantage of the RSE based on MINLP is that, despite its relative insensitivity to gross measurement errors, the resulting state estimation tends to be affected by small errors (i.e., noises) in the measurement set due to its difficulty with filtering noise among the good measurements [10] .
In light of the fact that the LAV state estimator effectively rejects erroneous measurements except for erroneous leverage measurements, and the MIP-based RES (MIP-RSE) effectively addresses the leverage effect, the present work proposes a multi-objective RSE (MO-RSE) employing these two complementary estimators as the objective functions to improve the robustness of the current state estimation. The goal of the proposed MO-RSE is to automatically eliminate the leverage effect and filter noise and gross errors in the measurement set. The multi-objective optimization framework has been applied to many problems in power system monitoring and control, and has included a number of multiobjective optimization methods, such as the aggregating function method [13] , [14] , the game theory method [15] , and the goal attainment method [16] , [17] . The normal boundary intersection (NBI) method, which can produce an even spread of points on the Pareto surface, has also been proposed [18] .
From the standpoint of measurement acquisition, conventional supervisory control and data acquisition (SCADA) systems can provide power injection, power flow, and voltage magnitude measurements updated every few seconds (2-6 s).
With the development of wide area measurement systems (WAMSs), phasor measurement units (PMUs) have been installed in a number of power grids for providing voltage phasor and current phasor measurements [19] , [20] . The accurate time reference and rapid update speed (50-60/s) of PMU measurements make them ideally suited for improving the accuracy of state estimation, and for providing a database for other advanced applications. However, optimal PMU placement from the perspective of observability and state estimation performance remains a substantial challenge when employing a limited number of PMU devices [21] - [25] . Owing to their many advantages, PMUs are expected to be widely and uniformly employed for power system monitoring in the near future. Moreover, when PMUs are sufficiently deployed to ensure the adequate observability of the overall system, the measurement equations in state estimation become linear. Then, the LAV estimation is considered as a linear programming (LP) problem and the MINLP-based state estimation reduces to a MILP framework. Here, the proposed MO-RSE adopts power system measurements obtained by PMUs, and is therefore converted to an MILP framework, which is more computationally efficient than the MINLP framework.
The remainder of this paper is organized as follows. Section II presents an overview of the two robust state estimation approaches employed: the LAV estimator and the MIP-RSE. In Section III, the proposed MO-RSE employing strictly PMU measurements is presented in detail. The simulation results for the IEEE 14-bus system and an actual provincial 760-bus system are given in Section IV followed by conclusions in Section V.
II. OVERVIEW: ROBUST STATE ESTIMATION
Robust state estimation is expected to remain unbiased even when the data set includes erroneous measurements. As discussed, the LAV estimator is robust to erroneous data except for erroneous leverage measurements, while the MIP-RES is relatively insensitive to all gross measurement errors, but is affected by noise.
A. LAV STATE ESTIMATOR
The objective function of the LAV estimator is given as follows:
is a 1 × m residual vector, H is an m × 2n Jacobian matrix, and · 1 is the L 1 norm. The L 1 norm of the residual in (1) is a continuous non-differentiable function, whose solution can be transformed into an equivalent linear programming (LP) problem [6] , [9] as follows.
Here,x =x a −x b , wherex a andx b are 2n × 1 non-negative vectors, r = U − V , where U and V are m × 1 non-negative vectors, 0 4n is a 1 × 4n zero vector, 1 2m is a 1 × 2m vector consisting of ones, and I is an m × m identity matrix. The LP problem in (2) can be solved efficiently using one of the LP solvers of some commercial software, like GAMS.
B. MIP ROBUST STATE ESTIMATOR
In contrast to the LAV estimator based on the residuals of measurements, the MIP-RES takes each measurement as a pair of inequality constraints [10] , [12] . For measurement z p , the inequality constraints are as follows:
is the upper and lower tolerances of the measurement p, the b p is 0 or 1. When z p is a good measurement, b p is 0. When z p is suspected as an outlier, the value of b p is 1. The scalar value M is sufficiently large to eliminate the effect of outliers, including erroneous leverage measurements. The goal of this estimator is to find the estimation statesx that minimize the number of suspected erroneous measurements, which is given as follows:
In general, the problem described in (4) can be solved by one of MILP solvers. 
C. PERFORMANCE OF THE TWO STATE ESTIMATORS
We employ the simple 5-bus system measured by PMUs shown in Fig. 1 to illustrate clearly the discussed strengths and weaknesses of the two state estimators. The impedance of line 1-2 is j0.01p.u., while the other line impedances are j0.1 p.u. The current phasor measurement on line 1-2 (I 1−2 ) is identified as a leverage measurement. In addition, the example employs the following two measurement sets.
1) MEASUREMENT SET I
Only the bus 3 voltage phasor measurement (V 3 ) carries a gross error (10%, 20% and 30% of the measurement values added respectively), and all other measurements carry small errors (white Gaussian noises with 0.001 standard deviation added).
2) MEASUREMENT SET II
Only I 1−2 carries a gross error (10%, 20% and 30% of the measurement values added respectively), and all other measurements carry small errors (white Gaussian noises with 0.001 standard deviation added). Figures 2 and 3 show the 100 simulation results of the LAV estimator and the MIP-RES for Measurement sets I and II, respectively. The LAV estimator rejects the gross error of V 3 and the small errors of the other measurements. However, it fails to maintain a high estimation accuracy when I 1−2 deviates substantially from the rest of the measurement set. In contrast, the MIP-RES rejects V 3 in Measurement set I and I 1−2 in Measurement set II. However, it neglects the small errors in the good measurements, like V 5 and I 2−4 . Therefore, the MIP-RES is robust to gross measurement errors and the leverage effect, but it neglects the small errors in the measurement set. In addition, the performance of the MIP-RES is affected by the tolerance range [10] , which may lead to different state estimation results.
Hence, although the two state estimators have distinct merits, they also require additional processing to ensure high estimation accuracy for different types of erroneous measurements.
III. THE PROPOSED MULTI-OBJECTIVE STATE ESTIMATOR
The power system in this paper is entirely measured by PMUs, and the phasor measurements are linear with respect to the system states in rectangular coordinates, as follows:
Here, G ij + jB ij is the series admittance of the branch from bus i to bus j, and B ii is the shunt admittance at bus i. The real and imaginary components of bus voltage phasors are chosen as the estimation statesx. The multi-objective state estimation problem can be expressed as follows:
The MO-RSE problem given in (6) can be simply expressed as
is the estimation state vector employed in the MO-RSE, f 1 (·) and f 2 (·) represent the respective objective functions in (6), h(x) is the equality constraint in (6), and g(x) represents the inequality constraints in (6) . The optimization problem in (7) has a set of solutions constituting the Pareto surface.
For the multi-objective optimization problem, the weighted sum method is often applied to form the trade-off surface [17] . However, the trade-off surface cannot be evenly distributed, and this method can scarcely obtain the concave solutions regardless of the weighting factors employed. As discussed, the NBI method can approximate the Pareto surface by an even spread of points [20] . In this method, f 1 (·) and f 2 (·), which have different physical meanings, must be normalized as follows:
where φ 1 (x) and φ 2 (x) represent the objective function in a non-dimensional, unitless criterion space. In equation (8), x 1 andx 2 are the optimal solutions considering only f 1 (·) and f 2 (·). After a normalized transformation, the objective functions are the normalized ones. As shown in Fig. 4 , 
where n = [
T is the normal unit vector to the normalized Utopia line. Then, the original multiobjective optimization problem is converted into a series of single-objective optimization problems with parameter D, as follows:
Here, the approximate Pareto surface can be obtained by solving the series of minimization problems with different values of β.
Among the obtained solutions in the Pareto-optimal set, a fuzzy-based approach is introduced to extract the best compromise result [26] . The deviation between the kth objective function of a solutionx t and its optimal value in the Paretooptimal set is given as follows.
where T is the number of solutions in the Pareto-optimal set, and the best solution of the kth objective function is 1 in the non-dimensional, unitless criterion space . For each solutionx t in the Pareto-optimal set, the evaluation index µ t is
The best compromise solution is the one with the largest value of µ t . A flow chart of the proposed multi-objective state estimation approach is presented in Fig. 5 . 
IV. SIMULATIONS AND RESULTS
In this section, the robustness and computational performance of the proposed state estimator was evaluated based on simulations involving two test systems: the IEEE 14-bus system and an actual provincial 760-bus system. Simulations were conducted using a PC with an Intel R Core TM i5-5200U CPU, 8 GB RAM, and a Windows 7 64-bit operating system. The LP and MIP solutions were obtained using GAMS version 24.4.6, and the multi-objective state estimation problem was solved in a MATLAB R R2014a environment. The performance of the proposed MO-RSE was compared with that of the LAV RSE (LAV-RSE) alone and the MIP-RSE alone.
The normal measurements in the simulation were the true measurements added with White Gaussian noises, whose standard deviation was 0.1%. The erroneous measurements were set to 130% of the true measurement values. Large tolerance ranges may fail to reject some erroneous measurements, such as erroneous leverage measurements, while small tolerance ranges may misidentify some good measurements as erroneous measurements. Considering the high precision of PMUs, the upper and lower ranges (t + p and t − p ) of PMU measurements in MIP_RSE and MO_RSE were set to 0.01. For different power systems, the upper and lower ranges need to be set according to the accuracy of the meters and the prior knowledge of communication noises. We employed 10 solutions for the application of the NBI method in the MO-RSE. The root mean squared error (RMSE) of the estimation results is introduced to evaluate the performance of the three approaches:
where e i and f i are the true values of the system states obtained from the results of power flow simulation.
A. ROBUSTNESS UNDER ERRONEOUS MEASUREMENTS 1) IEEE 14-BUS SYSTEM
The IEEE 14-bus system is illustrated in Fig. 6 . The system employed 24 PMUs, including 7 bus voltage phasor measurements and 17 branch current phasor measurements. The following four variations for Case 1-4 were tested.
Case 1: No erroneous measurements.
Case 2: Erroneous current phasor measurement on line 7-9.
Case 3: Erroneous current phasor measurements on line 2-3 and line 4-7, as well as an erroneous voltage phasor measurement at bus 7.
Case 4: Erroneous current phasor measurements on line 7-9 and line 2-3, as well as an erroneous voltage phasor measurement at bus 2. Table 1 provides the 100 simulation results obtained for the three approaches based on the above four cases. In each simulation, White Gaussian noises with 0.001 standard deviation added in PMUs are generated randomly. In Case 1 and Case 3, the MO-RSE provides an equivalent estimation accuracy as that of the LAV-RSE, both of which perform better than the MIP-RSE. Because erroneous leverage measurements are not included, the LAV-RSE can track the residuals of measurements precisely, and the best compromise result obtained by the MO-RSE is the solution obtained by the LAV-RSE. For Case 2 and Case 4, the MO-RSE performs better than the LAV-RSE and the MIP-RSE because the MO-RSE not only can automatically reject erroneous measurements, including the erroneous leverage measurement, but also filter the noise carried in the good measurements. Further details regarding the state estimation results for each bus are given in Figs. 7-10 . We note that all three approaches effectively track the true values of each bus for Case 1 with no erroneous data, as shown in Fig. 7 . However, the voltage magnitude results of the MIP-RSE are not as accurate as those of the other two approaches because the MIP-RES cannot filter the noise in good measurements. In addition, the LAV-RSE fails to reject the erroneous leverage measurement, as shown in Fig. 8 and Fig. 10 . While the MIP-RES and the MO-RES have the ability to reject any erroneous measurements, the state estimation results of the MIP-RES are not as precise as those of the MO-RES, as shown in Figs. 8-10 .
2) ACTUAL PROVINCIAL 760-BUS SYSTEM
The provincial power system employed for testing the three RSEs and the WLS with largest normalized residual detection (WLS + LNRD) is taken from an actual power grid in China. The actual provincial power system including 11 cities has 187 generators, 760 buses, and 1224 branches. The base load data and generator data are taken from [27] . The system is measured by 1240 PMUs, the placement of which guarantees the observability of the entire system. Here, we note that, while the optimization of PMU device placement significantly impacts the state estimation results, this issue is not discussed in this paper. The following three representative cases were employed in testing. above three cases. In each simulation, White Gaussian noises with 0.001 standard deviation added in PMUs are generated randomly. The RMSEs of LAV-RSE in Cases 2 and 3 increase rapidly, because the LAV-RSE fails to reject erroneous PMU measurements. Due to the failure of filtering noises in good PMU measurements, the RMSEs of MIP-RSE are around 0.001. Although the number of erroneous measurements increases for Cases 1 through 3, the RMSEs of the MO-RSE remain quite small because this estimator rejects erroneous PMU measurements and filters noises in the remaining PMU measurements. Although the LNDR fails to reject erroneous measurements, the RMSEs of WLS + LNDR keep small in Cases 2 and 3. In order to compare the robustness of WLS + LNDR and MO_RSE further, the maximum absolute errors of the two approaches are shown in Fig.11-12 .
Figures 11 and 12 present the maximum absolute state variable estimation errors obtained using WLS + LNRD, MO-RSE and the WLS without erroneous measurement for Cases 2 and 3, respectively. In Fig. 11 , the maximum absolute errors of MO_RSE and WLS without erroneous measurement are below 0.0003 (p.u.) and those of WLS + LNRD are around 0.0021 (p.u.). As the number of erroneous measurements increased, the maximum absolute errors of MO_RSE are up to 0.0006 (p.u.), bigger than those of WLS without erroneous measurement. It is seems that the accuracy of MO_RSE decreases when more erroneous measurements appear. Nevertheless, MO_RSE has strong robustness compared with WLS + LNRD showing in Fig. 12 .
B. COMPUTATIONAL PERFORMANCE
Good computational performance is important for state estimators [7] for providing reliable real-time system state estimates to EMS applications, such as optimal power flow and contingency analysis. We note that the computational time of the proposed MO-RSE is divided into three parts: the computational time for optimizing the LAV state estimation problem and the MIP state estimation problem separately; and the computational time of optimizing a series of singleobjective optimization problems. The communication and coordination time are not taken into consideration in this section. Under parallel processing, the total computational time of the proposed MO-RSE t total can be calculated as
where t f 1 , t f 2 is the computational time of LAV-RSE and MIP-RSE respectively, t l single is the computational time of the l th single-objective optimization problem, T is the number of solutions in the Pareto-optimal set.
The average computational times with 100 simulations for the IEEE14-bus system and the actual provincial 760-bus system are listed in Table 3 . The MIP-RSE obtains a rapid estimation speed at the expense of state estimation accuracy. The computational time of the MO-RSE is comparable to that of the LAV-RSE because the computational time of the MO-RSE is mainly determined by t f 1 . The application of multi-area distributed state estimation would bound the computational performance according to the size of the largest area, and this would ensure the adequate computational efficiency of the proposed MO-RSE, even for large-scale power systems. Further work is required to reduce the computational time required by the MO-RSE to match the refresh rates of PMUs.
V. CONCLUSION
This paper proposes a multi-objective state estimator for power systems monitored by PMUs that provides highly accurate state estimation with robustness to erroneous measurements, including erroneous leverage measurements. The application of the NBI method facilitates a computationally efficient solution of the multi-objective state estimation problem, which is important for online state estimation in EMS applications. Further improvement in the MO-RSE is required to reduce the computational time sufficiently to match the refresh rates of PMUs. Several possible approaches, such as multi-area distributed state estimation and multi-core high-performance computing, would be appropriate for this purpose. He is currently an Associate Professor with the State Key Laboratory of Electrical Insulation and Power Equipment, the School of Electrical Engineering, Xi'an Jiaotong University. His current research interests include electricity markets, power system economics and optimization methods, and power system planning and reliability evaluation. He was a recipient of the outstanding graduate award of Beijing City.
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