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This study is focused on the improvement of wave prediction in shallow waters by 
applying the data assimilation method-error correction scheme to the shallow water 
wave model SWAN (Simulating Waves Nearshore).  
 
In the first part of this study, a series of validation test is carried out to evaluate the 
performance of SWAN in shallow waters. In this validation, the shallow water effects 
of shoaling, refraction, triad wave-wave interactions, and depth-induced wave 
breaking are simulated and the results show that SWAN can capture all the main 
features of wave evolution in shallow waters. Furthermore, the application of SWAN 
in Malacca Straits also shows that SWAN could yield a reasonable description of 
wave transformation in shallow waters. 
 
In the second part of this study, a description on the error correction scheme 
employed in this study is given in full detail. This scheme consists of two models and 
three subsequent procedures: (1) model errors forecast by a novel time series forecast 
model-local model, (2) model errors distribution by a local weighted regression model 
and (3) model errors correction by superimposing the estimated models errors on the 
original SWAN model results. 
 
In the third part of this study, a concise description on the development of a novel 
time series forecasting model-local model is presented. And the local model is applied 
to forecast the model errors yielded by SWAN on an observation station in Malacca 
Straits. The results suggest that the methodology works well with a  relative error 
of 3.1% for up to 12-hours lead time.  
rms
 VI
In the fourth part of the study, an optimal local weighted regression model is 
developed for model errors distribution. The optimal regression parameters are 
obtained by using genetic algorithms and minimizing the average rms error over the 
testing points. A series of test case has been carried out to evaluate the impacts of the 
location and amount of observations on the efficiency of the error correction scheme. 
It is shown that it is important to avoid the line-shaped or over-concentrated 
distribution of observations for improvement of the efficiency of the error correction 
scheme. 
 
In the last part of this study, the local weighted regression model, along with the time 
series forecast model-local model, is applied to forecast, distribute and correct the 
wind-induced model errors yielded by SWAN in Malacca Straits. The resulting 
distribution of model errors for the 2-hours forecast matches very well with the true 
model errors (discrepancy between SWAN model results and observations), which 
results in an efficient error correction and significant improvement on the 
performance of SWAN model. The average error of the forecasted values is 
reduced from 13.3 cm to 1.5cm. For 12-hours forecast, the efficiency of the error 
correction scheme is noticeably not as good as that of 2-hours forecast. But the 
improvement on the SWAN prediction accuracy is still significant with the 
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1.1 Background of Study 
 
The study of ocean wave dynamics has a long history. Early during 384-322 BC, 
Aristotle realized that wind action on the sea surface plays a very important role in the 
development of waves (Stanislaw R. Massel, 1995). But knowledge on the 
mechanism of generation, interaction and decay of ocean waves was not well 
accumulated until the nineteenth and twentieth centuries. The significant progress in 
the understanding of wave dynamics has been achieved during twentieth centuries, 
with the contributions of several distinguished scientists, including Krauss and 
Phillips (Komen et al., 1994).  In particular, Phillips and Miles’ theoretical work on 
wave generation and Hasselmann’s theory of four wave interactions formed the 
milestones in the progress. 
 
Based on the understanding of the physical processes of ocean waves, various 
numerical models have been developed for the wave prediction or simulation. These 
wave models are usually classified as first, second and third generation wave models, 
according to their respective numerical simplification schemes. The first generation 
wave models were developed according to the empirical wind sea and swell laws and 
parametric description of the sea state, which were introduced by Sverdrup and Munk 
(1947). The introduction of the concept of the wave spectrum (Pierson et al., 1955) 
and the spectral transport equation is of great importance for the further development 
of wave models which tends to include in the three terms of source functions, namely, 
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wind input, nonlinear transfer, and wave dissipation by whitecapping and bottom 
friction. As we know, in the first generation wave models, each energy component is 
evaluated independently of the other. Therefore, nonlinear interactions were not taken 
into account. This shortcoming was overcome by the second generation wave models 
by introducing the nonlinear interactions to the source function. This contribution was 
due to SWAMP group (SWAMP, 1985). Although the nonlinear interactions were 
included in the second generation wave models, they were described in a simplified 
form by parameterizations of the nonlinear transfer. These parameterizations limited 
the flexibility of the spectra evolution. In real situation, wave spectra showed much 
more variability than was originally assumed in parametric models, and two-
dimensional spectra can take many different shapes. It is impossible to give an 
adequate description with a few parameters. This led to the development of the third 
generation wave models, in which the physical processes of wave generation, 
dissipation and non-linear wave-wave interactions were represented explicitly and the 
full spectrum was described in two dimensions.   
 
The WAM wave model (WAMDI, 1988) is now one of the best tested wave models in 
the world. It was developed to solve the wave transport equations explicitly without 
any presumptions on the shape of the wave spectrum. This wave model has been 
continuously updated. Cycle 4 is the most recent version with the improvement over 
earlier cycles in that it contains current refraction, nesting and it has improved wind 
input and dissipation. The improvement on the computing power developed in recent 
years made the application of WAM operational. At present, WAM model is used 
operationally in global and regional implementations to make forecasts of the sea 
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state, which can be used for many applications, such as ship routing and offshore 
activities, and for the validation and interpretation of satellite observations.  
 
One of the limitations of WAM is that it was primarily developed to predict waves in 
deep water. In deep water, quadruplet wave-wave interactions dominate the wave 
spectrum evolution, whereas in shallow water, triad wave-wave interactions become 
important and depth-induced wave breaking may dominate other processes. Therefore 
the WAM model is not applicable for wave predictions in shallow water where finite-
depth effects of depth-induced wave breaking and triad wave-wave interactions 
become significant. 
 
WAVEWATCH III (Tolman, H.L., 1999a) is another third generation wave model. It 
was initially originated from the earlier versions of the WAM model, but differed 
eventually in some respects from WAM such as the governing equations, the models 
structure, numerical methods and physical parameterizations. WAVEWATCH III 
solves the spectral action density balance equation for wavenumber-direction spectra. 
The implicit assumption of these equations is that the scales of the medium (depth and 
current) and wave field over time and space are much larger than the corresponding 
scales of a single wave. This implies that the model can only be applied on spatial 
scales larger than 1 to 10 km. Furthermore, the physics included in the model do not 
cover conditions where the waves are severely depth-limited. Therefore it cannot be 
applied in coastal area where shallow water effects such as bottom friction and depth-




It is well known that WAM and WAVEWATCH III are quite efficient for wave 
predictions in deep water (WAMDI Group, 1988; Komen et al., 1994). However, 
waves in shallow water, where shallow-water effects of depth-induced wave breaking 
and triad wave-wave interaction become significant, cannot be realistically predicted, 
because such physical processes are not included in them. Another fact that limits the 
application of them to the shallow water areas is that the techniques used in the third 
generation models are prohibitively expensive when applied to small-scale, shallow-
water areas (Booij, N., et al., 1999). Therefore, an effective and efficient wave model 
for such shallow water regions needs to be developed.  
 
The wave model SWAN (Simulating Waves Nearshore) was specially developed to 
meet the needs of wave predictions in shallow water by including  two typical 
physical processes of depth-induced wave breaking and triad wave-wave interactions 
which are absent in WAM and WAVEWATCH III. In contrast to WAM, SWAN 
solves the spectral action balance equations by implicit numerical propagation scheme 
which implies that the computations are more economic in shallow water, whereas 
WAM solves the wave action transport equations by explicit numerical propagation 
scheme. As in other third-generation wave models (WAM and WAVEWATCH III), 
the model SWAN is driven by winds and depends on boundary conditions as well. 
 
The accurate prediction of wave conditions depends on the description of the wind 
field and the quality of the wave models. Error introduced by wind is a major source 
of inaccuracy of the wave model. Moreover, wave models (e.g. SWAN) are numerical 
implementation of physical laws whereas it is not possible to present the physical 
laws exactly by numerical simulation. In another word, numerical models are only to 
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simulate or approximate the reality as close as possible using a number of simplifying 
assumptions and parameterizations. For example, the continuous time and space in 
reality are discretized to discontinuous points in numerical models. Therefore some 
sub-grid scale phenomena can not be well solved or simulated by the numerical 
models due to such approximations. Errors in model parameterization (mainly 
because most model parameters cannot be measured directly) may contribute 
significantly to the overall error in a numerical model. It is also impossible to 
precisely define initial conditions and forcing terms in the entire computational 
domain. All these inaccuracies and uncertainties could accumulate to produce poor 
model results. 
 
A number of approaches have been developed and employed to surmount the 
inevitable presence of such model errors hence to improve the quality of numerical 
models. Data assimilation is one of the popular methods utilized for this purpose. 
Data assimilation appeared in meteorology about 30 years ago. Generally, the 
methodology use the information from the observations and incorporate measured 
observations into numerical models in such a way that measured quantities are used to 
make local corrections to a short-range forecast hence to improve the overall accuracy 
of numerical models. 
  
The essential procedure of data assimilation is to update the calculated values using 
the corresponding observed values during or after numerical propagations. Many data 
assimilation schemes have been developed. Generally, these may be classified into 
four methods based on the variables modified during the updating process according 
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to WMO Report (WMO, 1992). The sketch of the updating procedure and updating 
variables may be presented in Fig. 1.1. 
 
(1) Updating of input parameters 
 
This data assimilation scheme is applicable for the conditions where the uncertainties 
of input parameters may be the major source of model errors. For example, wind error 
correction can significantly improve the accuracy of wave predictions, because error 
introduced by wind is a major source of inaccuracy of wave models. The optimal 
interpolation scheme is widely used for the updating of input parameters. 
 
(2) Updating of state variables 
 
This data assimilation scheme is applicable for cases where the state variables need to 
be updated or modified locally and dynamically. The updating frequency depends on 
the time interval of measured observations. The most popular method in use today for 
this purpose is Kalman filtering (Gelb, 1974). Kalman filtering is an optimal updating 
procedure for linear systems, but it can also be applied for non-linear systems with 
some modifications. Kalman filtering is a theoretically comprehensive methodology, 
but it is very expensive operationally.  
 
(3) Updating of model parameters 
 
Continuous adaptation of model parameters, conducted in the process of numerical 
propagation, is another methodology in use for the purpose of improvement of model 
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accuracy. Nevertheless it is constantly an issue on whether it is advantageous to do 
continuous adaptation of model parameters at every time step. The prevailing view on 
this issue is that complex recalibration of model parameters at each time step is not 
beneficial for hydrodynamic systems because the operation of any hydrodynamic 
system can not significantly change over the short interval of time (Sannasiraj, S.A., 
2003). 
 
(4) Updating of output variables 
 
This methodology benefits from the contributive work of pioneers on chaotic time 
series forecast. The updating procedure includes model errors (the discrepancy 
between model results and the observations) forecast and correction.  
 
As with other numerical models, near shore wave model SWAN has its inevitable 
weakness due to various error sources, such as poorly understood physical processes, 
non-optimal model parameters, error in wind fields, error in initial and boundary 
conditions. Applications of data assimilation to SWAN is of great significance to 
reduce the negative impacts posed by the various error sources on the wave 
simulation results hence to get more reliable estimation on the wave conditions in 
reality.  
 
Although data assimilation has been widely applied to atmospheric models, and new 
techniques have been developed continuously, the use of wave data assimilation is not 
yet a widespread technique. Kalman filtering is the most popular data assimilation 
method adopted to use today, but it is found to be used more often in meteorological 
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ocean models. For wave data assimilation, only simple schemes such as analysis 
correction scheme and optimal interpolation scheme have been found to be 
implemented in some wave models over integrated wave parameters. 
 
Essentially Kalman filtering functions as a filter which removes the discrepancies 
(between values of state variables and observations) up to the current time level to 
prevent the spread and accumulation of model errors. From a forecasting viewpoint, 
this corresponds to an updating of the initial conditions. As we know, wave models 
are driven by initial conditions, boundary conditions and wind fields. Kalman filtering 
will lose its advantage in the situation that observations are not as frequent as it 
requires because the updated initial conditions will be washed away before the next 
observations are available. Furthermore, observations are practically sparse in time 
and space. In such a case, to keep the initial conditions updated timely (before the 
corrected initial conditions vanish), the observations need to be extended to future 
time level. In another word, reliable “predicted” observations should be available 
before wave models propagate to that time point. This implies that the time series of 
observations need to be predicted accurately ahead of the time when wave models run 
to it. Referring to the four types of data assimilation schemes presented above, the 
scheme of updating output variables, which is often referred to as error correction 
scheme, is eligible for this purpose. By using this method, the values that are to be 
assimilated do not need to be introduced into the model state variables. Therefore, the 
method can be used to correct the errors induced by the combination of several error 
sources, such as wind speed, wind direction, or boundary conditions. However this 
cannot be done by other conventional data assimilation methods where values have to 
be introduced into the model state in order to be assimilated. 
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Based on the above discussion on the key features of wave models, their limitations, 
advantages and disadvantages of various data assimilation methods, the error 
correction scheme, along with the near shore wave model SWAN, is adopted to use in 
this study. The assimilation is carried out over the wave parameter-significant wave 
height (Hs). The model errors, which may be induced by several error sources such as 
wind and boundary condition, are focused on the discrepancy between simulated 
significant wave heights and observed significant wave heights. 
 
1.2 Objectives of the Study 
 
The overall objective of this study is to develop a shallow water wave prediction 
system with data assimilation applied to Malacca Straits. This wave prediction system 
is developed through the adoption of an error correction scheme and the wave model 
SWAN. In particular, the present study has the following specific objectives: 
 
1) To understand the underlying mechanism of SWAN and validate it for typical 
cases. 
 
2) To design and implement the error correction scheme by developing local 
models applied to Malacca Straits, which consists of two parts: (a) time series 
forecasting model for error forecast and (b) local weighted regression model 
for error distribution and correction.  
 
3) To investigate and assess the impacts of the locations of observations on the 
efficiency of the prediction system. 
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4) To apply the wave prediction system in Malacca Straits to forecast and correct 
the model errors introduced by erroneous wind data with the view to obtain 
accurate predictions on wave conditions on the surface of Malacca Straits. 
 
In this study, model errors (discrepancy between SWAN predictions and 
measurements) are assumed to be introduced mainly by erroneous wind data. The 
error correction scheme consists of three successive procedures: (a) model errors 
forecast, (b) model errors distribution and (c) model errors correction. Firstly, a time 
series forecasting model-local models is developed to forecast model errors at various 
forecast horizons at discrete observation stations. Secondly, a local weighted 
regression model is set up to redistribute the forecasted model errors to the rest of the 
domain. Finally, the estimated model errors are superimposed on the SWAN model 
outputs to get more accurate forecasted values on each grid point at each time level. 
This study shows that the prediction accuracy of SWAN could be greatly improved by 
the error correction scheme.  
 
The error correction scheme and the corresponding models could be further enhanced 
when more observation data become available. It is expected that the method will 
eventually lead to accurate interpretations useful for policy and management 
implementation. 
 
1.3 Thesis Organization 
 
In chapter 2, the theoretical background and numerical implementation of SWAN are 
described.  The physical processes included in SWAN and their formulations are also 
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presented in this chapter. In chapter 3, validation of SWAN for several typical cases is 
carried out and discussed. In chapter 4, results of SWAN application to simulation 
wave condition in the Malacca Straits are presented and discussed. Chapter 5 presents 
the theoretical basis of the error correction scheme in detail and provides an 
exhaustive description of modeling procedure. In chapter 6, local models for time 
series forecasting are developed, evaluated and applied along with SWAN to forecast 
model errors for an observation station in Malacca Straits. In chapters 7 and 8, local 
weighted regression models for model error distribution are developed, evaluated and 
applied along with local models and SWAN to Malacca Straits to forecast, distribute 
and correct model errors throughout the whole domain. The impacts imposed by the 
location and amount of observations on the efficiency of the error correction scheme 








































































Fig. 1.1 (a) Procedure of model forecasting without updating (b) Four 
types of data assimilation schemes classified according to their updating 















SWAN is a numerical wave model for computing random, short-crested waves in 
coastal areas, lakes and estuaries from given wind, bottom and current conditions 
(Booij et al., 1999; Ris et al., 1999). It was developed specially for wave prediction in 
shallow water by taking into account the shallow water effects of the triad wave-wave 
interactions and the depth-induced wave breaking. In SWAN, the refractive 
propagation over arbitrary bathymetry and current fields is also account for by using 
the action density balance equation. The full details about SWAN can be referred to 
SWAN USER MANUAL which is available at website 
http://fluidmechanics.tudelft.nl/swan/index.htm. In this chapter, a brief overview of 
the SWAN model is presented. 
 
2.2 Governing Equations 
 
The governing equation that is used in SWAN is the spectral action balance equations, 














∂                                                  (2.1) 
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whereσ  is the relative frequency, θ  is the wave direction, and  is the wave action 
density. The wave action density N is equal to the energy density divided by the 
relative frequency:  
N
 
σθσθσ /),,,,(),,,,( tyxEtyxN =                                                                            (2.2) 
 
The first term of the left-hand side of the equation (2.1) represents the local rate of 
change of action density with time, the second and third term represent the 
propagation of action density in geometric space, with propagation velocities and 
 in  and direction, respectively. The fourth term represents shifting of the 




σc σ  space. The fifth term represents wave action changes due to depth-induced 
and current-induced refraction, with propagation velocity  in θc θ space. The 
expressions for these propagation speeds are taken from linear wave theory (Whitam, 
1974; Mei, 1983; Dingemans, 1997). On the right-hand side of the equation (2.1), the 
term ),,,,( tyxSS θσ=  is a source term, which represents the effects of generation, 
dissipation and non-linear wave-wave interactions in terms of energy density. 
 
Another form of governing equation for the application of SWAN in shelf-sea or 










∂ cos)(cos                             (2.3) 
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whereλ  is the longitude, ϕ  is the latitude, all the other terms are same as those in 
equation (2.2). 
 
2.3 Physical Processes 
 
In SWAN, the following physical processes are included in the source 
term ),,,,( tyxSS θσ= : 
 
(1) Wave generation by wind 
 
In SWAN, this process is represented as the sum of linear growth (Cavaleri and 
Malanotte-Rizzoli, 1981) and exponential growth (Snyder et al. 1981; Komen et al. 
1984; Janssen, 1991a) based on the two mechanisms of Phillips (1957) and Miles 
(1957). The formulation which describes the process is presented as below: 
 
),,,,(),,,,( tyxBEAtyxSin θσθσ +=                                                                       (2.4)  
 
where, A  is the coefficient which depends on wave frequency and direction, and 
whose expression is given by Cavaleri and Malanotte-Rizzoli (1981); B is the 
coefficient which depends on the wind speed and direction. Two optional expressions 
for coefficient B  are available in SWAN. One is given by Snyder et al. (1981) and 
reformulated later by Komen et al. (1984) in terms of friction velocity . The other is 





(2) Wave dissipations 
 
Three processes are taken into account in SWAN as the main contributors to wave 
energy dissipations including whitecapping, bottom friction and depth-induced wave 
breaking.  
 
The dissipation by whitecapping is mainly due to steepness of waves and the 
formulation used to describe the process is based on a pulse-based model (Hasselman, 






ktyxS wds θσσθσ Γ−=                                                                 (2.5) 
where,  is a coefficient depending on wave steepness;  is the wave number;  and 






The process of depth-induced wave breaking is still poorly understood and the 
expressions used to describe the dissipation are given by Elderberky and Battjes (1995) 




























Q −=−                                                                                                        (2.8) 
θσθσσσ π ddEEtot ∫ ∫∞−− = 20 01 ),(                                                                                     (2.9) 
 
where,  is the total wave energy;  is the rate of dissipation of the total energy 
due to depth-induced wave breaking according to Banttjes and Janssen (1978); 
totE totbrS ,
1=BJα  in SWAN; is the fraction of breaking waves;  is the maximum wave 




Depth-induced dissipation is mainly dominated by the bottom friction (Bertotti and 







CtyxS bottombds θσσθσ −=                                         (2.10) 
 
where,  is a bottom friction coefficient. In SWAN, the empirical JONSWAP 
model of Hasselmann et al. (1973), the drag law model of Collins (1972) and the 
eddy-viscosity model of Madsen et al. (1988) have been implemented, by considering 
the large variations in bottom conditions in coastal areas. 
bottomC
 
(3) Wave-wave interactions 
 
Wave-wave interactions will lead to exchange of wave energy between different 
spectral waves and wave energy dissipation sometimes. In SWAN, two types of 
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wave-wave interactions are included. One is quadruplet wave-wave interaction, 
another one is triad wave-wave interaction.  
 
In deep water, quadruplet wave-wave interactions dominate the evolution of the 
spectrum. They transfer wave energy from the spectral peak to lower frequencies, thus 
the peak frequency is moved to lower values. Meanwhile, they also transfer wave 
energy from the spectral peak to higher frequencies, which may induce whitecapping. 
The formulations describing the process of quadruplet wave-wave interactions was 
firstly given by Hasselmann (1962, 1963a, b). But the full computation of the 
quadruplet wave-wave interactions is quite time consuming. Therefore it is not 
realistic to compute the interactions completely in operational wave models. In 
SWAN, they are computed with the Discrete Interactions Approximation (DIA) 
(Hasselmann et al., 1985). 
 
In shallow water, it is the triad wave-wave interactions that play main roles on 
transferring wave energy from lower frequencies to higher frequencies, which results 
in higher harmonics (Beji and Battjes, 1993). In SWAN, the triad wave-wave 
interactions are computed by Lumped Triad Approximations (LTA) (Eldeberky, 
1996). 
 
(4) Wave-current interactions 
 
Wave-current interactions will lead to exchange of energy between waves and 
currents and shifting of wave directions. In SWAN, the effects of currents are taken 
into account but wave-induced currents are ignored.  
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In addition the wave-induced setup of mean sea surface can be computed in SWAN. 
 
SWAN code gives user the option to include the different physics modules according 
to the requirement of the practical cases. A brief summary of available options of 
source terms in SWAN is given in table 2.1.  
 
2.4 Wave Propagation Processes 
 
Driven by the above source terms, the following propagation processes are 
represented in SWAN:  
 
1) Rectilinear propagation through geographic space 
2) Refraction due to spatial variations in bottom and current 
3) Shoaling due to spatial variations in bottom and current 
4) Blocking and reflections by opposing currents 
5) Transmission through, blockage by or reflection against sub-grid obstacles 
 
2.5  Limitations 
 
SWAN used in this study (version 40.11) has the following limitations: 
 
1) Diffraction is not modeled in SWAN. 
 
2) Wave-induced currents can not be calculated in SWAN. 
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3) Wave-induced set-up is computed based on approximate equations in 2D cases   
and the effects of the wave-induced currents are ignored. 
 
4) SWAN is certainly less efficient than WAVEWATCH III and probably also 
less efficient than WAM on oceanic scales. 
 
2.6  Numerical Implementation 
 
In SWAN, waves are computed by integrating the action balance equation (2.1) or 
(2.3) with finite difference schemes in all five dimensions (time, geographic space and 
spectral space). The uniform time step t∆ is used for discretization both in the 
propagation terms and in the source terms. The rectangular grid with constant 
resolutions  and in x and y direction respectively are used to discretize the 
geographical space. For the 2D spectrum, the spectrum is discretized with a constant 
directional resolution 
x∆ y∆
θ∆  and a constant relative frequency resolution σσ /∆  
(logarithmic frequency distribution). For reasons of economy in computation, an 
option is available to compute only wave components traveling shoreward within a 
limited directional sector ( maxmin θθθ << ). 
 
The discrete frequencies are defined between a fixed low-frequency cut-off and a 
fixed high-frequency cut-off (the prognostic part of the spectrum). For these 
frequencies the spectral density is unconstrained. Below the low-frequency cut-off 
(typically zHf 04.0min =  for field conditions) the spectral densities are assumed to be 
zero. Above the high-frequency cut-off (typically zHf 1max =  ) for field condition a 
diagnostic  tail is added. The reason for using a fixed high-frequency cut-off mf −
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rather than a dynamic cut-off frequency as in WAM and WAVEWATCH III is  that 
in coastal regions mixed sea states with rather different characteristic frequencies may 
occur. For instance, a local wind may generate a very young sea behind an island, 
totally unrelated to (but superimposed on) a simultaneously occurring swell. In such 
cases a dynamic cut-off frequency may be too low to properly account for the locally 
generated sea state. Based on physical arguments the value of m (the power of the 
spectral tail) should be between 4 and 5 (Phillips, 1985). In SWAN,  if the wind 
input formulation of Komen et al. (1984) is used (as in WAM Cycle 3), and 
4=m
5=m  if 
the wind input formulation of Janssen (1991a) is used (as in WAM Cycle 4). 
 
The numerical schemes used in SWAN are implicit upwind schemes in both 
geographic and spectral space, supplemented with a central approximation in spectral 
space. These schemes are unconditionally stable in contrast with the explicit schemes 
used in conventional spectral wave models which are only conditionally stable and 
which require very small solution steps in shallow water. Three such schemes are 
available in SWAN: 
 
1) The BSBT scheme: it is a first-order (stationary and non-stationary cases) 
backward space-backward time scheme. 
 
2) The S&L scheme (Stelling and Leedertse, 1992): it is a second-order (non-
stationary cases) with third-order diffusion scheme. 
 
3) The second-order upwind (SORDUP) scheme: it is a second-order (stationary 
cases) with second-order diffusion scheme. 
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In SWAN code, the default scheme for stationary computations is the SORDUP 
scheme, whereas the S&L scheme is default for non-stationary computations. These 























Table 2.1 List of available options of the source terms in SWAN model (User manual 
of SWAN Cycle III version 40.11) 
Generation 
mode of SWAN
Source terms Theory 
1st 2nd 3rd
Cavaleri & Malanotte-
Rizzoli (1981) modified 
x x  Linear wind growth 
Cavaleri & Malanotte-
Rizzoli (1981) 
  x 
Snyder e al. (1981) modified x x  
Snyder e al. (1981)    x 
Exponential wind growth 
Janssen (1989,1991)   x 
Holthuijsen and De Boer 
(1988) 
x x  
Komen et al. (1984)   x 
Whitecapping 
Janssen (1991), Komen et al. 
(1994) 
  x 
Quadruplet wave-wave interactions Hasselmann et al. (1985)   x 
Triad wave-wave interactions Eldeberky (1996) x x x 
Depth-induced breading Battjes & Janssen (1978) x x x 
Hasselmann et al. 
JONSWAP (1973) 
x x x 
Collins (1972) x x x 
Bottom friction 
Madsen et al. (1988) x x x 












The wave evolution in shallow water is determined mainly by the following physical 
processes: shoaling, refraction, wind wave generation, triad wave-wave interactions 
and depth-induced wave breaking. In this chapter, a series of validation tests are 
carried out to evaluate the performance of SWAN as a shallow water wave model. 
Four characteristic processes present in shallow water are considered for the 
validation, which are shoaling, refraction, triad wave-wave interactions and depth-
induced wave breaking. First of all, numerical propagations of SWAN are tested by 
switching off all the source terms in the governing equation (2.1). 
 
3.2 Tests of Numerical Propagations of SWAN 
 
To test the propagation scheme of SWAN in shallow water, three cases are 
considered: 
 
(a) Waves transport in a smooth channel with constant depth of 4 m (no shoaling). 
 




(c) Waves transport in the same channel as in (b) but with depth-induced 
refraction (shoaling and refraction). 
 
3.2.1 Constant Depth Case 
 
In this test, a channel with length 800 m and constant depth of 4 m is given. The 
numerical results are presented in terms of the wave energy spectral density  
along the distance that the incident waves have traveled. The distances are presented 
in a 1D axis of  
)( fE
x  with sample points of 0 m, 160 m, 320 m, 480 m, 640 m and 800 m 
(Fig. 3.1). The spectrum of incident waves at 0=x m is given by Gaussian-shaped 
frequency spectrum with significant wave height ( ) 1 m, peak frequency 0.1 Hz, 
standard deviation 0.01 Hz, and a resolution of 3% of the frequency. The shape of the 












−−=                                                                           (3.1) 
 
where is the significant wave heights in meter, is the wave frequency in Hz, is 
the peak frequency in Hz, and
sH f pf
σ is the standard deviation of frequency in Hz.  
  
SWAN is run in 1D stationary mode to simulate the wave propagation under such 
conditions. The results are presented in Fig. 3.2 where the spectral shapes at the 
6 sample points are depicted. The figure shows that the waves transport along the 
channel without change of spectral shape, which means there are no energy exchange, 
)( fE
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loss, and gaining when waves propagate in constant depth water without source terms 
actions. 
 
3.2.2 Test of Shoaling and Refraction Effects  
 
Based on the linear wave theory in shallow water and Snell’s law, the analytical 
solutions in terms of several wave parameters are given as below: 
 
















H iii =                                                                                                        (3.4) 
 
where is the group velocity, d is the water depth, c H is wave heights ( H means in 
this case), 
sH
θ is mean wave direction, i represents the incident waves.  
 
Given any ,x θ  can be calculated by combining equation (3.2) with equation (3.3), 
hence the value of H can be obtained by submitting the value of θ  into equation 
(3.4).  
 
To test the shoaling and refraction effects on wave evolutions, a wide channel with 
length 800 m, slope 1:200 and deep water depth of 4 m is given. This weakly sloped 
depth profile can be described by the equation xxd 005.04)( −= , m (Fig. 
3.3). The same incident waves as in 3.2.1 are considered and propagate toward a plane 
8000 ≤≤ x
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land from 4 m water depth ( x = 0 m). Shoaling effects are tested by propagating the 
waves perpendicularly to the plane land. Depth-induced refraction is tested by turning 
the incident wave direction by . SWAN is run in a 2D stationary mode to simulate 
the wave propagations with two different configurations of (1) pure shoaling and (2) 
shoaling and refraction. The evolutions of wave spectrum are depicted in Fig. 3.4 (the 
sixth point at m is invalid in SWAN computation because the water depth 
there is 0 and SWAN treats it as the dry point). The numerical results are compared 





θ ). Their corresponding curves are depicted in Fig. 3.5 and Fig. 3.6. 
  
The result obtained in Fig. 3.4 shows a strong shoaling without remarkable change of 
peak frequency. The peak energy density of the spectrum increases as the waves 
propagates nearer to the shore. This is due to the shoaling effect in which the decrease 
in depth increases the wave heights hence peak energy density. Fig. 3.5 and Fig. 3.6 
show the increases of wave heights and changes of mean wave directions with the 
decreases of water depth.  It is shown that the computation results agree very well 
with the solutions of linear wave theory in both cases. Fig. 3.5 also shows that 
shoaling effects only increase the wave heights without changing of wave directions. 
However, refraction impacts the wave direction in such way that waves tend to 
propagate to the shoreline orthogonally as the water gets shallower and nearer to the 
shore (Fig. 3.6b). Therefore, SWAN can accurately simulate the shoaling and 





3.3 Test of Depth-induced Wave Breaking 
 
To test the depth-induced wave breaking, SWAN is implemented to simulate a one-
dimensional case in which the waves propagate from deep water into shallow water 
across a bar-trough profile with violent wave breaking. This situation has been 
observed by Battjes and Janssen (1978) in a flume. The depth profile of the flume is 
depicted in Fig. 3.7. The incident wave spectrum in this experiment is a JONSWAP 
spectrum with a significant wave height of 0.2 m and a peak frequency of 0.53 Hz. 
The configuration of SWAN for this simulation includes the triad wave-wave 
interactions and depth-induced wave breaking with constant wave breaker 0.73. The 
numerical results are compared with the experimental observations in terms of the 
significant wave heights. As shown in Fig. 3.8, the computational results agree well 
with the observations. 
 
3.4 Test of Triad Wave-Wave Interactions 
 
To test triad wave-wave interactions, SWAN is implemented to simulate a one-
dimensional case in which the waves propagate from deep water over a weakly sloped 
water depth towards shallow water without wave breaking but with a significant 
second high-frequency peak in spectrum. It implies that wave energy in this case 
study is conserved and the wave evolution is mainly determined by shoaling and 
nonlinear interactions. In order to test the effects of nonlinear interactions on wave 




(a) pure shoaling 
(b) shoaling, depth-induced wave breaking and triad wave-wave interactions 
(c) shoaling and triad wave-wave interactions 
 
Case (a) is carried out to study the wave evolution due to solely the shoaling effect. 
Whereas case (b) is to test how the wave spectrum evolves with the shoaling, depth-
induced wave breaking and triad wave-wave interactions activated simultaneously in 
SWAN. Case (c) is carried out for the validation of the source term triad wave-wave 
interactions in SWAN.  
 
The weakly sloped depth profile in this simulation can be described by the 
equation xxd 005.02)( −= , 1000 ≤≤ x m (Fig.3.9). The initial incident wave 
spectrum is a JONSWAP spectrum with the significant wave height 0.45 m and peak 
frequency 0.125 Hz. This incident wave is imposed at the point m and 
propagates along the 
0=x
x -axis towards the shallower water.  
 
The numerical results for the three configurations are presented in Fig. 3.10 (a), (b) 




The computational result obtained in Fig. 3.10 (a) shows a mild shoaling (~12.5% 
increase in peak energy density as depth decreases) without change of the peak 
frequency and the shape of the spectrum. The simulation results for case (b) and (c) 
show no remarkable differences in the evolution of the wave spectrum (Fig. 3.10 (b), 
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(c)), which implies that depth-induced wave breaking is insignificant and the change 
of the wave spectrum shape is only due to triad wave-wave interactions.  
 
As shown in Fig. 3.10 (c), starting with a single-peak spectrum in deep waters, 
secondary peaks gradually becomes more pronounced at about 0.25 Hz as the water 
gets shallower. With the primary peak frequency unchanged at 0.125 Hz, the peak 
energy density decreases while the secondary peak energy density grows up as the 
water gets shallower. These phenomena are due to triad wave-wave interactions in 
which wave energy is transferred from lower frequencies to higher frequencies when 
the water depth decreases. Therefore, SWAN is capable of simulating the effects of 




The computations performed above have given a general idea of contributions made 
by different physical processes to the wave evolutions in shallow waters. The 
computational results show that SWAN can capture all the main features in the wave 
evolutions. Propagation tests with shoaling and refraction in shallow waters show 
excellent agreement with the analytical solutions. In the test of depth-induced wave 
breaking, a good agreement is also achieved with the experimental observations of 
Battjes and Janssen (1978). In the test of triad wave-wave interactions, reasonable 
patterns of the wave spectrum evolutions are reproduced by SWAN.    
 
In the above test cases, SWAN performs well, indicating a proper numerical 
implementation. However, these tests are still not enough to fully validate SWAN 
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performance. In essence, the full academic and filed validations have been achieved 
by Booij et al. (1999) and  Ris et al. (1999). It is shown that SWAN can perform well 
except that numerical diffusion gets bigger when the propagation distances are large. 
This numerical diffusion can be reduced by assimilating observations into model, 
which is referred to as data assimilation. It is the main objective of this study to 
develop a data assimilation system to reduce SWAN model errors and apply it to 
Malacca Straits. Before the data assimilation scheme is introduced, the 
implementation of SWAN is carried out in Malacca Straits to generally understand the 
patterns of wave evolutions in real fields where all the physical processes are taken 



















Fig. 3.1 Constant depth profile and 6 sample points. 
Fig. 3.2 Spectral evolution in constant water depth simulated by SWAN. 
d = 4 m 
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 d (x) 0.            0. 8           1.6            2.4            3.2            4.0 (m)     
Fig. 3.3 Constant slope depth profile and 6 sample points. 
Fig. 3.4 Spectral evolution due to depth-induced shoaling and 
refraction in a constant slope water depth simulated by SWAN. 






















Fig. 3.5 Depth-induced shoaling effects on wave evolution in 
shallow water with a constant slope of 1:200 in terms of significant 
wave heights and mean wave directions: (a) significant wave 







 Fig. 3.6 Depth-induced shoaling and refraction effects on wave 
evolution in shallow water with a constant slope of 1:200 in terms of 
significant wave heights and mean wave directions: (a) significant 








d (x)  0.75 (m)   0.55        0.35          0.15           0.25        0.05  
Fig. 3.8 Depth-induced wave breaking as observed in the flume 
experiment of Battjes and Janssen (1978) and computed by SWAN 
with a constant breaker 0.73 in terms of significant wave heights . sH
Fig. 3.7 Depth profile in the experiment of Battjes and Janssen (1978). 
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d (x) 1.5           1. 6           1.7            1.8           1.9           2.0 (m)  
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Fig. 3.9 Constant slope depth profile and 6 sample points. 
Fig. 3.10 (a) Spectral evolution in constant slope water depth due 
to shoaling only simulated by SWAN. 































Fig. 3.10 (b) Spectral evolution in constant slope water depth due 
to shoaling, depth-induced wave breaking and triad wave-wave 








 ig. 3.10 (c) Spectral evolution in constant slope water depth due 




 SWAN IMPLIMENTATION IN MALACCA STRAITS  
 
The validation conducted in chapter 3 is a standard necessary test to evaluate the 
performance of SWAN as a shallow water wave model. In this chapter, SWAN is 
implemented in the Malacca Straits by taking into account all of the physical 
processes: wind generation, shoaling, refraction, wave-wave interactions, wave 
breaking, and bottom friction. The purpose of this test is to evaluate the capability of 
SWAN of simulating wave conditions in realistic fields. To generally understand the 
wind wave evolutions driven by local winds in Malacca Straits, a constant wind field 
is considered as the input source which drives the SWAN along with all the other 
source terms.  
 
4.1 Analysis of Bathymetry 
 
The map of Malacca Straits with the interested domain for this study is depicted in 
Fig 4.1. The geographical location of the study area is of 99˚40΄E to 101˚40΄E in 
longitude and 1˚50΄N to 3˚10΄N in latitude. The zoomed-in bathymetry of the study 
area is shown in Fig. 4.2, where contours of water depth are depicted. It is shown that 
(Fig. 4.2) water depth ranges from 0 to 80 meters with several shoals distributed in 






4.2 Configuration of Model Parameters 
 
In this case study, the fixed low-frequency cut-off and high-frequency cut-off are set 
to be 0.04 and 1.0  respectively. The frequencies between 0.04 and 1.0  
are discritized by the relevant resolution of 3%. The direction dimension for the 2D 
spectrum is set to be cycle with the resolution . Only incoming waves are 
taken into account by SWAN, so the boundary conditions for this case study are set to 
be constant in the north side of the computation domain having the JONSWAP 
spectrum with the significant wave heights 1 m and peak frequency 0.167 Hz. SWAN 
is run in third-generation mode with the wind input formulation of Komen et al. 
(1984). The full details on computational grids, wind conditions, and incident wave 
conditions involved in this computation are given in Table 4.1. 
zH zH zH zH
°=∆ 10θ
 
4.3 Results and Discussions 
 
The computational results are shown in Fig. 4.3 in terms of significant wave height 
and mean wave direction. With the constant wind (10 m/s) blowing over the surface 
of the study area for 24 hours, the sea state has been developed to a relative stable 
stage with the mean wave direction similar to that of the wind, and the highest 
significant wave height of 1.6 m in deep water. It is shown that waves approach the 
straits from deep water and break over the shoal with a reduction of the significant 
wave height from 1.6 m in deep water to 1.2 m just in front of the shoal, then to about 
0.6 m just behind of the shoal. Due to the wave re-generation by local winds, waves 
start to grow after the shoal with the increase of wave heights to about 1.0 m. And the 
waves gradually grow further behind of the shoal with wave heights of up to 1.5 m. 
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As the waves propagate towards the shoreline, the wave heights decrease again 
gradually to 1.0 m. And when the waves approach the shoreline, wave heights sharply 
decrease to 0.2 m, which is caused by violent wave breaking near the shore. 
  
These simulation results can be reasonably interpreted by the corresponding physical 
processes involved in the wave generations and dissipations. The initial gradual 
decrease of wave heights from deep water to shallow water in front of the shoal is 
mainly caused by bottom dissipation, whereas the subsequent rapid decrease over the 
shoal is caused by depth-induced wave breaking. The slow increase of wave heights 
behind the shoal is almost entirely due to waves re-generation by local winds 
accompanied with the physical processes of whitecapping and nonlinear wave-wave 
interactions. Wave heights decrease as the waves approach to the shoreline, which is 
also due to the depth-induced wave breaking. When the waves approach to the 
shoaling area, the effects of the bottom friction and the depth-induced wave breaking 
become more and more significant, the dissipation of the wave energy becomes faster 
and faster which cause rapid decrease of wave heights.  
 
Fig. 4.3 also shows that the mean wave direction tends to be orthogonal to the 
shoreline as the waves approach near to the shore. This is due to the shallow water 




Although the computation results are not compared with the observations 
quantitatively due to lack of data, the general pattern of the wave growths and 
 41
dissipations depicted in Fig. 4.3 shows a reasonable match with the effects of the 
corresponding physical processes and the variance of bathymetry. It is noted that 
further comparisons of numerical results with field measurements are important to 
fully verify SWAN as a shallow water wave model provided field data are available. 
As mentioned earlier, the main task of this study is to develop a data assimilation 
system to overcome numerical limitations of SWAN and hence to improve its 
capability of calculations and accuracy of predictions. In the next chapter, an 



















Table 4.1 Computational grid, wind conditions, and incident wave conditions 

























Variables in the table 4.1 are defined as below: 
10U : wind speed; windθ : wind direction; θσ  : directional spreading; T : mean wave01m
period; : significant wave height; sH waveθ : mean wave direction; x : length in













Fig. 4.2 Bathymetry of zoomed-in study area in Malacca Straits 
shoal
Dep(m)











































 Fig. 4.3 Computed pattern of the significant wave height (Hs) and 


































The development of the data assimilation schemes for numerical ocean models has 
been hampered by the lack of well-sampled data. The sparse observations at the few 
grid points would be well taken advantage of by using various algorithms to improve 
the performance of the numerical models throughout the whole domain. Error 
correction scheme is an efficient method to fulfill this task. 
 
Based on the error correction scheme, a data assimilation system consisting of two 
models, which are time series forecasting model and local weighted regression model, 
is developed in the present study.  The time series forecasting model is for model 
errors (discrepancy between SWAN results and observations) forecast and the local 
weighted regression model is for model errors distribution and correction. The first 
model is constructed with the help of recent developments in non-linear dynamics 
which are popularly known as chaotic systems and the introduction of time-delay 
embedding theorem (Sannasiraj, S.A. et al., 2003). Based on the new theory of non-
linear dynamics, irregular or random behaviors in natural systems may arise from 
purely deterministic dynamics with unstable trajectories and observations which 
appear random but may lay an order or a certain pattern underneath. A number of 
forecast skills have been developed for the prediction of such a non-linear system. 
“Local Models” is one of the efficient methods which simulate the evolutions of the 
dynamic systems by using local approximation. Local approximation assumes that the 
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nearest neighbors share the similar dynamics. By this method the most similar 
trajectories from the past are used to make predictions of the future (Babovic et al., 
2000a). The conceptual sketch of this process is showed in Fig. 5.1. The models 
developed in this study are also inspired by the idea of “Local Models” (Babovic et 
al., 2000).  
   
Using local models for “model errors” (discrepancy between SWAN results and 
observations) forecast, SWAN calculations can be corrected for extended forecast 
horizons (long after updated initial conditions have become washed-out). 
Subsequently, the forecasted model errors on isolated measurements points are 
properly distributed throughout the entire computation domain in a consistent manner 
according to the model dynamics.  Finally, the estimated model errors at each grid 
points are superimposed on SWAN outputs to correct previous SWAN computation 
results, hence to improve the accuracy of SWAN prediction. Therefore, the data 
assimilation system developed in this study consists of three parts: 
 
1) Forecast of model errors (discrepancy between SWAN results and 
observations) by using the history data set at the discrete measurement points. 
 
2) Distribution of model errors throughout the entire computation domain. 
 
3) Correction of model errors at each grid point in the computation domain. 
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The error forecasting local models are constructed based on time-delay embedding 
theorem with the help of Genetic Algorithms (GA). Before construction of local 
models is presented, the time-delay embedding theorem is introduced. 
 
5.2 Embedding Theorem 
 
The time-delay embedding theorem was first proposed by Packard et al. (1980), then 
to be optimized by Takens (1980) and later strengthened by Sauer and Yorke (1991). 
Normally, the order of a scalar time series generated by a chaotic process can not be 
seen from the scalar time series themselves. But when the scalar time series are 
decomposed and projected to multiple dimensions based on time-delay embedding 
theorem, the proper order of the time series will be seen. The theorem is described as 
follows (Babovic et al., 2001a): 
 
“Consider a dynamical system with a d -dimensional space and an evolving 
solution , Let ( )th x  be some observation ( )( )thx . The lag vector (with dimension d  




,...,,)( −−−−= dtttt xxxxtx τττ                                                                       (5.1) 
 
Then, under very general conditions, the space of vectors ( )tx  generated by the 
dynamics contains all of the information of the space of solution vector . The 
mapping between them is smooth and invertible. This property is referred to as an 
embedding. Thus, the study of the time series 
( )th
( )tx  is also the study of the solutions of 
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the underlying dynamical system ( )th  via a particular coordinate system given by the 
observable x .” 
 
The above embedding theorem shows that the time delay vectors with sufficient 
length not only can represent the states of sequences of superimposed linear systems, 
but also can recover the full geometrical structure of the underlying non-linear 
system. It means that, given a scalar time series from a dynamical system, it is 
possible to reconstruct a phase space from this single variable that is, in theory, 
equivalent to the original, unknown space composed of all of the dynamical variables 
(Babovic et al., 2000). For example, a time series of measured significant wave 
heights at one grid point could be thought of as a superimposition (or a projection) of 
other variables in source terms, including wind speed, wind direction, and bottom 
friction. In some way this projected wave height measurement contains information 
about all the other contributing phenomena, even though it is measured at only one 
point in geographic space. According to this theorem, the underlying structure of the 
original scalar time series of significant wave height can be successfully “unfolded” 
into an embedded phase space where the order of the dynamical systems can be 
clearly presented. 
 
In order to properly present the underlying order of a dynamical system, proper 
embedding should be created. According to the embedding theorem, the time delay 
τ and the phase space dimension d are two dominant parameters which depict the time 
delay vectors. Consequently, the selection of the proper time delay τ  and phase space 
dimension d becomes very important and necessary especially since it determines 
how well the embedding describes the dynamical system. 
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In this study the popular optimal algorithm Genetic Algorithm (Holland, 1975) is 
applied in the process of searching for the optimal embedding parameters. Genetic 
algorithm is one member of the family of evolutionary algorithms. The brief 
information on the evolutionary algorithms is presented in the next section. 
 
5. 3 Evolutionary Algorithms 
 
The fundamental idea of evolutionary algorithms is to imitate the Darwinian theory of 
evolution. According to Darwin, evolution is the process of the adaptation of species 
to their environment. This process is called “natural selection” based on which the 
fittest individual will survive. Viewed in this way, all species inhabiting our planets 
are actually results of the process of adaptation.  
 
Evolutionary algorithms are stochastic search methods which simulate roughly the 
simplified process of adaptation occurring in nature in artificial ways, such as 
programming by computers. To present the concept of evolutionary algorithms in a 
simple way, a conceptual sketch of a single population evolutionary algorithm is 
shown in Fig. 5.2. At the beginning of the computation the population of the potential 
solutions is created randomly. Then for each of the individuals of the initial 
population, the objective function is evaluated. If the optimization criteria are not met 
the creation of next generation starts. Individuals are selected as parents for the 
production of offspring according to their fitness. Through recombination and 
mutation, offsprings are produced. Then the fitness of each offspring is computed and 
more fit individuals are inserted into the population replacing the parents, producing a 
new generation. The procedure cycles until the optimization criteria are reached.  
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In this study, a steady state GA has been implemented in the process of searching for 
the optimal embedding parameters for the delay vectors. The evolving individuals in 
the problem domain are the time delay τ , the embedding dimension d, and the 
number of nearest neighbors  in multi-dimensions domain. For all runs, population 
size was set to 200. The selection mechanism was based on tournament selection, 
with a tournament size of 50. The fitness was based on the associated accuracy of 
resulting local linear models. Usually, no assumptions need to be made for 
reconstruction of embedding vector. However, in the present study, in order to speed 
up the search process, the assumption of constant 
nk
τ is made. 
 
5.4 Local Models Construction 
 
Supported by embedding theorem and Genetic Algorithms, local models for model 
errors (between SWAN results and measurements) forecast at the discrete grid points 
are constructed in the context of wave forecasting. Model errors at specific grid points 
are represented as a sequence of time series. In order to set up proper local models, 
the model errors need to be embedded into a proper embedded space. At the same 
time, the nearest neighborhood number  in embedded space is another important 
parameter, which is used to evaluate the fitness of local models. Therefore, the 
process of local models construction is actually a process of searching for optimal 
time delay
nk
τ , phase space dimension d, and the nearest neighborhood number . This 
process is referred to in the technical report of S. A. Sannasiraj, 2003. Some details of 





(1) Embedding the time series into an embedded space 
 
The purpose of this procedure is to unfold the scalar variable of model errors, 
being only the function of time, into a vector with multi-dimensions . 
Particularly, it can be put in this way: 
d
 
The scalar variable of model errors can be represented as the time series of 
with the time interval of )(th t∆ . The embedding space can be represented as the 
multi-dimension and the time lag  d τ . With these, a time delay embedding space 
can be constructed. The coordinates of the points in such an embedded space can 
be represented at any given time t by: 
 
( ) ( )( ) ( )( ) ( ) ( ){ }ththdthdthtH i ,,2,1, ττττ −−−−−= L  
( ) ( ) ( )τ11;1,1 −+∆−=−−= dtitdni L                                                             (5.2) 
 
where n is the length of the time series; ( )1−− dn is the number of the projected 
points in the embedded space; the known time series of model errors will act 
as training data. 
)(th
 
(2) Finding nearest neighborhoods 
 
This procedure is to find the proper nearest neighborhoods for any point in 
embedded space. Based on the embedding theorem, the nearest points in phase 
space share the similar trajectories from the past to future. Therefore it is of great 
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importance to find proper neighborhoods for the forecast points in the training 
process.  
 
Two methods are available for the searching of proper neighborhoods. They are 
referred to as range searching and nearest neighbors searching respectively. 
The conceptual sketches for the two searching methods are shown in Fig. 5.3 and 
Fig. 5.4. By range searching, all points within a circle of constant radius r from 
the forecast point q in the embedding space compose the nearest neighborhoods of 
the forecast point. While by  nearest neighbors searching, the fixed number of 
nearest points to the forecast point q in the embedding space are selected as the 
neighborhood points of the forecast point. In this study, the method of  nearest 





The procedure can be stated as follows: 
 
Let indicates the first time step from which forecast is required to be 
evaluated. Then the starting forecast point can be represented as
Tt =
( )TH ,τ . 
Subsequently, other forecast points within the embedding space at other time steps 
can be represented as ( )tH ,τ ( )Tt > . The selected neighborhood points for 






(3) Construct “expected value vector” 
 
Given the present time horizon T and the forecast time horizon ( )TTT ff −=∆ , the 
neighborhood points ( )'H  in embedding space are confirmed. For each point 
in , there is a projected value in time series, which is an element in the 
“expected value vector” corresponding to the forecast time horizon . The 
“expected value vector” can be represented as: 































M                                                                                                 (5.3) 
)()( fij Tthtx ∆+= ; ; nkj L2,1= )( jfi =                                                                     
 
where  is the “expected value vector”; is the size of the neighborhood;  
is the forecasting time period. 
)(tX nk fT
 
(4) Performing a regression on the selected neighborhood in the embedding space 
to obtain the coefficient matrix for forecast. 
 
Between each point in embedding space and its corresponding “expected 
value” in time series, there is a proper coefficient matrix which projects the 
“expected value” to the embedding space. In order to find the coefficient 
matrix
),(' tH j τ
)(tx j
β , the regression needs to be performed using the neighborhood 
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coordinates  as inputs, and their corresponding expected values  as 
outputs. The problem can be presented as: 
)( 'H )(X
 
( ) ( )βτ tHtx jj ,'=                                                                              (5.4)  nkj L2,1=
                                                                                                             




This regression is performed using the GA as the optimization tool directed 
towards to minimize the discrepancy between the forecasted values and the 
measurement values. 
 
The regression conducted in this study is a linear regression. Therefore, it is also 
called local linear model (LLM). Although a LLM makes use of a linear 
approximation for each separate prediction, the resulting overall model can be 
highly nonlinear, as each of these linear approximations are made for each 
separate neighborhood (Babovic and Keijzer, 1999).  
 
(5) Model error forecast at the forecast period of  fT
 
All the above work has been done for the purpose of model errors forecast. For the 
present time period T and the forecast horizon ( )TTT ff −=∆ , the value at the 




( ) ( )βτ THTx f ,=                                                                                                 (5.5) 
 
where β  is the coefficient matrix of the regression obtained in procedure (4). 
 
So far the fundamental theory and the detailed modeling procedure involved in local 
models have been presented. The performance of local models constructed in this 































Fig. 5.1 Conceptual sketch of prediction using nearest neighbors, the 
red dots are the nearest neighbors to the yellow dot representing the 



































Fig. 5.2 Conceptual sketch of a problem solution procedure by a single 
























































 MODEL ERROR FORECAST BY LOCAL MODELS  
 
The focus of this chapter is to test and evaluate the performance of local models for 
time series forecasting on SWAN model errors. 
 
6.1 Data Introduction 
 
In this case, local models are used to forecast model errors yielded by SWAN when 
applied to Malacca Straits. The model errors are presented as the discrepancies 
between observations and SWAN results. In this study, model errors are focused on 
the errors introduced by erroneous wind data. Due to the absence of the observations 
on wave information, the data used for the local models have to be generated 
artificially. The strategy employed here is to run the SWAN model with real wind 
fields and erroneous wind fields (generated artificially with error introduced) under 
the same conditions (initial condition and boundary condition) in the same domain of 
Malacca Straits respectively. The predicted values of SWAN driven by real wind 
fields are treated as the “observations” and the predicted values of SWAN driven by 
erroneous wind fields are the “first guess value” named “SWAN output”. The 
discrepancy between the “observations” and the “SWAN output” are treated as the 
“model errors” named “SWAN model errors”. It is the SWAN model errors that are 
operated in the process of training and construction of local models. It means that the 
optimal embedding parameters are chosen based on essential structure of the model 
errors. The forecasted model errors have been superimposed on the SWAN first guess 
values before they are exported. Therefore, the output of local models is the updated 
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SWAN computation value after correction of the first guess value. This value is 
referred to as “local models forecast”.  
 
In this case study, the purpose is to simply test the capability of local models of 
forecasting the time series of significant wave heights (Hs) at the discrete grid point 
using the history model errors between observations and SWAN first guess values. 
The subsequent work on distributing and correcting model errors throughout the 




The grid point where the observation station is assumed is located at (100˚42΄E, 
3˚01΄N) in Malacca Straits as shown in Fig. 6.1. The water depth at the observation 
station is 68 m. The false wind fields are generated by assuming that it is 0.75 times 
of real wind fields in magnitude. The time period for SWAN run is from 
2001/06/01/00 to 2001/07/15/00 (year/month/day/time) with the time step of 0.5 hour. 
Then the whole time series of Hs for this case have 2113 records. To ensure the initial 
conditions are properly washed out, the prior two days of records from 2001/06/01 to 
2001/06/02 consisting of 96 data are cut off from the time series. The records from 
2001/06/03/-2001/07/15 with 2017 data are used for the case study.  
 
The forecast accuracy depends on how well the local models embed the time series. In 
order to embed the time series properly, the optimal embedding parameters (time 
lagτ , embedding dimension d, and the nearest neighborhood number ) have to be 
found. Therefore, the entire process has been divided into two parts-training and 
nk
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testing. The purpose of the training is to obtain the optimal embedding parameters for 
the time series at this observation station. The testing process is to evaluate how well 
the embedding parameters obtained in the training process may simulate the reality 
and to evaluate the local models’ forecasting capability and accuracy using the 
historical data set. Corresponding to the two processes, the data set consisting of 2017 
records is divided into two groups. The first 1680 data records from 2001/06/03/00 to 
2001/07/08/00 are assigned to the training process and the remaining 337 data from 
2001/07/08/00 to 2001/07/15/00 are used for the testing and the evaluation purpose.  
 
6.3 Parameters for Evaluation of Local Models  
 
The quality of the local models constructed above can be evaluated in terms of 
statistic parameters based on the 337 testing data. Several statistic parameters which 
are used to represent the efficiency of local models are mean absolute error ( MAE ), 
mean relative error ( MRE ), root mean square error ( ), correlation coefficient 
(
RMSE
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∧ = 1                                                                                                        (6.7) 
 
where , , iY iY
∧
ni ,...3,2,1= , are respectively the observed significant wave heights (Hs) 
and forecasted Hs by local models; is the number of testing data records. n
 
6.4 Results and Discussion 
 
The optimal embedding parameters (time lagτ , embedding dimension d, and the 
nearest neighborhood number ) have been obtained by using the genetic algorithm 
for each forecasting horizon (
nk
TTT ff −=∆ ). For this case study, the forecast horizon 
has been chosen as 2, 6, 12, and 24 hours. The optimal embedding parameters for 
each forecast horizon and the correspondent statistic parameters for the evaluation of 
local models performance are shown in Table 6.1 and 6.2 respectively. Fig. 6.2 shows 
the forecasted values of Hs by local models, observations, and the first guess values 
from SWAN. The scatter diagram of observations and the forecasted values by local 
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models for each time horizon is presented in Fig. 6.3 as well. The forecast period 
starts from 2001/07/08/00 and ends at 2001/07/15/00.  
 
Fig. 6.2 shows that the 2-hours forecasts by local models are significantly better than 
the SWAN predictions. As the forecast horizon increases, the forecast accuracy 
decreases. This could be seen from the variations of MRE , ,  and RMSE SI γ  shown 
in Table 6.2. The prediction  of 6.6 cm yielded by SWAN is reduced to 1.3 cm 
and 2.8 cm by local models for 2-hours forecast and 24-hours forecast respectively. 
Correlation for 2-hours and 24-hours forecast are respectively 98% and 94% while the 
SWAN model yields a correlation of 71%. In Fig. 6.3 the scatter diagrams at various 
forecast horizons are depicted. In overall, the forecasted value fluctuates about the 
mean value with a small divergence except for few distinctive extreme events (e.g. 
severe storm). As shown in Fig. 6.3, the forecast is under predicting the extreme 
events. This might be due to the absence of sufficient number of similar events in the 
past records. Another phenomena shown in Fig. 6.3 is the increased divergence with 
the increase of the forecast horizon suggesting that the forecast accuracy and stability 





It has been shown that the error correction scheme equipped with local models 
performs very well on the model errors forecast and correction at single observation 
station in the context of SWAN model application in Malacca Straits. The mean 
relative error ( MRE ) of 11% yielded by SWAN can be reduced to 4% by the error 
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correction scheme. Conclusively, error correction scheme is an effective method to 
improve SWAN prediction accuracy at single observation point. 
 
Although the error correction scheme based on local models performs well on 
improving the accuracy of forecasting of the time series of Hs at a single point, it will 
not be the alternative to the wave model  SWAN because it can only extend the wave 
information in time and vast regional wave information has to be produced by the 
SWAN model. However, the single point forecasting by local models has its 
advantages. It is the starting point for an effective data assimilation scheme because 
local models forecast can help to solve the problem that observations required for the 
data assimilation are not rich enough in time by extending the observations to the 
future time level. In operational point of view, the wave sensitive repair works would 
have been carried out in an offshore platform based on the forecasting information at 
this station. In this case, setting up the numerical model over the bigger domain would 
be numerically expensive as well as time expensive. The local models forecasting 
algorithm is computationally efficient and would take only short time to give a 















Time dimension  d Time lag τ  Neighbors  nk
2 5 15 236 
6 4 32 300 
12 2 14 11 
24 2 3 11 
 
Table 6.2 Statistics parameters for the evaluation of local models’ efficiency at 
various forecast horizons 
 
Forecast horizon(hours) MAE (cm) MRE  RMSE (cm) γ  SI  
SWAN 6.2  11.0% 6.6 0.714 0.119 
2 0.9 1.5% 1.3 0.989 0.023 
6 1.7 2.9% 2.3 0.965 0.042 
12 1.8 3.1% 2.5 0.959 0.045 


























































































Fig. 6.2 The comparison of the forecasted significant wave heights 
(Hs) by using local models with the observations and the SWAN 
predictions at various forecast horizons: (a) 2-hours; (b) 6-hours; (c) 
12-hours; (d) 24-hours. 
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Fig. 6.3 Scatter plots of the forecasted significant wave heights (Hs) by 
using local models and the observed Hs for various forecast horizons: (a) 
2-hours; (b) 6-hours; (c) 12-hours; (d) 24-hours. 
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As mentioned in chapter 5, the data assimilation system developed in this study 
consists of two models, one is time series forecasting model for model errors forecast 
and another one is local regression model for model errors distribution and correction. 
In chapter 5 and 6, the development and verification of the time series forecasting 
model-local models have been achieved. It was shown that local models perform very 
well on model errors forecast hence improving the SWAN prediction accuracy at 
discrete observation stations. However, it is still not fully satisfactory for the realistic 
and practical purpose where accurate SWAN predictions are required on every grid 
point in the computation domain. It is the focus of this chapter to develop a local 
regression model for model errors distribution and correction throughout the entire 
computation domain, hence to get more accurate wave information on all grid points 




Through model errors forecast and correction conducted in chapter 5 and 6, wave 
information on observation stations can be properly extended to future time level. It 
was achieved by local models which simulate the evolutions of the model errors’ 
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dynamics using local approximation in embedding space. However, for the wave data 
assimilation purpose, it is only the first step through which the input data for the local 
regression model can be obtained. The key step is to obtain accurate wave information 
on all grid points at certain forecast horizons by taking good advantage of the known 
and forecasted wave information on measurement points. It may be achieved by the 
local regression model which estimates and corrects model errors on other non-
measurement points according to the model errors dynamics by using the forecasted 
model errors at measurement points. Hence, the known wave information can be 
extended properly both in time and space by local models and local regression model. 
 
The local regression model is performed on the local neighborhood of the forecasted 
point by sharing the idea that nearest neighborhood points have the similar dynamics. 
And the impacts imposed by different neighborhood points on the estimations are 
weighted by their corresponding weighting functions, which are decreasing functions 
of spatial distances between the forecasted point and its neighbors. Therefore, this 
regression model also refers to as local weighted spatial regression model.  
 
In an ideal condition, the regression model has to be fixed for each non-measurement 
point at each time level. But it is too time consuming for practical applications. 
Therefore, to save computation time, the regression parameters are only determined 
once at one time level and then stored for reuse at all additional time levels. For each 
point the local weighted spatial regression model at time level is presented as 
below (adapted from Babovic et al., 2000): 
i j
 




∧∧∧∧∧∧∧∧∧ ++++= ββββ L22211100                                        (7.2) 
 
where, represents the true SWAN model error;  are the regressors 
representing the forecasted values on SWAN model errors by using local models at 
time level ;
ijy ),,( 21 nijkijij xxx L
j ijε is the random error; ),,( 210 nikiii ββββ L are regression coefficients; 
are the weighting functions corresponding to the different 
neighborhood points; are the fitted values representing estimated SWAN model 
errors; are the fitted repression coefficients; 
are the fitted weighting functions;










wwww L mi L,2,1= ; ; is 
the number of non-measurement points; n is the number of test data records; is the 




The above weighted multiple regression model consists of n  equations that can be 
expressed in matrix notation as: 
 
iiiii WXy εβ +=                                                                                                       (7.3) 
 























































































































































Therefore, the parameters need to be fixed for the regression models are the 
configuration of measurement points , the number of the neighborhood points , 
the regression coefficient
iX nk
iβ , and the weighting function .  iW
 
Genetic algorithm (GA) is used to search for the optimal parameters for the regression 
models directed to minimize the root mean square error of the computation result 
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where is the spatially averaged root mean square error over all the estimated points; 
, , , , , 
L
m n iy iX iW iβ are as defined as that represented in Eq. (7.3). 
 
Generally, the data base for genetic algorithm to search for the optimal parameters is 
initialized according to their possible ranges. For the number of the nearest 
neighborhood , the possible range depends on the amount of available nk
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observations. For the regression coefficient iβ and weighting function , their 
elements may be presented respectively as below:  
iW
 
}10|{ ≤≤∈ ipipip βββ                                                                                              (7.5) 
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w    (7.6) 
(adapted from Babovic et al., 2000) 
 
where the notation i represents the estimated point; the notation p represents the 
selected neighborhood point;  is the normalized distance between the estimated 
point and the selected neighborhood point
ipd




The weighting function is to weigh the impact of the selected neighborhood 
point
ipw
p on the point i based on the distance between them. All the optional weighting 
functions decrease with the distance, which means the nearer points have the more 
dominant impact on the estimated points.   
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From the data assimilation point of view, more observations will result in better 
results on improving the performance of numerical models. Usually, more sample 
points will result in more accurate regression parameters for the regression models. 
However, the observations are usually scarce in reality. Therefore, the key task is to 
obtain optimal regression models by taking full advantage of the few observations. 
Although the genetic algorithm can optimize the resulting estimations, the optimal 
results are restricted by the realistic conditions, such as the number of observations 
and the locations of observation stations. Definitely such limited conditions in real life 
will affect the performance of the regression models. A series of test cases will be 
conducted in chapter 8 to evaluate the impacts imposed by the number and location of 
the observations. 
 
7.3 Evaluation of Local Regression Model 
 
To evaluate the performance of the local regression model, some test points where the 
observations are known are considered. The quality of the local regression model can 
be evaluated in terms of several statistics parameters based on these testing points. 
These statistical parameters are mean absolute error ( MAE ), mean relative error 
( MRE ), correlation coefficient (γ ), average absolute error ( AMAE ), average mean 
relative error ( AMRE ), and average root mean square error ( ). Their 







































































)(11                                                                            (7.12) 
where is the estimated value of the interesting variable such as significant wave 
height (Hs);  is the observed value of the interesting variable;   is the 
number of testing points; ;  is the length of the testing data records. 
∧
ijY





As illustrated in this chapter, the regression model for model error estimations for 
non-measurement points can be constructed within the local neighborhood of the non-
measurement point. And its performance can be evaluated using the testing points. In 
conclusion, the whole procedure can be divided into two processes consisting of 
training and testing. The process of training is directed by genetic algorithm, through 
which the optimal regression parameters are obtained. The testing process is 
conducted based on the testing points for the evaluation purpose.   
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In the next chapter, this local regression model along with the time series forecasting 
model-local models will be applied in Malacca Straits to forecast and correct model 
errors yielded by SWAN, hence to obtain better estimation on the wave conditions in 






























In the earlier chapters, the data assimilation system governed by the error correction 
scheme has been developed. The evaluation of the time series forecast model-local 
model has been achieved with satisfactory results in chapter 6. In this chapter, the data 
assimilation system is applied along with SWAN to Malacca Straits to forecast and 
correct model errors yielded by SWAN in this area. The whole process can be divided 
into three steps. There are the model error forecast, model error distribution and 
model error correction. The model error forecast is achieved by applying local models 
on measurement points, through which the input data for local weighted regression 
models are obtained. Local weighted regression models are used to estimate model 
errors on non-measurement points based on the forecasted model errors on 
measurement points. The estimated model errors are superimposed on the SWAN 
outputs at each grid to update the previous computation results and to yield more 
accurate SWAN predictions.  
 
The focus of this chapter is the estimation and correction of the model errors in future 
time level on non-measurement points by using the models errors available up to 
current time level at measurement points. At the same time, the impacts imposed by 
 79
the amount and location of observations on the performance of the error correction 
scheme will be evaluated in a series of test cases.  
 
8.2 Data Introduction and Preparation 
 
As described in Chapter 6, the model errors are focused on the errors introduced to 
SWAN by the erroneous wind data. The erroneous wind data has to be generated with 
artificial error introduced. Due to the absence of actual observations, observation 
stations have to be assumed available in the data assimilation domain. The predicted 
values of SWAN driven by the real wind fields at the assumed observation stations 
are treated as the “observations”. The predicted values of SWAN driven by the 
erroneous wind data (generated artificially with error introduced) are treated as the 
“first guess values”. The discrepancies between the “observations” and the “first 
guess values” are defined as the “SWAN model errors”. The data assimilation 
procedure will be carried out in the assimilation domain with the assumed 
measurement points.  
 
8.2.1 Wind Fields 
 
The real wind field for this study is from 2001/08/01/00 to 2001/09/18/00 with the 
time interval 6 hours. This is an unstable wind field with changing wind directions 
and small wind velocity (up to 7 m/s). An erroneous wind field is generated by 
increasing the real wind field uniformly by 1.5 times in magnitude and keeping the 
wind directions unchanged. 
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8.2.2 Data Assimilation Domain 
 
To filter the effects of boundary conditions on the SWAN computation results, 
SWAN is run with a two-level nesting scheme. The data assimilation is performed in 
the final nested domain as shown in Fig. 8.1. It consists of 5181×  grid points with the 
space resolution of 926 m (0.5′) in both x-direction and y-direction. Eleven 
measurement points are assumed to be located in the data assimilation domain as 
shown in Fig. 8.1b. The geographical location and water depth for each of the eleven 
points are shown in table 8.1. Among the eleven measurement points, some points are 
selected as the testing points for the evaluation purpose, some points are used as 
estimators in the process of construction of local regression models.  
 
8.2.3 Data Preparation 
 
The data needed for the study is the significant wave height (Hs) generated by SWAN 
driven by erroneous wind field and true wind field respectively. The outputs of 
SWAN driven by true wind field are treated as observations and the outputs of SWAN 
driven by erroneous wind field are treated as first guess values of SWAN. The goal of 
the error correction scheme is to correct the SWAN model errors induced by the 
erroneous wind field throughout the whole domain. Therefore, the data preparation 
consists of the following procedures: 
 
(1) The SWAN model is run in the coarse grid domain with the true wind fields 
and false wind fields respectively. The space resolution for the coarse grid 
SWAN run is 1852 m (1.0′) both in x-direction and y-direction. A time step of 
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30 minutes is used. The purpose of this procedure is to get more accurate 
boundary conditions for the local nested assimilation domain shown in Fig. 
8.1 (a). 
 
(2) The SWAN model is re-run in a finer grid nest domain with the true wind field 
and false wind field respectively. The space resolution for the finer grid 
SWAN run is 926 m (0.5′) both in x-direction and y-direction. A time step of 
30 minutes is used. The purpose of this procedure is to obtain the wave 
information on significant wave heights (Hs) at the eleven assumed 
measurement points (Fig. 8.1b), although the computation gives the Hs time 
series at all computation points. 
 
(3) With the simulation period from 2001/08/01/00 to 2001/09/18/00 
(year/month/day/time) and the time step of 0.5 hour, the whole time series of 
Hs at each measurement point yields 2305 records. To ensure that the 
influence of the start-up conditions are minimized, the first two days of 
records from 2001/08/01 to 2001/08/02, consisting of 96 data points, are cut 
off from the time series. The records from 2001/08/03/-2001/09/18, with 2209 
data points, are used for the case study. The first 1848 data records from 
2001/08/03/00 to 2001/09/10/11 are assigned to the training process and the 
remaining 361 data from 2001/09/10/12 to 2001/09/18/00 are used for the 





8.3 Model Errors Forecast on Measurement Points 
 
To properly estimate the model errors on non-measurement points, the model errors at 
the measurement points have to be forecasted accurately by local models. Performing 
in the same way as described in chapter 6, local models are constructed for each of the 
eleven points based on the historical data of SWAN model errors. The optimal 
embedding parameters (time lag τ , embedding dimension d, and the nearest 
neighborhood number k ) for each of the time series of model errors yielded by 
SWAN at the eleven points are obtained by using the genetic algorithm for each 
forecast horizon ( ). For this study, the forecast horizon has been chosen 
as 2 hours and 12 hours. For the evaluation purpose, several statistics parameters are 








































































1 ηη                                                                                                         (8.6) 
iii YY −= 'η                                                                                                                (8.7) 
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where  is the observed significant wave heights (Hs); is the first-guess values on 




iη is the true SWAN model errors;  is 
the forecasted SWAN model errors by local models; are observed significant wave 
heights (Hs); the first-guess values on significant wave height by SWAN model; 
SWAN model errors; the forecasted model errors by local model; n is the length of 
testing data records. 
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The forecast results on SWAN model errors are shown in Table 8.2 in terms of the 
evaluation statistics. A comparison of the true model errors with the forecasted model 
errors is performed at the measurement point 1. The corresponding time series are 
presented in Fig. 8.2 and Fig. 8.3 for each forecast horizon of 2 and 12 hours. 
 
It is clear from Fig. 8.2 that the forecasted model errors match very well with the true 
model errors for 2-hours forecast with the average RMSE of 0.95 cm and average 
MAE of 0.74 cm. This implies that local models are very efficient for model errors 
forecast at forecast horizon of 2 hours. For 12-hours forecast, the comparison of the 
forecasted model errors with the true model errors shown in Fig. 8.3 suggests that the 
forecast accuracy are lower when the forecast horizon is increased. However, the 
forecasted results at the forecast horizon of 12-hours are still acceptable with the 
average of 2.44 cm and average RMSE MAE  of 1.84 cm.  
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Because the forecast results of local models will be used as input data in local 
regression models for error distribution, the accuracy of the forecasted values from 
local models will definitely impact the accuracy of the estimation performed by local 
regression models.  
 
8.4 Model Errors Distribution and Correction 
 
Before the error correction scheme is performed throughout the whole assimilation 
domain, a series of test cases are conducted to evaluate the impacts imposed by the 
observation distance, observation locations, and the observation amount on the 
performance of the error correction scheme. The forecast horizon is selected as 2 
hours for this series of case study. 
 
8.4.1 Case Study for Evaluation of Impacts of Observation Distance on 
Estimation 
 
In this case study, two groups of measurement points of (a) point 3, 9, 11 and (b) 
point 4, 5, 10 are selected as the estimators and point 8 is selected as the testing point 
for evaluation purpose. Fig. 8.4 (a) and (b) show the geographical relationships 
between the above estimators and the estimated point 8. 
 
The optimal local regression models for both cases are obtained by the genetic 
algorithm by minimizing of the estimations on point 8. Referring to Eq. (7.2) in 
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where is the estimated swan model errors on point 8 at time level ; is the 




p  at time level ; j nj L,2,1= ; )361(=n is the length of the 
testing data records; is the normalized distance between the point 8 and the 
point
pd8
p ; p is the index number of the selected neighborhood point: for case 




By superimposing the estimated swan model errors on the original computation 
results of SWAN, more accurate SWAN predictions on significant wave heights are 
obtained. 
 
In order to evaluate the efficiency of the error correction scheme for both cases, the 
statistic parameters of mean absolute error ( MAE ), mean relative error ( MRE ) and 
root mean square error ( ) (refer to chapter 7) on estimations at point 8 are 
considered. The comparison of statistics parameters between case (a) and case (b) is 
presented in Table 8.3. Fig. 8.5 shows the updated computation results on significant 




In case (a), the of the SWAN model results is reduced to 1.01 cm from 12.65 
cm by performing the error correction scheme. Whereas in case (b), the updated 
SWAN model results are with RMSE of 2.7 cm.  The mean relative error (
RMSE
MRE ) of 
the updated computation results of SWAN is decreased to 1.13% in case (a) and 3.0% 
in case (b) by performing the error correction scheme. It is shown that the error 
correction scheme works more efficient in case (a), where the measurement points are 
nearer to the estimated points. In case (a), within the neighborhood of point 8 (Fig. 
8.4a), the nearest point 9 has more powerful weighting function, which suggests that 
the nearer neighborhood point has the more significant impacts on the estimated 
point. Therefore, it is important to avoid over-concentrated distribution of observation 
stations in practical geography environment in order to improve the efficiency of the 
error correction scheme. 
  
8.4.2 Case Study for Evaluation of Impacts of Observation Location on 
Estimation  
 
In this case study, two groups of measurement points of (a) point 1, 2, 8, 9 and (b) 
point 4, 5, 6, 7, which distribute along the two diagonal lines in the assimilation 
domain, are selected as the estimators and point 3 and point 10 are selected as the 
testing point for evaluation purpose. Fig. 8.6 (a) and (b) show the geographical 
relationships between the above estimators and the estimated points. 
 
The optimal local regression models for both cases obtained by the genetic algorithm 
by minimizing the average root mean square error ( ) over the estimations on 
point 3 and point 10 are presented as below: 
ARMSE
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where is the estimated swan model errors on point
∧
ijy )10,3( =ii  at time level ; is 
the regressors representing the forecasted swan model errors by local models on 
measurement point 
j ijpx
p  at time level ; j nj L,2,1= ; )361(=n is the length of the 
testing data records; is the normalized distance between the point i  and the 
point
ipd
p ; p is the index number of the selected neighborhood point: in case 




The updated SWAN model results after error correction are obtained by 
superimposing the estimated swan model errors on the original computation results of 
SWAN.  
 
To show the efficiency of the error correction scheme in both cases, the evaluations 
are performed respectively at point 3 and point 10 in terms of the evaluation 
parameter RMSE (refer to chapter 7). Table 8.4 shows RMSE of estimations at point 3 
and point 10 for both cases.  The updated SWAN model results for significant wave 
heights (Hs) at point 3 and point 10 are shown in Fig. 8.7 and Fig. 8.8 respectively for 
case (a) and case (b).  
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As shown in Fig. 8.7 and Fig. 8.8, the updated SWAN model results at point 3 show a 
very good agreement with the observed values in both cases, whereas the results on 
point 10 don’t match well with the observations. The discrepancy between the results 
on point 3 and point 10 suggests that the error correction scheme cannot work 
efficiently if the measurement points more or less form a line and if the prediction 
points are away from the line formed. Therefore, avoidance of line-up observation 
stations is of great importance for the efficient work of the error correction scheme 
throughout the whole domain. 
 
8.4.3 Case Study for Evaluation of Impacts of number of observation stations on 
Estimation 
 
From the data assimilation point of view, more observations will result in better 
results on improving the performance of numerical models. But in practical 
applications, fewer observations are preferred in order to cut down the cost of 
practical operations. For practical purpose, it is important to fix the least number of 
the observation stations which is good enough to obtain reliable results in the whole 
domain. 
 
A number of test cases with different number of observation stations have been 
carried out to understand the influence of measurement point configuration on 
estimation. The optimal number of observation stations and their geometric 
arrangements in this assimilation domain has been derived. For the purpose of 
comparison, the successful case (a) with five observation stations, along with an 
unsuccessful case (b) with four observation stations, is presented in this chapter. 
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The data pool for genetic algorithm to search for the optimal regression parameters is 
initialized according to their possible ranges in each case. Due to the different number 
of available observation stations in case (a) and case (b), the number of the nearest 




(b)   }4,3,2,1{∈nk
 
In case (a), point 1, 3, 5, 6, 9 are selected as the observation stations and used as the 
regressors for the regression model construction. All the other non-measurement 
points in this assimilation domain are estimated points. The remaining measurement 
point 2, 4, 7, 8, 10, 11 are used as testing points to evaluate the performance of the 
error correction scheme. In case (b), point 2, 4, 6, 8 are selected as the observation 
stations and the remaining points are used as testing points for evaluation purpose. 
Figure 8.9 shows the locations of the observation stations and the estimated points in 
both cases. 
 
The optimal local regression models obtained by the genetic algorithm by minimizing 
the average root mean square error ( ) over the testing points may be presented 
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where is the estimated value on point  at time level ; is the regressors 
representing the forecasted swan model errors by local models on measurement point 
∧
ijy i j ijpx
p  at time level ; ; j nj L,2,1= )361(=n is the length of the testing data records; 
is the normalized distance between the point i  and the pointipd p ; p is the index 
number of the selected neighborhood point; In case (a), and 
; in case (b), and 
11,10,8,7,4,2=i
9,6,5,3,1=p 11,10,9,8,7,5,3,1=i 8,6,4,2=p .  
 
By performing the local regression models on all the other non-measurement points, 
the SWAN model errors on these points can be forecasted and superimposed on the 
original SWAN model results, hence to obtain more accurate computation results of 
SWAN. 
 
To compare the efficiency of the error correction scheme on improving the 
performance of SWAN model in both cases, the statistics parameters of average 
absolute error ( AMAE ), average mean relative error ( AMRE ), and average root mean 
square error ( ) are employed. Their formulations can be refereed to Eq. (7.10) 
to Eq. (7.12) in chapter 7.  
ARMSE
 
The evaluation parameters presented in table 8.5 show that the error correction 
scheme is more efficient in case (a) than in case (b) on improving the performance of 
SWAN by decreasing the average root mean square error ( ) of SWAN 
predictions from 13.30 cm to 1.49 cm compared with 3.69 cm in case (b). As shown 
ARMSE
 91
in Fig. 8.10, the updated SWAN model result on testing point 11 shows a very good 
agreement with the observed value in case (a). Whereas the updated SWAN model 
result doesn’t match well with the measurement in case (b). A good reason for this is 
that the available observations in case (b) are not sufficient to give good estimations 
on other non-measurement points. In contrast, the configuration of the five 
observation stations in case (a) is successful on performing the error correction 
scheme to estimate and correct model errors yielded by SWAN in the whole domain. 
Therefore, the regression model constructed in case (a) is employed to perform model 
errors distribution and correction throughout the whole domain, hence to obtain more 
accurate forecast results and improve the performance of SWAN model. 
 
8.4.4 Performance of Error Correction Scheme in the Whole Domain 
 
In this case, the error correction scheme is performed at forecast horizon of 2-hours 
and 12-hours respectively using the local regression model formulated in Eq. (8.12).  
 
To avoid the redundancy, only the results of two typical testing points (point 8 and 
point 10) which are geographically far apart from each other are presented while the 
results on other testing points are not shown.  
 
The statistics parameters for evaluation of the error correction scheme are presented in 
table 8.6. For 2-hours forecast, Fig 8.11 and Fig. 8.12 show the estimated model 
errors and the corresponding computation results of SWAN on significant wave 
heights before and after error correction and the observations on point 8 and point 10 
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respectively. The corresponding results for 12-hours forecast are shown in Fig. 8.13 
for point 8 and Fig. 8.14 for point 10.  
 
For 2-hours forecast, the resulting distribution of model errors match very well with 
the true model errors as shown in Fig. 8.11 (a) and Fig. 8.12 (a). Therefore the 
updated SWAN model results after error correction show a very good agreement with 
the observations as shown in Fig. 8.11 (b) and Fig. 8.12 (b). The statistics parameters 
presented in table 8.6 also show that the error correction scheme is quite efficient at 2-
hour forecast horizon on improving the accuracy of SWAN predictions by decreasing 
the average root mean square error ( ) from the uncorrected SWAN model 
result of 13.30 cm to 1.48 cm. the main reason for the good performance of the error 
correction scheme is the high accuracy of the time series forecast model at 2-hours 




For 12-hours forecast, the corresponding results of error distribution are not as good 
as that for the 2-hours forecast. As shown in Fig. 8.13 (a) and Fig. 8.14 (a), the 
discrepancy between the true model errors and the estimated model errors are more 
distinguishable than those in Fig. 8.11 (a) and Fig. 8.12 (a), whereas the resulting 
improvements over the original SWAN model results are still remarkable. Table 8.6 
shows that the average root mean square error ( ) for updated values after 
performing error correction is reduced to 2.49 cm from the original result of 13.3 cm. 
Obviously, the efficiency of the error correction scheme for 12-hours forecast is lower 
than that of the 2-hours forecast. It is mainly due to the lower accuracy of the local 
model forecast at the 12-hours forecast horizon. However, the performance of the 
error correction scheme at 12-hours forecast horizon still significantly improves the 
ARMSE
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SWAN model prediction accuracy by decreasing the spatially averaged mean relative 
error ( AMRE ) to 2.4% compared with 16.3% for the original SWAN model results. 
 
The overall errors are mainly introduced by two processes. One is the model error 
forecast performed by local models on observation stations. Another process is the 
model error distribution performed by the local weighted regression models 
throughout the whole domain. The errors introduced by the local weighted regression 
models are mainly due to two facts. One is the approximation performed in time space 
by using the regression parameters decided for one time level for all the additional 
time levels. The other fact is the approximation conducted in geographical space. The 
local weighted regression model constructed based on the six testing points has been 




In this study, a series of test cases have been carried out to understand the impacts of 
the location and amount of the observations on the performance of error correction 
scheme. In order to promote the efficiency of the error correction scheme, it is 
important to avoid the line-shaped or over-centralized location of the observation 
stations. 
 
Finally, an optimal regression model has been constructed based on the optimal 
configuration of observation stations and applied in the whole domain. It has shown 
that the error correction scheme that combines the time series forecast model and the 
local weighted regression model works quite well on model errors forecast and 
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correction at up to 12-hours forecast horizon, hence to give more accurate predictions 
































1 (100˚45′, 2˚44′) 25.0 
2 (100˚53′, 2˚39′) 32.0 
3 (101˚03′, 2˚35′) 44.0 
4 (100˚54′, 2˚30′) 24.0 
5 (100˚45′, 2˚25′) 12.0 
6 (101˚14′, 2˚43′) 38.0 
7 (101˚09′, 2˚38′) 51.5 
8 (101˚13′, 2˚30′) 59.0 
9 (101˚19′, 2˚25′) 46.0 
10 (100˚46′, 2˚33′) 20.0 















Table 8.2 Statistics parameters for evaluation of the efficiency of local models on 
model errors forecast at the eleven measurement points for two forecast horizons. 
 
 






γ SI  
2 0.72 0.93 0.989 0.0123 1 
12 1.76 2.35 0.939 0.0311 
2 0.75 0.97 0.987 0.0121 2 
12 1.84 2.44 0.930 0.0307 
2 0.77 1.00 0.984 0.0126 3 
12 1.93 2.66 0.912 0.0337 
2 0.83 1.04 0.987 0.0153 4 
12 1.98 2.62 0.938 0.0387 
2 0.68 0.89 0.987 0.0165 5 
12 1.52 1.98 0.949 0.0368 
2 0.75 0.97 0.974 0.0130 6 
12 1.78 2.38 0.948 0.0320 
2 0.75 0.96 0.981 0.0123 7 
12 1.95 2.55 0.944 0.0324 
2 0.77 0.99 0.983 0.0138 8 
12 2.01 2.67 0.949 0.0371 
2 0.70 0.90 0.983 0.0138 9 
12 1.82 2.39 0.961 0.0365 
2 0.72 0.91 0.991 0.0147 10 
12 1.70 2.25 0.958 0.0364 
2 0.72 0.94 0.981 0.0133 11 
12 1.97 2.59 0.951 0.0364 
2 0.74 0.95 0.984 0.0136 Average 







Table 8.3 Statistics parameters for evaluation of the efficiency of the error correction 
scheme performed in case (a) and case (b) for point 8. 
  
Cases MAE (cm) MRE  RMSE (cm) 
SWAN 11.16  15.1% 12.65 
(a) 0.82 1.13% 1.01 
(b) 2.10 3.00% 2.70 
 
 
Table 8.4 Comparison of root mean square error ( ) at the estimated point 3 and 
point 10 for evaluation of the efficiency of the error correction scheme performed in 
case (a) and case (b).  
RMSE
 
RMSE (cm) Case 
Point 3 Point 10 
SWAN 13.31 14.39 
(a) 0.78 2.98 
(b) 0.81 3.00 
 
 
Table 8.5 Statistics parameters for evaluation of the efficiency of error correction 
scheme performed in case (a) and case (b).  
 
Case  AMAE (cm) AMRE  ARMSE (cm) 
SWAN 11.87 16.25% 13.30 
(a) 1.24 1.71% 1.49 
(b) 3.06 4.61% 3.69 
 
 
Table 8.6 Average statistics parameters over the six testing points for evaluation of 
the efficiency of the error correction scheme for various forecast horizons. 
 
Forecast horizon(hours) AMAE  AMRE  ARMSE (cm) 
2 1.24 1.71% 1.49 
12 2.24 2.4% 2.49 







Fig. 8.1 (a) Location of the data assimilation domain in Malacca Straits 


















































































Fig. 8.2 Time series of the true SWAN model errors and 2-hours 
forecasted SWAN model errors on point 1. The andRMSE MAE and 




























Fig. 8.3 Time series of the true SWAN model errors and 12-hours 
forecasted SWAN model errors at point 1. The RMSEand MAE  for 


















Fig. 8.4 Location of the observation stations used as estimators (*) and 
the estimated point (+): (a) point 3, 9, 11 are estimators; (b) point 4, 5, 









































































































Fig. 8.5 Time series of significant wave heights (Hs) of observations, 
before and after error correction performed in case (a) and case (b) for 





















Fig. 8.6 Location of the observation stations used as estimators (*) and 
the estimated points (+): (a) point 1, 2, 8, 9 are estimators; (b) point 4, 















































































































 Fig. 8.7 Time series of significant wave heights (Hs) of observations, 
before and after error correction performed in case (a) for point 3 and 





















































 Fig. 8.8 Time series of significant wave heights (Hs) of observations, 





















Fig. 8.9 Location of the observation stations used as estimators (*) and 
the estimated points (+): (a) point 1, 3, 5, 6, 9 are estimators and the 
rest point 2, 4, 7, 8, 10, 11are the estimated points; (b) point 2, 4, 6, 8 
























































































































Fig. 8.10 Time series of significant wave heights (Hs) of observations, 
before and after error correction performed in case (a) and case (b) for 







































(a) The comparison of the true SWAN model errors with the 
estimated SWAN model errors for 2-hours forecast horizon.  
 
























 (b) The comparison of the observed Hs with the forecasted Hs 
before and after error correction for 2-hours forecast horizon.  
 
 Fig. 8.11 Time series of (a) true and estimated SWAN model errors for 
2-hours forecast, and (b) corresponding significant wave heights (Hs) of 
observations, before and after error correction on point 8.  

































(a) The comparison of the true SWAN model errors with the 
estimated SWAN model errors.  
 
























 (b) The comparison of the observed Hs with the forecasted Hs 
before and after error correction.  
 
 
 Fig. 8.12 Time series of (a) true and estimated SWAN model errors 
for 2-hours forecast, and (b) corresponding significant wave heights 
































(a) The comparison of the true SWAN model errors with the 
estimated SWAN model errors for 12-hours forecast horizon.  
 
























 (b) The comparison of the observed Hs with the forecasted Hs 
before and after error correction for 12-hours forecast horizon.  
 
 
Fig. 8.13 Time series of (a) true and estimated SWAN model errors for 
12-hours forecast horizon, and (b) corresponding significant wave 

































(a) The comparison of the true SWAN model errors with the 
estimated SWAN model errors for 12-hours forecast horizon.  
 
























(b) The comparison of the observed Hs with the forecasted Hs 




Fig. 8.14 Time series of (a) true and estimated SWAN model errors for 
12-hours forecast horizon, and (b) corresponding significant wave 















In this study, an error correction scheme has been designed to forecast and correct 
wind-induced errors in shallow waters using the shallow water wave model SWAN. 
The methodology has been applied to the Malacca Straits. Due to the absence of 
measurements in this area, the wind-induced errors have been produced artificially in 
order to facilitate the study of the feasibility and efficiency of the error correction 
scheme. 
 
The error correction scheme consists of three successive processes: (1) model errors 
forecast by a novel time series forecasting method-local models, (2) model errors 
distribution by a local weighted regression model and (3) model errors correction by 
superimposing the estimated model errors on the original SWAN output.  
 
The conclusions drawn from this study are summarized as follows: 
 
1. A series of validation tests has been carried out to evaluate the performance of 
SWAN as a shallow water wave model. The shallow water effects of shoaling, 
refraction, triad wave-wave interactions, and depth-induced wave breaking 
have been simulated and the simulation results show that the SWAN model 
can capture all the main features of the shallow water effects on wave 
evolutions.  The application of SWAN in Malacca Straits also suggests that 
SWAN could yield a reasonable description of wave transformation in shallow 
waters.  
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2. A time series forecasting method-local models, first proposed by Babovic et 
al., 2000, has been used for the model error forecast. The local models have 
been developed following Sannasiraj, S.A. et al., 2003, based on time-delay 
embedding theorem. Genetic algorithm has been used for searching the 
optimal embedding parameters (τ , d, and ) for fitting of the local models. 
The constructed local models have been applied to forecast the time series of 
SWAN model errors induced by the erroneous wind on one assumed 
observation station located in Malacca Straits. The local models perform well 
in forecasting and correcting the model errors for up to 24 hours lead time. For 
short forecast lead time, the resulting forecasted values match extremely well 
with the true model errors with  relative error of 1.5% for 2-hours forecast 




3. An optimal local weighted regression model has been constructed to 
redistribute model errors at a few measurement points to the rest of the 
computation domain. The optimal parameters for the regression model have 
been obtained by the genetic algorithm. The local weighted regression model 
has been implemented with the time series forecasting model-local models to 
forecast, distribute and correct the wind-induced errors in Malacca Straits. The 
resulting distribution of model errors for the 2-hours forecast matches very 
well with the true model errors (discrepancy between SWAN model results 
and observations). The error correction scheme is proved to be efficient with a 
significant improvement on the performance of SWAN model in the 
computation domain. For 12-hours forecast, the efficiency of the error 
correction scheme is not as good as that of 2-hours forecast as expected. The 
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average error for the forecasted values after error correction is 2.5 cm 
compared to 1.5 cm for 2-hours forecast. Compared with the rms error of 
13.30 cm for the original SWAN model results, the error correction scheme 
still works well in improving the SWAN predictions. 
rms
 
4. There are two error sources for the error correction scheme: (1) model errors 
forecasting by local models and (2) model errors distribution by local 
weighted regression models. The errors introduced by the local weighted 
regression models are mainly due to two facts. One is the approximation 
performed in time space by using the local weighted regression model 
constructed at one time level for all the additional time levels. The other is the 
approximation performed in geographical space by using the local weighted 
regression model constructed based on the six testing points to estimate model 
errors on all the other non-measurement points. 
 
5. From the data assimilation point of view, more observations will result in 
better results. However observations are usually scarce in reality, which may 
limit the performance of the error correction scheme. Therefore, it is very 
important to locate the available observation stations properly in the 
interesting domain in order to obtain the optimal performance of the error 
correction scheme with the lowest price. To promote the efficiency of the error 
correction scheme, it is important to avoid the line-shaped or over-centralized 






Arcilla, A.S. and Lemos, C.M., 1990. Surf-Zone Hydrodynamics, Centro International 
deMétodos Numéricos en Ingenieria, Barcelona, 310p. 
 
Babovic, V., Larsen, L.C. and Wu, Z., 1994. Calibrating hydrodynamic models 
by means of simulated evolution. Proceeding of the first international conference 
on Hydroinformatics, Balkema, Rotterdam, 193-200. 
 
Babovic, V., 1996. Emergence, Evolution, Intelligence: Hydroinformatics. 
Balkema, Rotterdam. 
 
Babovic, V., Keijzer, M. and Bundzelm, M., 2000. From global to local 
modeling: a case study in error correction of deterministic  models. Proc. Fourth 
International conference on Hydroinformatics, Iowa city. 
 
Babovic, V., Keijzer, M. and Stefansson, M. 2000a. Optimal embedding using 
evolutionary algorithm, in Proceedings of the Fourth International Conference on 
Hydroinformatics, Iowa city.  
 
Babovic, V., Keijzer, M., and Stefansson, M. 2001a. Chaos theory, optimal 




Banner, M.L. and Young, I.R., 1994. Modelling spectral dissipation in the 
evolution of wind waves. Part I, J. of Physical Oceanography, 24, No.7, 1550-1571. 
 
Battjes, J.A. and Janssen, J.P.F.M., 1978. Energy loss and set-up due to breaking of 
random waves, Proc. 16th Int. Conf. Coastal Engineering, ASCE, 569-587. 
 
Battjes, J.A. and Stive, M.J.F., 1985. Calibration and verification of a dissipation 
model for random breaking waves, J. Geophys. Res., 90. 
 
Beji, S. and Battjes, J.A., 1993. Experimental investigation of wave propagation over 
a bar, Coastal Engineering, 19. 
 
Booij, N., Holthuijsen, L.H. and P.H.M. de Lange, 1992. The penetration of short-
crested waves through a gap, Proc. 23rd Int. Conf. Coastal Eng, Venice 4-9 Oct., 1992, 
New York, 1993, 1044-1052. 
 
Booij, N., Ris, R.C. and Holthuijsen, L.H., 1999. A third-generation wave model for 
coastal regions, Part I, Model description and validation, J. Geophys. Res., 104, 7649-
7666. 
 
Cavaleri, L. and Malanotte-Rizzoli, P., 1981. Wind wave prediction in shallow water 
theory and applications, J. Geophys. Res., Vol. 86, 10961-10973. 
 
Collins, J.I., 1972. Prediction of shallow water spectra, J. Geophys. Res., Vol.77, 
N.15, 2693-2707. 
 116
Dingemans, M.W., 1997. Water wave propagation over uneven bottoms. Part1, Linear 
wave propagation, Advanced Series on Ocean Engineering, 13, World Scientific. 
 
Dodd, N., 1998. A numerical model of wave run-up, overtopping and regeneration, 
ASCE, J. of Waterw. Ports, Coast. and Ocean Eng., 124 (2), 73-81. 
 
Douglas, C. Montgomery, and George, C. Runger, 1999. Applied statistics and 
probability for engineers, John Wiley & Sons, Inc. 
 
Eldeberky, Y., and Battjes, J.A., 1995. Parameterization of triad interactions in wave 
energy models, Proc. Coast. Dynamics Conf., Poland, 140-148. 
 
Eldeberky, Y. and Battjes, J.A., 1996. Spectral modeling of wave breaking: 
application to Boussinesq equations, J. Geophys. Res., 101, No. C1, 1253-1264. 
 
Fogel, L.J., Owens, A.J. and Walsh, M.J., 1996. Artificial intelligence through 
simulated evolution. Ginn, Needham Height. 
 
Freilich, M.H. and Guza, R.T., 1984. Nonlinear effects on shoaling surface gravity 
waves,Phil. Trans. R. Soc. London, Ser. A, A311, 1-41. 
 
G. Arrusso, C.C. and Dodd, N., 2000. ANEMONE: OTTO-1d, A user manual, Report 
TR87, HR Wallingford. 
 
Gelb, A., 1974. Applied optimal estimation, MIT press, Cambridge. 
 117
Gunther, H., Hasselmann, S. and Janssen, P.A.E.M., 1992. The WAM model cycle 4 
(revised version), Deutsch. Klim. Rachenzentrum, Techn. Rep. No. 4, Germany. 
 
Goda, Y., Takeda, H. and Moriya, Y., 1967. Laboratory investigation of wave 
transmission over breakwaters, Rep. Port and Harbor Res. Inst., 13 (from Seelig, 
1979). 
 
Hasselmann, K., 1962. On the nonlinear energy transfer in a gravity-wave spectrum, 
part 1: general theory. J. Fluid Mech. 12, 481. 
 
Hasselmann, K., 1963. On the nonlinear energy transfer in a gravity wave spectrum, 
part 2 and 3.  J. Fluid Mech., 15: 273-281 and 385-398. 
 
Hasselmann, K, 1974. On the spectral dissipation of ocean waves due to 
whitecapping, Bound-Layer Meteor., 6. 
 
Hasselmann, K., Barnett, T.P., Bouws, E., Carlson, H., Cartwright, D.E., Enke, K., 
Ewing, J.A., Gienapp, H., Hasselmann, D.E., Kruseman, P., Meerburg, A., Muller, P., 
Olbers, D.J., Richter, K., Sell, W., Walden, H., 1973. Measurements of wind-wave 
growth and swell decay during the joint North Sea project (JONSWAP), Dtsch. 
Hydrogr. Z., 12, A8. 
 
Hasselmann, S. and Hasselmann, K., 1981. A symmetrical method of computing the 
non- linear transfer in a gravity-wave spectrum, Hamburger geophys. Einzelschr, 
Series A.  
 118
Hasselmann, S., Hasselmann, K., Allender, J.H. and Barnett, T.P., 1985. 
Computations and parameterizations of the nonlinear energy transfer in a gravity 
wave spectrum. Part П: Parameterizations of the nonlinear transfer for application in 
wave models, J. Phys. Oceanogr., 15, 11, 1378-1391. 
 
Hasselmann, K., Hasselmann, S., Joseph, P., Kawai, S., Komen, G.J., Lawson, L., 
Linné, H., Long, R.B., Lybanon, M., Maeland, E., Rosenthal, W., Toba, Y., Uji, T. 
and W.J.P. de Voogt, 1985. Sea wave modeling project (SWAMP). An 
intercomparison study of wind wave predictions models, part1: Principal results and 
conclusions, in: Ocean wave modeling; Plenum, New York, 256p. 
 
Holland, J.H., 1975. Adaptation in natural and artificial systems. Univeristy of 
Michingan, Ann Arbor. 
 
Holthuijsen, L.H. and S. De Boer, 1988. Wave forecasting for moving and stationary 
targets, Computer modeling in ocean engineering, Eds. B.Y. Schrefler and O.C. 
Zienkiewicz, Balkema, Rotterdam, The Netherlands, 231-234. 
 
Janssen, P.A.E.M., 1991a. Quasi-linear theory of wind wave generation applied to 
wave forecasting. J. Phys. Oceanogr. 21, 1631-1642. 
 
Janssen, P.A.E.M., 1991b. On nonlinear wave groups and consequences for spectral 
evolution, p46-52 in: directional ocean wave spectra, R.C. Beal (ed); The Johns 
Hopkins University Press, Baltimore, 218p. 
 
 119
Kahma, K.K. and Calkoen, C.J., 1992. Reconciling discrepancies in the observed 
growth of wind-generated waves, J. Hydraulic Research, 14, 45-60. 
 
Kaminsky, G.M. and Kraus, N.C., 1993. Evaluation of depth-limited wave breaking 
criteria, Proc. Of 2nd Int. Symposium on ocean wave measurement and analysis, New 
Orleans, 180-193. 
 
Keijzer, M. and Babovic, V., 1999. Error correction of a deterministic model in 
Venice lagoon by local linear models. Proc. “Modeli Complessie Metodi 
Computazional Intensi vi per la Stima e la Previsione” Conference, Venice. 
 
Komen, G.J., Donelan, L. M., Hasselmann, K., Hasselmann, S., and Janssen, 
P.A.E.M., 1994. Dynamics and modelling of ocean waves, Cambridge University 
Press 1994, NY, 532p. 
 
Komen, G.J., Hasselmann, S. and Hasselmann, K., 1984. On the existence of a fully 
developed wind-sea spectrum, J. of Physical Oecanography, Vol. 14, 1271-1285. 
 
Koza, J.R., 1992. Genetic programming: On the programming of computers by means 
of natural selection. MIT press, Cambridge, MA, USA. 
 
Krauss, W., 1973. Methods and results of theoretical oceanography, vol. I., Dynamics 
of the homogeneous and the quasihomogeneous ocean. 
 
 120
LeBlond, P.H. and Mysak, L.A., 1978. Waves in the ocean. Elsevier oceanography 
series, Elsevirer, Amsterdam, 602p. 
 
Madsen, O.S., Poon, Y.K. and Graber, H.C., 1988. Spectral wave attenuation by 
bottom friction theory, Proc. 21thInt. Conf. Coastal Engineering, ASCE, 492-504. 
 
Madsen, O.S. and Sorensen, O.R., 1992. A new form of the Boussinesq equations 
with improved linear dispersion characteristics. A slowly-varying bathymetry, Coastal 
Eng., 18, 183-205. 
 
Mastenbroek, C., Burgers, G.J.H. and Janssen, P.A.E.M., 1993. The dynamical 
coupling of a wave model and a storm surge model through the atmospheric boundary 
layer. J. Phys. Oceanogr. 23, 1856-1866. 
 
Mei, C.C., 1983. The applied dynamics of ocean surface waves, John Wiley, NY. 
 
Miles, J.W., 1957. On the generation of surface waves by shear flows. J. Fluid 
Mech.3, 185-204. 
 
Miles, J.W., 1981. Hamiltonian formulations for surface waves. Appl. Sc. Res., 
37,103-110. 
 
Nelson, R.C., 1987. Design wave heights on very mild slopes: an experimental study, 
Civil. Eng. Trans., Inst. Eng. Aust., 29, 157-161. 
 
 121
Nelson, R.C., 1994. Depth limited wave heights in very flat regions, Coastal 
Engineering, 23, 43-59. 
 
Nelson, R.C., 1997. Height limits in top down and bottom up wave environments, 
Coastal Engineering, 32, 247-254. 
 
Packard, N.H., Crutchfield, J.P., Farmer, J.D. and Shaw, R.S., 1980. Geometry from a 
time series. Phys. Rev. Lett., 45, 712-716. 
 
Peregrine, D.H., 1966. Long waves on a beach, J. Fluid Mech. 27. Phillips, O.M., 
1957. On the generation of waves by turbulent wind. J. Fluid Mech.2, 417-445. 
 
Phillips, O.M., 1977. The dynamics of the upper ocean, Cambridge University Press, 
Cambridge, 336p. 
 
Pierson, W.J., G. Neumann and R.W. James, 1955. Practical methods for observing 
and forecasting ocean waves by means of wave spectra and statistics. H.O. Pub 603, 
US Navy Hydrographic Office. 
 
Pierson, W.J. and Moskowitz, L., 1964. A proposed spectral form for fully developed 
wind seas based on the similarity theory of S.A. Kitaigorodskji, J. Geophys. Res., 69, 
24, 5181-5190. 
 
Ris, R.C., Holthuijsen, L.H., and Booij, N., 1999. A third-generation wave model for 
coastal regions. Part II, Verification, J. Geophys. Res., 7667-7681. 
 122
Sannasiraj, S.A., Time series forecasting using local models, Technical Report: 
PORL-03-TR1, 2003. Tropical Marine Science Institute, National University of 
Singapore. 
 
Sauer, T. and Yorke, J.A., 1991. Rigorous verification of trajectories for the computer 
simulation of dynamical systems. Nonlinearity, 4, 961-979. 
 
Schwefel, H.P., 1981. Numerical optimization of computer models. Wiley, 
Chichester. 
 
Seelig, W.N., 1979. Effects of breakwaters on waves: laboratory tests of wave 
transmission by overtopping, Proc. Conf. Coastal Structures, 79, 2, 941-961. 
 
Stanislaw R. Massel, 1995. Ocean Surface Waves: Their physics and prediction. 
Advanced series on ocean engineering, World Scientific Publ., 477p. 
 
Stelling, G.S. and Leendertse, J.J., 1992. Approximation of convective processes by 
cyclic AOI methods, Proceeding 2nd international conference on estuarine and costal 
modeling, ASCE Tampa, Florida, 771-782. 
 
Sverdrup, H.U. and Munk, W.H., 1947. Wind sea and swell: Theory of relations for 
forecasting. H.O. Pub. 601, US Navy Hydrographic office, Washington, DC, 44p.  
 
SWAMP group: Allender, J.H., Barnett, T.P., Bertotti, L., Bruinsma, J., Cardone, 
V.J., Cavaleri, L., Ephraums, J., Golding, B., Greenwood, A., Guddal, J., Günther, H.,  
 123
Snyder, R.L., Dobson, F.W., Elliott, J.A., and Long, R.B., 1981. Array measurement 
of atmospheric pressure fluctuations above surface gravity waves, J. Fluid Mech., 
102, 1- 59.  
 
Takens, F., 1980. Detecting strange attractors in turbulence. Lecture notes in 
Mathematics: Dynamical systems and Turbulence, vol. 898, ed. D.A. Rand and L.S. 
Young, Springer- Verlag, Berlin, 366-381. 
 
Thornton, E.B. and Guza, R.T., 1983. Transformation of wave height distribution, J. 
of Geophys. Res., Vol. 88, C10, 5925-5938. 
 
Tolman, H.L., 1989. The numerical model WAVEWATCH: A third-generation model 
for the hindcasting of wind waves on tides of shelf seas. Communication on hydraulic 
and geotechnical engineering, Delft University of Technology, Report No. 89-2. 
 
Tolman, H.L., 1991. A third-generation model for wind waves on slowly varying, 
unsteady and inhomogeneous depths and currents, J. Phys. Oceanogr., 21,782-797. 
 
Tolman, H.L., 1992a. Effects of numerics on the physics in a third-generation wind-
wave model, J. Phys. Oceanogr., 22, 1095-1111.  
 
Tolman, H.L., 1999a. User manual and system documentation of WAVEWATCH-III 
version 1.18, NOAA/NWS/NCEP/OMB Technical Note 166, 110p. 
 
 124
WAMDI group: Hasselmann, S., Hasselmann, K., Bauer, E., Janssen, P.A.E.M., 
Komen, G.J., Bertotti, L., Lionello, P., Guillaume, A., Cardone, V.C., Greenwood, 
J.A., Reistad, M., Zambresky, L. and Ewing, J.A., 1988. The WAM model- a third 
generation ocean wave prediction model. J. Phys. Oceanogr.18, 1775-1810. 
 
Whitham, G.B., 1974. Linear and nonlinear waves, Wiley, New York, 636P.  
 
WMO, 1992. Simulated real-time intercomparison of hydrological models. WMO 
operational hydrology report 38-WMO No. 779, World Meteorological Organization, 
Geneva.  
 
Wu, J., 1982. Wind-stress coefficients over sea surface from breeze to hurricane, J. 
Geophys. Res., 87 (c12), 9704-9706. 
 
Young, I.R. and Banner, M.L., 1992. Numerical experiments on the evolution of wave 
fetch limited waves, Int. Union of Theor. and Appl. Mech. (IUTAM), Sydney.  
 
Young, I.R., 1999. Wind Generated Ocean Waves, Elsevier ocean engineering book 
series, vol. 2. University of Adelaide, Australia. 
 
 125
