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Resumo
Esta tese trata de sistemas de filas de espera estudando o seu comportamento ao longo
do tempo e quando se encontram em estado de equilíbrio.
A tese é constituída por três grandes capítulos. Em primeiro lugar são apresentados
alguns conceitos básicos da probabilidade, da estatística e de processos de estocásticos. São
também descritas as condições e características necessárias para formar um sistema de filas
de espera.
Em seguida desenvolvemos vários tipos de sistemas de filas de espera markovianos, es-
tudando várias características de cada modelo, entre elas o número esperado de clientes no
sistema e na fila, o tempo esperado que um cliente aguarda no sistema e na fila, após o
sistema estar em equilíbrio. Apresentamos também alguns gráficos e comparações.
Por fim, fazemos uma abordagem a alguns sistemas de filas de espera não markovianos,
com um estudo menos aprofundado, mas sempre tentando determinar as características que
foram determinadas nos modelos markovianos.
Palavras-chave
Sistema de filas de espera, chegadas, fila de espera, serviço, número esperado de clientes,
tempo esperado, estado de equilíbrio, fórmulas de Little, processo de nascimento e morte,
modelos markovianos, modelos não-markovianos.

Abstract
This thesis talks about systems of waiting queues by studying their behavior along the
time and when they are in a state of equilibrium.
The thesis consists of three main chapters. First are presented some basic concepts
of probability, statistical and stochastic processes. It also describes the conditions and
characteristics necessary to form a system of waiting queues.
Then we develop various types of systems of Markovian waiting queues, studying various
characteristics of each model, including the expected number of customers in the queue sys-
tem and the expected time a customer waits in the queue, after the system is in equilibrium.
We also present some graphics and comparisons.
Finally, we present a general approach to some systems of non-Markovian waiting queues,
with a less detailed study, but always trying to determine the characteristics that were
determined in Markovian models.
Keywords
System of waiting queues, arrivals, waiting queues, service, expected number of cus-
tomers, expected time, state of equilibrium, Little’s formulas, birth and death processes,
Markovian models, non-Markovian models.
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1 Introdução
O estudo das filas de espera surge no trabalho do matemático dinamarquês Agner Krarup
Erlang (Lonborg, 1 de Janeiro de 1878 - Lonborg, 3 de Fevereiro de 1929) que, no início do
século XX foi a primeira pessoa a estudar o problema das redes de telefones.
Segundo Brockmeyer et al. [9] A. K. Erlang começou por estudar a troca de ligações de
uma pequena vila e criou uma fórmula, agora conhecida como a fórmula de Erlang, para
calcular a fracção de ligações para fora da vila que tinham de esperar porque todas as linhas
estavam ocupadas.
Embora o modelo de Erlang seja simples, o seu modelo ainda serve de base à matemática
que está por trás do estudo das complexas redes de telefones de hoje.
Erlang era membro da Associação dos Matemáticos Dinamarqueses e foi através desta
que estabeleceu contacto com outros matemáticos e com sócios da Companhia Telefónica
de Copenhaga, para onde foi trabalhar em 1908, como colaborador científico e depois como
chefe do seu laboratório.
Erlang começou a trabalhar aplicando a teoria de probabilidades a problemas de tráfego
de telefones imediatamente e em 1909 surge o primeiro trabalho publicado sobre este: “The
Theory of Probabilities and Telephone Conversations”, provando que ligações telefónicas
distribuídas aleatoriamente seguiam a lei de distribuição de Poisson.
Mais tarde outros trabalhos foram publicados. O mais importante foi em 1917, “Solution
of some Problems in the Theory of Probabilities of Significance in Automatic Telephone
Exchanges”. Este continha fórmulas para perda e tempo de espera que agora são bem
conhecidas na teoria de tráfego de telefones. Uma colecção dos principais trabalhos de
Erlang nesta área pode ser encontrada na obra “The life and works of A.K. Erlang” [9],
editada pela Companhia de Telefones de Copenhaga em 1948.
Segundo Syski [39], no início dos anos 50, as filas de espera eram geralmente estudadas
com base em pressupostos Markovianos, em que o objectivo era obter uma expressão explícita
para o comprimento da fila ou do tempo de espera, no estado de equilíbrio.
Em meados dos anos 60 alguns estudiosos, matemáticos e estatísticos, tinham alcançado
resultados impressionantes apresentando soluções para praticamente todos os modelos de
filas para um único servidor com entradas independentes, e resultados para sistemas de
vários servidores, com tempo de serviço exponenciais. As filas de prioridade com chegadas
com distribuição de Poisson e prioridades fixas foram também exaustivamente estudadas. E
por tudo isto, em 1973, numa tese de Raph Disney é afirmado que não haveria mais nada
para estudar na teoria das filas de espera (cf. [15]).
Realmente, nos anos 50 e 60 a teoria das filas de espera teve um estudo muito amplo
e profundo. Entre muitos outros trabalhos destacam-se os trabalhos de Kendall [21], [22],
Lindley [26], Smith [38], Cox [12] e Loynes [27], [28], discutido por Peter Whittle [43]. Outros
vários textos foram publicados, como por exemplo os trabalhos de Morse [31], Syski [40],
Saaty [37], Benes [7], Prabhu [34], Cohen [11], Gnedenko e Kovalenko [18]. Os dois volumes
de Feller [16], [17], contêm muitos conhecimentos teóricos e aplicações para sistemas de filas,
bem como em outras áreas aplicadas à probabilidade. Jaiswal [20] escreveu o primeiro livro
totalmente dedicado às filas com prioridade. Em 1961 Cox e Smith [13] escreveram um livro
notável resumindo a teoria das filas de espera existente.
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A ideia de que a teoria das filas de espera já estava “completa”, caiu por terra, e ainda
hoje existem muitos interessados, matemáticos, estatísticos a trabalhar em novos modelos
da teoria das filas de espera, como o prova, por exemplo, a revista “Queueing Systems”
(http://www.springerlink.com/).
O estudo das filas de espera tem aplicação imediata. Basta pensar que quando vamos
a um supermercado, a um banco, a uma loja, ou se usarmos um simples elevador vamos
encontrar um sistema de filas de espera. Designamos por sistema de fila uma estrutura que
engloba a distribuição de chegada dos clientes ao sistema, a distribuição do tempo que um
cliente demora para ser atendido dependendo do número de clientes que este encontra na fila
de espera, a distribuição do serviço do cliente e o tempo que o cliente demora a ser servido
e a sair do sistema. Obviamente, seria muito útil conhecer à partida, quando entramos no
sistema o tempo que será necessário para estar servido, do ponto de vista do cliente. Do
ponto de vista da entidade presta serviços, é importante conhecer qual o tamanho médio da
fila e o tempo em que os servidores estão desocupados.
Nesta tese estudamos filas de espera com diferentes números de servidores, com condições
diferentes relativamente à dimensão da população e à dimensão da “sala de espera”. Em cada
caso estimamos o tempo médio que um cliente terá de esperar para ser atendido, sabendo
quantos clientes se encontram no sistema e o tempo médio de cada serviço.
Este estudo resultou da exploração de algumas obras de probabilidade, de estatística,
de processos estocásticos e, em particular, de filas de espera. O tema das filas de espera é,
obviamente, muito vasto, e seria impossível querer resumir tudo que já existe sobre este tema
numa só tese. Optámos então por apresentar os modelos markovianos e os não markovianos
mais usuais. Passemos então à descrição resumida dos conteúdos dos restantes capítulos da
tese.
No segundo capítulo expomos os conceitos e os resultados básicos que serão utilizados
ao longo da tese.
No terceiro capítulo e seguintes, optámos por apresentar um texto que, embora incluindo,
obviamente, definições e resultados, não os destaca, facilitando assim a sua leitura.
Introduzimos a teoria das filas de espera no terceiro capítulo, apresentando os elementos
necessários para formar um modelo de filas. É ainda neste capítulo que fornecemos todas
as ferramentas necessárias, provindas da teoria dos processos de nascimento e morte, para
trabalhar com as filas de espera. É também aqui que é introduzida a notação referente às
principais variáveis aleatórias envolvidas nos capítulos seguintes. Damos a conhecer o que é
o estado de equilíbrio e as famosas fórmulas de Little.
No capítulo seguinte exploramos com mais pormenor os modelos onde as chegadas de
novos clientes ocorrem de acordo com um processo de Poisson, o serviço é uma variável
aleatória com distribuição exponencial e a disciplina de atendimento é a FCFS (First Come,
First Served), i.e., o primeiro cliente a chegar ao sistema é o primeiro a ser atendido e a
sair do sistema. Estes modelos são, como veremos, os sistemas de mais simples “trato” e
aqueles que, em muitas situações, se aproximam da realidade (recorde-se o destaque que a
distribuição de Poisson tem como consequência da Lei dos Acontecimentos Raros e das suas
propriedades como a estacionaridade, e a reguralidade). O que diferencia os vários modelos
apresentados neste capítulo é o número de servidores (desde o caso em que o sistema tem
um só servidor até o caso em que existem infinitos servidores), a capacidade do sistema e a
capacidade da população. Quando a capacidade da população é infinita, esta não limita o
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sistema. No entanto, podemos considerar sistemas onde a capacidade do sistema é infinita,
mas a da população é finita e, neste caso, é a capacidade da população que limita o sistema.
Na situação oposta temos os sistemas onde a capacidade do sistema é finita e a da população
é infinita. Para cada um dos sistemas determinamos as características de cada usando as
fórmulas de Little e elaboramos os respectivos gráficos.
No capítulo cinco estudamos outros modelos mais generalizados. Estudamos modelos
onde as chegadas têm uma distribuição de Poisson e os serviços têm uma distribuição genera-
lizada, não necessariamente exponencial. Estudamos também o modelo em que as chegadas
tem uma distribuição generalizada (não seguindo necessariamente um processo de Poisson),
e os serviços têm distribuição exponencial. E por fim estudamos modelos em que não são
definidos nem a distribuição das chegadas nem dos serviços. Nestes modelos usando as
fórmulas de Little conseguimos encontrar muitas propriedades destes, mas como é óbvio,
não conseguimos ir tão longe como no capítulo anterior, e por vezes não conseguimos chegar
a resultados exactos, mas só a aproximações.
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2 Conceitos fundamentais
Para efectuar uma análise teórica de uma fila de espera teremos de ter em mente conceitos
básicos e resultados da matemática, da estatística e da probabilidade que vamos utilizar.
Estes conceitos e resultados podem ser encontrados em muitos livros da área, como por
exemplo em [33].
2.1 Sigma-álgebra e função mensurável
Definição 1 Uma experiência aleatória é um procedimento obtido através de obser-
vações, onde é conhecido todo o conjunto dos possíveis resultados (Ω), qualquer realização
de experiência produz um resultado (ω) que pertencente a (Ω), e é incerto, pois não é possível
sabê-lo sem fazer a experiência, porque existe uma intervenção do acaso.
Definição 2 O espaço amostral ou espaço dos resultados de uma experiência aleatória,
Ω, é o conjunto de todos os acontecimentos resultados concebíveis de uma experiência
aleatória.
Definição 3 Dados um conjunto Ω e um subconjunto do conjunto das partes de Ω,
A ⊆ P (Ω), dizemos que A é uma sigma-álgebra sobre Ω se
1. Ω ∈ A;
2. Se E ∈ A, então E = Ω\E ∈ A;
3. Se, ∀n ∈ N, En ∈ A, então ∪
n∈N
En ∈ A.
O par (Ω,A) é designado por espaço mensurável e os elementos de A conjuntos men-
suráveis relativamente à sigma-álgebra A.
A sigma-álgebra usual sobre R é a sigma-álgebra dos borelianos, B, isto é, a sigma-
álgebra gerada pela topologia usual de R ou, equivalentemente, gerada pela classe
{(−∞, a] , a ∈ R}. Por outras palavras B é a menor sigma-álgebra que contém a
topologia τμ.
Definição 4 Os elementos de uma sigma-álgebra são designados por acontecimentos.
Definição 5 Seja A um acontecimento de um espaço mensurável (Ω,A). O aconteci-
mento complementar de A é Ω−A = Ω\A = A = AC .
Definição 6 Dados dois espaços mensuráveis (Ω1,A1) e (Ω2,A2) e f uma aplicação definida
de Ω1 para Ω2, dizemos que f é uma função mensurável se a pré-imagem de qualquer
conjunto mensurável (relativamente a A2) for um conjunto mensurável (relativamente a A1)
isto é, se
∀B ∈ A2, f−1 (B) ∈ A1.
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Definição 7 Consideremos uma aplicação μ não negativa, definida numa sigma-álgebra A,
sobre um conjunto Ω. Dizemos que
μ : A −→ [0,+∞]
é uma medida se:
1. μ (∅) = 0;
2. Dada uma sucessão {Ei}i∈N de conjuntos mensuráveis disjuntos, dois a dois, temos
μ
µ
∪
n∈N
En
¶
=
X
n∈N
μ (En) .
Definição 8 Se μ for uma medida definida num espaço mensurável (Ω,A) e se μ (Ω) = 1
dizemos que μ é uma medida de probabilidade.
As medidas de probabilidade denotam-se usualmente por P .
O terno (Ω,A, P ) é designado por espaço de medida. Assumiremos no resto deste capítulo
estar a trabalhar num espaço de medida representado por (Ω,A, P ) .
Definição 9 Seja B um acontecimento tal que P (B) > 0. Definimos a probabilidade de A
sabendo (ou condicionado a) B da seguinte forma:
P (A|B) = P (A ∩B)
P (B)
.
Definição 10 Sejam A e B dois acontecimentos. Dizemos que A e B são independentes
se
P (A ∩B) = P (A)P (B).
Neste caso a ocorrência de B não tem qualquer efeito sobre a probabilidade de acontecer A
e vice-versa. De facto, se A e B são independentes então
P (A|B) = P (A) , se P (B) > 0
e
P (B|A) = P (B) , se P (A) > 0.
Mais geralmente dizemos que os acontecimentos A1, A2, ..., An (n ∈ N1) são independentes
se para qualquer k ≤ n, para cada escolha de k acontecimentos, a probabilidade da sua
intersecção é igual ao produto das suas probabilidades.
Teorema 11 (da Probabilidade Total) Seja {Bi}i∈N uma partição do espaço de resulta-
dos Ω, com P (Bi) > 0,∀i ∈ N. Dado um qualquer acontecimento A, temos que:
P (A) =
X
i∈N
P (A|Bi)P (Bi) . (1)
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Definição 12 Dados um espaço amostral Ω e uma sigma-álgebra A sobre este, dizemos que
X : Ω −→ R é uma variável aleatória (v.a.) se X for mensurável relativamente a A e a
B, a sigma-álgebra dos borelianos.
Definição 13 Seja X uma v.a., definida num espaço mensurável (Ω,A) munida de uma
probabilidade P . Chamamos função de distribuição acumudada (f.d.a.), ou simplesmente
função de distribuição (f.d.) de X à função real de variável real definida por
FX : R → R
x 7→ P [X ≤ x] := P £X−1 ((−∞, x])¤ .
Dizemos que X e Y , duas variáveis aletórias, são identicamente distribuídas e escrevemos
X d= Y , se FX = FY .
Definição 14 Seja X uma v.a. Dizemos que X é uma v.a. discreta se o conjunto dos
valores que toma é discreto. Neste caso X pode ser representada da seguinte forma:
X =
½
xk, k ∈ K
Pk = P [X = xk]
← valores que X toma
← probabilidade de a v.a. X tomar esses valores .
A função anterior é a função massa de probabilidade (f.m.p.) de X.
Uma função xk → f (xk) (k ∈ K) é uma função massa de probabilidade (f.m.p.) se( P
k∈K
f (xk) = 1
0 ≤ f (xk) ≤ 1, ∀k ∈ K
.
Definição 15 Dizemos que X é uma v.a. contínua, se FX for contínua.
Definição 16 Dizemos que X é uma v.a. absolutamente contínua se existir uma função
não negativa fX : R −→ R tal que, ∀x ∈ R,
FX (x) = P [X ≤ x] =
xZ
−∞
fX (u) du.
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A função fX é chamada uma função densidade de probabilidade (f.d.p.) de X.
Dada uma função f , f será uma f.d.p. de alguma v.a. se½
fX ≥ 0R
R fX (x) dx = 1
.
Definição 17 Dizemos que X1,X2, ...,Xn são v.a.’s independentes se os acontecimentos
X1 ∈ A1, ...,Xn ∈ An são independentes, ∀n ∈ N1, ∀A1, ...An ∈ B.
Quando, além de independentes, as v.a.’s X1,X2, ...,Xn têm a mesma distribuição dize-
mos que são independentes e identicamente distribuidas (iid).
Definição 18 Dada uma v.a. X, o valor esperado, valor médio, ou a esperança de X
é definido por
E [X] =
Z
R
x dPX (x) , se
Z
R
|x| dPX (x) < +∞,
onde PX é medida induzida por X, isto é, a medida que a cada conjunto boreliano B atribui
o valor P
£
X−1 (B)
¤
.
Se
R
R |x| dPX (x) = +∞, não existe valor esperado.
• No caso de a v.a. X ser uma v.a. discreta, o valor esperado é dado por
E [X] =
X
k∈K
xkP [X = xk] , se
X
k∈K
|xk|P [X = xk] < +∞.
Se
P
k∈K
|xk|P [X = xk] = +∞, não existe valor esperado.
• No caso de a v.a. X ser uma v.a. absolutamente contínua com f.d.p. fX , temos
E [X] =
Z
R
xfX (x) dx, se
Z
R
|x| fX (x) dx < +∞.
Se
R
R xfX (x) dx = +∞, não existe valor esperado.
Mais geralmente,
Definição 19 Dada uma v.a. X, o momento de ordem n (ou o n-ésimo momento)
de X, n ∈ N, é definido por
E [Xn] =
Z
R
xndPX (x) , se
Z
R
|x|n dPX (x) < +∞,
onde PX é medida induzida por X.
Se
R
R |x|n dPX (x) = +∞, não existe o momento de ordem n.
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Mais geralmente, se g : R→ R for uma função mensurável
E [g (x)] =
Z
R
g (x) dPX (x) , se
Z
R
|g (x)| dPX (x) < +∞.
Neste trabalho surgirão dois valores esperados especiais: a função geradora de probabi-
lidades e a transformada de Laplace.
Definição 20 A função geradora de probabilidades (f.g.p.) de uma v.a. X discreta é
dada por
P (z) = E
£
zX
¤
=
∞X
n=0
P [X = n] zn =
∞X
n=0
Pnzn,
com |z| ≤ 1.
Uma propriedade da f.g.p é
d(n)
dzn
P (z)
¯¯¯¯
z=0
= n!P [X = n]⇒ P [X = n] = 1
n!
d(n)
dzn
P (z)
¯¯¯¯
z=0
.
Definição 21 Chamamos transformada de Laplace da função de distribuição FX , ou
mais geralmente, da v.a. X, onde X > 0, a
LX (t) = E
£
e−tX
¤
=
Z ∞
0
e−txdFX (x) .
Definição 22 Seja X uma v.a.. Definimos a variância de X da forma seguinte, caso
exista,
var [X] = E
h
(X −E [X])2
i
.
• No caso de a v.a. X ser uma v.a. discreta,
var [X] =
P
k∈K
(xk −E [X])2 P [X = xk] .
• No caso de a v.a. X ser uma v.a. absolutamente contínua,
var [X] =
Z
R
(x−E [X])2 fX (x) dx.
Não é difícil mostrar que
var [X] = E
£
X2
¤
−E2 [X] .
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Definição 23 Sejam X e Y duas v.a.’s.. Chamamos covariância entre X e Y ao valor
definido da seguinte forma:
cov [X,Y ] = E [(X −E [X]) . (Y −E [Y ])] ,
(supondo que existem os valores esperados envolvidos na expressão).
Referimos seguidamente quatro distribuições que terão algum destaque ao longo deste
trabalho:
Definição 24 Dizemos que X tem distribuição de Poisson com parâmetro λ > 0,
(X b Poisson (λ)) se
P [X = k] = e−λ
λk
k!
, k = 0, 1, ...
Não é difícil mostrar que
E [X] =
+∞X
k=0
k e−λ
λk
k!
= λ,
e que
var [X] = E [X] .
Definição 25 Uma v.a. X tem distribuição exponencial com parâmetro α > 0,
(X b Exponencial (α)) se tem função densidade de probabilidade definida por:
f(t) =
½
αe−αt, se t > 0
0, se t ≤ 0 .
A distribuição acumulada, é
F (t) = P ([T ≤ t] =
½
1− eαt, se t > 0
0, se t ≤ 0 .
Facilmente se mostra que:
E [X] =
1
α
e que
var [X] =
1
α2
,
donde resulta que, E [X] =
p
var (X).
É habitual dizer-se que a distribuição exponencial não tem memória, pois
P [X > u+ t|X > u] = P [X > t] , (2)
com u, t > 0.
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Definição 26 Uma v.a. X tem distribuição de Erlang com parâmetros r ∈ N1 e λ > 0,
(X b Erlang (r, λ)), se a função densidade é dada por, para t > 0,
f (t) =
λrtr−1e−λt
(r − 1)!
Neste caso temos que
E [X] =
r
λ
e que
var [X] =
r
λ2
.
Mais geralmente,
Definição 27 Uma v.a. X tem distribuição gama com parâmetros α e β, (X b Gama (α, β)),
α, β > 0 se a sua função densidade é dada por
f (t) =
(
βα
Γ(α) t
α−1e−βt, se t > 0
0, se t ≤ 0
,
onde Γ é a função gama definida, para α > 0, por,
Γ (α) =
Z +∞
0
e−ttα−1dt
(para consultar algumas propriedades da função Γ consultar, por exemplo [33]). Facilmente
se mostra que
E [X] =
α
β
e que
var [X] =
α
β2
.
Note-se que quando α = 1, X b Exponencial (β) e que quando α ∈ N1,
X b Erlang (α, β) .
Entre a distribuição exponencial e a distribuição gama (Erlang) existe uma outra ligação
que será utilizada neste trabalho: dadas n v.a.’s X1,X2, ...,Xn, independentes e idênticas
com distribuição comum Exponencial (λ), a sua soma tem distribuição
Gama (n, λ) ≡ Erlang (n, λ), isto é,
nX
i=1
Xi bGama (n, λ) .
A prova deste resultado e dos resultados acima referidos podem ser encontrados por
exemplo, em [33].
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2.4 Processos estocásticos
Definição 28 Um processo estocástico é um conjunto de variáveis aleatórias Xt ou X (t),
onde t é um parâmetro que percorre um conjunto de índices T . Geralmente, toma-se para
conjunto T um dos conjuntos: N0 ou [0,+∞), e neste último caso, a situação mais comum
será que t represente o tempo.
Os processos estocásticos são distinguidos pelo seu espaço de estados, ou seja, pelo
conjunto dos valores que as v.a.’s envolvidas Xt podem tomar, pelo seu conjunto de índices
T e pelas relações de dependência entre as v.a.’s Xt, t ∈ T .
Um processo estocástico que vamos usar ao longo do trabalho e que tem inúmeras apli-
cações é o processo de Markov.
Definição 29 Um processo de Markov {Xt}t∈T é um processo estocástico onde a proba-
bilidade de qualquer comportamento futuro do processo, quando o estado actual é conhecido,
não é alterado pelo conhecimento adicional relativo ao comportamento passado. Isto é, para
os instantes arbitrários, t1 < t2 < ... < tk < tk+1:
P
£
Xtk+1 = xk+1|Xtk = xk, ...,Xt1 = x1
¤
= P
£
Xtk+1 = xk+1|Xtk = xk
¤
, (3)
se Xt for uma v.a. discreta;
P
£
a ≤ Xtk+1 ≤ b|Xtk = xk, ...,Xt1 = x1
¤
= P
£
a ≤ Xtk+1 ≤ b|Xtk = xk
¤
, (4)
se Xt for absolutamente contínua.
Um processo de Markov particular é o processo de Poisson:
Definição 30 Um processo de Poisson com intensidade, taxa, ou número médio de acon-
tecimentos por unidade de tempo, λ > 0, é um processo estocástico {Xt}t≥0 que toma valores
inteiros não negativos tal que
• X0 = 0;
• Para s ≥ 0 e t > 0, a variável aleatória Xs+t −Xs tem distribuição de Poisson com
parâmetro λt :
P (Xs+t −Xs = k) =
e−λt (λt)k
k!
, para k = 0, 1, ...
onde t é o comprimento do intervalo de tempo em análise e k é o número de aconte-
cimentos que ocorrem no intervalo t;
• Para qualquer colecção de instantes t0 = 0 < t1 < t2 < ... < tn, os incrementos do
processo
Xt1 −Xt0 , Xt2 −Xt1 , ...,Xtn −Xtn−1 ,
são variáveis aleatórias independentes.
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Da definição resulta que se {Xt}t≥0 é um processo de Poisson de taxa λ > 0, então a
média e a variância de Xt é
E [Xt] = var (Xt) = λt.
Como referimos, um processo de Poisson é um processo de Markov pois satisfaz a condição
(4):
P
£
Xtk+1 = j|Xtk = i,Xtk−1 = xk−1, ...,Xt1 = x1
¤
= P [j − i eventos em (tk, tk+1]]
= P
£
Xtk+1 = j|Xtk = i
¤
.
O processo de Poisson é também um processo homogéneo, pois as probabilidades de
transição pij (s) = P (Xt+s = j|Xt = i) são independentes do instante t (t, s > 0) .
O tempo O1 até a ocorrência do primeiro acontecimento tem distribuição dada por
FO1 (t) = P [O1 ≤ t]
= 1− P [O1 > t]
=
½
1− P [Xt = 0] , se t > 0
1− 1, se t ≤ 0
=
½
1− e−λt, se t > 0
0, se t ≤ 0 ,
isto é, O1 b Exponencial (λ) .
Mas se Or for o tempo que decorre entre a realização do (r − 1)-ésimo acontecimento e
do r-ésimo acontecimento temos, pelo mesmo raciocínio, Or b Exponencial (λ), de onde se
conclui que Or
d
= O, ∀r ∈ N1, onde O b Exponencial (λ) .
Tendo em conta este facto e a independência entre as variáveis aleatórias O1, O2, ...
resulta que o tempo decorre até a ocorrência do r-ésimo acontecimento tem distribuição de
Erlang (r, λ), r ∈ N1, λ > 0.
2.4.1 Processo de vida e morte
Processo de nascimento
Consideremos uma sucessão de números positivos {λi}i∈N. Definimos um processo de
nascimento puro como sendo um processo de Markov satisfazendo as seguintes condições
(k = 0, 1, 2, ...):
1. Pk,k+1 (h) = P [X (t+ h) = k + 1|X (t) = k] = λkh+ o (h), para h ↓ 0;
2. Pk,k (h) = P [X (t+ h) = k|X (t) = k] = 1− λkh+ o (h), para h ↓ 0;
3. P [X (t+ h) < k|X (t) = k] = 0, para h > 0;
E, por conveniência, muitas vezes consideramos que
4. X (0) = 0.
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Recorde-se que o (h) denota uma função f tal que
lim
h→0
f (h)
h
= 0.
Tomemos Pn (t) = P [X (t) = n] e suponhamos que X (0) = 0. Podemos escrever Pn (t)
como função dos parâmetros do modelo (λ0, λ1, λ2, ...).
A solução depende de os parâmetros do modelo serem todos diferentes ou não. Mostra-se
que, (ver, por exemplo, [42]) no caso em que os parâmetros são diferentes,
Pn (t) = P [X (t) = n|X (0) = 0]
= λ0...λn−1 [B0,n exp (−λ0t) + ...+Bn,n exp (−λnt)]
=
n−1Y
i=0
λi
nX
i=0
[Bi,n exp (−λit)] , n ≥ 1
onde
Bk,n =
1Qn
j=0
j 6=k
(λj − λk)
.
Processo de morte
Complementando o processo de nascimento existe o processo de morte. Este move-
se sucessivamente pelos estados N, N − 1, ..., 2, 1 e acabará por ser absorvido no estado 0
(estado correspondente à extinção da população). O processo é especificado pelos parâmetros
de morte μk > 0, para k = 1, 2, ..., N , onde os tempos entre o k e o (k+1) - ésimos eventos
são distribuídos exponencialmente com parâmetro μk, sendo estes tempos independentes.
Alternativamente, podemos descrever um processo de morte como sendo um processo de
Markov {Xt}t≥0 cujos estados são 0, 1, 2, ..., N e para o qual
1. Pk,k−1 (h) = P [X (t+ h) = k − 1|X (t) = k] = μkh+ o (h), para h ↓ 0, k = 1,2,...,N ;
2. Pk,k (h) = P [X (t+ h) = k|X (t) = k] = 1− μkh+ o (h), para h ↓ 0, k = 1,2,...,N ;
3. P [X (t+ h) > k|X (t) = k] = 0, k = 0, 1, ..., N.
Por convenção toma-se μ0 = 0. O parâmetro μk é a taxa de morte quando o processo
está no estado k. Quando os parâmetros de morte μ1, μ2, ..., μN são distintos, temos
PN (t) = exp (−μN t)
e, para n < N,
Pn (t) = P [X (t) = n|X (0) = N ]
= μn+1μn+2....μN [An,n exp (−μnt) + ...+AN,n exp (−μN t)]
=
NY
i=n+1
μi
NX
i=n
[Ai,n exp (−μit)] ,
onde
Ak,n =
1
NQ
j=n
j 6=k
¡
μj − μk
¢ .
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Processo de nascimento e morte
Uma generalização óbvia dos processos de nascimento e dos processos de morte é obtida
quando permitimos que o processo {X (t)}t≥0 possa tanto diminuir como aumentar. Logo,
se num instante t o processo se encontra no estado n, poderá, depois de um tempo aleatório,
mover-se para um dos seus estados vizinhos n+ 1 ou n− 1.
Mais especificamente, se {X (t)}t≥0 é um processo de nascimento e morte com parâmetro
de nascimento λk e parâmetro de morte μk temos:
1. Pk,k+1 (h) = λkh+ o (h), para h ↓ 0, k ≥ 0;
2. Pk,k−1 (h) = μkh+ o (h), para h ↓ 0, k ≥ 1;
3. Pk,k (h) = 1− (λk + μk)h+ o (h), para h ↓ 0, k ≥ 1;
4. Pi,j (0) = δij ;
5. μ0 = 0, λ0 > 0, μk, λk > 0, k ∈ N1.
O processo de vida e morte é um processo estocástico “sem memória” baseado na dis-
tribuição exponencial que associa, no contexto das filas de espera, uma vida a uma chegada
à fila e uma morte à saída de um cliente depois de ser atendido.
Distribuição estacionária do processo de nascimento e morte
Para um processo geral de nascimento e morte que não tem estados absorventes (quando
o processo permanece neste depois de o alcançar, com probabilidade 1), é possível mostrar
que os limites
lim
t→+∞
pij (t) = Pj ≥ 0, com pij é a probabilidade de transição,
do estado i para o estado j
existem e são independentes do estado inicial i (ver [42]). Pode acontecer que Pj = 0,
para todos os estados j. Quando os limites Pj > 0, e satisfazem
P
j≥0
Pj = 1, estes formam
uma distribuição de probabilidade que é, naturalmente, chamada de distribuição limite do
processo. A distribuição limite é estacionária no sentido em que
Pj =
∞X
i=0
Pipij (t) .
Parte da importância dos processos de nascimento e de morte como modelos advém da
existência de fórmulas que nos permitem determinar se existe ou não distribuição limite e,
quando existe, que nos permitem também encontrar a distribuição limite. No processo de
nascimento e morte apresentado na secção anterior, a distribuição estacionária é encontrada
através das igualdades
0 = −λ0P0 + μ1P1, (5)
0 = λj−1Pj−1 −
¡
λj + μj
¢
Pj + Pj+1Pj+1, j ≥ 1.
A solução de (5) é obtida por indução. Tomando θ0 = 1 e
θj =
λ0λ1...λj−1
μ1μ2...μj
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para j ≥ 1, temos que Pj = θjP0. Para que {Pj}j∈N defina uma função massa de probabi-
lidade, é necessário queX
j≥0
Pj =
X
j≥0
θjP0 = P0
X
j≥0
θj = 1⇒ P0 =
1P
j≥0
θj
.
Se
P
j≥0
θj <∞, obtemos então
Pj =
θjP
j≥0
θj
.
Se
P
j≥0
θj = ∞, obtemos Pj = 0, para todo o valor j, o que significa que não existe
distribuição limite.
16 3. TEORIA DAS FILAS DE ESPERA
3 Teoria das filas de espera
As filas de espera são um fenómeno corrente no dia-a-dia, onde existem clientes que desejam
prestações de serviços (servidores que para serem utilizados é necessário que os clientes
esperem e formem uma fila física ou conceptual) e que haja um número de clientes superior
ao número de servidores, pois o servidor demora algum tempo a atender cada cliente (tempo
de serviço), e este serviço termina quando o cliente se retira.
Os pontos de interesse da teoria das filas são: o tempo de espera do cliente, o número de
clientes na fila e a razão entre o tempo de espera e o tempo de prestação de serviço.
Existem diversas aplicações da teoria das filas. Entre elas destacam-se: o fluxo de tráfego
(aviões, carros, pessoas, comunicações,...) e as prestação de serviços (bancos, correios,...).
A teoria das filas de espera tem como objectivo “optimizar” o funcionamento das filas
de espera, encontrando soluções equilibradas entre dois extremos: o congestionamento que
acontece quando os clientes têm que esperar demasiado tempo na fila que só é aceitável
quando o custo do servidor é muito maior do que o custo de espera do cliente e a rarefacção
que acontece quando os servidores permanecem inactivos durante por muito tempo, que pode
ser uma situação desejável (como por exemplo nos serviços de bombeiros) ou indesejável
(como por exemplo num supermercado).
3.1 Elementos constituintes de um sistema
Para formar um sistema de fila de espera existem cinco elementos fundamentais que podem
tomar vários formatos: a população, a fila de espera, o serviço, a capacidade do sistema e a
disciplina do atendimento.
3.1.1 Chegadas, Fonte ou População
As chegadas, fonte ou população é o elemento que gera os clientes que vão chegar ao sistema,
que pode ter características muito diferentes, como seguidamente se descreve.
Dimensão da população A dimensão da população pode ser finita ou infinita. Neste
último caso a probabilidade de ocorrer uma nova chegada não é influenciada pelo número
de clientes que já se encontram no sistema.
Dimensão da chegada A dimensão da chegada pode ser unitária quando os clientes
chegam um a um ou em grupo.
Controlo das chegadas O processo das chegadas pode ser controlável (como por exemplo
quando existem inscrições em dias fixos) ou incontrolável (como por exemplo numa urgência
de um hospital).
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Distribuição das chegadas A distribuição das chegadas pode ser descrita pelo tempo
de entre duas chegadas seguidas ou pela quantidade de chegadas por unidade de tempo.
Podem ser constantes quando existem intervalos de tempo fixos entre chegadas sucessivas
(como por exemplo em filas de montagem industrial) ou aleatórias quando os intervalos de
tempo entre chegadas sucessivas não podem ser previstos, usando-se neste caso distribuições
de probabilidade.
Taxa de chegada A taxa de chegada é o número médio de clientes que procuram o serviço
por unidade de tempo. Esta taxa habitualmente denotada por λ pode ser independente do
número de clientes existente no sistema ou dependente deste. Neste último caso, se o número
de clientes for, por exemplo, n, escrevemos λn.
Atitude dos clientes A atitude dos clientes pode ser paciente, quando estes permacem
na fila até serem atendidos, ou impaciente quando desistem de esperar e saem do meio da
fila ou então nem se juntam à fila se esta estiver muito grande.
3.1.2 Fila de espera
As características da fila de espera também podem variar de sistema para sistema, como
mostramos a seguir.
Número de filas O número de filas num sistema pode variar entre uma fila simples, com
uma única fila mesmo que o servidor tenha vários postos de atendimento, ou fila múltipla
que consiste em uma fila para cada posto de atendimento.
Comprimento da fila O comprimento da fila pode ser finito ou infinito.
Disciplina da fila A disciplina da fila pode ser variada. A mais comum é o primeiro
cliente a entrar na fila começar a formar a fila e os seguintes ficarem de seguida a este.
Pode também ser uma fila com prioridade para reservas e para emergências, necessidades
limitadas ou outras.
3.1.3 Serviço
As características do serviço e do tipo de serviço também são importantes e podem variar:
Configuração de serviço A configuração de serviço corresponde ao número de servidores
em paralelo (postos de atendimento), e do número de fases de atendimento.
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Dimensão de serviço A dimensão de serviço pode ser simples (como por exemplo num
banco) ou em grupo quando vários clientes podem ser atendidos ao mesmo tempo no mesmo
servidor (como por exemplo acontece num elevador).
Distribuição do tempo de serviço O tempo de serviço pode ser constante ou aleatório.
As distribuições aleatórias mais estudadas são a exponencial e a Erlang.
Taxa de serviço A taxa de serviço corresponde ao número médio de clientes que podem
ser atendidos por cada servidor e por unidade de tempo e é habitualmente denotada por μ.
Esta taxa pode ser independente do número de clientes existente no sistema ou dependente
do número de clientes e, nesse caso, se o número de clientes for, por exemplo n, escrevemos
μn.
3.1.4 Capacidade do sistema
A capacidade do sistema corresponde ao número máximo de clientes que o sistema suporta,
incluindo os que estão em espera e os que estão sendo atendidos. Pode ser infinita ou finita.
Caso seja finita e o sistema esteja cheio, não pode entrar nenhum cliente antes que outro
saia.
3.1.5 Disciplina de atendimento
A disciplina de atendimento descreve a forma como os clientes saem da fila de espera para
serem atendidos. Existem várias formas:
FCFS (First Come, First Served) ou FIFO (First In, First Out) As filas com
características FCFS (ou FIFO) são as filas onde o primeiro cliente a chegar é o primeiro
a ser atendido e a sair. Estas são as filas mais comuns na vida diária (como por exemplo
acontece com as filas num banco).
LCFS (Last Come, First Served) ou LIFO (Last In, First Out) As filas LCFS
(ou LIFO) são as filas onde o último cliente a chegar é o primeiro a ser atendido e a sair
(como por exemplo acontece nas pilhas da Torre de Hanoi).
SIRO (Service In Random Order) As filas SIRO são filas em que o serviço é feito de
forma aleatória.
PRI (Prioritárias) As filas PRI são as filas com prioridade, onde é atribuída uma prio-
ridade a cada cliente, podendo um cliente que entra com maior prioridade ser atendido
imediatamente, interrompendo o atendimento do cliente que está a ser atendido nesse mo-
mento (como por exemplo pode acontecer num serviço de emergência médica) ou o cliente
com maior prioridade ser colocado no início da fila, e sendo o próximo a ser atendido após
da saída do cliente que está nesse momento a ser atendido (como por exemplo é a prioridade
dada às grávidas em certos serviços).
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RR (Round-Robin) Nas filas que seguem a regra de Round-Robin cada cliente recebe
uma fatia de tempo do serviço, dentro da qual é atendido. Após terminar esse tempo,
mesmo que a actividade não tenha sido completada, o cliente é retirado e outro passa a ser
atendido. O cliente cujo serviço foi interrompido, retorna ao serviço, posteriormente (como
por exemplo num lugar que só tem um computador e os clientes só têm direito a 30 minutos
de cada vez).
GD (General Discipline) As filas GD seguem uma disciplina genérica, ou seja, nestas
filas não é especificada a disciplina de atendimento.
3.2 Tipos de sistemas de filas de espera
Existem muitos tipos de sistemas de filas de espera, pois basta fazer várias combinações dos
elementos referidos anteriormente para formar uma fila de espera diferente.
3.2.1 Variantes das filas de espera
Segundo Müller et al. [32] em 1953, o matemático inglês David George Kendall (1918 —
2007) propôs a seguinte notação para representar cada fila de espera:
A/S/m/K/N/Q
onde:
• A é a distribuição dos tempos entre as chegadas (processo de chegadas);
• S é a distribuição dos tempos de serviço (processo de atendimento);
• m é o número de servidores (m ∈ N);
• K é a capacidade do sistema (K ∈ N ∪ {+∞});
• N é o tamanho da população (K ∈ N ∪ {+∞});
• Q é a disciplina de atendimento.
Muitas vezes, os três últimos símbolos são omitidos. Nestes casos, assume-se capacidade
ilimitada, população infinita e disciplina de atendimento FCFS.
Ao longo deste trabalho usaremos as seguintes letras para as distribuições indicadas:
M (de Memoryless) para a distribuição exponencial, estejamos a falar da distribuição dos
tempos entre chegadas de clientes ou da distribuição do tempo de serviço; Er (de Erlang)
para a distribuição de Erlang e G (de Genérica) para uma distribuição genérica.
20 3.3 Características das filas de espera
3.3 Características das filas de espera
Em todas as filas de espera existem características muito úteis, das quais citamos algumas,
indicando a sua notação habitual. Em particular, a letra L será usada em questões rela-
cionadas com o comprimento da fila (L da palavra inglesa Length - Comprimento) e a letra
W será usada em questões relacionadas com tempo de espera (W da palavra inglesaWaiting
- esperando). Da mesma forma usamos as letras q e s para indicar a fila (queue em inglês)
e o sistema (system em inglês), respectivamente.
• Taxa de chegada (λ), isto é, número médio de clientes que chegam por unidade de
tempo. Como referimos anteriormente, quando a taxa de chegadas depende do número
de clientes n, designamo-la por λn;
• Intervalo médio entre duas chegadas consecutivas ¡ 1λ¢;
• Taxa média de entrada no sistema
µ
λ0 =
∞P
n=0
λnPn
¶
, com Pn a probabilidade de exis-
tirem n clientes no sistema a longo prazo, isto é, quando o sistema está em equilíbrio;
• Taxa de serviço (μ), número médio de clientes que cada servidor atende por unidade de
tempo. Como referimos anteriormente, quando a taxa de serviço depende do número
de clientes n, designamo-la por μn;
• Tempo médio de serviço
³
1
μ
´
;
• Comprimento médio da fila (Lq) (sem incluir os clientes que estão a ser atendidos);
• Número médio de clientes no sistema (Ls);
• Tempo médio de espera na fila (Wq) (este tempo exclui o tempo que o cliente leva a
ser atendido);
• Tempo médio de espera no sistema (Ws);
• Taxa média de ocupação do serviço (ρ), percentagem de tempo durante o qual o serviço
está ocupado;
• Taxa média de desocupação do serviço (1− ρ), percentagem de tempo durante o qual
o serviço está desocupado;
• Número de servidores (S);
• Probabilidade de existirem no sistema k ou mais clientes
µ
P [N ≥ k] =
∞P
n=k
Pn
¶
;
• Probabilidade de o tempo de espera na fila ser zero (P [Tq = 0]);
• Probabilidade de o tempo de espera na fila exceder t (P [Tq > t]);
• Probabilidade de o tempo gasto no sistema exceder t (P [Ts > t]).
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3.3.1 Estado estacionário ou de equilíbrio
Para que ocorra uma situação estacionária é preciso que o número médio de entradas por
unidade de tempo seja igual ao número médio de saídas, em cada estado.
Admitindo taxas de chegada λ e de serviço μ, constantes e independentes do estado do
sistema, temos o número médio de clientes no sistema e o número médio de clientes na fila
dados, respectivamente, por
Ls =
∞X
n=0
nPn
e
Lq =
∞X
n=S+1
(n− S)Pn,
onde S representa o número de postos de serviço em paralelo.
Quando um processo está no estado estacionário, são aplicáveis as fórmulas de Little,
apresentadas por este nos anos 60 (cf. [41]), que afirmam que:
Ls = λWs (6)
e
Lq = λWq. (7)
Estas equações também são válidas, com uma pequena adaptação, se λ depender do
estado do sistema. Neste caso deve-se substituir λ por λ0, onde λ0 =
∞P
n=0
λnPn, (cf [19]).
Note-se que, quando a taxa de atendimento é μ, igual para todos os clientes, então
Ws =Wq +
1
μ
, (8)
qualquer que seja o número de servidores.
De (6) e de (8) resulta que,
Ls = Lq +
λ
μ
. (9)
A modelação de filas de espera através de processos de vida e morte supõe a existência
de estados estacionários. Excluí-se assim as filas que tendem para o infinito porque a taxa
de chegada excede a capacidade de atendimento, e as filas que tenham a taxa de chegada
variável ao longo do tempo e inícios de funcionamento com números anormais de clientes.
3.3.2 Algumas notas
As chegadas ocorrem no tempo e no espaço de acordo com as leis de probabilidade. Por isso
é necessário conhecer a distribuição de probabilidade que descreve as chegadas de clientes.
A mais conveniente é a distribuição de Poisson, tomando assim os tempos entre as chegadas
exponencialmente distribuídos, como vimos no final da secção 2.4.
Note-se que a taxa de chegadas pode variar ao longo do tempo.
22 3.3 Características das filas de espera
Não é difícil mostrar que se os clientes chegarem de acordo com um processo de Poisson
com parâmetro λ, e se puderem ser divididos em diferentes tipos, então a chegada de cada
um dos clientes de cada um dos tipos, onde pi é a probabilidade desse cliente pertencer ao
tipo i, segue ainda uma distribuição de Poisson com parâmetro λi = piλ.
No processo de chegada também é necessário conhecer a distribuição de probabilidade
do atendimento. A mais conveniente é a distribuição exponencial que, além de ser um bom
modelo para a realidade, é matematicamente “tratável”.
Consideremos agora T1, ..., Tn variáveis aleatórias independentes com distribuição expo-
nencial e parâme-tros α1, ..., αn. A variável U = min {T1, ..., Tn}, que representa o tempo
até o primeiro acontecimento que ocorra de entre os n, segue uma distribuição exponencial
com parâmetro α =
nP
i=1
αi. De facto, para t > 0
P [U > t] = P [min {T1, ..., Tn} > t]
= P [T1 > t, ..., Tn > t]
= P [T1 > t] ...P [Tn > t]
= e−α1t...e−αnt
= e−(α1+...+αn)t.
Esta propriedade permite modelar sistemas com k servidores idênticos com parâmetro μ,
operando em paralelo, como um único servidor com parâmetro kμ (supondo que o primeiro
cliente da fila é atendido no momento em que um servidor é libertado).
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4 Modelos M/M/a/b/c
O modelo mais profundamente estudado e o mais simples como já foi referido, é o que tem
chegadas dos clientes ocorrendo segundo um processo de Poisson e o tempo de serviço com
distribuição exponencial. Este modelo denota-se por M/M/k, onde k ∈ {N ∪+∞}.
Assumamos que a taxa das chegadas dos clientes é λ e que o tempo de serviço tem
distribuição exponencial com parâmetro μ. Uma forma de definir o modelo referido (cf.
[42]) é a seguinte (para h ↓ 0),
P [“Haver uma chegada em [t, t+ h) ”] = λh+ o (h) ,
P [“Não haver uma chegada em [t, t+ h) ”] = 1− λh+ o (h) ,
P
∙
“O serviço ser completado em [t, t+ h) ”
|“O serviço está a ser realizado no instante t”
¸
= μh+ o (h) ,
P
∙
“O serviço não ser completado em [t, t+ h) ”
|“O serviço está a ser realizado no instante t”
¸
= 1− μh+ o (h) ,
Ao longo deste capítulo designamos por X (t) o número de clientes no sistema no instante
t (t > 0) .
4.1 Modelo M/M/1
Este modelo corresponde ao modelo básico onde o sistema tem uma distribuição das chegadas
de Poisson e dos tempos de atendimento exponencial e contém um só servidor, a capacidade
do sistema e da população são infinitas e a disciplina é a mais comum, correspondendo
a quem entra primeiro no sistema ser o primeiro a ser atendido e a sair. Este pode ser
representado também como M/M/1/∞/∞/FIFO ouM/M/1/∞/∞/FCFS. Um exemplo
deste modelo pode ser de uma loja com um único balcão de atendimento.
A probabilidade de chegar alguém que tem de aguardar para ser servido é
P [X (t+ h) = k + 1|X (t) = k] = [λh+ o (h)]× [1− μh+ o (h)]
= λh+ o (h) com k = 0, 1, ...
A probabilidade de não chegar ninguém e haver um serviço que foi completado é
P [X (t+ h) = k − 1|X (t) = k] = [1− λh+ o (h)]× [μh+ o (h)]
= μh+ o (h) .
Ou seja, {X (t)} é um processo de vida e de morte com parâmetros λ e μ, respectivamente.
Sabendo que o número médio de clientes no sistema (Ls) é, por definição, a média
de todos os estados possíveis do sistema ponderados pelas respectivas probabilidades de
ocorrência, temos que
Ls =
∞X
n=0
nPn.
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Figura 1: Modelo M/M/1
Note-se que este sistema poderá ser representado através da Figura 1, onde os números
representam os estados possíveis, e as setas as transições possíveis.
No estado 0, o número de entradas por unidade de tempo é μP1, que ocorre na passagem
do estado 1 para o estado 0 por saída do sistema de um cliente atendido, e o número de
saídas por unidade de tempo é λP0, que ocorre na passagem do estado 0 para o estado 1
por chegada de um cliente ao sistema.
Para que o estado de equilíbrio ou estacionário ocorra é necessário que o número de
entradas por unidade de tempo e o número de saídas por unidade de tempo sejam iguais,
isto é, que,
μP1 = λP0 ⇐⇒ P1 =
λ
μ
P0. (10)
No estado 1 o número de entradas por unidade de tempo é λP0 + μP2, que acontece na
passagem do estado 0 com a chegada de um cliente ao sistema ou na passagem do estado 2
por saída do sistema de um cliente atendido, e o número de saídas por unidade de tempo é
λP1 + μP1, que acontece na passagem para o estado 2 por chegada de um cliente ou para o
estado 0 por saída do sistema de um cliente atendido.
Igualando o número de entradas com o número de saídas, temos a equação de equilíbrio,
λP0 + μP2 = λP1 + μP1 ⇐⇒ P2 =
λP1 + μP1 − λP0
μ
.
Da equação (10) sabemos que P0 = μλP1. Usando esse facto temos que:
P2 =
λP1 + μP1 − λP0
μ
=
λP1 + μP1 − λμλP1
μ
=
λP1 + μP1 − μP1
μ
=
λ
μ
P1.
Usando novamente a equação (10) obtemos
P2 =
λ
μ
P1 =
λ
μ
µ
λ
μ
P0
¶
⇐⇒ P2 =
µ
λ
μ
¶2
P0. (11)
No estado 2 com um raciocínio análogo verificamos que o número de entradas por unidade
de tempo é λP1 + μP3 e o número de saídas por unidade de tempo é λP2 + μP2.
Então o estado de equilíbrio corresponde a
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λP1 + μP3 = λP2 + μP2 ⇐⇒ P3 =
λP2 + μP2 − λP1
μ
.
Da equação (11) sabemos que P1 = μλP2, de onde resulta que
P3 =
λP2 + μP2 − λP1
μ
=
λP2 + μP2 − λμλP2
μ
=
λP2 + μP2 − μP2
μ
=
λ
μ
P2.
E tendo em conta novamente a equação (11) temos
P3 =
λ
μ
P2 =
λ
μ
µ
λ
μ
¶2
P0 ⇐⇒ P3 =
µ
λ
μ
¶3
P0.
Estudando os estados anteriores chegamos facilmente à conclusão que
Pn =
µ
λ
μ
¶n
P0.
Se designarmos por ρ o quociente λμ , conhecido por "taxa de ocupação", vem que
Pn = ρnP0. (12)
Impondo a condição
∞P
n=0
Pn = 1
resulta que
∞P
n=0
Pn = 1⇐⇒
∞P
n=0
ρnP0 = 1⇐⇒
1
P0
=
∞P
n=0
ρn.
O somatório anterior corresponde a uma progressão geométrica de razão ρ, que será
convergente se ρ < 1
1
P0
=
∞P
n=0
ρn ⇐⇒ 1
P0
=
1
1− ρ ⇐⇒ P0 = 1− ρ
Substituíndo P0 da equação anterior na equação (12) temos que
Pn = ρn (1− ρ) =
µ
λ
μ
¶nµ
1− λ
μ
¶
, (ρ < 1, λ < μ) , (13)
isto é, Pn tem distribuição de uma v.a. geométrica de parâmetro λμ .
O processo acima descrito poderia ter sido observado. De facto, considerando que este
processo pode ser visto como um processo de nascimento e de morte com parâmetros de
nascimento dados por λn = λ, ∀n ∈ N0 e parâmetros de morte dados por μn = μ, ∀n ∈ N1,
sabemos (cf. Subsecção 2.4.1) que a distribuição estacionária para este processo é dada por
Pn = lim
t→+∞
P [X (t) = n] =
θnP
n≥0
θn
,
onde
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θn =
λ0λ1...λn−1
μ1μ2...μn
.
desde que
P
n≥0
θn < +∞.
No modelo aqui considerado,
θn =
µ
λ
μ
¶n
donde, se λμ < 1, X
n≥0
θn =
1
1− λμ
,
e
Pn =
θnP
n≥0
θn
=
µ
λ
μ
¶nµ
1− λ
μ
¶
= ρn (1− ρ) .
Na Figura 2 representamos Pn, n = 0, 1, 5 e 20, como funções da taxa de ocupação, ρ, e
representamos Pn, n = 10, 20, 30 e 40, numa escala diferente na Figura 3.
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Pn
P20
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P1
P0
Figura 2: Probabilidade de existirem n clientes no sistema (Pn) numa escala de 0 a 1 em
função da taxa de ocupação (ρ)
Através da Figura 2 e da Figura 3 podemos observar que quando a taxa de ocupação
tende para 1, as probabilidades tendem para 0, e que quanto maior for o número de clientes,
mas a sua probabilidade se aproxima de 0, independentemente da taxa de ocupação.
Usando estes resultados podemos chegar ao conjunto de características que nos interes-
sam para o modelo M/M/1/∞/∞/FIFO.
O número médio de clientes no sistema (Ls), quando este se encontra em situação de
equilíbrio, é
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Figura 3: Probabilidade de existirem n clientes no sistema (Pn) numa escala de 0 a 0.04 em
função da taxa de ocupação (ρ)
Ls =
∞X
n=0
nPn.
Substituindo a expressão obtida em (13) para Pn na equação anterior temos
Ls =
∞X
n=0
nPn =
∞X
n=0
nρn (1− ρ) .
Desenvolvendo o somatório anterior usando as regras dos somatórios e das derivadas,
temos que, para ρ < 1,
Ls =
∞X
n=0
nρn (1− ρ) = (1− ρ) ρ
∞X
n=1
nρn−1 = (1− ρ) ρ d
dρ
∞X
n=0
ρn
= (1− ρ) ρ d
dρ
µ
1
1− ρ
¶
= (1− ρ) ρ 1
(1− ρ)2
=
ρ
1− ρ.
Usando o facto de ρ = λμ ,
Ls =
ρ
1− ρ =
λ
μ
1− λμ
(14)
=
λ
μ− λ.
Usando (14) podemos calcular o comprimento médio da fila (Lq) e o tempo médio de
espera no sistema (Ws).
Em primeiro lugar vamos determinar Lq. Com ajuda da igualdade (9), temos que
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Ls = Lq +
λ
μ
⇐⇒ Lq = Ls −
λ
μ
.
Substituindo Ls da equação (14) na equação anterior, obtemos
Lq =
λ
μ− λ −
λ
μ
=
λμ− λ (μ− λ)
μ (μ− λ)
=
λ2
μ (μ− λ) . (15)
Alternativamente, poderíamos escrever Lq em função de ρ
Lq =
λ2
μ (μ− λ) =
³
λ
μ
´2
1− λμ
=
ρ2
1− ρ.
Na Figura 4 representamos Ls, o tempo de espera de um cliente no sistema, conjunta-
mente com Lq, o tempo de espera de um cliente na fila, em função de ρ, a taxa de ocupação.
0.5 1
ρ
5
10
15
20
Lq
Ls
Figura 4: Número médio de clientes no sistema (Ls) e na fila (Lq) em função da taxa de
ocupação (ρ)
Como já era de esperar, a Figura 4 mostra que consoante aumenta a taxa de ocupação,
mais clientes ficam no sistema à espera, de sairem do sistema, e quando a taxa de ocupação,
ρ converge para 1, o número de clientes no sistema tende para o infinito, tanto em Ls como
em Lq.
Vamos agora determinar Ws usando as igualdades (6) e (14):
Ls = λWs
⇐⇒ Ws =
Ls
λ
=
λ
μ−λ
λ
=
1
μ− λ,
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ou, alternativamente,
Ws =
1
μ (1− ρ) .
Na Figura 5 representamos Ws como função da taxa de ocupação para os casos μ = 0.5,
μ = 1, μ = 5 e μ = 50.
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Figura 5: Tempo médio de espera no sistema (Ws) em função da taxa de ocupação (ρ)
Podemos concluir da Figura 5 que, como esperado, independentemente da taxa de serviço,
quando a taxa de ocupação aumenta, o tempo médio de espera dos clientes no sistema
aumenta e tende para o infinito, quando ρ converge para 1. Em relação à taxa de serviço,
podemos concluir que quanto maior for a taxa de serviço menos tempo os clientes ficam no
sistema à espera de sairem do sistema.
Falta-nos calcular o tempo médio de espera na fila (Wq) que será facilmente descoberto
através de (7) e de (15).
Lq = λWq
Wq =
Lq
λ
=
λ2
μ(μ−λ)
λ
=
λ
μ (μ− λ)
=
ρ
μ (1− ρ) .
Como no caso anterior representamos Wq em função de ρ para os casos μ = 1, μ = 5 e
μ = 50 (ver Figura 6).
Como seria de esperar, os gráficos de Wq e Ws, Figura 6 e Figura 5, respectivamente,
são semelhantes.
Os valores médios anteriores foram deduzidos através da expressão da distribuição esta-
cionária {Pn}n∈N0 e da fórmula de Little. No entanto neste modelo, dada a sua simplicidade,
é possível facilmente ir mais longe e determinar as distribuições das va-riáveis que registam
o tempo que um cliente está no sistema (fila), Ts (Tq).
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Figura 6: Tempo médio de espera na fila (Wq) em função da taxa de ocupação (ρ)
De facto, se um cliente chega ao sistema quando neste existem n indivíduos, o seu tempo
de espera total (incluindo o tempo do seu serviço), isto é, tempo de espera que corresponde
a n+ 1 clientes, Ws, tem distribuição gama de parâmetros (λ, n+ 1), ou seja,
FTs|“n clientes à frente” (t) = P [Ts ≤ t|“n clientes à frente”] (16)
=
tZ
0
(μx)n
n!
μ e−μxdx (t ≥ 0) .
Usando o teorema da probabilidade total, cf. (1), obtemos, para t ≥ 0,
FTs (t) = P [Ts ≤ t] =
+∞X
n=0
P [Ts ≤ t|“n clientes à frente”]Pn
=
+∞X
n=0
⎡
⎣
tZ
0
(μx)n
n!
μ e−μxdx
µ
λ
μ
¶nµ
1− λ
μ
¶⎤
⎦
=
µ
1− λ
μ
¶
μ
+∞X
n=0
⎡
⎣
tZ
0
(μx)n
n!
µ
λ
μ
¶n
e−μxdx
⎤
⎦
= (μ− λ)
+∞X
n=0
⎡
⎣
tZ
0
(λx)n
n!
e−μxdx
⎤
⎦ .
Tendo em conta que a função integranda é não negativa, resulta que
FTs (t) = (μ− λ)
tZ
0
Ã
+∞X
n=0
(λx)n
n!
!
e−μxdx = (μ− λ)
tZ
0
eλx e−μxdx = (μ− λ)
tZ
0
eλx−μxdx
= (μ− λ)
∙
eλx−μx
λ− μ
¸t
0
= (μ− λ)
∙
e(λ−μ)t − e0
λ− μ
¸
= (μ− λ)
∙
1− e(λ−μ)t
μ− λ
¸
= 1− e(λ−μ)t,
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isto é, Ts b Exponencial (μ− λ). A probabilidade do tempo de espera na fila exceder t, é
P (Tq > t) =
λ
μ
P (Ts > t)
=
λ
μ
e−(μ−λ)t
pois de (7) e de (6)
Wq =
Lq
Ls
Ws =
λ2
μ(μ−λ)
λ
μ−λ
Ws
=
λ
μ
Ws.
Vamos então agora calcular a probabilidade de existirem no sistema (em situação de
equilíbrio) k ou mais clientes. Seja N0 número de clientes no sistema, supondo que este se
encontra numa situação de equilíbrio. Temos
P (N ≥ k) =
∞X
n=k
Pn
Substituindo a expressão de Pn obtida em (13) na equação anterior temos:
P (N ≥ k) =
∞X
n=k
ρn (1− ρ) = (1− ρ)
∞X
n=k
ρn
= (1− ρ) ρk
∞X
n=0
ρn = (1− ρ) ρk 1
1− ρ
= ρk.
A probabilidade do tempo de espera na fila ser zero, P (Tq = 0), é dada por,
P (Tq = 0) = P0 = 1− ρ,
representada graficamente na Figura 7.
Como era de esperar, podemos verificar da Figura 7, a probabilidade de um cliente chegar
a um sistema e não ter de esperar, diminui com o aumento da taxa de ocupação.
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Figura 7: Probabilidade de o tempo de espera na fila ser zero P [Tq = 0] em função de ρ
Resumindo as características do modelo M/M/1, temos o seguinte quadro:
Probabilidade de ocorrência do
estado 0 P0 = 1− ρ
Probabilidade de ocorrência do
estado n Pn = ρ
nP0
Número médio de clientes no
sistema
Ls = ρ1−ρ
Comprimento médio da fila Lq = ρ
2
1−ρ
Tempo médio de espera no
sistema
Ws = 1μ(1−ρ)
Tempo médio de espera na fila Wq = ρμ(1−ρ)
Probabilidade de existirem no
sistema k ou mais clientes P (N ≥ k) = ρ
k
Probabilidade de o tempo de
espera na fila ser zero P (Tq = 0) = P0
Probabilidade de o tempo de
espera na fila exceder t
P (Tq > t) = λμe
(λ−μ)t
Probabilidade de o tempo gasto
no sistema exceder t P (Ts > t) = e
(λ−μ)t
Taxa de ocupação ρ = λμ
Quadro 1: Sumário das características do modelo M/M/1
4.2 Modelo M/M/S
Este modelo difere do anterior apenas no número de servidores disponíveis: S. Temos
assim um modelo em que o número de servidores é S, o sistema tem uma distribuição das
chegadas de Poisson e dos tempos de atendimento exponencial, a capacidade do sistema e
da população são infinitas e a disciplina corresponde a quem entra primeiro no sistema ser
o primeiro a ser atendido e a sair. Temos como exemplo um supermercado com S balcões
de atendimento.
4.2 Modelo M/M/S 33
Este modelo, em que existem S servidores em paralelo, corresponde a um processo de
vida e morte. A taxa de chegada λ é independente do número de clientes e a taxa de serviço
μ é igual para todos os serviços, sendo a taxa de atendimento dada por Sμ. E por conseguinte
a taxa de ocupação ρ é ρ = λSμ .
A taxa de entrada em cada estado é sempre igual a λ e a taxa de saída varia com o estado,
pois se os servidores não estiverem todos ocupados, a distribuição exponencial do intervalo
de tempo entre saídas de clientes atendidos tem parâmetro kμ (com k < S), sendo k o
número de servidores ocupados nesse estado, e se todos os servidores estiverem ocupados,
a distribuição exponencial do intervalo de tempo entre saídas de clientes atendidos tem
parâmetro Sμ, ou seja,
μn =
½
nμ se n = 1, ..., S
Sμ se n > S .
Este sistema pode ser representado através da Figura 8.
Figura 8: Modelo M/M/S
Assim sendo,
θn =
λ0λ1...λn−1
μ1μ2...μn
=
(
λn
n!μn se n = 0, 1, ..., S
λn
S!Sn−Sμn se n > S
=
⎧
⎨
⎩
1
n!
³
λ
μ
´n
se n = 0, 1, ..., S
1
S!Sn−S
³
λ
μ
´n
se n > S
.
Quando n > 1 e
P
n≥0
θn <∞, temos então que
Pn = lim
t→+∞
P [X (t) = n] =
θnP
n≥0
θn
=
⎧
⎨
⎩
1
n!
³
λ
μ
´n
P0 se n = 0, 1, ..., S
Sn
S!Sn−S
³
λ
μ
´n
P0 se n > S
=
½ Sn
n! ρ
nP0 se n = 0, 1, ..., S
Sn
S!Sn−S ρ
nP0 se n > S
=
(
Sn
n! ρ
nP0 se n = 0, 1, ..., S
SS
S! ρ
nP0 se n > S
.
onde
P0 =
1P
n≥0
θn
.
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Ora, se Sμ > λ, isto é, se ρ < 1, temos que
1
P0
=
X
n≥0
θn =
X
0≤n≤S
1
n!
µ
λ
μ
¶n
+
X
n≥S+1
1
S!
µ
λ
Sμ
¶n−S µλ
μ
¶S
=
X
0≤n≤S
1
n!
µ
λ
μ
¶n
+
1
S!
µ
λ
μ
¶SX
n≥0
µ
λ
Sμ
¶n−S+S+1
=
X
0≤n≤S
1
n!
µ
λ
μ
¶n
+
1
S!
µ
λ
μ
¶S µ λ
Sμ
¶Ã
1
1− λSμ
!
=
X
0≤n≤S−1
1
n!
µ
λ
μ
¶n
+
1
S!
µ
λ
μ
¶S Ã
1
1− λSμ
!
. (17)
Podemos concluir que
P0 =
1P
0≤n≤S−1
1
n!
³
λ
μ
´n
+ 1S!
³
λ
μ
´S µ
1
1− λSμ
¶
=
1P
0≤n≤S−1
Sn
n! ρ
n + S
S
S! ρ
S
³
1
1−ρ
´ .
Supondo que S = 10, representamos na Figura 9 Pn, para n = 0, 1, 5 e 10.
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Figura 9: Probabilidade de existirem n clientes no sistema (Pn) em função da taxa de
ocupação (ρ), com S = 10
Da Figura 9, podemos observar que, exceptuando P0, a probabilidade começa em 0, au-
menta e volta a convergir para 0 quando a taxa de ocupação converge para 1. Relativamente
a P0, como seria de esperar, neste caso extremo em que a taxa de ocupação é 0 (que na
realidade não se concretiza pois ρ > 0), a probabilidade do sistema estar no estado 0 é 1,
mas tende para 0, quando ρ converge para 1.
Das igualdades anteriores, podemos tirar algumas conclusões para alguns somatórios que
nos serão úteis mais tarde.
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De (17) temos
X
0≤n≤S
1
n!
µ
λ
μ
¶n
=
1
P0
− 1
S!
µ
λ
μ
¶S µ λ
Sμ
¶Ã
1
1− λSμ
!
=
1
P0
− PS
P0
µ
λ
Sμ
¶Ã
1
1− λSμ
!
.
Consequentemente,
X
0≤n≤S−1
1
n!
µ
λ
μ
¶n
=
1
P0
− PS
P0
µ
λ
Sμ
¶Ã
1
1− λSμ
!
− 1
S!
µ
λ
μ
¶S
=
1
P0
− PS
P0
µ
λ
Sμ− λ
¶
− PS
P0
=
1
P0
− PS
P0
µ
λ
Sμ− λ − 1
¶
=
1
P0
− PS
P0
µ
λ− Sμ+ λ
Sμ− λ
¶
=
1
P0
− PS
P0
µ
Sμ
Sμ− λ
¶
=
1
P0
− PS
P0
Ã
1
1− λSμ
!
=
1
P0
Ã
1− PS
1− λSμ
!
.
E ainda temos que
X
0≤n≤S
Pn =
X
0≤n≤S
1
n!
µ
λ
μ
¶n
P0 = P0
"
1
P0
− PS
P0
µ
λ
Sμ
¶Ã
1
1− λSμ
!#
= 1−
µ
λ
Sμ
¶Ã
PS
1− λSμ
!
.
Suponhamos que Sμ > λ, isto é, que ρ = λSμ < 1. De seguida vamos calcular o valor
esperado de número de clientes no sistema. Sabemos que
Ls =
∞X
n=0
nPn =
X
0≤n≤S
nPn +
X
n≥S+1
nPn.
Determinando em primeiro lugar o primeiro somatório obtemos,
X
0≤n≤S
nPn =
X
1≤n≤S
n
1
n!
µ
λ
μ
¶n
P0 =
λ
μ
P0
X
0≤n≤S−1
³
λ
μ
´n
n!
=
λ
μ
Ã
1− PS
1− λSμ
!
.
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Relativamente ao segundo somatório temos
X
n≥S+1
nPn =
X
n≥S+1
n
1
S!
µ
λ
Sμ
¶n−S µλ
μ
¶S
P0 =
1
S!
µ
λ
μ
¶S
P0
X
n≥1
(n+ S)
µ
λ
Sμ
¶n
=
1
S!
µ
λ
μ
¶S
P0
⎡
⎣X
n≥1
n
µ
λ
Sμ
¶n
+ S
X
n≥1
µ
λ
Sμ
¶n⎤
⎦
=
1
S!
µ
λ
μ
¶S
P0
⎡
⎢⎣
µ
λ
Sμ
¶⎡
⎣ d
dx
X
n≥0
xn
⎤
⎦
x= λSμ
+ S
λ
Sμ
1− λSμ
⎤
⎥⎦
= PS
⎡
⎢⎣ λSμ
1³
1− λSμ
´2 + λμ 11− λSμ
⎤
⎥⎦ .
Juntando os dois somatórios temos que
Ls =
λ
μ
Ã
1− PS
1− λSμ
!
+ PS
⎡
⎢⎣ λSμ
1³
1− λSμ
´2 + λμ 11− λSμ
⎤
⎥⎦
=
λ
μ
−
µ
λ
μ
¶
PS
1− λSμ
+
λ
Sμ
PS³
1− λSμ
´2 + λμ PS1− λSμ
=
λ
μ
+
λ
Sμ
PS³
1− λSμ
´2 .
Escrevendo ρ = λSμ vem
Ls =
λ
μ
+ ρ
PS
(1− ρ)2
= Sρ+ ρ
PS
(1− ρ)2
.
De (9) resulta
Ls = Lq +
λ
μ
,
donde podemos concluir que
Lq =
λ
Sμ
PS³
1− λSμ
´2 , (18)
ou, equivalentemente, que
Lq = ρ
PS
(1− ρ)2
.
Supondo que S = 10, representamos graficamente Lq em simultâneo com Ls na Figura
10.
Fazendo uma análise à Figura 10, podemos observar que o comprimento da fila mantém-
se muito próximo do valor zero para valores de ρ inferiores a 12 , e cresce à medida que a
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Figura 10: Número médio de clientes no sistema (Ls) e na fila (Lq) em função da taxa de
ocupação (ρ), com S = 10
taxa de ocupação tende para 1. Quando a taxa de ocupação, no limite, é zero, o número
de clientes no sistema é também 0, e consoante a taxa de ocupação aumenta o número de
clientes no sistema aumenta, moderadamente no início e mais rapidamente quando ρ tende
para 1.
Vamos agora determinar o tempo de espera no sistema, Ws. Usando (6) temos que
Ws =
Ls
λ
.
Substituindo Ls,
Ws =
λ
μ +
λ
Sμ
PS
(1− λSμ )
2
λ
=
1
μ
+
PS
Sμ
1³
1− λSμ
´2 .
Usando a taxa de ocupação,
Ws =
1
μ
+
PS
Sμ
1
(1− ρ)2
.
Vamos supor que existem só 10 servidores para representar Ws no gráfico da Figura 11.
Observando a Figura 11, verificamos que independentemente da taxa de serviço, o tempo
médio dos clientes no sistema cresce muito lentamente no início e tende para infinito quando
a taxa de ocupação tende para 1. Quando a taxa de ocupação converge para 0 temos
lim
ρ→0
Ws = lim
ρ→0
⎡
⎢⎢⎢⎢⎣
1
μ
+
Sn
n! ρ
n
Sμ (1− ρ)2
Ã P
0≤n≤S−1
Sn
n! ρ
n + S
S
S! ρ
S
³
1
1−ρ
´!
⎤
⎥⎥⎥⎥⎦
=
1
μ
.
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Figura 11: Tempo médio de espera no sistema (Ws) em função da taxa de ocupação (ρ),
com S = 10
Ainda nos falta calcular o tempo de espera na fila, Wq. Usando (7), resulta que
Wq =
Lq
λ
.
Substituindo Lq pela expressão obtida em (18) obtemos
Wq =
λ
Sμ
PS
(1− λSμ )
2
λ
=
PS
Sμ
1³
1− λSμ
´2 .
que é equivalente a
Wq =
PS
Sμ
1
(1− ρ)2
.
Supondo que temos 10 servidores pode-se representar graficamente Wq na Figura 12.
Podemos verificar que a situação que ocorre na Figura 12 não difere muito da situação
da Figura 11.
Quando um cliente entra no sistema se existir M = m < S clientes à sua frente, o cliente
será servido de imediato, e o tempo esperado no sistema é 1μ . Casom ≥ S ele terá de esperar
até que o cliente (m− S + 1) - ésimo termine de ser servido.
A probabilidade de que o cliente não tenha de esperar é então
P [Tq = 0] = P [M < S] =
S−1X
n=0
Pn =
SX
n=0
Pn − PS
= 1−
µ
λ
Sμ
¶
PS
1− λSμ
− PS = 1− PS
Ã
λ
Sμ
1
1− λSμ
+ 1
!
= 1− PS
1− λSμ
,
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Figura 12: Tempo médio de espera na fila (Wq) em função da taxa de ocupação (ρ), com
S = 10
que é equivalente a
P [Tq = 0] = 1−
PS
1− ρ.
Supondo que existem S = 10 servidores, ilustramos na Figura 13, P [Tq = 0] como função
de ρ.
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Figura 13: Probabilidade de o tempo de espera na fila ser zero, P [Tq = 0], em função da
taxa de ocupação, ρ, com S = 10
Analisando a Figura 13, observamos que a probabilidade do tempo de espera na fila dos
clientes começa por ser 1, no caso limite ρ = 0, e praticamente se mantém neste valor até,
sensivelmente, ρ = 12 , decrescendo mais rapidamente para 0, à medida que ρ cresce para 1.
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Temos,
lim
ρ→1−
P [Tq = 0] = lim
ρ→1−
⎛
⎜⎜⎜⎜⎝
1−
SS
S! ρ
S
(1− ρ)
Ã P
0≤n≤S−1
Sn
n! ρ
n + S
S
S! ρ
S
³
1
1−ρ
´!
⎞
⎟⎟⎟⎟⎠
= lim
ρ→1−
⎛
⎜⎝1−
SS
S! ρ
S
(1− ρ)
P
0≤n≤S−1
Sn
n! ρ
n + S
S
S! ρ
S
⎞
⎟⎠ = 1− 1
= 0.
Se todos os servidores estiverem ocupados, os intervalos entre as sucessivas partidas são
independentes com distribuição exponencial de parâmetro Sμ pelo que o tempo total até à
partidam−S+1 tem distribuição Gama (m− S + 1, Sμ), logo, numa situação de equilíbrio,
temos,
P [0 < Tq ≤ x] =
+∞X
m=S
P [0 < Tq ≤ x|M = m]P [M = m]
=
+∞X
m=S
"Z x
0
(Sμ) e−Sμt
(Sμt)m−S
(m− S)! dt
#
Pm
=
Z x
0
(Sμ) e−Sμt
"
+∞X
m=S
(Sμt)m−S
(m− S)!
1
S!
µ
λ
Sμ
¶m−S µλ
μ
¶S
P0
#
dt
=
Z x
0
(Sμ) e−Sμt
"
1
S!
µ
λ
μ
¶S
P0
+∞X
m=S
(tλ)m−S
(m− S)!
#
dt =
Z x
0
(Sμ) e−SμtPS etλdt
= SμPS
Z x
0
e−(Sμ−λ)tdt = SμPS
∙
e−(Sμ−λ)t
− (Sμ− λ)
¸x
t=0
=
PS
1− λSμ
h
1− e−(Sμ−λ)x
i
=
PS
1− ρ
h
1− e−Sμ(1−ρ)x
i
.
O tempo de espera tem, para valores superiores a zero “função densidade” dada por
SμPSe−(Sμ−λ)x.
Se t ≥ 0
P [Tq ≤ t] = P (Tq = 0) + P [0 < Tq ≤ t]
= 1− PS
1− ρ +
PS
1− ρ
h
1− e−Sμ(1−ρ)t
i
= 1− PS
(1− ρ)e
−(Sμ−λ)t
= 1− PS
(1− ρ)e
−Sμ(1−ρ)t.
Resulta assim que o tempo de espera na fila exceder t é
P [Tq > t] = 1− P [Tq ≤ t] =
PS
(1− ρ)e
−(Sμ−λ)t.
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O quadro que se segue é o quadro resumo do modelo M/M/S.
Probabilidade de ocorrência
do estado 0
P0 = 1S
0≤n≤S−1
1
n!(
λ
μ)
n
+ 1S!(
λ
μ)
S( 11−ρ )
Probabilidade de ocorrência
do estado n Pn =
(
Sn
n! ρ
nP0 se n = 0, 1, ..., S
SS
S! ρ
nP0 se n > S
Número médio de clientes
no sistema
Ls = λμ + ρ
PS
(1−ρ)2
Comprimento médio da fila Lq = ρ PS(1−ρ)2
Tempo médio de espera no
sistema
Ws = 1μ +
PS
Sμ
1
(1−ρ)2
Tempo médio de espera na
fila
Wq = PSSμ
1
(1−ρ)2
Probabilidade de o tempo de
espera na fila ser zero
P (Tq = 0) = 1− PS1−ρ
Probabilidade de o tempo de
espera na fila exceder t
P (Tq > t) = PS(1−ρ)e
−(Sμ−λ)t
Taxa de ocupação ρ = λSμ
Quadro 2: Sumário das características do modelo M/M/S
4.3 Modelo M/M/∞
Neste modelo o número de servidores é ilimitado, a distribuição dos tempos entre as chegadas
e dos tempos de atendimento é exponencial, a capacidade do sistema e da população são
infinitas e a disciplina corresponde a quem entra primeiro no sistema ser o primeiro a ser
atendido e a sair. Um exemplo possível de aplicação deste modelo é o sistema de linhas
telefónicas (actualmente).
Os clientes ao chegarem ao sistema são servidos de imediato. Se a taxa de partida de um
único cliente for μ, a taxa de partida quando existem k clientes é kμ, e a taxa de ocupação
é ρ = λμ . Este sistema pode ser representado através da Figura 14.
Figura 14: Modelo M/M/∞
Neste caso a distribuição limite, tendo em conta que
θn =
λ0λ1...λn−1
μ1μ2...μn
=
λn
n!μn
.
é dada por (cf. Subsecção 2.4.1)
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Pn = lim
t→+∞
P [X (t) = n] =
θnP
n≥0
θn
=
λn
n!μnP
n≥0
λn
n!μn
=
³
λ
μ
´n
n!
e(−
λ
μ) =
ρn
n!
e−ρ, (∀ρ > 0) ,
donde se conclui que a distribuição limite corresponde à distribuição de Poisson de parâmetro
ρ, e pode ser representado pela Figura 15.
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Figura 15: Probabilidade de existirem n clientes no sistema (Pn) em função da taxa de
ocupação (ρ)
Podemos observar na Figura 15 que a probabilidade de existirem zero clientes é 1 quando
a taxa de ocupação é zero, e tende a diminuir consoante aumenta a taxa de ocupação. Quanto
à probabilidade de existir 1 cliente no sistema começa em zero quando a taxa de ocupação
é zero, e tende a aumentar, mas não chegando ao valor 0.5, e voltando depois e decrescer
até zero. Em relação a probabilidade de existirem 2 ou mais clientes no sistema a situação
é análoga à anterior.
O número médio de clientes no sistema é simplesmente igual à taxa de ocupação
Ls = ρ.
(cf. Figura 16),
O tempo esperado que cada cliente passe no sistema é o tempo que ele demora a ser
atendido, ou seja,
Ws =
1
μ
,
função que é representada na Figura 17.
O tempo de espera no sistema é inversamente proporcional à taxa de serviço, ou seja,
enquanto que a taxa de serviço aumenta, diminui o tempo de espera no serviço no serviço,
como já era de esperar.
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Figura 16: Número médio de clientes no sistema (Ls) em função da taxa de ocupação (ρ)
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Figura 17: Tempo médio de espera no sistema (Ws) em função da taxa de serviço (μ)
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Relativamente ao número médio de clientes na fila e ao tempo esperado na fila, temos
Lq =Wq = 0.
Podemos resumir as características do modelo M/M/∞, no seguinte quadro;
Probabilidade de ocorrência do
estado 0 P0 = e
−ρ
Probabilidade de ocorrência do
estado n Pn =
ρn
n! e
−ρ
Número médio de clientes no
sistema Ls = ρ
Comprimento médio da fila Lq = 0
Tempo médio de espera no sistema Ws = 1μ
Tempo médio de espera na fila Wq = 0
Taxa de ocupação ρ = λμ
Quadro 3: Sumário das características do modelo M/M/∞
4.4 Modelo M/M/1/K
Neste modelo o sistema tem uma distribuição dos tempos entre as chegadas e dos tempos de
atendimento exponencial, contém um só servidor, a capacidade do sistema é K, a população
é infinita e a disciplina corresponde a quem entra primeiro no sistema ser o primeiro a ser
atendido e a sair. Este sistema pode também ser representado porM/M/1/K/∞/FIFO ou
por M/M/1/K/∞/FCFS. Um exemplo deste modelo é de uma estação de serviço, com
um número limitado para K veículos e com uma única bomba de abastecimento.
Recorde-se que (cf Subsecção 3.1.4) a capacidade do sistema ser K significa que a pro-
babilidade de o sistema estar num estado n ≥ K+1 é nula, pois o sistema não aceita ninguém
se já tiver K clientes.
Neste modelo a taxa de chegada, λn, depende do estado ndo sistema,
λn =
½
λ, se n = 0, 1, 2, ...,K − 1
0, se n ≥ K ,
bem como a taxa de saída,
μn =
½
μ, se n = 0, 1, 2, ...,K
0, se n > K .
As transições entre os vários estados deste modelo podem ser representadas através da
Figura 18.
A taxa média de entradas no sistema λ0, é dada por
λ0 =
+∞X
n=0
λnPn =
K−1X
n=0
λPn = λ
K−1X
n=0
Pn = λ (1− PK) ,
onde PK é a probabilidade de desistência por falta de capacidade do sistema para atender
clientes que chegam quando o sistema está cheio.
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Figura 18: Modelo M/M/1/K
Como foi referido na Secção 3.3.1, as relações fundamentais entre Lq, Ls,Wq e Ws
mantêm-se verdadeiras substituindo apenas λ por λ0, a taxa de ocupação é λ
0
μ e a taxa
de pressão é designado por ρ = λμ .
Como veremos, o sistema pode estar em equilíbrio para valores de ρ superiores a 1. No
entanto, nesse caso, haverá um número grande de clientes que chegam e não são atendidos.
Muitas deduções do modelo M/M/1 são válidas, com as devidas adaptações para ter em
conta o limite de clientes no sistema. Adaptando a expressão (12) temos
Pn =
½
ρnP0, se n = 0, 1, ...,K
0, se n > K . (19)
Para podermos calcular P0 temos que recorrer ao facto de
1 = P0 + ...+ PK .
Usando (19) temos
1 = P0 + ...+ PK = P0 + ...+ ρKP0
= P0
KX
n=0
ρn = P0
µ
1− ρK+1
1− ρ
¶
,
se ρ 6= 1. Mais
1 = P0
µ
1− ρK+1
1− ρ
¶
⇐⇒ P0 =
1− ρ
1− ρK+1 ,
se ρ 6= 1.
Quando ρ = 1, temos
Pn = P0,
e
1 = P0 + ...+ PK = P0 + ...+ 1KP0 = P0 (K + 1)
⇒ P0 =
1
K + 1
,
ou seja,
P0 =
½ 1−ρ
1−ρK+1 , se ρ 6= 1
1
K+1 , se ρ = 1
. (20)
Podemos reescrever a expressão (19):
Pn =
⎧
⎪⎨
⎪⎩
ρn
³
1−ρ
1−ρK+1
´
, se ρ 6= 1, n = 0, 1, ...,K
1
K+1 , se ρ = 1, n = 0, 1, ...,K
0, se n > K
. (21)
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Supondo que K = 20, representamos Pn na Figura 19, em função da taxa de pressão, ρ,
fazendo ρ variar de 0 a 1.5 e considerando n = 0, 1, 5 e 20. Na Figura 20 fazemos ρ variar
de 0 a 20 e tomando n = 20.
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Figura 19: Probabilidade de existirem n clientes no sistema (Pn) em função da taxa de
pressão (ρ), com K = 20
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Figura 20: Probabilidade de existirem K clientes no sistema (PK) em função da taxa de
pressão (ρ), com K = 20
Verificamos na Figura 19 que a probabilidade de existirem zero clientes no sistema é 1
quando a taxa de pressão é zero e diminui consoante aumenta a taxa de pressão, atingindo
o valor 0. Em relação às probabilidades de existir 1 cliente a K − 1 clientes começam em
0 aumentando um pouco e voltando a 0. E na Figura 20 mostra que a probabilidade de
existirem K clientes no sistema converge para 1 quando ρ tende para o infinito, pois,
lim
ρ→+∞
PK = lim
ρ→+∞
∙
ρK
µ
1− ρ
1− ρK+1
¶¸
= lim
ρ→+∞
µ
ρK − ρK+1
1− ρK+1
¶
= lim
ρ→+∞
⎛
⎝
ρK
ρK+1 − 1
1
ρK+1 − 1
⎞
⎠
= 1.
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Conhecendo a expressão para PK (cf. (21)) podemos clarificar a expressão de λ0. Para
ρ 6= 1,
λ0 = λ (1− PK) = λ
µ
1− ρK
µ
1− ρ
1− ρK+1
¶¶
= λ
µ
1− ρK+1
1− ρK+1 −
ρK − ρK+1
1− ρK+1
¶
= λ
µ
1− ρK
1− ρK+1
¶
.
Quando ρ = 1,
λ0 = λ
µ
1− 1
K + 1
¶
= λ
µ
K
K + 1
¶
.
Ou seja,
λ0 =
⎧
⎨
⎩
λ
³
1−ρK
1−ρK+1
´
, se ρ 6= 1
λ
³
K
K+1
´
, se ρ = 1
.
Vamos agora calcular o valor médio de clientes no sistema,
Ls =
KX
n=0
nPn =
KX
n=1
nρn
µ
1− ρ
1− ρK+1
¶
=
1− ρ
1− ρK+1
KX
n=1
nρn =
1− ρ
1− ρK+1 ρ
KX
n=1
nρn−1
=
1− ρ
1− ρK+1 ρ
KX
n=1
dρn
dρ
=
1− ρ
1− ρK+1 ρ
d
dρ
KX
n=0
ρn =
1− ρ
1− ρK+1 ρ
d
dρ
µ
1− ρK+1
1− ρ
¶
=
1− ρ
1− ρK+1 ρ
Ã
− (K + 1) ρK (1− ρ) +
¡
1− ρK+1
¢
(1− ρ)2
!
=
ρ
1− ρK+1
µ
− (K + 1) ρK + 1− ρ
K+1
1− ρ
¶
=
ρ
1− ρ −
(K + 1) ρK+1
1− ρK+1 ,
quando ρ 6= 1.
Quando ρ = 1,
Ls =
KX
n=0
nPn =
1
K + 1
(1 + 2 + ...+K) =
K (K + 1)
2 (K + 1)
=
K
2
.
Logo,
Ls =
(
ρ
1−ρ −
(K+1)ρK+1
1−ρK+1 , se ρ 6= 1
K
2 , se ρ = 1
.
Vamos calcular o valor médio de clientes na fila usando a expressão, tendo em conta (9)
que λ depende do estado do sistema e que deve ser substituido por λ0, isto é,
Lq = Ls −
λ0
μ
.
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Para ρ 6= 1,
Lq =
ρ
1− ρ −
(K + 1) ρK+1
1− ρK+1 −
λ
³
1−ρK
1−ρK+1
´
μ
=
ρ
1− ρ −
(K + 1) ρK+1
1− ρK+1 − ρ
µ
1− ρK
1− ρK+1
¶
=
ρ
1− ρ +
−KρK+1 − ρK+1
1− ρK+1 +
−ρ+ ρK+1
1− ρK+1 =
ρ
1− ρ +
−KρK+1 − ρK+1 − ρ+ ρK+1
1− ρK+1
=
ρ
1− ρ −
KρK+1 + ρ
1− ρK+1 .
Para ρ = 1,
Lq =
K
2
−
λ
³
K
K+1
´
μ
=
K
2
− ρ
µ
K
K + 1
¶
=
K
2
− K
K + 1
=
K (K + 1)− 2K
2 (K + 1)
=
K2 +K − 2K
2 (K + 1)
=
K (K − 1)
2 (K + 1)
.
Conclui-se que
Lq =
(
ρ
1−ρ −
KρK+1+ρ
1−ρK+1 , se ρ 6= 1
K(K−1)
2(K+1) , se ρ = 1
.
Supondo novamente que K = 20, o gráfico da Figura 21 representa Ls e Lq como funções
de ρ.
1 2
ρ
5
10
15
20
Lq
Ls
Figura 21: Número médio de clientes no sistema (Ls) e na fila (Lq) em função da taxa de
pressão (ρ), com K = 20
Analisando a Figura 21 verificamos que, quando na situação limite da taxa de pressão ser
zero, o número médio de clientes no sistema e na fila também são 0. Estes valores aumentam
ao longo do crescimento da taxa de pressão, nunca ultrapassando K. Quando ρ converge
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para +∞, Ls converge para K e Lq converge para K − 1. De facto,
lim
ρ→+∞
Ls = lim
ρ→+∞
∙
ρ
1− ρ −
(K + 1) ρK+1
1− ρK+1
¸
= lim
ρ→+∞
"
1
1
ρ − 1
− K + 11
ρK+1 − 1
#
=
1
−1 −
K + 1
−1 = −1 +K + 1
= K
e
lim
ρ→+∞
Lq = lim
ρ→+∞
∙
ρ
1− ρ −
KρK+1 + ρ
1− ρK+1
¸
= lim
ρ→+∞
"
1
1
ρ − 1
−
K + 1ρK
1
ρK+1 − 1
#
=
1
−1 −
K
−1
= K − 1.
Usando a Lei de Little, com λ substituído por λ0, vamos calcular o tempo de espera na
fila. Se ρ 6= 1,
Wq =
Lq
λ0
=
ρ
1−ρ −
KρK+1+ρ
1−ρK+1
λ
³
1−ρK
1−ρK+1
´ = ρ−ρK+2(1−ρ)(1−ρK+1) − KρK+1+ρ−KρK+2−ρ2(1−ρ)(1−ρK+1)
λ
³
1−ρK
1−ρK+1
´
=
ρ− ρK+2 −
¡
KρK+1 + ρ−KρK+2 − ρ2
¢
λ (1− ρ) (1− ρK)
=
ρ− ρK+2 −KρK+1 − ρ+KρK+2 + ρ2
λ (1− ρ) (1− ρK)
=
−ρK+2 −KρK+1 +KρK+2 + ρ2
λ (1− ρ) (1− ρK) =
KρK+1 (ρ− 1) + ρ2
¡
1− ρK
¢
λ (1− ρ) (1− ρK)
= − Kρ
K+1 (1− ρ)
λ (1− ρ) (1− ρK) +
ρ2
¡
1− ρK
¢
λ (1− ρ) (1− ρK) =
ρ2
λ (1− ρ) −
KρK+1
λ (1− ρK)
=
ρ
μ (1− ρ) −
KρK
μ (1− ρK) .
Quando ρ = 1,
Wq =
Lq
λ0
=
K(K−1)
2(K+1)
λ
³
K
K+1
´ = K (K − 1)
2λK
=
K − 1
2ρμ
.
Logo,
Wq =
(
ρ
μ(1−ρ) −
KρK
μ(1−ρK) , se ρ 6= 1
K−1
2ρμ , se ρ = 1
.
Na Figura 22, supondo que K = 20, representamos Wq como função de ρ para vários
valores de μ (μ = 0.5, 1, 5, 50) .
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Figura 22: Tempo médio de espera na fila (Wq) em função da taxa de pressão (ρ), com
K = 20
Podemos concluir, analisando a Figura 22, que independentemente da taxa de serviço,
o tempo médio de um cliente na fila começa em zero, aumenta com o aumento da taxa de
pressão e depois “estabiliza”. De facto,
lim
ρ→+∞
Wq = lim
ρ→+∞
∙
ρ
μ (1− ρ) −
KρK
μ (1− ρK)
¸
= lim
ρ→+∞
"
1
μ
ρ − μ
− Kμ
ρK − μ
#
=
K − 1
μ
. (22)
Em relação à evolução deWq como função da taxa de serviço, podemos dizer que quanto
maior é a taxa de serviço menos tempo em média o cliente fica na fila à espera, naturalmente.
Falta-nos calcular o tempo de espera no sistema. Ora,
Ws =
Ls
λ0
=
ρ
1−ρ −
(K+1)ρK+1
1−ρK+1
λ
³
1−ρK
1−ρK+1
´ = ρ−ρK+2(1−ρ)(1−ρK+1) − (K+1)ρK+1−(K+1)ρK+2(1−ρ)(1−ρK+1)
λ
³
1−ρK
1−ρK+1
´
=
ρ− ρK+2 −
¡
(K + 1) ρK+1 − (K + 1) ρK+2
¢
λ (1− ρ) (1− ρK)
=
ρ− ρK+2 −KρK+1 − ρK+1 +KρK+2 + ρK+2
λ (1− ρ) (1− ρK)
=
ρ−KρK+1 − ρK+1 +KρK+2
λ (1− ρ) (1− ρK) =
KρK+1 (ρ− 1) + ρ
¡
1− ρK
¢
λ (1− ρ) (1− ρK)
=
ρ
¡
1− ρK
¢
λ (1− ρ) (1− ρK) −
KρK+1 (1− ρ)
λ (1− ρ) (1− ρK) =
ρ
λ (1− ρ) −
KρK+1
λ (1− ρK)
=
1
μ (1− ρ) −
KρK
μ (1− ρK)
se ρ 6= 1.
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E quando ρ = 1,
Ws =
Ls
λ0
=
K
2
λ
³
K
K+1
´ = K (K + 1)
2λK
=
K + 1
2ρμ
.
Conclui-se que
Ws =
(
1
μ(1−ρ) −
KρK
μ(1−ρK) , se ρ 6= 1
K+1
2ρμ , se ρ = 1
.
Representamos Ws no gráfico da Figura 23 como função de ρ, considerando K = 20, e
μ = 0.5, 1, 5 e 50.
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ρ
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40
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Figura 23: Tempo médio de espera no sistema (Ws) em função da taxa de pressão (ρ), com
K = 20
O gráfico da Figura 23, é análogo ao anterior, o da Figura 22, como esperado, pois
Ws =Wq + 1μ . No limite, recordando (22), temos
lim
ρ→+∞
Ws = lim
ρ→+∞
Wq +
1
μ
=
K − 1
μ
+
1
μ
=
K
μ
.
A probabilidade de não se esperar tempo nenhum na fila, P [Tq = 0], é igual à probabi-
lidade de haver 0 ocorrências, ou seja,
P [Tq = 0] = P0 =
½ 1−ρ
1−ρK+1 , se ρ 6= 1
1
K+1 , se ρ = 1
.
Na Figura 24 representamos graficamente P [Tq = 0] supondo que K = 20.
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Figura 24: Probabilidade de o tempo de espera na fila ser zero, P [Tq = 0], em função da
taxa de pressão, ρ, com K = 20
Na Figura 24, observamos que a probabilidade de um cliente não ter de esperar na fila,
começa em 1, quando a taxa de pressão toma o valor limite 0 e essa probabilidade converge
para 0, quando a taxa de pressão converge para +∞. De facto, de (20),
lim
ρ→+∞
P0 = lim
ρ→+∞
∙
1− ρ
1− ρK+1
¸
= 0.
O quadro que se segue é o quadro resumo do modelo M/M/1/K.
Probabilidade de ocorrência
do estado 0 P0 =
½ 1−ρ
1−ρK+1 , ρ 6= 1
1
K+1 , ρ = 1
Probabilidade de ocorrência
do estado n Pn =
⎧
⎪⎨
⎪⎩
ρn
³
1−ρ
1−ρK+1
´
, ρ 6= 1, n = 0, 1, ...,K
1
K+1 , ρ = 1, n = 0, 1, ...,K
0, n > K
Número médio de clientes no
sistema Ls =
(
ρ
1−ρ −
(K+1)ρK+1
1−ρK+1 , ρ 6= 1
K
2 , ρ = 1
Comprimento médio da fila Lq =
(
ρ
1−ρ −
KρK+1+ρ
1−ρK+1 , ρ 6= 1
K(K−1)
2(K+1) , ρ = 1
Tempo médio de espera no
sistema Ws =
(
1
μ(1−ρ) −
KρK
μ(1−ρK) , ρ 6= 1
K+1
2ρμ , ρ = 1
Tempo médio de espera na
fila Wq =
(
ρ
μ(1−ρ) −
KρK
μ(1−ρK) , ρ 6= 1
K−1
2ρμ , ρ = 1
Probabilidade de o tempo de
espera na fila ser zero P (Tq = 0) = P0
Taxa de pressão ρ = λμ
Quadro 4: Sumário das características do modelo M/M/1/K
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4.5 Modelo M/M/S/K
Este modelo difere do apresentado na secção anterior por ter S servidores, enquanto que
no anterior tinhamos apenas 1 servidor. Resumindo, neste modelo o sistema tem uma dis-
tribuição dos tempos entre as chegadas e dos tempos de atendimento exponencial, contém
S servidores, a capacidade do sistema é K, a capacidade da população é infinita e a disci-
plina corresponde a quem entra primeiro no sistema ser o primeiro a ser atendido e a sair.
Um exemplo deste modelo pode ser uma estação de serviço com capacidade de K carros e
S bombas de abastecimento.
Este modelo corresponde ao modelo já estudado anteriormente M/M/S com sistema de
perda, pois ao chegar ao sistema o (K + 1)- ésimo cliente, este cliente já não poderá entrar
no sistema, pois o sistema estará lotado, e este cliente é perdido.
Neste caso vamos considerar que S > 1 (o caso S = 1 já foi estudado) e que S < K (se
S ≥ K, o tempo de espera para os clientes que não se perdem é zero). A taxa de saída do
sistema depende do estado do sistema
μn =
½
nμ, se n = 0, 1, 2, ..., S − 1
Sμ, se n = S, ...,K ,
tal como depende a taxa de chegada, λn
λn =
½
λ, se n = 0, 1, 2, ...,K − 1
0, se n ≥ K .
Este sistema é representado na Figura 25.
Figura 25: Modelo M/M/S/K
A taxa média de entradas no sistema λ0, é dada por
λ0 =
K−1X
n=0
λPn = λ
K−1X
n=0
Pn = λ (1− PK) ,
onde PK é a probabilidade de desistência por falta de capacidade do sistema para atender
clientes que chegam quando o sistema está cheio, como no modelo anterior.
As relações fundamentais entre Lq, Ls,Wq e Ws obtemos substituindo apenas λ por λ0.
A taxa de ocupação é λ
0
Sμ e a taxa de pressão é ρ =
λ
Sμ .
Existe alguma semelhança entre este modelo e o modelo M/M/S. Tendo em conta o
limite de clientes no sistema, então temos que
Pn =
⎧
⎪⎪⎨
⎪⎪⎩
1
n!
³
λ
μ
´n
P0, se n = 0, 1, ..., S − 1
1
S!Sn−S
³
λ
μ
´n
P0, se n = S, ...,K
0, se n > K
,
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que, tomando ρ = λSμ , se pode escrever na forma
Pn =
⎧
⎪⎨
⎪⎩
(Sρ)n
n! P0, se n = 0, 1, ..., S − 1
SSρn
S! P0, se n = S, ...,K
0, se n > K
. (23)
E sendo assim temos que
λ0 = λ (1− PK)
= λ
µ
1− S
SρK
S!
P0
¶
.
Quando ρ 6= 1,
(P0)
−1 =
S−1X
n=0
(Sρ)n
n!
+
KX
n=S
SSρn
S!
=
S−1X
n=0
(Sρ)n
n!
+
SS
S!
KX
n=S
ρn
=
S−1X
n=0
(Sρ)n
n!
+
SS
S!
ρS
1− ρK−S+1
1− ρ
=
S−1X
n=0
(Sρ)n
n!
+
(Sρ)S
S!
µ
1− ρK−S+1
1− ρ
¶
.
Quando ρ = 1, isto é, quando λ = Sμ,
(P0)
−1 =
S−1X
n=0
(Sρ)n
n!
+
KX
n=S
SSρn
S!
=
S−1X
n=0
Sn
n!
+
SS
S!
KX
n=S
1
=
S−1X
n=0
Sn
n!
+
SS
S!
(K − S + 1) .
Conclui-se que
P0 =
⎧
⎪⎪⎨
⎪⎪⎪⎩
∙
S−1P
n=0
(Sρ)n
n! +
(Sρ)S
S!
³
1−ρK−S+1
1−ρ
´¸−1
, se ρ 6= 1
∙
S−1P
n=0
Sn
n! +
SS
S! (K − S + 1)
¸−1
, se ρ = 1
. (24)
Podemos assim representar graficamente Pn, supondo, por exemplo, que S = 10 e
K = 30. (ver Figura 26 quando ρ varia entre 0 e 1.5 e na Figura 27 quando ρ varia
entre 0 e 20).
Podemos observar, na Figura 26, que a probabilidade de não existirem clientes no sistema
é 1 quando a taxa de pressão é zero e depois diminui para 0 ao longo do aumento da taxa
de pressão. Em relação à probabilidade do sistema ter n clientes, com n ∈ {1, ...,K − 1},
esta começa em 0, aumenta e volta a diminuir para 0, e quanto maior for a quantidade de
clientes menor é esse aumento. Na Figura 27 observamos que a probabilidade de existir K
clientes no sistema começa em 0 e aumenta, convergindo para 1, quando a taxa de pressão
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Figura 26: Probabilidade de existirem n clientes no sistema (Pn) em função da taxa de
pressão (ρ), quando esta pertence ao intervalo (0, 1.5), com S = 10 e K = 30
10 20
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Figura 27: Probabilidade de existirem K clientes no sistema (PK) em função da taxa de
pressão (ρ), quando esta pertence ao intervalo (0, 20), com S = 10 e K = 30
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tende para infinito. De facto,
lim
ρ→+∞
PK = lim
ρ→+∞
⎡
⎢⎢⎣
SSρK
S!
µ
S−1P
n=0
(Sρ)n
n! +
(Sρ)S
S!
³
1−ρK−S+1
1−ρ
´¶
⎤
⎥⎥⎦ = limρ→+∞
⎡
⎣ S
SρK
S! (Sρ)
S
S!
³
1−ρK−S+1
1−ρ
´
⎤
⎦
= lim
ρ→+∞
⎡
⎣ ρ
K
ρS
³
1−ρK−S+1
1−ρ
´
⎤
⎦ = lim
ρ→+∞
∙
ρK (1− ρ)
ρS − ρK+1
¸
= lim
ρ→+∞
⎡
⎣
ρK
ρK+1 − 1
ρS
ρK+1 − 1
⎤
⎦
= 1.
Adaptando a derivação do número médio de clientes na fila do modelo M/M/S temos
Lq =
KX
n=S+1
(n− S)Pn.
Ora, para ρ 6= 1,
Lq =
KX
n=S+1
(n− S) S
Sρn
S!
P0 = P0
SS
S!
ρS+1
KX
n=S+1
(n− S) ρn−S−1
= P0
SS
S!
ρS+1
K−SX
j=1
jρj−1 = P0
SS
S!
ρS+1
d
dρ
K−SX
j=0
ρj = P0
SS
S!
ρS+1
d
dρ
µ
1− ρK−S+1
1− ρ
¶
= P0
SS
S!
ρS+1
Ã
− (K − S + 1) ρK−S (1− ρ) + 1− ρK−S+1
(1− ρ)2
!
= P0
SS
S!
ρS+1
Ã
1− ρK−S −KρK−S +KρK−S+1 + SρK−S − SρK−S+1
(1− ρ)2
!
= P0
SS
S!
ρS+1
Ã
1− ρK−S (1 + (1− ρ) (K − S))
(1− ρ)2
!
=
P0SSρS+1
S! (1− ρ)2
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
.
Quando ρ = 1,
Lq =
KX
n=S+1
(n− S) S
S
S!
P0 =
SS
S!
P0
KX
n=S+1
(n− S)
=
SS
S!
P0
K−SX
j=1
j =
SS
S!
P0
(K − S) (K − S + 1)
2
.
Concluimos que
Lq =
(
P0SSρS+1
S!(1−ρ)2
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
, se ρ 6= 1
SS
S! P0
(K−S)(K−S+1)
2 , se ρ = 1
,
onde P0 tem a expressão dada por (24).
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Tendo o número médio de clientes, podemos calcular o número médio de clientes no
sistema e o tempo médio esperado na fila de cada cliente.
Vamos então, em primeiro lugar, calcular o número médio de clientes no sistema.
Para ρ 6= 1,
Ls = Lq +
λ0
μ
=
P0SSρS+1
S! (1− ρ)2
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
+
λ
³
1− S
SρK
S! P0
´
μ
=
P0SSρS+1
S! (1− ρ)2
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
+ Sρ
µ
1− S
SρK
S!
P0
¶
=
P0SSρS+1
S! (1− ρ)2
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
+ Sρ− S
S+1ρK+1
S!
P0
=
P0SSρS+1
S! (1− ρ)2
h
1− ρK−S (1 + (1− ρ) (K − S))− SρK−S (1− ρ)2
i
+ Sρ
=
P0SSρS+1
S! (1− ρ)2
h
1− ρK−S
³
1 + (1− ρ) (K − S) + S (1− ρ)2
´i
+ Sρ
=
P0SSρS+1
S! (1− ρ)2
£
1− ρK−S (1 + (1− ρ) (K − S + S (1− ρ)))
¤
+ Sρ
=
P0SSρS+1
S! (1− ρ)2
£
1− ρK−S (1 + (1− ρ) (K − ρS))
¤
+ Sρ.
Quando ρ = 1,
Ls = Lq +
λ0
μ
=
SS
S!
P0
(K − S) (K − S + 1)
2
+ S
µ
1− S
S
S!
P0
¶
=
SS
S!
P0
(K − S) (K − S + 1)
2
+ S − S
S+1
S!
P0
=
SS
S!
P0
(K − S) (K − S + 1)− S
2
+ S.
Resumindo,
Ls =
(
P0SSρS+1
S!(1−ρ)2
£
1− ρK−S (1 + (1− ρ) (K − ρS))
¤
+ Sρ, se ρ 6= 1
SS
S! P0
(K−S)(K−S+1)−S
2 + S, se ρ = 1
.
Representamos Ls e Lq, como função de ρ, supondo que K = 30 e S = 10, na Figura 28.
Na Figura 28, podemos observar que Lq é “análoga” a Ls, com umas pequenas adap-
tações, tendo Lq como limite K − S e tendo Ls como limite K. De facto,
lim
ρ→+∞
Lq = lim
ρ→+∞
⎡
⎢⎢⎣
SSρS+1
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
∙
S−1P
n=0
(Sρ)n
n! +
(Sρ)S
S!
³
1−ρK−S+1
1−ρ
´¸
S! (1− ρ)2
⎤
⎥⎥⎦
= lim
ρ→+∞
"
KSSρK+2 − SS+1ρK+2
−SSρK+31−ρ
#
= lim
ρ→+∞
"¡
KρK+2 − SρK+2
¢
(1− ρ)
−ρK+3
#
= lim
ρ→+∞
∙
(K − S) (1− ρ)
−ρ
¸
= lim
ρ→+∞
⎡
⎣
(K − S)
³
1
ρ − 1
´
−1
⎤
⎦
= K − S.
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Figura 28: Número médio de clientes no sistema (Ls) e na fila (Lq) em função da taxa de
pressão (ρ), com S = 10 e H = 30
e
lim
ρ→+∞
Ls = lim
ρ→+∞
Lq + lim
ρ→+∞
λ0
μ
= K − S + lim
ρ→+∞
Sρ
µ
1− S
SρK
S!
P0
¶
= K − S + lim
ρ→+∞
Sρ
⎡
⎢⎢⎣1−
SSρK
S!
µ
S−1P
n=0
(Sρ)n
n! +
(Sρ)S
S!
³
1−ρK−S+1
1−ρ
´¶
⎤
⎥⎥⎦
= K − S + lim
ρ→+∞
Sρ
⎡
⎣1− S
SρK
S!
³
SsρK+1
S!(1−ρ)
´
⎤
⎦
= K − S + lim
ρ→+∞
∙
Sρ− SρK+1
µ
1− ρ
ρK+1
¶¸
= K − S + lim
ρ→+∞
[Sρ− S − Sρ] = K − S + S
= K.
Determinamos agora o tempo médio de espera pelo cliente numa fila
Wq =
Lq
λ0
=
P0SSρS+1
S!(1−ρ)2
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
λ
³
1− SSρKS! P0
´
=
P0SS−1ρS
S!(1−ρ)2
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
μ
³
1− SSρKS! P0
´
=
P0SS−1ρS
μ (1− ρ)2 (S!− SSρKP0)
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
,
se ρ 6= 1.
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Quando ρ = 1,
Wq =
Lq
λ0
=
SS
S! P0
(K−S)(K−S+1)
2
λ
³
1− SSS! P0
´ = SSS! P0 (K−S)(K−S+1)2
Sμ
³
1− SSS! P0
´
=
SS−1P0 (K − S) (K − S + 1)
2μ (S!− SP0)
.
Então,
Wq =
(
P0SS−1ρS
μ(1−ρ)2(S!−SSρKP0)
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
, se ρ 6= 1
SS−1P0(K−S)(K−S+1)
2μ(S!−SP0) , se ρ = 1
.
Supondo que S = 10 e que K = 30, representamos Wq como função de ρ na Figura 29,
para os casos μ = 0.5, 1, 5 e 50.
1 2
ρ
2
4
Wq
μ=50
μ=5
μ=1
μ=0.5
Figura 29: Tempo médio de espera na fila (Wq) em função da taxa de pressão (ρ), com
S = 10 e H = 30
Podemos observar na Figura 29 que, independentemente da taxa de serviço, o tempo
médio de espera na fila aumenta consoante aumenta a taxa de pressão. Verifica-se que
consoante aumenta a taxa de serviço, o tempo de espera diminui drasticamente. Podemos
verificar que tal como segere o gráfico, Wq está limitado, quando K, S e μ são fixos. De
facto, tendo em conta (24) e que S < K vem
lim
ρ→+∞
Wq = lim
ρ→+∞
"
P0SS−1ρS
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
μ (1− ρ)2 (S!− SSρKP0)
#
= lim
ρ→+∞
⎡
⎢⎢⎣
SS−1ρS
£
1− ρK−S (1 + (1− ρ) (K − S))
¤³
−SSρK+1S!(1−ρ)
´
μ (1− ρ)2
µ
S!− SSρK
−SSρK+1S!(1−ρ)
¶
⎤
⎥⎥⎦
= lim
ρ→+∞
⎡
⎣ KS
S−1ρK+1 − SSρK+1³
−SSρK+1S!
´
μ (1− ρ)
³
S! + S
SρKS!(1−ρ)
SSρK+1
´
⎤
⎦
= lim
ρ→+∞
∙
SSρK+1 (K − 1)
−SSSρKμ (1− ρ)
¸
=
K − 1
Sμ
.
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Sabemos que o tempo esperado no sistema pode ser determinado de diferentes maneiras,
nomeadamente,
Ws =Wq +
1
μ
=
Ls
λ0
.
Vamos calculá-lo através de Wq. Quando ρ 6= 1,
Ws = Wq +
1
μ
=
P0SS−1ρS
μ (1− ρ)2 (S!− SSρKP0)
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
+
1
μ
.
Quando ρ = 1,
Ws = Wq +
1
μ
=
SS−1P0 (K − S) (K − S + 1)
2μ (S!− SP0)
+
1
μ
.
Ou seja,
Ws =
(
P0SS−1ρS
μ(1−ρ)2(S!−SSρKP0)
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
+ 1μ , se ρ 6= 1
SS−1P0(K−S)(K−S+1)
2μ(S!−SP0) +
1
μ , se ρ = 1
Supondo novamente que K = 30 e S = 10, representamos Ws como função de ρ na
Figura 30, para os casos μ = 0.5, 1, 5 e 50.
1 2
ρ
2
4
6
Ws
μ=50
μ=5
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μ=0.5
Figura 30: Tempo médio de espera no sistema (Ws) em função da taxa de pressão (ρ), com
S = 10 e H = 30
A Figura 30 difere pouco da Figura 29. A grande diferença tem a ver com o facto de os
gráficos não começarem em 0, pois o tempo de serviço do cliente que está a ser servido é
contabilizado em Ws. De facto,
lim
ρ→0
Ws = lim
ρ→0
"
P0SS−1ρS
μ (1− ρ)2 (S!− SSρKP0)
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
+
1
μ
#
=
1
μ
.
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Quando ρ→ +∞ os gráficos sugerem a existência de um limite de Ws. De facto,
lim
ρ→+∞
Ws = lim
ρ→+∞
∙
Wq +
1
μ
¸
=
K − 1
Sμ
+
1
μ
=
K + S − 1
Sμ
.
A probabilidade de o tempo de espera na fila ser zero, P [Tq = 0], é a probabilidade de
o sistema ter S − 1 ou menos clientes
P [Tq = 0] =
S−1X
n=0
Pn =
S−1X
n=0
(Sρ)n
n!
P0.
Esta probabilidade está representada, para K = 30 e S = 10, na Figura 31.
0.5 1 1.5
ρ
0.5
1
P Tq=0
Figura 31: Probabilidade de o tempo de espera na fila ser zero, P [Tq = 0], em função da
taxa de pressão, ρ, com S = 10 e K = 30
Analisando a Figura 31, podemos verificar que a probabilidade de um cliente chegar ao
sistema e não ter que esperar no sistema é 1 quando a taxa de pressão é zero e mantém-se
perto de 1 até sensivelmente quando ρ = 12 e depois converge para 0 quando a taxa de
pressão tende para infinito. Este último resultado é válido, qualquer que sejam os valores
de S e de K pois
lim
ρ→+∞
P [Tq = 0] = lim
ρ→+∞
"
S−1X
n=0
(Sρ)n
n!
P0
#
= lim
ρ→+∞
⎡
⎢⎢⎣
(Sρ)S−1
(S − 1)!
µ
S−1P
n=0
(Sρ)n
n! +
(Sρ)S
S!
³
1−ρK−S+1
1−ρ
´¶
⎤
⎥⎥⎦
= lim
ρ→+∞
⎡
⎣ S
S−1ρS−1
(S − 1)!SSρSS!
³
1−ρK−S+1
1−ρ
´
⎤
⎦ = lim
ρ→+∞
⎡
⎣ 1
Sρ
S
³
1−ρK−S+1
1−ρ
´
⎤
⎦
= lim
ρ→+∞
∙
1− ρ
ρ− ρK−S+2
¸
= lim
ρ→+∞
"
1
ρK−S+2 −
ρ
ρK−S+2
ρK−S+2 − 1
#
= 0.
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O sistema pode atingir o equilíbrio mesmo para valores de ρ superiores a 1. No entanto,
nesse caso, haverá um grande número de clientes que chegam e não são atendidos.
O quadro que se segue é o quadro resumo do modelo M/M/S/K.
Probabilidade
de ocorrência
do estado 0
P0 =
⎧
⎪⎪⎨
⎪⎪⎩
∙
S−1P
n=0
(Sρ)n
n! +
(Sρ)S
S!
³
1−ρK−S+1
1−ρ
´¸−1
, ρ 6= 1
∙
S−1P
n=0
Sn
n! +
SS
S! (K − S + 1)
¸−1
, ρ = 1
Probabilidade
de ocorrência
do estado n
Pn =
⎧
⎪⎨
⎪⎩
(Sρ)n
n! P0, n = 0, 1, ..., S − 1
SSρn
S! P0, n = S, ...,K
0, n > K
Número médio
de clientes no
sistema
Ls =
⎧
⎪⎨
⎪⎩
Sρ+ P0S
SρS+1
S!(1−ρ)2 ×
× £1− ρK−S (1 + (1− ρ) (K − ρS))¤ , ρ 6= 1
SS
S! P0
(K−S)(K−S+1)−S
2 + S, ρ = 1
Comprimento
médio da fila Lq =
(
P0SSρS+1
S!(1−ρ)2
£
1− ρK−S (1 + (1− ρ) (K − S))
¤
, ρ 6= 1
SS
S! P0
(K−S)(K−S+1)
2 , ρ = 1
Tempo médio de
espera no
sistema
Ws =
⎧
⎪⎨
⎪⎩
1
μ +
P0SS−1ρS
μ(1−ρ)2(S!−SSρKP0)
×
× £1− ρK−S (1 + (1− ρ) (K − S))¤ , ρ 6= 1
SS−1P0(K−S)(K−S+1)
2μ(S!−SP0) +
1
μ , ρ = 1
Tempo médio de
espera na fila Wq =
⎧
⎪⎨
⎪⎩
P0SS−1ρS
μ(1−ρ)2(S!−SSρKP0)
×
× £1− ρK−S (1 + (1− ρ) (K − S))¤ , ρ 6= 1
SS−1P0(K−S)(K−S+1)
2μ(S!−SP0) , ρ = 1
Prob. do tempo
de espera na
fila ser 0
P (Tq = 0) =
S−1P
n=0
(Sρ)n
n! P0
Taxa de pressão ρ = λSμ
Quadro 5: Sumário das características do modelo M/M/S/K
4.5.1 Modelo M/M/S/S
Este modelo é, digamos, o caso limite do modelo M/M/S/K, onde se supôs que S < K. É
um dos primeiros modelos estudados por Erlang, para analisar a probabilidade de n linhas
estarem ocupadas numa central telefónica que dispõe de S linhas (cf. [1]). Neste caso, a
capacidadeK = S, e se uma chamada chega à central quando todas as linhas estão ocupadas,
o cliente não permanece à espera pois recebe um sinal de saturação e a comunicação é
abortada nesse momento. Por outras palavras, o número de posições em serviço é igual ao
número de servidores (não há fila de espera).
Neste caso a taxa de chegada é
λn =
½
λ se n = 0, 1, 2, ...S − 1
0 se n ≥ S
e a taxa de atendimento é
μn =
½
nμ se n = 0, 1, 2, ...S
0 se n ≥ S + 1 .
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E do modelo anterior temos que,
λ0 = λ (1− PS) .
Note-se que este sistema poderá ser representado através da Figura 32.
Figura 32: Modelo M/M/S/S
A probabilidade PS de que o sistema se encontre cheio e que ao chegar uma ligação esta
se perca é dada pela chamada fórmula de perda da distribuição de Erlang (cf. [6]), que se
obtém tomando em (24) e em (23) K = S:
Pn =
(λ/μ)n
n!
SP
j=0
(λ/μ)j
j!
=
(Sρ)n
n!
SP
j=0
(Sρ)j
j!
,
para n = 0, 1, 2, ...S.
Representamos a fórmula de perda da distribuição de Erlang graficamente, na Figura 33
(com ρ a variar de 0 a 1.5) e na Figura 34 (com ρ a variar de 0 a 10), supondo, em ambos
os casos, que S = 20.
0.5 1 1.5
ρ
0.5
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P10
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P1
Figura 33: Probabilidade de existirem n clientes no sistema (Pn) em função da taxa de
pressão (ρ) quando este varia de 0 a 1.5, com S = 20
Da Figura 33, podemos verificar que independentemente do número de clientes no sistema
(desde que não nulo), quando ρ toma o valor limite a probabilidade é 0, aumenta um pouco
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Figura 34: Probabilidade de existirem S clientes no sistema (PS) em função da taxa de
pressão (ρ) quando este varia de 0 a 10, com S = 20
e depois converge para zero. Com a Figura 34 verificamos que quando ρ tende para infinito
a probabilidade de existir S clientes tende para 1. De facto,
lim
ρ→+∞
PS = lim
ρ→+∞
⎡
⎢⎢⎢⎣
(λ/μ)S
S!
SP
j=0
(λ/μ)j
j!
⎤
⎥⎥⎥⎦ = limρ→+∞
"
SSρS
S!
SSρS
S!
#
= 1.
Como já foi referido, não existe espaço para os clientes estarem numa "fila de espera".
Por isso, obviamente, o tamanho médio da fila de espera, Lq, e o tempo médio de espera de
um cliente na fila, Wq, é zero, ou seja
Lq =Wq = 0.
Usando a formula de Little temos que
Ws = Wq +
1
μ
=
1
μ
,
tal como acontecia no modelo M/M/∞. A Figura 35 é, por isso, igual à Figura 17.
Usando novamente as fórmulas de Little temos
Ls = Lq +
λ0
μ
=
λ (1− PS)
μ
= Sρ (1− PS) .
Na Figura 36 apresentamos o gráfico do número médio de clientes no sistema, supondo
S = 20.
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μ
5
10
Ws
Figura 35: Tempo médio de espera no sistema (Ws) em função da taxa de serviço (μ)
1 2
ρ
10
20
Ls
Figura 36: Número médio de clientes no sistema (Ls) em função da taxa de pressão (ρ),
com S = 20
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Analisando a Figura 36, verificamos que quando a taxa de pressão é zero, o número
médio de clientes também é zero, e quando a taxa de pressão converge para infinito, o
número médio de clientes tende para S
lim
ρ→+∞
Ls = lim
ρ→+∞
Sρ (1− PS) = lim
ρ→+∞
Sρ
⎛
⎜⎜⎜⎝1−
(Sρ)S
S!
SP
j=0
(Sρ)j
j!
⎞
⎟⎟⎟⎠
= lim
ρ→+∞
Sρ
⎛
⎜⎜⎜⎝
S−1P
j=0
(Sρ)j
j!
SP
j=0
(Sρ)j
j!
⎞
⎟⎟⎟⎠ = limρ→+∞Sρ
(Sρ)S−1 S!
(S − 1)! (Sρ)S
= lim
ρ→+∞
(Sρ)S S
(Sρ)S
= S.
O quadro que se segue é o quadro reúne as características deste modelo.
Probabilidade de ocorrência do
estado 0 P0 =
"
SP
j=0
(Sρ)j
j!
#−1
Probabilidade de ocorrência do
estado n Pn =
⎧
⎪⎨
⎪⎩
(Sρ)n
n!
S
j=0
(Sρ)j
j!
, n = 0, ..., S
0, n > S
Número médio de clientes no
sistema Ls = Sρ (1− PS)
Comprimento médio da fila Lq = 0
Tempo médio de espera no sistema Ws = 1μ
Tempo médio de espera na fila Wq = 0
Taxa de pressão ρ = λSμ
Quadro 6: Sumário das características do modelo M/M/S/S
4.6 Modelo M/M/1/∞/H
Neste modelo, o sistema tem uma distribuição dos tempos entre as chegadas e dos tempos de
atendimento exponencial, contém 1 servidor, a capacidade do sistema é infinita, a capacidade
da população é de H indivíduos e a disciplina corresponde a quem entra primeiro no sistema
ser o primeiro a ser atendido e a sair. Este modelo pode também ser representado por
M/M/1/∞/H/FIFO ou por M/M/1/∞/H/FCFS. Note-se que o comportamento deste
modelo não é alterado se substituirmos a capacidade infinita por uma capacidade finita,
desde que esta não seja inferior à dimensão da população, ou seja, este modelo pode ser
transformado no modelo M/M/1/K/H onde K ∈ {H, H + 1, ...} ∪ {+∞} .
A distribuição do tempo entre as chegadas de clientes ao sistema dependerá de quantos
clientes estão no sistema. Considera-se que, para cada cliente que acaba de sair do sistema,
a distribuição de probabilidade do tempo que falta para que volte a entrar é exp (λ).
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Se o número de clientes no sistema for N = n, o número de clientes na população será
H − n. A taxa de chegadas é
λn =
½
λ (H − n) , se n = 0, 1, 2, ...H
0, se n > H ,
e a taxa de de serviço é
μn = μ, se n > 1 .
Podemos representar este sistema através da Figura 37.
Figura 37: Modelo M/M/1/∞/H
Resulta, tomando ρ = λμ , pois
θn =
λ0λ1...λn−1
μ1μ2...μn
=
λHλ (H − 1) ...λ (H − n+ 1)
μn
=
λnH (H − 1) ... (H − n+ 1)
μn
= ρnH (H − 1) ... (H − n+ 1) ,
Pn =
½ H!
(H−n)!ρ
nP0, se n = 0, 1, 2, ...H
0, se n > H
, (25)
onde
P0 =
"
HX
n=0
H!
(H − n)!ρ
n
#−1
. (26)
Supondo que H = 30, representamos graficamente Pn na Figura 38 quando ρ varia entre
0 e 0.5, e na Figura 39 quando ρ varia entre 0 e 10.
As Figuras 38 e 39 são semelhantes às Figuras 26 e 27. Mais uma vez, verificamos que
quando se trata da probabilidade de existirem H clientes no sistema, quando ρ tende para
o infinito, a probabilidade converge para 1. De facto,
lim
ρ→+∞
PH = lim
ρ→+∞
⎛
⎜⎜⎝
H!ρH
HP
n=0
H!
(H−n)!ρ
n
⎞
⎟⎟⎠ = limρ→+∞
µ
H!ρH
H!ρH
¶
= 1.
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Figura 38: Probabilidade de existirem n clientes no sistema (Pn) em função da taxa de
pressão (ρ) quando esta varia de 0 a 0.5, com H = 30
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Figura 39: Probabilidade de existirem H clientes no sistema (Pn) em função da taxa de
pressão (ρ) quando esta varia de 0 a 10, com H = 30
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Relativamente ao número médio de clientes no sistema,
Ls =
HX
n=0
nPn,
temos
lim
ρ→+∞
Ls = lim
ρ→+∞
HX
n=0
nPn = lim
ρ→+∞
HX
n=0
n
H!
(H − n)!ρ
nP0 = lim
ρ→+∞
P0
HX
n=0
n
H!
(H − n)!ρ
n
= lim
ρ→+∞
1
HP
n=0
H!
(H−n)!ρ
n
HX
n=0
n
H!
(H − n)!ρ
n = lim
ρ→+∞
1
H!
(H−H)!ρ
H
H
H!
(H −H)!ρ
H
= H. (27)
Temos ainda que
λ0 =
HX
n=0
λnPn =
HX
n=0
λ (H − n)Pn = λ
Ã
HX
n=0
HPn −
HX
n=0
nPn
!
= λ (H − Ls) . (28)
Tendo isto em conta resulta que
Ws =
Ls
λ0
=
Ls
λ (H − Ls)
=
Ls
ρμ (H − Ls)
. (29)
Supondo que H = 30, o gráfico da Figura 40 corresponde ao tempo médio de espera no
sistema como função de ρ, para μ = 0.5, 1, 5 e 50.
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Figura 40: Tempo médio de espera no sistema (Ws) em função da taxa de pressão (ρ), com
H = 30
Observando a Figura 40, verificamos que independentemente da taxa de serviço, o tempo
de espera, quando a taxa de pressão tende para o infinito, estabiliza, tendo como limite de
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H
μ :
lim
ρ→+∞
Ws = lim
ρ→+∞
Ls
ρμ (H − Ls)
= lim
ρ→+∞
HP
n=0
nPn
ρμ
µ
H −
HP
n=0
nPn
¶
= lim
ρ→+∞
HP
n=0
n H!(H−n)!ρ
nP0
ρμ
µ
H −
HP
n=0
n H!(H−n)!ρ
nP0
¶ = lim
ρ→+∞
HP
n=0
n H!(H−n)!ρ
n
ρμ
µ
H
P0
−
HP
n=0
n H!(H−n)!ρ
n
¶
= lim
ρ→+∞
HP
n=0
n H!(H−n)!ρ
n
ρμ
µ
HP
n=0
H H!(H−n)!ρ
n −
HP
n=0
n H!(H−n)!ρ
n
¶
= lim
ρ→+∞
HP
n=0
n H!(H−n)!ρ
n
ρμ
H−1P
n=0
H!
(H−n)!ρ
n (H − n)
= lim
ρ→+∞
H H!(H−H)!ρ
H
ρμ H!(H−(H−1))!ρ
H−1 (H − (H − 1))
=
H
μ
.
Temos que o número médio que um cliente espera na fila é,
Wq = Ws −
1
μ
=
Ls
λ (H − Ls)
− 1
μ
=
Ls
ρμ (H − Ls)
− 1
μ
. (30)
Que podemos representar na Figura 41, supondo que H = 30.
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Figura 41: Tempo médio de espera no sistema (Wq) em função da taxa de pressão (ρ), com
H = 30
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Como era de esperar, os gráficos da Figura 41 são praticamente idênticos aos da Figura
40 e convergem para H−1μ ,
lim
ρ→+∞
Wq = lim
ρ→+∞
µ
Ws −
1
μ
¶
=
H
μ
− 1
μ
=
H − 1
μ
.
O número médio de clientes na fila é (cf. (28) e (30))
Lq = λ0Wq = λ (H − Ls)
µ
Ls
λ (H − Ls)
− 1
μ
¶
= Ls −
λ (H − Ls)
μ
= Ls − ρ (H − Ls) . (31)
Representamos graficamente na Figura 42, supondo que H = 30, Ls e Lq.
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Figura 42: Número médio de clientes no sistema (Ls) e na fila (Lq) em função da taxa de
pressão (ρ), com H = 30
O número médio de clientes no sistema e na fila é pequeno quando a taxa de pressão é
zero, mas depois aumenta, sem nunca atingir H, como mostra a Figura 42. De facto, de
(27), sabemos que Ls converge para H. Usando esse facto e (31) temos
lim
ρ→+∞
Lq = lim
ρ→+∞
[Ls − ρ (H − Ls)]
= lim
ρ→+∞
Ls − lim
ρ→+∞
ρ (H − Ls)
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de (25) e (26),
lim
ρ→+∞
Lq = H − lim
ρ→+∞
ρ (H − Ls) = H − lim
ρ→+∞
ρ
Ã
H −
HX
n=0
nPn
!
= H − lim
ρ→+∞
ρ
"
H −
HX
n=0
n
H!
(H − n)!ρ
nP0
#
= H − lim
ρ→+∞
ρ
⎡
⎢⎢⎣H −
HX
n=0
n
H!
(H − n)!ρ
n 1
HP
n=0
H!
(H−n)!ρ
n
⎤
⎥⎥⎦
= H − lim
ρ→+∞
ρ
⎡
⎢⎢⎣
HP
n=0
H H!(H−n)!ρ
n −
HP
n=0
n H!(H−n)!ρ
n
HP
n=0
H!
(H−n)!ρ
n
⎤
⎥⎥⎦
= H − lim
ρ→+∞
ρ
⎡
⎢⎢⎣
H−1P
n=0
H!
(H−n)!ρ
n (H − n)
HP
n=0
H!
(H−n)!ρ
n
⎤
⎥⎥⎦
= H − lim
ρ→+∞
ρ
H!
(H−(H−1))!ρ
H−1 (H − (H − 1))
H!
(H−H)!ρ
H
= H − 1.
Podemos então resumir num quadro as características do modelo M/M/1/∞/H,
Probabilidade de ocorrência
do estado 0 P0 =
∙
HP
n=0
H!
(H−n)!ρ
n
¸−1
Probabilidade de ocorrência
do estado n Pn =
½ H!
(H−n)!ρ
nP0, n = 0, 1, 2, ...H
0, n > H
Número médio de clientes
no sistema Ls =
HP
n=0
nPn
Comprimento médio da fila Lq = Ls − ρ (H − Ls)
Tempo médio de espera no
sistema
Ws = Lsρμ(H−Ls)
Tempo médio de espera na fila Wq = Lsρμ(H−Ls) −
1
μ
Taxa de pressão ρ = λμ
Quadro 7: Sumário das características do modelo M/M/1/∞/H
4.7 Modelo M/M/S/∞/H
Este modelo corresponde ao modelo em que o sistema tem uma distribuição das chegadas
de Poisson e dos tempos de atendimento exponencial, contém S servidores, a capacidade do
sistema é infinita, a capacidade da população é de H indivíduos e a disciplina corresponde
a quem entra primeiro no sistema ser o primeiro a ser atendido e a sair. Este modelo é uma
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generalização do modelo anterior, por isso algumas características anteriores são válidas
neste modelo. Tal como no modelo anterior, notemos que o comportamento deste modelo
não é alterado se substituirmos a capacidade infinita por uma capacidade finita, desde que
esta não seja inferior à dimensão da população, ou seja, este modelo pode ser também
apresentado na forma M/M/S/K/H onde K ∈ {H, H + 1, ...} ∪ {+∞} .
Supomos que S < H, pois se S ≥ H todos os clientes a chegar ao sistema seriam atendidos
de imediato e não haveria fila de espera.
A taxa de chegada é igual ao do modelo anterior,
λn =
½
λ (H − n) , se n = 0, 1, 2, ...H
0, se n > H .
As taxas de serviço são iguais ao modelo M/M/S ou M/M/S/K
μn =
½
nμ, se n = 1, ..., S − 1
Sμ, se n = S, ...,H .
Este sistema pode ser representado através da Figura 43.
Figura 43: Modelo M/M/S/∞/H
Podemos determinar Pn com a ajuda do modelo anterior e do modelo M/M/S
Pn =
⎧
⎪⎨
⎪⎩
H!
(H−n)!
(Sρ)n
n! P0, se n = 1, ..., S
H!
(H−n)!
SS
S! ρ
nP0, se n = S + 1, ...,H
0, se n > H
,
onde
P0 =
"
SX
n=0
H!
(H − n)!
(Sρ)n
n!
+
HX
n=S+1
H!
(H − n)!
SS
S!
ρn
#−1
.
Supondo que S = 10 e H = 30, representamos Pn graficamente na Figura 44, para
n = 0, 1, 5, 20 e 30, quando ρ varia entre 0 e 0.3 e na Figura 45, para n = H, quando ρ varia
entre 0 e 20.
Os gráficos obtidos são semelhantes aos obtidos na secção anterior. Na Figura 45, tal
como no caso anterior, verificamos que a probabilidade de existirem H clientes no sistema
quando ρ tende para infinito é 1. De facto,
lim
ρ→+∞
PH = lim
ρ→+∞
⎡
⎢⎢⎢⎣
H!SSρH
S!
µ
SP
n=0
H!
(H−n)!
(Sρ)n
n! +
HP
n=S+1
H!
(H−n)!
SS
S! ρ
n
¶
⎤
⎥⎥⎥⎦
= lim
ρ→+∞
⎡
⎣ H!S
SρH
S!
³
H!SSρH
S!
´
⎤
⎦
= 1.
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Figura 44: Probabilidade de existirem n clientes no sistema (Pn) em função da taxa de
pressão (ρ) que varia entre 0 e 0.3, com S = 10 e H = 30
10 20
ρ
0.5
1
PH
Figura 45: Probabilidade de existirem H clientes no sistema (PH) em função da taxa de
pressão (ρ) que varia entre 0 a 20, com S = 10 e H = 30
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O número médio de clientes no sistema é
Ls =
HX
n=0
nPn.
Que é um somatório limitado, pois,
lim
ρ→+∞
Ls = lim
ρ→+∞
Ã
HX
n=0
nPn
!
= lim
ρ→+∞
P0
"
SX
n=0
n
H!
(H − n)!
(Sρ)n
n!
+
HX
n=S+1
n
H!
(H − n)!
SS
S!
ρn
#
= lim
ρ→+∞
⎡
⎢⎢⎢⎣
SP
n=0
n H!(H−n)!
(Sρ)n
n! +
HP
n=S+1
n H!(H−n)!
SS
S! ρ
n
SP
n=0
H!
(H−n)!
(Sρ)n
n! +
HP
n=S+1
H!
(H−n)!
SS
S! ρ
n
⎤
⎥⎥⎥⎦
= lim
ρ→+∞
Ã
HH!0!
SS
S! ρ
H
H!
0!
SS
S! ρ
H
!
= H.
Temos ainda que, tal como no caso anterior,
λ0 = λ (H − Ls) ,
que
Ws =
Ls
λ0
=
Ls
λ (H − Ls)
=
Ls
Sρμ (H − Ls)
.
Na Figura 46, representamos Ws quando S = 10, H = 30 e μ ∈ {0.5, 1, 5, 50} .
Analisando os gráficos da Figura 46 concluimos que o tempo de espera aumenta consoante
aumenta a taxa de pressão e quanto maior for a taxa de serviço menos tempo o cliente espera
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Figura 46: Tempo médio de espera no sistema (Ws) em função da taxa de pressão (ρ), com
S = 10 e H = 30
no sistema. Observamos também que Ws converge. De facto,
lim
ρ→+∞
Ws = lim
ρ→+∞
Ls
Sρμ (H − Ls)
= lim
ρ→+∞
HP
n=0
nPn
Sρμ
µ
H −
HP
n=0
nPn
¶
= lim
ρ→+∞
SP
n=0
nPn +
HP
n=S+1
nPn
Sρμ
∙
H −
µ
SP
n=0
nPn +
HP
n=S+1
nPn
¶¸
= lim
ρ→+∞
P0
µ
SP
n=0
n H!(H−n)!
(Sρ)n
n! +
HP
n=S+1
n H!(H−n)!
SS
S! ρ
n
¶
Sρμ
∙
H − P0
µ
SP
n=0
n H!(H−n)!
(Sρ)n
n! +
HP
n=S+1
n H!(H−n)!
SS
S! ρ
n
¶¸
= lim
ρ→+∞
SP
n=0
n H!(H−n)!
(Sρ)n
n! +
HP
n=S+1
n H!(H−n)!
SS
S! ρ
n
Sρμ
∙
H
P0
−
µ
SP
n=0
n H!(H−n)!
(Sρ)n
n! +
HP
n=S+1
n H!(H−n)!
SS
S! ρ
n
¶¸
= lim
ρ→+∞
HH!S
S
S! ρ
H
Sρμ
∙
SP
n=0
(H − n) H!(H−n)!
(Sρ)n
n! +
H−1P
n=S+1
(H − n) H!(H−n)!
SS
S! ρ
n
¸
= lim
ρ→+∞
HH!S
S
S! ρ
H−1
Sμ
h
H!
1!
SS
S! ρ
H−1
i
=
H
Sμ
.
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De
Wq = Ws −
1
μ
=
Ls
Sρμ (H − Ls)
− 1
μ
,
supondo que S = 10, H = 30, obtemos os gráficos da Figura 47.
0.5 1
ρ
1
2
3
4
5
Wq
μ=50
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Figura 47: Tempo médio de espera na fila (Wq) em função da taxa de pressão (ρ), com
S = 10 e H = 30
O gráfico da Figura 47 difere pouco da Figura 46, pois neste gráfico não estamos a
contar com o tempo de espera que os clientes demoram a ser atendidos. Relativamente ao
comportamento de Wq quando ρ→ +∞, temos
lim
ρ→+∞
Wq = lim
ρ→+∞
∙
Ws −
1
μ
¸
=
H
Sμ
− 1
μ
=
H − S
Sμ
.
E, finalmente, o número médio de clientes na fila é dado por
Lq = Ls − ρS (H − Ls) ,
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e, quando ρ tende para +∞, obtemos
lim
ρ→+∞
Lq = lim
ρ→+∞
[Ls − ρS (H − Ls)] = H − S lim
ρ→+∞
ρ (H − Ls)
= H − S lim
ρ→+∞
ρ
Ã
H −
HX
n=0
nPn
!
= H − S lim
ρ→+∞
ρ
"
H − P0
Ã
SX
n=0
n
H!
(H − n)!
(Sρ)n
n!
+
HX
n=S+1
n
H!
(H − n)!
SS
S!
ρn
!#
= H − S lim
ρ→+∞
ρ
⎡
⎢⎢⎢⎣H −
SP
n=0
n H!(H−n)!
(Sρ)n
n! +
HP
n=S+1
n H!(H−n)!
SS
S! ρ
n
SP
n=0
H!
(H−n)!
(Sρ)n
n! +
HP
n=S+1
H!
(H−n)!
SS
S! ρ
n
⎤
⎥⎥⎥⎦
= H − S lim
ρ→+∞
ρ
⎡
⎢⎢⎢⎣
SP
n=0
(H − n) H!(H−n)!
(Sρ)n
n! +
H−1P
n=S+1
(H − n) H!(H−n)!
SS
S! ρ
n
H!
0!
SS
S! ρ
H
⎤
⎥⎥⎥⎦
= H − S lim
ρ→+∞
ρ
Ã
H!
1!
SS
S! ρ
H−1
H!SSS! ρ
H
!
= H − S.
Pode representar graficamente na Figura 48, supondo que S = 10, H = 30, Ls e Lq em
simultâneo.
0.5 1
ρ
10
20
30
Lq
Ls
Figura 48: Número médio de clientes no sistema (Ls) e na fila (Lq) em função da taxa de
pressão (ρ), com S = 10 e H = 30
Na Figura 48, observamos que o número de clientes aumenta consoante aumenta a taxa
de pressão sem nunca atingir H. De facto, como já foi visto, Ls converge para H, e Lq
converge para H − S.
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Podemos resumir estas características no seguinte quadro,
Probabilidade de ocorrência
do estado 0 P0 =
∙
SP
n=0
H!
(H−n)!
(Sρ)n
n! +
HP
n=S+1
H!
(H−n)!
SS
S! ρ
n
¸−1
Probabilidade de ocorrência
do estado n Pn =
⎧
⎪⎨
⎪⎩
H!
(H−n)!
(Sρ)n
n! P0, n = 1, ..., S
H!
(H−n)!
SS
S! ρ
nP0, n = S + 1, ...,H
0, n > H
Número médio de clientes
no sistema Ls =
HP
n=0
nPn
Comprimento médio da fila Lq = Ls − ρS (H − Ls)
Tempo médio de espera no
sistema
Ws = LsSρμ(H−Ls)
Tempo médio de espera na
fila
Wq = LsSρμ(H−Ls) −
1
μ
Taxa de pressão ρ = λSμ
Quadro 8: Sumário das características do modelo M/M/S/∞/H
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5 Outros modelos
Na teoria das filas de espera existem variadíssimos modelos, muitos deles já estão estudados,
mas ainda existem muitos a serem estudados, e há claro os modelos que ainda estão à espera
de ser “inventados” e estudados.
Aqui já estudamos os modelos em que as chegadas são distribuídas segundo um processo
de Poisson e o serviço de acordo com a distribuição exponencial.
Agora neste capítulo vamos tratar de alguns outros modelos que não seguem estas
condições e que, por tal razão, por vezes não vão ser tratados com tanto pormenor, dada a
sua complexidade.
5.1 Modelo M/Er/1
O modelo que se segue contém um só servidor, as chegadas têm distribuição de Poisson
com parâmetro λ e os tempos de serviço ocorrem com uma distribuição de Erlang-r com
parâmetros r e μ. Por exemplo, este modelo aplica-se no caso em que temos um trabalho que
tem de passar, etapa para etapa, através de uma série de r fases de produção independentes,
e cada etapa tem um tempo com distribuição exponencial com um parâmetro comum μ. A
análise do modelo M/Er/1não difere muito da do modelo M/M/1.
A taxa de ocupação é dada por ρ = λrμ e para que o sistema atinja o estado de equilíbrio
é necessário e suficiente que ρ < 1 (cf. [4] e [3]).
Este modelo pode ser representado pela Figura 49.
Figura 49: Modelo M/Er/1
Vamos tentar determinar Pn, a probabilidade de existirem n clientes no sistema, equiparando
a taxa de saída do estado n e a taxa de entrada no estado n:
⎧
⎨
⎩
P0λ = P1μ
Pn (λ+ μ) = Pn+1μ, n = 1, ..., r − 1
Pn (λ+ μ) = Pn−1λ+ Pn+1μ, n = r, ...
(32)
Seja P (z) a f.g.p. de Pn, ou seja
P (z) =
∞X
n=0
Pnzn,
com |z| ≤ 1.
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Se multiplicarmos as expressões (32) por zn, obtemos
⎧
⎨
⎩
P0λz0 = P1μz0
Pnzn (λ+ μ) = Pn+1znμ, n = 1, ..., r − 1
Pnzn (λ+ μ) = Pn−1znλ+ Pn+1znμ, n = r, ...
e, fazendo a adição de todos os estados n, obtemos
⎧
⎨
⎩
P0λz0 = P1μz0Pr−1
n=1 Pnz
n (λ+ μ) =
Pr−1
n=1 Pn+1z
nμP∞
n=r Pnz
n (λ+ μ) =
P∞
n=r Pn−1z
nλ+
P∞
n=r Pn+1z
nμ
.
Somando as expressões,
P0λz0+
r−1X
n=1
Pnzn (λ+ μ)+
∞X
n=r
Pnzn (λ+ μ) = P1μz0+
r−1X
n=1
Pn+1znμ+
∞X
n=r
Pn−1znλ+
∞X
n=r
Pn+1znμ
⇔
∞X
n=0
Pnzn (λ+ μ)− P0μ =
1
z
∞X
n=0
Pn+1zn+1μ+
∞X
n=r
Pn−1znλ
⇔ P (z) (λ+ μ)− P0μ =
μ
z
∞X
n=1
Pnzn +
∞X
n=0
Pnzn+rλ
⇔ P (z) (λ+ μ)− P0μ =
μ
z
Ã ∞X
n=0
Pnzn − P0z0
!
+ λzrP (z)
⇔ P (z) (λ+ μ)− P0μ =
μ
z
(P (z)− P0) + λzrP (z) .
Vamos agora escrever a expressão anterior em função de P (z)
P (z) (λ+ μ)− P0μ =
μ
z
(P (z)− P0) + λzrP (z)
⇔ P (z)λz + P (z)μz − P0μz = P (z)μ− P0μ+ λzr+1P (z)
⇔ P (z)
¡
λz + μz − μ− λzr+1
¢
= P0μ (z − 1)
⇔ P (z) = P0μ (z − 1)
λz + μ (z − 1)− λzr+1 =
P0μ
λz(1−zr)
z−1 + μ
=
P0μ
μ− λz 1−zr1−z
=
P0μ
μ− λz (1 + z + ...+ zr−1)
=
−P0μ/λ
z + ...+ zr − μ/λ.
Sejam z1, ..., zr os zeros de polinómio z + ... + zr − μ/λ e suponhamos que são todos
distintos. Temos então
P (z) =
−P0μ/λ
(z − z1) ... (z − zr)
=
−P0μ/λ
rQ
i=1
(z − zi)
.
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Decompondo P (z) na soma de fracção com denominador do tipo z − zk, obtemos
P (z) =
rX
k=1
Ak
z − zk
,
onde Ak =
−P0μ/λ
rQ
i=1, i6=k
(zk−zi)
.
Logo
P (z) =
rX
k=1
−P0μ/λ
rQ
i=1, i6=k
(zk − zi)
1
z − zk
.
Derivando temos
dnP (z)
dzn
=
rX
k=1
−P0μ/λ
rQ
i=1, i6=k
(zk − zi)
(−1)n n!
(z − zk)n+1
,
e tomando z = 0 vem
dnP (z)
dzn
¯¯¯¯
z=0
=
rX
k=1
P0μ/λ
rQ
i=1, i6=k
(zk − zi)
n!
zn+1k
.
Então temos que
P [X = n] =
1
n!
rX
k=1
P0μ/λ
rQ
i=1, i6=k
(zk − zi)
n!
zn+1k
=
rX
k=1
P0μ/λ
zk
rQ
i=1, i6=k
(zk − zi)
µ
1
zk
¶n
=
rX
k=1
ck
µ
1
zk
¶n
,
onde ck =
P0μ/λ
zk
rQ
i=1, i6=k
(zk−zi)
.
Vamos agora determinar P0. De
Pn =
rX
k=1
P0μ/λ
zk
rQ
i=1, i6=k
[zk (1− zi/zk)]
µ
1
zk
¶n
=
rX
k=1
P0μ/λ
zk zr−1k
rQ
i=1, i6=k
(1− zi/zk)
µ
1
zk
¶n
= P0
rX
k=1
μ/λ
zrk
rQ
i=1, i6=k
(1− zi/zk)
µ
1
zk
¶n
.
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e de
P∞
n=0 Pn = 1, temos que
∞X
n=0
P0
rX
k=1
μ/λ
zrk
rQ
i=1, i6=k
(1− zi/zk)
µ
1
zk
¶n
= 1,
assim temos que P0 é
P0 =
⎡
⎢⎢⎣
∞X
n=0
rX
k=1
μ/λ
zrk
rQ
i=1, i6=k
(1− zi/zk)
µ
1
zk
¶n⎤⎥⎥⎦
−1
.
Simplificando vem P0
P0 =
⎡
⎢⎢⎣
∞X
n=0
rX
k=1
μ/λ
zrk
rQ
i=1, i6=k
(1− zi/zk)
µ
1
zk
¶n⎤⎥⎥⎦
−1
=
⎡
⎢⎢⎣
rX
k=1
μ/λ
zrk
rQ
i=1, i6=k
(1− zi/zk)
∞X
n=0
µ
1
zk
¶n⎤⎥⎥⎦
−1
.
Se
¯¯¯
1
zk
¯¯¯
< 1,
P0 =
⎡
⎢⎢⎣
rX
k=1
μ/λ
zrk
rQ
i=1, i6=k
(1− zi/zk)
1
1− 1/zk
⎤
⎥⎥⎦
−1
=
⎡
⎢⎢⎣
rX
k=1
μ/λ
zr−1k
rQ
i=1, i6=k
(1− zi/zk)
1
zk − 1
⎤
⎥⎥⎦
−1
.
Temos, segundo [2], que o tempo médio esperado pelo cliente na fila é
Wq = Lq
r
μ
+ ρR (33)
onde R corresponde ao valor esperado do tempo residual (TR) do serviço do cliente que está
a ser servido, que pode ser determinado da seguinte forma
E [TR] =
rX
i=1
E [TR|etapa i]P [etapa i]
=
rX
i=1
r − (i− 1)
μ
1
r
=
1
rμ
(r + r − 1 + ...+ 2 + 1)
=
r + 1
2μ
.
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Substituindo R na expressão (33) temos
Wq = Lq
r
μ
+ ρ
r + 1
2μ
.
Usando a formula de Little,
Lq = λWq,
resulta que o tempo médio que um cliente tem de esperar na fila é
Wq = λWq
r
μ
+ ρ
r + 1
2μ
= ρWq + ρ
r + 1
2μ
⇔ Wq − ρWq = ρ
r + 1
2μ
⇔ Wq (1− ρ) = ρ
r + 1
2μ
⇔ Wq =
ρ (r + 1)
2μ (1− ρ) .
E assim também podemos determinar o número médio de clientes na fila
Lq = λWq = λ
ρ (r + 1)
2μ (1− ρ)
=
ρ2 (r + 1)
2r (1− ρ) .
E por último temos que o tempo médio que um cliente tem de esperar no sistema é a
soma do tempo médio de um cliente na fila com o tempo médio que demora a ser atendido,
ou seja,
Ws = Wq +
r
μ
=
ρ (r + 1)
2μ (1− ρ) +
r
μ
=
ρ (r + 1) + 2r (1− ρ)
2μ (1− ρ)
=
ρr + ρ+ 2r − 2rρ
2μ (1− ρ) =
ρ+ 2r − ρr
2μ (1− ρ)
=
ρ+ r (2− ρ)
2μ (1− ρ) .
Com o conhecimento do tempo médio de um cliente no sistema, é possível saber o número
médio de clientes no sistema, usando as fórmulas de Little,
Ls = λWs = λ
ρ+ r (2− ρ)
2μ (1− ρ)
= ρ
ρ+ r (2− ρ)
2r (1− ρ) .
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O seguinte quadro reúne as principais características do modelo M/Er/1,
Probabilidade de ocorrência
do estado 0 P0 =
⎡
⎢⎣
Pr
k=1
−μ/λ
zrk
rQ
i=1, i6=k
(1−zi/zk)
zk
zk−1
⎤
⎥⎦
−1
Probabilidade de ocorrência
do estado n
Pn = P0
Pr
k=1
−μ/λ
zrk
rQ
i=1, i6=k
(1−zi/zk)
³
1
zk
´n
Número médio de clientes
no sistema Ls = ρ
ρ+r(2−ρ)
2r(1−ρ)
Comprimento médio da fila Lq =
ρ2(r+1)
2r(1−ρ)
Tempo médio de espera no
sistema Ws =
ρ+r(2−ρ)
2μ(1−ρ)
Tempo médio de espera na
fila Wq =
ρ(r+1)
2μ(1−ρ)
Taxa de ocupação ρ = λrμ
Quadro 9: Sumário das características do modelo M/Er/1
5.2 Modelo M/G/1
Consideremos um sistema em que as chegadas formam um processo de Poisson com parâmetro
λ e o serviço tem uma distribuição generalizada. Suponhamos que os tempos de serviço são
iid com valor médio 1μ e variância σ
2. Denotemos por U o tempo de serviço para o n-ésimo
cliente e por G a respectiva função de distribuição cumulativa, isto é,
G (t) = P [U ≤ t] .
Suponhamos que
E [U ] =
1
μ
e que
var [U ] = σ2.
e considerando a transformada de Laplace de G:
eG (a) = E £e−aU¤ = ∞Z
t=0
e−atdG (t) .
Suponhamos ainda que existe apenas um servidor e os clientes são servidos de acordo
com a disciplina FCFS.
SejaXn o número de clientes no sistema imediatamente após a partida do n-ésimo cliente.
Temos que {Xn, n ≥ 0} é uma cadeia de Markov a tempo discreto.
Temos de verificar quais são as condições para que exista um estado de equilíbrio para
este modelo. Usando o facto de as probabilidades de transição serem dadas por:
P [Xn+1 = k|Xn = i] = pjk =
⎧
⎨
⎩
ak se j = 0, k ≥ 0
ak−j+1 se k ≥ j − 1 ≥ 0
0 se j ≥ 1, 0 ≤ k < j − 1
(34)
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onde ak é a probabilidade de chegarem k clientes durante o tempo de serviço, ou seja,
ak = P [“k clientes que surgem durante o tempo de serviço, U”] .
Conclui-se assim que a matriz de transição de {Xn}n∈N é dada por
P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a0 a1 a2 a3 . . .
a0 a1 a2 a3 . . .
0 a0 a1 a2 . . .
0 0 a0 a1 . . .
0 0 0 a0 . . .
. . . . .
. . . . .
. . . . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Devido ao facto das chegadas ocorrerem de acordo uma distribuição de Poisson com
parâmetro λ, e usando o Teorema da Probabilidade Total, temos que
ak =
+∞Z
0
P [“k clientes que surgem durante U”|U = t] fU (t) dt
=
+∞Z
0
e−λt
k!
(λt)k dG (t) , (35)
provando assim que a cadeia é irredutível e aperiódica.
Consideremos
rk = 1− a0 − ...− ak,
e
r = r0 + r1 + ... =
∞X
k=0
rk.
Prova-se que a cadeia de Markov é recorrente não-nula se e só se
r < 1.
De facto, a equação
Pn =
∞X
j=0
Pjpjn
= P0an +
n+1X
j=1
Pjan−j+1, n = 0, 1, ... (36)
tem solução se e só se r < 1.
Para cada n, adicionamos as equações para P0, ..., Pn, da equação (36), lado a lado.
Resulta
⎧
⎪⎪⎨
⎪⎪⎩
P0 = P0a0 + P1a0
P0 + P1 = P0a0 + P1a0 + P0a1 + P1a1 + P2a0
P0 + P1 + P2 = P0a0 + P1a0 + P0a1 + P1a1 + P2a0 + P0a2 + P1a2 + P2a1 + P3a0
...
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⇐⇒
⎧
⎪⎨
⎪⎩
P1a0 = P0 (1− a0)
P2a0 = P0 (1− a0 − a1) + P1 (1− a0 − a1)
P3a0 = P0 (1− a0 − a1 − a2) + P1 (1− a0 − a1 − a2) + P2 (1− a0 − a1)
...
⇐⇒
⎧
⎪⎨
⎪⎩
P1a0 = P0r0
P2a0 = P0r1 + P1r1
P3a0 = P0r2 + P1r2 + P2r1
...
. (37)
É claro que para qualquer P0 ≥ 0 fixo, este sistema de equações tem uma única solução
não-negativa. Assim, (36) tem uma solução não-negativa.
Somando todas as equações (37), notando que a a0 = 1 − r0 e que a r = r0 + r1 + ...,
temos
(1− r0)
∞X
n=1
Pn = P0r + (r − r0)
∞X
n=1
Pn. (38)
Se r < 1,
⇔ (1− r0 − r + r0)
∞X
n=1
Pn = P0r
⇔
∞X
n=1
Pn =
P0r
1− r <∞,
como sabemos que
∞X
n=0
Pn = 1,
temos
∞X
n=1
Pn =
∞X
n=0
Pn − P0
⇔ P0r
1− r = 1− P0
⇔ P0r = (1− P0) (1− r)
⇔ P0r = 1− r − P0 + P0r
⇔ P0 = 1− r. (39)
Portanto, se r < 1, todos os estados são recorrentes não-nulos aperiodicos.
Por outro lado, se r ≥ 1, temos de (38), que P0 = 0 (que implica P1 = P2 = ... = 0 ) ou
P0 > 0 e
P∞
n=1 Pn = ∞. Consequentemente, se r ≥ 1, os estados são não recorrentes não
nulos.
Multiplicando a expressão (36) por zn e fazendo o somatório para n = 0, 1, ..., obtemos
P (z) =
∞X
n=0
Pnzn =
∞X
n=0
znP0an +
∞X
n=0
zn
n+1X
j=1
Pjan−j+1
= P0
∞X
n=0
anzn +
∞X
j=1
Pjzj−1
∞X
n=j−1
an−j+1zn−j+1. (40)
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Usando (35) temos que
∞X
n=0
anzn =
∞X
n=0
∙Z +∞
0
e−λt
n!
(λt)n dG (t)
¸
zn
=
Z +∞
0
e−λt
∞X
n=0
(λtz)n
n!
dG (t)
=
Z +∞
0
e−λteλtzdG (t) =
Z +∞
0
e−λt(1−z)dG (t)
= eG (λ (1− z)) .
Relativamente ao segundo somatório,
∞X
j=1
Pjzj−1 =
1
z
⎛
⎝
∞X
j=1
Pjzj + P0z0 − P0z0
⎞
⎠
=
1
z
⎛
⎝
∞X
j=0
Pjzj − P0
⎞
⎠
=
1
z
(P (z)− P0) .
Fazendo uma mudança de variável no terceiro somatório de (40) temos
∞X
n=j−1
an−j+1zn−j+1 =
∞X
n=0
anzn.
Assim já podemos simplificar a expressão de P (z) dada por (40)
P (z) = P0 eG (λ (1− z)) + P (z)− P0z eG (λ (1− z)) .
Resolvendo em função de P (z), temos
P (z) =
zP0 eG (λ− λz) + P (z) eG (λ− λz)− P0 eG (λ− λz)
z
⇔ zP (z)− P (z) eG (λ− λz) = zP0 eG (λ− λz)− P0 eG (λ− λz)
⇔ P (z)
³ eG (λ− λz)− z´ = P0 eG (λ− λz) (1− z)
⇔ P (z) = P0
eG (λ− λz) (1− z)eG (λ− λz)− z .
De (39) sabemos que
P0 = 1− r.
Logo
Pn =
P (n) (0)
n!
,
com
P (z) =
(1− r) (1− z) eG (λ− λz)eG (λ− λz)− z . (41)
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A expressão anterior é uma das formas da equação de transformação de Pollaczek-
Khinchin (cf. [41]).
Se |z| < 1,
d
dz
P (z)
¯¯¯¯
z=1
=
∞X
n=0
nPnzn−1
¯¯¯¯
¯
z=1
=
∞X
n=0
nPn = Ls
donde resulta que
d
dz
P (z)
¯¯¯¯
z=1
=
d
dz
(1− r) eG (λ− λz) (1− z)eG (λ− λz)− z
¯¯¯¯
¯
z=1
,
i.e.,
d
dzP (z)|z=1
1−r =
[ hG(λ−λz)−z] ddz [ hG(λ−λz)(1−z)]−[ hG(λ−λz)(1−z)] ddz [ hG(λ−λz)−z]
[ hG(λ−λz)−z]2
¯¯¯¯
z=1
.
Seja g (z) = eG (λ− λz). Temos
d
dzP (z)
¯¯
z=1
1− r = limz→1
[g (z)− z]
£
(1− z) ddz g (z)− g (z)
¤
− [g (z) (1− z)]
£ d
dz g (z)− 1
¤
[g (z)− z]2
= lim
z→1
[g (z)− z] (1− z) ddz g (z)− g2 (z)− [g (z) (1− z)]
d
dz g (z) + g (z)
[g (z)− z]2
= lim
z→1
(−z) (1− z) ddz g (z)− g2 (z) + g (z)
[g (z)− z]2
.
Ora,
g (z)|z=1 = eG (λ− λz)¯¯¯z=1 = eG (0)¯¯¯z=1 = 1
e, consequentemente, o cálculo acima de limz→1 ddzP (z) leva-nos a uma indeterminação do
tipo 00 . Usando da regra de L’Hôpital temos
lim
z→1
d
dz
P (z) = (1− r) lim
z→1
(2z − 1) ddz g (z) +
¡
z2 − z
¢ d2
dz2 g (z)− 2g (z)
d
dz g (z) +
d
dz g (z)
2 [g (z)− z]
£ d
dz g (z)− 1
¤
= (1− r) lim
z→1
2z ddz g (z) +
¡
z2 − z
¢ d2
dz2 g (z)− 2g (z)
d
dz g (z)
2 [g (z)− z]
£ d
dz g (z)− 1
¤
= (1− r) lim
z→1
2 [z − g (z)] ddz g (z) + z (z − 1)
d2
dz2 g (z)
2 [g (z)− z]
£ d
dz g (z)− 1
¤
= (1− r) lim
z→1
(
d
dz g (z)£
1− ddz g (z)
¤ + ¡z2 − z¢ d2dz2 g (z)
2 [g (z)− z]
£ d
dz g (z)− 1
¤) .
De
d
dz
eG (z) = d
dz
⎡
⎣
∞Z
0
e−ztdG (t)
⎤
⎦ =
∞Z
0
(−t) e−ztdG (t)
resulta
d
dz
g (z) = λ
∞Z
0
te−(λ−λz)tdG (t)⇒ d
dz
g (z)
¯¯¯¯
z=1
= λ
∞Z
0
tdG (t) = λE [U ] =
λ
μ
,
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lim
z→1
d
dz g (z)£
1− ddz g (z)
¤ = λμ
1− λμ
=
λ
μ− λ
e
d2
dz2
g (z) =
d
dz
∙
d
dz
eG (λ− λz)¸
=
d
dz
λ
∞Z
0
te−(λ−λz)tdG (t) = λ2
∞Z
0
t2e−(λ−λz)tdG (t)
⇒ d
2
dz2
eG (λ− λz)¯¯¯¯
z=1
= λ2
∞Z
0
t2dG (t) = λ2E
£
U2
¤
.
Ora,
lim
z→1
¡
z2 − z
¢ d2
dz2 g (z)
2 [g (z)− z]
£ d
dz g (z)− 1
¤ = lim
z→1
(2z − 1) d2dz2 g (z) +
¡
z2 − z
¢ d3
dz3 g (z)
2
£ d
dz g (z)− 1
¤ £ d
dz g (z)− 1
¤
+ 2 [g (z)− z]
£ d2
dz2 g (z)− 1
¤
=
λ2E
£
U2
¤
2
³
λ
μ − 1
´2 .
Substituindo em limz→1 ddzP (z) obtemos
Ls = lim
z→1
d
dz
P (z) = (1− r) lim
z→1
(
d
dz g (z)£
1− ddz g (z)
¤ + ¡z2 − z¢ d2dz2 g (z)
2 [g (z)− z]
£ d
dz g (z)− 1
¤)
= (1− r)
⎡
⎢⎣ λμ− λ +
λ2E
£
U2
¤
2
³
λ
μ − 1
´2
⎤
⎥⎦ = (1− r)
"
ρ
1
1− ρ +
λ2E
£
U2
¤
2 (1− ρ)2
#
=
1− r
1− ρ
"
ρ+
λ2E
£
U2
¤
2 (1− ρ)
#
.
Considerando E
£
U2
¤
= σ2 + (E [U ])2 = σ2 + 1μ2 temos
Ls =
1− r
1− ρ
⎡
⎣ρ+
λ2
³
σ2 + 1μ2
´
2 (1− ρ)
⎤
⎦ = 1− r
1− ρ
"
ρ+
λ2σ2 + λ
2
μ2
2 (1− ρ)
#
=
1− r
1− ρ
∙
ρ+
λ2σ2 + ρ2
2 (1− ρ)
¸
=
1− r
1− ρ
∙
2ρ (1− ρ) + λ2σ2 + ρ2
2 (1− ρ)
¸
=
1− r
1− ρ
∙
2ρ− 2ρ2 + λ2σ2 + ρ2
2 (1− ρ)
¸
=
1− r
1− ρ
∙
2ρ− ρ2 + λ2σ2
2 (1− ρ)
¸
. (42)
Usando a fórmula de Little obtemos
Ws =
Ls
λ
=
1− r
1− ρ
∙
2ρ− ρ2 + λ2σ2
2λ (1− ρ)
¸
, (43)
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de onde resulta que
Wq = Ws −
1
μ
=
1− r
1− ρ
∙
2ρ− ρ2 + λ2σ2
2λ (1− ρ)
¸
− ρ
λ
=
(1− r)
¡
2ρ− ρ2 + λ2σ2
¢
− 2ρ (1− ρ)2
2λ (1− ρ)2
=
2ρ− 2ρr − ρ2 + ρ2r + λ2σ2 − λ2σ2r − 2ρ (1− ρ)2
2λ (1− ρ)2
=
2ρ (1− r)− ρ2 (1− r) + λ2σ2 (1− r)− 2ρ (1− ρ)2
2λ (1− ρ)2
=
¡
2ρ− ρ2 + λ2σ2
¢
(1− r)− 2ρ (1− ρ)2
2λ (1− ρ)2
(44)
e que
Lq = λWq = λ
¡
2ρ− ρ2 + λ2σ2
¢
(1− r)− 2ρ (1− ρ)2
2λ (1− ρ)2
=
¡
2ρ− ρ2 + λ2σ2
¢
(1− r)− 2ρ (1− ρ)2
2 (1− ρ)2
. (45)
Podemos verificar que substituindo a variância σ2 por 1μ2 , que é o que acontece quando
o tempo de serviço é Exponencial(μ), o número médio de clientes no sistema ou na fila, e
o tempo médio de espera de um cliente no sistema ou na fila correspondem aos do modelo
M/M/1.
De facto, de (35) temos que
ak =
+∞Z
0
e−λt
k!
(λt)k dG (t) (46)
e, quando o serviço é exponencial
G (t) =
¡
1− e−μt
¢
I(0,+∞) (t) .
Substituindo G (t) em (46) temos
ak =
+∞Z
0
e−λt
k!
(λt)k μe−μtdt
=
μ
k!
+∞Z
0
e−(λ+μ)t (λt)k dt.
Fazendo a mudança de variável
v = (λ+ μ) t⇒ t = v
λ+ μ
⇒ dt = 1
λ+ μ
dv,
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obtemos
ak =
μ
k!
+∞Z
0
e−vλk
µ
v
λ+ μ
¶k
1
λ+ μ
dv
=
μ
k!
µ
1
λ+ μ
¶k+1
λk
+∞Z
0
e−vvkdv
=
μ
k!
µ
1
λ+ μ
¶k+1
λkΓ (k + 1)
=
μ
k!
1
λ+ μ
µ
λ
λ+ μ
¶k
k!
=
μ
λ+ μ
µ
λ
λ+ μ
¶k
.
Temos então que
r =
∞X
k=0
rk =
∞X
k=0
Ã
1−
∞X
i=0
ai
!
=
∞X
k=0
∞X
i=k+1
ai
=
∞X
k=0
∞X
i=k+1
μ
λ+ μ
µ
λ
λ+ μ
¶i
=
μ
λ+ μ
∞X
k=0
µ
λ
λ+ μ
¶k+1
1
1− λλ+μ
=
μ
λ+ μ
λ+ μ
λ+ μ− λ
∞X
k=0
µ
λ
λ+ μ
¶k+1
=
λ
λ+ μ
1
1− λλ+μ
=
λ
λ+ μ
λ+ μ
μ
=
λ
μ
= ρ.
Substituindo em (44), (43), (42) e em (45) σ2 por 1μ2 e r por ρ, obtemos o número médio
de clientes no sistema ou na fila, e o tempo médio de espera de um cliente no sistema ou na
fila do modelo M/M/1:
Wq =
³
2ρ− ρ2 + λ2 1μ2
´
(1− ρ)− 2ρ (1− ρ)2
2λ (1− ρ)2
=
2ρ− ρ2 + ρ2 − 2ρ (1− ρ)
2λ (1− ρ) =
2ρ− 2ρ+ 2ρ2
2λ (1− ρ)
=
ρ2
λ (1− ρ) =
ρ2
ρμ (1− ρ)
=
ρ
μ (1− ρ) ,
Ws =
2ρ− ρ2 + λ2 1μ2
2λ (1− ρ) =
ρ
λ (1− ρ)
=
1
μ (1− ρ) ,
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Ls =
2ρ− ρ2 + λ2 1μ2
2 (1− ρ)
=
ρ
1− ρ,
e, finalmente,
Lq =
³
2ρ− ρ2 + λ2 1μ2
´
(1− ρ)− 2ρ (1− ρ)2
2 (1− ρ)2
=
2ρ− 2ρ+ 2ρ2
2 (1− ρ)
=
ρ2
1− ρ.
O seguinte quadro reúne as principais características do modelo M/G/1:
Probabilidade de ocorrência
do estado 0 P0 = 1− r
Probabilidade de ocorrência
do estado n Pn =
P (n)(0)
n! , P dado por (41).
Número médio de clientes
no sistema Ls =
1−r
1−ρ
h
2ρ−ρ2+λ2σ2
2(1−ρ)
i
Comprimento médio da fila Lq =
(2ρ−ρ2+λ2σ2)(1−r)−2ρ(1−ρ)2
2(1−ρ)2
Tempo médio de espera no
sistema Ws =
1−r
1−ρ
h
2ρ−ρ2+λ2σ2
2λ(1−ρ)
i
Tempo médio de espera na
fila Wq =
(2ρ−ρ2+λ2σ2)(1−r)−2ρ(1−ρ)2
2λ(1−ρ)2
Taxa de ocupação ρ = λμ
Quadro 10: Sumário das características do modelo M/G/1
5.3 Modelo M/G/∞
Embora este modelo seja uma extensão do modeloM/M/∞, os resultados são idênticos, pois
os resultados do modeloM/M/∞ são independentes da distribuição do tempo de serviço. A
probabilidade de existirem n clientes no sistema ao longo do tempo é, tendo em conta que
ρ = λμ ,
Pn =
ρn
n!
e−ρ, n ≥ 0.
O comprimento médio da fila, Lq, e do sistema, Ls, o tempo de espera médio da fila,
Wq, e do sistema, Ws, correspondem assim ao do modelo M/M/∞, ou seja,
Ls = ρ,
Ws =
1
μ
,
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Lq =Wq = 0.
O seguinte quadro contém as principais características do modelo M/G/∞,
Probabilidade de ocorrência
do estado 0 P0 = e
−ρ
Probabilidade de ocorrência
do estado n Pn =
ρn
n! e
−ρ
Número médio de clientes
no sistema Ls = ρ
Comprimento médio da fila Lq = 0
Tempo médio de espera no
sistema
Ws = 1μ
Tempo médio de espera na
fila Wq = 0
Taxa de ocupação ρ = λμ
Quadro 11: Sumário das características do modelo M/G/∞
5.4 Modelo M/G/S/S
Este modelo corresponde a um sistema onde as chegadas dos clientes ocorrem de acordo com
um processo de Poisson commédia 1λ e o serviço de acordo com uma distribuição generalizada
com média 1μ .
Supomos que existem S servidores e que não existe espaço para espera. Os resultados
são idênticos aos resultados do modelo M/M/S/S. De facto, a fórmula de perda de Erlang
foi desenvolvida inicialmente para este modelo, M/G/S/S (cf. [35]).
Para 0 ≤ n ≤ S a probabilidade de existirem n clientes no sistema quando este está em
equilíbrio é
Pn =
(Sρ)n /n!
SP
k=0
(Sρ)k /k!
.
A partida do processo é a fila com o processo de Poisson com parâmetro (1− PS)λ, ou
seja, λ0 = (1− PS)λ, o número médio de clientes no sistema é
Ls = Sρ (1− PS)
e o tempo de espera médio de um cliente no sistema é
Ws =
Ls
λ0
=
Sρ (1− PS)
(1− PS)λ
=
1
μ
.
E, obviamente, o número médio de clientes na fila e o tempo médio de cliente à espera
na fila é zero, ou seja,
Lq =Wq = 0.
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O seguinte quadro reúne as principais características do modelo M/G/S/S,
Probabilidade de ocorrência
do estado 0 P0 =
∙
SP
k=0
(Sρ)k /k!
¸−1
Probabilidade de ocorrência
do estado n
Pn =
(Sρ)n/n!
S
k=0
(Sρ)k/k!
Número médio de clientes
no sistema Ls = Sρ (1− PS)
Comprimento médio da fila Lq = 0
Tempo médio de espera no
sistema
Ws = 1μ
Tempo médio de espera na
fila Wq = 0
Taxa de ocupação ρ = λSμ
Quadro 12: Sumário das características do modelo M/G/S/S
5.5 Modelo G/M/1
A fila G/M/1 , é digamos, o par da filaM/G/1 onde as chegadas ocorrem de acordo com um
processo geral, mas os tempos de serviço têm uma distribuição exponencial. Consideremos o
sistema onde o tempo entre as chegadas tem uma distribuição genérica e o tempo de serviço
tem uma distribuição exponencial com valor médio 1μ . Supomos ainda que o tempo entre
as chegadas são iid com uma função de distribuição cumulativa G e valor médio 1λ e que
a sequência entre chegadas e os tempos de serviço são independentes. Temos que An é o
instante da chegada do n-ésimo cliente (n ≥ 1).
G (t) =
½
P [An+1 −An ≤ t] , se t > 0
0, se t = 0
e
E [An+1 −An] =
∞Z
0
t dG (t) =
1
λ
.
Este modelo tem somente 1 servidor e os clientes seguem uma disciplina FCFS.
Novamente, denotemos a transformada de Laplace de G por
eG (a) = E he−a(An+1−An)i = ∞Z
0
e−atdG (t) .
Seja Xn o número de clientes no sistema após o n-ésimo cliente chegar ao sistema,
{Xn, n ≥ 0}. Se Dk+1 for o número de clientes que são servidos entre a chegada do k-ésimo
cliente e do k + 1-ésimo cliente, então
Xn+1 = Xn + 1−Dn+1.
Comecemos por verificar quais são as condições para que exista um estado de equilíbrio
neste modelo. Usando o facto de as probabilidades de transição serem dadas por
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pjk =
½
P [Xn+1 = k|Xn = j] , se k ≤ j + 1
0, se k > j + 1
=
½
P [Xn + 1−Dn+1 = k|Xn = j] , se k ≤ j + 1
0, se k > j + 1
=
½
P [j + 1−Dn+1 = k|Xn = j] , se k ≤ j + 1
0, se k > j + 1
=
½
P [Dn+1 = j + 1− k|Xn = j] , se k ≤ j + 1
0, se k > j + 1 .
e as igualdades
Pk =
∞X
j=0
Pjpjk, k = 0, 1, ... (47)
e
∞X
k=0
Pk = 1,
é possível mostrar que a condição para que o sistema esteja estabilizado é que ρ = λμ < 1 (a
prova é análoga à da fila M/G/1).
Seja
bn = P
∙
ocorrer n partidas num intervalo de tempo entre chegadas |
| servidor está ocupado durante o tempo entre as chegadas
¸
= P [Dk+1 = n| o servidor estar ocupado entre as chegadas] .
A matriz de transição de {Xn}n∈N é então dada por
P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p00 b0 0 0 . . .
p10 b1 b0 0 . . .
p20 b2 b1 b0 . . .
p30 b3 b2 b1 . . .
p40 b4 b3 b2 . . .
. . . . .
. . . . .
. . . . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Temos
bn =
∞Z
0
(μx)n
n!
e−μxdG (x) , n = 0.1....
e
∞X
n=0
bnzn =
∞Z
0
e−μx(1−z)dG (x) = eG (μ (1− z)) .
5.5 Modelo G/M/1 97
De (47) temos que
Pn =
∞X
k=0
Pkpkn =
∞X
k=n−1
Pkpkn
=
∞X
k=0
Pk+n−1pk+n−1,n
=
∞X
k=0
bkPk+n−1, n = 1, 2, ...
Quando n = 0,
P0 =
∞X
j=0
Pjpj0 =
∞X
j=1
Pj
Ã
1−
∞X
k=0
bk
!
=
∞X
j=1
Pj
∞X
k=j+1
bk.
Se procurarmos solução da forma
Pn = σn, n = 0, 1, 2, ...
resulta
σn =
∞X
k=0
bkσk+n−1 ⇒ σ =
∞X
k=0
bkσk ⇒
⇒ σ = eG (μ (1− σ)) .
Supondo ρ < 1, existe sempre uma única solução real para σ = eG (μ (1− σ)) no intervalo
de 0 < σ < 1, pois a função f (σ) = eG (μ (1− σ)) tem derivada crescente em (0, 1) , f (0) > 0
e f 0 (1) > 1, desde que ρ < 1.
A solução será então dada por
Pn = cσn
onde σ é a única raiz de σ = eG (μ (1− σ)) e c é uma constante de normalização cujo valor
é facilmente retirado da igualdade
P∞
n=0 Pn = 1 :
∞X
n=0
Pn = 1⇒
∞X
n=0
cσn = 1
⇒ c = 1P∞
n=0 σn
= 1− σ.
Conclui-se assim que, quando o sistema está em situação de equilíbrio, o número de
clientes no sistema tem distribuição Geométrica(σ) :
Pn = (1− σ)σn, n = 0, 1, 2, ...
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O tempo médio que um cliente espera no sistema é
Ws =
1
μ
La +
1
μ
onde La é uma v.a. que indica o número médio de clientes no sistema encontrados no acto
da chegada.
De
La =
∞X
n=0
nPn =
∞X
n=0
n (1− σ)σn
=
σ
1− σ
resulta
Ws =
1
μ
σ
1− σ +
1
μ
=
σ + 1− σ
μ (1− σ)
=
1
μ (1− σ) . (48)
Usando as fórmulas de Little, obtemos o número médio de clientes no sistema:
Ls = λWs = λ
1
μ (1− σ)
=
ρ
1− σ , (49)
o número médio de clientes na fila,
Lq = Ls − ρ =
ρ
1− σ − ρ
=
ρσ
1− σ (50)
e o tempo médio que um cliente espera na fila
Wq = Ws −
1
μ
=
1
μ (1− σ) −
1
μ
=
σ
μ (1− σ) . (51)
Quando as chegadas ocorrem através de um processo de Poisson obtemos o modelo
M/M/1. Neste caso a solução da equação σ = eG (μ (1− σ)) é dada por
σ = eG (μ (1− σ)) = Z ∞
0
e−μ(1−σ)tdG (t)
=
Z ∞
0
e−μ(1−σ)tλe−λtdt = λ
Z ∞
0
e−[μ(1−σ)+λ]tdt
= λ
e−[μ(1−σ)+λ]t
− [μ (1− σ) + λ]
¯¯¯¯∞
o
= λ
½
0− 1− [μ (1− σ) + λ]
¾
=
λ
μ− σμ+ λ.
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Ora
σ =
λ
μ− σμ+ λ ⇔ σ (μ− σμ+ λ) = λ
⇔ σμ− σ2μ+ σλ− λ = 0
⇔ σμ (1− σ) + λ (σ − 1) = 0
⇔ (1− σ) (σμ− λ) = 0
⇔ 1− σ = 0 ∨ σμ− λ = 0
⇔ σ = 1 ∨ σ = λ
μ
= ρ.
Visto que 0 < σ < 1, σ não pode ser igual a 1, por isso resta-nos que σ = ρ. Substituindo
σ por ρ no número médio de clientes no sistema, (49), e na fila, (50), e no tempo médio de
um cliente no sistema, (48), e na fila, (51), do modelo M/M/1 é
Ls =
ρ
1− ρ,
Lq =
ρ2
1− ρ,
Ws =
1
μ (1− ρ) ,
Wq =
ρ
μ (1− ρ) .
O seguinte quadro reúne as principais características do modelo G/M/1,
Probabilidade de ocorrência
do estado 0 P0 = 1− σ
Probabilidade de ocorrência
do estado n Pn = (1− σ)σ
n
Número médio de clientes
no sistema
Ls = ρ1−σ
Comprimento médio da fila Lq = ρσ1−σ
Tempo médio de espera no
sistema
Ws = 1μ(1−σ)
Tempo médio de espera na
fila
Wq = σμ(1−σ)
Taxa de ocupação ρ = λμ
Quadro 13: Sumário das características do modelo G/M/1
5.6 Modelo G/G/1
O sistema do modelo G/G/1 é composto de um único servidor com distribuição entre
chegadas e tempos de serviço genéricos, e independentes.
Sejam O a variável que representa o tempo entre as chegadas, com média 1λ e com va-
riância σ2O e U a variável que representa o tempo de serviço, com média
1
μ e variância σ
2
U .
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Para este caso não existem resultados exactos, como nos casos anteriores, dada a com-
plexidade do modelo, mas é possível encontrar valores aproximados para o número médio
de clientes no sistema, Ls, na fila, Lq, e para o tempo médio de espera de um cliente no
sistema, Ws e na fila, Wq.
Segundo Marchal [29] e Marshall [30], quando o sistema se encontra em equilíbrio, o
tempo médio de espera de um cliente na fila é limitado da seguinte forma
ρ2
¡
1 +C2U
¢
− 2ρ
2λ (1− ρ) ≤Wq ≤
λ
¡
σ2O + σ
2
U
¢
2 (1− ρ) ,
isto é,
ρ
¡
1 +C2U
¢
− 2
2μ (1− ρ) ≤Wq ≤
ρμ
¡
σ2O + σ
2
U
¢
2 (1− ρ) , (52)
onde CU = σUμ e ρ = λμ . A condição para que exista a estabilidade é ρ < 1.
O limite inferior de (52) não é muito bom, devido ao facto de tomar valores negativos na
grande maioria dos casos, a menos que CU seja maior que 1, isto é, que o serviço seja “mais
aleatório” do que a exponencial que tem CU = 1. De facto, para que o limite inferior seja
maior do que zero é necessário que
ρ2
¡
1 +C2U
¢
− 2ρ
2λ (1− ρ) > 0⇒ ρ
2
¡
1 +C2U
¢
− 2ρ > 0
⇒ ρ
¡
1 +C2U
¢
> 2⇒ 1 +C2U >
2
ρ
⇒ C2U >
2
ρ
− 1.
Como
0 < ρ < 1⇒ 1
ρ
> 1⇒ 2
ρ
> 2
vem
C2U > 2− 1
C2U > 1⇒ CU > 1.
Usando as fórmulas de Little é possível encontrar valores que limitam Lq, Ws e Ls.
Relativamente ao número médio de clientes na fila sabemos que
Lq = λWq
logo
ρ2
¡
1 +C2U
¢
− 2ρ
2 (1− ρ) ≤ Lq ≤
(ρμ)2
¡
σ2O + σ
2
U
¢
2 (1− ρ) .
Quanto ao tempo médio de espera de um cliente no sistema, de
Ws =Wq +
1
μ
resulta que
ρ
¡
1 +C2U
¢
− 2
2μ (1− ρ) +
1
μ
≤Ws ≤
ρμ
¡
σ2O + σ
2
U
¢
2 (1− ρ) +
1
μ
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⇔
ρ
¡
1 + C2U
¢
− 2 + 2 (1− ρ)
2μ (1− ρ) ≤Ws ≤
ρμ2
¡
σ2O + σ
2
U
¢
+ 2 (1− ρ)
2μ (1− ρ)
⇔
ρ
¡
C2U − 1
¢
2μ (1− ρ) ≤Ws ≤
ρμ2
¡
σ2O + σ
2
U
¢
+ 2 (1− ρ)
2μ (1− ρ) .
Finalmente, o número médio de clientes no sistema é
Ls = λWs,
logo
ρ2
¡
C2U − 1
¢
2 (1− ρ) ≤ Ls ≤
(ρμ)2
¡
σ2O + σ
2
U
¢
+ 2 (1− ρ)
2 (1− ρ) .
Marshall [30] determinou um limite mais apertado para uma subclasse deste modelo,
uma subclasse que engloba a maioria dos casos que se pode encontrar na prática. Esta
subclasse engloba os sistemas que satisfazem a seguinte relação, que para todos os valores
constantes t0 ≥ 0,
E [X − t0|X > t0] ≤ 1λ (53)
ou seja, se soubermos que o tempo entre as chegadas demorou mais do que t0, então a
duração prevista do tempo restante X − t0 é menor ou igual a 1λ .
Quando a condição (53) é satisfeita, temos:
B − 1 + ρ
2λ
≤Wq ≤ B,
onde B é o limite superior de (52), ou seja,
B =
λ
¡
σ2O + σ
2
U
¢
2 (1− ρ) . (54)
Usamos agora as relações de Little, para o número médio de clientes no sistema, Ls, na
fila, Lq, e o tempo médio esperado pelo cliente no sistema, Ws. Como
Lq = λWq
vem
λB − 1 + ρ
2
≤ Lq ≤ λB. (55)
De
Ws =Wq +
1
μ
resulta
B +
1
μ
− 1 + ρ
2λ
≤Ws ≤ B +
1
μ
.
E, finalmente
Ls = λWs
logo
λB + ρ− 1 + ρ
2
≤ Ls ≤ λB + ρ.
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Estes limites são muito bons. De facto utilizando (55) e tendo em conta que 0 < ρ < 1
obtemos que
1 < 1 + ρ < 2⇒ 1
2
<
1 + ρ
2
< 1,
ou seja, a diferença entre o limite inferior ao limite superior está sempre entre 12 e 1. Isto
implica que é possível determinar no número médio de clientes na fila com uma diferença
de, no máximo, 1 cliente, dependendo de ρ.
Quando consideramos a v.a. exponencial na expressão (53) temos uma igualdade. De
facto, se X b Exponencial (λ) (como nos modelos M/M/1 e M/G/1) sabemos de (2) que
X − t0|X > t0 d= X
e, consequentemente,
E [X − t0|X > t0] = E [X] = 1λ.
Existe um outro resultado, habitualmente designado por “aproximação de tráfego pe-
sado” (cf. [23]) que nos dá uma aproximação dos valores anteriores quando os valores de ρ
estão muito próximos de 1.
Este resultado indica que quando ρ ≈ 1, a distribuição no estado de equilíbrio do tempo
médio que um cliente espera na fila é aproximado a uma distribuição exponencial com valor
médio
Wq ≈
λ
¡
σ2O + σ
2
U
¢
2 (1− ρ) .
Esta expressão é idêntica ao limite superior da expressão (52), mostrando assim que o
limite superior melhora quando ρ ≈ 1.
Neste caso o número médio de clientes na fila é, aproximadamente,
Lq = λWq
≈
λ2
¡
σ2O + σ
2
U
¢
2 (1− ρ) ,
o tempo médio de espera de um cliente no sistema é, aproximadamente,
Ws = Wq +
1
μ
≈
λ
¡
σ2O + σ
2
U
¢
2 (1− ρ) +
1
μ
=
λ
¡
σ2O + σ
2
U
¢
2 (1− ρ) +
ρ
λ
=
λ2
¡
σ2O + σ
2
U
¢
+ 2ρ (1− ρ)
2λ (1− ρ) ,
e o número médio de clientes no sistema é, aproximadamente,
Ls = λWs
≈
λ2
¡
σ2O + σ
2
U
¢
+ 2ρ (1− ρ)
2 (1− ρ) .
5.7 Modelo G/G/S 103
O seguinte quadro reúne as principais características do modelo G/G/1,
Número médio de clientes
no sistema λB + ρ−
1+ρ
2 ≤ Ls ≤ λB + ρ, B dado por (54)
Comprimento médio da fila λB − 1+ρ2 ≤ Lq ≤ λB, B dado por (54)
Tempo médio de espera no
sistema
B + 1μ −
1+ρ
2λ ≤Ws ≤ B +
1
μ , B dado por (54)
Tempo médio de espera na
fila B −
1+ρ
2λ ≤Wq ≤ B, B dado por (54)
Número médio de clientes
no sistema com ρ ≈ 1 Ls ≈
λ2(σ2O+σ2U)+2ρ(1−ρ)
2(1−ρ)
Comprimento médio da fila
com ρ ≈ 1 Lq ≈
λ2(σ2O+σ2U)
2(1−ρ)
Tempo médio de espera no
sistema com ρ ≈ 1 Ws ≈
λ2(σ2O+σ2U)+2ρ(1−ρ)
2λ(1−ρ)
Tempo médio de espera na
fila com ρ ≈ 1 Wq ≈
λ(σ2O+σ2U)
2(1−ρ)
Taxa de ocupação ρ = λμ
Quadro 14: Sumário das características do modelo G/G/1
5.7 Modelo G/G/S
Por último, vamos analisar o modelo G/G/S que é idêntico ao modelo anterior, G/G/1, com
a única diferença que contém S servidores em vez de um.
Brumelle [10] mostrou que
Wq G/G/1 −
(S − 1)μE
£
U2
¤
2S
≤Wq ≤
h
σ2O +
1
Sσ
2
U +
S−1
(Sμ)2
i
λ
2 (1− ρ)
isto é,
Wq G/G/1 −
(S − 1)μE
£
U2
¤
2S
≤Wq ≤
λσ2O + μρσ
2
U + ρ
S−1
Sμ
2 (1− ρ)
onde ρ = λSμ , σ
2
U é a variância da taxa de serviço, σ
2
O é a variância da taxa de chegada,
E
£
U2
¤
é o segundo momento do tempo de serviço para cada um dos S servidores eWq G/G/1
é o tempo médio que um cliente espera na fila no modelo G/G/1.
Usando as fórmulas de Little, obtemos o número médio de clientes na fila. De
Lq = λWq
vem
λWq G/G/1 − λ
(S − 1)μE
£
U2
¤
2S
≤ Lq ≤ λ
λσ2O + μρσ
2
U + ρ
S−1
Sμ
2 (1− ρ)
⇔ Lq G/G/1 − λ
(S − 1)μE
£
U2
¤
2S
≤ Lq ≤
λ2σ2O + μλρσ
2
U + ρ
2 (S − 1)
2 (1− ρ) .
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O tempo médio de espera de um cliente no sistema é
Ws =Wq +
1
μ
logo
Wq G/G/1 −
(S − 1)μE
£
U2
¤
2S
+
1
μ
≤Ws ≤
λσ2O + μρσ
2
U + ρ
S−1
Sμ
2 (1− ρ) +
1
μ
⇔Ws G/G/1 −
(S − 1)μE
£
U2
¤
2S
≤Ws ≤
λσ2O + μρσ
2
U + ρ
S−1
Sμ
2 (1− ρ) +
1
μ
.
O número médio de clientes na fila é
Ls = λWs
logo
λWs G/G/1 − λ
(S − 1)μE
£
U2
¤
2S
≤ Ls ≤ λ
λσ2O + μρσ
2
U + ρ
S−1
Sμ
2 (1− ρ) + λ
1
μ
⇔ Ls G/G/1 − λ
(S − 1)μE
£
U2
¤
2S
≤ Ls ≤
λ2σ2O + μλρσ
2
U + ρ
2 (S − 1)
2 (1− ρ) + ρS.
Tal como foi feito no modelo anterior, podemos usar o resultado das “aproximações
de tráfego pesado”, segundo [24], quando ρ ≈ 1 temos uma aproximação à distribuição
exponencial com o tempo médio de espera de um cliente na fila é, aproximadamente,
Wq ≈
λ
³
σ2O +
σ2U
S
´
2 (1− ρ) .
ou, equivalentemente,
Wq ≈
ρSμσ2O + ρμσ
2
U
2 (1− ρ) = ρμ
Sσ2O + σ
2
U
2 (1− ρ)
Vamos utilizar como anteriormente as fórmulas de Little. O número médio de clientes
na fila é, aproximadamente,
Lq = λWq
≈ λρμSσ
2
O + σ
2
U
2 (1− ρ) ,
o tempo médio que um cliente tem de esperar no sistema é, aproximadamente,
Ws = Wq +
1
μ
≈ ρμSσ
2
O + σ
2
U
2 (1− ρ) +
1
μ
,
e o número médio de clientes no sistema é, aproximadamente,
Ls = λWs ≈ λρμ
Sσ2O + σ
2
U
2 (1− ρ) +
λ
μ
= λρμ
Sσ2O + σ
2
U
2 (1− ρ) + Sρ.
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O seguinte quadro reúne as principais características deste modelo,
Número médio de clientes
no sistema Ls G/G/1 − λ
(S−1)μE[U2]
2S ≤ Ls ≤
λ2σ2O+μλρσ
2
U+ρ
2(S−1)
2(1−ρ) + ρS
Comprimento médio da
fila Lq G/G/1 − λ
(S−1)μE[U2]
2S ≤ Lq ≤
λ2σ2O+μλρσ
2
U+ρ
2(S−1)
2(1−ρ)
Tempo médio de espera
no sistema Ws G/G/1 −
(S−1)μE[U2]
2S ≤Ws ≤
λσ2O+μρσ
2
U+ρ
S−1
Sμ
2(1−ρ) +
1
μ
Tempo médio de espera
na fila Wq G/G/1 −
(S−1)μE[U2]
2S ≤Wq ≤
λσ2O+μρσ
2
U+ρ
S−1
Sμ
2(1−ρ)
Número médio de clientes
no sistema com ρ ≈ 1 Ls ≈ λρμ
Sσ2O+σ
2
U
2(1−ρ) + Sρ
Comprimento médio da
fila com ρ ≈ 1 Lq ≈ λρμ
Sσ2O+σ
2
U
2(1−ρ)
Tempo médio de espera
no sistema com ρ ≈ 1 Ws ≈ ρμ
Sσ2O+σ
2
U
2(1−ρ) +
1
μ
Tempo de espera na fila
com ρ ≈ 1 Wq ≈ ρμ
Sσ2O+σ
2
U
2(1−ρ)
Taxa de ocupação ρ = λSμ
Quadro 15: Sumário das características do modelo G/G/S
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6 Conclusão
Ao longo desta tese foram estudados alguns sistemas de filas de espera. Muito mais se
poderia dizer, pois este tema é tão vasto e este trabalho é uma breve introdução com alguns
resultados. Por exemplo, existem estudos feitos para o caso em que os clientes chegam
em grupo (o que acontece por exemplo na entrada de um parque temático), para o caso
em que os clientes são atendidos em grupo (o que acontece por exemplo quando pensamos
no serviço prestado por uma carreira de autocarros), para o caso em que os clientes são
impacientes e desistem enquanto esperam na fila, para o caso em que há clientes prioritários
(num hospital, por exemplo), entre outros. Esperamos, no entanto, ter conseguido dar a
conhecer o essencial desta teoria e ter despertado o interesse para a exploração de modelos
mais complexos.
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