Content based image Retrieval has become one of the most active research areas in the past few years .CBIR system using multiwavelet based features with high retrieval rate and less computational complexity is proposed in this paper. Multiwavelets offer simultaneous orthogonality, symmetry and short support. This property made it a powerful tool for feature extraction of images in the database. A comparative study is done between multiwavelet feature vectors and wavelet feature vectors for 999 different texture images in a databank. Result analysis show that extracting texture information using multiwavelet provides significantly improved results in terms of retrieval accuracy, computational complexity and storage space of feature vectors as compared to wavelet based CBIR. Euclidean Distance and Canberra Distance are used as similarity measure in the proposed CBIR system.
I. Introduction
With the rapid growth of digital image and video, content Based image retrieval (CBIR) has become important research area to help people to search and retrieve useful information. High retrieval efficiency and less computational complexity are the desired characteristics of CBIR system. CBIR finds applications in advertising, medicine, crime detection, entertainment and digital libraries. Computational Complexity and retrieval efficiency are the key objectives in the design of CBIR system [1] . However, designing of CBIR system with these objectives becomes difficult as the size of image data base increases. CBIR based on color, texture, shape and edge information are available in the literature [2 -6] .This paper describes an image retrieval technique based on multiwavelet texture features. Texture is an important feature of natural images. Features of an image should have a strong relationship with semantic meaning of the image. CBIR system retrieves the relevant images from the image data base for the given query image, by comparing the feature of the query image and images in the database. Relevant images are retrieved according to minimum distance or maximum similarity [7] measure calculated between features of query image and every image in image database. CBIR systems can be based on many features viz, texture, color, shape and edge information. Texture contains important information about the structural arrangement of surfaces and their relationship to the surroundings. Varieties of techniques are developed for texture analysis [8, 9] .Most of the texture features are obtained from the application of a local operator, statistical analysis or measurement in transfom domain. Gabor filter (or Gabor wavelet) is widely adapted to extract texture features from the images for image retrieval [5, 7 -11] and has been shown to be very efficient. Manjunath and Ma [5] have shown that image retrieval using Gabor features outperforms that using pyramid-structured wavelet transform [PWT] features, tree structured wavelet transform [TWT] features. In the proposed method an image is represented in the multiwavelet transform domain. Normalized standard deviation & energy computed on each subband of the multiwavelet decomposed image is used as feature vector to represent every image in the image database. Wavelet transforms should have the property of orthogonality, symmetry, short support and higher order approximation. Due to implementation constraints scalar wavelets do not satisfy all these properties simultaneously. Multi wavelets [4, 5] which are wavelets generated by finite set of scaling functions , have several advantages in comparison to scalar wavelets .One of the advantages is that a multi wavelet can posses the orthogonality and symmetry simultaneously [9, 11, 12] . Thus multiwavelets offer the possibility of superior performance and high degree of freedom for image processing applications, compared with scalar wavelets. Hence, the proposed method based on multiwavelets is giving better performance in terms of computational complexity and retrieval efficiency over Gabor wavelet features based CBIR system. This paper is organized as follows: In section 2, multiwavelet transform and its advantages over wavelet transform are reviewed .Multiwavelet based CBIR system and its algorithm is discussed in section 3. Experimental results are given in section 4.Concluding remarks and feature directions are given in section 5.
II. MultiWavelets Transform
Multiwavelets were defined using several wavelets with several scaling functions [7] . Multiwavelets have several advantages in comparison with scalar wavelet [8] . The features such as compact support, Orthogonality, symmetry, and high order approximation are the base features for this transformation. A scalar wavelet cannot possess all these properties at the same time. On the other hand, a multiwavelet system can simultaneously provide perfect representation while preserving length (Orthogonality), good performance at the boundaries (via linear-phase symmetry), and a high order of approximation (vanishing moments) [10] . Thus multiwavelets offer the possibility of superior performance and high degree of freedom for image processing applications, compared with scalar wavelets. The study of multiwavelets was initiated by Goodman, Lee and Tang. The special case of Multiwavelets with multiplicity 2 and support (0, 2), was studied by Chui and Lian. When a multiresolution analysis is generated using multiple scaling functions and wavelet functions, it gives rise to the notion of multiwavelets [5] . A multiwavelet with 'r' scaling functions and 'r' wavelet functions is said to have multiplicity 'r'. When r = 1, with one scaling function and one wavelet function, the multiwavelet system reduces to scalar wavelet system. In Multiwavelet transforms they have two or more scaling functions and wavelet functions. The set of scaling functions are represented using the vector notation
Where is called the multi-scaling function. The multiwavelet function is defined from the set of wavelet function
When r = 1, ) (t ψ is called a scalar wavelet or simply wavelets.
Multiwavelets differ from scalar wavelet systems in requiring two or more input streams to the multiwavelet filter bank. Multiwavelets are an extension of the scalar wavelet to the vector case. As in the scalar wavelet case, the theory of multiwavelets is based on the idea of multiresolution analysis (MRA). The difference is that multiwavelets have several scaling functions. The multi scaling function and the multiwavelet function will satisfy matrix dilation equations,
The filter coefficients Hk and Gk are N by N matrices instead of scalar. Corresponding to each multiwavelet system, there is a matrix-valued with multi-rate filter bank. A multiwavelet filter bank has "taps" that are N × N matrices. One desirable feature of any transform used in image retrieval is the amount of energy compaction achieved. A filter with good energy compaction properties can decorrelate a fairly uniform input signal into a small number of scaling coefficients containing most of the energy and a large number of sparse wavelet coefficients. Therefore better performance is obtained when the wavelet coefficients have values clustered about zero with little variance. Thus multiwavelets have the potential to offer better representative quality than the conventional scalar transforms. Finally, multiwavelets can achieve better level of performance than scalar wavelets with similar computational complexity. Wavelets are useful tools for signal processing applications such as image retrieval and denoising. During a single level of decomposition using a scalar wavelet transform, the 2-D image data is replaced by four blocks corresponding to the subbands representing either low pass or high pass in both dimensions. These sub bands are illustrated in Fig. 1 . The multi-wavelets used here have two channels, so there will be two sets of scaling coefficients and two sets of wavelet coefficients. Since multiple iteration over the low pass data is desired, the scaling coefficients for the two channels are stored together. Likewise, the wavelet coefficients for the two channels are also stored together. The multi-wavelet decomposition subbands are shown in Fig.2 . For multi-wavelets the L and H have subscripts denoting the channel to which the data corresponds. For example, the sub band labeled L1H2 corresponds to data from the second channel high pass filter in the horizontal direction and the first channel low pass filter in the vertical direction. This shows how a single level of decomposition is done. In practice, there is more than one decomposition performed on the image. Successive iterations are performed on the low pass coefficients from the pervious stage to further reduce the number of low pass coefficients. Since the low pass coefficients contain most of the original signal energy, this iteration process yields better energy compaction. After a certain number of iterations, the benefits gained in energy compaction becomes rather negligible compared to the extra computational effort. Usually five levels of decomposition are used.
III. CBIR Architecture
The objective of the proposed work is to study the texture features in image retrieval. The basic architecture of CBIR system is shown in Fig. An improved method based on multiwavelet transform for CBIR system is proposed in this work. There are two issues in building a CBIR system. 1. Every image in the image data base is to be represented efficiently by extracting significant features. 2. Relevant images are to be retrieved using similarity measure between query and every image in the image data base.
Fig. 3: CBIR System Architecture
The performance of the proposed CBIR system can be tested by retrieving the desired number of images from the database.
The average retrieval rate and retrieval time are the main performance measures in the proposed CBIR system. The average retrieval rate is known as the average percentage number of images belonging to the same images as the query image in the top 'N' matches. 'N' indicates the number of retrieved images.
A. Proposed Algorithm
The basic steps involved in the proposed CBIR system includes database processing and resizing, creation and normalization of feature database, comparison and image retrieval. Steps of the proposed algorithm are as follows. This normalized SD and energy vector is used to create the feature database. 4. Apply query image and calculate the feature vector as given in steps 2 to 3. 5. Calculate the similarity measure using Euclidean distance & Canberra distance. 6. Retrieve all relevant images to query image based on minimum Euclidean distance & Canberra distance.
B. Retrieval procedure for texture images
In this section texture image data base used for experimental purpose, feature database creation and image retrieval method are discussed. Texture image data base The texture database used in our experiment consists of 999 texture images. For creating this database 111 different texture classes are used from Brodatz texture photographic album.
Feature data base creation Each image from the database was analyzed using multiwavelet transform. For constructing the feature vector, feature parameters such as energy & standard deviation are computed separately on each subband and are stored in vector form. The assumption of this approach is that the energy distribution in the frequency domain identifies a texture. The energy and standard deviation of decomposed subbands are computed as follows: 
C. Image retrieval method
A query image is any one of the images from image database. This query image is processed to compute the feature vector as in section 3.2. Traditional distance metric and Canberra distance metrics are used to compute the similarity or match value for given pair of images. If x and y is two-dimensional feature vectors of database image and query image respectively, then these distance metrics are defined as: The Euclidean or L2 metric is
Euclidean distance is not always the best metric. The fact that the distances in each dimension are squared before summation, places great emphasis on those features for which the dissimilarity is large. Hence it is necessary to normalize the individual feature components before finding the distance between two images. This has been taken care of in Canberra distance metric, which motivates us to use Canberra distance metric as dissimilarity measure. This is also supported by our experimental results given Table 1 . Canberra distance is given by
In above Eq. the numerator signifies the difference and denominator normalizes the difference. Thus distance values will never exceed one, being equal to one whenever either of the attributes is zero. Thus it would seem to be a good expression to use, which avoids scaling effect. It is obvious that the distance of an image from itself is zero. The distances are stored in increasing order and the closest sets of patterns are retrieved.
The performance is measured in terms of the average retrieval rate, which is defined as the average percentage number of patterns belonging to the same image as the query pattern in the top 16 matches.
IV. Result Observations
The proposed system is developed on matlab tool for the evalatuion of performance metrics. The obtained simulation results were processed on Brodtaz database images. The simulative result obtained are illustrated below, 
