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Abstract. In this paper, we study right limits of the Bergman Shift matrix. Our results
have applications to ratio asymptotics, weak asymptotic measures, relative asymptotics, and
zero counting measures of orthogonal and orthonormal polynomials. Of particular interest
are the applications to random orthogonal polynomials on the unit circle and real line.
1. Introduction
Let µ be a positive probability measure with compact and infinite support in the complex
plane. Given such a measure, it is well-known how one forms the sequence of orthonormal
polynomials for this measure, which we denote by {pn(z;µ)}n≥0 and satisfy∫
pn(z;µ)pm(z;µ)dµ(z) = δm,n.
The polynomial pn(z;µ) has positive leading coefficient, which we denote by κn(µ). The
monic polynomial κn(µ)
−1pn(z;µ) will be denoted by Pn(z;µ) and is of interest in its own
right.
It is both interesting and informative to try to understand the relationship between the
measure µ and the corresponding sequence of orthonormal polynomials. There are many
ways that one can study the orthogonal polynomial asymptotics. One of the most interesting
kinds of asymptotic behavior is known as ratio asymptotics, and concerns the following limits:
lim
n→∞
pn−1(z;µ)
pn(z;µ)
(1)
lim
n→∞
Pn−1(z;µ)
Pn(z;µ)
(2)
if these limits exist. When studying ratio asymptotics, one is concerned with the existence
of the limit, the domain of the limit, and a functional form of the limit.
A second kind of asymptotic behavior is known as weak asymptotic measures, and concerns
the weak limits of the measures {|pn(z;µ)|2dµ(z)}n∈N as n → ∞. Since µ has compact
support, weak limits always exist and one can gain insight into properties of the measure
µ by understanding these weak limits. In some cases, it is more practical to study the
weak asymptotic moments, that is, to understand the moments of all the weak asymptotic
measures. In general, the moments of a measure do not determine the measure, so this is a
less precise object to study, but we will see that we can make precise statements about these
1
2moments even when we cannot identify the measure. If each of the following limits exists:
lim
n→∞
∫
zj |pn(z;µ)|
2dµ(z), j ∈ N,
then we will say that the measure µ exhibits weak asymptotic moments.
A third way to study orthogonal polynomial asymptotics is to study the asymptotic dis-
tribution of the zeros of Pn as n becomes large. Let σn(µ) be the probability measure that
assigns weight n−1 to each zero of Pn, where we count each zero a number of times equal to
its multiplicity as a zero. If each of the following limits exists:
lim
n→∞
∫
zjdσn(z), j ∈ N,
then we will say that the measure µ exhibits Cesa`ro weak asymptotic moments.
In order to understand precisely when each of these asymptotic behaviors can be observed,
we need to consider the Bergman Shift operator. For a compactly supported measure µ, the
Bergman Shift is a bounded operator on L2(µ) that maps f(z) to zf(z). If we let P(µ) denote
the closure of the polynomials in L2(µ), then it is clear that the Bergman Shift maps P(µ)
to itself. If we use the orthonormal polynomials for the measure µ as a basis for P(µ), then
the orthogonality condition implies that the resulting matrix representation of the Bergman
Shift is a Hessenberg matrix:
M =


M11 M12 M13 M14 · · ·
M21 M22 M23 M24 · · ·
0 M32 M33 M34 · · ·
0 0 M43 M44 · · ·
0 0 0 M54 · · ·
...
...
...
...
. . .


In some cases, we will use the notation Mµ to emphasize the measure that gives rise to this
matrix. If the support of µ is a compact subset of the real line, then the matrix M is often
called a Jacobi matrix. In this case, the matrix Mµ is symmetric, its entries are zero away
from the three main diagonals, and the matrix entries can be given explicitly in terms of the
coefficients appearing in the three term recurrence relation satisfied by the corresponding
orthonormal polynomials (see [20]). If the support of µ is a subset of the unit circle, then M
is sometimes called the GGT matrix for the measure µ (see [17, Section 4.1]) and its entries
can be described explicitly in terms of the recursion coefficients for the corresponding monic
orthogonal polynomials.
The structure of the matrix M for general µ is more difficult to describe. Some interesting
properties appear in [13, 14, 15], all of which focus on the relationship between properties of
the measure and the entries of M as we move along one of its diagonals. We will continue
this trend of using the limiting behavior of the entries of M along its diagonals to deduce
properties of the measure µ and the corresponding orthonormal polynomials.
In [14], the author provides a precise description of when the monic orthogonal polynomials
and orthonormal polynomials for µ exhibit ratio asymptotics. The result is stated as a
condition on the entries of the Bergman Shift matrix Mµ. Our first main goal in the present
work is to prove a relative version of that result, so we must introduce several notions of
relative asymptotics.
3For any compactly supported measure µ, let us define Rµ := sup{|z| : z ∈ supp(µ)}. We
will say that two measures µ and ν exhibit relative ratio asymptotics if there is a non-negative
integer q so that
lim
n→∞
(
Pn−1(z;µ)
Pn(z;µ)
−
Pn−q−1(z; ν)
Pn−q(z; ν)
)
= 0, |z| > max{Rµ, Rν}. (3)
We will say that two measures µ and ν exhibit relative weak asymptotic moments if there is
a non-negative integer q so that
lim
n→∞
(∫
zj |pn(z;µ)|
2dµ(z)−
∫
zj |pn−q(z; ν)|
2dν(z)
)
= 0, j ∈ N. (4)
We will say that two measures µ and ν exhibit relative Cesa`ro weak asymptotic moments if
lim
n→∞
(∫
zjdσn(µ)(z)−
∫
zjdσn(ν)(z)
)
= 0, j ∈ N. (5)
A different, but related notion of relative asymptotics is discussed in [8].
Results on the existence of relative ratio asymptotics can be found in [1, Theorem 3.7],
[12, Theorem 6], and [5, Theorem 1.5]. While our main result on relative ratio asymptotics is
similar in both content and proof to [1, Theorem 3.7], we make the important generalization
that one can take n to infinity along subsequences (which was observed in [12]) and even use
different subsequences for each measure.
For a given measure µ, and any j, n ∈ N0 := N ∪ {0}, let us define hj,n(µ) by
hj,n(µ) :=
κn−1−j(µ)
κn−1(µ)
(Mµ)n−j,n.
Now we can state our main result concerning relative ratio asymptotics.
Theorem 1.1. Let µ and ν be two compactly supported and finite measures and let q ∈ N0
be fixed. We have
lim
n→∞
(
Pn−1(z;µ)
Pn(z;µ)
−
Pn−q−1(z; ν)
Pn−q(z; ν)
)
= 0 (6)
if and only if for every j ∈ N0 it holds that
lim
n→∞
(hj,n(µ)− hj,n−q(ν)) = 0. (7)
One might be able to obtain Theorem 1.1 as a direct consequence of [1, Theorem 3.7]
or [12, Theorem 6], at least in the case q = 0. However, the setting we consider is slightly
different than in both of those papers, so we will include a proof in Section 3 for completeness.
It is also meaningful to discuss a relative version of the relation (1). Indeed, if {nk}∞k=1 =
N (µ) ⊆ N and {mk}∞k=1 = N (ν) ⊆ N are two subsequences, then we will say that two
measures µ and ν exhibit normalized relative ratio asymptotics through N (µ) and N (ν)
precisely when
lim
k→∞
(
pnk+j−1(z;µ)
pnk+j(z;µ)
−
pmk+j−1(z; ν)
pmk+j(z; ν)
)
= 0, |z| > max{Rµ, Rν}, j ∈ Z. (8)
If N (µ) = N (ν) = N, then we will say µ and ν exhibit normalized relative ratio asymptotics.
A normal families argument implies that the convergence in (8) is always uniform on compact
subsets of {z : |z| > max{Rµ, Rν}}.
4Existence of the limit (8) is a stronger conclusion than the existence of the limit (3)
because it assumes some convergence of the ratio of consecutive leading coefficients. Thus,
normalized relative ratio asymptotics will be equivalent to a stronger statement than (7).
To state this condition, we must recall the definition of a right limit of a matrix (see [15]).
For a matrix A whose rows and columns are indexed by the natural numbers, let A
(m)
n be
the 2m + 1 × 2m + 1 sub-matrix of A centered at An,n. We will say that a matrix X is a
right limit of the matrix A if there is a subsequence N ⊆ N so that for every m ∈ N it holds
that
lim
n→∞
n∈N
A(m)n = X
(m)
0 .
In this case, we will also say that A approaches X through N . If the matrix elements of A
are bounded (which they are in the cases we are considering), then one can always find right
limits. Also, notice that right limits are bi-infinite, even though the matrix A is not. In the
context of orthogonal polynomials on the real line, right limits have been used extensively
for asymptotic calculations (see [20, 25] and references therein). For more on right limits,
we refer the reader to [15] and [20, Chapter 7].
The recent publications [14, 15] shed some light on the relationship between right limits of
the matrix Mµ and ratio asymptotics for general orthonormal polynomials under the added
condition that
lim inf
n→∞
κn
κn+1
> 0. (9)
Note that this is a very mild condition that is satisfied by many measures of interest including
area measure on a smooth Jordan region [13] and measures on the unit circle with non-
vanishing absolutely continuous component [17]. Using essentially the same techniques as
[14, 15], we will show the following result (recall the definition of Rµ given before Equation
(3)):
Theorem 1.2. Let µ be a finite measure with compact and infinite support so that (9) is
satisfied. If N ⊆ N is a subsequence, then the following statements are equivalent:
I) There is a sequence of functions {fj}j∈Z, each of which is analytic in {z : Rµ < |z| ≤
∞} so that for all j ∈ Z it is true that
lim
n→∞
n∈N
pn+j−1(z;µ)
pn+j(z;µ)
= fj(z), |z| > Rµ, (10)
where the convergence is uniform on the exterior of {z : |z| > r} for every r > Rµ.
II) The matrix Mµ approaches a right limit as n→∞ through N .
The implication (II) implies (I) is valid even if condition (9) is not satisfied.
Remark. The proof of Theorem 1.2 will make it clear that if the condition (II) of Theorem
1.2 applies to a measure µ, then the right limit of Mµ determines the sequence {fj}j∈Z. If
condition (9) is satisfied, then the sequence {fj}j∈Z in condition (I) determines the right
limit also.
Theorem 1.2 and the above remark immediately provide the following characterization of
pairs of measures that exhibit normalized relative ratio asymptotics.
Corollary 1.3. Let µ and ν be two positive and finite measures, each having compact and
infinite support and satisfying (9). Furthermore, let {nk}∞k=1 = N (µ) ⊆ N and {mk}
∞
k=1 =
N (ν) ⊆ N be two subsequences. The following statements are equivalent:
5i) The measures µ and ν exhibit normalized relative ratio asymptotics through N (µ) and
N (ν).
ii) Mµ approaches a right limit X through {nk}k∈N ∗⊆N if and only if Mν approaches X
through {mk}k∈N ∗.
In particular, the measures µ and ν exhibit normalized relative ratio asymptotics if and only
if the unique right limit of Mµ−Mν is 0. The implication (ii) implies (i) is valid even if the
condition (9) is not satisfied.
Remark. We will see by example in Section 5 that the hypothesis (9) is essential for the
implication (i) implies (ii) in the theorem.
Given a compactly supported finite measure with infinitely many points in its support,
let Aµ be the collection of analytic functions that occur as uniform limits of the sequence
{pn−1(z;µ)/pn(z;µ)}n∈N as n→∞ through a subsequence ([14, Proposition 2.2] implies that
Aµ is not empty). Let us also denote by Bµ the collection of right limits of Mµ, and we have
already remarked that Bµ is not empty. Theorem 1.2 easily implies the following corollary.
Corollary 1.4. Let µ and ν be two compactly supported and finite measures each having
infinite support. If Bµ = Bν, then Aµ = Aν.
In the next section, we will discuss some elementary consequences of the results in this
section. In particular, we will be able to prove that relative ratio asymptotics implies rela-
tive weak asymptotic moments. Section 4 discusses various universal properties of random
orthogonal polynomials on the unit circle and real line by showing that such polynomials
exhibit behavior that is dense in the appropriate spaces. The proofs of the above results are
contained in Section 3, while Section 5 contains some additional examples.
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2. Asymptotic Relationships
The relationship between weak asymptotic moments, and Cesa`ro weak asymptotic mo-
ments was proven in the context of orthogonal polynomials on the real line in [7, Theorem
2]. This was generalized in several ways by the author in [14], the results of which are
summarized in the following theorem:
Theorem 2.1. Let µ be a finite measure with compact and infinite support.
(i) If µ exhibits weak asymptotic moments, then it exhibits Cesa`ro weak asymptotic mo-
ments.
(ii) If the monic orthogonal polynomials for µ exhibit ratio asymptotics, then µ exhibits
weak asymptotic moments.
The results in Section 1 allow us to prove the following relative version of that result:
Theorem 2.2. Let µ and ν be two finite measures with compact and infinite support.
(i) If µ and ν exhibit relative weak asymptotic moments, then they also exhibit relative
Cesa`ro weak asymptotic moments.
6(ii) If µ and ν exhibit relative ratio asymptotics, then they also exhibit relative weak as-
ymptotic moments.
To prove Theorem 2.2, we will require the following lemma, the proof of which is contained
in the proof of [14, Theorem 1.2]:
Lemma 2.3. Let πn be the projection onto the span of {1, . . . , zn−1} inside P(µ).
(a) For any natural number m ≥ 1, one can write
((πnMµπn)
m)
n,n
= hm−1,n(µ) + βn,m,
where βn,m can be expressed as a sum of products of factors of the form hj,n−k(µ) for
appropriate values of j, k ∈ {0, 1, . . . , m− 2}.
(b) For any natural number m ≥ 1, (Mmµ )n,n can be expressed as a sum of products of
factors of the form hj,n−k(µ) where j ∈ {0, 1, . . . , m − 1} and k ∈ {−m + 1,−m +
2, . . . , m− 2, m− 1}
Remark. Lemma 2.3(a) is stated in the proof of [1, Theorem 3.7]. A result similar to Lemma
2.3(b) for tri-diagonal matrices is used in the proof of [9, Lemma 3] (see also [3, Equation
4.3] for a related result for banded matrices).
Proof of Theorem 2.2. (i) We proceed exactly as in the proof of Theorem 2.1(i) in [14].
Indeed, suppose µ and ν exhibit relative weak asymptotic moments. We know from [19,
Proposition 2.3] that∣∣∣∣∣
∫
zjdσn(µ)(z)−
∫
zjdσn(µ)(z)−
1
n
n−1∑
k=0
(∫
zj |pn(z;µ)|
2dµ(z)−
∫
zj |pn(z; ν)|
2dν(z)
)∣∣∣∣∣
≤
2j(Rµ +Rν)
n
, j ∈ N.
As n → ∞, the sum over k tends to zero by hypothesis and the right hand side tends to
zero, so the difference between the first two integrals must also tend to zero.
(ii): Suppose that µ and ν exhibit relative ratio asymptotics. Theorem 1.1 implies that
for some q ∈ N0
lim
n→∞
(hj,n(µ)− hj,n−q(ν)) = 0, j ∈ N0.
Combining this with the second part of Lemma 2.3 and noting that∫
zm|pn(z;µ)|
2dµ(z) =
(
Mmµ
)
n+1,n+1
proves the desired result. 
In the next section, we will prove the results stated in Section 1.
3. Proof of the Main Theorems
Our main objective in this section is to prove the results stated in Section 1. Our methods
will be similar to those used in [14]; indeed we will rely on results from [14] in some of our
proofs. We begin by recalling the following fact, which is contained in Proposition 2.2 in
[19].
7Proposition 3.1. Let πn be the projection onto the n-dimensional subspace given by the
span of {1, z, . . . , zn−1} inside P(µ). The polynomial Pn(z;µ) and the matrix Mµ are related
by
Pn(z;µ) = det (z − πnMµπn) , (11)
where the determinant is the usual definition of the determinant of a finite matrix.
We will also make repeated use of the fact that {Pn−1(z;µ)/Pn(z;µ)}n∈N (and hence also
{pn−1(z;µ)/pn(z;µ)}n∈N) is a normal family (see [14, Proposition 2.2]).
Our first task is to prove Theorem 1.1, which we will do by appealing to Lemma 2.3.
Proof of Theorem 1.1: Suppose (7) holds for all j ∈ N0. Let ρMµ,n(z) = (z − πnMµπn)
−1 be
the resolvent of the truncated Mµ matrix. By (11) and Cramer’s rule, we can write (when
|z| is sufficiently large)
Pn−1(z;µ)
Pn(z;µ)
= ρMµ,n(z)n,n =
∞∑
m=0
((πnMµπn)
m)
n,n
zm+1
(12)
(see also [16, equation (2.21)]). Therefore, when |z| is sufficiently large, we have
Pn−1(z;µ)
Pn(z;µ)
−
Pn−q−1(z; ν)
Pn−q(z; ν)
=
∞∑
m=0
((πnMµπn)
m)
n,n
− ((πn−qMνπn−q)m)n−q,n−q
zm+1
. (13)
We will show that all of the Laurent coefficients of this expansion converge to 0 as n→∞.
This and [14, Proposition 2.2] will prove the desired result.
To this end, recall that we are assuming that hj,n(µ) = hj,n−q(ν)+ o(1) as n→∞. There-
fore, Lemma 2.3 implies that for each m ∈ N0, ((πnMµπn)m)n,n = ((πn−qMνπn−q)
m)
n−q,n−q+
o(1) as k →∞, which is our desired conclusion.
For the converse, suppose the monic orthogonal polynomials for µ and ν satisfy the relation
(6). In this case, we know that each Laurent coefficient in (13) converges to 0 as n → ∞.
We will proceed by induction to show that (7) holds.
For the base case of the induction, we consider the m = 1 term in (13). The numerator
is h0,n(µ) − h0,n−q(ν), so we have proven (7) for j = 0. This will serve as the base case of
our induction. As our induction hypothesis, assume that (7) holds for all j < k for some
fixed k ∈ N. If we look at the m = k + 1 term in (13), then we see that the coefficient is(
(πnMµπn)
k+1
)
n,n
−
(
(πn−qMνπn−q)
k+1
)
n−q,n−q
, which therefore must tend to zero as n→∞.
Lemma 2.3 and the induction hypothesis imply that
lim
n→∞
((
(πnMµπn)
k+1
)
n,n
− hk,n(µ)−
((
(πn−qMνπn−q)
k+1
)
n−q,n−q
− hk,n−q(ν)
))
= 0.
This implies (7) holds for j = k and completes the induction. 
Now we turn our attention to right limits and normalized relative ratio asymptotics. Our
first task is to prove Theorem 1.2, which concerns a necessary and sufficient condition for
the matrix Mµ to converge to a right limit through a subsequence N .
Proof of Theorem 1.2: We use (12) again to write
Pn+j−1(z;µ)
Pn+j(z;µ)
= ρMµ,n+j(z)n+j,n+j =
∞∑
m=0
((πn+jMµπn+j)
m)
n+j,n+j
zm+1
. (14)
8Therefore we have convergence uniformly on {z : |z| ≥ r} for every r > Rµ if and only if
each of the Laurent coefficients in (14) converges.
Let us suppose that N ⊆ N is a subsequence through which Mµ converges to a right limit.
Then N + j := {n+ j : n ∈ N , n+ j > 0} is also a subsequence through which Mµ converges
to a right limit. Therefore, for every j, k ∈ Z, the following limit exists:
lim
n→∞
n∈N
(Mµ)n−j,n−j−k.
Lemma 2.3 implies that the coefficient ((πn+jMµπn+j)
m)
n+j,n+j appearing in (14) can be writ-
ten as a finite sum of products of elements of this form. Therefore, the Laurent coefficients
in (14) converge as n→∞ through N , and hence we have the desired ratio asymptotics for
the monic orthogonal polynomials. However, convergence to a right limit also implies con-
vergence of the ratio κn+j−1κ
−1
n+j to a (j-dependent) limit as n→∞ through N . Therefore,
we have shown that condition (I) of the theorem holds. Notice that this half of the proof
did not make use of the condition (9).
Now let us suppose that there are functions {fj}j∈Z as in the statement of condition (I)
of the theorem. In this case, we know that κn+j−1κ
−1
n+j converges to a (j-dependent) limit as
n→∞ through N . In other words, we know that the following limits exist:
lim
n→∞
n∈N
Mn+j+1,n+j, j ∈ Z.
Since we are assuming that each of these limits is non-zero, we know that each of the Laurent
coefficients appearing in (14) converges as n → ∞ through N . If we examine the m = 1
term in (14), we also conclude that the following limits exist:
lim
n→∞
n∈N
Mn+j,n+j, j ∈ Z.
This will serve as the base case of our induction. Suppose as our induction hypothesis that
the following limits exist for all integers k < q:
lim
n→∞
n∈N
Mn+j−k,n+j, j ∈ Z.
We will show that the same limits exist for k = q, which will prove that Mµ converges to a
right limit as n→∞ through N .
Consider then the coefficient of z−q−2 in (14). Lemma 2.3 implies that we can write(
(πn+jMµπn+j)
q+1
)
n+j,n+j
= hq,n+j(µ) + βn+j,q+1, (15)
where the induction hypothesis implies that βn+j,q+1 converges as n→∞ through N . Since
the left hand side of (15) also converges as n → ∞ through N , we conclude that hq,n+j(µ)
converges as n→∞ through N . To complete the proof of this half of the theorem, we need
only recall that
κn−2(µ)
κn−1(µ)
= (Mµ)n,n−1. (16)
Our assumptions tell us that each ratio {κn+ℓ−1κ
−1
n+ℓ}ℓ∈Z converges as n→∞ through N and
(9) implies that the limit is not zero. Therefore, it must be the case that limn→∞(Mµ)n+j−q,n+j
exists for all j ∈ Z as n→∞ through N . This completes the induction. 
9As we remarked earlier, the proof of Theorem 1.2 shows that the right limit of Mµ deter-
mines the functions {fj}j∈Z appearing in (10) and also shows that if (9) is satisfied, then the
right limit ofMµ is determined by the functions {fj}j∈Z appearing in (10) . This observation
will enable us to prove Corollary 1.3, which concerns a necessary and sufficient condition for
normalized relative ratio asymptotics through subsequences.
Proof of Corollary 1.3: Suppose µ and ν exhibit normalized relative ratio asymptotics through
N (µ) and N (ν). Let N ∗ be a subsequence so thatMµ converges to a right limit X as n→∞
through {nk}k∈N ∗. By Theorem 1.2, we know that for each j ∈ Z, there is a function fj so
that
lim
k→∞
k∈N∗
pnk+j−1(z;µ)
pnk+j(z;µ)
= fj(z), |z| > Rµ.
From the definition of normalized relative ratio asymptotics, we see that these same equalities
hold and with the same functions {fj}j∈Z if we replace nk by mk and pn(z;µ) by pn(z; ν).
Invoking Theorem 1.2 again shows that Mν converges to X as n→∞ through {mk}k∈N ∗.
For the converse, suppose condition (ii) in the statement of the corollary is true for the
sequences N (µ) and N (ν). Suppose for contradiction that there is a z0 ∈ {z : |z| >
max{Rµ, Rν}}, a j ∈ Z, and a subsequence N ∗ so that
lim
k→∞
k∈N∗
(
pnk+j−1(z0;µ)
pnk+j(z0;µ)
−
pmk+j−1(z0; ν)
pmk+j(z0; ν)
)
= Z 6= 0.
By taking a subsequence of N ∗ if necessary, we may assume that both Mµ and Mν converge
to a right limit as n → ∞ through {nk}k∈N ∗ and {mk}k∈N ∗ respectively. By assumption,
these must be the same right limit, and hence the sequences {fj}j∈Z appearing in (10) must
be the same. However, this would imply that Z = 0, which is a contradiction.
Notice that the proof of the implication (ii) implies (i) only relies upon the fact that
condition (II) of Theorem 1.2 implies condition (I) of Theorem 1.2. Since that implication
does not require the assumption (9), this proves the last statement of the corollary. 
In the next section we will consider applications of the above results to random orthogonal
polynomials on the unit circle and the real line.
4. Random Orthogonal Polynomials
The results in Section 1 are most useful in settings where we have greater information about
the structure of the Bergman Shift matrix. In particular, if the measure µ is supported
on the unit circle, then the Bergman Shift matrix is unitary and has entries that can be
written explicitly in terms of the coefficients in the recursion relation satisfied by the monic
orthogonal polynomials. If µ is supported on a compact subset of the real line, then the
Bergman Shift matrix is self-adjoint and banded and the entries are also expressed in terms
of recursion coefficients. In this section, we will explore some consequences of our results in
cases when the measure is chosen randomly by choosing the recursion coefficients randomly.
4.1. The Unit Circle Case. Suppose µ satisfies supp(µ) ⊆ ∂D. In this case, it is well-
known that the entries of the Bergman shift matrix can be expressed in terms of the Verblun-
sky coefficients {αn}n≥0, where Pn(0;µ) = −α¯n−1 (see [17, Section 4.1]). Verblunsky’s The-
orem (see [17, Chapter 1]) tells us that there is a one-to-one correspondence between infinite
sequences in D and non-trivial probability measures on the unit circle. Therefore, one can
consider random measures on the unit circle by considering random sequences of Verblunsky
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coefficients (as in [2, 6, 22, 23]). Our goal is to show that the orthonormal polynomials for
a random measure almost surely exhibit a universal ratio asymptotic behavior. The precise
meaning of this statement depends on the random distribution from which we select our
Verblunsky coefficients.
Definition. If τ is a probability measure satisfying τ(D) = 1, then the class K(τ) is the set
of all probability measures on the unit circle whose Verblunsky coefficients are all contained
in supp(τ) ∩ D.
Now we are ready to state our main result of this section.
Theorem 4.1. Suppose τ is a probability measure satisfying τ(D) = 1 and let µ be a prob-
ability measure on the unit circle chosen randomly by selecting the sequence of Verblunsky
coefficients {αn}n≥0 as i.i.d. random variables with distribution τ . Then almost surely it is
true that for every ν in the class K(τ), there exists a subsequence {mn}∞n=1 ⊆ N such that
lim
n→∞
(
pmn−1(z;µ)
pmn(z;µ)
−
pn−1(z; ν)
pn(z; ν)
)
= 0, |z| > 1.
The proof of this result will be relatively straightforward given what we already know.
Indeed, since the set {pn−1(z; ν)/pn(z; ν)}n∈N is a normal family, it suffices to show that
whenever we have a subsequence through which the orthonormal polynomials for ν exhibit
ratio asymptotics, there is a subsequence through which the orthonormal polynomials for µ
exhibit the same ratio asymptotics. We have seen that ratio asymptotic behavior is controlled
by the right limit behavior of the Bergman Shift matrix, so it will suffice to show that the
Bergman Shift matrix for the measure µ almost surely exhibits every possible kind of right
limit behavior within the class K(τ). This will follow from basic probability theory.
We begin with some useful lemmas. We have already mentioned our definition of the right
limit of a matrix, but for the right limit of a sequence, we use the same definition as in
[20]. The form of the Bergman Shift matrix when supp(µ) ⊆ ∂D makes it clear that if the
sequence of Verblunsky coefficients converges to a right limit through a subsequence N ⊆ N,
then so does the corresponding Bergman Shift matrix and through the same subsequence
N .
Lemma 4.2. Let τ be a probability measure satisfying τ(D) = 1. There exists a sequence
{zn}n∈N in (D ∩ supp(τ))N that has all of supp(τ)Z as right limits.
Proof. Let S = {s1, s2, . . .} be a countable sequence of points in D ∩ supp(τ) that has all
of supp(τ) as limits of subsequences. Let S∗ be the sequence obtained by setting the first
element in the sequence equal to s1, then following this with all permutations of {s1, s2},
then following this with all permutation of {s1, s2, s3}, and so on. For example, the beginning
of the sequence S∗ is
S∗ = {s1, s1, s2, s2, s1, s1, s2, s3, s1, s3, s2, s2, s1, s3, s2, s3, s1, s3, s1, s2, s3, s2, s1, . . .}
We claim that S∗ is our desired sequence.
To see this, let {aj}j∈Z be any element of supp(τ)
Z and let us write S∗ = {u1, u2, . . .}.
Since S has all of supp(τ) as limits of subsequences, we may for each j ∈ Z find a subsequence
{mn,j}n∈N ⊆ N such that
lim
n→∞
smn,j = aj.
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It is straightforward to see that we can thin these subsequences so that each natural number
belongs to the subsequence {mn,j}n∈N for at most one integer j. By construction, for every
k ∈ N, the (2k+1)-tuple (smk,−k , smk,−k+1 , . . . , smk,k) appears infinitely often as a contiguous
block in S∗. So, we can build our desired subsequence N = {n1, n2, . . .} by first setting n1
equal to any k1 where uk1 = sm1,0 . For every j ≥ 2, we set nj equal to any kj > nj−1 such
that
ukj−j+1 = smj,−j+1 , · · · , ukj = smj,0 , · · · , ukj+j−1 = smj,j−1 .
With this choice of nj , we see that for any ℓ ∈ Z, we have
lim
n→∞
n∈N
un+ℓ = lim
j→∞
unj+ℓ = lim
j→∞
smj,ℓ = aℓ,
which is what we wanted to show. 
Lemma 4.3. Let τ be a probability measure satisfying τ(D) = 1 and suppose {αn}n≥0 is
a sequence of i.i.d. random variables with distribution τ . Then with probability one, all of
supp(τ)Z is a right limit of the sequence {αn}n≥0.
Proof. Let S∗ = {u1, u2, . . .} be the sequence whose existence is proven in Lemma 4.2. If
B(x, r) denotes the open ball with center x and radius r in the complex plane, then let
{yn}n∈N be a sequence of positive real numbers converging to zero so that for every j ∈ N
∞∑
n=1
j∏
k=1
τ (B(uk, yn)) =∞
(it is straightforward to construct such a sequence). Define the events {A(j)n }n∈N by
A(j)n = {|αn+k−1 − uk| ≤ yn, k ∈ {1, . . . , j}} ,
that is, A
(j)
n is the event that {αn, . . . , αn+j−1} very closely resembles the beginning of the
sequence S∗. It is clear that for each j ∈ N, the events {A(j)3jn}n∈N are independent and
∞∑
n=1
P(A
(j)
3jn) =
∞∑
n=1
j∏
k=1
τ(B(uk, yn)) =∞.
Therefore, the second Borel Cantelli Lemma (see [21, Theorem 7.2.2]) tells us that with
probability 1 we can find a subsequence Nj ⊆ N such that
lim
n→∞
n∈Nj
αn+k−1 = uk, k ∈ {1, . . . , j}.
It follows that we can construct a subsequence {nk}∞k=1 by choosing any n1 ∈ N1 and then
choosing nj ∈ Nj sufficiently large compared to nj−1 for every j ≥ 2 so that
lim
j→∞
αnj+k−1 = uk, k ∈ N. (17)
We conclude that with probability one, there is a subsequence {nk}∞k=1 so that (17) holds.
However, it is straightforward to see that (17) is sufficient to imply that every right limit of
the sequence S∗ is also a right limit of the sequence {αn}n∈N. By construction, the set of
right limits of S∗ is all of supp(τ)Z, so the desired conclusion follows. 
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Proof of Theorem 4.1: Suppose µ and ν are as in the statement of the theorem. We begin
with a simple observation: if N ⊆ N is a subsequence such that Mν converges to a right
limit X as n → ∞ through N , then by Lemma 4.3 there is almost surely a subsequence
N ′ ⊆ N such that Mµ converges to the same right limit X as n→∞ through N ′.
Define
F(n, k, r) := inf
m>k
(
sup
|z|>r
{∣∣∣∣pm−1(z;µ)pm(z;µ) −
pn−1(z; ν)
pn(z; ν)
∣∣∣∣
})
.
It suffices to show that for every r > 1 and every subsequence {jn}n∈N ⊆ N it holds that
lim
n→∞
F(n, jn, r) = 0. (18)
Suppose for contradiction that there exists an r0 > 1 and subsequences {kn}n∈N, {jn}n∈N ⊆ N
so that
lim
n→∞
F(kn, jkn, r0) = t > 0.
Take a subsequence {k′n}n∈N of {kn}n∈N so that Mν converges to a right limit X0 as n→∞
through {k′n}n∈N. By our earlier observation, there is almost surely a subsequence {hn}n∈N ⊆
N such that Mµ converges to the right limit X0 as n→∞ through {hn}n∈N and it is trivial
to see that we may refine this subsequence so that hn > jkn for all n ∈ N. Therefore, by
Corollary 1.3 it is true that for all sufficiently large n it holds that
F(kn, jkn, r0) ≤ sup
|z|>r0
∣∣∣∣phn−1(z;µ)phn(z;µ) −
pkn−1(z; ν)
pkn(z; ν)
∣∣∣∣ < t2 ,
which gives us the desired contradiction. 
4.2. The Real Line Case. Suppose µ satisfies supp(µ) ⊆ R. In this case, it is well-known
that the entries of the Bergman shift matrix can be expressed in terms of the Jacobi parame-
ters {an, bn}n≥1, where an > 0 and bn ∈ R. Indeed, the diagonal entries of the Bergman Shift
matrix are the sequence {bn}n∈N and the off-diagonal elements are the sequence {an}n∈N.
Favard’s Theorem (see [17, Chapter 1]) tells us that there is a one-to-one correspondence
between bounded sequences of Jacobi parameters and non-trivial and compactly supported
probability measures on the real line. Therefore, one can consider random measures on
the real line by considering random sequences of Jacobi parameters. Our goal is to show
that the orthonormal polynomials for a random measure almost surely exhibit a universal
ratio asymptotic behavior. The precise meaning of this statement depends on the random
distribution from which we select our Jacobi parameters.
Definition. If τ1 is a compactly supported probability measure on (0,∞) and τ2 is a
compactly supported probability measure on R, then the class K(τ1, τ2) is the set of all
probability measures on the real line whose Jacobi parameters {an, bn}n∈N satisfy
an ∈ supp(τ1), bn ∈ supp(τ2), n ∈ N.
The class K∗(τ1, τ2) is the set of all bi-infinite tri-diagonal symmetric matrices having diag-
onal entries in supp(τ2) and off-diagonal entries in supp(τ1).
Now we are ready to state the analog of Theorem 4.1 for measures on the real line.
Theorem 4.4. Suppose τ1 is a compactly supported probability measure on (0,∞) and τ2 is
a compactly supported probability measure on R. Let µ be a probability measure on the real
line chosen randomly by selecting the sequence of off-diagonal Jacobi parameters {an}n∈N as
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i.i.d. random variables with distribution τ1 and diagonal Jacobi parameters {bn}n∈N as i.i.d.
random variables with distribution τ2. Then almost surely it is true that for every ν in the
class K(τ1, τ2), there exists a subsequence {mn}∞n=1 ⊆ N such that
lim
n→∞
(
pmn−1(z;µ)
pmn(z;µ)
−
pn−1(z; ν)
pn(z; ν)
)
= 0, |z| > max{Rµ, Rν}.
The proof of Theorem 4.4 is very similar to the proof of Theorem 4.1. The only substantive
modification is in the analog of Lemma 4.2, which we now provide.
Lemma 4.5. Suppose τ1 is a compactly supported probability measure on (0,∞) and τ2 is a
compactly supported probability measure on R. There exists a Jacobi matrix J∗ in the class
K(τ1, τ2) that has all of K
∗(τ1, τ2) as right limits.
Proof. Let S = {s1, s2, . . .} be a countable set in supp(τ1) that has all of supp(τ1) as limits of
subsequences and let T = {t1, t2, . . .} be a countable set in supp(τ2) that has all of supp(τ2)
as limits of subsequences. Let S∗ be the sequence obtained by setting the first element in the
sequence equal to s1, then following this with 2 consecutive appearances of each permutation
of {s1, s2}. The next elements of S∗ will be 6 consecutive appearances of each permutation
of {s1, s2, s3}. This pattern is repeated by including n! appearances of each permutation of
{s1, . . . , sn}. For example, the beginning of the sequence S∗ is
S∗ = {s1, s1, s2, s1, s2, s2, s1, s2, s1, s1, s2, s3, s1, s2, s3, s1, s2, s3, s1, s2, s3, s1, s2, s3, s1, s2, s3, . . .}.
Let T ∗ be the sequence obtained by setting the first element in the sequence equal to t1, then
following this with every possible permutation of {t1, t2} repeated 2 times, then following
this with every possible permutation of {t1, t2, t3} repeated 6 times, and so on. At each step
of the construction, we will add on every possible permutation of {t1, . . . , tn} repeated n!
times. For example, the beginning of the sequence T ∗ is
T ∗ = {t1, t1, t2, t2, t1, t1, t2, t2, t1, t1, t2, t3, t1, t3, t2, t2, t1, t3, t2, t3, t1, t3, t1, t2, t3, t2, t1 . . .}.
We claim that we may set J∗ equal to the matrix with the sequence T ∗ on the diagonal and
S∗ on the off-diagonals.
To see this, let {aj}j∈Z be any element of supp(τ1)Z and let {bj}j∈Z be any element of
supp(τ2)
Z. Let us also write S∗ = {un}n∈N and T
∗ = {vn}n∈N. By the properties of S and
T , we may for each j, k ∈ Z find subsequences {mn,j}n∈N, {qn,k}n∈N ⊆ N such that
lim
n→∞
smn,j = aj, lim
n→∞
tqn,k = bk.
It is straightforward to see that we can thin these subsequences so that each natural number
belongs to the subsequence {mn,j}n∈N for at most one integer j and to the subsequence
{qn,k}n∈N for at most one integer k.
By construction, for every k ∈ N, the (2k + 1)-tuple (smk,−k , smk,−k+1, . . . , smk,k) appears
infinitely often as a contiguous block in S∗ and at the same position in S∗ as the block
(tqk,−k , tqk,−k+1, . . . , tqk,k) in T
∗. So, we can build our desired subsequence N = {n1, n2, . . .}
by first setting n1 equal to any ℓ1 where uℓ1 = sm1,0 and vℓ1 = tq1,0. For every j ≥ 2, we set
nj equal to any ℓj > nj−1 such that
uℓj−j+1 = smj,−j+1 , · · · , uℓj = smj,0 , · · · , uℓj+j−1 = smj,j−1
vℓj−j+1 = tqj,−j+1 , · · · , vℓj = tqj,0, · · · , vℓj+j−1 = tqj,j−1 .
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With this choice of nj , we see that for any r ∈ Z, we have
lim
n→∞
n∈N
un+r = lim
j→∞
unj+r = lim
j→∞
smj,r = ar
lim
n→∞
n∈N
vn+r = lim
j→∞
vnj+r = lim
j→∞
tqj,r = br,
as desired. 
With Lemma 4.5 in hand, it is now a simple matter to adapt the proof of Theorem 4.1 to
complete the proof of Theorem 4.4, so we omit the details.
In the next section, we will consider some additional examples that highlight some impor-
tant applications of the results from Section 1.
5. Further Examples
5.1. Example: Alexandrov Measures on the Unit Circle. Suppose µ is a probability
measure supported on ∂D with Verblunsky coefficients {αn}
∞
n=0. For every λ ∈ ∂D, one can
consider the measure µλ, whose Verblunsky coefficients are related to those of µ by
αn(µλ) = λαn(µ), n ∈ {0, 1, 2, 3, . . .}.
The family of measures {µλ}λ∈∂D is called the family of Alexandrov Measures for the measure
µ (see [17]).
If λ1 and λ2 are distinct complex numbers in the unit circle, then the relationship between
µλ1 and µλ2 is highly non-trivial. Indeed, it is well-known that these two measures need not
be mutually absolutely continuous (see [18, Section 10.3]). However, the structure of the
Bergman Shift matrix reveals that Mµλ1 and Mµλ2 differ only in the first row, and thus the
unique right limit of their difference is zero. Indeed, the formulas in [17, Section 4.1] or [4,
Equation 28] tell us that
(Mµ)ij =
{
−αi−2α¯j−1
∏j−2
k=i−1
√
1− |αk|2 i ≤ j,√
1− |αj−1|2 i = j + 1,
where we set α−1 = −1 and all unspecified entries equal to zero. It follows at once from
Corollary 1.3 that the orthonormal polynomials for µλ1 and µλ2 exhibit normalized relative
ratio asymptotics. We remark that this fact could also be deduced from [5, Theorem 1.5].
5.2. Example: Coefficient Stripping. If {α0, α1, . . .} is a sequence of Verblunsky coeffi-
cients for a measure µ supported on ∂D, then we can associate to it the measure µ1, which
has Verblunsky coefficient sequence {α1, α2, . . .} and is called the once stripped measure (see
[17, Section 3.4]). Similarly, for every k ∈ N the measure µk is defined as the measure
corresponding to the Verblunsky coefficient sequence {αk, αk+1, . . .}. One often refers to the
polynomials corresponding to the measure µk as the kth associated polynomials (see [24]).
It is easy to see that if Mµ approaches a right limit as n → ∞ through N ⊆ N, then Mµk
approaches that same right limit as n → ∞ through N − k. It follows from Corollary 1.3
that
lim
n→∞
[
pn−k−1(z;µ
k)
pn−k(z;µk)
−
pn−1(z;µ)
pn(z;µ)
]
= 0, |z| > 1.
A similar result holds for stripped orthogonal polynomials on the real line.
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5.3. Example: Measures on the Real Line. In this example, we will revisit a result
proven by Nevai and Van Assche in [10]. Let us consider the case in which the measures
of orthogonality µ and ν are each supported on (perhaps different) compact subsets of the
real line. In this case, the Bergman Shift matrix Mµ is symmetric and is zero away from
its three main diagonals (and similarly for Mν). If we label the diagonal elements of Mµ as
{bn(µ)}n∈N and the off diagonal elements as {an(µ)}n∈N, then the hypothesis (9) is equivalent
to the condition infn∈N an(µ) > 0. Corollary 1.3 then implies that if infn∈N an(µ)an(ν) > 0,
then µ and ν exhibit normalized relative ratio asymptotics if and only ifMµ−Mν is compact,
which in turn implies that the essential support of µ and ν is the same (this is by Weyl’s
Theorem; see [11, Theorem S.13]).
5.4. Example: Degenerate Cases. If the hypothesis (9) is removed, then conclusion
of Corollary 1.3 fails because it is possible that both µ and ν exhibit normalized ratio
asymptotics with limit function 0, but the matrix Mµ −Mν has a non-zero right limit. To
make this more concrete, we appeal to measures on the unit circle.
Define the measures µ and ν through their Verblunsky coefficients by
αn(µ) = 1−
1
n+ 2
, αn(ν) =
(
1−
1
n + 2
)
ein, n ≥ 0.
A similar pair of measures provided an illustrative example in [14]. It is well-known that
κn(µ)κn+1(µ)
−1 =
√
1− |αn(µ)|2 (see [17, Equation 1.5.22]) and similarly for ν. Since
{Pn−1(z;µ)Pn(z;µ)−1}n∈N is a normal family on {z : |z| > 1}, we have
lim
n→∞
pn−1(z;µ)
pn(z;µ)
= 0 = lim
n→∞
pn−1(z; ν)
pn(z; ν)
, |z| > 1,
so µ and ν exhibit normalized relative ratio asymptotics. However, by appealing to the
formulas in Example 5.1, we see that when n > 1 we have
(Mµ)n,n = −
(
1−
1
n+ 1
)(
1−
1
n
)
, (Mν)n,n = −
(
1−
1
n + 1
)(
1−
1
n
)
e−i.
From this it follows easily that 0 is not the unique right limit of Mµ −Mν , and we see that
the condition (9) is necessary in the statement of Corollary 1.3. Furthermore, the measure
ν shows that (9) is an essential assumption in Theorem 1.2.
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