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RESUMEN
Las imágenes de tomografía de emisión se generan me-
diante un algoritmo de reconstrucción, a partir de un con-
junto de proyecciones adquiridas del objeto o paciente
bajo examen. El procedimiento clásico de reconstrucción
de imagen es la retroproyección filtrada (FBP). Este méto-
do es rápido y sencillo, pero no utiliza información esta-
dística. Es un buen método para aplicaciones en las que el
número de cuentas es alto (como tomografía de rayos X o
CT), pero es peor cuando hay un bajo número de cuentas,
como en imágenes de medicina nuclear. Los métodos ite-
rativos de reconstrucción de imagen se han propuesto
como alternativas a FBP. Estas técnicas tienen un coste
computacional más alto que FBP pero producen imágenes
de mejor contraste y relación señal-ruido. Los métodos
iterativos eliminan los artefactos de líneas presentes en las
imágenes FBP, reduciendo los falsos positivos y los falsos
negativos cuando las lesiones están en la proximidad de
órganos calientes. Este artículo presenta una visión de
conjunto de los principios de la reconstrucción de imáge-
nes para tomografía por emisión de positrones (PET); se
introducen brevemente las bases matemáticas del método
FBP para seguidamente presentar los métodos estadísticos
de reconstrucción iterativa, principalmente los basados en
la estimación de la máxima verosimilitud. También se
comenta la técnica de subconjuntos ordenados para acele-
rar su cómputo, así como el uso de probabilidades a priori
bayesianas, lo que permite la incorporación de informa-
ción a priori (tal como restricciones de suavidad o infor-
mación topológica parcialmente especificada) y así mejo-
rar la calidad de la imagen. Finalmente se muestran
ejemplos con fantomas y con estudios de pacientes para
comparar los métodos presentados.
ABSTRACT
In emission tomography images are obtained from a
reconstruction process using a set of measured projec-
tions of the object or the patient examined. The classical
method for image reconstruction is filtered backprojection
(FBP). This method is fast and simple, but it does not use
any statistical information about the measurements. It is a
good method for applications when the number of measu-
red counts is high (e.g., in X-ray computed tomography,
CT) but insufficient when applied for low-count projec-
tion data in nuclear molecular imaging. Iterative image
reconstruction methods have been proposed as alternatives
to FBP. Statistical iterative image reconstruction techni-
ques show higher computational cost than FBP but are
shown to produce images of better contrast and signal-
to-noise ratio. The elimination of streak artifacts present in
FBP images with the use of iterative methods minimizes
false-positive as well as false-negative results, when le-
sions are situated in the vicinity of hot organs. This paper
presents an overview of the principles of image recons-
truction for positron emission tomography (PET) and in-
troduces briefly the mathematical background of the FBP
method before entering into details of statistical iterative
image reconstruction methods, mainly based on maximum
likelihood estimation. A discussion is included about the
ordered subsets technique for the acceleration of these
methods and the Bayesian prior approach, which allows
the incorporation of a priori information (such as smooth-
ness constraints or partial specified topological informa-
tion) and therefore further improves image quality. Some
examples are included from phantom and patient studies
to compare some of the methods presented.
1. INTRODUCCIÓN
El objetivo de todas las modalidades de imagen médica
es visualizar los órganos internos del cuerpo de una ma-
nera no invasiva, para obtener información estructural y
anatómica, como en la tomografía computerizada (com-
puted tomography, CT), o funcional, como en la tomo-
grafía por emisión de positrones (positron emission to-
Figura 1. Un objeto f (x, y) y su proyección P (t, h) para un
ángulo h. Cada rayo se define por su distancia perpendicular t
desde el origen y su orientación h.
mography, PET) o en la tomografía por emisión de fotón
único (single photon emission tomography, SPECT).
El principio de la reconstrucción de imagen en todas
las modalidades de tomografía es que un objeto se puede
reproducir exactamente a partir de un conjunto de sus
proyecciones tomadas desde diversos ángulos. En una
aplicación práctica, en cualquier modalidad de tomogra-
fía computerizada se puede obtener solamente una esti-
mación de la imagen real del objeto bajo estudio. La fide-
lidad de la reconstrucción en cada caso dependerá de las
respuestas a una serie de preguntas sobre la adquisición y
el proceso previo de los datos adquiridos, de la imple-
mentación numérica de las fórmulas matemáticas de re-
construcción, y del post-procesado de las imágenes re-
construidas [1].
Denominaremos f (x, y) a la distribución espacial de la
densidad de actividad que se desea visualizar. Utilizare-
mos aquí dos dimensiones (2D), puesto que las imágenes
que deben ser reconstruidas representan cortes bi-dimen-
sionales (2D) transversales del cuerpo; aunque actual-
mente es posible realizar estudios PET en tres dimensio-
nes (3D) en este trabajo no se abordará la problemática
de la reconstrucción 3D. Dado que la línea de respuesta
(LOR) del par de fotones generados en la aniquilación se
conoce, el número de cuentas registrado a lo largo de la
misma, definida por t (su distancia del origen) y h (su
ángulo con respecto al eje x), según la figura 1, es una
medida de la concentración total del radiofármaco en ese
punto del «sinograma» P(t, h). Esta función P(t, h) repre-
senta para cada punto (t, h) el valor la integral de línea
definida por esos dos parámetros de la función f(x,y), que
haciendo el cambio a coordenadas polares queda expre-
sada de la siguiente forma:
P (t, h) = :(t, h)línea f (x, y)ds =
= :línea f Gt cos (h) − s sin (h), t sin (h) + s cos (h)Hds
(1)
Así descrita la función P(t, h) representa la transformada
de Radon [2] de la función f (x, y). En PET, el número de
cuentas a lo largo del conjunto de líneas entre los detec-
tores constituye un muestreo de la transformada de Ra-
don de la densidad de la actividad f (t, h). Para recuperar
una aproximación de la función de distribución espacial
se debe aplicar un algoritmo apropiado de inversión o de
reconstrucción. La ecuación (1) se cumple solamente si
se pueden despreciar las propiedades de atenuación del
medio. En PET, se puede hacer una corrección de la ate-
nuación en los datos y plantear el problema nuevamente
dentro del marco de la transformada Radon [1].
El problema de la reconstrucción es ahora el siguiente:
dado P(t, h) hay que calcular f (x, y). La solución a dicho
problema fue publicada por Johann Radon en 1917 [3],
con una fórmula de inversión que expresa f en términos
de P, aunque la implementación de esta fórmula en pro-
blemas prácticos, como el problema de la reconstrucción
de imagen en CT, se ha efectuado mucho más tarde.
Aunque la fórmula de inversión se puede expresar en ma-
temáticas abstractas, éste es solamente el principio para
un problema aplicado [4].
En casi todos los casos las medidas físicas no pueden
definir exactamente el conjunto completo de integrales
de la ecuación (1). De hecho, según demostraron Smith
et al. [5], un objeto queda determinado únicamente por el
conjunto infinito, pero por ningún conjunto finito, de sus
proyecciones. La carencia del conjunto completo de inte-
grales de línea conduce a inexactitudes y distorsiones en
la reconstrucción, debidas a efectos no lineales, al ruido y
a la insuficiencia de datos [6]. Los efectos no lineales se
pueden originar a partir de procesos no lineales en los
detectores, mientras que el ruido puede ser la incertidum-
bre estadística general de una medida o de un componen-
te adicional, como la dispersión. Los datos pueden ser
insuficientes debido a un muestreo inadecuado o a la fal-
ta de datos de una región. La distribución desconocida de
la atenuación puede distorsionar las medidas de la distri-
bución original, dando por resultado errores en la recons-
trucción.
En las últimas dos décadas se han desarrollado varios
algoritmos que se pueden considerar como métodos para
aproximar la transformada de Radon inversa. Se pueden
implementar para la reconstrucción en varias modalida-
des tomográficas y no solamente para la PET. Es impor-
tante mencionar aquí también que, debido a muchas ra-
zones (implementación en ordenador, aproximaciones
numéricas, etc.), estos métodos no son todos equivalen-
tes [7].
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Figura 2. El teorema de cortes de Fourier da una relación
entre la transformada unidimensional de Fourier de una proyec-
ción y la transformada bidimensional de Fourier del objeto.
En [1] se encuentra una clasificación y descripción de
los algoritmos existentes de reconstrucción de imagen,
según el esquema siguiente:
1. Métodos directos de Fourier.
2. Convolución en el espacio de la señal y filtrado en
el espacio de la frecuencia:
• Convolución en el espacio de la señal y retropro-
yección.
• Convolución en el espacio de la frecuencia y re-
troproyección.
• Retroproyección y convolución en el espacio de
la señal.
• Retroproyección y convolución en el espacio de
la frecuencia filtrado.
3. Métodos iterativos.
4. Métodos de series y funciones ortogonales.
Estas técnicas de reconstrucción de imagen proporcio-
nan soluciones al problema de aproximar la transformada
inversa de Radon. Sin embargo, el conjunto de variables
consideradas como proyecciones es generalmente un
conjunto de variables aleatorias, con densidad de proba-
bilidad dependiente de integrales de línea. Una asunción
fundamental de estos métodos es, por lo tanto, que el
conjunto de parámetros medidos podría representar con
alta exactitud (como consecuencia de la ley de grandes
números) los valores medios de este proceso (valores
exactos de las proyecciones).
En el caso de la tomografía por rayos X, por ejemplo,
en que se procesan en principio una gran cantidad de
cuentas por ángulo de proyección, la asunción antedicha
es válida y estos métodos producen resultados satisfacto-
rios. Sin embargo, en tomografía de emisión (PET,
SPECT) el número total de cuentas es bajo, y consecuen-
temente hay mucho ruido estadístico, debido al retardo
de los detectores, al tiempo muerto (puesto que los cir-
cuitos de coincidencia no pueden procesar más de un
evento durante la ventana de la coincidencia temporal) y
al «pileup» de los pulsos (cuando diversos pulsos del am-
plificador coinciden y producen un solo pulso que distor-
siona la información de energía y contribuye a la pérdida
de eventos válidos [8]). Esto limita el número total de
cuentas de emisión detectadas a unas 106-107 para un
solo anillo de detectores PET, cuando en tomografía de
transmisión de rayos X el número de cuentas puede al-
canzar las 1015-1016 [9].
Existen otros casos, especialmente cuando se requie-
ren tiempos cortos de observación, en los que el número
de cuentas medidas no se puede considerar bastante gran-
de. Por lo tanto, se espera que un método de reconstruc-
ción de imagen en tomografía de emisión que incorpore
la naturaleza estocástica del proceso de emisión produz-
ca imágenes mejores que las técnicas convencionales.
Las secciones siguientes describen detalladamente los al-
goritmos de reconstrucción de imagen en PET, comen-
zando por el clásico de retroproyección filtrada y si-
guiendo por los métodos iterativos donde el criterio de
optimización para aproximarnos a la solución óptima del
problema de la reconstrucción de imagen se basa en la
estimación de máxima verosimilitud.
2. RECONSTRUCCIÓN DE IMAGEN EN PET
CON MÉTODOS DE RETROPROYECCIÓN
FILTRADA
Los métodos de retroproyección filtrada se basan en el
teorema de «cortes de Fourier» o teorema de la proyec-
ción, que afirma que (figura 2):
«La transformada unidimensional de Fourier de la
proyección de una imagen f (x, y), obtenida a partir de
rayos paralelos entre sí y formando un ángulo h con el
eje x, es el corte o muestreo de la transformada bidi-
mensional de Fourier de la imagen F(u, v) a lo largo de
una línea que forma un ángulo h con el eje u.»
Según este teorema, si disponemos de las proyeccio-
nes de una imagen es posible determinar cuál es esa ima-
gen calculando una transformada bidimensional inversa
de Fourier.
El resultado anterior indica que tomando P proyeccio-
nes de un objeto en los ángulos h1, h2, ...., hP y obteniendo
la transformada continua de Fourier de cada una de ellas,
podemos determinar los valores de F(u, v) —transforma-
da bidimensional del objeto— en líneas que pasan por el
origen formando los ángulos h1, h2, ...., hP (figura 2).
Tomando un número infinito de proyecciones pode-
mos determinar F(u, v) en cualquier punto del plano
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(u, v) y no sólo en los puntos de los ejes radiales. La fun-
ción imagen f(x,y) se obtiene a partir de F(u, v) usando la
transformada inversa,
f (x, y) =
+£
:
−£
 
+£
:
−£
 F(u, v)e j2n(ux + vy) du dv (2)
2.1. Algoritmo de retroproyección filtrada
Aunque el teorema de cortes de Fourier sugiere un al-
goritmo sencillo de reconstrucción, es conveniente rees-
cribir las ecuaciones y presentarlas como un nuevo algo-
ritmo. Para ello, se sustituyen las coordenadas
rectangulares (u, v) por las polares (o, h)
u = o cos h
v = o sin h (3)
du dv = o do dh
de forma que la transformada inversa de la imagen se
convierte en
f (x, y) =
2n
:
0
£
:
0
F(o, h)e j2no(x cos h + y sen h) o do dh (4)
Esta ecuación, considerando por separado las variacio-
nes de h entre (0..180] y (180..360] y la propiedad
F(o, h + 180) = F(−o, h) (5)
se puede escribir como
f (x, y) =
n
:
0
 C
+£
:
−£
 F (o, h) Yo Yej2no t doD dh (6)
donde hemos simplificado la expresión tomando
t = x cos h + y sen h (7)
Si sustituimos la transformada bidimensional F(o, h) por
la transformada unidimensional de la proyección Sh(o),
obtenemos,
f (x, y) =
n
:
0 C
+£
:
−£
 Sh(o) Yo Yej2notdoD dh (8)
Esta integral puede expresarse también como
f (x, y) =
n
:
0
[Ph(t) * h(t)] dh (9)
lo que se presenta como una forma sencilla de estimar la
imagen f (x, y). Esta ecuación representa una operación
de filtrado (i.e. convolución), donde la respuesta en fre-
cuencia del filtro es H(o) = YoY. El resultado de esta con-
volución se conoce por ello como proyección filtrada. La
suma de las diferentes proyecciones filtradas (una por
cada h) permiten estimar así la imagen f (x, y).
El algoritmo de retroproyección filtrada no considera
la existencia de errores. En el proceso de reconstrucción,
sin embargo, aparecen errores de varios tipos, especial-
mente los debidos a disponer de unos datos insuficientes
y aquéllos producidos por la presencia de un ruido alea-
torio en las proyecciones.
En primer lugar, un muestreo por debajo del necesario
(submuestreo) o no disponer de un número adecuado de
proyecciones, introduce errores en la reconstrucción.
Ambos existen por la discretización del algoritmo conti-
nuo de retroproyección filtrada: la imagen se reconstruye
a partir de un número finito de muestras y a partir de un
número finito de proyecciones. Un problema fundamen-
tal de las imágenes tomográficas en general es que los
objetos, y por tanto sus proyecciones, no están limitados
en banda. En otras palabras, el ancho de banda de las
proyecciones es mayor que la más alta frecuencia capaz
de ser captada con una frecuencia de muestreo dada. Para
reconstruir adecuadamente por retroproyección filtrada
un objeto, el número de muestras por proyección debe
cumplir Nyquist y adaptarse al tamaño del más pequeño
objeto que se desea ver (resolución). Si ese número es K,
existe un número óptimo de proyecciones que es, grosso
modo, el mismo K. Una matriz de imagen adecuada es en
tal caso de K × K.
Por otra parte, la utilización del filtro H(o) = YoY
aumenta el ruido de altas frecuencias existente en las pro-
yecciones. Es posible evitar en parte este realce del ruido
eligiendo ventanas adecuadas, aunque ello implica dis-
torsionar ligeramente la imagen.
3. RECONSTRUCCIÓN ITERATIVA DE IMAGEN
EN PET BASADA EN LA ESTIMACIÓN
DE MÁXIMA VEROSIMILITUD
En los últimos años, se han desarrollado modelos ma-
temáticos para la reconstrucción de imagen en PET que
consideran las características estadísticas de Poisson de
la emisión de positrones dentro de la fuente. Desde esta
perspectiva, el problema de la reconstrucción de imagen
en PET se puede considerar como un problema estadísti-
co estándar de estimación con datos incompletos. Los da-
tos adquiridos en PET se consideran incompletos por el
hecho de que, aunque se conoce el par de detectores don-
de el evento fue registrado, no se conoce el origen del
evento de aniquilación (y por lo tanto el punto donde se
produjo el positrón después del decaimiento radiactivo
del radiofármaco del trazador).
En estadística hay un método iterativo general conoci-
do como maximización de la esperanza (expectation −
maximization, EM), presentado por Dempster et al. [10]
en su forma más general. El nombre de la técnica provie-
ne del hecho que en cada iteración existe un paso de cál-
culo de expectativa (expectation step) que usa las estima-
ciones actuales de los parámetros para realizar una
reconstrucción del proceso Poisson inobservable, segui-
da por un paso de máxima verosimilitud (maximum like-
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lihood) que utiliza esta reconstrucción para revisar di-
chas estimaciones [11].
El principio de máxima verosimilitud en la reconstruc-
ción de imagen para tomografía de emisión fue introdu-
cido inicialmente por Rockmore y Macovski [12]. Una
implementación práctica del método EM para el proble-
ma de la reconstrucción de imagen en PET fue publicada
por Shepp y Vardi [13] y extendida a la tomografía por
transmisión por Lange y Carson [14].
El algoritmo EM se aplica en la tomografía por emi-
sión como técnica iterativa para calcular las estimaciones
de máxima verosimilitud (maximum likelihood estima-
tion, MLE) a partir de los parámetros de la densidad de
actividad. Así, los datos adquiridos se consideran mues-
tras de un conjunto de variables aleatorias con funciones
de densidad de probabilidad relacionadas con la distribu-
ción del objeto según un modelo matemático del proceso
de adquisición de los datos. Usando el modelo matemáti-
co, es posible calcular, para cualquier densidad inicial de
la distribución real, la probabilidad de que haya produci-
do los datos observados. En el conjunto de todas las imá-
genes posibles, que representan una distribución poten-
cial del objeto, la imagen que tiene más alta dicha
probabilidad es la estimación de máxima verosimilitud
del objeto original.
3.1. Descripción del algoritmo EM para PET
En una cámara PET hay un conjunto de detectores co-
locados típicamente en forma de anillo. El par de fotones
producidos en un evento de aniquilación se detecta por la
coincidencia en un par de detectores que definen un volu-
men cilíndrico (un «tubo de detectores» —detector
tube— [15] o una línea de respuesta —line of response,
LOR—). El conjunto de datos registrados en un estudio
PET se representa por el vector [ y(1), y(2), ..., y(J )],
donde y( j) es el número total de coincidencias registra-
das en el tubo j y J es el número total de LORs. Si N es el
número total detectores en el anillo, entonces el número
de los LORs es: J = N(N − 1)/2. Los eventos de coinci-
dencia registrados incluyen eventos de dispersión y coin-
cidencias accidentales (accidental coincidences o ran-
doms) [8]. Además, no todos los eventos producidos
dentro de la fuente se detectan, debido a la atenuación de
los tejidos, los fotones que atraviesan el anillo de detec-
tores sin interaccionar con el mismo y pasan desapercibi-
dos, u otras ineficacias debidas a diversas razones.
La densidad de actividad dentro de la fuente, en el
caso de dos dimensiones (2D) representada por la fun-
ción f (x, y), tiene que ser estimada usando el vector y de
datos medidos. Para su implementación en el ordenador
y su visualización, la densidad d está digitalizada en los
píxeles i = 1, 2, ..., I. A cada píxel i corresponde un nú-
mero n(i) de eventos desconocido, que representa el nú-
mero total de emisiones que ocurrieron en el área de
la fuente cubierta por el píxel i, cuya media es x(i) =
= E[n(i)], i = 1, 2..., I. El problema ahora es estimar x(i),
o estimar el número verdadero n(i) en cada píxel, usando
los datos observados y( j), j = 1, 2..., J [13].
Una emisión en el píxel i se detecta en el LOR j con
probabilidad conocida:
a(i, j) = P (evento detectado en el LOR j Y evento emitido
en el píxel i) (10)
donde a(i, j) ≥ 0. La matriz de probabilidad a(i, j) se
determina a partir de la geometría del tomógrafo y otras
características del sistema.
Las variables y( j) son independientes y siguen la esta-
dística de Poisson, con esperanza matemática:
~y( j) = E [y ( j)] =
I
;
i = 1
 x(i)a(i , j) (11)
Puesto que x(i) son variables Poisson independientes,
una combinación lineal de estas variables como la de la
ecuación anterior tiene también una distribución según el
modelo de Poisson. La verosimilitud de los datos obser-
vados está por tanto dada por la expresión:
L(x) = P( y Y x) =
J
<
j = 1
 e−
~y( j )
~y( j)y( j )
y( j)! (12)
La función de verosimilitud L(x) expresa la probabilidad,
bajo el modelo de Poisson de emisión de fotones, de ob-
servar el número de eventos adquirido si la densidad ver-
dadera es x(i). La maximización de esta función usando
el método de máxima verosimilitud, proporciona el es-
quema iterativo de corrección del vector de imagen, que
se puede aplicar directamente al problema de la recons-
trucción de imagen en PET. Si x(k) denota la estimación
de x en la iteración k, se puede definir una nueva estima-
ción x(k + 1) como:
x(k + 1) = x(k)(i)
J
;
j = 1
 a(i, j) y( j)
~y (k)( j)
, i = 1, 2, ..., I (13)
donde ~y (k) es la proyección al espacio de datos del vector
de imagen x (k) estimado en la iteración k. Es decir, con-
tiene los valores previstos de los datos registrados si x (k)
fuese el vector de imagen verdadero (y desconocido) de
la distribución de actividad en la fuente. La suma en la
expresión anterior es la retroproyección de la relación:
y( j)
~y(k)( j ) en el espacio de imagen con peso a(i, j). Por lo
tanto, la forma general del proceso de actualización de la
imagen en la iteración (k + 1) es:
x (k + 1)(i) = x (k)(i)C (k)(i), i = 1, 2, ..., I (14)
donde C (k) son coeficientes multiplicativos que actuali-
zan el valor del píxel i en la iteración (k + 1). Estos coefi-
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cientes se calculan usando el vector y de los datos del
sinograma y la proyección de la imagen estimada x (k) al
espacio de los datos, usando un operador de proyección P
y viceversa (del espacio de los datos al espacio de la ima-
gen) con el operador transpuesto PT.
Es importante notar aquí:
1. Dada una imagen inicial x(0) no negativa y los valo-
res a(i, j) e y( j) no negativos (como es el caso en
PET), entonces todas las imágenes producidas por
el algoritmo EM son no negativas. Ésta es una ven-
taja importante del método en comparación con el
método de retroproyección filtrada o las técnicas
algebraicas, que pueden producir valores negativos,
sin sentido, para la densidad de emisión en ciertos
píxeles. Esta no negatividad se obtiene sin imponer
restricciones adicionales, que compliquen el traba-
jo de cómputo, y es inherente a la formulación del
método.
2. Para cada vector de imagen x(k) producido por el
algoritmo, la suma de eventos en todos los píxeles
es igual a la suma de los eventos registrados en los
sinogramas. Esta característica resulta inmediata-
mente de la fórmula iterativa (13), a partir de la
cual se puede demostrar que:
I
;
i = 1
x (k)(i) =
J
;
j = 1
y( j) (15)
Esto significa que el algoritmo EM está normalizado
en sí mismo y la redistribución de la actividad en los pí-
xeles que ocurre después de cada iteración, no implica
aumento o disminución de la actividad total. Según lo
notado por Lewitt y Muehllehner [16], desde el punto de
vista práctico, las características de no negatividad y la
normalización automática son más importantes que el
hecho de que el algoritmo EM progrese en la dirección
del máximo global de la función de la verosimilitud.
Otra característica importante del algoritmo EM de re-
construcción iterativa de imagen es que está basado en el
modelo estocástico exacto de las medidas de la proyec-
ción, a diferencia de la convolución − retroproyección o
de las técnicas de Fourier, que son deterministas y no
tienen en cuenta la naturaleza estocástica de los datos
[12,14].
El algoritmo EM para la tomografía de emisión puede
proporcionar un modelo físicamente exacto de la recons-
trucción, puesto que permite la incorporación directa de
muchos factores físicos, que, si no son considerados,
pueden introducir errores en la reconstrucción final. Es-
tos factores se pueden incluir en la matriz de transición
a(i, j) [14] y pueden ser:
a) Información de corrección de atenuación, que se
puede incorporar en a(i, j) en vez de corregir los
datos del sinograma antes de la reconstrucción [17].
b) Dispersión y correcciones de coincidencias acciden-
tales.
c) Efectos del rango del positrón.
d ) Información sobre el tiempo-de-vuelo (time-of-
flight) [18, 19].
e) Información sobre la ventana de resolución de coin-
cidencia temporal para cada par de detectores y
también información sobre la naturaleza del radio-
fármaco específico que se está usando (con decai-
miento radiactivo conocido).
f ) Normalización para el muestreo redundante de las
proyecciones y la eficacia de cada par de detectores
(puesto que la eficacia de detección no es igual para
todos los pares de detectores y puede en la práctica
estar en el rango de un 80% para la mayoría de los
radioisótopos [8]).
g) Variación en la resolución espacial (aunque es más
significativa en SPECT que en PET).
Una desventaja importante de los algoritmos EM de re-
construcción, como sucede con la mayoría de las técnicas
algebraicas e iterativas, es su ritmo lento de convergencia
a una imagen aceptable y el alto coste de cómputo para
una implementación práctica. Sin embargo, se ha encon-
trado que los algoritmos EM producen resultados superio-
res en comparación con los métodos de convolución-retro-
proyección [20,21], reduciendo los artefactos (tiene mejor
relación señal-ruido) y reduciendo el error en la valoración
del metabolismo del radioisótopo, especialmente en zonas
de baja actividad [22].
Estudios recientes [22,23] han verificado la superiori-
dad de las técnicas EM en términos de características de
ruido y detectabilidad de lesiones, especialmente después
de estudios detallados y sistemáticos de los espectros de
frecuencia de la imagen, de sesgo y de varianza [24], res-
pecto a la retroproyección filtrada. Además, la reconstruc-
ción iterativa EM no requiere datos de proyección igual-
mente espaciados y permite utilizar un conjunto incompleto
de datos [25]. Especialmente en el caso de SPECT, se ha
encontrado que el algoritmo EM proporciona una cuanti-
ficación mejor de la imagen [26] y una definición mejor
de los bordes del objeto que las técnicas de retroproyec-
ción filtrada.
Por otra parte, hay también estudios [27] indicando
que las técnicas de máxima verosimilitud no presentan
una mejora significativa en la calidad de imagen compa-
rado a la retroproyección filtrada. Otros [28] concluyen
que con el post-procesado adecuado de las imágenes de
la retroproyección filtrada, los artefactos asociados a esta
técnica de reconstrucción se podrían reducir y mejorar la
calidad de la imagen a niveles muy cerca de la calidad
ofrecida por el algoritmo EM, usando medios de cómpu-
to más simples.
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Las observaciones anteriores se deben a que las técni-
cas EM son altamente dependientes de la estructura de la
imagen y los niveles de actividad, y también es común
pasar varias decenas de iteraciones hasta comenzar a
conseguir mejoras significativas. Además, las imágenes
producidas en la tomografía de emisión con el algoritmo
EM pueden llegar a ser más ruidosas y tener distorsiones
importantes cerca de los bordes, durante las iteraciones
antes de que las imágenes converjan hacia la estimación
de la máxima verosimilitud [29, 30]. Un alto valor de la
verosimilitud no significa necesariamente una calidad
mejor de la imagen. Se necesita imponer restricciones
adicionales en la ecuación (13) para evitar el ruido inhe-
rente de Poisson.
3.2. Desarrollos recientes y modıficaciones
del algoritmo EM
Las conclusiones de las investigaciones en curso sobre
métodos EM para reconstrucción de imagen en PET, son
[31]: (i) el algoritmo EM converge lentamente, con un
número típico de 30 a 60 iteraciones necesarias para con-
seguir una buena calidad de imagen, y (ii) si se sigue
iterando para obtener valores de verosimilitud más gran-
des, después de un cierto punto óptimo, las imágenes
vuelven a ser ruidosas: aparece un efecto de «tablero de
ajedrez» (checkerboard effect) [32] que llega a ser visi-
ble en la imagen, junto con un artefacto de intensifica-
ción de los bordes, que hacen la interpretación de la ima-
gen prácticamente imposible. Sin embargo, hay un cierto
debate [33] sobre si las imágenes deterioradas después de
muchas iteraciones EM pueden todavía proporcionar in-
formación clínica útil.
El problema de la convergencia lenta de la técnica EM
ha sido tratado por varios autores. Se han presentado ver-
siones aceleradas del algoritmo EM para superar esta
desventaja. Aceleración aquí significa que se intenta al-
canzar el máximo de la función de verosimilitud de la
ecuación (12) más rápido que con el algoritmo EM con-
vencional de la ecuación (13). Ciertamente, el objetivo
de las técnicas de aceleración es reducir el coste de cóm-
puto y no cambiar las características de convergencia del
método [31]. No obstante, no hay garantía de que con
técnicas aceleradas se puedan obtener imágenes mejores
o que una calidad mejor o igual de imagen se pueda al-
canzar más rápidamente. Las técnicas que aplican esque-
mas de actualización secuenciales muestran un funciona-
miento acelerado, puesto que la imagen se actualiza en
pasos que implican solamente parte de los píxeles o de
los sinogramas.
El algoritmo «space-alternating generalized expecta-
tion maximization» (SAGE) [34] utiliza la retroproyec-
ción de la estimación de imagen expresada por la ecua-
ción (13) para calcular los factores de corrección para la
actualización de uno o un subgrupo de píxeles durante
una iteración. De esa manera, se alcanza una aceleración
sobre el método EM usando consideraciones estadísticas
y por lo tanto el aumento continuo en la función objetivo
de la ecuación (12) está garantizado. El «image space
reconstruction algorithm» (ISRA) [35] se ha propuesto
para reconstruir datos de un tomógrafo con una función
de dispersión puntual (PSF) variable. Se ha determinado
que ISRA converge a una solución no negativa del esti-
mador de mínimos cuadrados de la densidad de activi-
dad, a condición de que se utilice una imagen inicial po-
sitiva [36]. El algoritmo «weighted least squares» (WLS)
se ha presentado recientemente para mejorar el ritmo de
convergencia del algoritmo EM [37]
Hudson y Larkin [38] presentaron un método para ace-
lerar el algoritmo EM usando el método de subconjuntos
ordenados (ordered subsets EM, OSEM) de los datos del
sinograma. En esa técnica, el vector de los datos adquiri-
dos se divide en subconjuntos. En cada iteración de ac-
tualización EM, la retroproyección de la ecuación (13),
que es el proceso que más tiempo consume, se calcula
solamente para los tubos de detectores del subconjunto
seleccionado. A estos datos se les aplica una función re-
troproyección para actualizar el valor de los píxeles de la
imagen.
Este método crea una nueva estimación de la imagen
en una fracción del tiempo requerido por el procedimien-
to convencional EM, donde todos los píxeles se actuali-
zan con todos los datos del sinograma. Hudson y Larkin
en [38] demuestran que el método OSEM puede producir
una aceleración del orden del número de los subconjun-
tos aplicados. Sin embargo, este método no converge a
una solución de máxima verosimilitud, a excepción del
caso de datos sin ruido.
Los métodos de aceleración para las técnicas MLE
(maximum likelihood estimation) de reconstrucción de
imagen en tomografía de emisión pueden proporcionar
una convergencia más rápida hacia estimaciones de má-
xima verosimilitud. No obstante, no garantizan una cali-
dad mejor de imagen que el algoritmo estándar EM. Se
han propuesto varias modificaciones del método MLE
que incorporan información a priori para caracterizar la
distribución de actividad y ruido en los datos adquiridos.
Hay también un cierto debate [39] sobre el aumento del
ritmo de convergencia de reconstrucción con el uso pro-
babilidades a priori bayesianas (Bayesian priors).
La idea fundamental de los métodos bayesianos de re-
construcción de imagen es la siguiente [40]: En la deriva-
ción del algoritmo EM se intenta maximizar la probabi-
lidad:
P(datos de coincidencia Y vector de imagen) (o P(y Y x)) (16)
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para observar los datos adquiridos dada una estimación
actual de la distribución de actividad en la fuente. Según
el teorema de Bayes, se puede escribir:
P(imagen Y datos) =
= [P(datos Y imagen) − P(imagen)] / P(datos) (17)
En esta ecuación se expresa la probabilidad condicional
de que la imagen sea correcta dado: (i) el conjunto de
datos medidos en términos de la probabilidad P(datos Y
imagen) que se calcula normalmente con el algoritmo
EM; (ii) una constante P(datos) de normalización, y (iii)
la probabilidad a priori P(imagen).
Se puede obtener ahora la imagen más probable maxi-
mizando el valor en la parte derecha de la ecuación (17),
llamada distribución de probabilidad a posteriori del
vector de imagen [41]. Este método hace uso de una cier-
ta información a priori «razonable» para evitar el dete-
rioro de la imagen que ocurre al maximizar solamente
P(datos Y imagen) sin restricciones, como en el algoritmo
EM. Esta información a priori se incorpora en el término
P(imagen) de la expresión anterior y representa una va-
loración a priori de como se espera que sea la imagen
reconstruida [42, 43]. Los métodos bayesianos de recons-
trucción permiten la incorporación de la información an-
terior (tal como restricciones de suavidad o información
parcial topológica especificada) y por lo tanto reducen la
sensibilidad al ruido.
Un método bayesiano recientemente presentado [44],
basado en el algoritmo OSL («One-Step Late») propues-
to por Green [45] y modificado por Lange [39], hace uso
de la «Median Root Prior» (MRP), para la función a
priori P(imagen). Según esta técnica, se introduce un
factor multiplicativo adicional en el esquema de actuali-
zación de los píxeles:
x (k + 1)(i) = M (k)(i) · C (k)(i) · x (k)(i) (18)
donde:
M(i) = 1
1 + b 
x(i) − med(x, i)
med(x, i)
(19)
med(x, i) es la mediana de los píxeles vecinos del pixel i.
El coeficiente bayesiano b representa un factor de peso a
priori con valores entre 0 a 1.0. El método MRP no pre-
serva el número total de cuentas medidas en el vector de
imagen, al contrario que el algoritmo EM y no converge
a una estimación de máxima verosimilitud. No obstante
es muy eficiente quitando el ruido sin enmascarar las es-
tructuras localmente monótonas
Como resumen, las técnicas EM, SAGE, WLS y ISRA
emplean diversos esquemas que implican el operador P
de proyección y retroproyección para calcular los coefi-
cientes de corrección, según las ecuaciones siguientes:
EM: C (k) = PT[y / P(x(k))] (20)
SAGE: C(k) = PT[y / P(x (k))] (21)
donde P(x (k)) se actualiza continuamente
WLS: C (k) = PT  (y / P[x(k)])2 (22)
ISRA: C (k) = PT[ y] / PT  P[x (k)] (23)
En todas estas técnicas, es difícil (si no imposible) probar
su convergencia; no obstante se aceptan puesto que se ha
demostrado que producen imágenes exactas en experi-
mentos de simulación y durante reconstrucciones sobre
datos clínicos. En cualquier caso, cada método introduce
su conjunto de parámetros (tales como el coeficiente b en
la técnica MRP, etc.), que parecen ser de importancia
crucial en el resultado final y deben ser seleccionados
con cuidado. Esta selección es frecuentemente un proce-
so empírico y depende altamente de la tarea específica en
cada caso, y por esa razón se puede cuestionar la aplica-
bilidad universal de estos métodos en el contexto de re-
construcción de imagen para tomografía de emisión. Sin
embargo, todas estas técnicas y otras que existen actual-
mente, prueban la flexibilidad del método EM para ajus-
tarse a un problema médico específico como la tomogra-
fía por emisión de positrones y se deben evaluar siempre
sobre una base dependiente de la tarea a efectuar (task-
dependent) [33].
El ritmo lento de convergencia es una de las desventajas
principales de los algoritmos de reconstrucción iterativa
de imagen. Eso significa que hacen falta de varias iteracio-
nes para alcanzar el máximo, o por lo menos un valor
cercano al máximo, de la función objetivo (verosimilitud).
El método EM con subconjuntos ordenados (OSEM) pre-
senta una solución a este problema, junto con otras alter-
nativas recientemente presentadas [46]. Otro problema
asociado a la observación anterior es la carencia de una
regla robusta de parada (stopping rule), que pueda indicar
el fin del proceso iterativo, aunque en el pasado se han
hecho algunos estudios en esa dirección [47]. El problema
es debido principalmente al hecho de que la implementa-
ción directa del algoritmo EM u otros similares es intrínse-
camente inestable y se agrega ruido estadístico a las imá-
genes reconstruidas mientras siguen las iteraciones. Para
remediar esta situación, se han presentado los métodos
bayesianos, tales como el método MRP, como alternativas
al posible post-procesado (filtrado, etc.) de las imágenes, o
parando temprano el proceso iterativo.
4. EJEMPLOS
En adquisiciones dinámicas en intervalos cortos y con
pocas cuentas en cada LOR, la reconstrucción iterativa
de las imágenes es claramente ventajosa en comparación
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Figura 3. Un corte de un estudio de un paciente con sarcoma necrótico en la pierna derecha (factor de zoom: 1.5, imagen de 128 × 128
píxeles). Izquierda: imagen FBP (frecuencia de corte 0.5, filtro de rampa). Derecha: imagen OSEM (4 subconjuntos, 3 iteraciones).
Figura 4. Un corte de dos estudios de carcinoma colorrectal
(factor de zoom: 1.5, imágenes de 128 × 128 píxeles). Izquier-
da: imagen FBP (frecuencia de corte 0.5, filtro de rampa). De-
recha: imagen OSEM (4 subconjuntos, 3 iteraciones). La pre-
sencia de artefactos de línea claramente visibles en las
imágenes FBP y la alta actividad en la vejiga, oscurecen la pre-
sencia de una lesión próxima.
con la retroproyección filtrada. Los artefactos caracterís-
ticos producidos por FBP se eliminan con el uso del mé-
todo EM y mejora la delineación del cuerpo y de otros
contornos de las regiones de interés. El ejemplo de la
figura 3 muestra un corte de un estudio de sarcoma ne-
crótico en la pierna derecha de un paciente. Las imágenes
se han reconstruido usando el algoritmo FBP (figura 3,
izquierda) del tomógrafo Siemens/CTI ECAT EXACT
HR+ (frecuencia de corte 0,5 Hz, filtro de rampa) y el
método OSEM (4 subconjuntos, 3 iteraciones). Debido al
bajo número de cuentas registradas en los datos de sino-
grama, se observan artefactos importantes en la imagen
de FBP. Por otra parte, la imagen reconstruida con el mé-
todo iterativo (figura 3, derecha) muestra más claramente
la distribución de la actividad e incluso se delinea mucho
mejor la pierna izquierda. Como se observa, la imple-
mentación eficiente de algoritmos iterativos para la re-
construcción de imagen en PET proporciona imágenes
con un valor diagnóstico mayor, reduciendo los artefac-
tos que producen a menudo falsos positivos [48].
La reconstrucción iterativa puede también contribuir a
la eliminación de resultados falsos-negativos: la figura 4
muestra dos ejemplos de estudios de carcinoma colorec-
tal usando 18FDG. La alta concentración del trazador en
la vejiga produce artefactos intensos (rayas) que oscure-
cen la presencia de un residuo del carcinoma colorectal y
además esconden el contorno del cuerpo en el caso de la
reconstrucción FBP (figura 4, izquierda). La reconstruc-
ción con el método OSEM (4 subconjuntos, 3 iteracio-
nes, MRP b = 0.3) por otra parte delinea claramente el
tumor y los contornos del cuerpo, a pesar de la presencia
cercana de la vejiga del paciente (figura 4, derecha).
Para la evaluación de los algoritmos presentados pre-
viamente, se ha realizado una serie de estudios de simu-
lación con datos sintéticos (fantomas). Como imagen ori-
ginal se ha utilizado un corte de un fantoma del cerebro
(inicialmente en 3D). Este fantoma, también conocido
como fantoma de Hoffman [49], simula la distribución
de la actividad encontrada en el cerebro humano en PET.
Fue desarrollado inicialmente a partir de una serie de es-
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Figura 5. Imágenes de 256 × 256 píxeles. (a): Imagen de un
fantoma (corte 14 del fantoma cerebral de Hoffman); (b)-(d):
imágenes reconstruidas a partir de sinogramas sin ruido genera-
dos según la distribución de actividad del fantoma; reconstruc-
ción OSEM, 4 subconjuntos sin MRP, después de 8, 32 y 64
iteraciones.
Figura 6. Imágenes de 256 × 256 píxeles, reconstruidas a par-
tir de sinogramas sin ruido generados según la distribución de
actividad del fantoma (figura 5a); reconstrucción OSEM, 4 sub-
conjuntos, MRP con b = 0.2 y (a) 8 iteraciones, (b) 12 iteracio-
nes, (c) 16 iteraciones, (d) 32 iteraciones.
tudios MRI de un cerebro entero, tomados en intervalos
de 7 mm. Estas imágenes se han digitalizado y dividido
en dos áreas principales de actividad, que representan la
sustancia gris y la sustancia blanca y se presentan en dos
niveles de gris con una relación de 5 a 1. Una tercera área
con actividad cero corresponde a los ventrículos y al es-
pacio del fondo.
Para este estudio, se ha seleccionado el corte 14 (hay
un total de 18 cortes bidimensionales en el fantoma de
Hoffman) como distribución virtual de la actividad den-
tro del campo de visión de un anillo del tomógrafo ECAT
EXACT HR+ (figura 5a). Se ha desarrollado una aplica-
ción Montecarlo para la generación de los eventos de
coincidencia según la física de emisión de positrones
bajo condiciones ideales (ninguna atenuación, disper-
sión, etc.) en las áreas activas del fantoma. Cada evento
produce un par de rayos gama que viajan en direcciones
exactamente opuestas y se asume que son detectadas por
los detectores de centelleo e identificadas correctamente.
Estos datos, registrados en forma de sinogramas, son
adecuados para la evaluación inicial de los métodos de
reconstrucción iterativa presentados anteriormente.
La figura 5 muestra imágenes reconstruidas con el mé-
todo OSEM (4 subconjuntos) sin MRP, para 8 (figura 5b),
32 (figura 5c) y 64 (figura 5d) iteraciones (resultados
equivalentes a 32, 128 y 256 iteraciones del método de
MLEM), de los datos PET (6 079 000 cuentas) generados
según el método de Montecarlo. Es claramente visible el
ruido característico introducido en las imágenes recons-
truidas cuando el procedimiento iterativo se realiza para
un número excesivo de iteraciones, especialmente en los
resultados después de 32 y 64 iteraciones de OSEM.
La aplicación del método MRP aborda el control efi-
ciente del ruido añadido sin afectar la calidad de la ima-
gen y sus características de cuantificación. La figura 6
muestra imágenes reconstruidas a partir de los mismos
datos y después de 8, 12, 16 y 32 iteraciones del algoritmo
OSEM (4 subconjuntos) con el uso del MRP con b = 0.2.
Los resultados muestran que el ruido se ha quitado efi-
cientemente de las imágenes reconstruidas mientras que
los bordes de las regiones sustancia gris-sustancia blanca
se mantienen intactos.
Los otros métodos de reconstrucción iterativa de imá-
genes PET presentados anteriormente proporcionan re-
sultados similares, tanto en lo que respecta a la inspec-
ción visual como al análisis cuantitativo. La figura 7
muestra las imágenes reconstruidas a partir de los mis-
mos datos y con los mismos parámetros que el resultado
presentado en figura 6c, usando OSISRA (figura 7a), OS-
SAGE (figura 7b) y OSWLS (figura 7c). Aunque la com-
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Figura 7. Imágenes de 256 × 256 píxeles, reconstruidas a partir de sinogramas sin ruido generados según la distribución de activi-
dad del fantoma (figura 5(a)); después de 16 iteraciones con 4 subconjuntos, MRP con b = 0.2 y el método (a) OSISRA, (b) OSSAGE
y (c) OSWLS. (d)-(f): substracción cuantitativa de las imágenes reconstruidas con los mismos parámetros según el método OSEM
(figura 6(c)) menos las imágenes mostradas en (a)-(c). Las imágenes en cada grupo, (a)-(c), (d)-(f), se muestran con los mismos
umbrales de nivel y ventana, para que se puedan comparar visualmente.
Tabla 1. Tiempo de reconstrucción (en segundos)
para un corte de 256 × 256 (los subíndices muestran
el tiempo para una iteración en todos los subconjuntos)
en un Pentium II (Windows NT 4.0) a 450 MHz
para una calidad de imagen equivalente
a 64 iteraciones de MLEM
Subconjuntos-Iteraciones
Métodos
1-64 4-16 8-8 16-4
OSEM 96.9 1.5 26.3 1.6 14.0 1.8 7.9 2.0
OSISRA 96.4 1.5 27.8 1.7 14.9 1.9 8.5 2.1
OSWLS 96.8 1.5 26.2 1.6 14.1 1.8 8.0 2.0
OSSAGE 176.3 2.8 46.1 2.9 24.0 3.0 13.3 3.3
paración visual de las imágenes reconstruidas no revela
diferencias marcadas entre ellas, la sustracción cuantita-
tiva entre los resultados mostrados en la figura 7 y la
imagen reconstruida con el algoritmo OSEM muestra
claramente las diferencias subyacentes en la convergen-
cia de cada método. OSISRA muestra los rayos caracte-
rísticos debidos a la naturaleza del algoritmo que actuali-
za el vector de la imagen, basado en relaciones entre
imágenes de retroproyección. OSSAGE no se diferencia
perceptiblemente de OSEM, mientras que OSWLS
muestra diferencias leves en características del ruido (ni-
veles de ruidos más altos en áreas de alta actividad). Estas
diferencias sin embargo son muy sutiles y son visibles so-
lamente dentro de un umbral estrecho de ventana/nivel.
La tabla 1 muestra el tiempo de reconstrucción iterati-
va para una imagen de tamaño 256x256 en un Pentium II
(450 MHz, 256 MB RAM, Windows 2000, Visual Studio
6). Los tiempos se muestran en segundos, sin MRP y con
1, 4, 8 o 16 subconjuntos mientras que se guarda constan-
te el producto: (número de iteraciones) × (número de
subconjuntos) = 64.
El subíndice muestra el tiempo de ejecución para una
iteración (sobre todos los subconjuntos). Estos resultados
muestran que se requiere 1-2 segundos por iteración y
que un corte se puede reconstruir en 0,5-1,0 minutos (de-
pendiendo del tamaño de la imagen y el método seleccio-
nado). Esto hace posible la reconstrucción iterativa de un
sinograma completo de un estudio estático (63 cortes) en
menos de 35-45 minutos. Con el uso de ordenadores Pen-
tium más rápidos [44] se han conseguido tiempos mejo-
res de reconstrucción. Ensayos de los mismos métodos
bajo diversos sistemas operativos (Linux y BeOS) mos-
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traron velocidades más bajas de reconstrucción, posible-
mente debido al uso de los compiladores estándares de
estos sistemas operativos, sin utilizar posibilidades de
optimización.
Los métodos OSEM, OSWLS y OSISRA muestran un
comportamiento similar en tiempos de ejecución, mien-
tras que OSSAGE requiere el doble tiempo de ejecución
para el mismo número de iteraciones, dado que requiere
la proyección de la imagen al espacio de los datos des-
pués de la actualización de cada píxel en cada iteración.
Las modificaciones más recientes del algoritmo SAGE
(SAGE-3) proporcionaron factores de aceleración mejo-
res y mayor calidad de la imagen [50]. La aplicación del
MRP después de cada iteración aumenta los tiempos in-
dicados en un 10-15%.
Los métodos de reconstrucción iterativa de imáge-
nes PET presentados aquí se utilizan en rutina clínica en
el grupo médico PET del Centro Alemán de Investiga-
ción de Cáncer (DKFZ, Heidelberg), donde el método
OSEM con MRP se utiliza para la reconstrucción de los
datos clínicos, usando 4 subconjuntos y 4-8 iteraciones
[51]. Para un estudio típico de cuerpo entero (5 posicio-
nes de la cama del tomógrafo), se obtienen resultados en
menos de una hora, con las primeras imágenes obtenidas
incluso antes de que el paciente deje la cama del tomó-
grafo.
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