INTRODUCTION
The method of path analysis was originated and developed by Sewall Wright in the 1920s.
He published a series of papers describing the theory and application of the path method (Wright 1921a (Wright , 1923 (Wright , 1934 (Wright , 1954 (Wright , 1960a (Wright , 1960b (Wright , 1968 . Some of these publications were in response to criticisms concerning the philosophical basis of "causal relation" and reliability of the results (Niles 1922 (Niles , 1923 and the use of correlation vs. regression or covariance (Tukey, 1954; Turner and Stevens, 1959) . Lush (1947) , Kempthorne (1957) , Li (1975) , Duncan (1975) Borgatta, Bohrnstedt (1969) , Kang (1971) , Seneta (1972) , Kang and Seneta (1980), and Emigh (1984) , among many other authors, have described path analysis in theory and application. Wright (1960a) described the method of path analysis as a technique to deal wi th a system of interrelated variables. The original idea (Wright, 1921a) was to combine the knowledge of causal relationships among variables with the degree of relationship measured by correlation coefficient to determine the direct influence along each separate path and the degree to which variation of a given effect is determined by each particular cause.
Correlation does not generally imply causation, but Wright (1960a) reemphasizes his account of Wright (1921a) that the path coefficient method is by no means restricted to relations that can be described as ones of cause and effect. Furthermore, Wright (1960a) defends his
Conference on A New Prairie Press https://newprairiepress.org/agstatconference/1990/proceedings/14 assumption of linear relations among variables on the ground that non-linear relations may sometimes be transformed systematically throughout a path diagram into linear ones.
In nearly 70 years after its introduction, concerns about the validity of the method and assumptions made still remain.
Although it is difficult to give a simple definition of path analysis, the path method was originally introduced by Wright (1921a Wright ( , 1921b to study the interrelationship and persistence of variously linked heterozygotic attributes after successive brother-sister mating in an inbreeding experiment. Animal breeders and plant breeders have extensively used this method.
Application, however, is not limited to agriculture. Several authors have discussed the use of path analysis in epidemiology (e.g., Goldsmith and Berglund 1974; Goldsmith 1977; Rao et ale 1976; Cloninger et ale 1983; Fulker 1988) and in sociology (e.g., Land 1969; Heise 1969) .
The objectives of this paper were to: (1) review the statistical basis of path analysis in relation to regression and correlation coefficients and (2) demonstrate the application in agricultural research.
METHODOLOGY Multiple Reqression
Suppose in a set of n+1 random variables, we wish to estimate one (call it y) by a linear combination of the others ex" x 2f ... , x n ). Our multiple regression model is:
The residual random variable e has zero expectation and is uncorrelated pairwise with each of x', x 2 ' •••• , x n • Equation (1) can simply be rewritten as:
Or simply
We can fit model (2) by least squares and get exact~y the same estimated parameters and fitted values that we would have obtained from fitting model (1). If we divide Equation (2) by 0 y throughout we have in fact standardized the dependent variable y.
We can make similar transformation on the variables X l ,X 2 , .. • xn and rewrite as follows: . , Xn were all held fixed which gives only a partlal plcture of what happens to y in Equation (1) as X, changes.
The path diagram corresponding to Equation (4) is shown in Figure  1 .
This X's and E are assumed uncorrelated and thus there are no paths connecting them in Figure 1 . between XiS (b) are shown below where, rij represent correlations between Xi and Xj (e.g., r'2 indicates correlation between X, and X 2 ) and r yi , i=1, 2, ... , n (total correlation in Wright's terminology) indicate correlations between Y and Xi.
These normal equations indicate that the correlations of Y with any Xi are made up of (1) direct path from Xi to Y and (2) indirect paths through variables XjS (correlated with XiS) to Y.
For instance, the direct effect of Y on X, is shown by the path from X, to Y or p,.
The indirect effect of Y on X, via X~ is P2r'2 and via Xn is Pnr'n as shown in the first line of equatlons (a). This aspect of path analysis which partitions the total correlation into causal components can be very useful in describing relationships among variables.
If X IS are not correlated: 2 2 2 2 2 Only a few simple rules will be given here for tracing the paths of a diagram. Wright (1960a; 1968) or Li (1975) should be consul ted for more details.
In reading a path diagram, one should follow the direction of the arrows going backward first and then going forward (e. g., Y +-X, ~ Y =p,z or Figure 1 ).
Tracing should proceed without going back after going forward along an arrow and without passing through any variable twice in the same path (e.g. I Y +-X, .... X 2 +-X, ~ Y is not permitted in Figure 1) . A double-headed curved arrow (-) used to indicate correlation between two variables may be used in either direction, but any specific path cannot involve more than one correlation step.
Two or More Dependent Variables
Extension to more than one standardized dependent variable is not difficult.
For two dependent variables Y, and Y 2 :
shown in Figure 2 .
More details are given in Kempthorne (1957 In statistical terms, cause and effect are similar to independent and dependent variables.
Assuming causal relationships, the p coefficients in (4) could be defined as Wright's path coefficient.
In applying predictor regression to path analysis, it is customary to deal with the relationships among the standardized variables all equal in mean (zero) and all equal in variance (unity).
Assume feed intake (F) and outside temperature (T) in dairy cows as independent variables and milk yield (M) as dependent.
In conventional stepwise multiple regression, F and T are assumed to have a symmetrical relationship.
It is also assumed that F and T have an asymmetrical relation with M.
The three variables produce six possible bivariate asymmetrical path relationships shown below:
Of these relationships, paths numbers (2) and unlikely.
Assuming that the sequence of events provide natural association among variables, if F preceded M, then # (4) above is not a causal path. The remaining three relationships (Figure 3 ) have a polarity based on the assumption that a relationship between each set of two variables exists in only one of two possible directions. Further extension to mul ti variate could be made by assuming that changes in F and T change body weight (W) which in turn influences milk production ( Figure 5 ).
E is a random The p, (Pyx) in Equation (9) is standardized partial regression coefflcient (path coefficient) to be estimated from the transformed (standardized) data as: In standardized form bo=O and p, replaces b,. We have:
In this case, regression, correlation, and covariance are all measures of the same thing. Path diagram and square of the path coefficients (Wright's coefficients of determination) are shown in Figure 6 . When X and E are correlated as in P = G + E where, G and E represent genetic and environmental effects , respectively and P is the phenotypic (observed) representation, the standardized model can be written as: correlation is shown by a doubleheaded curved arrow in Figure 7 .
FiglEe 6. Path diagram assuming X and E are not correlated.
Regression of y on x 1 and X z
Y=l3 o + l3,x, + I3zXz + e
The residual random variable e has zero expectation and is assumed uncorrelated pairwise with each of X" and x?O The standardized model is ShOv.T1 ~n Pcth Oeterrninctiofl Equation (11).
Y=p,x, + PzX z + PeE
where, Computations for determining P, and P2 are simple if SAS (1985) is used using the following statements: The STB option of the REG Procedure will directly compute the standardized regression coefficients (path coefficients). The
path from E to Y can be computed from: P e = J1 -(pi + pi)
APPLICATION in AGRICULTURAL RESEARCH Inbreeding
Wright's most successful use of path analysis method was in deducing genetic consequences of a continued inbreeding system such as brother-sister mating.
Details of this application have been given in several publications including Wright (1921a Wright ( , 1921b Wright ( , 1934 Wright ( , 1968 , Tukey (1954) , Kempthorne (1957) , and Li (1975) and will not be repeated here. However, an inbreeding example will be presented to transfer some idea of the usefulness of the path analysis in agricultural research.
An alternative method based on properties of the mixed-model methods (Henderson, 1975 (Henderson, , 1976 will also be presented to determine relationships among pedigree members.
As an example consider the pedigree in Figure 9 to illustrate construction of a relationship matrix (R). This matrix is ordered by generation number (0-4) so that parents precede their progeny.
The assumption made here is that individuals of the base generation (A, B, and C in generation 0) are unrelated and not inbred.
The identity of one of the parents of G is not known but is assumed to be unrelated to other individuals in generations 0 to 2.
~ ____ . ______________ ~ Individuals F, and H in Figure 9 Generation are inbred. The base generation individuals are non inbred unrelated and with unspecified parents.
The pedigree in Figure 9 includes 8 individuals and thus R will be an 8X8 matrix of relationships. Henderson (1975 Henderson ( , 1976 ) and Kennedy and Sorensen (1988) .5 1 diagonal elements are all equal to o.
(2) The lower offdiagonal elements are equal to the average of the coefficients of parents (PI and P2) if both parents are known, or half of the coefficient of the known parent if only one parent is known. The coefficient is 0, otherwise .
. For instance, the element T 6 ,' is half of the coefficients for parents of F, namely .5 for D and 0 for E which equals .25.
T 7 , is half of this value (.25) since only one parent is , known (.125). This method of computation is well adapted to computerization.
However, the path coefficient method could also be used to compute any of these coefficients. For example, T62 indicates the relationship between F and B in , Figure 9 . There are two paths connecting F and Bi B-D-F and B-E-F and the coefficient of BF is the sum of probabilities over these two paths or (1/2)2 + (1/2)2 =.5. represent the direct transfer of genes from B equals 1/2 since parents transfer a sample half to their offspring.
These pathways to F and each of their genes
The diagonal elements of matrix D are equal to (2 -Fp1 -F p2 )/4 if both parents (PI and P2) of an individual are known, equal to (3 -Fp,)/4 or (3 -F p2 )/4 if only one parent is known, or equal to 1 if neither parent is known. R is a symmetric matrix shown below and is readily computed from R=TDT I where T is the triangle and D the diagonal matrix.
All diagonal elements of this matrix except D6 6 and D8 8 are equal to 1. D6 6 indicates coefficient of " , inbreeding of .125 for individual F in Figure 9 . The corresponding coefficient for individual H is computed to be .28125.
Path analysis has been used extensively in agricultural research, but only a few examples will be cited here. Wright applied path coefficient method to investigate the cause of negative regression of guinea-pig birth weight on litter size (Wright, 1921a (Wright, , 1968 . This example has been further Tukey (1954) , and Kempthorne (1957) . applied path analysis to investigate direct and indirect contributions of seed size, spikelets per spike, fertility, and plant size (independent variables) of crested wheatgrass to the variability in seed yield (dependent variable).
A similar approach was used by to study direct and indirect effects of seven attributes on bean yield/plant. Other recent examples are analyses of carcass composition , milk yield , and blueberry yield (Siefker and Hancock, 1986) . These examples show wide applications of path analysis in various fields of agricultural research.
DISCOSSION
Path analysis involves three components: (1) a path diagram representing a set of linear equations showing variables and their relationships, (2) a set of tracing rules to compute correlations among variables using a simplified algebra, and (3) algori thm to estimate parameters from the data and to test the adequacy of the model.
In general, the algebra required for path analysis is very similar to those of regression, correlation, and ANOVA, except that variables are standardized in path analyses.
One advantage over the conventional statistical method is that the algebra and tracing rules have been simplified so that even people with very little statistical training could perform path analyses.
In the method of path analysis causal relationships between variables are based on observation, experience, and common sense rather than experimental evidence. Interpretation of observed events may not be as" clear-cut as those of the designed experiment and if a large number of variables are involved (which usually is the case) understanding causal relations among them could become very difficult. Of course one could use the stepwise regression to reduce the number of variables.
Additionally, two scientists given the same data on a set of variables, could very well propose two different path diagrams for analysis. with several possibilities to analyze the same data, it would be difficult to judge which is right and which is not.
In this case, one's intention should be to select a system of causal relations compatible with the observed data and to change the relations if necessary to compare the differences between systems.
The method itself has come under the criticism by several scientists.
Use of the "coefficient of determination" when variables are correlated has been criticized.
However, when sources are independent, there is little difficulty in this respect. Partitioning the correlation between variables is an important accomplishment of the path analysis, but undesirable in ANOVA.
Some reports favor the use of regression over correlation in path analysis.
In this regard, if prediction is the purpose of the analysis, regression should apply.
The path coefficients are closely related to correlation coefficients which are standardized covariances and may be further decomposed into causal components in a path analysis. However, path coefficients are not restricted to values between -1 and +1 as are correlations and they are not symmetric.
Concerns have been expressed on the assumption of linearity and the validity of path analysis under non-linear conditions.
Wright's response has been to use transformation if non-linearity is suspected.
Even in the case of nonlinearity, after transforming variables, the path method would be a good approximation.
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