Autism spectrum disorder involves persistent difficulties in social communication. Although these difficulties affect both verbal and nonverbal communication, there are no quantitative behavioral studies to date investigating the cross-modal coordination of verbal and nonverbal communication in autism. The objective of the present study was to characterize the dynamic relation between speech production and facial expression in children with autism and to establish how face-directed gaze modulates this cross-modal coordination. In a dynamic mimicry task, experiment participants watched and repeated neutral and emotional spoken sentences with accompanying facial expressions. Analysis of audio and motion capture data quantified cross-modal coordination between simultaneous speech production and facial expression. Whereas neurotypical children produced emotional sentences with strong cross-modal coordination and produced neutral sentences with weak cross-modal coordination, autistic children produced similar levels of cross-modal coordination for both neutral and emotional sentences. An eyetracking analysis revealed that cross-modal coordination of speech production and facial expression was greater when the neurotypical child spent more time looking at the face, but weaker when the autistic child spent more time looking at the face. In sum, social communication difficulties in autism spectrum disorder may involve deficits in cross-modal coordination. This finding may inform how autistic individuals are perceived in their daily conversations.
A core diagnostic criterion for autism spectrum disorder (ASD) is persistent difficulties in social communication and social interaction affecting both verbal and nonverbal communication 1 . The fastest growing group of individuals on the autism spectrum have language and cognitive abilities within the normal range, but continue to exhibit atypical verbal expressions and non-verbal facial expressions that often lead them to be perceived as awkward by others [2] [3] [4] , including age-matched peers with and without ASD 5, 6 .
Prior work has shown that emotional speech productions of children with ASD are rated as more emotionally intense, but also as more awkward than those of their NT peers 3, 7 . The perceived awkwardness in speech production of individuals with ASD may have its basis in properties such as increased pitch range 8 (especially in emotional sentences 5 ), variable loudness and voice quality 9,10 , atypical rate 11 , and overall differences in prosodic contours 12 . There is also evidence to suggest that individuals with ASD have a level of imbalance across these acoustic features that significantly differentiates their speech production from those of their neurotypical (NT) peers 13 . Independent raters found autistic speech production to be more awkward or "odd" than that of NT participants 2, 7 .
Research exploring facial expression in ASD is relatively limited, but dynamic motion capture analyses may explain the perceived awkwardness of facial expressions in individuals with ASD. Evidence includes greater expressive ambiguity in children with ASD, such that the emotional valence of target expressions (i.e., positive vs. negative) does not predict facial movement patterns. In contrast, emotional valence has strong predictive power for facial movements in NT children 14 . Children with ASD also exhibit atypical timing and synchrony of movements of different facial regions 15 , reduced intensity of upper face movement 16 , and a reduced variety of facial movements 17 .
There is a richer literature on facial processing in ASD than on facial expression in ASD. The literature on facial processing deals in particular with visual attention to faces. Research findings in this area vary greatly, with some studies documenting reduced gaze to faces [18] [19] [20] [21] and others reporting gaze patterns to faces that are not different from those of NT peers [22] [23] [24] . A review of the literature does not support the hypothesis that autistic individuals gaze disproportionately at the mouth while avoiding the eyes 25 , but the majority of studies do document that individuals with ASD show reduced gaze to the face compared to their NT peers 26 . It is reasonable to propose that this reduced face-directed gaze would provide individuals with ASD fewer opportunities to perceive and process social communicative facial expressions, thereby potentially contributing to the documented atypical production of communicative expressions and reduced social skills overall 18 .
In addition to showing divergent patterns in facial expression, speech production, and face-directed gaze, individuals with ASD have been shown to have difficulty integrating information across modalities. During receptive tasks, autistic individuals struggle with cross-modal integration 27 , particularly in relation to information from faces and voices 28, 29 . In addition to these receptive deficits, there is some evidence that individuals with ASD struggle with cross-modal integration during expressive tasks. For instance, when individuals with ASD tell a narrative, their gestures are less coordinated with the timing of speech production than those of NT individuals 30 .
Despite this evidence of receptive difficulties in cross-modal integration, there have been no quantitative behavioral studies to date on how autistic individuals coordinate vocal and facial expressions during speech production and whether the presence of atypical face-directed gaze is related to any differences in vocal and facial expression quality or coordination. Such information is crucial to understanding the relation between receptive and expressive social communication skills and crucial to documenting possible reasons for the perceived awkwardness of facial and vocal expressions of autistic individuals 4 .
The objective of the present study is to analyze the dynamic relation between speech production and facial movement and to establish how face-directed gaze modulates this cross-modal coordination of expressive modalities in NT and autistic children. We presented a dynamic mimicry task using video stimuli of neutral and emotional sentences spoken by several actors. We recorded audio, video, motion capture, and eyetracking data from a group of autistic and NT children as they watched and mimicked each stimulus. We used Granger causality analysis to quantify cross-modal coordination between speech production and facial movement. Granger causality is a measure of how well a signal y is predicted by another signal x 31 . Specifically, Granger causality indicates whether using past values of a signal x to predict a signal y improves prediction beyond what can be achieved using only past values of y. For the purpose of the present study, if movements of the face strongly Granger-cause the speech signal, this indicates strong cross-modal coordination between speech production and facial movements, showing that the face is moving synchronously with speech production. Weak Granger causality, on the other hand, indicates weak cross-modal coordination, indicating that the face moves asynchronously with speech production. The dependent variable of the present study, "cross-modal coordination", is defined as Granger causality strength.
Granger causality analysis determines causality through analysis of the statistical dependencies between two signals, not through direct experimental manipulation of one or the other signal. Such an analysis is useful for human behavior, where direct experimental control is frequently either infeasible or entirely unavailable. For this reason, Granger causality has been used for the analysis of facial movement in behavioral autism research [15] [16] [17] . Whereas previous studies use Granger causality to establish whether an individual coordinates the expressions of different facial regions, the present study proposes a new application of this method, namely, to establish whether an individual coordinates facial expression with speech production.
Based on existing evidence that individuals with ASD display perceptual deficits in cross-modal integration and reduced synchrony of facial movements, we predict that children with ASD will display weaker cross-modal coordination between facial expression and speech production than NT children, particularly for emotional sentences that require greater facial and vocal expressiveness. Given the evidence of reduced face-directed gaze in ASD, we also predict that increased gaze to the stimulus faces will be associated with the NT pattern of strong cross-modal coordination.
Results

Effect of diagnosis on cross-modal coordination.
We performed statistical tests of linear mixed effects model coefficients to test for an effect on cross-modal coordination for factor diagnosis (treatment: ASD; baseline: NT), factor sentence (treatment: emotional; baseline: neutral), and covariate age. The interactions were the following: diagnosis × sentence; age × diagnosis; age × sentence; age × diagnosis × sentence.
Diagnosis, sentence, and their interaction. The factor diagnosis did not have a significant effect on cross-modal coordination ( . = − . t (31 2) 077, = . p 0 45), but the factor sentence was significant ( . × = . t(2 98 10 ) 42 8 5 , p 1 10 16 < × − ) and the interaction of diagnosis and sentence was significant (t(2 98 10 ) 15 7 5 . × = − . , p 1 10 16 < × − ). We explored these effects with a simple effects analysis in which we compared the expected marginal means for factor diagnosis at each level of factor sentence and, vice versa, the expected marginal means for factor sentence at each level of factor diagnosis (see Fig. 1 ). Consistent with the main effect for sentence, we found that mean cross-modal coordination differed significantly between neutral and emotional sentences, with emotional sentences displaying stronger cross-modal coordination than neutral sentences (for children with ASD:
. × = . t(3 0 10 ) 67 92 5 , < × − p 1 10 16 ; for NT children: t(3 0 10 ) 169 60 5 . × = . , p 1 10 16 < × − ). Consistent with the diagnosis × sentence interaction, we found that NT children had significantly stronger cross-modal coordination in emotional sentences than children with ASD (t(31 3) 640 . = − . , = . × − p 3 8 10 7 ), but in neutral sentences we found no group difference ( . = − . t (31 3) 202, = . p 0 052).
These results indicate that emotional sentences have stronger cross-modal coordination than neutral sentences and that the difference between emotional and neutral sentences is greater for NT children than for children with ASD. NT children produce emotional sentences with strong cross-modal coordination and produce neutral sentences with weak cross-modal coordination. Children with ASD, however, produce similar levels of cross-modal coordination for neutral and emotional sentences.
We conducted a follow-up analysis to determine whether this finding was the result of children with ASD being less emotionally expressive in facial expression and speech production and therefore producing cross-modal coordination patterns for emotional phrases that were similar to those for neutral phrases. We used motion capture marker variance (i.e., a measure of facial expression intensity) and audio feature variance (i.e., a measure of speech production intensity) to investigate potential diagnosis-based differences in overall facial expressiveness. We controlled for individual variability such as head size by estimating by-participant random intercepts as part of a linear mixed effects model. The by-participant random intercepts accounted for random variation at the level of study participant, while still allowing us to evaluate the fixed effect for diagnosis (contrast: − ASD NT ). We also analyzed overall intensity of acoustic features to account for vocal expressiveness. There was no significant difference in intensity between the ASD and NT groups in motion capture marker variance ( . = . t(34 0) 2 41, p 0 022 = . ) or in audio feature variance (t(34 5) 0 04 . = . , = . p 0 97). This indicates that children with ASD are producing emotional facial expressions and speech at similar levels of intensity, but with lower levels of cross-modal coordination for emotional expressions than their NT peers.
Interaction of age with diagnosis and sentence. Neither the covariate age ( . = . t(31 1) 2 48, p 0 02 = . ) nor its interaction with diagnosis was significant (t(31 2) 0 48 . = . , = . p 0 64). The interaction of age and sentence was significant (t(2 98 10 ) 16 0 5 . × = − . , < × − p 1 10 16 ), indicating that cross-modal coordination in emotional sentences was stronger for younger children than for older children, irrespective of diagnosis. The three-way interaction of age, diagnosis, and sentence was likewise significant ( . × = . t(2 98 10 ) 8 70 5 , p 1 10 16 < × − ). We explored these effects by performing pairwise comparisons between diagnosis× sentence cells in terms of the expected marginal trends for covariate age (see Fig. 2 ). We found a significant difference in slope for age between NT-neutral and NT-emotional cells, with age having a greater effect in the NT-neutral cell than in the NT-emotional cell ( . × = . t(3 0 10 ) 16 0 5 , < × − p 1 10 16 ). This indicates that older NT children display stronger cross-modal interaction in emotional sentences than younger NT children. We do not find evidence of this trend in the ASD group.
Face-directed gaze. We performed statistical tests of linear mixed effects model coefficients to test for an effect on face-directed gaze for factors diagnosis (contrast: − ASD NT ), sentence (contrast: emotional − neutral), area of interest (contrast: − upper face lower face ), and all interactions of these factors. Factor diagnosis was significant (t (45) 3 610 = − . , p 7 7 10 4 = . × − , indicating that mean gaze duration is significantly greater for NT children ( = . mean 40 0, . .= .
S E 2 3) than for children with ASD ( = . mean 28 4, S E 2 3 . . = . ). The main effect of sentence was significant (t(149 2) 10 6 . = . , < × − p 1 10 16 ), indicating that mean gaze duration was significantly www.nature.com/scientificreports www.nature.com/scientificreports/ greater during the emotional sentence (mean 38 5 = . , S E 1 6 . . = . ) than during the neutral sentence (mean 29 9 = . , S E 1 6 . . = . ). The effect of area of interest was not significant (t(45) 0 45 = − . , = .
p 0 65). None of the interactions were significant (see Fig. 3 ).
Effect of face-directed gaze on cross-modal coordination.
Based on suggestions in the literature that reduced receptive experience with social cues leads to reduced expertise in expressive social cues 32 , we tested the hypothesis that increased gaze to faces leads to greater cross-modal coordination of speech production and facial expression. Specifically, we performed statistical tests of linear mixed effects model coefficients to test for an effect on face-directed gaze for factor diagnosis (contrast: ASD NT − ), covariate uf (upper face net dwell time), covariate lf (lower face net dwell time), and covariate age. The interactions were the following: diagnosis × lf; diagnosis × uf; diagnosis × lf × age; and diagnosis × uf × age.
The effect for covariates lf (t(2 97 10 ) 817 5 . × = − . , = . × − p 3 05 10 16 ) and uf were significant ( . × t(2 93 10 ) 5 = − . 24 3, p 1 10 16 = × − ). NT participants differed from ASD participants in terms of the slope for covariates uf ( . × = − . t(2 9 10 ) 4 46 5 , p 8 20 10 6 = . × − ) and lf ( . × = − . t(2 9 10 ) 7 32 5 , = . × − p 2 49 10 13 ). Children with ASD had a negative slope for gaze to the upper face (slope for uf: 0 16 − . , S.E.: 6 9 10 3 . × − ) and for gaze to the lower face (slope for lf: − . 0 14, S.E.: 5 3 10 3 . × − ). NT children had a positive slope for gaze to the upper face (slope for uf: 3 7 10 3 . × − , S.E.: . × − 5 0 10 3 ) and for gaze to the lower face (slope for lf: . 0 12, S.E.: 4 5 10 3 . × − ). Note that this analysis averaged over covariate age because neither the interaction of age, diagnosis, and lf ( . ). Together, these results indicate that face-directed gaze is associated with strong cross-modal coordination in NT children but is associated with weak cross-modal coordination in children with ASD. For NT participants, the cross-modal coordination of speech production on facial expression is greater when the participant spends more time looking at the face. For ASD participants, cross-modal coordination is weaker with increased face-directed gaze.
Discussion
In a dynamic speech mimicry task, children with ASD produce facial and vocal expressions that are less coordinated with each other than the facial and vocal expressions of their NT peers, particularly for emotional speech. The strong Granger causality we observe in the NT children indicates that when NT children produce emotional speech, the dynamic contours of facial movements are strongly coordinated with dynamic speech features such as pitch and tone. In contrast, weak causality in the ASD group suggests that their coordination of facial and vocal expressiveness is relatively asynchronous. Importantly, the biggest difference in causality between groups was for production of the emotional sentences (as opposed to the neutral ones). Coordination between face and voice increased substantially in the NT group, whereas the increase was much smaller in the ASD group, leading to a significant interaction between diagnostic group and emotional expressivity.
Prior work provides evidence that reduced cross-modal (facial-vocal) coordination has an impact on the perceived naturalness of connected speech in ASD. Narratives of children with ASD were rated as less engaging than those of NT children due to reduced synchrony of gestures with their corresponding speech part 30 . This supports our finding of increased cross-modal asynchrony in autistic speech. Our study further demonstrates that children with ASD exhibit greater cross-modal asynchrony in tasks demanding high emotional expressiveness. This task-dependent deficit of cross-modal synchrony may be related to the perceived awkwardness of this population.
With regard to the receptive behavior of face-directed gaze, our eyetracking analyses reveal diagnosis-based group differences in gaze behaviors. Children with ASD exhibited less net dwell time than NT children. We also find that children gazed longer at the face during emotional sentences than during neutral sentences, irrespective of diagnosis.
When we investigated the relation between these group-based differences in receptive gaze patterns and expressive cross-modal coordination, we discovered opposite patterns for the two groups. While increasing gaze to stimulus faces resulted in stronger cross-modal coordination for NT children, increasing gaze to stimulus faces resulted in weaker cross-modal coordination for children with ASD. Thus, when participants with ASD paid more visual attention to the face, they were worse at coordinating facial expression with speech production during the corresponding sentence mimicry. This somewhat surprising finding indicates that children with ASD do not seem to benefit from increased visual exposure to emotional speech but fits with our findings in the receptive and expressive modalities respectively: children with ASD are attempting to produce emotional expressions, but fail to do so in a canonical, well-coordinated way. As this is a purposeful mimicry task involving production of a complete sentence and not an automatic, involuntary facial mimicry task, this finding suggests that children with ASD may show deficits of voluntary mimicry behaviors in addition to deficits in automatic mimicry that has been reported in previous literature. We discuss differences between automatic and voluntary mimicry later in this section.
The increased visual exploration of the stimulus face we found in some autistic children may be a reflection of increased social interest (correlation between social communication questionnaire score and mean gaze to upper face during the emotional sentence: r 0 29 = − . , = − . t (45) 2 02 = . p 0 049), resulting in their working harder to reproduce the video model. However, their greater motivation and greater effort seems to actually result in less successful face-voice coordination, potentially in the same way autistic children show greater difficulty producing well-coordinated facial and vocal speech with more emotional expressivity. This interpretation resonates with previous findings that children with ASD are both more expressive and more awkward in emotional language mimicry, indicating that autistic individuals may be eager to portray emotional expressivity, but lack the ability to express those emotions in a canonical way 7 . It is possible that participants in our study who had higher levels of social motivation, as evidenced by increased face-directed gaze, consciously attempted to produce emotionally expressive speech that was beyond their cross-modal coordination ability, thereby resulting in greater face-voice asynchrony. By contrast, NT children who demonstrated more face-directed gaze were also more successful at coordinating their faces with their voices, indicating that increased social interest and face-voice synchrony were related in this population. These data are preliminary but do indicate greater cross-modal asynchrony in emotional speech productions of school-aged children and adolescents with ASD and that interventions targeted at increased face-directed gaze in ASD may not necessarily have the intended downstream effect of improved social communication quality. Further studies are necessary to determine the causal relations between social gaze, social production, and social perception. www.nature.com/scientificreports www.nature.com/scientificreports/ There is an ongoing debate about whether individuals with ASD are relatively poor at mimicking others' facial expressions and whether a dysfunctional mirror neuron system might play a role in this 33 . The majority of investigations into the mirror neuron system in ASD focused on neuroimaging techniques to identify neural networks underlying this function or facial electromyography (EMG) to capture minute and involuntary muscle movements that occur when observing others' facial expressions 34 . The studies reviewed seem to indicate that the primary deficit in ASD related to mirror neurons is found during action observation, rather than action execution 34 . Similarly, a seminal study on facial expression production in ASD used facial EMG to show that individuals with ASD exhibit deficits in automatic, but not voluntary mimicry of facial expressions 35 . Another recent review of the literature pointed to a complex mechanism for facial expression mimicry in ASD that relies on multiple factors, including social understanding, motor mimicry, and interpretation of emotion from faces 36 . The authors state that mirror neurons may play a role particularly in automatic, subconscious mimicry of facial expressions, but are less defining for the ability to voluntarily and purposefully mimic facial expressions 36 . Given that the task presented here involved repetition of sentences with associated emotional facial expressions and that we measured expressions using motion capture, which is not sensitive enough to capture the minute, involuntary muscle movements recorded by facial EMG when participants observe others' facial expressions, we posit that the mirror neuron system plays a less significant role in the resulting expressions.
The limitations of the study are the following. First, the study relies on a purposeful mimicry task, rather than a more natural paradigm, such as spontaneous speech or social interaction, during which spontaneous facial and vocal behaviors could be elicited. For example, rather than mimicking facial expressions and sentences, the participant could be asked to watch and respond to emotionally evocative videos 37 or to produce speech and facial expressions in response to an imagined situation. Future work may seek to determine whether the present findings generalize to such experimental paradigms or even to observational data, which will indicate whether the findings generalize to spontaneous responses and whether cross-modal coordination differs between mimicked and spontaneous responses. Future studies should also endeavor to analyze these patterns in a larger sample to allow for generalizability of findings.
Second, the accuracy of sentence imitation was not evaluated. It is possible that accuracy in sentence imitation task performance systematically varies with cross-modal coordination and that there are not only group differences in cross-modal coordination, but also group differences in accuracy. However, the present study did not evaluate the relation between these two variables or test for group differences in sentence imitation task accuracy.
Third, the present study did not connect the observed speech production, facial expression, and eye-gaze data to human perception of expressivity or awkwardness. Our future research objective is to analyze how cross-modal coordination of emotional facial and vocal expressions relates to perceptions of atypicality and awkwardness of individuals with ASD.
Fourth, the sample of children with ASD in the present study had relatively high cognitive ability and language skills. Thus, the findings of the current study may not generalize to all individuals with ASD. Future research should measure face-voice coordination among individuals with ASD who are less cognitively and/or linguistically able.
In sum, the finding of the present study is that children with ASD show relatively weaker cross-modal integration of facial expression and speech productions, particularly during emotional speech. In contrast, NT children produce facial movements that are highly synchronous with their speech productions. These findings indicate that social communication difficulties in ASD may involve deficits of cross-modal integration of facial and vocal expressions during emotional speech production.
Methods
Participants. We recruited 16 children with ASD and 19 NT children for this study. We conducted vision screening (Snellen Chart) and hearing screening (pure tone portable audiometer) to determine that vision and hearing abilities were within normal limits. Participants were able to wear corrective lenses to participate in the task without interfering with eyetracking data collection. Inclusion criteria were language (Core Language Score on the Clinical Evaluation of Language Fundamentals, 5th Edition [CELF-5] 38 ) and cognitive (Kaufman Brief Intelligence Test, 2nd Edition [K-BIT 2] 39 ) standard scores above 79. Exclusion criteria were at least mild hearing deficit in one ear, genetic disorders, or other developmental or psychiatric diagnosis.
The ASD and NT groups did not differ significantly in age (F(1, 33) 0 60 = . , = . p 0 44), gender (Fishers Exact Test odds ratio: 5 72 . , p 0 20 = . ), full IQ ( = . F(1, 33) 0 0, = . p 1 0) as measured by K-BIT 2 39 , or language ability (F(1, 33) 1 28 = . , = . p 0 27) as measured by CELF-5 38 . All children who self-reported an autism diagnosis completed the Autism Diagnostic Observation Schedule 2nd Edition [ADOS-2] 40 with a research-reliable administrator to confirm ASD diagnosis. Of the 19 children with ASD, 13 completed Module 3 and 6 completed Module 4. Additionally, we determined the distribution of autistic symptoms in both groups (NT and ASD) using the Autism-Spectrum Quotient (AQ) and Social Communication Questionnaire [SCQ] 41 . The ASD and NT groups differed significantly in AQ ( = . F(1, 30) 44 2, = . × − p 2 3 10 7 ) and SCQ scores ( = . F(1, 33) 114 9, = . × − p 2 8 10 12 ). The children with ASD had significantly higher AQ ( . = . t(29 9) 7 1, = . × − p 6 9 10 8 ) and SCQ scores than the NT children ( . = . t(20 6) 10 1, = . × − p 1 9 10 9 ). AQ scores were missing for two participants. We used parent-or self-report of the AQ as appropriate based on the age cut-offs of the instrument. All AQ scores reported here were z-scored to adjust for the different scales of the different versions. All demographic data are found in Table 1 .
Procedure. Participants were brought to the lab individually. Typically, we conducted standardized testing on one day and brought participants back for a second visit to complete several study tasks, including the sentence mimicry task described here. At the start of each session, we obtained informed assent from the participant and Scientific RepoRtS | (2019) 9:18301 | https://doi.org/10.1038/s41598-019-54587-z www.nature.com/scientificreports www.nature.com/scientificreports/ informed consent from a parent or guardian. The procedure for obtaining informed assent/consent and the study protocol were approved by the Institutional Review Board at Emerson College, Protocol #13-050-X-F-6.14. The research was performed in accordance with the guidelines and regulations of the Institutional Review Board at Emerson College.
Participants sat in a chair with a 56 cm computer screen 60-80 cm in front of them. A video camera was positioned above and in front of the participant, but behind the computer screen (red circle in Fig. 4 ). We presented 16 videos of adolescent actors on the computer screen. In each video, the actor spoke a sentence with neutral emotion in the first clause and a specific emotion in the second clause (e.g., the neutral clause "I took the trash out" followed by the disgusted clause "and something gross was dripping all over me"). A range of emotions were represented, including disgust, pride, excitement, and anger (see Supplementary Material 1 for stimulus list) . During the emotional clause, the stimulus actor used both voice and facial expression to convey the emotion. We recorded actors producing 112 different sentences with multiple iterations of each. Study staff chose the best iteration of each sentence based on technical criteria (focus, sound quality, etc.) and perceived clarity of the emotional expression. We then presented those best iterations of each two-phrase sentence to 34 pilot study participants in a multiple-choice task, asking them to determine the emotion (including neutral) of each phrase. We calculated the percentage of ratings confirming the target emotion and selected the stimuli with the highest agreement ratings for both the neutral and emotional phrases of a stimulus sentence (mean: 95.7%, range: 73-100%, mode: 100%), ensuring that all target emotions were represented in the final sample. We also made sure that stimuli used for this study varied in the location of emotional emphasis, so that the stressed syllable/word was located either phrase-initially, phrase-medially, or phrase-finally in order to make the mimicry task less predictable for participants.
The stimuli were presented in a pseudo-randomized sequence so that emotions, sentences, and actors did not immediately repeat. Roughly half the participants saw the sequence in reverse order. Participants were given the following instructions: "Now you are going to watch some short videos of people saying sentences. Your job is going to be to repeat the sentence as best you can. We want you to imagine yourself in the situation that the sentence describes and repeat the sentence expressing the same emotion you see the person express in the video. When it's your turn to say the sentence look up at this video camera. It's okay if you don't get the words exactly right. Just try your best!" Stimuli were presented to the participant one after the other, beginning after the participant finished repeating each sentence and we allowed participants to rest between stimuli, if they requested it. www.nature.com/scientificreports www.nature.com/scientificreports/ Eyetracking. When participants sat down in front of the computer screen, we completed a five-point calibration of the SensoMotoric Instruments (SMI) RED eyetracker, which uses a sampling rate of 100 Hz, aiming for 1  < of deviation in either axis. The RED was attached to a computer monitor mounted on a movable arm, so we could adjust the location and angle of the eye tracker and obtain optimal recording and viewing parameters for each participant. Calibration was automatic, meaning that the SMI system advanced to each of the five points as soon as participants fixated on a marker. We repeated calibration until we achieved good results, aiming for deviation of x-and y-axes of less than 1 mm. The eyetracker recorded gaze to the computer screen continuously throughout the study, marking the onset point of each stimulus sentence. We cut the gaze data at the conclusion of each sentence so as not to include gaze data to the blank screen while participants produced each sentence. We used SMI data analysis software to identify areas of interest on the upper face (including eyes, nose, upper cheeks, and forehead) and the lower face (including mouth, chin, and lower cheeks). All eyetracking data presented here are based on net dwell time to each of the areas of interest, meaning that all gaze within the area of interest is used in the calculation, not only those gazes that reach a threshold for fixation. Net dwell time is presented as a proportion of the total trial duration.
Motion capture. Motion-capture data was captured at 100 frames per second using the VICON MX-T40 camera system (Vicon Motion Systems Ltd., Oxford, UK). We attached 28 reflective markers (4 mm diameter) to participants' faces using defined landmarks with high movement involvement in facial expression production 42 . Four larger markers (10 mm diameter, colored red in Fig. 5 ) were positioned on the sides of the forehead and on both temples. These markers tracked head movements in all three planes independently of facial expressions since facial skin does not move in these areas. Speech audio. The audio signal was recorded with a single-channel microphone mounted in front of the participant. The signal was sampled at 44.1 kHz. Synchronization between the audio and motion capture signals was achieved using the native software of the VICON MX-T40 camera system and audio recording devices (Vicon www.nature.com/scientificreports www.nature.com/scientificreports/ Motion Systems Ltd., Oxford, UK). We extracted a set of speech audio features with the openSMILE toolkit 45, 46 . This included intensity, loudness, zero-crossing rate, voice probability, and fundamental frequency, which are related to voice production. Intensity is the square of the signal amplitude. Loudness is a nonlinear psychoacoustic function of intensity. Zero-crossing rate is the rate at which the audio signal crosses zero, which is high for voiceless speech segments and low otherwise. Voice probability is a measure of voicing that is close to one for voiced speech segments and close to zero for voiceless speech segments and silence. Fundamental frequency is estimated using autocorrelation and subharmonic summation. The features were extracted every 10 ms using a 25 ms Hamming window. Previous work showed that this feature set contains significant information in determining emotion states 46-48 . Granger causality measure of cross-modal integration. To determine the coordination between facial expression and speech production, we analyzed the facial movement (motion capture) and speech (audio) signals using Granger causality separately for each neutral and each emotional phrase. For each pair of motion capture and audio features for a given phrase, two autoregressive models of order 5 were fitted to the time series of audio features: (1) Linear mixed effects models. We tested hypotheses using four linear mixed effects models with different specifications (see below). Each null hypothesis significance test was associated with a single coefficient of the linear mixed effects model. We used t-tests of the model coefficients to test the significance of an effect. We used the Satterthwaite approximation of the denominator degrees of freedom to obtain one p-value for each test 49 . Expected marginal means and trends were computed with R package "emmeans" in order to explore interactions 50 .
Cross-modal coordination. The dependent variable was cross-modal coordination, a measure of Granger causality strength. Prior to analysis, we log-transformed the dependent variable for normality. The model had the following fixed effects: factor diagnosis with levels ASD and NT (reference level); factor sentence with levels emotional and neutral (reference level); factor direction for direction of motion capture marker movement with levels for anterior-posterior axis, superior-inferior axis, and left-right axis (reference level); covariate uf indicates the net dwell time to the upper face; covariate lf indicates the net dwell time to the lower face; covariate age indicates the age of the study participant. For productions of neutral sentences, covariates uf and lf corresponded to the participant watching the neutral phrase of the audio-visual stimulus. For productions of emotional sentences, covariates uf and lf corresponded to the participant watching the emotional phrase of the audio-visual stimulus. The model included all interactions between diagnosis, sentence, and age, all interactions between diagnosis, uf, and age, and all interactions between diagnosis, lf, and age. The model had the random intercepts for the following factors: participant had one level per study participant; stimulus had one level for each audio-visual stimulus the participant mimicked; feature had one level for each audio feature, indicating which audio feature is used to compute the dependent variable of Granger causality strength; marker had one level for each motion capture marker (excluding the four stabilizing reference markers as well as the marker on the bridge of the nose, which is used in head motion correction), indicating which motion capture marker is used to compute Granger causality strength.
Motion capture marker/audio feature variance. The dependent variable was motion capture marker variance and audio feature variance, respectively. The model had a fixed effect for factor diagnosis with levels ASD and NT (reference level). The model included random intercepts for factor participant. The motion capture marker variance model had random intercepts for factor marker, and the audio feature variance model had random intercepts for factor feature.
Gaze duration. The dependent variable was "gaze duration". The model had the following fixed effects: factor diagnosis with levels ASD and NT (reference level); factor sentence with levels emotional and neutral (reference level); factor area of interest with levels upper face and lower face (reference level). The model included all interactions. The model included random intercepts for factor participant and by-participant random slopes for within-subjects factors sentence and area of interest.
Statistical significance. The 0 05 α = . significance threshold was Bonferroni corrected for multiple comparisons by dividing by the number of statistical tests 51 . The number of statistical tests was 36. Accordingly, the adjusted significance threshold is 0.05/36 = 1.39 10 3 × − .
Data availability
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