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В статье представлен обобщенный алгоритм формального функцио- 
нального/ЮЪ синтеза вычислительных подсистем параллельных спец­
процессоров с жесткой логикой функционирования. Определено содер­
жание основных этапов. Семантика этапов синтеза и их результаты иллю­
стрируются с помощью конкретного примера.
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дачи, структуры семантико-числовой спецификации (СЧС), времяпара- 
метризованная (временная) параллельная модель Си -  программы, вре­
менная параллельная граф -  схема (ВПГС), спецпроцессор с неперестраи- 
ваемой архитектурой, формальный функциональный синтез параллель­
ных аппаратных средств.
Прогресс в развитии общества неразрывно связан с необходимостью решения во всё более 
короткие сроки всё более сложных задач науки, техники, телекоммуникаций, управления, бизнеса, 
энергетики, медицины, проектирования и т.д.
Поэтому, для решения таких задач широко применяются различные классы параллельных 
вычислительных систем. Несмотря на то, что эти системы успешно применяются, в настоящее 
время наметился большой разрыв между возросшими запросами практики, с одной стороны, и 
отсутствием возможности удовлетворения решения этих запросов с помощью параллельных вы­
числительных систем (включая суперкомпьютеры, грид-системы и кластеры, а также существую­
щие автоматизированные системы проектирования параллельного аппаратно-программного 
обеспечения (САПР)), с другой.
Одной из центральных проблем современной вычислительной техники является повышение 
эффективности многопроцессорных ЭВМ и суперЭВМ [1,2,3]. Основными путями решения этой про­
блемы являются:
а) повышение эффективности параллельного программного обеспечения за счет совершен­
ствования систем автоматизированного параллельного программирования (САПП);
б) повышение эффективности параллельных аппаратных средств на основе совершенствова­
ния систем автоматизированного проектирования цифровых устройств САПР/Е^А (Е1ек1гошс ^е8^§п 
Аи1отайоп).
Анализ известных систем автоматизированного проектирования электронных цифровых 
устройств позволяет сделать следующие выводы [1,17,18,21]:
• основой концепции построения известных САПР/ЕБА  является субъективное выполне­
ние человеком вручную наиболее сложных, неформализованных, творческих этапов проектирова­
ния, определяющих качество цифровых устройств, допустимую сложность проектируемых объек­
тов, а также сроки и стоимость проектирования -  разработки функциональной (КТЬ) схемы уст­
ройства/системы и создание ее спецификации с помощью языков описания аппаратных средств 
(УИБЬ, Уетйод, Зу81етС);
• известные САПР не обеспечивают возможности использования всех известных методов 
параллельной обработки данных с автоматической оптимизацией их состава на основе учета осо­
бенностей различных задач и конкретных требований/ограничений заказчиков;
• известные САПР не обеспечивают возможность проектирования перестраиваемых па­
раллельных спецпроцессоров и систем, способных динамически адаптироваться к изменению со­
става решаемых задач, их особенностям и изменениям системы требований и ограничений;
• известные САПР не имеют средств, способных обеспечить автоматическое проектирова­
ние аппаратных средств, гарантированно обеспечивающих выполнение заданных показателей 
эффективности: времени выполнения, тактовой частоты, надежности, сложности/стоимости;
• использование при проектировании текстового и графического форматов специфика­
ции объектов проектирования существенно ограничивает возможности повышения быстродейст­
вия и эффективности САПР.
НАУЧНЫЕ ВЕДОМОСТИ Серия История. Политология. Экономика. Информатика.
2012. №13 (132). Выпуск 23/1
143
• значительная роль ручного труда специалиста-проектировщика является причиной не­
способности САПР существенно сократить сроки проектирования аппаратных средств (проблема 
Тгте-1о-Магке1), в первую очередь наиболее сложных объектов проектирования -  процессоров 
(СРЦ) и заказных специализированны устройств с «жесткой» структурой -  А 31С  при одновремен­
ном повышении качества результатов проектирования.
Ц е л ь ю  с т а т ь и  является описание обобщенного алгоритма формального Структурно -  
Семантико -  Числового (ССЧ) синтеза вычислительных подсистем параллельных неперестраивае- 
мых спецпроцессоров (НСП) на функциональном/КГЪ уровне проектирования цифровых аппарат­
ных средств. В отличие от традиционных САПР метод формального функционального синтеза ис­
пользует для спецификации всех этапов функционального проектирования новый математический 
аппарат -  алгебру структур семантико-числовой спецификации (СЧС).
И с х о д н ы м и  д а н н ы м и  м е т о д а  ф о р м а л ь н о г о  с и н т е з а  я в л я ю т с я :
• Си-программа задачи, для аппаратного решения которой проектируется устройст­
во/спецпроцессор;
• используемый метод параллельной обработки -  совмещение независимых операций;
• база данных функциональных модулей и время выполнения ими операций/функций;
• требования/ограничения (заданное время решения задачи или ограничение на коли­
чество оборудования/стоимость);
• используемый математический аппарат -  алгебра структур семантико-числовой спе­
цификации [19, 20, 21].
В ы х о д н ы е  д а н н ы е  д о л ж н ы  б ы т ь  п р е д с т а в л е н ы :
• структурами семантико-числовой спецификации СЧС результатов выполнения основ­
ных этапов формального синтеза вычислительной подсистемы параллельного спецпроцессора.
• параллельной временной моделью Си -  программы исходной задачи;
• функциональной/КТ^ схемой вычислительной подсистемы параллельного спецпро­
цессора.
• Основные этапы обобщенного алгоритма формального функционального ССЧ  -  
синтеза (ЗЗ^, ЗкгисШге ЗетаШгс ЫитепсаП ЗуШкезгз) параллельных спецпроцессоров с 
совмещением независимых операций/ функций задач и жесткой логикой функционирования 
представляет рис. 1.
Рис. 1. Обобщенный алгоритм функционального/КТС синтеза вычислительных подсистем параллельных не- 
перестраиваемых спецпроцессоров на основе аппарата структур семантико -  числовой спецификации
При описании содержания шагов алгоритма синтеза будем использовать конкретную задачу, 
Си-программа которой представлена на рис. 2.
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р г т 1Г("%4й\п",г); 
рпп1Г("%4й\п",г);
}
Рис. 2. Си-программа задачи
На первом этапе выполняется синтез структур семантико - числовой спецификации (СЧС), 
представляющих исходную Си программу задачи. При выполнении этапа формируются базовые 
структуры СЧС: структура ВР СЧС состава операторов и структура СР СЧС связей операторов [22.].
Базовая структура ВР операторов Си -  программ имеет следующую организацию:
ВР = (К, МЕТ, ТУР, N81, 8ГО, Ы , N№1, Ш Б , МР1, МР2, УН, У1И, КЕ8).
Базовая структура СР  связей операторов Си -  программы имеет следующую организацию: 
СР = (Ы, Л8Б, 8РЛБ, 8Ш Н , 8ШНО, ЛШБ, ШРЛБ, ШШНО, Ш Ш Н).
Структура КА2 К_Ю , содержащая дополнительную информацию о переменных и констан­
тах Си -  программы, имеет следующую организацию:
КА2 К_Ю  = ( У У  Ю  КА2 К (^КС 1Ш Т  N 0 ).
Структуры семантико-числовой спецификации содержат операторы-входы данных, опера­
торы-имена переменных и констант, операторы-инструкции/функции, операторы вывода резуль­
татов, а также различные типы связей операторов: связи задания имен, связи по данным, управ­
ляющие связи, а также осведомительные связи признаков окончания естественных частей Си- 
программы.
Переход от Си -  программ к структурам В Р  и СР  включает выполнение следующих дейст­
вий: сквозную нумерацию операторов Р^  (от_/=0 д о ]= п -1, п -  количество операторов); сквозную 
нумерацию входов - операндов конкретного оператора (от о до УН^  — 1, где У Ц  -  количество вхо­
дов) для каждого оператора Р^  и сквозную нумерацию выходов (от о до У1Ц  — 1, где У 1Ц  -  количе­
ство выходов оператора Р]); задание числового кодирования типов ТУР  ^операторов Р^  (/ = о, п — 
1); формирование для каждого оператора Р^  (/ = о, ..., п -  1) синтезируемой числовой специфика­
ции множества 5Р^^  ^номеров «I» его операндов Р^  (сопряженное множество для Р]) и задание его 
мощности ЗРР/, формирование для каждого оператора Р] множества №РРР  ^ его внешних операто­
ров (использующих результаты выполнения оператора Р]) и задание его мощности ШРБу, форми­
рование для каждого оператора Р] соответствующих меток МР/, М Ру, МР2^
Массивы структуры КА2 К_ГО имеют следующую семантику: ГО -  массив идентификаторов 
переменных и констант; КА2 К- массив значений разрядности переменных и констант; -  мас­
сив количеств ячеек памяти, необходимых для хранения переменных и констант; Ш 1Т- массив 
признаков необходимости их начальной инициализации; N0  -  номер оператора базовой структу­
ры ВР, представляющего переменную константу Си программы.
Результат формирования структуры В Р  состава операторов и структуры СР  связей опера­
торов СЧС исходной Си -  программы (рис. 2) представляют рис. 3 и рис. 4.
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N М Е Т Т У Р N 3 3 3 3 0 В З N N 3 И З О М Р 1 М Р 2 и н 0  I  Н В Е З
е 0 5 8 - 1 0 0 0 1 0 0 0 1 а _ 1 п
1 0 5 8 - 1 0 0 1 1 0 0 0 1 Ь _ 1 П
2 0 5 8 - 1 0 0 2 1 0 0 0 1 С _ 1 П
3 0 5 8 - 1 0 0 3 1 0 0 0 1 0 _ 1 П
4 0 4 7 - 1 0 0 4 1 0 0 0 2 а
5 0 4 7 - 1 0 0 5 1 0 0 0 2 ь
6 0 4 7 - 1 0 0 6 1 0 0 0 2 с
7 0 4 7 - 1 0 0 7 1 0 0 0 2 3
3 0 4 7 - 1 0 0 8 1 0 0 0 2 г
9 0 4 7 - 1 0 0 9 1 0 0 0 2 к
1 0 0 4 7 - 1 0 0 1 0 1 0 0 0 2 2
1 1 0 4 7 - 1 0 0 1 1 1 0 0 0 2 Р
1 2 0 4 7 - 1 0 0 1 2 1 0 0 0 2 5
1 3 0 1 2 0 2 0 1 3 4 0 0 2 1 =
1 4 0 1 2 2 2 0 1 7 0 0 2 1 =
1 5 0 1 2 4 2 0 2 0 0 0 2 1 =
1 6 0 1 2 6 2 0 2 2 1 0 0 2 1 =
1 7 0 2 3 8 2 0 2 3 1 0 0 2 1 =  =
1 8 0 5 1 1 0 1 0 2 4 1 2 1 и р 1
1 9 0 5 7 - 1 0 1 2 9 0 0 0 1 С 2
2 0 1 5 1 1 3 1 3 1 1 0 0 3 1
2 1 0 1 2 1 4 2 1 3 2 0 0 2 =
2 2 0 3 1 6 3 1 3 4 1 0 0 3 1
2 3 0 1 2 1 9 2 1 3 5 0 0 2 =
2 4 0 4 2 1 3 1 3 7 1 0 0 3 1 /
2 5 0 1 2 2 4 2 1 3 8 0 0 2 =
2 6 0 5 0 2 6 3 1 4 0 1 3 0 3 1 Ь р
2 7 2 3 2 9 3 2 4 1 1 0 0 3 1
2 8 0 1 2 3 2 2 2 4 2 0 0 2 =
2 9 0 4 3 4 3 2 4 4 1 0 0 3 1 /
3 0 0 1 2 3 7 2 2 4 5 0 0 2 =
3 1 0 5 0 3 9 2 2 4 7 1 3 0 2 1 Ь р
3 2 3 5 4 4 1 2 3 4 8 1 0 0 2 1 1 . 0
3 3 0 4 9 4 3 1 3 - 1 0 0 0 1 0 5 Е о р
3 4 0 4 8 4 4 1 3 - 1 0 0 0 1 0 В _ о и Ь
3 5 0 4 8 4 5 1 3 - 1 0 0 0 1 0 2_ о и Ь
3 6 0 4 8 4 6 1 3 - 1 0 0 0 1 0 г _ о и Ь
3 7 0 4 8 4 7 1 3 - 1 0 0 0 1 0 р _ о и Ь
3 8 0 4 8 4 8 1 3 - 1 0 0 0 1 0 р _ о и Ь
Рис. 3. Структура ВР СЧС состава операторов Си-программы
N 35Р ЗРЗР 5ИН1Н 5ЖЖ0 ЛЮ ИР 30 и ж ж о и ж л н
0 1 0 0 0 - 1  13 0 0
1 -1 4 1 1 - 1  14 0 0
2 3 1 0 - 1  15 0 0
3 -1 5 1 1 - 1  16 0 0
4 5 2 0 - 1  13 1 1
5 -1 6 1 1 - 1  14 1 1
6 7 3 0 - 1  15 1 1
7 -1 7 1 1 - 1  16 1 1
8 9 13 0 - 1  25 1 1
9 -1 14 0 1 - 1  21 1 1
10 -1 17 0 - 1  23 1 1
11 12 13 0 - 1  28 1 1
12 13 19 0 1 - 1  30 1 1
13 -1 18 0 14 17 0 0
14 15 9 1 1 15 20 0 0
15 -1 20 0 16 22 0 0
16 17 13 0 - 1  29 1 0
17 18 14 0 1 18 17 1 0
18 -1 18 0 19 22 1 0
19 2 0 10 1 1 - 1  29 0 0
20 -1 22 0 21 24 0 0
21 22 15 0 - 1  27 0 0
22 23 19 0 1 - 1  27 1 0
23 -1 18 0 - 1  18 0 0
24 25 8 1 1 25 20 2 0
25 -1 24 0 26 22 2 0
26 27 25 1 27 24 2 0
27 28 23 1 1 28 27 2 1
28 -1 21 1 - 1  29 2 1
29 30 15 0 30 20 1 0
30 31 16 0 1 - 1  24 1 0
31 -1 18 1 - 1  21 0 0
32 33 11 1 1 33 26 2 1
33 -1 27 0 - 1  34 0 0
34 35 14 0 - 1  23 0 0
35 36 13 0 1 36 26 1 1
36 -1 18 1 - 1  35 0 0
37 38 12 1 1 - 1  25 0 0
38 -1 29 0 39 26 0 1
39 40 30 1 - 1  36 0 0
40 -1 28 1 1 - 1  32 0 0
4 1 4 2 31 о 1 - 1  2 8 В 0
4 2 - 1 2 6 0 0 4 3  3 1 1 1
4 3 - 1 32 0 В - 1  3 7 0 0
4 4 - 1 2 1 0 0 - 1  3 0 0 0
4 5 -1 23 0 В 4 6  3 1 0 1
4 6 - 1 25 В В - 1  3 8 0 0
4 7 - 1 2 8 0 0 - 1  3 2 1 0
4 8 - 1 3 0 В 0 - 1  3 3 0 0
Рис. 4. Структура СР СЧС связей операторов Си-программы
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Результат формирования структуры КЛ2 К_Ш  СЧС исходной Си-программы (рисунок 2) 
представляет табл. 1.
Таблица 1
Структура СЧС КА2 К _Ю  исходной Си — программы
NN ГО КА2К. д к с Ш1Т N0
0 а 16 1 2 4
1 Ъ 16 1 2 5
2 с 16 1 2 6
3 а 16 1 2 7
4 г 16 1 1 8
5 к 16 1 1 9
6 2 16 1 1 10
7 Р 16 1 1 11
8 8 16 1 1 12
9 С2 1 1 1 19
На втором этапе выполняется построение графической визуализации (в виде Си-графа) по­
лученных структур ВР и СР семантико-числовой спецификации исходной Си-программы. Резуль­
тат выполнения этапа представляет рис. 5. Синтез Си графа является вспомогательным этапом, 
выполняемым в интересах представления визуальной информации, позволяющей проектировщи­
ку оценить корректность формального компьютерного выполнения первого этапа.
Рис.5. Графическая спецификация (Си-граф) исходной Си-программы
На третьем этапе выполняется синтез структур ВРМ и СРМ СЧС, задающих состав и связи 
операторов временной параллельной модели и определяющих для каждого оператора временной 
модели СЧС Си - программы момент времени начала выполнения, реализующий его функцио­
нальный модуль и, следовательно, определяющих псевдо временную модель процесса параллель­
ного решения задачи с помощью спецпроцессора. Принятые при синтезе временной параллельной 
модели значения длительностей (нс) выполнения модулями элементной базы операторов Р^  
различных типов ({ур) показаны в табл. 2.
Таблица 2
Длительность вы полнения модулями элементной базы  различны х типов (Ьур) 
операторов Ру параллельной модели задачи (нс)
*УР УХ уаг = == ир1 4 шх %,/ * Ър 1.о &,| У1Х 8^ 0р
С(нс) 1.0 1.0 1.05 1-5 0.88 0.68 11.0 41 .29 0.68 1.00 0.68 1.0 1.0
Выполнение этапа включает:
• расширение структур В Р  и СР  СЧС путем введения коммутационных операторов (для рас­
сматриваемого примера -  операторов типа «йш х») управляемых оператором типа «ир1», и введе­
ния соответствующих связей по данным и по управлению;
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• постановка в соответствие каждому оператору Р^  структур СЧС (и Си-графа) значения 
времени выполнения 1р путем выбора типа 1ур (Р,) оператора Р] и длительности 1°(1у р )  выполне­
ния оператора данного типа, определяемой из табл.2;
• формирование множества С  (п )  операторов Р /  с началом выполнения на п/-м ярусе в 
момент времени г, включающее:
а) формирование множества Есщ операторов Р /  -  кандидатов на начало выполнения в мо­
мент г в соответствии с соотношениями (1 - з)
к , =  К— у (1)
где К _ 1 -  множество операторов Р . , реализация которых не была начата на п/-1-м ярусе в связи с
отсутствием необходимых свободных ф-модулей; К С  -  множество операторов, выполнение кото­
рых может быть начато на п/ -м ярусе в связи с наличием всех необходимых для них данных (с уче­
том ранее выполненных операторов и информационно-управляющих связей между операторами
Р  е  Р );
К  —1 =
0 при ]  =  0,
Е сп]—1 \ С ] -1 пРи ]  >  0; (2)
К с = \пп '
У  Р} для Я (р . )=0 (при ]  = 0),
'  (3 )
У  Р  при вы полнении для Р  сл ед у ю щ и х  усл о ви й
3
а) Р  е  У  ^  ( Р . )  при Я  ( Р  )  С  С ] ,  —1 ;
р еСП/—1
б) ^  +  (°0 <  ( ( ] )  для всех Р Р е  Я  ( Р  ) ;
здесь
С , —1 -  множество операторов Р . , реализация которых была начата на ярусах п  = 1 ... (п) -1);
b) оценку свободного в момент времени 1(пр) состава ф-модулей различных типов;
c) выбор из множества операторов-кандидатов ЕС  операторов Р  (в порядке уменьшения 
приоритетов);
й) проверку наличия необходимого для выполнения оператора Р  свободного ресурса и за­
крепление оператора Р  за соответствующим функциональным модулем;
е) расчет момента освобождения ресурса по завершении выполнения оператора Р .
Отметим следующие особенности структур СЧС ВРМ и СРМ по сравнению со структурами
ВР, СР:
• наличие операторов типа «й тх» , управляемых оператором типа «ир1», и их связей по дан­
ным и по управлению;
• наличие массива ЫТ, элементы которого задают моменты гр начала выполнения операто­
ров Р , рассчитанные по соотношениям (1 -  з);
• наличие массива N 7 , элементы которого задают принадлежность операторов Р  конкрет­
ному временному ярусу с номером п) параллельной модели.
На четвёртом этапе выполняется синтез временной параллельной граф-схемы (ВПГС), яв­
ляющейся визуализацией временной максимально параллельной модели решения задачи. Графи­
ческую спецификацию временной параллельной модели представляет рис. 6.
148 НАУЧНЫЕ ВЕДОМОСТИ Серия История. Политология. Экономика. Информатика.
2012. № 13 (132). Выпуск 23/1
Рис. 6 . Времяпараметризованная (временная) параллельная модель Си -  программы задачи
На пятом этапе выполняется синтез структур СЧС ВРНР и СРНР (НР, НаМ Ргосе88т§) се­
мантико-числовой спецификации функциональной схемы вычислительной подсистемы (НР) па­
раллельного спецпроцессора, исходя из представляющих временную параллельную модель струк­
тур СЧС ВРМ и СРМ.
Выполнение этапа включает:
a) формирование, исходя из структуры СЧС ВРМ, «базового» состава типов функциональ­
ных модулей, необходимых для реализации временной параллельной модели Си -  про­
граммы (рис. 4);
b) определение, исходя из структуры СЧС ВРМ , количества функциональных модулей каж­
дого типа из «базового» состава модулей, необходимых для реализации временной па­
раллельной модели Си -  программы (рис. 6), и сопоставление каждому «базовому »моду-
лю (для выполнения) «закрепленных» за ним операторов Р . ;
c) синтез исходных структур ВРН  и СРН  СЧС функциональной схемы вычислительной под­
системы спецпроцессора, исходя из структур СЧС ВРМ  и СРМ  временной параллельной
модели, путем интерпретации операторов Р ., реализуемых «индивидуальными» ф -  мо­
дулями, и их связей как соответствующих функциональных модулей вычислительной под­
системы и связей между ними;
а) выделение подмножества «базовых» функциональных модулей, реализующих при выпол­
нении временной параллельной модели Си -  программы несколько операторов Р  соот­
ветствующего типа;
е) введение для подмножества базовых ф -  модулей коммуникационных узлов типов «&» и 
«| »(образующих модули типа «ти х»), обеспечивающих возможность ввода в выделенные 
ф -  модули различных операндов, соответствующих каждому из «закрепленных» за моду­
лем операторов Р  ;
0  расширение структур ВРН  и СРН  путем введения в синтезированные исходные структуры 
ВРН  и СРН  СЧС подмножества «базовых» функциональных модулей, подмножества ком­
муникационных узлов и связей между ними;
§) завершение синтеза структур СЧС ВРНР  и СРНР  путем введения в структуры ВРН  и СРН  
множества Тс = {1с_п} входов 1с_п временной синхронизации модулей памяти (тип «=») и 
коммуникационных узлов (тип «&») и их связей с управляемыми ф - модулями/узлами 
вычислительной подсистемы.
Основой формализации и автоматизации выполнения этапа 5 является использование 
библиотеки операций алгебры структур СЧС [21].
На шестом этапе выполняется визуализация, исходя из структур СЧС ВРНР и СРНР, функ- 
циональной/КТЪ схемы обрабатывающей подсистемы (НР) параллельного спецпроцессора, кото­
рую представляет рис. 7.
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Рис. 7. Графическая спецификация синтезированной функциональной схемы 
обрабатывающей подсистемы параллельного спецпроцессора
На седьмом этапе выполняется синтез временной диаграммы работы вычислительной под­
системы (Н Р) и расчет моментов ввода в вычислительную подсистему сигналов временной син­
хронизации.
Выполнение этапа включает:
a) формирование для подмножества узлов временной синхронизации (имеющих тип «&»), 
принадлежащих структуре ВРНР, подмножества РС операторов Р^  е  РС (типа «&»);
b ) «расширение» структур ВРМ и СРМ СЧС временной параллельной модели (рис. 6)
за счет:
• введения операторов Р)  е  РС  в структуру ВРМ;
• формирования для каждого оператора Р]  е  Р С  сопряженного 5  (Р))  и Ж(Р,) внешнего 
множеств связей с использованием взаимно однозначных соответствий: «узел синхронизации ■О' 
оператор синхронизации» и «множества 5  (Р))  и Ж(Р,) оператора синхронизации Р^ -  это множе­
ства операторов, реализуемых сопряженными и внешними модулями/узлами конкретного узла 
временной синхронизации»;
c) введение в структуру СРМ сопряженного 8 (Р]) и Ш(Р)) внешнего множеств связей опе­
ратора Р^ ; получение «расширенных» структур структур ВРМН и СРМН СЧС;
а) синтез для структур ВРМН и СРМН в соответствии с соотношениями (1, 2, 3), «расши­
ренной» структуры ТРМН СЧС, задающей временную диаграмму работы вычислительной подсис­
темы и определяющей (в качестве исходных данных для последующего сингеза устройства управ­
ления, Соп{го1 МасЫпе) множество моментов 1с ввода в вычислительную подсистему сигналов 
синхронизации 1с_ т .
Синтезированные структуры СЧС ВРНР, СРНР, ТРМН и ВА2 _С0 МР полностью опреде­
ляют ф ункциональную /К ^ схему вычислительной подсистемы спецпроцессора, задают время 
параллельного решения задачи спецпроцессором, позволяют получить оценку сложности обраба­
тывающей подсистемы (по известной вентильной сложности ф-модулей/узлов используемой базы 
АК) и предоставляют исходные данные, необходимые для последующего формального синтеза 
управляющей подсистемы (Соп1то1 МасЫпе) спецпроцессора.
Разработанный обобщенный алгоритм структурно-семантико-числового метода синтеза и 
рассмотрение содержания его основных этапов показывает, что использование аппарата алгебры 
структур семантико-числовой спецификации обеспечивает, в отличие от известных САПР, полную 
формализацию функционального/КГЪ проектирования параллельных цифровых аппаратных 
средств. Метод формального ССЧ синтеза является основой создания инструментальных про­
граммных средств технологии автоматического синтеза мультипараллельных спецпроцессоров с 
жесткой и аппаратно-реконфигурируемой логикой работы.
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