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We study the effect of a thermal environment on the quantum annealing dynamics of a transverse-
field Ising chain. The environment is modelled as a single Ohmic bath of quantum harmonic oscil-
lators weakly interacting with the total transverse magnetization of the chain in a translationally
invariant manner. We show that the density of defects generated at the end of the annealing process
displays a minimum as a function of the annealing time, the so-called optimal working point, only
in rather special regions of the bath temperature and coupling strength plane. We discuss the rele-
vance of our results for current and future experimental implementations with quantum annealing
hardware.
I. INTRODUCTION
The recent spectacular advancements in the manip-
ulation and control of interacting quantum systems at
the level of a single object, both in equilibrium and far-
from-equilibrium conditions, opened up a wealth of un-
precedented possibilities in the realm of modern quantum
physics1. On one hand, they paved the way to the discov-
ery of unconventional states of quantum matter. On the
other hand, they enabled to exploit quantum mechan-
ics in order to speedup classical computation, through
the implementation of quantum computation or quan-
tum simulation protocols. In the latter context, one of
the most widely known approaches is the so-called quan-
tum annealing (QA)2–5, alias adiabatic quantum compu-
tation6.
Due to the realisation of ad-hoc quantum hardware
implementations, mainly based on superconducting flux
qubits, QA is nowadays becoming a field of quite intense
research7–13. Its basic strategy works as follows. Assume
to encode the solution of a given problem in the ground
state of a suitable Hamiltonian. The goal of the protocol
is to find such state by performing an adiabatic connec-
tion (if possible) with another Hamiltonian, typically de-
scribing a much simpler physical system. Starting from
the basic idea rooted on the adiabatic theorem of quan-
tum mechanics14, a number of different situations that
enable a considerable speedup induced by quantum fluc-
tuations have been extensively analysed in the context
of Hamiltonian complexity theory, in the closed-system
setting15. Nonetheless, a good description of the physics
emerging from the above mentioned experimental devices
cannot neglect the role of dissipation, and the ensuing
open-system quantum dynamics16.
In the absence of dissipation, the adiabatic unitary dy-
namics suggests that a slower annealing will lead to a
smaller density of defects generated in the process. It is
a well established fact that, during any non trivial QA
dynamics, one inevitably encounters some kind of phase
transition, be it a second-order critical point or a first-
order transition, where the gap protecting the ground
state — in principle non-zero, for a finite system — van-
ishes as the number of system sites/spins N goes to infin-
ity17–19. This results in a density of defects ndef(τ) that
decreases more or less slowly as the annealing time-scale
τ is increased. In the second-order case, the predicted de-
crease of ndef(τ) is a power-law τ
−α, with the exponent α
determined by the equilibrium critical point exponents:
this is often referred to as the Kibble-Zurek (KZ) scal-
ing20–23.
Although only marginally considered up to now, still
the presence of dissipation modifies this scenario consid-
erably. One can argue that an environment will likely
have an opposite effect on the density of defects:24 given
enough time, it would lead to an increase of ndef(τ)
towards, eventually, a full thermalization in the limit
τ → ∞. The competing effects of a quantum adiabatic
driving in presence of a dissipative environment might
therefore lead to interesting non-monotonicities in the
curve ndef(τ): the increase of ndef(τ) for larger τ has
been referred to as anti-Kibble-Zurek (AKZ)25. This is,
in turn, intrinsically linked to the presence of a minimum
of ndef(τ) at some intermediate τopt, known as optimal
working point (OWP). It is worth mentioning that the
term “anti-Kibble-Zurek” appeared for the first time in
a completely classical setting, the adiabatic dynamics of
multiferroic hexagonal manganites26, with the crucial dif-
ference that the deviation from the expected KZ scenario
is there seen as an unexplained decrease of ndef(τ) for fast
annealings, i.e., for τ → 0. This opposite trend leads to
a maximum of ndef(τ) for intermediate τ and, as far as
we understand, has nothing to do with AKZ which we
will address here in our quantum mechanical framework.
Returning to the quantum case, there have been a few
studies on how dissipation affects the QA performance on
a quantum transverse-field Ising chain in transverse field,
where the annealing is performed by slowly switching-
off the transverse field. Some studies have employed a
classical Markovian noise superimposed to the driving
field24,25,27 or a Lindblad master equation with suitable
dissipators28,29; others have considered the effect of one
or several bosonic baths coupled to each spin along the
transverse direction30–33. The general common feature
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FIG. 1: Density of defects vs annealing time for a quantum
Ising chain weakly coupled to an Ohmic bath, at different
bath temperatures T , compared to the ideal coherent evolu-
tion (KZ) behaviour, ndef(τ) ∼ τ−1/2. The plot highlights the
three distinct behaviours we have found: ndef(τ) can i) dis-
play a global minimum (green triangles), ii) a local minimum
(blue circles), iii) converge monotonically towards a large-τ
thermal plateau (red squares). Here the system-bath coupling
constant is kept fixed at α = 10−2.
that emerges from these studies is that the density of
defects stops following the KZ scaling after a certain τ ,
and starts to increase again.
In this work, we reconsider these issues, concentrat-
ing our attention on the benchmark case of a transverse-
field Ising chain. Remarkably, we find that the OWP
disappears below a certain temperature, which depends
on the system-bath coupling. The possible situations
we encounter are outlined in Fig. 1, where the density
of defects is plotted as a function of the annealing time
τ , for various temperatures and fixed system-bath cou-
pling strengths. Notice that three different situations
may emerge, in which ndef(τ) either shows a global or lo-
cal minimum at some τopt (i.e. the global/local OWP),
and situations where ndef(τ) deviates from the simple
coherent-dynamics KZ-scaling, but is still monotonically
decreasing, hence no OWP is found. Quite remarkably,
as we shall discuss later on, the range of temperatures
that are relevant for current quantum annealers is such
that one would predict the absence of an OWP.
We will further comment on the validity of the often
used assumption that the density of defects can be com-
puted as a simple sum of two contributions25,29–32: one
given by the purely coherent dynamics, the other com-
ing from a time-evolution governed only by dissipators,
i.e. neglecting the coherent part. Since we consider also
regimes for which relaxation processes after the critical
point are important, we will provide evidence that this
additivity assumption breaks down for large enough an-
nealing times.
The structure of the paper is as follows: in Sec. II we
introduce the dissipative quantum transverse-field Ising
chain under investigation, and discuss the Bloch-Redfield
quantum master equation (QME) approach we use to
work out the dissipative time-evolution of the system.
Our numerical results are illustrated in Sec. III: we first
analyse the conditions for the emergence of an OWP, also
sketching a phase diagram as a function of temperature
and system-bath coupling strength. Next, we investigate
the issue of the additivity of the coherent and incoher-
ent contributions to the density of defects in different
regimes. Finally, in Sec. IV we summarize our findings,
and provide a discussion of their relevance. The two ap-
pendices are devoted to a discussion of technical issues
related to the QME we have used, and to the approach
towards thermal equilibrium in presence of a bath.
II. MODEL AND METHODS
The model we are going to study is described by the
following Hamiltonian:
Ĥtot(t) = Ĥsys(t) + ĤSB + Ĥbath, (1)
where Ĥsys(t) is the time-dependent system Hamiltonian,
ĤSB is the system-bath interaction term, and Ĥbath is
a harmonic oscillator bath Hamiltonian. The system is
taken to be a quantum spin-1/2 Ising chain in a trans-
verse field34:
Ĥsys(t) = −J
N∑
i=1
[
σˆxi σˆ
x
i+1 + h(t)σˆ
z
i
]
, (2)
where σˆi ≡
(
σˆxi , σˆ
y
i , σˆ
z
i
)
are the usual Pauli matrices on
the ith site, N the number of sites, J > 0 the ferro-
magnetic coupling strength, and h(t) ≥ 0 the external
(driving) field, which is turned off during the evolution.
Periodic boundary conditions (PBC) are assumed, i.e.
σˆN+1 = σˆ1. The interaction Hamiltonian we considered
is written as
ĤSB = −1
2
Xˆ ⊗
N∑
i=1
σˆzi , (3a)
Xˆ =
∑
l
λl(bˆ
†
l + bˆl ), (3b)
where the bˆl are bosonic annihilation operators, and λl
are the system-bath coupling constants. The bath Hamil-
tonian is taken, as usual, as Ĥbath =
∑
l ~ωl bˆ
†
l bˆl , where
ωl are the harmonic oscillator frequencies. The coupling
between the system and the environment is captured by
the spectral function16,35 J(ω) =
∑
l λ
2
l δ(ω − ωl). We
will focus on Ohmic dissipation: for a continuum of fre-
quencies ωl, we define J(ω) = 2α~2ωe−ω/ωc , where α
quantifies the system-bath coupling strength and ωc is a
cutoff frequency. Notice that here we consider a single
(common) bath, which is coupled to all the spins along
the z-direction, as done in Ref. 32. This is, essentially,
3the quantum version of a noise term acting on the trans-
verse field, whose classical counterpart was treated in
Refs. 24,25. This choice of system-bath coupling, which
generates infinite-range correlations between all the spins
in the chain, will allow us to proceed, after further sim-
plifying assumptions, with a simple perturbative QME,
as will be clear in a short while.
For the closed system case (i.e. without the coupling
with the oscillators bath), the problem can be analyt-
ically tackled by means of a standard Jordan-Wigner
transformation, followed by a Fourier transform36,37,
which allows to rewrite Eq. (2) in terms of spinless
fermions operators cˆk in momentum space
ĤFsys =
∑
k>0
[
ξk(t)(cˆ
†
k cˆk−cˆ−k cˆ†−k)+∆k(cˆ†k cˆ†−k+H.c.)
]
(4)
where ξk(t) = 2J
(
h(t)− cos k) and ∆k = 2J sin k. The k
values in the sum depend on the considered fermionic sec-
tor, since ĤFsys commutes with the fermion parity
38. The
initial ground state belongs to the even-parity sector for
any value of the transverse field, hence the time-evolving
state always belongs to that sector. Due to this fact, one
can restrict the choice of the k values to k = pi(2n−1)/N ,
with n = 1, . . . , N/2, thus fixing the anti-periodic bound-
ary conditions (ABC) for fermions.
In presence of the system-bath interaction, it is in gen-
eral not possible to write Eq. (1) as a sum of indepen-
dent terms for each given k. However, the fact that the
single bath operator Xˆ couples to a translationally in-
variant term,
∑
i σˆ
z
i = −2
∑
k>0(cˆ
†
k cˆk − cˆ−k cˆ†−k), ensures
momentum conservation for the fermions. As argued in
Ref. 32, this in turn implies that the self-energy for the
one-body fermionic Green’s function is k-diagonal, and
all fermionic momenta connected to the external lines
have momentum k. Different momenta k′ 6= k appear
only in closed internal loops. At the lowest order level
(second-order) and within the usual Markovian approxi-
mation, the tadpole diagram, which contains a loop, sim-
ply provides a shift of energy levels and can be neglected,
while the only relevant self-energy diagram has momen-
tum k in the fermionic internal line31. This suggests that,
at least at weak coupling and within a Born-Markov ap-
proximation, it is legitimate to assume that each momen-
tum k does not interact with other momenta k′ 6= k, and
that we could write the coupling to the bath as:
ĤSB =
∑
k>0
Xˆk ⊗ (cˆ†k cˆk − cˆ−k cˆ†−k), (5a)
Xˆk =
∑
l
λl(bˆ
†
l,k + bˆl,k), (5b)
and Ĥbath =
∑
k>0
∑
l ~ωl bˆ
†
l,k bˆl,k, where we have effec-
tively “split” the original unique bath into N/2 identical
copies, one for each fermionic k-value, all with identical
J(ω). This choice greatly simplifies the problem, since
the total Hamiltonian can be written as a sum in k-space:
Ĥtot(t) =
∑
k>0
Ĥk(t). (6)
This automatically leads to an ensemble of independent
dissipative two-level systems. Indeed, it is convenient
to map the even-parity fermionic Hilbert space to a col-
lection of pseudo-spin-1/2 quasiparticles, one for each
k > 0, with the identification | ↑k〉 ≡ cˆ†k cˆ†−k|0〉, and| ↓k〉 ≡ |0〉. Introducing the pseudo-spin Pauli matri-
ces τˆ k ≡
(
τˆxk , τˆ
y
k , τˆ
z
k
)
to represent such two-dimensional
space, the Hamiltonian for each k mode reads:
Ĥk(t) =
(
ξk(t) + Xˆk
)
τˆzk + ∆k τˆ
x
k +
∑
l
~ωl bˆ†l,k bˆl,k. (7)
Hence, as anticipated, each driven two-level system is
coupled with its own bath of harmonic oscillators through
a τˆzk term. It is worth to stress that this simplifying as-
sumption of k-decoupled baths does not modify the ther-
mal steady state that the system reaches at long time, as
we will explicitly show in a short while.
Summarizing the previous discussion, for our specific
choice of the system-bath coupling, the dissipative dy-
namics of a translationally invariant quantum Ising chain
can be computed by studying the time evolution of N/2
two-level systems in momentum space, each coupled to
an independent identical bath, described by a Gibbs den-
sity matrix at temperature Tb = (kBβb)
−1, where kB is
the Boltzmann’s constant:
ρˆbath =
e−βbĤbath
Tr
{
e−βbĤbath
} . (8)
We address the dissipative dynamics of each two-
level system by means of a standard perturbative Bloch-
Redfield QME39,40:
d
dt
ρˆ(k)sys = −
i
~
[
Ĥ(k)sys , ρˆ
(k)
sys
]
−
([
τˆzk , Sˆk(t) ρˆ
(k)
sys
]
+H.c.
)
, (9)
where Ĥ
(k)
sys (t) = ξk(t)τˆ
z
k + ∆k τˆ
x
k is the two-level sys-
tem Hamiltonian, and we assume a weak system-bath
coupling and the usual Born-Markov approximation40,41.
Here the first term on the right hand side represents the
unitary coherent evolution, while the second term con-
tains the dissipative effect of the bath on the system dy-
namics. The operator Sˆk(t) expresses the interaction of
the bosonic bath with the time-evolving system41,42 in
terms of the bath correlation function C(t) ≡ Ck(t) =
Trbath
{
ρˆbath e
iĤbatht/~ Xˆk e−iĤbatht/~ Xˆk
}
:
Sˆk(t) ≈ 1~2
∫ t
0
dt′ C(t′) Uˆ0,k(t, t− t′) τˆzk Uˆ†0,k(t, t− t′) .
(10)
The time-dependence of Sˆk(t) is due to the unperturbed
time-evolution operator Uˆ0,k(t, t−t′) of the system, which
4changes with t since Ĥ
(k)
sys (t) is driven:
Uˆ0,k(t, t− t′) = −−−→Texp
[
− i
~
∫ t
t−t′
ds Ĥ(k)sys (s)
]
. (11)
Assuming that C(t) decays fast with respect to the time
scales of the evolving system, and that Ĥ
(k)
sys (t) is approx-
imately constant on the decay time scale of C(t), the ex-
pression in Eq. (11) can be drastically simplified. This
allows to write the explicit differential equations that we
used to solve for the ρˆ
(k)
sys(t) of each single two-level sys-
tem, as detailed in Ref. 42: we report them in App. A
for the reader’s convenience.
One might wonder how reasonable is our rather special
choice of bath in representing the dissipative dynamics of
an Ising chain. To answer this question, we have looked
at the relaxation towards equilibrium at fixed values of
the transverse field. Any reasonable weakly coupled bath
at temperature Tb should allow the system to reach ther-
mal equilibrium values for the operators one wants to
measure. This is indeed what the Bloch-Redfield equa-
tion (9) does, but the equilibrium temperature T that
the system reaches is actually given by T = Tb/2, for a
reason which is discussed in some detail in App. B. In
essence, a peculiarity of our bath-coupling is that only
the even-parity fermionic sector is involved in the dis-
sipative dynamics: the odd-parity part of the Hilbert
space, which would correspond to different wave-vectors
k, is completely decoupled from the bath and neglected
altogether. This does no justice to the equilibrium ther-
modynamics, which takes into account all states in the
Hilbert space, and not only a dynamically conserved sub-
space. It turns out, however, that accounting for such a
part of the Hilbert space simply amounts to having a
temperature T = Tb/2. Hence in all the plots, we always
indicate the effective temperature T = Tb/2 that the sys-
tem would reach at thermodynamic equilibrium, rather
than the bath-temperature Tb used in our simulations.
III. NUMERICAL RESULTS
Before presenting our results, it is mandatory to in-
troduce the QA protocol we are going to simulate, and
the figure of merit we will use to quantify its perfor-
mance. Namely, we choose to vary the external field
h(t) in Eq. (2) in the time interval t ∈ [0, τ ], where τ
denotes the total annealing time, and implement a stan-
dard linear schedule h(t) = (1− t/τ)h0, where h0 is the
initial value of the field. In this way, the annealing crosses
the zero-temperature critical point of the quantum Ising
chain, hc = 1, separating a paramagnetic phase (h > hc)
from a ferromagnetically ordered phase (h < hc) in the
σˆx direction. In all the numerical calculations, we fix the
number of sites at N = 1000. Concerning the bath, we
choose ωc = 10J as cutoff frequency in the Ohmic spec-
tral function. The initial condition ρˆ
(k)
sys(0) is chosen to
be the ground state of Ĥ
(k)
sys (0) for h(0) = h0  1 (we fix
h0 = 10). The time evolution of ρˆ
(k)
sys(t) is then calculated
by integrating the corresponding equations of motion by
means of a standard fourth-order Runge-Kutta method.
To assess the quality of the annealing, we compute
the average density of defects38,43 over the ferromagnetic
classical Ising state. In the original spin language, the
operator counting such defects reads:
nˆdef =
1
2N
N∑
i=1
(
1− σˆxi σˆxi+1
)
. (12)
Translating it into fermions and pseudo-spins, we can
write the desired average as:
ndef(t) =
1
N
∑
k>0
Tr
{
nˆ
(k)
def ρˆ
(k)
sys(t)
}
(13)
where nˆ
(k)
def = 1− τˆzk cos k + τˆxk sin k.
In the following, we discuss the dependence of the final
density of defects ndef(t = τ) on the annealing time τ ,
for different system-bath coupling strengths α and tem-
peratures T = Tb/2. In particular, we characterise the
regimes for which an OWP is present or not, and study
how the defect density approaches thermal values for long
annealing times. We also analyse the conditions under
which the processes of coherent and incoherent defect
production can be regarded as independent, and high-
light regimes in which this assumption fails.
A. The optimal working point issue
Let us start by looking at the behaviour of the fi-
nal density of defects ndef(τ) as a function of the an-
nealing time τ . In Fig. 2 we consider α = 10−3 and
10−2, for which our perturbative approach is reliable42,
and different values of T . For sufficiently high temper-
atures, we observe a clear AKZ trend: after the initial
decrease, ndef(τ) attains an absolute minimum at some
value nopt = ndef(τopt) — corresponding to the OWP
τopt — and then starts to increase again towards a large-
τ plateau at n∞ = ndef(τ → ∞). By decreasing T ,
however, the plateau value n∞ can become smaller than
nopt, hence τopt would correspond to a local minimum
and should be called, strictly speaking, a “local optimal
working point”. A further reduction of T leads to the dis-
appearance of the local minimum at τopt, with a mono-
tonic decrease of ndef(τ) as τ grows. By comparing the
two plots, it is clear that the presence of an OWP is
determined by the interplay between the temperature T
and system-bath coupling strength α.
Conversely, Fig. 3 displays the final density of defects
for a fixed temperature, kBT = J , while scanning α in
the range [10−4, 10−1]: we see that very weak couplings
favour an AKZ behaviour, while stronger couplings tend
to cause the lack of an OWP. Moreover, it appears neatly
that ndef(τ) exhibits a convergence, for large τ , towards
a value n∞(T ) which depends only on the temperature T .
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FIG. 2: Density of defects vs annealing time τ for (a) α =
10−3, (b) α = 10−2, for different effective temperatures T ,
as indicated in the legend. The arrows indicate the direction
of increasing temperatures. The trend for high T is of AKZ
type, with an emergent OWP. At lower T and/or higher α
values a monotonic trend smoothly appears, with the absence
of OWP.
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(b) Phase diagram in the T−α plane with Tup(α) and Tlow(α).
A proper OWP only exists for T > Tup(α). The shaded area
alludes to the typical range of temperatures of interest for the
D-Wave® hardware7,8, with kBT ' 12 mK and J & 80 mK.
We have verified that such limiting value coincides with
the final (h = 0) thermal value ntherm(T ) ≡ nTdef(h =
0), indicated by a horizontal dashed line in Fig. 3 and
calculated from the equilibrium average:
nTdef(h) =
1
N
∑
k>0
Tr
{
nˆ
(k)
def ρˆ
T
sys(h)
}
, (14)
where ρˆTsys(h) is the system thermal state at bath tem-
perature Tb = 2T , when the transverse field is h. The ex-
plicit calculation of ntherm(T ), following App. B, brings:
n∞(T ) ≡ ntherm(T ) = 1
2
(
1− tanh (βJ)) . (15)
Figure 4(a) summarizes the values obtained for nopt(T )
versus T , for various α. The stars mark the temper-
atures Tup(α) where nopt(T ) crosses the (infinite-time
limit) thermal value ntherm(T ): given α, only for T > Tup
6the minimum at τopt is an absolute minimum of ndef(τ).
For T < Tlow(α) the minimum disappears completely
— ndef(τ) is a monotonically decreasing function of τ .
For Tlow(α) < T < Tup(α), nopt survives only as a
local minimum. Summarizing, for the range of α we
have investigated (the weak-coupling region α < 10−1)
one can construct two characteristic temperature curves,
Tlow(α) < Tup(α) and a phase diagram, sketched in
Fig. 4(b). Notice that the two curves are difficult to
extrapolate from the data for α → 0, because the sim-
ulations would require a too large time-scale to observe
the presence or absence of the local minimum in nopt.
We can however argue, on rather simple grounds, that
Tup(α → 0) should drop to zero as ∼ 1/ log(1/α). In-
deed, as seen from Fig. 4(a), nopt(T, α) appears to be
roughly linear in T in the region where it crosses the ther-
mal curve, nopt(T, α) ' AαT , with a slope Aα which, as
we have verified, depends on α in a power-law fashion.
Since ntherm(T ) ∼ e−2J/kBT for small T , we can write
the implicit relationship:
nopt(Tup, α) ' AαTup ' e−2J/kBTup . (16)
Assuming a power-law for Aα we get, up to sub-leading
corrections,
Tup(α) ∼ const
log 1α +O
(
log log 1α
) . (17)
This functional form fits our numerically determined data
in a remarkably good way. The behaviour of the Tlow(α)
curve is considerably less trivial. On the practical side,
it is computationally harder to obtain information of the
temperature below which a local OWP ceases to exists.
Our data suggest that there might be a critical value
αc ≈ 5.5 · 10−4 below which a local OWP exists even
at the smallest temperatures, but this might be an arte-
fact of some of the approximations involved in our weak-
coupling QME. All in all, the phase diagram is quite clear
— at least for weak-moderate values of α — in predict-
ing the presence of a true OWP only for relatively large
temperatures T . We will discuss this in the concluding
section.
The fact that the system converges to a thermal state
for long annealing times is quite reasonable, and perhaps
expected. Indeed, if the thermalization time-scale be-
comes smaller than the annealing time-scale, one would
expect that the system’s state remains close to the instan-
taneous thermal equilibrium state at every time during
the whole dynamics. Figure 5, where we plot ndef(t) vs
time at fixed kBT = J and fixed annealing time τ = 10
5,
confirms this expectation.
In Fig. 5 the dashed line indicates, as a guide, the
“instantaneous” exact thermal value nTdef(h(t)) computed
according to Eq. (14) (see App. B for details), while the
arrow at tc marks the value of t where the transverse
field h(t) crosses the critical point, h(tc) = hc = 1. We
observe that, for increasing couplings α, the curves tend
to be closer and closer to the instantaneous thermal one,
since the thermalization time-scale decreases.
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FIG. 5: Density of defects vs time for τ = 105, kBT = J
and different system-bath coupling strengths. The arrow at
tc marks the value of t at which the transverse field crosses
the critical value, h(tc) = hc. For α = 10
−2, where the defects
density has fully converged (see Fig. 3), ndef(t) is almost su-
perimposed to the exact instantaneous thermal one computed
from Eq. B4.
B. Interplay between coherent and incoherent
defects production
As mentioned above, in absence of dissipation, the de-
fects produced are due to violations of adiabaticity in the
coherent dynamics
d
dt
ρˆ
(k)
coh(t) = −
i
~
[
Ĥ(k)sys (t), ρˆ
(k)
coh(t)
]
, (18)
and would be given by:
ncohdef (t) =
1
N
∑
k>0
Tr
{
nˆ
(k)
def ρˆ
(k)
coh(t)
}
. (19)
As well known, ncohdef (t = τ) obeys the usual KZ scaling
22.
In the present case, for the Ising chain, ncohdef (τ) ∼ τ−1/2.
In the literature related to dissipative QA, it is often
found that the density of defects can be regarded as the
sum of two independent contributions
ndef(t) ≈ ncohdef (t) + ndissdef (t) . (20)
The second contribution, ndissdef (t), should be due to a
purely dissipative time-evolution of the system state:
d
dt
ρˆ
(k)
diss = −
([
τˆzk , Sˆk(t) ρˆ
(k)
diss
]
+ H.c.
)
, (21a)
ndissdef (t) =
1
N
∑
k>0
Tr
{
nˆ
(k)
def ρˆ
(k)
diss(t)
}
. (21b)
Notice that the time evolution of the system Hamiltonian
enters here only through the bath-convoluted system op-
erator Sˆk(t). In particular, based on this “additivity”
assumption, Refs. 30–32 have computed scaling laws for
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FIG. 6: Test for the additivity assumption Eq. (20) for
the formation of defects. We compare ndef(t = τ), calcu-
lated with the full Bloch-Redfield evolution in Eq. (9) (con-
tinuous curves, filled symbols), to the sum of ncohdef (τ) plus
the purely-dissipative evolution contribution ndissdef (τ) from
Eq. (21) (dashed curve, empty symbols).
the defects density in presence of dissipation due to one or
more thermal bosonic baths. However, a crucial require-
ment for these scaling laws to hold is that thermalization
effects after the critical point has been crossed must be
negligible: indeed, in Refs. 30,31, the adiabatic sweep is
stopped at the critical point or immediately below it, so
giving no time to the system to “feel” the thermal envi-
ronment; in Ref. 32, the analysis is carried out for a very
small system-bath coupling α, so that the thermalization
time is extremely long, much longer than the character-
istic annealing time scale. As a consequence, after the
critical point crossing, the system is very weakly affected
by the bath, and the additivity assumption still holds.
Here we are considering an annealing protocol that can
leave enough time to the system to thermalize after the
critical point crossing: indeed, the quantum critical point
is crossed when h(tc) = (1 − tc/τ)h0 = 1, in our units,
hence tc = (1− 1/h0)τ = 0.9τ , for h0 = 10. This means
that, after the critical point, the system has tavail = 0.1τ
time to relax to the thermal state, i.e. a time propor-
tional to the annealing time τ . Therefore, for all the τ
values for which tavail is comparable or larger than the
bath thermalization time, the effect of the bath after the
quantum critical point will be no more negligible.
Figure 6 shows a test of the additivity assumption
for four different bath temperatures at fixed coupling
α = 10−2; for each temperature, we compare the de-
fects density obtained via Eq. (9) with that obtained by
the sum of ncohdef and n
diss
def . For τ small enough, the addi-
tivity assumption always holds, since tavail is too short,
i.e. there is not enough time to feel the effect of the bath
after the critical point is crossed. However, for longer
annealing times the additivity starts to fail: the lower
the temperature, the worse it is. In particular, we see
that additivity would always predict the presence of an
OWP, but in some regimes the interplay between coher-
ent and dissipative effects is non-trivial and the two con-
tributions cannot be considered separately. Note also
that for kBT = 5J the additivity assumption seems to
hold for every annealing time, even after converging to
its thermal value. However, this is probably due to the
fact that both two values tend to converge to the maxi-
mum for the density of defects, and therefore additivity
holds better.
IV. DISCUSSION AND CONCLUSIONS
In the present paper, we have revisited some of the
issues related to QA in presence of dissipation. In par-
ticular, we investigated under which conditions it is pos-
sible to find an “optimal” annealing time, the optimal
working point (OWP), that minimizes the number of
defects, and therefore maximizes the annealing perfor-
mance. We have tackled those issues in the benchmark
case of a transverse-field Ising chain QA, by studying its
open-system quantum dynamics with a Markovian QME,
as appropriate for a dissipative environment modelled by
a standard Caldeira-Leggett Ohmic bath, weakly cou-
pled in a uniform way to the transverse magnetization.
Of course, such a choice of the system-bath coupling
is rather peculiar and very specific. However, we have
tested that it provides the correct steady-state thermal-
ization for a chain evolving at fixed transverse field; hence
we expect that our results should retain some general va-
lidity, at least qualitatively, for other forms of thermal
bosonic baths.
Interestingly, a proper OWP can be seen essentially
only in a high-temperature regime, kBT & 0.5J . For
temperatures which might be relevant for current7,8,
and presumably future quantum annealers, kBT  J ,
schematically sketched by a shaded area in the phase-
diagram of Fig. 4(b), we found that ndef(τ) would be
monotonically decreasing (hence without OWP), except
for very weak bath couplings, α . 10−3. In the interme-
diate temperature regime, ndef(τ) displays a local min-
imum at finite τ , but the actual global minimum is at-
tained as a τ → ∞ thermal plateau. Obviously, the
previous considerations would apply to experimental re-
alizations where the coupling to the environment can be
considered to be weak and Ohmic, which apparently is
not the case for the D-Wave® hardware7,8, where 1/f
noise seems to play an important role44. The extension
of our study to cases where the bath spectral density has
different low-frequency behaviours, such as sub-Ohmic
or with 1/f components, is a very interesting open issue
which we leave to a future work.
Previously related studies30–32 on the same model did
not detect all these different behaviours, because they ei-
ther stopped the annealing close to the critical point30,31
— to highlight some universal aspects of the story, which
survive in presence of the environment — or considered
an extremely small, α ∼ 10−6, system-bath coupling32:
8this amounts, in some sense, to effectively disregarding
thermalization/relaxation processes occurring after the
critical point has been crossed.
A second issue we have considered is the additivity
Ansatz on the density of defects, Eq. (20), i.e., its being
a simple sum of the density of defects coming from the
coherent dynamics with that originating from the time
evolution due to dissipators only: we found that additiv-
ity breaks down as soon as the bath thermalization time
is effectively shorter than the characteristic time-scale
for the system dynamics; for our annealing protocol, this
happens at long enough annealing times τ , as shown in
Fig. 6.
In conclusion, we believe that QA protocols realized
with quantum annealers for which thermal effects are
sufficiently weak, at sufficiently low temperatures, should
not show any OWP, but rather a monotonic decrease of
the error towards a large running time thermal plateau.
Furthermore, it would be tempting to move away from
the reference quantum Ising chain toy-model, and explore
the effects of dissipation in more sophisticated models.
The use of quantum trajectories45 or of tensor-network
approaches, recently extended to deal with open quan-
tum systems46,47, could help in addressing generic one-
dimensional (or quasi-one-dimensional) systems, which
would be hardly attackable from an analytic perspective.
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Appendix A: Differential equations from the
Bloch-Redfield approach
Following the procedure used in Ref. 42, we start from
Eq. (9) and apply a time-dependent rotation48 around
τˆyk , Rˆt = exp[iφtτˆ
y
k /2], with φt = arctan(ξk(t)/∆k). In
this way, we get Rˆ†t Ĥ
(k)
sys (t) Rˆt = t τˆ
x
k , with t ≡ ~Λt ≡√
ξ2k(t) + ∆
2
k. Notice that all the quantities introduced
here depend obviously on k, but we dropped the corre-
sponding index for simplicity. In order to express the
Sˆk(t) operator in Eq. (10) in a simpler analytic form,
we make two further approximations: first, we assume
that the bath correlation function C(t) decays to zero in
a time scale tB  t − t0, so that the maximum of the
integral can be safely extended to infinity. Secondly, we
assume that Ĥ
(k)
sys (t) can be regarded as constant in time
intervals that are comparable to tB
41,42; this allows us to
approximate the coherent evolution operator of Eq. (11)
as Uˆ0,k(t, t − t′) ≈ exp
{− iĤ(k)sys (t′) t′/~}. Eventually,
we express the time evolution differential equations in
the Bloch sphere representation ˆ˜ρ
(k)
sys(t) = Rˆ
†
t ρˆ
(k)
sys(t) Rˆt =
1
2
[
1+
∑
ν rν(t)τˆ
ν
k
]
with ν = x, y, z, and 1 being the 2×2
identity matrix, so that we finally have:
r˙x = −γR(rx − rx) + (φ˙t + γxz)rz
r˙y = −
(
γD +
γR
2
)
ry − 2Λtrz
r˙z = −φ˙trx − γzx(rx − rx) + 2Λtry −
(
γD − γR
2
)
rz
(A1)
with rx(t) = − tanh[βt] being the “instantaneous” puta-
tive equilibrium value that rx would reach in absence of
the driving. The various (time-dependent) rate constants
include the usual “relaxation” γR, “pure dephasing” γϕ
and “decoherence” γD rates
49
γR(t) =
2pi
~2
coth (β~Λt) J(2Λt) cos2(φt) , (A2a)
γϕ(t) =
8piα
~β
sin2(φt) , (A2b)
γD(t) = γϕ(t) +
1
2
γR(t) , (A2c)
as well as the following two extra terms
γzx(t) = − pi~2 coth (β~Λt) J(2Λt) sin 2φt , (A3a)
γxz(t) =
4piα
~β
sin 2φt . (A3b)
If we were to neglect the unitary part of the evolution
in the QME, and consider the purely dissipative QME
of Eq. (21), we would have to integrate the following
differential equations for the corresponding Bloch vector
rdiss(t):
r˙dissx = −γR(rdissx − rx) + γxzrdissz
r˙dissy = −
(
γD +
γR
2
)
rdissy
r˙dissz = −γzx(rdissx − rx)−
(
γD − γR
2
)
rdissz .
(A4)
Appendix B: Thermal defects density calculation
In this appendix, we compute analytically the equilib-
rium thermal defects density for an ordered transverse-
field Ising chain with a fixed h.
To start, recall that the Hamiltonian in Eq. (2) con-
serves the parity of the number of up (or down) spins.
As a consequence, the Hilbert space can be partitioned
into even and odd parity sectors. This partitioning sur-
vives also when moving to the spinless fermions picture,
so that we can think to the Hamiltonian in Eq. (4) as the
even fermion block of the total Hamiltonian ĤFeven⊕ĤFodd.
Observe that, considering ĤFeven only, we account for N/2
two-level systems, hence a total of 2N/2 states. Let us,
for a moment, assume that we treat these N/2 two-level
systems in a thermal state at temperature Tb. For a
given momentum k, we reduce the basis states to just
9absence/presence of pairs of opposite momentum and di-
agonalize the Hamiltonian Ĥ
(k)
sys = ξk τˆ
z
k + ∆k τˆ
x
k to get
Ĥ
(k)
diag =
[
k 0
0 −k
]
(B1)
where k =
√
ξ2k + ∆
2
k. Therefore, the corresponding
thermal state is given by
ρˆ
(k)
therm ≡
e−βbĤ
(k)
diag
Tr
{
e−βbĤ
(k)
diag
} =
=
1
eβbk + e−βbk
[
e−βbk 0
0 eβbk
]
.
(B2)
This state is expressed in the basis of the eigenstates
of Ĥ
(k)
sys , which are combinations of the original basis
states | ↑k〉 ≡ cˆ†k cˆ†−k|0〉, and | ↓k〉 ≡ |0〉. The cor-
responding creation operators ηˆ†k, in terms of which
Ĥ
(k)
diag = k(ηˆ
†
kηˆk − ηˆ−kηˆ†−k), are simply related to the
original fermionic operators by
cˆk = ukηˆk − vkηˆ†−k , (B3)
where (uk, vk) = (k + ξk,∆k)/
√
2k(k + ξk). Writing
the defect density operator nˆ
(k)
def in Eq. (13) in terms of the
ηˆ†k, the corresponding expectation value over the thermal
state finally reads:
nTbdef =
1
N
∑
k>0
Tr
{
nˆ
(k)
def ρˆ
(k)
therm
}
=
1
N
∑
k>0
[
1− yk
(
1− 2 Tr{ηˆ†kηˆkρˆ(k)therm})]
=
1
N
∑
k>0
[
1− yk tanh
(
βbk
)]
,
(B4)
where yk ≡ (∆k sin k−ξk cos k)/k and Tr
{
ηˆ†kηˆkρˆ
(k)
therm
}
=
fF (2βbk), with fF (x) = 1/(1 + e
x) being the Fermi dis-
tribution function. Notice the factor 2 in the Fermi func-
tion argument, due to the fact that excitations here con-
sist of two fermions, and cost an energy 2k. Eq. (B4)
gives the density of defects for a system that thermal-
izes with a bath at temperature Tb, but can only explore
states with pairs of fermions with opposite momenta.
The original problem, however, was a transverse-field
Ising chain, and we are evidently making violence to the
correct thermodynamics by looking only at the even-
fermion sector of the Hilbert space: the counting of
states, 2N/2, as opposed to the 2N states of the full
Hilbert space, is a clear witness of that error. Think-
ing in terms of the correct approach to the problem, one
would immediately realize that the very fact that the
fermionic boundary conditions, and hence the required k-
vectors, change when the fermionic parity changes, brings
a non-trivial “interaction” between fermions, which does
not allow for a simple thermodynamical free-fermion cal-
culation. However, one can devise the following short-
cut, which should be correct in the thermodynamic limit
N →∞, when the difference in the k-vectors associated
to the two parity sectors is negligible. Let us assume
that we keep the N/2 k-vectors fixed to those selected
by the ABC boundary conditions for fermions, but al-
low also for the singly occupied states cˆ†k|0〉 and cˆ†−k|0〉.
For each of the N/2 values of k, we have 4 states, hence
4N/2 = 2N states in total. The Hamiltonian at fixed k,
in the basis given by {cˆ†k|0〉, cˆ†−k|0〉, cˆ†k cˆ†−k|0〉, |0〉}, is now
four-dimensional, and given by:
Ĥ
(k)
full =
0 0 0 00 0 0 00 0 k 0
0 0 0 −k
 . (B5)
To get the thermal equilibrium state, we exponentiate
Ĥ
(k)
full:
ρˆ
(k)
full =
1
Zfull

1 0 0 0
0 1 0 0
0 0 eβk 0
0 0 0 e−βk
 (B6)
where Zfull = 2 + e
−βk + eβk .
Building on this result, we can compute the defect den-
sity starting from the second line in Eq. (B4), but noting
that now we have: Tr
{
ηˆ†kηˆkρˆ
(k)
full
}
= f(βk). Therefore, it
follows that
nfulldef =
1
N
∑
k>0
[
1− yk tanh
(βk
2
)]
, (B7)
where yk is defined exactly as before. A comparison
of this equation with Eq. (B4) shows that, restricting
to states with only pairs of fermions with opposite mo-
menta, the density of defects at thermal equilibrium
corresponds to the true thermodynamic one, provided
the temperature of the bath is rescaled by a factor 2:
T = Tb/2.
Properly speaking, the expression in Eq. (B7) is exact
only in the thermodynamic limit N → ∞. One might
wonder how close it describes the equilibrium thermo-
dynamics for a finite value of N . Here, an exact and
consistent reference value can be easily obtained for an
Ising chain with open boundary conditions (OBC), where
the spectrum does not depend on the fermionic parity.
The price to be paid is that the diagonalization is not
a trivial k-sum of 2 × 2 problems. Nevertheless, for a
given value of the transverse field h, the problem can be
always reduced to an ensemble of N two-level systems.
The standard result is then36,50
ĤOBC =
N∑
m=1
˜m
[
η˜†mη˜m − η˜mη˜†m
]
(B8)
10
0.148
0.149
0.150
0.151
10-3 10-2 10-1
 
 
0.218
0.220
0.222
0.224
0.226
0.228
PBC thermodynamics
OBC thermodynamics
PBC relaxation --- Tb = 2T
n
d
e
f
(N
)
1/N
kBT = J
h = 1
h = 0.5
PBC ther odyna ics
OB ther odyna ics
PBC relaxation Tb =
FIG. 7: Thermodynamics of the defects density in the
transverse-field Ising chain for kBT = J . The PBC thermody-
namics (orange solid lines) is calculated with Eq. (B7), while
the OBC thermodynamics (red solid lines and diamonds)
corresponds to Eq. (B11). The blue solid circles are PBC-
QME relaxation dynamics data for N/2 two-level systems for
Tb = 2T .
where η˜†m are the creation operators for the eigenstates
with energies ˜m, defined as
η˜m =
N∑
i=1
(
gm,icˆi + hm,icˆ
†
i
)
(B9)
The real coefficients gm,i, hm,i, together with the energies
˜m, can be computed numerically
36,50. The thermal state
is thus the normalized matrix exponential of Eq. (B8):
ρ˜
(m)
therm =
1
eβ˜m + e−β˜m
[
e−β˜m 0
0 eβ˜m
]
. (B10)
We can finally express the defect density operator in
Eq. (12) by using the η˜m operators, and then compute
its expectation value on the thermal state (B10):
nOBCdef =
1
2
− 1
N − 1
N∑
m=1
(
A˜m fF (2β˜m)+B˜m fF (−2β˜m)
)
(B11)
with
A˜m =
N−1∑
i=1
gm,i(gm,i+1 + hm,i+1) , (B12a)
B˜m =
N−1∑
i=1
hm,i(gm,i+1 + hm,i+1) . (B12b)
In Fig. 7 we show the results for the density of defects at
kBT = J versus N , for two different values of the trans-
verse field: the critical value h = hc = 1, and a value
in the ferromagnetically ordered phase, h = 0.5 < hc.
The plot reports the results obtained by three different
approaches: i) the PBC formula in Eq. (B7) (orange
solid lines); ii) an explicit QME relaxation with Tb = 2T
(blue circles); iii) the exact OBC evaluation, following
Eq. (B11) (red solid lines and diamonds). Notice that
the convergence of the PBC results to the thermody-
namic limit is exponentially fast in N , while the OBC
data show 1/N finite-size scaling corrections. This is il-
lustrated in Fig. 8, where we show the finite-size scaling
of both the PBC data (top) and OBC results (bottom)
to the common thermodynamical limit for kBT = J and
h = 0.5, 1.
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