Abstract. We develop an intrinsic geometrical setting for higher order constrained field theories. As a main tool we use an appropriate generalization of the classical Skinner-Rusk formalism. Some examples of application are studied, in particular, applications to the geometrical description of optimal control theory for partial differential equations.
Introduction
Classical field theories can be intrinsically described in terms of the geometry of a fiber bundle π : E → M and its associated higher order jet bundles, J k π (J 1 π for the case of first order field theories). The jet bundles give a geometrical description for higher order partial derivatives of the fiber coordinates of E with respect to those of M.
As in almost every physical theory, the dynamics of a classical field theory is completely determined by a Lagrangian function, that is, a function on the corresponding jet bundle, L : J k π → R. For a theory of order k, the solutions are sections φ of the fiber bundle π : E → M such that they extremize the functional
where η is a fixed volume form (it is assumed that M is orientable), R ⊆ M is a compact set and j k φ is the k-jet prolongation of φ.
The most basic result on variational calculus is the construction from the above functional of a set of partial differential equations, the Euler-Lagrange equations, which must be satisfied by any smooth extremal. More interesting, the property of extremizing the problem does not depend on the particular chosen coordinate system (fact noted by J. L. Lagrange during his studies of analytical mechanics), therefore it must be able to write the Euler-Lagrange equations in an intrinsic way.
In this sense and restricting ourselves to first order field theories, when L : J 1 π → M, the fundamental object is the so-called Poincaré-Cartan form Ω L which is an (m + 1)-form (dim M = m) univocally associated to the Lagrangian. This form is constructed using the geometry of the jet bundle and it is also related with the variational background [20] . Using this form, it is possible to write down the Euler-Lagrange equations in an intrinsic way. Indeed, φ satisfies the Euler-Lagrange equations (that is, it is a critical point of the action S ) if and only if (j 1 φ) * (i V Ω L ) = 0, for all tangent vector V in T J 1 π .
Moreover, this form plays an important role in the connection between symmetries and conservation laws (see [25] ).
But many of the Lagrangians which appear in field theories are of higher order (as for instance in elasticity or gravitation), therefore it is interesting to find a fully geometric setting also for these field theories. Besides in first order field theories it is possible to define a Cartan (m+1)-form, one of the main difficulties in higher order field theories is that the uniqueness of the Cartan (m + 1)-form is not guaranteed (contrary to the first order case). In other words, there will be different Cartan forms which carry out the same function in order to define an intrinsic formulation of Euler-Lagrange equations. The main reason of this problem, is the commutativity of repeated partial differentiation. In the literature, we find different approaches to fix the Cartan form for higher order field theories. For instance the approach by Arens [5] which consists of injecting the higher-order Lagrangian to a first-order one in an appropriate space by the introduction into the theory of a great number of variables and Lagrange multipliers. Following this perspective, and from a more geometrical point of view, the reader is refereed to the papers by Aldaya and Azcárraga [3, 4] . A different approach is adopted by García and Muñoz whom described a method of constructing global Poincaré-Cartan forms in the higher order calculus of variations in fibered spaces by means of linear connections (see [17, 18] ), in particular they show that the Cartan forms depend on the choice of two connections, a linear connection on the base M and a linear connection on the vertical bundle Vπ. In 1990, Crampin and Saunders [32] proposed the use of an operator analogous to the almost tangent structure canonically defined on the tangent bundle of a given configuration manifold M for the construction of global Poincaré-Cartan forms. In [6] we have found an intrinsic formalism for higher order field theories avoiding the problem of the degree of arbitrariness in the definition of Cartan forms for a given lagrangian function. We have proposed a differential geometric setting for the equations of motion derived from a higher order Lagrangian function, strongly based on the so-called Skinner and Rusk formalism for mechanics (see also the paper by Vitagliano [35] ).
In this paper, we introduce constraints in the picture. The constraints are geometrically defined as a submanifold C of J k π and a function L : J k π → R. In other words, we impose the constraints on the space of sections where the action is defined. We will show that the formalism introduced in our previous paper [6] is adapted to the case of constrained field theories, deriving an intrinsic framework of the constrained Euler-Lagrange equations. For the geometrical description, we start with the fibration π W,M : W → M, where W is the fibered product
, and we induce a submanifold W C 0 of W using the constraints given by C. Using that W has a naturally (pre-)multisymplectic form (by pulling back the canonical multisymplectic form on Λ m 2 (J k−1 π)), we deduce an intrinsic and unique expression for a Cartan type equation for the Euler-Lagrange equations for constrained higher-order field theories. Additionally, we obtain a resultant constraint algorithm and we give conditions to ensure that the final constraint submanifold is multisymplectic. Finally, we discuss some examples to illustrate the theory.
Notation
Throughout the paper, we will stick to the following notation. It will be reminded when necessary but, for the ease of the reader, we put it here together.
Lower case Latin (resp. Greek) letters will usually denote indexes that range between 1 and m (resp. 1 and n). Capital Latin letters will usually denote multi-indexes whose length ranges between 0 and k. In particular and if nothing else it is stated, I and J will usually denote multiindexes whose length goes from 0 to k − 1 and 0 to k, respectively; and K (and sometimes R) will denote multi-indexes whose length is equal to k. The Einstein notation for repeated indexes and multi-indexes is understood but, for clarity, in some cases the summation for multi-indexes will be indicated.
We denote by (E, π, M) a fiber bundle whose base space M is a smooth manifold of dimension m, and whose fibers have dimension n, thus E is (m + n)-dimensional. Adapted coordinate systems on E will be of the form (x i , u α ), where (x i ) is a local coordinate system on M and (u α ) denotes fiber coordinates. The local volume form associated to (
Note that, for a fixed index i ∈ {1, . . . , m}, we have that
In section §4 and all later sections, M shall be supposed oriented and a volume form η will be provided. Local coordinates (x i ) on M will then be considered subject to compatibility with η, that is, such that d m x = η. Any m-form along a fiber projection over M will be denoted with a curly letter. The same letter in a straight font shall denote its factor with respect to either, the volume form η or the local one
Finally, pullbacks of forms and functions by fiber projections will still be denoted by the same symbol. For instance, π * η will still be denoted η on E.
Jet Bundles
We fix a fiber bundle π : E → M with dim M = m and dim E = m + n, and where neither M nor E are necessarily orientable.
Let φ, ψ : M −→ E be two smooth local sections of π around a given point x ∈ M. We say that φ and ψ are k-equivalent at x (with k ≥ 0) if the sections and all their partial derivatives until order k coincide at x ∈ M, that is, if
Note that this is independent of the chosen coordinate system (adapted or not) and, therefore, to be k-equivalent is an equivalence relation (see [26, 27, 31] , for more details).
Definition 3.1. Let x ∈ M, given a smooth local section φ ∈ Γ x π, the equivalence class of k-equivalent smooth local sections (with k ≥ 0) around x that contains φ is called the kth jet of φ at x and is denoted j k x φ. The kth jet manifold of π, denoted J k π, is the whole collection of kth jets of arbitrary local sections of π, that is,
from where we deduce that J k π is actually a smooth manifold of dimension
Figure 2. Chain of dual jets
The dual jet bundle J k π † has a canonical multi-symplectic structure (see [7, 8, 10] ) and its elements are naturally paired with those of J k π. We recall that a form Ω is multi-symplectic if it is closed and if its contraction with a single tangent vector is injective, that is, i V Ω = 0 if and only if V = 0. Definition 3.4. The tautological m-form on J k π † is the form given by
Definition 3.5. The natural pairing between J k π and its dual J k π † is the fibered map Φ :
, where |I| = 0, . . . , k − 1 and |K| = k, denote adapted coordinates on J k π and J k π † , respectively. Then, the tautological form and the canonical one are locally written
and the fibered pairing between the elements of J k π and J k π † is locally written
With the aim of clarifying the latter sections and to make this work self content, we continue presenting some classical definitions besides of some basic properties, which may be found in [23, 30, 31] . Definition 3.6. Let f : E −→ F be a morphism between two fiber bundles (E, π, M) and (F, ρ, N), such that the induced function on the base,f : M −→ N, is a diffeomorphism. The kth prolongation of f is the map j k f :
where
Note that the kth prolongation j k f of a morphism f is both, a morphism between (J k π, π k,0 , E) and (J k ρ, ρ k,0 , F ), and a morphism between (J k π, π k , M) and (J k ρ, ρ k , N). In each case, the induced functions between the base spaces are f andf , respectively. Definition 3.7. The (coordinate) total derivatives are the vector fields along π k,k−1 locally given by Figure 3 . The kth prolongation of a morphism
on the corresponding local chart. In general and as the coordinate total derivatives commute,
Observe also that total derivatives are closely related to partial derivatives by the relation
which is pulled back to the zero form on M by the kth-lift of any section φ of π, that is,
The set C k of all the contact forms is called the Cartan distribution (of order k).
Proposition 3.9. Let (x i , u α J ) be adapted coordinates on J k π, a basis of the Cartan distribution is given by the contact forms
Definition 3.10. Given a vector field ξ on E, its kth-lift (or kth-jet) is the unique vector field ξ (k) on J k π that is projectable to ξ by π k,0 and preserves the Cartan distribution with respect to the Lie derivative. Proposition 3.11. Let ξ be a vector field on E. If ξ has the local expression
Proposition 3.12. Let ψ ε be the flow of a given π-projectable vector field ξ over E. Then, the flow of ξ (k) is the kth-lift of ψ ε , j k ψ ε .
Variational Calculus
The dynamics in classical field theory is specified giving a Lagrangian density: A Lagrangian density is a mapping L :
where K is the collection of smooth compact regions of M.
ε , where ϕ ε is the flow of a (vertical) π-projectable vector field ξ on E. When ξ is vertical, then its flow ϕ ε is an automorphism of fiber bundles over the identity for each ε ∈ I, i.e.φ ε = Id M . Definition 4.3. We say that φ ∈ Γπ is a critical or stationary point of the Lagrangian action S if and only if
for any vertical variation φ ε of φ whose associated vertical field vanishes outside of π −1 (R) and where R ε =φ ε (R).
ε be a variation of a section φ ∈ Γπ. If ξ denotes the infinitesimal generator of ϕ ε , then
Proof. From Proposition 3.12, we have that ξ (k) is the infinitesimal generator of j k ϕ ε . We then obtain by a direct computation,
The following lemma will show to be useful in the variational derivation of the higher-order Euler-Lagrange equations.
Lemma 4.5 (Higher-order integration by parts). Let R ⊂ M be a smooth compact region and let f, g : R −→ R be two smooth functions. Given any multi-index J ∈ N m , we have that
where λ is given by the expression
Proof. In this proof, we will use the shorthand notation f J = ∂ |J | f ∂x J so as to safe space. We proceed by induction on the length l of the multi-index J. The case l = |J| = 0 is a trivial identity and the case l = |J| = 1 is the well known formula of integration by parts
Thus, let us suppose that the result is true for any multi-index J ∈ N m up to length l > 1, in order to show that it is also true for any multi-index K ∈ N m of length l +1.
where we have used the first-order integration formula in first place, to then apply the induction hypothesis. We now multiply each member by (J(j) + 1)/(l + 1) and sum over J + 1 j = K. Using the multi-index identity (B.2), we have
It only remain to rearrange properly the last two terms to express them in the stated form. Clearly,
The last term is a little bit more tricky,
where we have used the identity (B.2) again. The result is now clear.
Theorem 4.6 (The higher-order Euler-Lagrange equations)
. Given a fiber section φ ∈ Γπ, let us consider an infinitesimal variation φ ε of it such that the support R of the associated vertical vector field ξ is contained in a coordinate chart (x i ). We then have that the variation of the Lagrangian action S at φ is given by
Moreover, φ is a critical point of the Lagrangian action S if and only if it satisfies the higher-order Euler-Lagrange equations
on the interior of M, plus the boundary conditions
on the boundary ∂M of M.
Proof. Let us denote by ξ the vertical field associated to the variation φ ε . By Proposition 4.4, Cartan's formula L = d • i + i • d and Proposition 3.11, we have that
If we now apply the higher-order integration by parts (4.4) and we take into account that Equation (3.10), we obtain that
which is the first statement of our theorem.
If we now suppose that R is contained in the interior of M, as ξ is null outside of R, so it is ξ (k) outside of R and, by smoothness, on its boundary ∂R. Thus, if φ is a critical point of S , we then must have that
for any vertical field ξ whose compact support is contained in π −1 (R). We thus infer that φ shall satisfy the higher-order Euler-Lagrange equations (4.7) on the interior of M.
Finally, if R has common boundary with M, we then have that
As this is true for any vertical field ξ whose compact support is contained in π −1 (R), we deduce the boundary conditions (4.8).
Remark 4.7. If in the Definition 4.3 of a critical point, one further requires to the variations to be null at the boundary ∂M of M, in the sense that the associated vector field ξ be zero over π −1 (∂M), then would no longer have the boundary condition (4.8). In such a case, the space of solutions would be broader and one could impose boundary conditions to them in order to obtain a particular one.
We also note that the theorem remains true if we choose vector variations, non necessarily vertical. Although the proof would be much more cumbersome.
The Skinner-Rusk Formalism
What follows in this section has already been published in [6] . Here we give a summary of the most relevant facts that are proven in there, introducing some new insights and points of view. The generalization of the Skinner-Rusk formalism to higher order classical field theories will take place in the fibered product
The first order case is covered in [24, 12] or [11] for time dependent mechanics; see also [33, 34] for the original treatment by Skinner and Rusk. The projection on the i-th factor will be denoted pr i (with i = 1, 2) and the projection as fiber bundle over
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Together with the pairing Φ (Equation (3.5)), we use this Lagrangian L to define the dynamical map H on W (corresponding to the Hamiltonian density):
Consider the canonical multisymplectic (m + 1)-form Ω on J k π † (Equation (3.4)), whose pullback to W shall be denoted also by Ω. We define on W the premultisymplectic (m + 1)-form
In adapted coordinates
where |I| = 0, . . . , k − 1 and |J| = 0, . . . , k.
We search for a π W,M -transverse and locally decomposable m-multivector field X on W (see Appendix A) that is solution of the dynamical equation:
Remark 5.1. The approach that we followed in [6] was to solve the equation 
which is the regular expression for classical mechanics (i.e. whenever M has dimension m = 1).
The only difference is that, in this latter one, the tangency condition to H = 0 is already included: Ω posses explicitly dp in its local expression, while Ω H does not. So (5.6) may not determine any condition on the coefficients C j of X j , which is equivalent to establish whether X is tangent to H = 0 or not.
It is shown that solutions X of (5.6) do not exist on the whole W , cf. [6, 24, 12] . Because of that, we need to restrict the equation to the space where solutions do exist, that is to (5.10)
Thus, a solution X of (5.6) rather than being a multivector field on W , will be a multivector field along W 1 .
Remark 5.3. It is important to point out that the sole purpose of the base volume form η is to ensure the existence of non-vanishing m-multivector fields on M, which implies the existence of π W,M -transverse m-multivector fields on W .
An arbitrary π W,M -transverse multivector X ∈ Λ m d T w W may be written in the form
If we furthermore impose the condition η(X) = 1 (f = 1) and we compute the local expression of the equation (5.6), we then obtain
, with |I| = 0, . . . , k − 1, i = 1, . . . , We shall refer to the equation (5.12) as the equation of holonomy and to the equations (5.13), (5.14) and (5.15) as the equations of dynamics. We will further named the equations of dynamics after the order of the multi-index in them, being the bottom, mid and top level ones, respectively. We could have written these in the more compact way .14), are restrictions on the coefficients of the multivector X . Note also that, for the time being, the A's with greatest order multi-index and the C's remain undetermined, as well as the most part of the B's.
The existence of a π W,M -transverse and locally decomposable m-multivector X ∈ Λ m d T w W (with η(X) = 1) is guaranteed for every point w ∈ W 1 . However, we cannot assure that such multivector X is "tangent" to W 1 at w. Here, "tangent" means that the distribution associated to X is tangent to W 1 at w. Therefore, we require X to be tangent to W 1 by imposing the tangency condition
Furthermore, we also require X to be tangent to the submanifold of W (5.17)
by imposing the second tangency condition
These two previous conditions are equivalent to the following equations of tangency
Therefore, the coefficients of the multivector X are governed by the equations of holonomy (5.12), the bottom and mid level equations of dynamics (5.13) and (5.14), and the equations of tangency (5.18) and (5.19) .
Looking closer to the first equation of tangency (5.18), we may observe that, if the matrix of second order partial derivatives of L with respect to the "velocities" of highest order
is non-degenerate, then the highest order A's are completely determined in terms of the highest order B's. In the sequel, we will say that the Lagrangian L : Theorem 5.5. Let σ ∈ Γπ W,M be an integral section of a solution X of the dynamical equation (5.6). Then, its "Lagrangian part" σ 1 = pr 1 • σ is holonomic, σ 1 = j k φ for some section φ ∈ Γπ, which furthermore satisfies the higher-order Euler-Lagrange equations (4.7).
Theorem 5.6. Consider the system of linear equations in B ′ s (of highest order) given by the mid level equation of dynamics (5.14) and the tangency condition (5.18). This system has always maximal rank but, it is overdetermined when k = 1 or m = 1, completely determined when k = m = 2, and undetermined otherwise.
Variational Calculus with Constraints
We consider a constraint submanifold i : C ֒→ J k π of codimension l, which is locally annihilated by l functionally independent constraint functions Ψ µ , where 1 ≤ µ ≤ l. The constraint submanifold C is supposed to fiber over the whole of M. Remark 6.1. As our ultimate goal is to find holonomic jet sections that belong to C, one could look for a submanifold C ′ of C consisting of the image of such sections. The submanifold C ′ is given by the constraint functions of C plus their consequences up to order k, that is,
Geometrically, C ′ is obtained as the output of the following recursive process:
which stops when, for some step s ≥ 0, C (s+1,k) = C (s,k) . This algorithm is a generalization to jet bundles of the method given in [29] by Mendella et al. to extract the integral part of a differential equation in a tangent bundle. The reader is also refereed to the alternative approach by Gasqui [19] .
For instance, if one considers the null divergence restriction u x + v y = 0 in the 2nd-order jet manifold of pr 1 : 2) is given by the restrictions u x + v y = 0, u xt + v yt = 0, u xx + v xy = 0 and u xy + v yy = 0 (see Example 8.2).
We now look for extremals of the Lagrangian action (4.1) restricted to those sections φ ∈ Γπ whose k-jet takes values in C (see [15, 28] ). We will use the Lagrange multiplier theorem that follows. In order to apply the Lagrange multiplier theorem, we need to define constraints as the 0-level set of some function g. We configure therefore the following setting: choose the smooth manifold M to be the space of local sections Γ R π = {φ : R ⊂ M → E : π • φ = Id M }, for some compact region R ⊂ M. The Banach space F is the set of smooth functions C ∞ (R, R l ), provided with the L 2 -norm, for instance. The constraint function Ψ induces a constraint function on the space of local sections Γ R π by mapping each section φ to the evaluation of its k-lift by the constraint, that is,
Note that the 0-level set N = g −1 (0) is the set of sections whose k-lift takes values in the constraint manifold C (over R).
We therefore obtain that a section φ : M −→ E is a critical point of the integral action S restricted to C if and only if there exists a Lagrange multiplier λ ∈ (C ∞ (R, R l )) * such that φ is a critical point of S − λ, g . A priori, we cannot assure that the pairing λ, g(φ) has an integral expression of the type R λ µ Ψ µ • j k φ d m x for some functions λ µ : R −→ R. Henceforth, we shall suppose that that is the case.
Remark 6.3. In Theorem 6.2 appears some regularity conditions that exclude the so-called abnormal solutions. In general, given a critical point φ ∈ N = g −1 (0) of f |N , the classical Lagrange multiplier theorem claims that there exists a nonzero element (λ 0 , λ) ∈ R × F * such that φ is a critical point of
Under the submersivity condition on g, that is φ is a regular critical point, it is possible to guarantee that λ 0 = 0 and dividing by λ 0 in (6.2) we obtain the characterization of critical points given in Theorem 6.2. The critical points φ with vanishing Lagrange multiplier, that is, λ 0 = 0 are called abnormal critical points.
In the sequel we will only study the regular critical points, but our developments are easily adapted for the case of abnormality (adding the Lagrange multiplier λ 0 and studying separately both cases, λ 0 = 0 and λ 0 = 1).
Proposition 6.4 (Constrained higher-order Euler-Lagrange equations). Let φ ∈ Γπ be a critical point of the Lagrangian action S given in (4.1) restricted to those sections of π whose kth lift take values in the constraint submanifold C ⊂ J k π. If the associated Lagrange multiplier λ is regular enough, then there must exist l smooth functions λ µ : R ⊂ M −→ R that satisfy together with φ the constrained higher-order Euler-Lagrange equations
Constrained Mechanics in Higher Order Field Theories
As in the previous section, we begin by considering a constraint submanifold i : C ֒→ J k π of codimension l, which is locally annihilated by l functionally independent constraint functions Ψ µ , where 1 ≤ µ ≤ l. The constraint submanifold C is supposed to fiber over the whole of M and it is not necessarily generated from a previous constraint submanifold by the process shown in Remark 6.1. We define in the restricted velocity-momentum space W 0 = {w ∈ W : H(w) = 0} the constrained velocity-momentum space W C 0 = pr −1 1 (C), which is a submanifold of W 0 , whose induced embedding and whose constraint functions will still be denoted i : W C 0 ֒→ W and Ψ µ , where 1 ≤ µ ≤ l. The first order case k = 1 is treated in [9] .
The following proposition allows us to work in local coordinates on the unconstrained velocitymomentum space W .
) be a decomposable multivector and denote its image, i * (X) ∈ Λ m (T w W ), byX. The following statements are equivalent:
We therefore look for solutions of the constrained dynamical equation
whereX is a tangent multivector field along W C 0 , the λ µ 's and λ are Lagrange multipliers to be determined. Here, the coefficient (−1) m is used for technical purposes. LetX ∈ Λ m (T w W ) be a decomposable m-vector at a given point w ∈ W , that is,X = X 1 ∧ · · · ∧X m for m tangent vectorsX i ∈ T w W , which have the form
Ii α , p). A straightforward computation gives us
and (7.4) (−1) m iX ( dp ∧ d m x) = dp − C i dx i .
Applying the above equations to the dynamical one (7.1), we obtain the relations coefficients in dp : 1 = λ; coefficients in dp
at a point w ∈ W is a solution of the dynamical equation
Ii α , p), the coefficients ofX and the point w satisfy the equations
, with |K| = k; (7.9)
Because of the Lagrange multipliers λ µ , we cannot describe the submanifold of W C 0 where solutions X of the constrained dynamical equation (7.5) exist, like it has been done in (5.15) for the unconstrained dynamical equation (5.6). Therefore, we need to get rid off of them. Consider the more concise expression for the equations of dynamics (7.7), (7.8) and (7.9) (7.11)
where, as in (5.16), the first summation term is understood to be void when |J| = 0, as well as it is the last one when |J| = k. We now suppose that the constraints Ψ µ are of the type uαĴ = ΦαĴ (x i , uαJ), where uαĴ are some constrained coordinates which depend on the free coordinates (x i , uαJ ) through the functions ΦαĴ . Thus, the constraint have the form ΨαĴ (x i , u α J ) = uαĴ − ΦαĴ (x i , uαJ ) = 0. So, writing again the previous equation (7.11) for the different sets of coordinates, the ones that are free and the ones that are not, we obtain
Substituting −λĴ α from (7.12) into (7.13), we have that (7.14)
, with |J| = 0, . . . , k.
Note that, when |J| = k, the term BJ Taking this into account, we expand the previous equation (7.14), obtaining then constrained equations of dynamics freed of the Lagrange multipliers
, with |J| = 1, . . . , k − 1; (7.16)
We are now in disposition to define the submanifold W C 2 along to which solutions of the constrained dynamical equation (7.5) exist,
Tangency conditions on X with respect to W C 2 will give us the constrained equations of tangency 
Proof. First of all, let us make some considerations. By definition, Ω C 2 is multisymplectic whenever Ω C 2 has trivial kernel, that is,
Let v ∈ T W be a tangent vector whose coefficients in an adapted basis are given by
Using the expression (3.6), we may compute the contraction of Ω H by v,
In addition to this, let us consider a vector v ∈ T W tangent to W 2 , that is v ∈ i * (T W 2 ), we then have that 
It is important to note that, even though in all the previous equations (7.23), (7.24), (7.25) and (7.26) explicitly appear A's with multi-index of length k, for such a vector v ∈ i * (T W 2 ), the terms associated to these A's cancel out in the development of i v Ω H , Equation (7.23) , and the third tangency relation (7.26) . Thus, a tangent vector v ∈ i * (T W 2 ) would kill Ω H if and only if its coefficients satisfy the following relations
These considerations being made, the assertion is now clear.
Proposition 7.4. . Let σ ∈ Γπ W,M be an integral section of a solution X of the constrained dynamical equation (7.5). Then, its "Lagrangian part" σ 1 = pr 1 • σ is holonomic, σ 1 = j k φ for some section φ ∈ Γπ, which furthermore satisfies the constrained higher-order Euler-Lagrange equations (6.3).
Proof. If X is locally expressed as in (5.11), we know that it must satisfy the equations of dynamics (7.7), (7.9) and (7.9), for unknown Lagrange multipliers λ µ . If we note λ
, it suffices to follow the demonstration for L ′ of Theorem 5.5 which is proven in [6] .
Example
Here, we study an incompressible fluid under control as in [2] . The corresponding equations are the Navier-Stokes one plus the divergence-free condition:
where the vector field v is the velocity of the fluid, f is the field of exterior forces acting on the fluid, which will be our controls, and the scalar functions Π and ν are the pressure and the viscosity, respectively. In particular, our case of interest is the two dimensional case on R 2 endowed with the standard metric. If we fix global Cartesian coordinates (x, y) on R 2 and adapted coordinates (x, y, u, v) on its tangent T R 2 = R 4 , the previous equations become
where, with some abuse of notation, v(t, x, y) = (u, v) and f = (F, G).
We therefore look for time-dependent vector fields v = (u, v) on R 2 that satisfy the NavierStokes equations (8.3) and (8.4) for a prescribed control f = (F, G) and submitted to the free divergence condition (8.5) . Moreover, we look for such vector fields v = (u, v) that are in addition optimal in the controls for the integral action
In order to apply the development of the present jet bundle framework, all of this is restated in the following way: We set a fiber bundle π : E −→ M by putting M = R × R 2 , E = R × T R corresponding global adapted coordinates on J k π and J k π † . Besides, we choose the volume form η on M to be dt ∧ dx ∧ dy. Thus, the Lagrangian function L : J 2 π → R is nothing else but
where we obtain F and G as functions on J 2 π using the equations (8.3) and (8.4). To make the reading easier, we change slightly the coordinate notation of jet bundles to fit in this example: The coordinate "velocities" associated to u and v will still be labeled u and v, respectively, with symmetric subindexes (as in the original equations); the coordinate "momenta" associated to u and v will now be labeled p and q, respectively, with non-symmetric subindexes. Finally and as we will focus on the equations of dynamics (7.15), (7.16 ) and (7.17) , the coefficients in the local expression (5.11) of a multivector X associated to the coordinate momenta p and q will be labeled B and D, respectively.
Example 8.1 (The Euler equation). We will first suppose that the fluid is Eulerian, that is, it has null viscosity. In this case, the Lagrangian function L = (F 2 + G 2 )/2 associated to the integral action (8.6) is of first order when the "Euler equations", (8.3) and (8.4) with ν = 0, are taken into account. In J 1 π, we consider the divergence-free constraint submanifold C = {z ∈ J 1 π : u x + u y = 0}, which introduces a single Lagrange multiplier λ. Proceeding with the theoretical machinery, we compute the bottom level equations of dynamics corresponding to those of (5.13)
and the top level equations of dynamics (there are no middle ones) corresponding to those of (5.15)
We can dispose of the only Lagrange multiplier λ by putting
what defines W C 1 together with the top level equations of dynamics with no Lagrange multiplier. From here, we may compute also the constrained Euler-Lagrange equations (6.3) for this problem, which are
Finally, we note that L is not regular along W C 2 since the square matrix, that correspond to (7.22) , 
has obviously rank 2. Here we have used as u x as independent ("check") coordinate and v y as dependent ("hat") coordinate.
Example 8.2 (The Navier-Stokes equation). Now, we tackle the full problem of the Navier-Stokes equations. In this case, the Lagrangian function L = (F 2 + G 2 )/2 is of second order. In J 2 π, we consider the constraint submanifold C = z ∈ J 2 π : u x + u y = 0, u tx + v ty = 0, u xx + v xy = 0, u xy + v yy = 0 which comes from the first order constraint (8.2), free divergence, and its consequences to second order (see Remark 6.1). These constraints introduce for Lagrange multiplier λ, λ t , λ x and λ y that are associated to them respectively. We now proceed like in the previous example by computing the equations of dynamics. In first place, we have the bottom level ones corresponding to those of (5.13)
Note that they are formally the same as before. In second place, the mid level equations corresponding to those of (5.14)
y ) + λ Note that formally they also coincide with the top level ones of the previous example but for the coefficients that now appear in them. And in third place, the top level equations corresponding to those of (5.15)
We can again get rid easily of the Lagrange multipliers by putting
together with the top level equations of dynamics with no Lagrange multiplier. From here, we may compute also the constrained Euler-Lagrange equations (6.3) for this problem, which are
As before, the Lagrangian is not regular along W C 2 , what seems to be clear if we observe that L is highly non-degenerate: It depends only on 4 of the 12 coordinates of second order. It is worthless to show its "Hessian", even though it is interesting to say that it is null only when ν is.
Conclusions and future work
In this paper, we have introduced an unambiguous geometric formalism for higher order field theories subjected to constraints, with applications to optimal control of partial differential equations. Our theory is based on the classical Skinner and Rusk formalism and the theory of higherorder jet bundles. In the future, we will do a detailed study of how to derive a constraint algorithm derive, in particular we will pay attention on the necessary conditions in order to the algorithm do not stop at the primary constraint submanifold; for instance, restricting the dual jet bundle to an appropriate submanifold (in agreement with the ideas behind [32] ). The design of variational integrators for these higher order field equations will be also analyzed (see [28] for the first order case).
Besides, it is worth mentioning now that the BRST construction for field theory has been used systematically to deal with the problem of quantizing Gauge Systems (cf. [21] ). Gauge systems are an instance of constrained field theories where the constraints arise because of the Gauge invariance of the system. The BRST construction is based on the introduction of auxiliary odd and even degrees of freedom (referred as "ghosts" in physics literature) in such a way that the supermanifold structure of the extended formalism allows for a cohomological description of the reduced spaces, i.e., of the relevant degrees of freedom from a physical point of view (see for instance [22] for a simple description of the reduction procedure in terms of supergeometry). This construction can be put in a nice geometrical setting for first order Lagrangian mechanics (see for instance [16] ) and we are looking forward to extend such formalism for higher order Lagrangian mechanics and Lagrangian field theories. orientable distributions D in T P and the set of the equivalence classes D(X) of non-vanishing, locally decomposable m-multivector fields X in P . By abuse of notation, D(X) will also denote the m-dimensional orientable distribution D in T P with whom X is associated.
An m-dimensional submanifold S ֒→ P is said to be an integral manifold of X ∈ X m (P ) (resp. of an m-dimensional distribution D in T P ) if X spans Λ m T S (resp. if T S = D). In such a case, X (resp. D) is said to be integrable. Integrable multivector fields shall be locally decomposable. A non-vanishing, locally decomposable m-multivector X ∈ X Now, let π : P −→ M be a fiber bundle with dim M = m. A multivector field X ∈ X m (P ) is said to be π-transverse if Λ m π * (X) does not vanish at any point of M, hence M must be orientable. If X ∈ X m (P ) is integrable, then X is π-transverse if, and only if, its integral manifolds are sections of π : P −→ M. In this a case, if S is an integral manifold of X, then there exists a section φ ∈ Γπ such that S = Im(φ).
For more details on multivector fields and their relation with field theories, refer to [13, 14] .
Lemma B.1. Let {a I,i } I,i be a family of real numbers indexed by a multi-index I ∈ N m and by an integer i such that 1 ≤ i ≤ m. Given an integer k ≥ 1, we have that 
