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WEAK-STRONG UNIQUENESS OF SOLUTIONS TO
ENTROPY-DISSIPATING REACTION-DIFFUSION EQUATIONS
JULIAN FISCHER
Abstract. We establish a weak-strong uniqueness principle for solutions to
entropy-dissipating reaction-diffusion equations: As long as a strong solution
to the reaction-diffusion equation exists, any weak solution and even any renor-
malized solution must coincide with this strong solution. Our assumptions on
the reaction rates are just the entropy condition and local Lipschitz continuity;
in particular, we do not impose any growth restrictions on the reaction rates.
Therefore, our result applies to any single reversible reaction with mass-action
kinetics as well as to systems of reversible reactions with mass-action kinetics
satisfying the detailed balance condition. Renormalized solutions are known to
exist globally in time for reaction-diffusion equations with entropy-dissipating
reaction rates; in contrast, the global-in-time existence of weak solutions is in
general still an open problem – even for smooth data – , thereby motivating the
study of renormalized solutions. The key ingredient of our result is a careful
adjustment of the usual relative entropy functional, whose evolution cannot
be controlled properly for weak solutions or renormalized solutions.
1. Introduction
Consider a general reversible chemical reaction of the form
α1A1 + . . .+ αSAS ⇋ β1A1 + . . .+ βSAS ,(1)
where the Ai denote the different types of molecules and where αi, βi are non-
negative integers that denote the number of involved molecules of type Ai. An
important model for the reaction kinetics of such reactions are mass action kinet-
ics : In mass action kinetics, the reaction rate is taken to be proportional to the
probability that the involved reactants are simultaneously present in an infinitesi-
mally small volume. Denoting the (nonnegative) concentration of the chemical Ai
by ui, in the example (1) the rate Rf (u) of the forward reaction and the rate Rb(u)
of the backward reaction are therefore given by
Rf (u) := cf
S∏
k=1
uαkk , Rb(u) := cb
S∏
k=1
uβkk ,
where cf , cb > 0 are constants. The net rate of change of the concentration ui of
the molecules of type Ai that is caused by the reaction is therefore
Ri(u) = (βi − αi)
(
cf
S∏
k=1
uαkk − cb
S∏
k=1
uβkk
)
.(2)
The mathematical analysis of reaction-diffusion equations with mass action kinetics
poses interesting mathematical challenges: Even for the simple reaction-diffusion
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equation
d
dt
ui = ai∆ui +Ri(u) ∀i ∈ {1, . . . , S}(3)
(with ai > 0 denoting species-dependent diffusion constants), until recently all
proofs for the global existence of any kind of solution were limited to special cases
[3, 4, 5, 8, 11, 19, 21, 22, 24, 25, 31, 34]. Only recently, a general existence theory
for reaction-diffusion equations with mass-action kinetics of the form
d
dt
ui = ∇ · (Ai∇ui)−∇ · (ui~bi) +Ri(u) ∀i ∈ {1, . . . , S}(4)
(with general diffusion tensors Ai and advection velocities ~bi which may depend
on space and time) has been developed by the author [20]. The global solutions
constructed in [20] are so-called renormalized solutions ; whether weak solutions or
even smooth solutions exist globally in time has remained an open problem.
The key difficulty in the proof of existence of solutions is the lack of control of the
reaction terms. Although the global existence of smooth solutions is conjectured
for simple reaction-diffusion equations like (3) with a single reversible reaction with
mass-action kinetics (2), there are no estimates available that would provide even
just an L1 bound for the reaction terms, even for smooth initial data: Besides the
entropy dissipation estimate (6) below, in general the only known bound is basically
an L2(Ω × [0, T ]) estimate based on duality methods [4, 8, 11, 35, 36]. Thus, for
reaction rates with superquadratic growth there is not even a guarantee that the
reaction terms Ri(u) define a distribution, thereby obstructing any proof of (global-
in-time) existence of weak solutions. Note that if one had an L1 a priori bound for
the reaction terms, the construction of weak solutions would be possible [26, 33].
The most important mathematical energy estimate for reaction-diffusion equa-
tions with mass-action kinetics – and, as discussed above, also almost the only
energy estimate available – is the entropy estimate, which is a consequence of the
structure (2) of the reaction-rates: There exist real numbers µi for which the en-
tropy functional
E[u] :=
ˆ
Ω
S∑
i=1
ui(log ui + µi − 1) dx(5)
is dissipated along (sufficiently regular) solutions to the reaction-diffusion equation
(3). More precisely, given for example no-flux boundary conditions on ∂Ω, one has
the dissipation estimate
E[u](T ) +
S∑
i=1
ˆ T
0
ˆ
Ω
4ai|∇√ui|2 dx dt ≤ E[u0].(6)
In fact, the author’s theorem of existence of renormalized solutions for reaction-
diffusion equations of the form (4) is not restricted to reaction rates of mass-action
kinetics type, but (besides local Lipschitz continuity of the reaction rates and the
non-consumption of chemicals which are not present, see (A6) below) only requires
the entropy condition
S∑
i=1
Ri(u)(log ui + µi) ≤ 0 for all u ∈ (R+0 )S(7)
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for some µi ∈ R, 1 ≤ i ≤ S. Note that the entropy condition for the reaction rates
entails the entropy dissipation estimate (6) for simple reaction-diffusion equations
of the form (3) and a similar estimate in the more general case (4).
The entropy dissipation property – and hence, also the existence theory for
renormalized solutions in [20] and the results of the present paper – is not restricted
to the situation of a single reversible reaction with mass action kinetics, but holds
as well for systems of NR reversible reactions of the form
αn1A1 + . . .+ αnSAS ⇋ βn1A1 + . . .+ βnSAS , 1 ≤ n ≤ NR,(8)
with corresponding mass-action kinetics
Ri(u) :=
NR∑
n=1
(βni − αni )

cnf S∏
j=1
u
αnj
j − cnb
S∏
j=1
u
βnj
j

 ,(9)
given that the so-called condition of detailed balance is satisfied. In particular,
the entropy dissipation property holds for NR ≤ S reversible reactions with mass-
action kinetics provided that the matrix (βni −αni )in has full rank (see e. g. [23, 37]).
See [15] for a mathematical analysis of such systems of reactions with mass-action
kinetics.
It is also worth mentioning that reaction-diffusion equations with mass-action
kinetics do not only dissipate the entropy (5), but may (formally and sometimes
rigorously) be regarded as gradient flows of the entropy functional [27, 28, 29].
While the entropy structure prevents global-in-space blowup of solutions, it does
not provide pointwise control of solutions: Indeed, for reaction rates satisfying a
condition that is closely related to the entropy condition – namely the condition
of dissipation of mass – solutions featuring blowup in the L∞ norm have been
constructed by Pierre and Schmitt [35, 36]. An overview of existence results for
reaction-diffusion equations with dissipation of mass or dissipation of entropy may
be found in the survey by Pierre [34].
The author’s paper [20] provides an answer to the question of global existence of
solutions to entropy-dissipating reaction-diffusion equations of the form (4); how-
ever, it does not address the question of uniqueness. In the present work, we provide
a partial answer to the question of uniqueness of solutions: In Theorem 7, we prove
that the existence of a strong solution to an entropy-dissipating reaction-diffusion
equation on a certain time interval entails that this strong solution is also the unique
renormalized solution, as long as it exists. In the literature, results of this type are
typically being referred to as weak-strong uniqueness theorems.
Before sketching the strategy for the derivation of the weak-strong uniqueness
result, let us briefly comment on the concept of renormalized solutions. Renormal-
ized solutions have originally been introduced by DiPerna and Lions in a series of
seminal works [12, 13, 14] in the setting of the continuity equation
d
dt
u = −∇ · (u~b)(10)
and in the setting of the Boltzmann equation; since then, have found numerous ap-
plications in the theory of PDEs, see e. g. [1, 2, 6, 32, 38] and the references therein.
To motivate the definition of renormalized solutions, consider the continuity equa-
tion for a vector field ~b ∈ L1(Ω) with ∇ ·~b ∈ L1(Ω) and initial data u0 ∈ L1(Ω). It
becomes apparent that in this setting one can in general not give a meaning to the
term ∇· (u~b) in the weak formulation of the continuity equation: The product u~b is
4 JULIAN FISCHER
a product of L1 functions (as the continuity equation in general has no regularizing
effect), which in general does not even define a distribution. This motivates the
introduction of a more general concept of solutions than weak solutions, namely
renormalized solutions. A renormalized solution u to the continuity equation is
defined by the requirement that for all smooth functions ξ : R→ R with compactly
supported derivative ξ′, the function ξ(u) must satisfy the equation derived from
(10) by a formal application of the chain rule: In other words, for all such ξ the
function u must satisfy
d
dt
ξ(u) = −∇ · (ξ(u)~b) + (ξ(u)− uξ′(u))∇ ·~b
in a weak sense, which is an equation that can be given a meaning in the sense of
distributions in the setting ~b ∈ L1(Ω), ∇ ·~b ∈ L1(Ω), u0 ∈ L1(Ω).
Correspondingly, in the author’s recent work [20] renormalized solutions to the
reaction-diffusion-advection equation (4) are defined by the condition that for all
functions ξ : (R+0 )
S → R with compactly supported derivative Dξ, the function
ξ(u) must satisfy the equation derived from (4) by a formal application of the chain
rule in a weak sense; see Definition 2 below for details.
Let us now briefly explain the mathematical concept that is central to our deriva-
tion of the weak-strong uniqueness theorem, the concept of so-called relative en-
tropies. As one easily checks by differentiation, the entropy (5) is a strictly convex
functional of u. The relative entropy E[u|v] is a mathematical concept to measure
the “distance” of u to some reference data v. It is obtained by subtracting an affine
functional in u from the convex entropy functional E[u] in such a way that the
resulting functional is nonnegative and has its unique zero for u = v: By definition,
one has
E[u|v] := E[u]−DE[v](u − v)− E[v]
=
ˆ
Ω
S∑
i=1
ui(log ui + µi − 1) dx−
ˆ
Ω
S∑
i=1
(ui − vi)(log vi + µi) dx
−
ˆ
Ω
S∑
i=1
vi(log vi + µi − 1) dx
=
ˆ
Ω
S∑
i=1
(
ui(log ui + µi − 1)− ui(log vi + µi) + vi
)
dx.
Note that unlike the entropy E[u] (which is dissipated for solutions of (3) with Neu-
mann boundary data), the relative entropy E[u|v] is in general not a nonincreasing
function of time.
The advantage of the concept of relative entropies – as opposed to other methods
of measuring the “distance” of a solution u to some reference data v, like Lp norms
or Sobolev norms – is that relative entropies are often better adapted to the equation
in consideration. For example, to evaluate the time derivative of the relative entropy
d
dt
E[u|v], by the definition E[u|v] := E[u]−DE[v](u− v)−E[v] one basically just
needs to use the entropy dissipation property of u to estimate d
dt
E[u] and to test
the weak formulation of the equation for u with the test function DE[v] – that is
in our setting, to test the equation for ui with log vi + µi and take the sum in i.
In fact, numerous weak-strong uniqueness results for partial differential equations
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rely on relative entropies, for example the weak-strong uniqueness results for the
compressible Navier-Stokes equation and related systems [16, 17].
However, a direct application of the relative entropy method does not provide a
weak-strong uniqueness result for entropy-dissipating reaction-diffusion equations
without substantial additional ideas, even when assuming arbitrary smoothness and
positivity properties of the strong solution v: By a formal computation, we have
for two solutions u and v of our equation (3) with no-flux boundary conditions
d
dt
E[u|v] =−
ˆ
Ω
S∑
i=1
aiui
∣∣∣∣∇uiui −
∇vi
vi
∣∣∣∣
2
dx(11)
+
ˆ
Ω
S∑
i=1
Ri(u)
(
log
ui
vi
+ µi − µi
)
−
S∑
i=1
Ri(v)
(
ui
vi
− 1
)
dx.
Typically, one would now try to estimate the right-hand side from above in terms
of the relative entropy and use a Gronwall-type argument to conclude that for a
renormalized or weak solution u and a strong solution v to the equation (3) with
the same initial data, one has E[u|v] = 0 for all T ≥ 0 and therefore u = v almost
everywhere.
The key obstacle to proving weak-strong uniqueness using the relative entropy
E[u|v] is the insufficient control of the term
ˆ
Ω
S∑
i=1
Ri(u)
(
log
1
vi
− µi
)
dx(12)
whenever u is just a weak solution or a renormalized solution to the reaction-
diffusion equation (3), even when vi is assumed to be smooth and strictly positive
and even if we are in the case of a single reaction with mass-action kinetics (2). Any
attempt of controlling the term (12) in terms of the nonpositive (see (7)) dissipation
terms from (11)
−
ˆ
Ω
S∑
i=1
aiui
∣∣∣∣∇uiui −
∇vi
vi
∣∣∣∣
2
dx +
ˆ
Ω
S∑
i=1
Ri(u)(log ui + µi) dx
or the relative entropy fails in general: For example, for reaction terms of the form
(2) (for simplicity of the outline, let us take cf = cb = 1 and µi = 0) the second
dissipation term may be rewritten as
ˆ
Ω
S∑
i=1
Ri(u)(log ui + µi) dx = −
ˆ
Ω
(Rf (u)−Rb(u)) log Rf (u)
Rb(u)
dx,
which in general does not provide any control of the net reaction rate Ri(u) =
(βi−αi)(Rf (u)−Rb(u)). In fact, in case Rf (u)Rb(u) ≈ 1 elementary calculus shows that
the dissipation behaves like
−|Rf (u)−Rb(u)|
2
Rb(u)
.
Therefore in such a case one cannot rule out that the termˆ
Ω
S∑
i=1
Ri(u)
(
log
1
vi
− µi
)
dx
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might strongly dominate the dissipation
ˆ
Ω
S∑
i=1
Ri(u)(log ui + µi) dx
and lead to E[u|v] becoming strictly positive. Note that the last term in (11)
− ´
Ω
∑S
i=1 Ri(v)
(
ui
vi
− 1
)
dx is better-behaved than the term (12), thus there is
no hope for cancellations. Due to the strong polynomial growth of Ri(u) in u, the
relative entropy E[u|v] itself does not provide any control of the term (12) either.
The key idea of our result is to instead consider the adjusted relative entropy
functional
EM [u|v] :=
ˆ
Ω
S∑
i=1
(
ui(log ui + µi − 1)− ξM (u)ui(log vi + µi) + vi
)
dx,(13)
where ξM : R
S → [0, 1] is a cutoff with ξM (w) = 1 for
∑S
i=1 wi ≤M and ξM (w) = 0
for
∑S
i=1 wi ≥ MK as well as |∂jξM (w)| ≤ CK∑Si=1 wi , |∂j∂kξM (w)| ≤
C
K|
∑
S
i=1 wi|
2
.
Here, the cutoff concentrationM is chosen fixed but much larger than the maximum
of the strong solution v; the constant K ≥ 2 is chosen fixed but large enough
depending on the strong solution v. For this adjusted entropy functional, formal
computations show that for sufficiently regular and strictly positive strong solutions
v, a Gronwall-type argument is now applicable and yields weak-strong uniqueness:
The time derivative of the adjusted relative entropy is given by
d
dt
EM [u|v]
(14)
=
S∑
i=1
ˆ
Ω
−aiui
∣∣∣∣∇uiui
∣∣∣∣
2
− aiuiξM (u)
∣∣∣∣∇vivi
∣∣∣∣
2
+ 2aiuiξM (u)
∇ui
ui
· ∇vi
vi
dx
+
S∑
i,k=1
ˆ
Ω
ak∇uk · ∇(∂kξM (u)ui(log vi + µi)) dx
+
S∑
i=1
ˆ
Ω
ai∇ui · (log vi + µi)∇(ξM (u)) + aiui
vi
∇vi · ∇(ξM (u)) dx
+
S∑
i=1
ˆ
Ω
Ri(u)
(
log ui + µi − ξM (u)(log vi + µi)
)−Ri(v)(ξM (u)ui
vi
− 1
)
dx
−
S∑
i,k=1
ˆ
Ω
∂kξM (u)ui(log vi + µi)Rk(u) dx.
Now, to apply Gronwall, one pulls all integrals together and argues in a pointwise
fashion: For
∑S
i=1 ui ≤ M , one has ξM (u) = 1 and therefore one obtains the
simplified integrand
−
S∑
i=1
aiui
∣∣∣∣∇uiui −
∇vi
vi
∣∣∣∣
2
+
S∑
i=1
(
Ri(u) log
ui
vi
−Ri(v)
(
ui
vi
− 1
))
.(15)
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Note that due to
∑S
i=1 ui ≤ M and
∑S
i=1 vi ≤ M , for the second sum an upper
bound of the form C(supx,t,i vi, infx,t,i vi,M,Ri)
∑S
i=1 |ui− vi|2 is available (where
by C(. . . , Ri) we mean that the constant depends on the functions Ri). By uni-
form convexity of w logw on bounded sets, we have (and shall prove rigorously in
Lemma 9) an estimate of the formˆ
Ω
|ui − vi|2χ{∑Si=1 ui≤M} dx ≤ C(M)EM [u|v].
The integral of the terms (15) over the set {∑Si=1 ui ≤M} is therefore bounded by
a Gronwall-type term C(infx,t,i vi,M,Ri)EM [u|v].
In the case
∑S
i=1 ui ≥MK , one has ξM (u) = 0. Thus, in this case the integrand
becomes
−
S∑
i=1
aiui
∣∣∣∣∇uiui
∣∣∣∣
2
+
S∑
i=1
Ri(u)(log ui + µi) +
S∑
i=1
Ri(v),
which (since in view of the entropy condition (7) only the last of the three sums
might be nonnegative) for M large enough is clearly bounded from above by
C(||v||L∞)
∑S
i=1
(
ui(log ui + µi − 1)− ξM (u)ui(log vi + µi) + vi
)
.
The remaining case M <
∑S
i=1 ui < M
K is the crucial case. For M and K
large enough (depending on supi,x,t vi) but fixed, the adjusted relative entropy
density
∑S
i=1(ui(log ui+µi− 1)− ξM (u)ui(log vi+µi)+ vi) is bounded from below
by 1 in this case (note that in particular u = v is excluded by the choice of M ;
for details of this lower bound, see Lemma 9). Furthermore, all reaction terms
are bounded by a constant C(M,K,Ri, infx,t,i vi). Therefore, the integral of all
reaction terms in the case M <
∑S
i=1 ui < M
K may be bounded by a Gronwall
term C(M,K,Ri, infx,t,i vi)EM [u|v]. It remains to consider the diffusion terms.
Applying the chain rule, the terms in the first and the second line of the right-hand
side of (14) read (we omit the discussion of the terms from the third line of the
right-hand side, as they may be treated analogously)
−
S∑
i=1
aiui
∣∣∣∣∇uiui
∣∣∣∣
2
−
S∑
i=1
aiuiξM (u)
∣∣∣∣∇vivi
∣∣∣∣
2
+
S∑
i=1
2aiuiξM (u)
∇ui
ui
· ∇vi
vi
+
S∑
i,k=1
akuk
∇uk
uk
· ∂kξM (u)ui(log vi + µi)∇ui
ui
+
S∑
i,k=1
akuk
∇uk
uk
· ∂kξM (u)ui∇vi
vi
+
S∑
i,k,l=1
akuk
∇uk
uk
· ∂k∂lξM (u)uiul(log vi + µi)∇ul
ul
.
By the lower bound on the entropy density in the case M <
∑S
i=1 ui < M
K , one
may estimate the integral of terms of the form
∑S
i=1 ui
∣∣∇vi
vi
∣∣2 (and similar terms) by
a Gronwall term CEM [u|v] with a constant C = C(M,K, infx,t,i vi, supx,t,i |∇vi|).
It is therefore possible to estimate the last term in the first line and the last term
in the second line by Young’s inequality, absorbing the terms involving ui|∇ui/ui|2
in the first term in the first line and generating a remaining Gronwall term of the
form C(M,K, infx,t,i vi, supx,t,i |∇vi|)EM [u|v]. To estimate the remaining terms,
namely the first term in the second line and the term in the third line, one makes
the crucial observation that for K large enough, these terms may be absorbed
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in the first term in the first line: The estimates |∂kξM (w)| ≤ CK∑Si=1 wi and
|∂k∂lξM (w)| ≤ CK(∑Si=1 wi)2 facilitate this absorption, provided that K is chosen
large enough (depending on supi,x,t | log vi| and the data).
In conclusion, for M and K large enough we obtain an estimate of the form
d
dt
EM [u|v] ≤ C
(
M,K,Ri, sup
i,x,t
vi(x, t), inf
i,x,t
vi(x, t), sup
i,x,t
|∇vi|
)
EM [u|v].
By the Gronwall lemma, this estimate entails EM [u|v](T ) = 0 for all T if the initial
data of u and v coincide (which implies EM [u|v](0) = 0).
Notation. We shall use the abbreviation I := [0,∞) for the time interval
[0,∞). By Lploc(I;X) we denote the set of functions whose restrictions to [0, T ]
belong to Lp([0, T ];X) for any T < ∞ (X being an arbitrary Banach space). For
a domain Ω ⊂ Rd, we denote by H1(Ω) the space of functions u ∈ L2(Ω) whose
distributional derivative ∇u is square-integrable; on H1(Ω) we use the standard
norm ||u||2
H1(Ω) :=
´
Ω
|u|2+ |∇u|2 dx. As usual, by χA we denote the characteristic
function of a set A. For a set A, ∂A refers to its boundary. The space of smooth
compactly supported functions on a domain Ω ⊂ Rd is denoted by C∞cpt(Ω); by
C∞(Ω) we denote the set of functions on Ω that admit a smooth extension to Rd.
By ~n we denote the outer unit normal vector to a domain Ω ⊂ Rd. We denote the
(d− 1)-dimensional Hausdorff measure by Hd−1.
2. Main Results
As in [20], our key assumption on the reaction rates is the condition of entropy
dissipation (7), i. e. the existence of µi ∈ R for which the dissipation
S∑
i=1
Ri(u)(log ui + µi) ≤ 0 for all u ∈ (R+0 )S
holds.
Besides the entropy dissipation condition, we again impose the following (mod-
est) conditions on our domain, the coefficients, and the reaction rates.
(A1) Let d ∈ N and let Ω ⊂ Rd be a bounded Lipschitz domain.
(A2) Assume that Ai ∈ [L∞(I;L∞(Ω))]d×d.
(A3) Suppose that there exists λ > 0 such that for all i, all x ∈ Ω, all t ∈ I, and
all v ∈ Rd we have Ai(x, t)v · v ≥ λ|v|2.
(A4) Assume that ~bi ∈ [L∞(I;L∞(Ω))]d and that the trace of ~bi on the spatial
boundary ∂Ω× I exists.
(A5) Let Ri :
(
R
+
0
)S → R be locally Lipschitz continuous for all 1 ≤ i ≤ S, that
is Lipschitz continuous on every bounded subset of (R+0 )
S .
(A6) Assume that Ri(v) ≥ 0 holds for any v ∈ (R+0 )S with vi = 0.
Note that the condition (A6) guarantees that a chemical which is not present cannot
be consumed by reactions, thereby ensuring nonnegativity of all concentrations ui.
By R we shall denote the vector-valued function whose S components are given by
R1, . . . , RS .
We impose the same boundary conditions as in [20]:
(B1) Let ΓIn, ΓOut be disjoint open subsets of ∂Ω with ΓIn ∪ ΓOut = ∂Ω.
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(B2) Let gi ∈ L∞(ΓIn × I), 1 ≤ i ≤ S, be bounded nonnegative functions. On
ΓIn × I, we impose the boundary condition ~n · (Ai∇ui − ui~bi) = gi.
(B3) Suppose that on ΓOut we have ~n ·~bi ≥ 0. On ΓOut × I we then impose the
boundary condition ~n ·Ai∇ui = 0.
Condition (B2) prescribes the (in-)flow through the boundary ΓIn. Condition (B3)
requires the diffusive flux at the boundary to vanish and is a typical outflow bound-
ary condition on ΓOut.
Note that one could in principle also work with other classes of boundary con-
ditions, as long as they admit a suitable entropy estimate: For example, it would
be possible to establish the existence theory of [20] (and also the results in the
present paper) for boundary reactions – that is, for the boundary condition ~n ·
(Ai∇ui − ui~bi) = R∂Ωi (u) – as long as the boundary reaction rates R∂Ωi (·) are lo-
cally Lipschitz continuous, satisfy (A6), and are subject to the entropy condition∑S
i=1 R
∂Ω
i (w)(logwi + µi) ≤ 0 for all w ∈ (R+0 )S for the same µi as in (7).
Definition 1 (Weak solutions). Suppose that (A1)-(A6) hold. Let (u0)i ∈ L1(Ω),
1 ≤ i ≤ S, be nonnegative. Let 0 < Tmax ≤ ∞. We say that nonnegative functions
ui ∈ L∞loc([0, Tmax);L1(Ω)) with
√
ui ∈ L2loc([0, Tmax);H1(Ω)), 1 ≤ i ≤ S, are a
weak solution to the reaction-diffusion-advection equation (4) with initial data u0
and boundary conditions (B1)-(B3) provided that we have
Ri(u) ∈ L1(Ω× [0, T ])
for all 1 ≤ i ≤ S and any T < Tmax and that for any ψ ∈ C∞(Ω × I) and any
1 ≤ i ≤ S the equationˆ
Ω
ui(·, T )ψ(·, T ) dx−
ˆ
Ω
(u0)iψ(·, 0) dx−
ˆ T
0
ˆ
Ω
ui
d
dt
ψ dx dt
=−
ˆ T
0
ˆ
Ω
(Ai∇ui) · ∇ψ dx dt
+
ˆ T
0
ˆ
Ω
ui~bi · ∇ψ dx dt(16)
+
ˆ T
0
ˆ
Ω
Ri(u)ψ dx dt
+
ˆ T
0
ˆ
ΓIn
giψ dHd−1 dt
−
ˆ T
0
ˆ
ΓOut
~n ·~bi ui ψ dHd−1 dt
is satisfied for almost every T < Tmax.
Recall the following definition of renormalized solutions to the reaction-diffusion-
advection equation (4) introduced in [20].
Definition 2 (Renormalized solutions). Suppose that (A1)-(A6) hold. Let (u0)i ∈
L1(Ω), 1 ≤ i ≤ S, be nonnegative. We say that nonnegative functions ui ∈
L∞loc(I;L
1(Ω)) with
√
ui ∈ L2loc(I;H1(Ω)), 1 ≤ i ≤ S, are a renormalized solution
to the reaction-diffusion-advection equation (4) with initial data u0 and boundary
conditions (B1)-(B3) if for every smooth function ξ : (R+0 )
S → R with compactly
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supported derivative Dξ and for every ψ ∈ C∞(Ω× I) the equation
ˆ
Ω
ξ(u(·, T ))ψ(·, T ) dx−
ˆ
Ω
ξ(u0)ψ(·, 0) dx−
ˆ T
0
ˆ
Ω
ξ(u)
d
dt
ψ dx dt
=−
S∑
i,j=1
ˆ T
0
ˆ
Ω
ψ∂i∂jξ(u)(Ai∇ui) · ∇uj dx dt
−
S∑
i=1
ˆ T
0
ˆ
Ω
∂iξ(u)(Ai∇ui) · ∇ψ dx dt(17)
+
S∑
i,j=1
ˆ T
0
ˆ
Ω
ψ∂i∂jξ(u)ui~bi · ∇uj dx dt
+
S∑
i=1
ˆ T
0
ˆ
Ω
∂iξ(u)ui~bi · ∇ψ dx dt
+
S∑
i=1
ˆ T
0
ˆ
Ω
∂iξ(u)Ri(u)ψ dx dt
+
S∑
i=1
ˆ T
0
ˆ
ΓIn
giψ∂iξ(u) dHd−1 dt
−
S∑
i=1
ˆ T
0
ˆ
ΓOut
~n ·~bi ui ψ∂iξ(u) dHd−1 dt
is satisfied for almost every T > 0.
The crucial property of the definition of renormalized solutions is that it makes
sense even if (integrable) singularities in the functions u cause the reaction rates
Ri(u) to become nonintegrable, i. e. even for Ri(u) /∈ L1(Ω × [0, T ]), a case that
cannot be handled by any concept of weak solutions: Note that we have not imposed
any growth restrictions on the reaction rates Ri; therefore, in principle even a very
mild failure of v ∈ L∞(Ω × [0, T ]) might cause Ri(v) to become nonintegrable, at
least for generic functions v. Whether there exist reaction rates Ri subject to our
assumptions and renormalized solutions u for which Ri(u) is actually nonintegrable
is an open question; however, at the moment, there is no technique available that
would exclude the occurrence of such a situation either, even for the case of a single
reaction with mass-action kinetics (2).
Recall that according to the main result of [20], renormalized solutions to entropy-
dissipating reaction-diffusion-advection equations exist globally in time under quite
general assumptions on the data:
Theorem 3 ([20], Theorem 1). Assume that conditions (A1)-(A6) and (B1) are
satisfied; suppose that gi and ~bi meet the conditions in (B2) and (B3). Assume
that the reaction rates satisfy the entropy inequality (7). Let (u0)i ∈ L1(Ω) be
nonnegative functions with
∑S
i=1
´
Ω
(u0)i log(u0)i dx <∞.
Then there exists a global (in time) renormalized solution u to equation (4) with
initial data u0 and boundary conditions (B1)-(B3) in the sense of Definition 2; the
solution has the additional regularity ui log ui ∈ L∞loc(I;L1(Ω)).
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Concerning the relation of weak solutions and renormalized solutions, we have
shown in [20] that any renormalized solution u for which the reaction rates Ri(u)
are integrable – that is, for which Ri(u) ∈ L1(Ω× [0, T ]) holds for all i – is also a
weak solution. In the present work, we establish a relation in the converse direction:
Theorem 4. Any weak solution to the reaction-diffusion equation in the sense of
Definition 1 is a renormalized solution in the sense of Definition 2.
In other words, the notion of weak solutions is a stronger notion of solutions
than the notion of renormalized solutions.
Our result on weak-strong uniqueness is based on an adjusted relative entropy
inequality for renormalized solutions (see Proposition 11 below) and the Gronwall
lemma. The proof of the adjusted relative entropy inequality makes use of the
following entropy dissipation estimate for renormalized solutions, which is also of
independent interest as entropy dissipation inequalities may be used to analyze the
long-time behavior of solutions (see [7, 8, 9, 10, 18, 30] and the references therein):
For a system of reversible chemical reactions with mass-action kinetics subject to the
detailed balance condition and the equation (3) with no-flux boundary conditions,
the entropy condition holds for the choice µi := − log limt→∞ −´Ω ui(x, t) dx; for this
choice, the unique minimum of the entropy E[u] corresponds to the equilibrium
state.
Proposition 5. Suppose that the assumptions (A1)-(A6) are satisfied and suppose
that the initial data u0 are measurable, nonnegative, and have finite entropy, i. e.
S∑
i=1
ˆ
Ω
(u0)i(log(u0)i + µi − 1) dx <∞.
Let u be a renormalized solution to the reaction-diffusion-advection equation (4)
with initial data u0 and boundary conditions (B1)-(B3) in the sense of Definition 2.
Then for almost every T > 0 the entropy dissipation estimate
S∑
i=1
ˆ
Ω
ui(log ui + µi − 1) dx
∣∣∣∣
T
0
≤ −4
S∑
i=1
ˆ T
0
ˆ
Ω
Ai∇√ui · ∇√ui dx dt
+
S∑
i=1
ˆ T
0
ˆ
Ω
~bi · ∇ui dx dt
+
S∑
i=1
ˆ T
0
ˆ
ΓIn
gi(log ui + µi) dHd−1 dt
−
S∑
i=1
ˆ T
0
ˆ
ΓOut
~n · ~biui(log ui + µi) dHd−1 dt
+
ˆ T
0
ˆ
Ω
S∑
i=1
Ri(u)(log ui + µi) dx dt
is satisfied.
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In the study of the large-time behavior of reaction-diffusion equations, the con-
servation laws of the reaction rates Ri typically play a crucial role. For systems of
chemical reactions (8), in many cases certain linear combinations of the concentra-
tions ui are not changed by the reaction, that is for some q ∈ RS the quantity
S∑
i=1
qi
ˆ
Ω
ui dx(18)
may (at least formally) only change by fluxes through the boundary. Translated
into a condition on the reaction rates, this is equivalent to the condition
S∑
i=1
qiRi(w) = 0 for all w ∈ (R+0 )S .(19)
To give an example for such conservation laws, in the case of NR < S reactions of
the form (8) there exist at least S−NR linearly independent vectors q ∈ RS that are
orthogonal to all vectors βn − αn, 1 ≤ n ≤ NR; hence, there exist S −NR linearly
independent vectors q satisfying (19). While it is straightforward to verify that
for weak solutions to the reaction-diffusion equation (4) the quantity (18) is indeed
conserved up to fluxes through the boundary as soon as (19) holds, for renormalized
solutions it is not directly clear whether (19) entails the conservation of (18). In the
following proposition, we prove that the notion of renormalized solutions is indeed
compatible with the conservation laws of the reaction rates Ri.
Proposition 6. Let the assumptions of Proposition 5 be satisfied and let q ∈ RS
be a vector with the property
S∑
i=1
qiRi(w) = 0 for any w ∈ (R+0 )S .(20)
Then the renormalized solution u is subject to the conservation law
S∑
i=1
qi
ˆ
Ω
ui dx
∣∣∣∣
T
0
=
ˆ T
0
ˆ
ΓIn
S∑
i=1
qigi dHd−1 dt−
ˆ T
0
ˆ
ΓOut
S∑
i=1
qi(~n ·~biui) dHd−1 dt
for almost every T > 0.
Our main result – the weak-strong uniqueness principle for renormalized solu-
tions to entropy-dissipating reaction-diffusion equations – reads as follows. Note
that in view of Theorem 4 the weak-strong uniqueness result also holds for weak
solutions u to the reaction-diffusion equation in place of renormalized solutions u.
Theorem 7 (Weak-strong uniqueness of renormalized solutions). Let the assump-
tions (A1)-(A6) be satisfied and let the entropy condition (7) be satisfied by the
reaction rates for some µi ∈ R. Let u0 ∈ L1(Ω; (R+0 )S) be strictly positive initial
data subject to the bound
S∑
i=1
ˆ
Ω
(u0)i(log(u0)i + µi − 1) dx <∞.
Assume that there exists a “strong” solution v to the reaction-diffusion-advection
equation (4) with initial data u0 and boundary conditions (B1)-(B3) on some time
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interval [0, Tmax), that is a weak solution v in the sense of Definition 1 with the
additional regularities
sup
x∈Ω,t∈[0,Tmax)
vi(x, t) < ∞,
inf
x∈Ω,t∈[0,Tmax)
vi(x, t) > 0,
sup
x∈Ω,t∈[0,Tmax)
|∇vi(x, t)| < ∞,
sup
x∈Ω,t∈[0,Tmax)
∣∣∣ d
dt
vi(x, t)
∣∣∣ < ∞,
for all i.
Let u be any renormalized solution to the reaction-diffusion-advection equation
(4) with initial data u0 and boundary conditions (B1)-(B3) in the sense of Defini-
tion 2. Then it holds that
u(·, T ) = v(·, T ) almost everywhere in Ω
for almost every T < Tmax.
Remark 8. Note that our assumption of the existence of a strong solution v in
the theorem implicitly puts further regularity constraints on the initial data, the
boundary data, and possibly the domain.
On the other hand, by standard regularity theory any bounded weak solution
satisfies the regularity assumptions of our theorem, provided that the data and the
domain are sufficiently smooth. Furthermore, the required uniform lower bound
inf
x∈Ω,t∈[0,Tmax)
vi(x, t) > 0
is available for any bounded weak solution v, provided that the initial data satisfy
such a lower bound.
3. Proof of the Weak-Strong Uniqueness Principle
The proof of the weak-strong uniqueness result is structured as follows: In Sec-
tion 3.1, we establish the entropy estimate for renormalized solutions, that is Propo-
sition 5, as well as the result on conservation laws, that is Proposition 6. In Sec-
tion 3.2, we show suitable coercivity properties of the adjusted relative entropy
functional which will be required for the proof of weak-strong uniqueness. In Sec-
tion 3.3, we state and prove Proposition 11, i. e. the relative entropy inequality
satisfied for renormalized solutions u and strong solutions v. The proof of Proposi-
tion 11 makes use of the entropy estimate stated in Proposition 5. In Section 3.4,
we demonstrate how the relative entropy inequality for renormalized solutions u
and strong solutions v proven in Proposition 11 entails the weak-strong uniqueness
result.
Note that by C we denote a constant that may change from line to line. However,
the values M and K are chosen once and for all, depending on the data and the
strong solution v.
3.1. Proof of the entropy dissipation property of renormalized solutions.
Proof of Proposition 5. Let M ≥ 2 and let θM : R→ R be a smooth function with
θM (s) = s for s ≤ M , 0 ≤ θ′M (s) ≤ 1 and |θ′′M (s)| ≤ C1+s log(s+1) for all s ≥ 0, and
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θ′M (s) = 0 for s ≥ MC for some C large enough. Such a function exists due to´MC
M
1
1+s log(s+1) ds ≥ 2 for C large enough.
Choosing the renormalization ξ(w) := θM
(∑S
i=1(wi + ǫ)(log(wi + ǫ) + µi − 1)
)
in (17) and the test function ψ ≡ 1, we obtain
ˆ
Ω
θM
( S∑
i=1
(ui + ǫ)(log(ui + ǫ) + µi − 1)
)
dx
∣∣∣∣∣
T
0
= −
S∑
j=1
ˆ T
0
ˆ
Ω
θ′M
( S∑
i=1
(ui + ǫ)(log(ui + ǫ) + µi − 1)
)
(Aj∇uj − uj~bj) · ∇uj
uj + ǫ
dx dt
−
S∑
j,k=1
ˆ T
0
ˆ
Ω
θ′′M
(
. . .
)
(log(uj + ǫ) + µj)(log(uk + ǫ) + µk)(Aj∇uj − uj~bj) · ∇uk dx dt
+
S∑
j=1
ˆ T
0
ˆ
Ω
θ′M
( S∑
i=1
(ui + ǫ)(log(ui + ǫ) + µi − 1)
)
Rj(u)(log(uj + ǫ) + µj) dx dt
+
S∑
j=1
ˆ T
0
ˆ
ΓIn
θ′M
( S∑
i=1
(ui + ǫ)(log(ui + ǫ) + µi − 1)
)
gj
(
log(uj + ǫ) + µj
)
dHd−1 dt
−
S∑
j=1
ˆ T
0
ˆ
ΓOut
θ′M
( S∑
i=1
(ui + ǫ)(log(ui + ǫ) + µi − 1)
)
(log(uj + ǫ) + µj)~n ·~bj uj dHd−1 dt.
We may then pass to the limit ǫ→ 0: The passage to the limit in the term on the
left-hand side is immediate using Lebesgue’s theorem of dominated convergence.
Rewriting the gradients ∇ui in the form 2√ui∇√ui and taking into account that
θ′M (s) and θ
′′
M (s) vanish for s ≥ MC , the passage to the limit in the first two
integrals on the right-hand side is also straightforward (using again dominated
convergence). In the last integral, that is the boundary integral over ΓOut, one
may also pass to the limit using dominated convergence. For the boundary integral
over ΓIn, one may apply Fatou’s lemma in connection with the properties 0 ≤
θ′M ≤ 1 and gj ≥ 0 (see (B2)): For ǫ ≤ 12 the integrand is bounded from above by
gj((log uj)++1+|µj|), which is integrable over ΓIn×[0, T ] by √ui ∈ L2loc(I;H1(Ω))
and by a boundary trace estimate as well as gj ∈ L∞. Thus, Fatou’s lemma is
applicable to the negative of the integral and yields
lim sup
ǫ→0
ˆ T
0
ˆ
ΓIn
θ′M
( S∑
i=1
(ui + ǫ)(log(ui + ǫ) + µi − 1)
)
gj
(
log(uj + ǫ) + µj
)
dHd−1 dt
≤
ˆ T
0
ˆ
ΓIn
θ′M
( S∑
i=1
ui(log ui + µi − 1)
)
gj
(
log uj + µj
)
dHd−1 dt.
It remains to discuss the third integral on the right-hand side of the above formula,
that is the integral containing the reaction terms. In this term, we face the problem
that due to the potential failure of strict positivity of uj , we have no guarantee that
log uj belongs to L
1(Ω). To deal with this issue, one may use the estimate Rj(u) ≥
−C(M,Rj)uj valid for
∑S
i=1 ui(log ui + µi − 1) ≤ MC (which is a consequence of
the assumption Rj(w) ≥ 0 in case wj = 0 (see (A6)) and the Lipschitz continuity of
Rj on bounded subsets of (R
+
0 )
S (see (A5))). Since θ′M (s) vanishes for s ≥MC , this
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bound ensures that Rj(u) log(uj+ǫ) ≤ C(M)uj | log(uj+ǫ)|, which is now bounded
uniformly in ǫ. Thus, one may apply Fatou’s lemma (again with a uniform upper
bound instead of a uniform lower bound for the functions, thereby reversing the
usual direction of the inequality in Fatou’s lemma). In total, we deduce
ˆ
Ω
θM
( S∑
i=1
ui(log ui + µi − 1)
)
dx
∣∣∣∣∣
T
0
≤ −2
S∑
j=1
ˆ T
0
ˆ
Ω
θ′M
( S∑
i=1
ui(log ui + µi − 1)
)(
2Aj∇√uj −√uj~bj
) · ∇√uj dx dt
− 2
S∑
j,k=1
ˆ T
0
ˆ
Ω
θ′′M
( S∑
i=1
ui(log ui + µi − 1)
)√
uj
√
uk(log uj + µj)(log uk + µk)
× (2Aj∇√uj −√uj~bj) · ∇√uk dx dt
+
ˆ T
0
ˆ
Ω
θ′M
( S∑
i=1
ui(log ui + µi − 1)
) S∑
j=1
Rj(u)(log uj + µj) dx dt
+
S∑
j=1
ˆ T
0
ˆ
ΓIn
θ′M
( S∑
i=1
ui(log ui + µi − 1)
)
gj
(
log uj + µj
)
dHd−1 dt
−
S∑
j=1
ˆ T
0
ˆ
ΓOut
θ′M
( S∑
i=1
ui(log ui + µi − 1)
)
(log uj + µj)~n ·~bj uj dHd−1 dt.
We now pass to the limitM →∞ to obtain the desired entropy dissipation estimate.
By our assumption (u0)i log(u0)i ∈ L1(Ω) and the properties of our mappings
θM , we deduce convergence of the integral on the left-hand side at initial time
t = 0 using the dominated convergence theorem. In the integral at time t = T
on the left-hand side, we may pass to the limit by Fatou’s lemma. The regularity√
ui ∈ L2loc(I;H1(Ω)) and the properties of our mappings θM enable us to apply
the dominated convergence theorem also to the first term on the right-hand side.
The reaction term may be dealt with by Fatou’s lemma, making use of the entropy
dissipation property (7) and the fact that θ′M ≥ 0. To deal with the last two terms
on the right-hand side, we use Fatou’s lemma, the fact that 0 ≤ θ′M ≤ 1, gj ≥ 0, and
~n · ~bj ≥ 0 (recall also the bound ui log ui ∈ L1(∂Ω× [0, T ]), inferred from the bounds
ui ∈ L∞loc(I;L1(Ω)) and
√
ui ∈ L2loc(I;H1(Ω)) by an interpolation-trace estimate).
It remains to deal with the second term on the right-hand side. This term, however,
is easily seen to vanish in the limit M →∞ using dominated convergence and the
regularity
√
ui ∈ L2loc(I;H1(Ω)): The bound |θ′′M (s)| ≤ C1+s log(s+1) implies∣∣∣∣∣θ′′M
( S∑
i=1
ui(log ui + µi − 1)
)√
uj
√
uk(log uj + µj)(log uk + µk)
∣∣∣∣∣
≤ C |
√
uj
√
uk(log uj + µj)(log uk + µk)|
1 +
∑S
i=1 ui(log(ui + 1))
2
≤ C,
which yields the estimate required for the dominated convergence theorem. 
Proof of Proposition 6. To prove the conservation law properties, we proceed simi-
larly to the proof of the entropy dissipation estimate in Proposition 5. Let us choose
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some ρ ∈ R and consider the renormalization
ξ(w) := θM
(
ρ
S∑
i=1
qiwi +
S∑
i=1
(wi + ǫ)(log(wi + ǫ) + µi − 1)
)
and the test function ψ ≡ 1. Using essentially the same arguments as in the
proof of Proposition 5 – note that for M large enough (depending on q and ρ) the
modified ξ satisfies the same estimates as before – but making additionally use of
the cancellation
∑S
i=1 θ
′
M (. . .)ρqiRi(u) = 0, we deduce by performing the limits
ǫ→ 0 and subsequently M →∞ that for almost every T > 0
S∑
i=1
ˆ
Ω
ρqiwi + ui(log ui + µi − 1) dx
∣∣∣∣
T
0
≤ −4
S∑
i=1
ˆ T
0
ˆ
Ω
Ai∇√ui · ∇√ui dx dt
+
S∑
i=1
ˆ T
0
ˆ
Ω
~bi · ∇ui dx dt
+
S∑
i=1
ˆ T
0
ˆ
ΓIn
gi
(
ρqi + (log ui + µi)
)
dHd−1 dt
−
S∑
i=1
ˆ T
0
ˆ
ΓOut
~n · ~biui
(
ρqi + (log ui + µi)
)
dHd−1 dt
+
ˆ T
0
ˆ
Ω
S∑
i=1
Ri(u)(log ui + µi) dx dt.
Dividing both sides by ρ for ρ > 0 and passing to the limit ρ→∞, making use of
the entropy dissipation estimate we obtain by dominated convergence
S∑
i=1
ˆ
Ω
qiwi dx
∣∣∣∣
T
0
≤
S∑
i=1
ˆ T
0
ˆ
ΓIn
giqi dHd−1 dt−
S∑
i=1
ˆ T
0
ˆ
ΓOut
~n · ~biuiqi dHd−1 dt.
By dividing by ρ for ρ < 0 and passing to the limit ρ→ −∞ instead, the reverse in-
equality is obtained (as the division by the negative number ρ reverses the direction
of the inequality). This establishes the conservation property. 
3.2. Coercivity properties of the adjusted relative entropy functional. Let
us first collect the properties of the cutoffs ξM : (R
+
0 )
S → R that appear in the
definition of the adjusted relative entropy
EM [u|v] =
ˆ
Ω
S∑
i=1
(
ui(log ui + µi − 1)− ξM (u)ui(log vi + µi) + vi
)
dx.
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Besides smoothness, the ξM (with M ≥ 2 and K ≥ 2) have the properties
0 ≤ ξM (u) ≤ 1 for all u,
ξM (u) = 1 for all u with
S∑
i=1
ui ≤M,
ξM (u) = 0 for all u with
S∑
i=1
ui ≥MK ,
|∂jξM (u)| ≤ C
K
∑S
i=1 ui
for all u and j,
|∂j∂kξM (u)| ≤ C
K
∣∣∑S
i=1 ui
∣∣2 for all u, j, and k.
Note that one may easily build such ξM by setting
ξM (u) := θ
(
log
∑S
i=1 ui − logM
(K − 1) logM
)
where θ(s) is a usual smooth cutoff with θ(s) = 1 for s ≤ 0, θ(s) = 0 for s ≥ 1, and
0 ≤ θ(s) ≤ 1 everywhere.
In the proof of the weak-strong uniqueness principle, we will frequently require
the following two coercivity properties of our relative entropy functional.
Lemma 9. For M chosen large enough (depending on supi,x,t vi(x, t), µi, and S),
we have the estimatesˆ
Ω
(
1 +
S∑
i=1
ui +
S∑
i=1
ui log(ui + 1)
)
χ{
∑
S
i=1
ui≥M}
dx ≤ 2EM [u|v](21)
and ˆ
Ω
S∑
i=1
|ui − vi|2χ{∑S
i=1
ui≤M}
dx ≤ C(M)EM [u|v](22)
with a constant C(M) depending on the µi and on M (and on S).
Proof. Both estimates (21) and (22) will be established by purely pointwise esti-
mates for the adjusted relative entropy, distinguishing the cases
∑S
i=1 ui > M and∑S
i=1 ui ≤M .
To establish (21), it is sufficient to observe that
• for∑Si=1 ui ≥M and M large enough (depending on supi,x,t vi, µi, and S)
the term
∑S
i=1 ui log ui strongly dominates all other terms in the definition
of EM [u|v] and also the term
∑S
i=1 ui, and
• for∑Si=1 ui ≤M we have ξM (u) = 1 and the adjusted relative entropy den-
sity thus becomes the standard relative entropy density
∑S
i=1
(
ui(log ui +
µi − 1)− ui(log vi + µi) + vi
)
, which is nonnegative.
To prove (22), we use the nonnegativity of the function
∑S
i=1
(
ui(log ui + µi −
1)−ξM (u)ui(log vi+µi)+vi
)
on {∑Si=1 ui > M} (which holds by our assumption of
M being large). On the set {∑Si=1 ui ≤M}, we have ξM (u) = 1 and therefore our
adjusted relative entropy density reduced to the standard relative entropy density
18 JULIAN FISCHER
∑S
i=1
(
ui(log ui + µi − 1)− ui(log vi + µi) + vi
)
. We then make use of the uniform
convexity of the function u 7→∑Si=1 ui(log ui+µi−1) on bounded subsets of (R+0 )S
(note that we may also assume supi,x,t vi ≤M by requiring M to be large enough)
to establish the desired lower bound 1
C(M)
∑S
i=1 |ui − vi|2. 
To estimate the boundary terms, we are going to use the following technical
lemma.
Lemma 10. Let Ω be a Lipschitz domain and let ui be nonnegative and satisfy√
ui ∈ L2([0, T ];H1(Ω)). Let vi be Lipschitz and uniformly bounded from below by
a positive number. Then for any ε > 0 the estimate
ˆ T
0
ˆ
∂Ω
|√ui −√vi|2 dHd−1 dt(23)
≤ ε
ˆ T
0
ˆ
Ω
ui
∣∣∣∣∇uiui −
∇vi
vi
∣∣∣∣
2
χ{
∑
S
i=1 ui≤M}
dx dt
+ ε
ˆ T
0
ˆ
Ω
|∇√ui|2χ{∑S
i=1
ui>M}
dx dt
+ C(d,Ω, ε,M, inf
i,x,t
vi, sup
i,x,t
vi, sup
i,x,t
|∇vi|)
ˆ T
0
EM [u|v] dt
holds.
Proof. By a standard interpolation-trace inequality, we have for any ε > 0
ˆ
∂Ω
|√ui −√vi|2 dHd−1
≤ ε
2
ˆ
Ω
|∇(√ui −√vi)|2 dx+ C(d,Ω, ε)
ˆ
Ω
|√ui −√vi|2 dx.
This implies
ˆ T
0
ˆ
∂Ω
|√ui −√vi|2 dHd−1 dt
≤ ε
ˆ T
0
ˆ
Ω
ui
∣∣∣∣∇uiui −
∇vi
vi
∣∣∣∣
2
χ{
∑
S
i=1
ui≤M}
dx dt
+ ε
ˆ T
0
ˆ
Ω
|√ui −√vi|2
∣∣∣∣∇vivi
∣∣∣∣
2
χ{
∑
S
i=1
ui≤M}
dx dt
+ ε
ˆ T
0
ˆ
Ω
|∇√ui|2χ{∑Si=1 ui>M} dx dt
+ ε
ˆ T
0
ˆ
Ω
|∇√vi|2χ{∑Si=1 ui>M} dx dt
+ C(d,Ω, ε)
ˆ T
0
ˆ
Ω
|√ui −√vi|2 dx dt.
For M large enough, this implies the desired bound by the coercivity properties of
EM [u|v] established in (21) and (22). 
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3.3. Estimate for the adjusted relative entropy.
Proposition 11. Suppose that the assumptions (A1)-(A6) are satisfied and suppose
that the initial data u0 are positive, measurable, and have finite entropy, i. e.
S∑
i=1
ˆ
Ω
(u0)i(log(u0)i + µi − 1) dx <∞.
Let v be a “strong” solution to the reaction-diffusion-advection equation (4) with
initial data u0 and boundary conditions (B1)-(B3) on some time interval [0, Tmax),
that is let v be a weak solution in the sense of Definition 1 with the additional
regularities
sup
x∈Ω,t∈[0,Tmax)
vi(x, t) < ∞,
inf
x∈Ω,t∈[0,Tmax)
vi(x, t) > 0,
sup
x∈Ω,t∈[0,Tmax)
|∇vi(x, t)| < ∞,
sup
x∈Ω,t∈[0,Tmax)
∣∣∣ d
dt
vi(x, t)
∣∣∣ < ∞,
for all i.
Let u be a renormalized solution to the reaction-diffusion-advection equation (4)
with initial data u0 and boundary conditions (B1)-(B3) in the sense of Definition 2.
Then for almost every T ∈ [0, Tmax) the adjusted relative entropy satisfies
EM [u|v]
∣∣∣∣
T
0
:=
ˆ
Ω
S∑
i=1
(
ui(log ui + µi − 1)− ξM (u)ui(log vi + µi) + vi
)
dx
∣∣∣∣∣
T
0
≤
S∑
i=1
ˆ T
0
ˆ
Ω
−uiAi∇ui
ui
· ∇ui
ui
− uiξM (u)Ai∇vi
vi
· ∇vi
vi
+ uiξM (u)Ai
∇ui
ui
· ∇vi
vi
+ uiξM (u)Ai
∇vi
vi
· ∇ui
ui
dx dt
+
S∑
i,j=1
ˆ T
0
ˆ
Ω
∂jξM (u)(log vi + µi)(Ai∇ui · ∇uj +Aj∇uj · ∇ui) dx dt
+
S∑
i,j,k=1
ˆ T
0
ˆ
Ω
ui∂j∂kξM (u)(log vi + µi)Aj∇uj · ∇uk dx dt
+
S∑
i,j=1
ˆ T
0
ˆ
Ω
uiuj∂jξM (u)
(
Aj
∇uj
uj
· ∇vi
vi
+Ai
∇vi
vi
· ∇uj
uj
)
dx dt
+
S∑
i=1
ˆ T
0
ˆ
Ω
(1− ξM (u))~bi · ∇ui dx dt
−
S∑
i,j=1
ˆ T
0
ˆ
Ω
∂jξM (u)(log vi + µi)
(
ui~bi · ∇uj + uj~bj · ∇ui
)
dx dt
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−
S∑
i,j,k=1
ˆ T
0
ˆ
Ω
ui∂j∂kξM (u)(log vi + µi)uj~bj · ∇uk dx dt
−
S∑
i,j=1
ˆ T
0
ˆ
Ω
ui∂jξM (u)uj ~bj · ∇vi
vi
dx dt
−
S∑
i,j=1
ˆ T
0
ˆ
Ω
ui∂jξM (u)~bi · ∇uj dx dt
+
ˆ T
0
ˆ
Ω
S∑
i=1
(
Ri(u)
(
log ui + µi − ξM (u)(log vi + µi)
)−Ri(v)(ξM (u)ui
vi
− 1
))
dx dt
−
S∑
i,j=1
ˆ T
0
ˆ
Ω
ui∂jξM (u)Rj(u)(log vi + µi) dx dt
+
S∑
i=1
ˆ T
0
ˆ
ΓIn
gi
(
log ui + µi − ξM (u)(log vi + µi)
)− gi(ui
vi
ξM (u)− 1
)
dHd−1 dt
−
S∑
i,j=1
ˆ T
0
ˆ
ΓIn
gj(log vi + µi)ui∂jξM (u) dHd−1 dt
−
S∑
i=1
ˆ T
0
ˆ
ΓOut
~n · ~bi ui
(
log ui + µi − ξM (u)(log vi + µi)
)
− ~n ·~bi vi
(ui
vi
ξM (u)− 1
)
dHd−1 dt
+
S∑
i,j=1
ˆ T
0
ˆ
ΓOut
~n ·~bj uj(log vi + µi)ui∂jξM (u) dHd−1 dt.
Proof. To show the estimate for the evolution of the adjusted relative entropy
EM [u|v], let us rewrite
EM [u|v] =
ˆ
Ω
S∑
i=1
(
ui(log ui + µi − 1)− ξM (u)ui(log vi + µi) + vi
)
dx
=E[u]−
S∑
i=1
ˆ
Ω
ξM (u)ui(log vi + µi) dx+
S∑
i=1
ˆ
Ω
vi dx.
To estimate the evolution of the entropy E[u], we shall use the entropy dissipation
estimate from Proposition 5. Therefore it only remains to evaluate the evolution of
the two remaining integrals. Choosing in the definition of renormalized solutions
(17) the renormalization ξ(w) := wiξM (w) and the test function ψ := log vi + µi
(note that ψ is an admissible test function due to our regularity assumptions on v;
by approximation, one may use arbitrary Lipschitz test functions in (17)), we infer
for almost every T ∈ [0, Tmax)
ˆ
Ω
ξM (u)ui(log vi + µi) dx
∣∣∣∣∣
T
0
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−
ˆ T
0
ˆ
Ω
ui
vi
ξM (u)
d
dt
vi dx dt
= −
S∑
j=1
ˆ T
0
ˆ
Ω
∂jξM (u)(log vi + µi)
(
Ai∇ui − ui~bi
) · ∇uj dx dt
−
S∑
j,k=1
ˆ T
0
ˆ
Ω
ui∂j∂kξM (u)(log vi + µi)
(
Aj∇uj − uj~bj
) · ∇uk dx dt
−
S∑
j=1
ˆ T
0
ˆ
Ω
∂jξM (u)(log vi + µi)
(
Aj∇uj − uj~bj
) · ∇ui dx dt
−
ˆ T
0
ˆ
Ω
ξM (u)
(
Ai∇ui − ui~bi
) · ∇vi
vi
dx dt
−
S∑
j=1
ˆ T
0
ˆ
Ω
ui∂jξM (u)
(
Aj∇uj − uj ~bj
) · ∇vi
vi
dx dt
+
ˆ T
0
ˆ
Ω
ξM (u)Ri(u)(log vi + µi) dx dt
+
S∑
j=1
ˆ T
0
ˆ
Ω
ui∂jξM (u)Rj(u)(log vi + µi) dx dt
+
ˆ T
0
ˆ
ΓIn
gi(log vi + µi)ξM (u) dHd−1 dt
+
S∑
j=1
ˆ T
0
ˆ
ΓIn
gj(log vi + µi)ui∂jξM (u) dHd−1 dt
−
ˆ T
0
ˆ
ΓOut
~n ·~bi ui(log vi + µi)ξM (u) dHd−1 dt
−
S∑
j=1
ˆ T
0
ˆ
ΓOut
~n ·~bj uj(log vi + µi)ui∂jξM (u) dHd−1 dt.
We now integrate by parts with respect to t in the left-hand side of the weak for-
mulation (16) for our strong solution v; note that this is possible by the assumed
regularity of v. Testing the resulting equation with ui
vi
ξM (u)−1 (which is an admis-
sible test function as it belongs to L2([0, Tmax);H
1(Ω)); by approximation, one sees
that one may indeed use arbitrary test functions from the class L2([0, Tmax);H
1(Ω))
in the equation for v), we deduce
ˆ T
0
ˆ
Ω
ui
vi
ξM (u)
d
dt
vi dx dt−
ˆ
Ω
vi dx
∣∣∣∣∣
T
0
= −
ˆ T
0
ˆ
Ω
ξM (u)
(Ai∇vi − vi~bi) · ∇ui
vi
dx dt
−
S∑
j=1
ˆ T
0
ˆ
Ω
ui∂jξM (u)
(Ai∇vi − vi~bi) · ∇uj
vi
dx dt
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+
ˆ T
0
ˆ
Ω
ξM (u)ui
(Ai∇vi − vi~bi) · ∇vi
|vi|2 dx dt
+
ˆ T
0
ˆ
Ω
(ui
vi
ξM (u)− 1
)
Ri(v) dx dt
+
ˆ T
0
ˆ
ΓIn
gi
(ui
vi
ξM (u)− 1
)
dHd−1 dt
−
ˆ T
0
ˆ
ΓOut
~n ·~bi vi
(ui
vi
ξM (u)− 1
)
dHd−1 dt.
Taking the sum with respect to i in the previous two equations and subtracting the
resulting equations from the entropy dissipation inequality derived in Proposition 5,
we obtain the desired formula by simply reordering terms and noting that the terms
of the form
ˆ T
0
ˆ
Ω
ui
vi
ξM (u)
d
dt
vi dx dt
and
ˆ T
0
ˆ
Ω
ξM (u)ui
~bi · ∇vi
vi
dx dt
cancel since they both appear once with a positive and once with a negative sign. 
3.4. Proof of the weak-strong uniqueness property of renormalized solu-
tions.
Proof of Theorem 7. We are going to prove the weak-strong uniqueness principle by
post-processing the adjusted relative entropy inequality of Proposition 11, thereby
reducing the problem to an application of the Gronwall lemma. To this aim, let us
rewrite the estimate in Proposition 11 as
EM [u|v]
∣∣∣T
0
≤ I + II + III + IV + V + V I + V II + V III(24)
+ IX +X +XI +XII +XIII +XIV +XV.
We shall show that for M and K large enough (depending on supi,x,t vi(x, t),
supi,x,t
1
vi(x,t)
, supi,x,t |∇vi(x, t)|, and the data of the problem), an inequality of
the form
EM [u|v]
∣∣∣∣
T
0
≤ C(M,K, µi, inf vi, sup vi, sup |∇vi|, Ri)
ˆ T
0
EM [u|v] dt(25)
for almost every T ∈ [0, Tmax) may be derived. By the coinciding initial data of u
and v (which entails for the initial relative entropy EM [u|v](0) = 0), the Gronwall
lemma therefore implies the desired conclusion u = v almost everywhere for almost
every t ≤ Tmax.
It only remains to establish (25) by estimating the terms on the right-hand side of
(24) one by one. Regarding the dissipation term I, we have by (A2) and (A3) (using
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also that ξM (u) = 0 for
∑S
i=1 ui ≥MK and that ξM (u) = 1 for
∑S
i=1 ui ≤M)
I =
S∑
i=1
ˆ T
0
ˆ
Ω
−uiAi∇ui
ui
· ∇ui
ui
− uiξM (u)Ai∇vi
vi
· ∇vi
vi
+ uiξM (u)Ai
∇ui
ui
· ∇vi
vi
+ uiξM (u)Ai
∇vi
vi
· ∇ui
ui
dx dt
≤ −
S∑
i=1
ˆ T
0
ˆ
Ω
uiAi
(∇ui
ui
− ∇vi
vi
)
·
(∇ui
ui
− ∇vi
vi
)
χ{
∑
S
i=1
ui≤M}
dx dt
− c
S∑
i=1
ˆ T
0
ˆ
Ω
|∇√ui|2χ{∑S
i=1
ui>M}
dx dt
+ C
S∑
i=1
ˆ T
0
ˆ
Ω
ui
|∇vi|2
|vi|2 χ{M<
∑
S
i=1
ui≤MK}
dx dt,
where as usual c, C > 0 denote constants and where we have used Young’s inequality
to estimate terms like uiξM (u)Ai
∇ui
ui
· ∇vi
vi
. This bound entails by (21)
I ≤ −c
S∑
i=1
ˆ T
0
ˆ
Ω
ui
∣∣∣∣∇uiui −
∇vi
vi
∣∣∣∣
2
χ{
∑
S
i=1 ui≤M}
dx dt
− c
S∑
i=1
ˆ T
0
ˆ
Ω
|∇√ui|2χ{∑S
i=1
ui>M}
dx dt(26)
+ C
S∑
i=1
sup
x,t
|∇vi|2
|vi|2
ˆ T
0
EM [u|v] dt.
Before we estimate the remaining terms, let us collect some estimates on the deriva-
tives of ξM . By the bounds |∂jξM (u)| ≤ CK∑S
i=1
ui
and |∂j∂kξM (u)| ≤ CK|∑S
i=1
ui|2
,
we conclude that
|∂jξM (u)√ui√uj| ≤ C
K
,(27)
|ui∂j∂kξM (u)√uj√uk| ≤ C
K
.(28)
For the term II, we have by (27) and the fact that ∂jξM (u) = 0 for
∑S
i=1 ui ≤M
II =
S∑
i,j=1
ˆ T
0
ˆ
Ω
∂jξM (u)(log vi + µi)(Ai∇ui · ∇uj +Aj∇uj · ∇ui) dx dt
≤ C
K
sup
i,x,t
| log vi + µi|
S∑
i=1
ˆ T
0
ˆ
Ω
|∇√ui|2χ{∑S
i=1
ui>M}
dx dt.
It is now of crucial importance to observe that forK large enough, this upper bound
on II may be absorbed in the dissipation term (26).
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Concerning the term III, we deduce using (28) the fact that ∂j∂kξM (u) = 0 for∑S
i=1 ui ≤M
III =
S∑
i,j,k=1
ˆ T
0
ˆ
Ω
ui∂j∂kξM (u)(log vi + µi)Aj∇uj · ∇uk dx dt
≤ C
K
sup
i,x,t
| log vi + µi|
S∑
i=1
ˆ T
0
ˆ
Ω
|∇√ui|2χ{∑S
i=1
ui>M}
dx dt.
For K large enough, this upper bound on III may again be absorbed in the dissi-
pation term (26).
Similarly, we have using (27) and the fact that ∂jξM (u) = 0 for
∑S
i=1 ui ≤M
IV =
S∑
i,j=1
ˆ T
0
ˆ
Ω
uiuj∂jξM (u)
(
Aj
∇uj
uj
· ∇vi
vi
+Ai
∇vi
vi
· ∇uj
uj
)
dx dt
≤ C
K
S∑
i=1
ˆ T
0
ˆ
Ω
|∇√ui|2χ{∑S
i=1
ui>M}
dx dt
+
C
K
S∑
i,j=1
ˆ T
0
ˆ
Ω
uj
∣∣∣∣∇vivi
∣∣∣∣
2
χ{
∑
S
i=1
ui>M}
dx dt
≤ C
K
S∑
i=1
ˆ T
0
ˆ
Ω
|∇√ui|2χ{∑S
i=1
ui>M}
dx dt
+
C
K
sup
i,x,t
∣∣∣∣∇vivi
∣∣∣∣
2 ˆ T
0
EM [u|v] dt,
where we have used (21) in the last step. Note that for K large enough the first
term on the right-hand side may be absorbed in (26), while the second term on the
right-hand side is of the form of the right-hand side in (25).
By ξM (u) = 1 for
∑S
i=1 ui ≤ M , the property 0 ≤ ξM (u) ≤ 1, boundedness of
~bi, Young’s inequality, and the estimate (21), we deduce
V =
S∑
i=1
ˆ T
0
ˆ
Ω
(1− ξM (u))~bi · ∇ui dx dt
≤ C
K
S∑
i=1
ˆ T
0
ˆ
Ω
|∇√ui|2χ{∑Si=1 ui>M} dx dt
+ CK
S∑
i=1
ˆ T
0
ˆ
Ω
|√ui|2χ{∑S
i=1
ui>M}
dx dt
≤ C
K
S∑
i=1
ˆ T
0
ˆ
Ω
|∇√ui|2χ{∑S
i=1
ui>M}
dx dt
+ CK
ˆ T
0
EM [u|v] dt.
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Again, for K large enough the first term on the right-hand side may be absorbed in
(26), while the second term on the right-hand side is of the form of the right-hand
side in (25).
We have by boundedness of ~bi, the estimate (27), the fact that ∂jξM (u) = 0 for∑S
i=1 ui ≤M , Young’s inequality, and the bound (21)
V I = −
S∑
i,j=1
ˆ T
0
ˆ
Ω
∂jξM (u)(log vi + µi)
(
ui~bi · ∇uj + uj~bj · ∇ui
)
dx dt
≤ C
K
sup
i,x,t
| log vi + µi|
S∑
i=1
ˆ T
0
ˆ
Ω
|∇√ui|2χ{∑Si=1 ui>M} dx dt
+
C
K
sup
i,x,t
| log vi + µi|
ˆ T
0
EM [u|v] dt.
Again, for K large enough the first term on the r. h. s. may be absorbed in (26) and
the second term is of the form of the right-hand side in (25).
Similarly, by boundedness of ~bi, the estimate (28), the fact that ∂j∂kξM (u) = 0
for
∑S
i=1 ui ≤M , the bound (21), and Young’s inequality, we get
V II = −
S∑
i,j,k=1
ˆ T
0
ˆ
Ω
ui∂j∂kξM (u)(log vi + µi)uj~bj · ∇uk dx dt
≤ C
K
sup
i,x,t
| log vi + µi|
S∑
i=1
ˆ T
0
ˆ
Ω
|∇√ui|2χ{∑S
i=1
ui>M}
dx dt
+
C
K
sup
i,x,t
| log vi + µi|
ˆ T
0
EM [u|v] dt.
Once more, for K large enough the first term on the r. h. s. may be absorbed in
(26) and the second term is of the form of the right-hand side in (25).
We have by boundedness of ~bi, the properties of ξM , and (21)
V III = −
S∑
i,j=1
ˆ T
0
ˆ
Ω
ui∂jξM (u)uj ~bj · ∇vi
vi
dx dt
≤ C
K
sup
i,x,t
∣∣∣∣∇vivi
∣∣∣∣
S∑
i=1
ˆ T
0
ˆ
Ω
uiχ{
∑
S
i=1
ui>M}
dx dt
≤ C
K
sup
i,x,t
∣∣∣∣∇vivi
∣∣∣∣
ˆ T
0
EM [u|v] dt,
which is of the form of the right-hand side of (25).
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The term IX may be estimated similarly to the term V I, resulting in the bound
IX = −
S∑
i,j=1
ˆ T
0
ˆ
Ω
ui∂jξM (u)~bi · ∇uj dx dt
≤ C
K
S∑
i=1
ˆ T
0
ˆ
Ω
|∇√ui|2χ{∑Si=1 ui>M} dx dt
+
C
K
ˆ T
0
EM [u|v] dt.
A crucial part of the argument is the estimate for the contribution of the reaction
term. To estimate
X =
ˆ T
0
ˆ
Ω
S∑
i=1
(
Ri(u)
(
log ui + µi − ξM (u)(log vi + µi)
)−Ri(v)(ξM (u)ui
vi
− 1
))
dx dt,
we split the integral into an integral over the set {∑Si=1 ui ≤ M} and an integral
over the complement {∑Si=1 ui > M}. On the latter set, we make use of the entropy
dissipation property (7), that is
S∑
i=1
Ri(u)(log ui + µi) ≤ 0.
On the set {∑Si=1 ui ≤M} we have ξM (u) = 1 and thus
Ri(u)
(
log ui + µi − ξM (u)(log vi + µi)
)−Ri(v)
(
ξM (u)
ui
vi
− 1
)
= Ri(u)
(
log
ui
vi
− ui
vi
+ 1
)
+ (Ri(u)−Ri(v))
(
ui
vi
− 1
)
.
We therefore have
X ≤
S∑
i=1
ˆ T
0
ˆ
Ω
Ri(u)
(
log
ui
vi
− ui
vi
+ 1
)
χ{
∑
S
i=1 ui≤M}
dx dt
+
S∑
i=1
ˆ T
0
ˆ
Ω
(Ri(u)− Ri(v))
(
ui
vi
− 1
)
χ{
∑
S
i=1 ui≤M}
dx dt
+
S∑
i=1
ˆ T
0
ˆ
Ω
(
|Ri(u)ξM (u)|| log vi + µi|+ |Ri(v)|
(ui
vi
+ 1
))
χ{
∑
S
i=1
ui>M}
dx dt.
We now use the estimate supw∈(R+
0
)S |Ri(w)ξM (w)| ≤ C(M,K,Ri) (which holds
due to ξM (u) = 0 for
∑S
j=1 uj ≥ MK) as well as the bound |Ri(u) − Ri(v)| ≤
C(M,Ri)
∑S
j=1 |uj − vj | in the case
∑S
j=1 uj ≤ M and
∑S
j=1 vj ≤ M (which is
a consequence of the Lipschitz continuity of Ri on bounded sets, see (A5)). The
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previous estimate then turns into the bound
X ≤
S∑
i=1
ˆ T
0
ˆ
Ω
Ri(u)
(
log
ui
vi
− ui
vi
+ 1
)
χ{
∑
S
i=1
ui≤M}
dx dt
+ C(M,Ri) sup
i,x,t
1
vi
ˆ T
0
ˆ
Ω
S∑
i=1
|ui − vi|2χ{∑Si=1 ui≤M} dx dt
+ C(M,K,Ri) sup
i,x,t
(
| log vi + µi|+ |Ri(v)| + |Ri(v)|
vi
)
×
ˆ T
0
ˆ
Ω
(
1 +
S∑
i=1
ui
)
χ{
∑
S
i=1 ui>M}
dx dt.
Elementary calculus yields the estimate 0 ≥ log x − x + 1 ≥ −|x − 1|2 for x ≥ 1
and 0 ≥ log x − x + 1 ≥ − |x−1|2
x
for x ≤ 1. By the Lipschitz continuity of Ri on
bounded sets (see (A5)) and the fact that Ri(u) ≥ 0 in case ui = 0 (see (A6)), we
infer Ri(u) ≥ −C(M,Ri)ui for
∑S
i=1 ui ≤M . This implies for
∑S
i=1 ui ≤M
Ri(u)
(
log
ui
vi
− ui
vi
+ 1
)
≤ C(M,Ri)ui
(
1 +
vi
ui
) ∣∣∣∣ui − vivi
∣∣∣∣
2
.
In total, we therefore get using also (21)
X ≤ C(M,Ri) sup
i,x,t
(
1 + vi
|vi|2
) ˆ T
0
ˆ
Ω
S∑
i=1
|ui − vi|2χ{∑Si=1 ui≤M} dx dt
+ C(M,Ri) sup
i,x,t
1
vi
ˆ T
0
ˆ
Ω
S∑
i=1
|ui − vi|2χ{∑Si=1 ui≤M} dx dt
+ C(M,K,Ri) sup
i,x,t
(
| log vi + µi|+ |Ri(v)| + |Ri(v)|
vi
) ˆ T
0
EM [u|v] dt.
Now note that the first two integrals may be estimated in terms of C(M)
´ T
0
EM [u|v] dt
due to inequality (22). Therefore, the term X is estimated by a term of the form
of the right-hand side of (25).
To estimate the term XI, we have by the bound |∂jξM (u)| ≤ CK∑S
i=1
ui
, the fact
that ∂jξM (u) = 0 whenever
∑S
i=1 ui ≤M or
∑S
i=1 ui ≥MK , and (21)
XI = −
S∑
i,j=1
ˆ T
0
ˆ
Ω
∂jξM (u)ui(log vi + µi)Rj(u) dx dt
≤ C
K
sup
i,x,t
| log vi + µi| sup∑
S
j=1
wj≤MK
|R(w)|
ˆ T
0
ˆ
Ω
χ{
∑
S
i=1
ui>M}
dx dt
≤ C(M,K,Ri) sup
i,x,t
| log vi + µi|
ˆ T
0
EM [u|v] dt.
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It remains to deal with the boundary terms. Rearranging the terms in XII, we
obtain
XII =
S∑
i=1
ˆ T
0
ˆ
ΓIn
gi
(
log ui + µi − ξM (u)(log vi + µi)
)− gi(ui
vi
ξM (u)− 1
)
dHd−1 dt
=
S∑
i=1
ˆ T
0
ˆ
ΓIn
gi
(
log
ui
vi
− ui
vi
+ 1
)
dHd−1 dt
+
S∑
i=1
ˆ T
0
ˆ
ΓIn
gi(1 − ξM (u))
(
log vi + µi +
ui
vi
)
dHd−1 dt.
Making use of the fact that gi ≥ 0 (see (B2)) and the fact that log x − x + 1 ≤ 0
for all x ≥ 0, we see that the first integral on the right-hand side is nonpositive.
Estimating the second integral using the boundedness of gi, the fact that ξM (u) = 1
for
∑S
i=1 ui ≤ M , and the bound
∑S
i=1 vi ≤ M4 (which is true for M large enough
due to our assumption supi,x,t vi <∞), we infer by |
√
ui −√vi|2 ≥ 12ui − vi
XII ≤ C sup
i,x,t
(
| log vi + µi|+ 1
vi
) ˆ T
0
ˆ
ΓIn
(
1 +
S∑
i=1
ui
)
χ{
∑
S
i=1
ui>M}
dHd−1 dt
≤ C sup
i,x,t
(
| log vi + µi|+ 1
vi
) ˆ T
0
ˆ
ΓIn
S∑
i=1
|√ui −√vi|2 dHd−1 dt.
Estimating the boundary integral by the formula (23), we see that the first two
terms resulting from the application of (23) may be absorbed in the dissipation
terms of (26) by choosing ε > 0 small enough. The third resulting term is of the
form of the right-hand side in (25).
Concerning the terms XIII and XV , we estimate using the bound |∂jξM (u)| ≤
C
K
∑
S
i=1
ui
, the fact that ∂jξM (u) = 0 for
∑S
i=1 ui ≤ M , and the boundedness of ~bj
and gj , we infer
XIII +XV
= −
S∑
i,j=1
ˆ T
0
ˆ
ΓIn
gj(log vi + µi)ui∂jξM (u) dHd−1 dt
+
S∑
i,j=1
ˆ T
0
ˆ
ΓOut
~n ·~bj uj(log vi + µi)ui∂jξM (u) dHd−1 dt
≤ C
K
sup
i,x,t
| log vi + µi|
ˆ T
0
ˆ
ΓIn
(
1 +
S∑
i=1
ui
)
χ{
∑
S
i=1 ui>M}
dHd−1 dt
≤ C
K
sup
i,x,t
| log vi + µi|
ˆ T
0
ˆ
ΓIn
S∑
i=1
|√ui −√vi|2 dHd−1 dt,
where in the last step we have assumed that M is so large that
∑S
i=1 vi ≤ M2S . As
before, we now apply (23) to bound the boundary integral, which after our usual
absorption argument leaves only a Gronwall term.
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Estimating the remaining boundary term XIV , we get
XIV = −
S∑
i=1
ˆ T
0
ˆ
ΓOut
~n · ~bi ui
(
log ui + µi − ξM (u)(log vi + µi)
)
− ~n ·~bi vi
(ui
vi
ξM (u)− 1
)
dHd−1 dt
= −
S∑
i=1
ˆ T
0
ˆ
ΓOut
~n · ~bi
(
ui log
ui
vi
− ui + vi
)
dHd−1 dt
+
S∑
i=1
ˆ T
0
ˆ
ΓOut
~n · ~bi(1 − ξM (u))ui(log vi + µi + 1) dHd−1 dt
≤ C sup
i,x,t
| log vi + µi + 1|
ˆ T
0
ˆ
ΓOut
S∑
i=1
|√ui −√vi|2 dHd−1 dt.
Here, in the last step we have used the nonnegativity of the function a log a −
a log b− a+ b for a, b ≥ 0 as well as the fact that ~n · ~bi ≥ 0 on ΓOut (see assumption
(B3)) to show nonnegativity of the first integral in the estimate; concerning the
second integral, we have made use of the bound M ≥ 2S∑Si=1 vi (which is valid
for M large enough) and the fact that ξM (u) = 1 for
∑S
i=1 ui ≤ M . Again, the
remaining boundary integral may be estimated by (23) followed by an absorption
argument and leaving behind only a Gronwall term. 
4. Weak Solutions are Renormalized Solutions
Proof of Theorem 4. The derivation of the renormalized formulation (17) of our
reaction-diffusion-advection equation from the weak formulation (16) involves the
justification of the chain rule by an appropriate approximation argument.
For compactly supported test functions ψ ∈ C∞cpt(Ω× [0,∞)), the approximation
argument is relatively straightforward: Let ρδ denote a family of standard sym-
metric mollifiers (with respect to space, that is ρδ : R
d → R). Given some smooth
function ξ : (R+0 )
S → R with compactly supported derivative Dξ, we consider the
test functions
ψi := ρδ ∗ (ψ∂iξ(ρδ ∗ u)),
where the convolutions all refer to space only. Note that for δ > 0 small enough,
the function ψi is well-defined and belongs to C
∞
cpt(Ω × [0,∞)). From the weak
formulation (16) we infer the property u ∈ W 1,1([0, T ]; (W 1,∞(Ω))′) for all T ≥ 0,
which implies ρδ ∗ u ∈ W 1,1([0, T ];C2(Ωδ)) with Ωδ := {x ∈ Ω : dist(x, ∂Ω) > δ}
(and therefore the same regularity for ψi in Ω2δ). Testing the weak formulation
(16) with ψi, noting that the boundary terms vanish due to the compact support
of ψi, and using general properties of convolutions as well as the symmetry of ρδ,
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we deduceˆ
Ω
(ρδ ∗ ui(·, T ))(ψ∂iξ(ρδ ∗ u))(·, T ) dx−
ˆ
Ω
(ρδ ∗ (u0)i)ψ(·, 0)∂iξ(ρδ ∗ u0) dx
−
ˆ T
0
ˆ
Ω
(ρδ ∗ ui) d
dt
(ψ∂iξ(ρδ ∗ u)) dx dt
=−
ˆ T
0
ˆ
Ω
(ρδ ∗ (Ai∇ui)) · ∇(ψ∂iξ(ρδ ∗ u)) dx dt
+
ˆ T
0
ˆ
Ω
(ρδ ∗ (ui~bi)) · ∇(ψ∂iξ(ρδ ∗ u)) dx dt
+
ˆ T
0
ˆ
Ω
(ρδ ∗Ri(u))ψ∂iξ(ρδ ∗ u) dx dt.
Integrating by parts with respect to time in the time integral on the left-hand side
(note that our differentiability properties are now sufficient to justify that), taking
the sum with respect to i, and employing the chain rule and product rule in several
terms (note that again, the regularity is sufficient to justify these), we get
ˆ
Ω
ξ(ρδ ∗ u)ψ dx
∣∣∣∣
T
0
−
ˆ T
0
ˆ
Ω
ξ(ρδ ∗ u) d
dt
ψ dx dt
=
ˆ T
0
ˆ
Ω
ψ
d
dt
ξ(ρδ ∗ u) dx dt
=
ˆ T
0
ˆ
Ω
S∑
i=1
ψ∂iξ(ρδ ∗ u) d
dt
(ρδ ∗ ui) dx dt
= −
S∑
i,j=1
ˆ T
0
ˆ
Ω
ψ∂i∂jξ(ρδ ∗ u)(ρδ ∗ (Ai∇ui)) · ∇(ρδ ∗ uj) dx dt
−
S∑
i=1
ˆ T
0
ˆ
Ω
∂iξ(ρδ ∗ u)(ρδ ∗ (Ai∇ui)) · ∇ψ dx dt
+
S∑
i,j=1
ˆ T
0
ˆ
Ω
ψ∂i∂jξ(ρδ ∗ u)(ρδ ∗ (ui~bi)) · ∇(ρδ ∗ uj) dx dt
+
S∑
i=1
ˆ T
0
ˆ
Ω
∂iξ(ρδ ∗ u)(ρδ ∗ (ui~bi)) · ∇ψ dx dt
+
ˆ T
0
ˆ
Ω
(ρδ ∗Ri(u))ψ∂iξ(ρδ ∗ u) dx dt.
In order to justify the renormalized formulation (17) for such compactly supported
test functions ψ, it only remains to pass to the limit δ → 0 in all terms on the
right-hand side and the terms in the first line. For example, concerning the last
term, we have the convergence ρδ ∗Ri(u)→ Ri(u) strongly in L1(Ω× [0, T ]) (as we
have by the definition of weak solutions Ri(u) ∈ L1(Ω× [0, T ])) and the convergence
∂iξ(ρδ ∗ u) → ∂iξ(u) pointwise a. e. with a uniform L∞ bound, which together by
Vitali’s theorem is sufficient for the passage to the limit. For the passage to the limit
in the second term on the right-hand side, we also use Vitali’s theorem, now with
the convergence ρδ ∗(Ai∇ui)→ Ai∇ui strongly in L1(Ω× [0, T ]) which holds due to
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√
ui ∈ L2([0, T ];H1(Ω)). The passage to the limit in the terms on the left-hand side
and in the fourth term on the right-hand side is similarly accomplished. In the first
and the third term on the right-hand side, one additionally needs estimates like |ρδ∗
(
√
uiAi∇√ui)|(x) ≤
√
(ρδ ∗ ui)(x)(ρδ ∗ |Ai∇√ui|2)(x) (which are a consequence of
Ho¨lder’s inequality) to ensure appropriate equi-integrability of the integrands (note
that the factor ∂i∂jξ(ρδ ∗ u) vanishes whenever one of the uj becomes too large,
thereby eliminating factors like
√
(ρδ ∗ ui)(x) from the integrability considerations).
In the case of test functions ψ = ψ(x, t) that are nonzero also at the (spatial)
boundary ∂Ω, one first observes that (by a decomposition of unity argument) it
is sufficient to justify the renormalized formulation for test functions supported
in small coordinate patches around boundary points. One then performs a (bi-
Lipschitz and volume-preserving) change of variables to straighten the boundary
locally, noting that the structure of the equation (4) is stable under such a change of
coordinates (while the Ai, ~bi may change, their bounds are preserved up to constant
factors). In the changed coordinates, one extends the solution to the other side of
the boundary by reflection and proceeds by a similar mollification argument. As
the test functions are now nonzero on (a small part of) the boundary, additionally
the (desired) boundary terms in (17) appear. For details of such an argument, see
[20, Proof of Lemma 4], where this argument is carried out in detail in another
situation. 
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