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BOUNDS FOR TWISTED SYMMETRIC SQUARE L-FUNCTIONS
RITABRATA MUNSHI
Abstract. Let f ∈ Sk(N,ψ) be a newform, and let χ be a primitive character of conductor q
ℓ.
Assume that q is a prime and ℓ > 1. In this paper we describe a method to establish convexity
breaking bounds of the form
L
(
1
2
,Sym2f ⊗ χ
)
≪f,ε q
3
4
ℓ−δℓ+ε
for some δℓ > 0 and any ε > 0. In particular, for ℓ = 3 we show that the bound holds with δℓ =
1
4
.
1. Introduction
Let f ∈ Skf (Nf , ψf ) be a newform of weight kf , level Nf and nebentypus ψf . Let χ be a primitive
character of conductor Mχ, with (Mχ, Nf ) = 1. The ‘conductor’ of the degree three L-function
L(s, Sym2f ⊗ χ) is given by NfM3χ. Accordingly, from the functional equation and the convexity
principle we get the bound
L
(
1
2 , Sym
2f ⊗ χ)≪f,ε M 34+εχ
for the central value. Getting a subconvex bound, i.e. getting a bound of the form Mθχ with θ < 3/4,
in this context is an intriguing problem in the analytic theory L-functions. The Generalized Lindelo¨f
Hypothesis, which is a consequence of the Generalized Riemann Hypothesis, predicts that the expo-
nent can be taken to be any positive real number however small.
In this paper we will describe a method to prove a subconvex bound for the twisted L-function in
the case where the conductor Mχ = q
ℓ, with q a prime number and ℓ > 1.
Theorem 1. Let f ∈ Skf (Nf , ψf ) be a newform of weight kf , level Nf and nebentypus ψf . Let χ be
a character of conductor Mχ = q
ℓ where q is a prime number and ℓ > 1. Then we have
L
(
1
2 , Sym
2f ⊗ χ)≪f,ℓ,ε q 34 ℓ−δℓ+ε
for some δℓ > 0, which depends only on ℓ. The implied constant depends on f , ℓ and ε, but does not
depend on q.
This result is the first instance of a subconvexity bound in the level aspect for a genuine degree
three L-function which is not self-dual. This nicely complements the recent work of Blomer [2] who
has proved
L
(
1
2 , Sym
2f ⊗ χ)≪f,ε M 58+εχ ,
in the case of quadratic characters χ and f of full level. As in [2], the situation considered here is
quite special and it still remains a major open problem to prove subconvexity of a general degree three
L-function in the level aspect.
The only other subconvexity result known in the case of the symmetric square L-function is in the
t-aspect, which has been established by X. Li [9]. The method used by Blomer, or Li, is very much
different from our method in this paper. In particular both Blomer and Li employ GL(3) Voronoi
summation formula, while we only require GL(2) techniques. Another crucial input in their work is
a deep result of Lapid [7] on the positivity of the central value. Since, in this paper, we estimate the
second moment, we do not have to rely on positivity.
1991 Mathematics Subject Classification. 11F66, 11M41.
Key words and phrases. Symmetric square L-functions, subconvexity, twists.
1
2 RITABRATA MUNSHI
The assumption that f is a holomorphic form in Theorem 1 is made only for simplicity, and a
similar subconvex bound can also be proved for Maass forms. In that case we have to use Kuznetsov
formula instead of the Petersson formula in Section 4. After that most of the calculations remain
unchanged, except in Section 9 where we need to make some alterations. Also the assumption that q
is a prime is made only for technical reasons. In fact, the technique works for a large class of composite
conductors, including square-free ones having more than one prime factors satisfying certain relative
size restrictions (see [10]). The prime-power conductors, qℓ with ℓ > 1, form a distinctive subset in
this class, and for notational and technical simplicity we restrict ourselves to this subclass. Finally, it
should be clear that the result also holds for other points on the critical line 12 + it, and in that case
the constant also depends on t, but grows at most polynomially with t.
The proof of the theorem is based on the method of moments. But the choice of the family is a
little strange. It turns out that the natural family consisting of all the twists of conductor qℓ is not a
good choice. This, in fact, leads to the difficult shifted convolution sum∑∑
n,m∼q3ℓ/2
n≡m mod qℓ
λf (n
2)λf (m
2).
Neither the circle method nor the GL(2) spectral theory seems to be effective to deal with this problem
directly.
Now we will briefly outline our approach. First using approximate functional equation we get that
the twisted value L
(
1
2 , Sym
2f ⊗ χ) is given by a rapidly converging series of effective length q 3ℓ2 .
Trivial estimation of this series, ignoring the oscillation in the sign of the Fourier coefficients and the
character values, leads back to the convexity bound. So to break the convexity barrier one has to
utilize the oscillation to produce cancellation in the sum. At this point one can cut the sum into
dyadic segments and try to get bounds for each segments separately. It follows that
L
(
1
2 , Sym
2f ⊗ χ)≪A,ε qε∑
N
|Lf(N)|√
N
(
1 +
N
q3ℓ/2
)−A
(1)
for any A > 0. Here N ranges over 2α with α > −1/2, and Lf(N) is a linear form given by
Lf (N) :=
∑
n
λf (n
2)χ(n)h(n/N),(2)
where h is a smooth weight function supported in [1, 2]. For smaller segments the trivial bound
Lf (N) ≪ N1+ε is good enough. So the problem boils down to proving a nontrivial bound for the
linear form in the range N ≍ q 3ℓ2 , i.e. square-root of the conductor.
As hinted by our notation in (2), we will keep χ fixed, and seek for an appropriate family containing
the given form f . In fact, we consider f as a Hecke oldform in the larger space Sk(M) of level M .
Since we are not looking for optimal bounds, we will take
M =


16Nfq
3j+1 for ℓ = 2j + 1 odd,
16Nfq
3j−1 for ℓ = 2j > 2 even,
16Nfq
3 for ℓ = 2.
Then we compute the second moment of the associated linear form∑
g∈Bk(M)
ω−1g |Ag|2 |Lg(N)|2 ,
where Bk(M) stands for an orthogonal basis of the space containing the given form f , and
ωg = ‖g‖2M
(4π)k−1
Γ(k − 1)
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denotes the spectral weight. The amplifier Ag is required to take care of the diagonal contribution
only in the case ℓ = 2. In this case we further need the forms in the basis Bk(M) to be Hecke forms.
The value of δℓ can be computed explicitly, though we do not try to do this here for all ℓ. In the
next section we give some arguments to show that with the above choice for M , we have δℓ to be at
least 14 for all odd ℓ > 1. It follows, as one expects, that with some fine tuning (i.e. by choosing M
appropriately) we can have δℓ to increase linearly with ℓ.
To maintain notational simplicity and to keep the arguments as transparent as possible, we will
give complete details only for the case of full level and ℓ = 3. It should be clear that the arguments
generalize to the case of general level and general nebentypus. The major part of this paper goes into
proving the following result.
Theorem 2. Let Lg be the linear form as defined in (2). For N ≤ q 92+ε we have∑
g∈Bk(16q4)
ω−1g |Lg(N)|2 ≪k,ε Nqε.
Let f be a holomorphic Hecke form of full level. Let Bk(16q4) be an orthogonal basis of Sk(16q4)
containing the form f , as described above. The next result follows immediately from Theorem 2, by
using positivity to drop all the terms from the sum except the term corresponding to the given form
f . Note that
‖f‖216q4 = [Γ0(1) : Γ0(16q4)]
2
π
Γ(k)
(4π)k
L
(
1, Sym2f
)≪k q4.
Corollary 1. For N ≤ q 92+ε we have
Lf (N)≪k,ε
√
Nq2+ε.
Observe that the above bound is better than the trivial bound Lf (N) ≤ N1+ε in the case when
N > q4. In (1) we use the trivial bound in the range N ≤ q4, and in the complementary range N > q4
we substitute the bound from Corollary 1.
Corollary 2. Let f ∈ Sk(1) be a form of weight k and full level. Suppose that the conductor of χ is
Mχ = q
3 where q is a prime number. Then we have
L
(
1
2 , Sym
2f ⊗ χ)≪k,ε q2+ε.
This proves Theorem 1 in the case ℓ = 3 with δℓ = 1/4. Recall that in this case the convexity
bound is given by q
9
4+ε.
Acknowledgements. The author wishes to thank Henryk Iwaniec for introducing him to this subject.
The author also thanks Valentin Blomer, Matthew Young and the referee for their helpful comments.
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2. Sketch of the proof
In this section we make some brief remarks about the main ingredients of the proof. The main
layout of the proof is quite simple, but major complications arise due to coprimality issues and the
oscillation in the Bessel function outside the transition range. In the rest of the paper we make the
following argument rigorous and complete in the case ℓ = 3.
Let ℓ = 2j + 1. Here the worst case scenario corresponds to getting a nontrivial bound for Lf(N)
with N = q
3
2 (2j+1). Our target is to get a bound for the average
∑
g∈Bk(q3j+1)
ω−1g
∣∣∣∣∣
∑
n
λf (n
2)χ(n)h
(
n
q
3
2 (2j+1)
)∣∣∣∣∣
2
.
We open the absolute square, interchange the order of summation and then apply the Petersson
formula to the sum over g. The sum splits as
diagonal + off-diagonal.
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The diagonal is easily seen to be bounded by q
3
2 (2j+1), which reflects the expected size of the average,
and is satisfactory for our purpose. The main problem boils down to proving a strong bound for the
off-diagonal contribution which is roughly given by∑
c∼q3j+2
1
q3j+1c
∑∑
n,m∼q
3
2
(2j+1)
χ(n)χ(m)S(n2,m2; q3j+1c).
Note that here we are just focusing at the transition range of the Bessel function, and we are ignoring
the weight functions. Now we want to apply the Poisson summation formula to the sum over n and m.
The modulus of the sum is q3j+1c which is of size q3(2j+1), the square of the length of the sums over
n and m. As such Poisson at this point does not reduce the length of the sum. However Poisson in
one of the variables give certain advantage in the structure, as the Kloosterman sum dissolves to give
rise to a Gauss-Ramanujan type sum. But, as we have seen in many situations related to the sym-
metric square case (see e.g. [6]), this is not that helpful and we end up with an usual deadlock situation.
To resolve this issue (in Section 4) we use the fact that a large part of the Kloosterman sum can
be evaluated explicitly, which is why we started with an average over such a large family. Indeed it
turns out that the off-diagonal is essentially given by
∑
c∼q3j+2
1
q
1
2
(3j+1)c
∑∑
n,m∼q
3
2
(2j+1)
χ(n)χ(m)
(
cnm
q
)j+1
e
(
2cnm
q3j+1
)
S(q3j+1n2, q3j+1m2; c).
(The quadratic character appears when j is even, i.e. when 3j+1 is odd.) Now we can use reciprocity
to get
∑
c∼q3j+2
1
q
1
2 (3j+1)c
(
c
q
)j+1 ∑∑
n,m∼q
3
2
(2j+1)
χ′(n)χ′(m)e
(
−2q3j+1nm
c
)
S(q3j+1n2, q3j+1m2; c),
which reduces the modulus from q3j+1c to q2j+1c. Here χ′(.) = χ(.)( .q )
j+1. (Notice that nm ≍
q3j+1c ≍ q3(2j+1), so that e(2nm/q3j+1c) is essentially ‘flat’ and can be absorbed in the weight
function.) Now we apply the Poisson summation formula on both the sums over n and m. The dual
sums have length q2j+1c/q
3
2 (2j+1) ≍ q2j+ 32 . So there is a reduction in the length. Moreover we also
gain structural advantage. The sum at this point is roughly given by
1
q2j+
3
2
∑
c∼q3j+2
∑∑
n,m∼q2j+
3
2
χ′(n)χ′(m)
( c
nm
)
e
(
qj+1nm
c
)
.
(The explicit evaluation of the character sum which is required for this reduction, is carried out in
Section 5.) Observe that the Kloosterman sum has vanished which is the usual advantage of applying
Poisson. Also note that we have achieved a saving of qj , due to the reduction in the length. Next
we want to apply the Poisson summation on the sum over c. For this (in Section 7) we again apply
reciprocity to get
1
q2j+
3
2
∑∑
n,m∼q2j+
3
2
χ′(n)χ′(m)
∑
c∼q3j+2
( c
nm
)
e
(−cnm
qj+1
)
.
The modulus for the sum over c is given by nmqj+1 which is of the size q5j+4. Hence after Poisson
the dual sum is of length q2j+2. In fact we arrive at the following expression
1
q2j+2
∑∑
n,m∼q2j+
3
2
χ′(n)χ′(m)
∑
c∼q2j+2
(nm
c
)
S(nm, nmc; qj+1).
(The explicit evaluation of the associated character sum is carried out in Section 8.) We have saved
another
√
qj due to the reduction in the length of the sum over c. But more importantly in the
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Kloosterman sum we can make a change of variables to make it free from n and m. This crucial
separation of variable is the key. Interchanging the order of summation we get
1
q2j+2
∑
c∼q2j+2
S(1, c; qj+1)
∑
n∼q2j+
3
2
χ′(n)
(n
c
) ∑
m∼q2j+
3
2
χ′(m)
(m
c
)
.
Now we apply Cauchy and use the Weil bound for the Kloosterman sum. With this we arrive at
1
q
3
2 (j+1)
∑
c∼q2j+2
∣∣∣∣∣∣∣
∑
n∼q2j+
3
2
χ′(n)
(n
c
)∣∣∣∣∣∣∣
2
.
Our last step (in Section 11) is an application of the large sieve inequality for quadratic characters
(see [4]), which shows that the above expression is dominated by
1
q
3
2 (j+1)
(q2j+2 + q2j+
3
2 )q2j+
3
2 ≪ q 52 j+2.
This gives an upper bound for the contribution from the off-diagonal. Clearly this is more than satis-
factory for our purpose. The bound coincides with the size of the diagonal in the case j = 1, otherwise
the off-diagonal is smaller than the diagonal. This shows that our choice of the level is optimal in the
case j = 1, but can be improved otherwise.
Observe that we are losing a
√
q in the last estimate due to the difference in the lengths of the
sums over c and n, m. In the case ℓ = 2, we do not lose this extra
√
q, and in fact the off-diagonal
contribution can be shown to be of smaller magnitude compared to that of the diagonal. This is
important as in this case we need to use an amplifier and when we introduce an amplifier we gain in
the diagonal but lose in the off-diagonal.
3. Preliminaries
In this section we will briefly recall some fundamental facts about holomorphic forms and their
L-functions (for details see [5]). Let f ∈ Sk(1) be a newform with Fourier expansion
f(z) =
∞∑
n=1
λf (n)n
k−1
2 e(nz).
For s = σ + it with σ > 1, the associated L-function is given by
L(s, f) =
∞∑
n=1
λf (n)
ns
=
∏
p
(
1− αf (p)
ps
)−1(
1− βf (p)
ps
)−1
.
The local parameter αf (p) and βf (p) are related to the normalized Fourier coefficients in the following
way
αf (p) + βf (p) = λf (p), αf (p)βf (p) = 1
Now let χ be a primitive Dirichlet character of modulus Mχ. Then we define the twisted symmetric
square L-function by the degree three Euler product
L(s, Sym2f ⊗ χ) =
∏
p
(
1− α
2
f (p)χ(p)
ps
)−1(
1− χ(p)
ps
)−1(
1− β
2
f (p)χ(p)
ps
)−1
,
for σ > 1. In this half-plane we have
L(s, Sym2f ⊗ χ) = L(2s, χ2)
∞∑
n=1
λf (n
2)χ(n)
ns
.
It is well-known that this L-function extends to an entire function and satisfies a functional equation
(see [8]). Indeed we have a completed L-function defined as
Λ(s, Sym2f ⊗ χ) =M3s/2χ γ(s)L(s, Sym2f ⊗ χ)
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where γ(s) is essentially a product of three gamma functions Γ(
s+κj
2 ), j = 1, 2, 3, with κj depending
on the weight of f and the parity of the character χ, such that the functional equation is given by
Λ(s, Sym2f ⊗ χ) = ε(f, χ)Λ(1− s, Sym2f ⊗ χ).
Here Re(κj) > 0 and the ε-factor satisfies |ε(f, χ)| = 1. Using standard arguments we get that the
twisted L-value L(12 , Sym
2f⊗χ), is given by the rapidly converging series (the approximate functional
equation)
∞∑
n=1
λf (n
2)χ(n)√
n
V
(
n
M
3/2
χ
)
+ ε(f, χ)
∞∑
n=1
λf (n
2)χ(n)√
n
V
(
n
M
3/2
χ
)
,(3)
where
V (y) =
1
2πi
∫
(3)
γ
(
1
2 + u
)
γ
(
1
2
) (cos πu
4A
)−12A
L(1 + 2u, χ2)y−u
du
u
.
(Here A is a sufficiently large positive integer.) The weight function V (y) satisfies the bound
yjV (j)(y)≪j,A y−A.
Breaking the sum in (3) into dyadic blocks, it follows that (see e.g. [6])
L(12 , Sym
2f ⊗ χ)≪A,ε qε
∑
N
|Lf(N)|√
N
(
1 +
N
M
3/2
χ
)−A
where N ranges over the values 2α with −1/2 ≤ α, and
Lf(N) =
∑
n
λf (n
2)χ(n)h(n/N).
Here h(.) is a smooth function supported in [1, 2]. For any ε > 0 we can choose A appropriately so
that the contribution from N > M
3/2+ε
χ is negligible. Also for the smaller values of N we can estimate
the sum trivially. It turns out that the worst case scenario corresponds to the case where N ≍M3/2χ .
Now f can be considered as a Hecke form in the larger space Sk(M) of cusp forms of level M .
Then we select an orthogonal basis Bk(M) of the space Sk(M) containing the form f . For any form
g ∈ Sk(M) we have the Fourier expansion g(z) =
∑
λg(n)n
k−1
2 e(nz). Let
〈g1, g2〉M =
∫
Γ0(M)\H
g1(z)g2(z)y
k−2dxdy
denote the Petersson inner product at level M . Let ‖g‖2M = 〈g, g〉M denote the Petersson norm at
level M . Then we have the Petersson formula
Γ(k − 1)
(4π)k−1
∑
g∈Bk(M)
λg(n)λg(m)
‖g‖2M
= δ(n,m) + 2πi−k
∞∑
c=1
S(n,m; cM)
cM
Jk−1
(
4π
√
nm
cM
)
,(4)
where S(n,m; cM) denotes the Kloosterman sum and Jk−1(.) is the J-Bessel function of order k− 1.
It is well known (see [6] or [3]) that the Bessel function can be expressed as
Jk−1(2πx) = e(x)Wk(x) + e(−x)W¯k(x)(5)
where Wk : (0,∞)→ C is a smooth function satisfying the bound
xjW
(j)
k (x)≪ max{xk−1, x−
1
2 }.(6)
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4. Reciprocity and Poisson summation - I
Let f ∈ Sk(1) be a Hecke form and let χ be a character of conductor q3. Let B = Bk(16q4) be an
orthogonal basis of Sk(16q
4) containing the given form f . Let N ≤ q 92+ε and set
S :=
Γ(k − 1)
(4π)k−1
∑
g∈B
1
‖g‖216q4
∣∣∣∣∣
∑
n∈Z
λg(n
2)χ(n)h
( n
N
)∣∣∣∣∣
2
.
In this notation the statement of Theorem 2 translates to
S ≪k,ε Nqε.(7)
Rest of the paper is devoted to proving this bound.
Opening the absolute square and interchanging the order of summation we arrive at
S =
∑∑
n,m∈Z
χ(n)χ(m)h
( n
N
)
h
(m
N
)Γ(k − 1)
(4π)k−1
∑
g∈B
λg(n
2)λg(m
2)
‖g‖216q4

 .
Now to the innermost sum we apply the Petersson formula (4). The contribution from the diagonal
is dominated by
∑
n h
(
n
N
)2 ≪ N , which is satisfactory for our purpose. Now we turn our attention
to the off-diagonal which is given by
SO =
∞∑
c=1
16|c
1
q4c
∑
n
∑
m
χ(n)χ(m)h
( n
N
)
h
(m
N
)
S(n2,m2; q4c)Jk−1
(
4πnm
q4c
)
.(8)
Using a smooth partition of unity we break the sum over c into dyadic blocks and analyse the contri-
bution of each blocks
SO(C) =
∞∑
c=1
16|c
1
q4c
∑
n
∑
m
χ(n)χ(m)h
( n
N
)
h
(m
N
)
S(n2,m2; q4c)Jk−1
(
4πnm
q4c
)
G
( c
C
)
.(9)
Here G(x) is a smooth function on (0,∞) with compact support. The transition range for the Bessel
function is marked by C ∼ N2/q4, and we define B by setting C = N2q4B . Of course the real challenge
lies in dealing with the case where C is near the transition range. However for smaller values of C
there are complications arising from the oscillation of the Bessel function.
We write c = qrc′ where (c′, q) = 1. Then the Kloosterman sum splits as
S(n2,m2; q4c) = S(c′n2, c′m2; q4+r)S(q4+rn2, q4+rm2; c′).
Observe that in (9) nm is coprime with q due to the presence of the character χ. So it follows that
S(c′n2, c′m2; q4+r) = S(c′nm, c′nm; q4+r) = 2
(
c′nm
q
)r
q2+
r
2 Re εq4+re
(
2c′nm
q4+r
)
where εq4+r is the sign of the quadratic Gauss sum modulo q
4+r. With this SO(C) splits into a sum
of two similar terms, each of which is an infinite sum parameterized by r. A representative term in
this sum is given by
1
q2+
r
2
∑
(c,q)=1
16|c
1
c
G
(
qrc
C
)∑
n
∑
m
χ(n)χ(m)
(
cnm
q
)r
e
(
2cnm
q4+r
)
S(q4+rn2, q4+rm2; c)(10)
× h
( n
N
)
h
(m
N
)
Jk−1
(
4πnm
q4+rc
)
.
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Remark 1. For the larger values of r we can estimate the sum trivially using the bounds of the Bessel
function. Indeed using the bound (6) we get that the above sum is dominated by
≪ 1
q2
∑
c∼C
qr|c
cε√
c
∑∑
n,m≪N
(n2,m2, c)min
{(
N2
q4c
)k−1
,
(
N2
q4c
)−1/2}
,
which is smaller than N3/q4+r, and hence satisfactory for our purpose if r ≥ 5.
We will establish that (10) is dominated by
≪ Nqε(11)
which is what we need to claim (7). To prove this bound we start by considering the sums over n and
m. The modulus of the sum is given by q4+rc. But we can reduce the modulus to q3c by applying
reciprocity. Indeed we have
e
(
2cnm
q4+r
)
= e
(
−2q4+rnm
c
)
e
(
2nm
q4+rc
)
.
We club the second factor with the Bessel function in (10). Using the expression (5) we see that
e
(
2nm
q4+rc
)
Jk−1
(
4πnm
q4+rc
)
= e
(
4nm
q4+rc
)
Wk
(
2nm
q4+rc
)
+ W¯k
(
2nm
q4+rc
)
.
The second factor on the right hand side is without oscillation, and hence is more tamed compared
to the first factor. We shall now continue our analysis with the first factor. The analysis with the
second factor, which we are omitting, is much simpler. At the end it turns out that the bound that
we obtain for the contribution of the second factor is better than that of the first factor.
We define
Φ(x, y; c) = h (x)h (y) e
(
4xy
c
)
Wk
(
2xy
c
)
and set (for r ≤ 4)
Tr,C = 1
q2+
r
2
∞∑
c=1
q∤c
Tr(16c)
16c
G
(
qrc
C
)
,(12)
where Tr(c) is defined by
∑∑
(n,m)∈Z2
χ(n)χ(m)
(
cnm
q
)r
e
(
−2q4+rnm
c
)
S(q4+rn2, q4+rm2, c)Φ
(
n
N
,
m
N
;
q4+rc
N2
)
.
Now we are ready to apply the Poisson summation formula on both the sums over n and m. Since
the modulus of the sum after reciprocity is q3c which in the transition range is of the size N2/q1+r,
the length of the dual sum in the transition range is given by N/q1+r. So we will have a reduction in
the length of the sum. Moreover there is a structural gain as the Kloosterman sum dissolves to yield
character sums of manageable complexity (almost like Gauss sum).
Lemma 1. We have
Tr(c) =
N2
q6c2
∑∑
(n,m)∈Z2
Dr(n,m; c)Ir(n,m; c),(13)
where the character sum Dr(n,m; c) is given by
∑∑
α,β mod q3c
χ(α)χ(β)
(
αβ
q
)r
e
(
−2q4+rαβ
c
)
S(q4+rα2, q4+rβ2, c)e
(
αn+ βm
q3c
)
,
BOUNDS FOR TWISTED SYMMETRIC SQUARE L-FUNCTIONS 9
and the integral Ir(n,m; c) is given by∫∫
R2
h (x) h (y) e
(
4xyN2
q4+rc
)
Wk
(
2xyN2
q4+rc
)
e
(−(nx+my)N
q3c
)
dxdy.
Proof. First we break the sum over n and m into congruence classes modulo q3c to get
∑∑
α,β mod q3c
χ(α)χ(β)
(
αβ
q
)r
e
(
−2q4+rαβ
c
)
S(q4+rα2, q4+rβ2, c)
×
∑∑
(n,m)∈Z2
Φ
(
α+ nq3c
N
,
β +mq3c
N
;
q4+rc
N2
)
.
Now applying Poisson summation formula and making a change of variables, we get that the inner
sum over (n,m) is given by
N2
q6c2
∑∑
(n,m)∈Z2
e
(
αn+ βm
q3c
)∫∫
R2
Φ
(
x, y;
q4+rc
N2
)
e
(−(nx+my)N
q3c
)
dxdy.
The lemma follows after rearranging the order of summations and integration. 
Remark 2. We conclude this section with a simple observation. Using integration-by-parts on Ir(n,m; c)
and the analytic properties of the Bessel function we get that we can basically ignore the contribution
coming from the terms in (12) with c large, e.g. c > Q = q2010, or from the terms in (13) with
min{|n|, |m|} > Q.
5. The character sum Dr(n,m; c)
In this section we will explicitly compute the character sum Dr(n,m; c) which appears in Lemma 1.
First since (c, q) = 1 we have the factorization
Dr(n,m; c) = Ar(c¯n, c¯m; q
3)Br(q3n, q3m; c)(14)
where
Ar(n,m; q
3) =
∑∑
α,β mod q3
χ(α)χ(β)
(
αβ
q
)r
e
(
αn+ βm
q3
)
,
and
Br(n,m; c) =
∑∑
α,β mod c
e
(
−2q4+rαβ
c
)
S(q4+rα2, q4+rβ2, c)e
(
αn+ βm
c
)
.(15)
The first character sum Ar(c¯n, c¯m; q
3), in fact, does not depend on c. This is because of the nice
feature that both χ and χ appear in the sum. Let
an =
∑
α mod q3
χ(α)
(
α
q
)r
e
(
αn
q3
)
.(16)
Since χ is a primitive character of modulus q3, it follows that an = 0 whenever q|n. We conclude that
an = χ(n)
(
n
q
)r
a1.
Moreover we note that we have |a1| ≤ q3/2. The following lemma is obvious.
Lemma 2. We have
Ar(c¯n, c¯m; q
3) = χ(n)χ(−m)
(−nm
q
)r
|a1|2.
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The other character sum is little delicate, but nevertheless it can also be evaluated. To this end,
for any odd integer d, we define
C(n,m; d) =
∑⋆
a mod d
an≡m mod d
(a
d
)
.
Clearly C(n,m; d) is multiplicative as a function of d. The following lemma can be proved quite easily.
Lemma 3. Let p be a prime. Then we have
C(n,m; pℓ) =


(
n∗m∗
pℓ
)
pj if n = pjn∗, m = pjm∗, p ∤ n∗m∗, j < ℓ,
φ(pℓ) if ℓ is even, pℓ|(n,m),
0 otherwise.
To study Br(n,m; c) we also need the analogue of C(n,m; d) for d a power of 2. This is slightly
more involved as there are three non-trivial quadratic characters, namely χ−4, χ8 and χ−8, which
have a 2-primary modulus. For η ≥ 4, let
C±(n,m; 2
η) =
∑⋆
a mod 2η
an≡m mod 2η
ψ±(a).
Here
ψ+ =
{
χ0 if η is even,
χ8 if η is odd,
and ψ− = ψ+χ−4.
Lemma 4. For η even, we have
C±(n,m; 2
η) =


ψ±(n
∗m∗)2j if n = 2jn∗, m = 2jm∗, 2 ∤ n∗m∗, j + 1 < η,
φ(2η) if the character is trivial and 2η−1|(n,m),
0 otherwise.
For η odd, we have
C±(n,m; 2
η) =
{
ψ±(n
∗m∗)2j if n = 2jn∗, m = 2jm∗, 2 ∤ n∗m∗, j + 2 < η,
0 otherwise.
Now for general modulus c = d2η, with d odd, we define
C±(n,m; c) =
∑⋆
a mod c
an≡m mod c
(a
d
)
ψ±(a).
Clearly we have the factorization C±(n,m; c) = C(n,m; d)C±(n,m; 2
η). From the above lemmas we
conclude that the character sum C(n,m; d) splits in the following fashion: Let (n,m) = δ, and write
n = δn∗ and m = δm∗. Also write c = c1c2 with c1|(nm)∞, (c2, nm) = 1 and c1 = c11c212 with c11
square-free. It follows that the sum vanishes unless c1|δ∞. In this case we have the following:
Corollary 3. Using the above notations we have
C±(n,m; c) =
(
n∗m∗
c11c2
)
ψ±(n
∗m∗)C˜(δ; c1),
where C˜(δ; c1) depends only on δ, the gcd of n and m, and on c1. Moreover we have∣∣∣C˜(δ; c1)∣∣∣ ≤ (δ22 , c1),
where δ = δ1δ
2
2 with δ1 square-free.
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Now we are ready to evaluate the character sum Br(n,m; c). Set εd = 1 if d ≡ 1 mod 4, and εd = i
if d ≡ 3 mod 4.
Lemma 5. Let c = 2ηd with d odd, (q, d) = 1 and η ≥ 4. Then Br(n,m; c) = 0 unless 4|(n,m), and
(m, c) = (n, c). Write n = 2n′ and m = 2m′. Then we have
Br(n,m; c) = c
3
2 εde
(
q4+rn′m′
c
){
C+(q
4+rn,−m; c) + iχ−4(d)C−(q4+rn,−m; c)
}
.
Proof. Applying a change of variables in (15), we get
Br(n,m; c) =
∑∑
α,β mod c
e
(−2αβ
c
)
S(α2, β2; c)e
(
αq4+rn+ βm
c
)
.
Opening the Kloosterman sum and rearranging the order of summations, we get∑⋆
a mod c
∑
β mod c
e
(
aβ2 + βm
c
) ∑
α mod c
e
(
aα2 + (q4+rn− 2β)α
c
)
.
We have c = d2η with d odd, and η ≥ 4. The inner sum over α vanishes unless n is even, say n = 2n′,
in which case it is given by (see [1])
εd
√
c
(a
d
)
e
(−a(q4+rn′ − β)2
c
)
×
{
(1 + iχ−4(ad)), if η is even,
(χ8(a) + iχ−4(d)χ−8(a)), if η is odd.
The sum over β now gives∑
β mod c
e
(
aβ2 + βm− a(q4+rn′ − β)2
c
)
= e
(−a(q4+rn′)2
c
) ∑
β mod c
e
(
(m+ aq4+rn)β
c
)
.
The last sum vanishes unless
m+ aq4+rn ≡ 0 mod c,
in which case the sum is given by c. The congruence condition forces the equality (m, c) = (n, c). In
particular m = 2m′ is even. It follows that Br(n,m; c) is given by
c3/2εd
∑⋆
a mod c
m+a¯q4+rn≡0 mod c
(a
d
)
e
(−a¯(q4+rn′)2
c
)
×
{
(1 + iχ−4(ad)) even η,
(χ8(a) + iχ−4(d)χ−8(a)) odd η.
This leads us to consider the sum∑⋆
a mod c
m+a¯q4+rn≡0 mod c
(a
d
)
ψ±(a)e
(−a¯(q4+rn′)2
c
)
,
which we want to express in terms of C(n,m; c). The congruence condition does not uniquely deter-
mine a, but the product a¯q4+rn′ gets determined (in terms of m′) modulo c′ = 2η−1d. The above
character sum reduces to
e
(
q4+rn′m′
c
)

∑⋆
a mod c
aq4+rn′≡−m′ mod c
(a
d
)
ψ±(a) + ε(n
′)
∑⋆
a mod c
aq4+rn′≡−m′+c′ mod c
(a
d
)
ψ±(a)

 ,
where ε(n′) = −1 if n′ is odd and ε(n′) = 1 if n′ is even. Consequently, when n′ is even, i.e. 4|(n,m),
the above sum reduces to
e
(
q4+rn′m′
c
)
C±(q
4+rn,−m; c).
On the other hand if n′ is odd, i.e. 2‖n and 2‖m, the sum vanishes for all η ≥ 4. The lemma
follows. 
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Corollary 4. Let c = 2ηd with d odd, (q, d) = 1 and η ≥ 4. Then Br(n,m; c) = 0 unless 4|(n,m), and
(m, c) = (n, c). Write n = 2n′ and m = 2m′. Then we have
B(q3n, q3m; c) = c
3
2 εde
(
q2qrn′m′
c
){
C+(q
4+rn,−m; c) + iχ−4(d)C−(q4+rn,−m; c)
}
.
6. The integral Ir (n,m; c)
Now we will study the integral
Ir (n,m; c) =
∫∫
R2
h (x) h (y) e
(
4xyN2
q4+rc
)
Wk
(
2xyN2
q4+rc
)
e
(−(nx+my)N
q3c
)
dxdy.(17)
which appears in Lemma 1. We will now obtain bounds for this integral using repeated integration
by parts. Recall that cqr ∼ C and C = N2q4B . So we will write c = Cz/qr for some z ∈ [1, 2].
Differentiating the first four factors and integrating the last factor we get
Ir
(
n,m;
Cz
qr
)
≪j1,j2
(
1 +
N2
q4C
)j1+j2 ( q3C
|n|Nqr
)j1 ( q3C
|m|Nqr
)j2
for j1, j2 ≥ 0.
So it follows that the above integral is negligibly small (i.e. O(q−L) for any L > 0) unless
|n|, |m| ≪ N
q1+r
(
B−1 + 1
)
qε.(18)
For B > qε there is oscillation in the third factor on the right hand side of (17). In this case we
may also do repeated integration by parts by integrating the third factor and differentiating the other
factors. This process yields the bound
Ir
(
n,m;
Cz
qr
)
≪j1,j2
(
1 +
|n|Nqr
q3C
)j1 (
1 +
|m|Nqr
q3C
)j2 (q4C
N2
)j1+j2
for j1, j2 ≥ 0.
Since we are assuming that C = N
2
q4B <
N2
q4+ε , it follows that the integral is arbitrarily small unless
|n|, |m| ≫ Nq1+r q−ε.
Lemma 6. Suppose C < N
2
q4+ε (or in other words B > q
ε) then the integral Ir
(
n,m; Czqr
)
is negligibly
small unless
|n|, |m| ∈
[
N
q1+r
q−ε,
N
q1+r
qε
]
.
We will now show that the bound that we have obtained so far is satisfactory for r ≥ 2 if the weight
k > 2. Indeed using the bound from (6) we get
Ir
(
n,m;
Cz
qr
)
≪ min{B− 12 , Bk−1}.
Also, from our computations in the previous section it follows that
Dr(n,m; c)≪ (n,m, c)q3c 32 .
Hence (as we are momentarily assuming k > 2)
Tr,C ≪ N
2
q8+
r
2
∑
c∼C/qr
1
c3
∑∑
1≤|n|,|m|<Nqε(1+B−1)/q1+r
|Dr(n,m; c)Ir(n,m; c)|+ q−2010
≪N
4qε
q7+
5r
2
(
1 +
1
B2
)
min{B− 12 , B2}
∑
c∼C/qr
1
c
3
2
+ q−2010 ≪ N
3qε
q5+
5r
2
.
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Lemma 7. For r ≥ 2, we have
Tr,C ≪ Nqε.
Remark 3. We will not use this lemma. The ultimate bound that we obtain in the following sections,
works equally well for all values of r. Also the restriction on the weight k > 2 is not necessary for our
final bound.
7. Reciprocity and Poisson summation - II
In Section 5, we explicitly computed the character sum which appears in Lemma 1. Substituting
this explicit form of the character sum in (12), and ignoring the negligible contribution that comes
from the large values of c and the large values of the gcd (n,m) (as we have noted after Lemma 1),
we are basically left with the job of analysing sums of the type
T ⋆r,C =
N2
q5+
r
2
∑
δ≤Q
q∤δ
∑
c1≤Q
c1|(2δ)
∞
(δ22 , c1)
∑∑
1≤u,v≪Q
u,v|(2δ)∞
(u,v)=1
∣∣∣T ⋆r,C(δ, c1, u, v)∣∣∣(19)
where δ = δ1δ
2
2 with δ1 square-free,
T ⋆r,C(δ, c1, u, v) =
∞∑∑
n,m=1
(n,m)=1
(nm,δq)=1
n,m≡1 mod 4
χ(n)χ(m)
(
nm
qr
)
S⋆r,c1(δun, δvm),(20)
and
S⋆r,c1(n,m) =
∞∑
c2=1
(c2,2qnm)=1
(
nmqr
c2
)
e
(
q2qrnm
c1c2
)
Ir(2n, 2m; c1c2)
(c1c2)3/2
G
(
c1c2q
r
C
)
.(21)
(Here Q = q2010.) The condition that q ∤ δ in (19) is justified by the fact that an = 0 (see (16)) when-
ever q|n. (This also implies that there is no zero frequency nm = 0 contribution to worry about.)
The assumption on n and m, that they are ≡ 1 mod 4, is made to simplify some of the standard
complications related to the prime 2. In general we may take out the 2-primary part from n or m,
and then split the sum into four parts depending on the possible congruence classes modulo 4. Then
for each sum we follow the same steps that we take below. Also note that for notational simplicity
we are just focusing on the contribution from the nonnegative n and m.
Our next step is an application of the Poisson summation formula on the sum over c2 in (21). To
this end we have to first apply reciprocity
e
(
q2qrnm
c1c2
)
= e
(−c1c2qrnm
q2
)
e
(
qrnm
q2c1c2
)
.
We will include the last factor in our smooth function. Set
Ir(n,m; c) = e
(
qrnm
q2c
)
Ir(2n, 2m; c)
c3/2
G
(
cqr
C
)
.
Now consider the sum
S⋆r,c1(n,m) =
∑
c2∈Z
(c2,2qnm)=1
(
c2
nmqr
)
e
(−c1c2qrnm
q2
)
Ir(n,m; c1c2).(22)
Here we have applied quadratic reciprocity. This is one of the places where we use the assumption
that n,m ≡ 1 mod 4. We will use this yet another time in the evaluation of the character sum that
appears in our next result.
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Lemma 8. We have
S⋆r,c1(n,m) =
q
r
2
2c1q2
√
C[n,m]
∑
c2∈Z
Er,c1(c2;n,m)I˜r,c1(c2;n,m)
where the character sum is given by
Er,c1(c2;n,m) =
∑⋆
β mod 2q2[n,m]
(
β
nmqr
)
e
(−c1βqrnm
q2
)
e
(
βc2
2q2[n,m]
)
,
and
I˜r,c1(c2;n,m) =
∫
G(z)Ir
(
2n, 2m;
Cz
qr
)
e
(
q2rnm
q2Cz
− c2Cz
2q2+rc1[n,m]
)
dz
z
3
2
.
Proof. Breaking the sum in (22) into congruence classes modulo 2q2[n,m] (here [., .] denotes lcm) we
get ∑⋆
β mod 2q2[n,m]
(
β
nmqr
)
e
(−c1βqrnm
q2
)∑
c2∈Z
Ir,j(n,m; c1(β + c22q2[n,m])).
We apply the Poisson summation formula to the inner sum to replace it with∑
c2∈Z
∫
Ir,j(n,m; c1(β + 2zq2[n,m]))e(−zc2)dz.
After a change of variable the integral reduces to
q
r
2
2c1q2
√
C[n,m]
e
(
βc2
2q2[n,m]
)
I˜r,j,c1(c2;n,m).
The lemma now follows by rearranging the sums. 
8. The character sum Er,c1(c2;n,m)
Next we will explicitly evaluate the character sum which appears in Lemma 8. For (19), we
only require to consider the character sum Er,c1(c2;uδn, vδm) where uv|(2δ)∞, (u, v) = (n,m) = 1,
n,m ≡ 1 mod 4 and (nm, δq) = 1. In this case the sum splits into a product given by
(
δ
nm
) ∑⋆
β mod 2δuv
(
β
uv
)
e
(
βc2
2δuv
)

 ∑⋆
β mod nm
(
β
nm
)
e
(
βc2
nm
)(23)
×

 ∑⋆
β mod q2
(
β
qr
)
e
(−c1βqrδℓ+ 2ℓβc2
q2
) ,
where ℓ = [δun, δvm] = δuvnm. The first two sums are just Gauss sums and the last sum is a
generalized Kloosterman sum. We denote the first sum by g⋆δ,u,v(c2), and note the following bound:
Lemma 9. Let δ = δ1δ
2
2 and c2 = c21c
2
22 with δ1, c21 square-free. Then we have
g⋆δ,u,v(c2)≪ uvδ2(δ1, c21)(δ1δ2, c22).
Proof. First using multiplicativity we reduce to the case where δ, u and v are powers of a given prime
p. Then we use well-known bounds for the Gauss sums and Ramanujan sums. Finally we need to
verify that the power of the prime p which appears on the right hand side is sufficiently large. For
this we need to consider several cases. We prefer to omit the details. 
The middle sum in (23) is given by g(n, c2)g(m, c2) where g(n, c) stands for the usual Gauss sum
g(n, c) =
∑⋆
β mod n
(
β
n
)
e
(
βc
n
)
.
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The other character sum modulo q2, after a change of variable is given by(
δuvnm
qr
) ∑⋆
β mod q2
(
β
qr
)
e
(−c1βqrδ + 2βc2
q2
)
=
(
δuvnm
qr
)
Sr(2¯c2,−c1qrδ; q2).
The Kloosterman type sum Sr(2¯c2,−c1qrδ; q2) is free of n,m, and it is bounded above by 4(c2, qr, q2)q,
which is the Weil bound.
Lemma 10. Let u, v, n,m be as in (19). Then
Er,c1(c2;uδn, vδm) = g
⋆
δ,u,v(c2)g(n, c2)g(m, c2)
(
δuvnm
qr
)(
δ
nm
)
Sr(2¯c2,−c1qrδ; q2).
Substituting the explicit value of the character sum in Lemma 8, and interchanging the order of
summations, we get
T ⋆r,C(δ, c1, u, v) =
1
2q2−
r
2
√
C
1
c1δuv
(
δuv
qr
)∑
c2∈Z
g⋆δ,u,v(c2)Sr(2¯c2,−c1qrδ; q2)(24)
×
∞∑∑
n,m=1
(n,m)=1
(nm,δq)=1
n,m≡1 mod 4
bδ,χ¯(n, c2)bδ,χ(m, c2)
I˜r,c1(c2; δun, δvm)
nm
where the new coefficients are given by
bδ,ψ(n, c2) = ψ(n)
(
δ
n
)
g(n, c2).
9. The integral I˜r,c1(c2;n,m)
In this section we will analyse the integral
I˜r,c1(c2;n,m) =
∫
G(z)Ir
(
2n, 2m;
Cz
qr
)
e
(
q2rnm
q2Cz
− c2Cz
2q2+rc1[n,m]
)
dz
z
3
2
(25)
which appears in (24) and is defined in Lemma 8. We will obtain bounds for this integral, which in
particular will also give us the effective range for the c2 sum in (24). Also we need to separate the vari-
ables n andm to pave the way for an application of the large sieve. Recall that we are taking n,m > 0.
Let us temporarily write δn and δm in place of n and m respectively, and put the restriction
(n,m) = 1. We replace the integral representation (17) to obtain
I˜r,c1(c2; δn, δm) =
∫∫∫
h (x) h (y)G(z)Wk
(
2xyN2
q4Cz
)
× e
(
4xyN2 + q2+2rδ2nm− 2δ(nx+my)Nq1+r
q4Cz
− c2Cz
2q2+rc1δnm
)
dz
z
3
2
dxdy.
Using repeated integration by parts in the z-integral, and using the bounds for n andm from Section 6,
it follows that the integral is negligibly small unless
|c2| ≪ c1q
4+ε
δqr
(
1 +B3
B
)
.
This gives the effective range for the c2 sum in (24). This is good enough for our purpose for B < q
ε.
However for larger B we will obtain a better range below.
To get a partial separation of the variables n and m, we define new variables x′ = x/m, y′ = y/n
and z′ = z/nm. With this change of variables I˜r,c1(c2; δn, δm) reduces to
√
nm
∫∫∫
h (mx′)h (ny′)G(nmz′)Wk
(
2x′y′N2
q4Cz′
)
e
(
4B∆(x′, y′)
z′
− c2Cz
′
2q2+rc1δ
)
dz′
z′
3
2
dx′dy′,
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where ∆(x′, y′) =
(
x′ − δq1+r2N
)(
y′ − δq1+r2N
)
. Now suppose B > qε, so that by Lemma 6 we have
|m| ≍ N/q1+r (upto a factor of size qε). Then for a given x′, by repeated integration by parts in the
y′ integral we obtain that I˜r,c1(c2; δn, δm) is negligibly small unless
∣∣∣x′ − δq1+r2N ∣∣∣≪ δq1+r+εNB . So we get
that upto a negligibly error the integral I˜r,c1(c2; δn, δm) is given by
√
nm
∫∫
∣
∣
∣x′−
δq1+r
2N
∣
∣
∣≪
δq1+r
NB q
ε
h (mx′)h (ny′)
∫
G(nmz′)Wk
(
2x′y′B
z′
)
e
(
4B∆(x′,y′)
z′ − c2Cz
′
2q2+rc1δ
) dz′
z′
3
2
dx′dy′.
Now we can get a refined effective range for c2 by integrating by parts the inner integral. Notice that
the restriction on x′ implies that B∆(x′, y′)/z′ ≪ qε. So we get that the inner integral is negligibly
small unless
|c2| ≪ c1q
4+ε
δqr
B.
Observe that compared to the previous bound we have saved an extra B.
We summarize our findings in the following lemma. Here G˜(s) and h˜(s) denote the Mellin transform
of the smooth compactly supported functions G and h respectively.
Lemma 11. The integral I˜r,c1(c2; δn, δm) is negligibly small unless
|n|, |m| ≪ Nq
ε
δq1+r
(
1 +B−1
)
, and |c2| ≪ c1q
4+ε
δqr
(B +B−1).
Moreover upto a negligible error term we have
I˜r,c1(c2; δn, δm) =
1
(2πi)3
∫∫∫
(σ1),(σ2),(σ3)
h˜(s1)h˜(s2)G˜(s3)Fr,c1(c2; δ, B; s1, s2, s3)
ds1ds2ds3
ms1+s3−
1
2ns2+s3−
1
2
,
where
Fr,c1(c2; δ, B; s1, s2, s3) =
∫∫∫
R(B)
x−s1y−s2z−s3Wk
(
2xyB
z
)
e
(
4B∆(x,y)
z − c2Cz2q2+rc1δ
) dxdydz
z
3
2
.
For B < qε we take the region R(B) = [Q−1, Q]3 ∩ {2−1 ≤ xy/z ≤ 4}, and for B ≥ qε the region is
obtained by putting the further restriction that
∣∣∣x− δq1+r2N ∣∣∣≪ δq1+rNB qε.
In the integral we will take the location of the contours to be σ1 = σ2 = 1 and σ3 = − 12 + ε. For
this choice we have
Fr,c1(c2; δ, B; s1, s2, s3)≪ min{B−
1
2 , Bk−1}min{1, B−1}qε ≪ min{B− 32 , Bk−1}qε.(26)
This is obtained by trivially estimating the integrals over x, y and z, taking into account the size
of Wk (see (6)) and the localization of x for B > q
ε. Observe that the integral over s1, s2 and s3
converges absolutely due to the rapid decay of the Mellin transforms as |t| → ∞.
10. The zero frequency
In this section we will show that the contribution coming from the zero frequency, i.e. c2 = 0 in
(24), is satisfactory for our purpose.
Lemma 12. We have
∞∑∑
n,m=1
(n,m)=1
(nm,δq)=1
n,m≡1 mod 4
bχ¯(n, 0)bχ(m, 0)
I˜r,c1(0; δun, δvm)
nm
≪ min{B− 32 , Bk−2} N
q1+rδ
√
uv
qε.
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Proof. First observe that g(n, 0) vanishes unless n is a square, in which case we have g(n, 0) = φ(n).
Thus it follows that the left hand side of the expression in the statement of the lemma, is bounded by
∞∑∑
n,m=1
|I˜r,c1(0; δun2, δvm2)|.
We can now conclude the lemma by appealing to Lemma 11, choosing σ1 = σ2 = 1, σ3 = − 12 + ε, and
applying the bound (26). 
We note that
Sr(0,−c1qrδ; q2) =


εqq
3/2 if r = 1,
q(q − 1) if r > 0 and even,
0 otherwise.
Thus it follows that the contribution of the zero frequency to T ⋆r,C(δ, c1, u, v) in (24) is bounded by
≪ min{B
−1, Bk−
3
2 }qε
q1+
r
2 c1δ
√
uv
|Sr(0,−c1qrδ; q2)| ≪ q
ε
c1δ
√
uv
.
(Here we are using the trivial bound g⋆δ,u,v(0)≪ δuv.) Consequently the contribution of this part to
T ⋆r,C in (19) is bounded by
≪ N
2
q5+
1
2
∑
δ≤Q
q∤δ
∑
c1≤Q
c1|(2δ)
∞
(δ, c1)
∑∑
1≤u,v≪Q
u,v|(2δ)∞
(u,v)=1
qε
c1δ
√
uv
≪ N
2
q5+
1
2
∑
δ≤Q
qε
δ
∑
c1≤Q
c1|(2δ)
∞
1≪ N
2
q
11
2
qε.(27)
This accounts for the second term in the bound given in (11), or the second term in the bound given
in Theorem 2.
11. Separation of variable and large sieve
Using the integral representation Lemma 11, we will now analyse the contribution of the positive
frequencies, i.e. c2 > 0, to T
⋆
r,C(δ, c1, u, v) in (24). To this end we need to get bounds for
q
r
2
√
B
Nc1δuv
∫∫∫
(σ)
h˜(s1)h˜(s2)G˜(s3)
u
1
2+s2+s3v
1
2+s1+s3
B(s)ds,(28)
where
B(s) =
∞∑
c2=1
g⋆δ,u,v(c2)Sr(c2)Fr,c1(c2; δ, B; s)
∞∑∑
n,m=1
(n,m)=1
(nm,2δq)=1
bδ,χ¯(n, c2)
n
1
2+s2+s3
bδ,χ(m, c2)
m
1
2+s1+s3
.(29)
Here we are using the shorthand notation Sr(c2) = Sr(2¯c2,−c1qrδ; q2), for which we will use the
bound |Sr(c2)| ≪ q(q, c2) r2 . To ensure absolute convergence in the inner sums, a priori we put the
restrictions that σ1+σ3 > 1 and σ2+σ3 > 1. Also notice that we have extended the sums over n and
m to all odd integers, for this manoeuvre we need to introduce an extra character modulo 4, which
we are going to ignore. Also we need to replace the Gauss sum g(n, c2) (also g(m, c2)), which appears
in the coefficients bδ,ψ(n, c2), by the multiplicative function
Gc2(n) =
(
1− i
2
+
(−1
n
)
1 + i
2
)
g(n, c2).
To separate the sums over n and m in (29), we use Mobius inversion to get that B(s) is given by
B(s) =
∞∑
θ=1
(θ,2δq)=1
µ(θ)
∞∑
c2=1
g⋆δ,u,v(c2)Sr(c2)Fr,c1(c2; δ, B; s)
∞∑∑
n,m=1
(nm,2δq)=1
bδ,χ¯(θn, c2)
(θn)
1
2+s2+s3
bδ,χ(θm, c2)
(θm)
1
2+s1+s3
.
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Now we consider the L-series given by
Lθ,δ,χ(s; c2) =
∞∑
n=1
(n,2δq)=1
bδ,χ(θn, c2)
(θn)
1
2+s
=
∞∑
n=1
(n,2δq)=1
χ(θn)Gc2(θn)
(θn)
1
2+s
(
nθ
δ
)
.
The series converges absolutely for σ sufficiently large, where it is also given by the Euler product
Lθ,δ,χ(s; c2) =
∏
p|θ
L′p(s)
∏
p∤2δθq
Lp(s),
where
L′p(s) =
∞∑
j=0
χ(pj+1)Gc2(p
j+1)
p(j+1)(
1
2+s)
(
δ
pj+1
)
, and Lp(s) =
∞∑
j=0
χ(pj)Gc2(p
j)
pj(
1
2+s)
(
δ
pj
)
.
In particular if p ∤ 2δθqc2, we have
Lp(s) =
∞∑
j=0
χ(pj)Gc2(p
j)
pj(
1
2+s)
= 1 +
χ(p)
ps
(
δc2
p
)
.
We write c2 = c21c
2
22 and δ = δ1δ
2
2 with c21 and δ1 square-free. Then it follows that we have a
factorization
Lθ,δ,χ(s; c2) = L
(
s, χ
(
δ1c21
.
))
L˜θ,δ,χ(s; c2),
where the L-series L˜θ,δ,χ(s; c2) converges absolutely in the region σ >
1
2 + ε. Moreover in this domain
we have
L˜θ,δ,χ(s; c2)≪ε (qδc2)
ε
θ
1
2+ε
.
Using the L-series we can write
B(s) =
∞∑
θ=1
(θ,2δq)=1
µ(θ)
∞∑
c2=1
g⋆δ,u,v(c2)Sr(c2)Fr,c1(c2; δ, B; s)Lθ,δ,χ¯(s2 + s3; c2)Lθ,δ,χ(s1 + s3; c2).
We move the contours to σ1 = σ2 = 1 and σ3 = − 12 + ε. Then applying Cauchy on the sum over c2,
we are led to consider
q
r
2
√
B
Nc1δ(uv)2
∫∫∫
(σ)
|h˜(s1)h˜(s2)G˜(s3)|B⋆X(s)|ds|,(30)
where σ is as above, and
B⋆X(s) =
∞∑
θ=1
1
θ1+ε
∞∑
c22=1
∑
c21∼X
∣∣g⋆δ,u,v(c2)Sr(c2)Fr,c1(c2; δ, B; s)∣∣ ∣∣L (s1 + s3, χ ( δ1c21. ))∣∣2 .
Using approximate functional equation we can express the Dirichlet L-function as rapidly converging
series with effective length given by the square-root of the analytic conductor. The analytic conductor
is given by [q3, c21δ1(c21,δ1)2 ] (3 + |t1 + t3|). Observe that if q|c21 then the conductor drops, and in this
case we have a better bound (in fact, with an extra saving of
√
q) compared to the generic case. In
the generic case we note that (using the main result of [4])∑
c22≪Q
(qδ1δ2, c22)
∑
c21∼X/c
2
22
q∤c21
(δ1, c21)
∣∣L (s1 + s3, χ ( δ1c21. ))∣∣2 ≪ (qT13)εT13 (X +√q3δ1X) ,
where T13 = (3 + |t1 + t3|).
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Substituting this bound in (30), using the bounds from Lemma 9, |Sr(c2)| ≪ q(q, c2) r2 (which is
the Weil bound for Kloosterman sums) and (26), we obtain
B⋆X(s)≪ uvδ2qmin{B−
3
2 , Bk−1}T13
(
X +
√
q3δ1X
)
(qT13)
ε.(31)
According to Lemma 11 in the worst case scenario X = c1q
4+ε
δqr (B +B
−1). Using (30), it follows that
the contribution of the positive frequencies c2 > 0 to (24) is dominated by
q1+
r
2
Nc1δ1δ2uv
min{B−1, Bk− 12 }max{B,B−1}
(
c1q
4+ε
δqr
+
√
c1q7+ε
δ22q
r
)
qε.
Now we observe that min{B−1, Bk− 12 }max{B,B−1} ≪ 1 (as k ≥ 2). Bounding the contribution of
the negative frequencies c2 < 0 in exactly the same manner we obtain
T ⋆r,C(δ, c1, u, v)≪
qε
c1δ
√
uv
+
q1+
r
2
Nc1δ1δ2uv
(
c1q
4+ε
δqr
+
√
c1q7+ε
δ22q
r
)
qε,(32)
where the first term on the right hand side is the diagonal contribution which we obtained in Section 10.
Substituting in (19) it follows that
T ⋆r,C ≪
N2
q
11
2
qε +Nqε
∑
δ≤Q
1
δ1δ2
∑
c1≤Q
c1|(2δ)
∞
(δ22 , c1)max
{
1
δ1δ22
,
1
δ2
√
qc1
}
≪ N
(
1 +
N
q
11
2
)
(Nq)ε.
(Recall that δ = δ1δ
2
2 with δ1 square-free.) This concludes the proof of the bound (11). As a
consequence Theorem 2 follows.
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