Two-source and affine extractors are two fundamental objects studied in the context of algorithmic derandomization. Explicit constructions of these two distinct objects seem to be related, at least on a superficial level. For instance, constructions of both objects for min-entropy rate above half have been known for quite some time [Chor, Goldreceich, SIAM J. Comp. 1988; Ben-Sasson et al. 2001] , and much of the recent progress on both problems [Barak et al., 2006; Bourgain 2007] has relied on similar new sum-product theorems from additive combinatorics .
Introduction
The results in this paper can be divided into two parts. In the first part, we show a new connection between two objects that have been studied in the context of algorithmic derandomization -two-source dispersers and affine extractors. That is, we show two constructions that convert in a black-box manner any affine extractor for min-entropy rate below half into a two-source disperser for min-entropy rate below half. One of our constructions can reach arbitrarily small min-entropy rate as long as the affine extractor outputs sufficiently many output bits, and has sufficiently small error.
In the second part, we present and study a new conjecture in additive combinatorics that we call the approximate duality conjecture and relate it to the well-known polynomial Freiman-Ruzsa conjecture. The approximate duality conjecture implies in turn that every two-source disperser of rank which is at most linear in the size of the inputs is also a two-source extractor with exponentially small error for roughly the same min-entropy. Since our constructions from the first part are two-source dispersers of linear rank, it follows from the approximate duality conjecture that they are two-source extractors with exponentially small error.
Extractors and dispersers for affine and two independent sources
Two-source extractors, dispersers and bipartite Ramsey graphs Randomness extractors, or, simply, extractors, deal with the task of extracting uniformly random bits from weak sources of randomness. (See the survey Shaltiel [2002] for an introduction to this topic.) The gold-standard measure for the randomness of a source X, i.e., a distribution over {0, 1}
n , is its min-entropy which is defined to be the largest k such that for every x ∈ {0, 1} n the probability assigned to x by X is at most 2 −k . (It is useful to think of X as uniformly distributed over an arbitrary subset of {0, 1} n of size precisely 2 k .)
A function f : {0, 1} n × {0, 1} n → {0, 1} m is said to be a two-source extractor for min-entropy k with error ǫ if for every pair of independent sources X, Y that each have min-entropy at least k, the distance between the uniform distribution on m bits and the distribution f (X, Y ) is at most ǫ. A two-source disperser is a one-output-bit (m = 1) two-source extractor with a nontrivial (but possibly large) bound on the error. In other words, a two-source disperser for min-entropy k is a function f that is non constant on S × T for every pair of subsets S, T of size at least 2 k . Viewing f as the indicator function of the edge-set of a bipartite graph G f on vertex sets of size 2 n , the graph G f is known as a 2 k -bipartite Ramsey graph because the subgraph induced by any pair of sets of vertices of size at least 2 k is neither complete, nor empty. Erdös [1947] inaugurated the use of the probabilistic method in combinatorics and showed among other things that a random function f is with high probability a two-source disperser 1 for min-entropy log n + O(1). Probabilistic arguments can also be used to show that such a function is with high probability a twosource extractor for the same min-entropy. However, up until a few years ago the best known construction of two-source dispersers (and extractors) required min-entropy at least n/2 [Chor and Goldreich, 1988] . This lower bound of half on the min-entropy rate -defined as the ratio between the min-entropy k and n -was first broken by Pudlák and Rödl [2004] for the case of two-source dispersers. They constructed two-source dispersers for min-entropy rate 1 2 −o(1). Later on, following the work of Barak, Impagliazzo, and Wigderson [2006a] which brought tools from additive combinatorics to bear on the construction of extractors, Barak et al. [2005] reduced the min-entropy for dispersers down to δn for any δ > 0 . In the meanwhile Bourgain [2005] used more tools from additive combinatorics and constructed a two-source extractor for min-entropy rate 1 2 − ǫ 0 for some constant ǫ 0 > 0, and this construction remains to this date the best in terms of its minentropy rate. (If the sum of min-entropies of both sources is considered, Raz [2005] showed a construction that requires one source to have min-entropy rate just above half but the other source can have its minentropy be as small as O(log n).) Finally, Barak et al. [2006b] constructed what remains the state of the art for two-source dispersers, achieving min-entropy n δ for any δ > 0.
Regarding conditional results, ones that depend on unproven conjectures, [Chor and Goldreich, 1988, Corollary 11] and [Zuckerman, 1991, Section 6.3] showed that the Paley Conjecture from number theory implies two-source extractors for very small min-entropy rate and Tauman Kalai et al. [2009] constructed two-source extractors based on cryptographic assumptions.
Affine extractors An affine extractor for min-entropy k is a function g : F n 2 → F m 2 , where F 2 denotes the two-element finite field, such that for every random variable X distributed uniformly on a k-dimensional affine subspace A of F n 2 , the random variable g(X) is close to being uniformly distributed on F m 2 . A oneoutput-bit (m = 1) function that is nonconstant on every k-dimensional affine subspace is called an affine disperser for min-entropy k.
The probabilistic method can be used to show that affine extractors exist for min-entropy as small as log n + O(1) but up until recently explicit constructions were known only for min-entropy rate above half [Ben-Sasson et al., 2001] . This bound was broken by Barak et al. [2005] for the case of dispersers, they obtained dispersers for min-entropy rate δ for any δ > 0. Bourgain [2007] used new bounds on exponential sums resulting from additive-combinatorics to construct affine extractors for min-entropy δ for any δ > 0 that achieve exponentially small error (cf. Yehudayoff [2011] , Li [2011] for improvements and alternative constructions along this line). Gabizon and Raz [2008] showed constructions of affine extractors for X distributed uniformly on affine spaces of dimension as small as 1 when the field F 2 is replaced with a sufficiently large field F, and the minimal required field-size was reduced by DeVos and Gabizon [2010] . Ben-Sasson and Kopparty [2009] showed constructions of affine dispersers for sublinear min-entropy as small as n 4/5 , and some of their constructions are affine extractors for constant min-entropy rate with subexponential error. Finally, Shaltiel [2011] showed affine dispersers for sub-polynomial rate.
From affine extractors to two-source dispersers
Our first main result shows how to construct two-source dispersers from affine extractors in a black-box manner. We present two different black-box constructions of two-source dispersers from affine extractors, and in both families we start with a function f : F n 2 → F m 2 that we assume to be a "good" affine extractor for min-entropy rate δ (reserving ρ for denoting the min-entropy rate of the two-source extractor built from f ). By a "good" affine extractor we mean that for all affine sources X of min-entropy δn the distance between the distribution of the random variable f (X) and the uniform distribution over F m 2 , measured with the ℓ ∞ -norm, is at most 2 −m (The use of this particular error measure is explained in Remark 2.3).
Our two-source constructions are obtained as follows. Let f : F n 2 → F m 2 be a "good" affine extractor according to the above explanation. For a string z ∈ F m 2 , let f −1 (z) denote the set of preimages of z, and assume the existence of z with at least 2 n−m preimages (such z exists by the pigeonhole principle).
Concatenated two-source construction
This construction takes two n-bit inputs x, y and is computed by (i) concatenating f (x) to x, (ii) concatenating f (y) to y and (iii) outputting the binary inner-product of the two (concatenated) strings. The binary inner-product of z, z ′ ∈ F k 2 is denoted by z, z ′ and defined by
i where all arithmetic operations are in F 2 .
Preimage two-source construction Let F be a one-to-one mapping of F n−m 2 to f −1 (z). On a pair of (n − m)-bit inputs x, y output the inner-product of F (x) and F (y).
Special cases of both constructions, which used specific functions f not necessarily known to be affine extractors, have been studied in the context of two-source dispersers and extractors - Bourgain [2007] used certain concatenated constructions and Pudlák and Rödl [2004] used preimage ones.
Each construction has its advantages. Assuming f is explicit, i.e., can be computed in time n O(1) , inspection reveals that the concatenated construction is also explicit. The preimage one is not necessarily explicit, because F is not necessarily explicit even if f is. It is nonetheless semi-explicit -it can be computed in time 2 n · poly(n), which is quasi-linear 2 in the size of the truth-table of the function (which is 2 n ). Thus the concatenated construction is more efficient from a computational perspective. On the other hand, using the preimage construction one can potentially reach smaller min-entropy rate.
It is convenient to express the min-entropy of our two-source dispersers in terms of the min-entropy loss rate λ = 1 − m δn of the affine extractor, which measures how much entropy is lost when going from X to f (X). To see that λ does indeed measure entropy loss notice that in the extreme case in which λ = 0 we have m = δn which means that f recovers almost all the entropy of X. In general, we would like λ to be as small as possible.
We prove that the given two constructions are two-source dispersers for min-entropy rates that depend only on the parameters of the affine extractors mentioned above. For the concatenated one we can show (in Theorem 2.7) it is a two-source disperser for min-entropy rate ρ concatenated < 1 2 as long as δ < 1 2 , where ρ concatenated → λ→0 2 5 . For the preimage one, assuming δ = 1 2 , we show (in Theorem 2.9) that it is a two-source extractor for min-entropy rate at least ρ preimage = λ 1+λ . Notice that both constructions easily give dispersers for min-entropy rate at least ρ < 1 2 . As mentioned above, the preimage construction can potentially reach much smaller min-entropy rate than the concatenated construction: when the min-entropy loss rate λ approaches zero so does the min-entropy rate of the preimage construction, but the concatenated construction does not go below min-entropy 2 5 even if we assume that f has no min-entropy loss (λ = 0).
Proof overview
To prove that our constructions are two-source dispersers consider S, T ⊂ {0, 1} n , |S|, |T | > 2 ρn . Note that in both our constructions we first apply a function h : F n 2 → F r 2 to each of x and y separately to obtain x ′ , y ′ and then apply a full-rank bilinear map (the binary inner-product function) to x ′ , y ′ . Let h(S) = {h(s) | s ∈ S} and define h(T ) similarly. Our main observation in this part is that if dim(span (h(S))) + dim(span (h(T ))) > r + 1, then the function E(x, y) = h(x), h(y) must be nonconstant on S × T . Therefore in order to show that E(x, y) is non-constant on S × T it suffices to show that each of dim(span (h(S))), dim(span (h(T ))) is greater than r/2.
We note that in order to apply the argument above one does not necessarily have to use affine extractors. In particular, an explicit construction of a function h : F n 2 → F r 2 , such that dim(span (h(S))) > r/2 for every subset S ⊂ {0, 1} n , |S| > 2 ρn would suffice. Indeed, this part of our proof is inspired by [Pudlák and Rödl, 2004, Bourgain, 2007] (cf. Rao [2007] ) which applied similar reasoning to particular functions which are not necessarily affine extractors. To turn our two-source dispersers into two-source extractors we need to get better bounds on the error. For this purpose we initiate the study of the approximate duality conjecture introduced next, and since we believe this notion is interesting in its own right we discuss various aspects of it in some detail. Then, in Section 1.4, we return to the study of two-source extractors and explain how approximate duality can be used to improve error bounds as needed.
Additive combinatorics and the approximate duality conjecture
Additive combinatorics is the branch of mathematics that studies the combinatorial estimates associated with additive properties of subsets of additive groups. As mentioned in Section 1.1, additive combinatorics methods have found in recent years several remarkable applications to the construction of two-source extractors. We now suggest a new conjecture in additive combinatorics that we call the "approximate duality conjecture" and show an application of this conjecture to the area of randomness extraction. The approximate duality conjecture has recently found additional applications to communication complexity (Ben-Sasson et al. [2012] ) and locally decodable codes (Bhowmick et al. [2012] ) thereby adding to its appeal as a natural object of study.
To state the conjecture we first define the duality measure of a pair of sets
as an estimate of how "close" this pair is to being dual. The duality measure can be alternatively defined as the discrepancy of the inner product function on the rectangle A × B (up to a normalization factor of 2 n |A||B| ). We nevertheless chose to use the term "duality measure" instead of "discrepancy" because of the algebraic context in which we use it, and on which we elaborate next.
It can be verified that if D(A, B) = 1 then A is contained in an affine shift of B ⊥ , where B ⊥ denotes the space dual to the linear span of B over F 2 . The question we study is what happens when D(A, B) is pretty large though strictly less than 1, and we postulate that A, B contain pretty large subsets that have a duality measure 1. More precisely, we conjecture the following: 
To see why the bound on the right hand side of (2) makes sense, we argue that at the very least it cannot be improved in either parameter. First we show it cannot be improved beyond 2 − √ n . To see this take A = B = n √ n to be the set of vectors that have at most √ n ones. The birthday paradox shows that D(A, B) is a fixed positive constant, independent of n (in fact, taking vectors of weight c ′ √ n for c ′ approaching 0 makes ǫ approach 1). But it can be verified that for any pair A ′ ⊂ A and B ′ ⊂ B satisfying D(A ′ , B ′ ) = 1, the size of one of the sets (wlog, A ′ ) is a 2 − √ n fraction of |A|. Such a pair is obtained by taking A ′ (B ′ respectively) to contain all vectors supported on the first (last, respectively) n/2 coordinates. Furthermore, as pointed to us by Shachar Lovett [Personal Communication], this 2 − √ n cannot be improved even when A, B are dense in F n 2 : Consider the pair
Denoting 3n by n ′ it can be verified that |Â|/2 n ′ > 2 −n ′ /3 but both the duality measure and the right hand side of (2) are the same forÂ,B as for the aforementioned A, B.
Next we argue that the dependence on ǫ in the right hand side of (2) cannot be improved. Take A ⊂ F n of the elements in A). Clearly any A ′ ⊆ A, B ′ ⊆ B satisfying D(A ′ , B ′ ) = 1 and of maximal size are dual linear spaces, hence the left hand side of (2) in this case is exp(−Ω(n)) = exp(−Ω( √ n · log 1/ǫ)).
In this paper we restrict our attention to the following weakening of Conjecture 1.1 in which we allow the loss in the sizes of the sets A ′ , B ′ to be exponentially small in n, that is, we allow the ratios |A ′ |/|A|, |B ′ |/|B| to be bounded from below by a function of the form 2 −δn for an arbitrary small constant δ > 0. 
It can be verified that the above conjecture is indeed implied by the more general Conjecture 1.1 for a sufficiently large set A. We justify the ADC-exp conjecture by relating it to the well-known polynomial Freiman-Ruzsa Conjecture (PFR, in short, see more details in the paragraph below) in additive combinatorics. Namely, we show that the ADC-exp conjecture is implied by the PFR conjecture and also implies a "weak" form of the PFR conjecture (which we call wPFR) that, although weaker than PFR, is stronger than what is currently known. We also prove unconditionally a weaker form of the ADC-exp conjecture which applies when A, B are nearly-dual sets, that is, when the duality measure is of the form D(A, B) > 1 − ǫ for sufficiently small ǫ > 0 (see Theorem 2.10).
The ADC-exp conjecture, although weaker than the general approximate duality conjecture (Conjecture 1.1), has powerful implications to the construction of two-source extractors. Roughly speaking, this conjecture implies that every two-source disperser of rank which is at most linear in the size of the inputs n (see Section 1.4 below for a precise definition of the notion of rank), is also a two-source extractor for roughly the same min-entropy rate, and with exponentially small error. The unconditional weaker form of the ADC-exp conjecture for nearly-dual sets implies in turn a weaker unconditional version of the latter statement -that every such two-source disperser is also a two-source extractor for roughly the same min-entropy rate with ℓ ∞ -error bounded by some absolute constant smaller than half. We explain this implication in more detail in the next section, but before we do that we elaborate more on the PFR conjecture and its relation to the approximate duality conjecture.
The polynomial Freiman Ruzsa conjecture and the approximate duality conjecture. The question addressed by the Freiman-Ruzsa Theorem [Freiman, 1973 , Ruzsa, 1999 is the following 3 . Start by recalling that A is an affine subspace of F n 2 if and only if A does not expand under addition, by which we mean that |A + A| = |A| where A + A = {a + a ′ | a, a ′ ∈ A}. Now suppose A ⊂ F n 2 behaves "approximately" like a subspace, i.e., |A + A| ≤ K|A| (think of K ≪ |A|). Can we conclude that A is "close" to a subspace, meaning it contains a large subset A ′ that is itself a large fraction of a subspace H of F n 2 ? The Freiman-Ruzsa theorem gives a positive answer to this question, showing that there exists a subset A ′ ⊆ A and a subspace H ⊆ F n 2 such that both fractions |A ′ |/|A| and |A ′ |/|H| can be bounded from below by 2 −poly(K) . In a recent breakthrough, Sanders [2010] , using new techniques developed by Croot and Sisask [2010] , proved a lower bound on these ratios of the form O(1/ log 3 K), thus improving greatly on the previous state of the art lower bound of 2 −O( √ log K) which appears in Schoen [2011] . The polynomial Freiman-Ruzsa conjecture (PFR) postulates that these ratios can be bounded from below by a polynomial function in K of the form K −O(1) .
The question of approximate duality has a similar flavor: If two sets behave "approximately" like dual sets, do they contain large subsets that are strictly dual? Stated this way it seems natural to explore the connection between approximate duality and PFR, which is what we do later on in the paper.
From two-source dispersers to two-source extractors via approximate duality
Note that both the concatenated and the preimage constructions presented in Section 1.2 are obtained by first applying a pair of functions h X , h Y to the two inputs x and y separately, and then taking the binary inner-product of h X (x) and h Y (y). This property is not specific to our constructions, and in fact any binary function E : F n 2 ×F n 2 → F 2 can be computed this way. To see this view E as a 2 n ×2 n matrix M E over F 2 in the natural way (the (x, y)-entry of M E is E(x, y)). Denoting the rank of M E over F 2 by r, it is well-known that there exist matrices A, B ∈ F 2 n ×r 2 such that M E = A · B ⊤ . Therefore, picking h X to be the function that maps x to the x-row of A and h Y to map y to the y-row of B, we see that E(x, y) = h X (x), h Y (y) . To simplify our exposition, when henceforth we mention the "rank" of a two-input function we refer to the rank over F 2 of its associated matrix.
Even though every two-input function is an "inner-product" function as explained above, there is something special about the pair of constructions we describe: Their rank is very small, in both cases it is linear in n, whereas the rank of a general function can be as large as 2 n . This simple observation is crucial because our next result says that any two-source disperser for min-entropy rate ρ which has rank n/ν, also has bounded error on sources of min-entropy rate ρ + γ for any γ > 0, and the bound on the error decreases as γ grows larger. We give two bounds on the error in this case. The first one bounds the ℓ ∞ -error by a non-trivial constant γ ′ < 1 2 where γ ′ depends only on γ and ν. This result is stated in Lemma 2.15 and Theorem 2.16, and is based on the weaker form of conjecture ADC-exp for nearly-dual sets (Theorem 2.10). The second bound says that the error is at most 2 −ζn for an absolute constant ζ > 0 which depends only on γ, ν and ρ (see Lemma 2.17 and Theorem 2.18). The latter bound assumes the ADC-exp conjecture (Conjecture 1.2).
To see how approximate duality comes up in the analysis of the error of two-source extractors, suppose that the construction E(x, y) = h 1 (x), h 2 (y) is known to be a rank r two-source disperser for min-entropy rate ρ, assuming h 1 , h 2 map F n 2 to F r 2 . To prove that E is an extractor assume by way of contradiction that there exist S, T ⊂ F n 2 , |S|, |T | > 2 (ρ+γ)n on which E is very biased. LettingS ⊆ F m 2 be the setS = h 1 (S) and definingT = h 2 (T ), our assumption is that D(S,T ) is very large. Approximate duality statements like Theorem 2.10 and the Conjecture 1.2 imply the existence of large setsŜ ⊆S andT ⊆T that have a duality measure of 1 and this implies that E is constant on the pair of large sets S ′ = h
(T ) which contradicts our assumption that E is a two-source disperser.
Open questions
Constructing "good" affine extractors So far most work on affine extractors and dispersers has focused on reducing the min-entropy rate and significant progress has been made along this line, as surveyed in the Section 1.1. But the question of minimizing the min-entropy loss rate and the ℓ ∞ -error of affine extractors has received much less attention. Our work shows that at least as far as two-source constructions are concerned, it is the min-entropy loss rate and the ℓ ∞ -error that should be minimized while the min-entropy rate can be set to be a pretty large constant, like 1 2 . It would be interesting to see if, for instance, affine extractors for small min-entropy rate and the tools used to analyze them could be converted into constructions for large min-entropy rate (like 1 2 ) but with small min-entropy loss rate, and small ℓ ∞ -error.
The approximate duality conjecture (ADC) We find this conjecture interesting both because its connection to the PFR conjecture and because its possible application to the task of constructing two-source extractors. Interesting avenues for future research are to pin down the exact versions of PFR and ADC that are equivalent (assuming they exist) and to study the ADC and the ADC-exp as a means to obtain a possibly weaker, though better than currently known, version of PFR. We have shown here that the ADC and even the weaker ADC-exp would imply better two-source extractors, and the wPFR implied by ADC-exp could be sufficient for some of the other applications of the PFR (see Green [2005a] for a survey of some of them). Indeed, in the subsequent works Ben-Sasson et al. [2012] , Bhowmick et al. [2012] new applications of the approximate duality conjecture were found to communication complexity and locally decodable codes.
From two-source to affine extractors The question of possible connections between two-source and affine extractors was first raised by Barak et al. [2005] (see Section 1.4 there) Our results address this question only in one direction, that of constructing two-source extractors out of affine ones. The reverse direction, that of constructing in a black-box manner affine extractors from two-source ones, remains wide open. This is somewhat perplexing because we would have guessed that the two-source-to-affine part should be easier. Counting the set of distinct sources that are uniformly distributed over sets of size 2 ρn we see there are 2 n 2 ρn 2 ≈ 2 n·2 ρn of them, and this is much larger than the size of the set of affine sources, of which there are at most 2 n 2 . All things considered it should be easier to go from extractors that work against a large set of sources to ones that work against a smaller set, adding to the mystery.
Main results

Extractors and dispersers for affine and two independent sources
We start by defining the main objects of study in this paper -affine and two-source extractors (and dispersers) -and to do so introduce a bit of notation. We identify {0, 1} with the two-element field F 2 and {0, 1} n with F n 2 . Given x = (x 1 , . . . , x n ) ∈ F n 2 and
we let x + A := {x + a|a ∈ A}. For a function f : F n 2 → F m 2 , we denote by f −1 (z) the set of preimages of the string z under the function f . For A ⊆ F n 2 we denote by f (A) the image of A under f , i.e.,
A source over n bits is a distribution X over F n 2 . The min-entropy of X is denoted by H ∞ (X) and the min-entropy rate of X is h ∞ (X) = H ∞ (X)/n. If X is distributed uniformly over an affine subspace of F n 2 of dimension d we call X a d-dimensional affine source. Throughout the paper we reserve the letter E to denote various extractors, and E denotes expectation.
Definition 2.1. [Extractors and dispersers] Let
satisfying for every source S ∈ S that the distance between the random variable f (S) and the uniform distribution over F m 2 , measured with the ℓ ∞ -norm, is at most ǫ. Namely, for every source S ∈ S and y ∈ F m 2 we require that
The function f is called an [N, m, S]-disperser if f is nonconstant on every source S ∈ S. An alternative definition is to say that the support of the random variable f (S) is larger than 1 for every S ∈ S. We call N the source length, m is the output length, and ǫ is the ℓ ∞ -error, or simply the error, of the extractor. We shall be interested in extractors for two special kinds of sources:
• Two-source extractors and dispersers: When N = 2n and S is the set of product distributions S = X × Y where both X and Y have min-entropy rate greater than ρ, we refer to f :
• Affine extractors and dispersers: When S is the set of uniform distributions on affine subspaces of F N 2 of dimension greater than ρN , we refer to f as an
When comparing the min-entropy of a source S to that of f (S), it will be convenient for us to use the entropy loss rate parameter defined us
Intuitively, the loss rate measures how much (relative) min-entropy is lost when applying f to a source S in S. Smaller loss λ corresponds to better extractors, ones that retain a larger min-entropy rate.
We end this part with two remarks on non-standard definitions:
Remark 2.2.
[Dispersers] A more standard definition of a disperser, as appearing in, say, Shaltiel [2002] , requires that for every source S ∈ S, the support of the random variable f (S) equals the full range of F m 2 . Notice that for the case of m = 1 the two definitions match, and our discussion of dispersers (but not of extractors!) will be limited to m = 1.
Remark 2.3. [ℓ ∞ -error] Typically, the error of the extractor is measured with the ℓ 1 -norm, and is defined to be the statistical distance between f (S) and the uniform distribution over F m 2 . We chose to measure the error with the ℓ ∞ -norm, and henceforth the term "error" will refer to the ℓ ∞ -error unless stated otherwise. The reason for this is that it will be relatively easy to analyze our constructions using this measure. For instance, we shall argue (in Section 6 ) that existing affine extractors [Bourgain, 2007 , Ben-Sasson and Kopparty, 2009 , Li, 2011 , Gabizon and Raz, 2008 , DeVos and Gabizon, 2010 , which are typically stated as one-output bit extractors, can be easily converted into m-output bit extractors with a relatively small loss in the ℓ ∞ -error. For example, the original statement in Bourgain [2007] gives a family of [n, 1, δ, 2 −Ω(n) ]-affine extractors, i.e., the output length is 1. It is nonetheless rather straightforward to obtain a linear number of output bits with essentially the same ℓ ∞ -error (cf. Lemma 6.1). Moreover, standard probabilistic methods (the Chernoff bound) can be used to show that a random function f : F n 2 → F m 2 with m = δn − O(log n) is, with high probability, an affine extractor for min-entropy δn with ℓ ∞ -error at most 2 −m . Notice that the min-entropy loss rate of the construction above is λ δ +(δn) −1 = λ δ +o(1). Using similar reasoning we will also show how to get multi-output bit two-source extractors out of our constructions (cf. Lemma 2.19). Notice that if f is an extractor with output length m and ℓ ∞ -error ǫ then f has "standard" error (i.e., its ℓ 1 distance from uniform is) at most ǫ2 m .
From affine extractors to two-source dispersers
All results stated in this section refer to the following two candidate constructions of two-source dispersers.
Definition 2.6. [Preimage construction] Given functions f, g :
Our main result in this section is that both the concatenated and preimage constructions are two-source dispersers, or bipartite Ramsey graphs, for min-entropy rate below half. The preimage construction can reach arbitrarily small min-entropy rate provided the entropy loss of the affine extractor, together with its ℓ ∞ -error, are sufficiently small. For f :
To better understand the selection of parameters in the following theorem we point out that if f is an [n, m
Theorem 2.7. [Concatenated two-source disperser from affine extractor] Suppose f and g are
The above theorem is proved in Section 3. Plugging Bourgain's affine extractor from Theorem 2.4 for min-entropy rate 1 5 in the previous theorem, and noticing that for rate Inspecting Theorem 2.7 we see that, even if we assume minimal loss λ = 0 and a min-entropy rate δ = 1 5 for the affine extractor which maximizes the min-entropy rate of the resulting concatenated twosource extractor, we end up with a two-source extractor for min-entropy rate 2 5 (the proof appears in Section 4). This min-entropy rate barrier can be broken by the preimage construction. 
The approximate duality conjecture
In this section we study the approximate duality conjecture with exponential loss (Conjecture 1.2). For convenience, we restate this conjecture below: Conjecture 1.2 -Approximate Duality Conjecture, exponential loss, ADC-exp (restated). For every pair of constants 0 < δ < α < 1 there exists a constant ζ > 0 such that the following holds. Suppose that A, B ⊆ F n 2 satisfy D(A, B) ≥ 2 −ζn and |A| ≥ 2 αn . Then there exist subsets
Our first result in this section is a weakening of the above conjecture which applies when the duality measure is of the form D(A, B) ≥ 1 − ǫ for a sufficiently small consent ǫ, i.e. A and B have to be "nearly dual". We prove the above Theorem in Section 5.1. Our second set of results relates Conjecture 1.2 to the PFR conjecture.
Conjecture 2.11 (Polynomial Freiman-Ruzsa conjecture, PFR). There exists an integer r such that if A ⊂ F n 2 has |A + A| ≤ K|A|, then A may be covered by at most K r cosets of some subspace of size at most K|A|.
In Section 5 we prove that the above PFR conjecture implies the ADC-exp conjecture (Conjecture 1.2). To prove this implication it is crucial to us that the exponent r in the PFR conjecture be close to 1, i.e., that the polynomial in the "polynomial Freiman Ruzsa" conjecture be nearly-linear. To achieve this, we are willing to assume not only that 2A is small but even that ℓA = In Section 5 we show that the NLFR and PFR are equivalent. (The implication NLFR ⇒ PFR is relatively easy but the other direction is nontrivial.) We also show that NLFR ⇒ ADC-exp. Regarding the reverse direction, we show that the 1.2 implies the following weaker form of PFR: Conjecture 2.13 (Weak PFR, wPFR). For every δ ′ > 0, there exists an integer r which depends only on δ ′ , such that if A ⊂ F n 2 has |A + A| ≤ K|A|, then A may be covered by at most 2 δ ′ n · K r cosets of some subspace of size at most K|A|.
The above conjecture differs from the standard PFR conjecture in that the number of cosets are multiplied by an exponential factor. However, this exponential factor can set to be arbitrarily small, at the cost of enlarging r. The relation between all conjectures mentioned above can be summarized by:
From two-source dispersers to two-source extractors via approximate duality
Our last set of main results uses the results on approximate duality from the previous section to show that two-source dispersers of rank which is at most linear in the size of the inputs are also two-source extractors.
Since the constructions of two-source dispersers from affine extractors presented in Section 2.2 are of linear rank, as a corollary we obtain that these constructions are also two-source extractors. We start with the formal definition of rank of a binary function.
Definition 2.14 (Rank of a binary function). The rank of a function E(x, y) : F n 2 × F n 2 → F 2 is the least integer r such that there exist functions h 1 , h 2 : F n 2 → F r 2 , satitfying E(x, y) = h 1 (x), h 2 (y) for all x, y ∈ F n 2 . Equivalently, this is the rank over F 2 of the 2 n × 2 n matrix whose (x, y)-entry is E(x, y).
We give two bounds on the error of the two-source extractors. The first one bounds the error by a constant and it relies on the version of approximate duality for nearly-dual sets (Theorem 2.10). The second bound shows that the error is exponentially small in n and it relies on the ADC-exp conjecture (Conjecture 1.2). We start with the first bound. The proof of the above lemma also appears in Section 4.1. Combining this lemma with Theorems 2.7 and 2.9 gives the following corollary.
Theorem 2.16 (Constant bound on disperser error). For all γ, λ > 0 there exists γ ′ < 1/2, depending only on γ and λ such that the following holds. Theorem 2.18 (Exponentially small bound on disperser error). Assuming ADC-exp, for every δ, λ, γ > 0 there exists ζ > 0 such that the following holds for sufficiently large n. We end by pointing out that since our constructions are linear invariant of rank Ω(n), we can use the following lemma to increase their number of output bits to a number linear in n, while maintaining the same ℓ ∞ -error.
Let
In what follows call a [n, 1, ρ, ǫ]-two source extractor E(x, y) = h 1 (x), h 2 (y) linear invariant with respect to h 1 , h 2 if for every full rank matrix
is also a [n, 1, ρ, ǫ]-two source extractor. Inspection of the proofs of Theorems 2.7, 2.9, 2.16, 2.18 reveals that both our constructions are linear invariant with respect to the functions h 1 , h 2 with which they were defined (since in Theorems 2.7, 2.9 we only use the fact that the sets h 1 (S), h 2 (T ) have large span, while in Theorems 2.16, 2.18 we only use the fact that h 1 (S), h 2 (T ) are large enough subsets of {0, 1} r ).
Call a set of matrices M 1 , . . . , M r ∈ F r×r 2 independent if they satisfy the following property: For every v 1 , . . . , v r ∈ F 2 not all zero, the matrix i v i M i has full rank. In Section 6 we explain how a collection of independent matrices can be obtained. There we also prove the following statement.
Lemma 2.19. [Multi-output extractors]
Let h 1 , h 2 : F n 2 → F r 2 be such that the rank r function
is a [n, 1, ρ, ǫ]-two source extractor which is linear invariant with respect to h 1 , h 2 . Then for t ≤ r, and independent matrices M 1 , . . . , M t ∈ F r×r 2 , the function E :
is a [n, t, ρ, ǫ]-two source extractor.
Organization of the rest of the paper
In the next section we prove that the black box constructions presented in Section 2.2 are two-source dispersers. In Section 4 we use the results on approximate duality to show that two-source dispersers of low rank are also two-source extractors for roughly the same min-entropy rate. In Section 5 we discuss the relation between PFR, NLFR and ADC-exp in more detail. Finally, in Section 6 we analyze the ℓ ∞ -error and the number of output bits of existing affine extractors and multi-output bit two-source extractors.
From affine extractors to two-source dispersers
In this section we prove that plugging an affine extractor with sufficiently good parameters into our twosource constructions results in a two-source disperser for min-entropy rate that is related to the parameters of the affine extractor. Our proofs in this section rely on the following elementary lemma, whose proof we bring here for completeness. For S ⊆ F n 2 we denote by dim(S) the dimension of span (S).
Lemma 3.1. Let A, B be subsets of F n 2 such that dim(A) + dim(B) > n + 1.
Then the binary inner product function IP (x, y) = x, y is non-constant on A × B.
Proof. Suppose in contradiction that IP (A, B) is constant. Then there are two cases. The first case is when IP (A, B) = 0. In this case A is contained in B ⊥ , which implies in turn that dim(A) + dim(B) ≤ n, a contradiction. The second case is when IP (A, B) = 1. In this case let a ∈ A. Then for any other element a ′ ∈ A we have that a ′ − a, b = a, b − a ′ , b = 0. It follows that the set A − a is contained in B ⊥ , and therefore dim(A − a) + dim(B) ≤ n. This in turn implies that dim(A) + dim(B) ≤ n + 1, which is again a contradiction.
Concatenated two-source disperser -Proof of Theorem 2.7
The main step in the proof is the following lemma. Before proving the lemma we show how it implies Theorem 2.7.
Lemma 3.2. [Affine extractors lead to dimension expansion] Suppose f is an
Then for every S ⊆ F n 2 of size greater than 2 m+δn , denoting
we have dim(S) ≥ ⌊log |S|⌋ + m − 1.
Proof of Theorem 2.7. Our choice of
Given two n-bit sources X, Y of min-entropy rate greater than ρ let S, T ⊆ F n 2 denote their respective supports. Recalling m ′ = δ(1 − λ ′ )n − 2 we conclude from (7) that
The last inequality follows because ρn =
is non-constant on S × T , thereby completing the proof.
And now we give the proof of Lemma 3.2. onto the first n bits 4 and let π 2 : F n+m 2 → F m 2 be the projection onto the last m bits. Start with a basis v 1 , . . . , v d for span S . Without loss of generality suppose that its last r vectors are such that π 2 (v d−r+1 ), . . . , π 2 (v d ) form a basis to π 2 (span S ) (noticing that 0 < r ≤ m). Use Gaussian elimination to make the first d − r elements in this basis have their support in the first n bits. Let
Proof of Lemma 3.2. Denote dim(S)
First we note that f (S) ⊆ V 2 , which implies that | f (S) |≤ 2 r . Our goal will be to show that for every string z ∈ f (S) the number of preimages of z under f in the set S is at most 2 d−r−m+1 , that is, |f −1 (z) ∩ S| ≤ 2 d−r−m+1 . This will conclude the proof of the lemma as this will imply that
4 Formally, letting e in this basis for t = n + m, we define π1(
and the proof is completed by taking logarithm of both sides. Let z ∈ f (S). Our main observation that will allow us to bound the size of f −1 (z)∩S is that f −1 (z)∩S is contained in an affine shift of V 1 by some vector w ∈ F n 2 . Assuming that this is true, and noticing that the dimension of V 1 is d − r ≥ (m + δn) − m = δn, the fact that f is an [n, m, δ, 2 −m ]-affine extractor implies that z cannot have too many preimages under f in the set S. In particular,
It remains to show that f −1 (z) ∩ S is contained in an affine shift of V 1 . Since z ∈ f (S) ⊆ V 2 , and since the vectors π 2 (v d−r+1 ) , . . . , π 2 (v d ) form a basis for V 2 , we conclude that there exists a unique vector y ∈ span ({v d−r+1 , . . . , v d }) such that π 2 (y) = z. We argue that f −1 (z) ∩ S ⊆ π 1 (y) + V 1 . Indeed, suppose that s ∈ f −1 (z) ∩ S. Then from the uniqueness of y, and since the basis vectors v 1 , . . . , v d−r have their support in the first n bits, we have that (s, f (s)) = (s, z) = x + y, where x ∈ span ({v 1 , . . . , v d−r }).
But this implies in turn that s = π 1 (x) + π 1 (y), where π 1 (x) ∈ V 1 , and hence s ∈ π 1 (y) + V 1 , which concludes the proof of the lemma.
Preimage two-source dispersers -Proof of Theorem 2.9
Proof of Theorem 2.9. Let m = 1−λ 2 n and recall n ′ = n − m = 1+λ 2 n. Let z, z ′ ∈ F m 2 be the strings from Definition 2.6, such that F is an injective mapping of F n ′ 2 into f −1 (z) and G is an injective mapping of F n ′ 2 into g (−1) (z ′ ). Given two n ′ -bit sources X, Y of min-entropy rate greater than
n . We shall show that dim(S), dim(T ) > n 2 , thereby completing our proof due to Lemma 3.1. By symmetry it suffices to prove the claim only for S. We will prove that S is not contained in any affine space of dimension n/2. Let A be such a space. By Definition 2.1 we get
where the last inequality is true for sufficiently large n due to the fact that λ < 1. We conclude that S A and since this holds for all affine spaces of dimension n/2 our proof is complete.
From two-source dispersers to two-source extractors via approximate duality
Constant bounds on error by approximate duality for nearly-dual sets
In this Section we prove Lemma 2.15 which shows that any two-source disperser of rank which is at most linear in the size of the inputs is actually a two-source extractor with a nontrivial, alas large, bound on the error. This result is implied by the approximate duality theorem for nearly-dual sets (Theorem 2.10).
Proof of Lemma 2.15. Let δ = (1/ν + 2) −1 γ and set γ ′ = 1−ǫ 2 where ǫ = ǫ(δ) > 0 is the constant guaranteed by Theorem 2.10. We argue by way of contradiction. Let X and Y be two sources of minentropy rate > ρ + γ which we assume without loss of generality to be uniformly distributed over sets A,B respectively, each of size greater than 2 (ρ+γ)n , and for which the error of E(X, Y ) is greater than γ ′ .
Assuming E has rank n/ν there exist functions h 1 , h 2 :
such that E(x, y) = h 1 (x), h 2 (y) . For our purposes we need h 1 and h 2 to be bijective. For this end we leth 1 ,h 2 : F n 2 → F n/ν+2n 2 be the
, where 0 n denotes the all-zeros vector of length n. One can check thath 1 ,h 2 are bijective functions, while it still holds that E(x, y) = h 1 (x),h 2 (y) . Let A = {h 1 (a)|a ∈ A} and B = {h 2 (b)|b ∈ B}. Assuming the ℓ ∞ -error of E(X, Y ) is greater than 
Exponentially small bounds on error using the approximate duality conjecture
We now show that, assuming ADC-exp, our two-source dispersers are extractors with exponentially small error.
Proof of Lemma 2.17. Let E : F n 2 × F n 2 → F 2 be the [n, 1, ρ] two-source disperser of rank n/ν which is defined by E(x, y) = h 1 (x), h 2 (y) . Leth 1 ,h 2 : F n 2 → F n/ν+2n 2 be the functions defined byh 1 (x) = (h 1 (x)•x•0 n ) andh 2 (y) = (h 2 (y)•0 n •y), where 0 n denotes the all-zeros vector of length n. Let ζ ′ be the constant guaranteed by Conjecture 1.2 for the constants α = (ρ+γ)(1/ν +2) −1 and δ = γ(1/ν +2) −1 , and let ζ = ζ ′ (1/ν + 2). Our proof goes by way of contradiction, along the lines of the proof of Lemma 2.15.
Let X and Y be two n-bit sources of min-entropy rate > ρ + γ, we assume without loss of generality these sources to be uniform distributions over sets A,B respectively, each of size greater than 2 (ρ+γ)n . Let
and |A|, |B| ≥ 2 (ρ+γ)n = 2 α(n/ν+2n) . Assume by way of contradiction that the error of E(X, Y ), which equals 
and similarly, |B ′ | > 2 ρn . But sinceh 1 ,h 2 are injective we deduce that X ′ , Y ′ , which are uniformly distributed overh
, are a pair of n-bit sources of min-entropy rate greater than ρ on which E is constant, contradiction.
The approximate duality conjecture
In what follows, we study the ADC-exp conjecture and its relations to the PFR conjecture. We start by proving the unconditional version of the ADC-exp conjecture for nearly-dual sets (Theorem 2.10) in Section 5.1. We then turn our attention to the study of the relation between the PFR, NLFR, and ADC-exp. We shall prove the following relations between these conjectures:
In Sections 5.2 and 5.3 we show the equivalence between PFR and NLFR. Then, in Section 5.4 we move to the rightmost implication. We end in Section 5.5 with the most complicated proof, that of the middle implication (NLFR ⇒ ADC-exp).
Approximate duality for nearly-dual sets -Proof of Theorem 2.10
For the proof of Theorem 2.10 we shall need the notion of the spectrum of a set which we take from [Tau and Vu, 2006, Chapter 4] . This concept will be used also in proofs that appear later on.
Definition 5.1.
[Spectrum] For a set B ⊆ F n 2 and α ∈ [0, 1] let the α-spectrum of B be the set
Proof of Theorem 2.10. We assume without loss of generality that E a∈A,b∈B (−1) a,b > 0, the proof for the case in which E a∈A,b∈B (−1) a,b < 0 is similar. Let A ′ = A ∩ spec 1−2ǫ (B). The assumption D(A, B) ≥ 1 − ǫ together with Markov's inequality shows |A ′ | ≥ 1 2 |A|. Let a 1 , . . . , a d ∈ A ′ form a basis for span (A ′ ). The elements a 1 , a 2 , . . . , a d partition F n 2 into 2 d sets, where each set is an affine coset of {a 1 , a 2 , . . . , a d } ⊥ = A ′⊥ . For a vector x ∈ F n 2 let w(x) denote the fraction of zeros in the set { x, a i | i ∈ {1, 2, . . . , d}}, i.e.,
Note that in every affine coset of A ′⊥ all elements have the same value w(x). Moreover, for every 0 ≤ t ≤ d, there are precisely
for every x ∈ H. Our main observation is that since A ′ ⊆ spec 1−2ǫ (B), a large fraction of elements b ∈ B have large value w(b). Consequently they cannot participate in too many different affine cosets of A ′⊥ , and in particular there exists one such affine coset which contains a large fraction of b's in B. If we let B ′ denote the set which contains all elements that lie in this coset, then we obtain a large subset B ′ ⊆ B, such that B ′ lies in an affine shift of A ′⊥ , and this almost gives the desired set B ′ . Details follow.
In what follows let H : (0, 1) → (0, 1) denote the binary entropy function given by:
We letB denote the subset of B which contains all elements in B which satisfy w(b) ≥ 1 − √ 2ǫ. We are forced to pickB from affine cosets H of A ′⊥ such that w(x) ≥ 1 − √ 2ǫ for every x ∈ H. The number of such cosets is at most:
where the first inequality is due to our choice of ǫ ≤ 1 8 , which implies √ 2ǫαn ≤ 1 2 αn. This in turn implies the existence of an affine coset of A ′⊥ which contains at least a 2 −(H( √ 2ǫ)+o(1))nfraction of b's inB. Let B ′ denote the subset ofB which is contained in this affine coset. Recalling we set δ > H( √ 2ǫ) we get for sufficiently large n
We have almost concluded the proof. We have at hand a pretty large set B ′ that is contained in x + A ′⊥ for some x ∈ F n 2 . Partition A ′ into A ′ 0 = {a ∈ A ′ | x, a = 0} and A ′ 1 = {a ∈ A ′ | x, a = 1}. To complete the proof of the lemma take A ′ to be the larger of A ′ 0 , A ′ 1 and notice
The nearly-linear polynomial Freiman Ruzsa conjecture implies the polynomial one
The implication NLFR ⇒ PFR is a relatively easy consequence of the following inequality of Plunnecke [1969] , a new proof of which was found by Ruzsa [1989] :
Theorem 5.2. [Plunnecke' s inequality] Let A, B, be finite sets in a commutative group, and suppose that |A + B| ≤ K|A|. Then for arbitrary nonnegative integers m,n we have:
To show NLFR ⇒ PFR choose ρ = 1 in Conjecture 2.12 (NLFR), and let ℓ be the integer guaranteed by this conjecture for ρ = 1. Assuming |A + A| ≤ K|A|, Theorem 5.2 implies that |ℓA| ≤ K ℓ |A|. So NLFR (Conjecture 2.12) implies that A may be covered by at most K ℓ cosets of some subspace L of size at most K ℓ |A|. In other words, there exists a subset X ⊆ F n 2 of size at most K ℓ such that A may be covered by all cosets of the form x + L where x ∈ X. If we write L as a direct sum of subspaces L ′ and L ′′ , where L ′′ is a subspace of size K ℓ−1 , and let X ′ = X + L ′′ , we get that A may be covered by at most K 2ℓ−1 cosets of the subspace L ′ , where |L ′ | ≤ K|A| (the cosets are of the form x ′ + L ′ where x ′ ∈ X ′ ). This shows NLFR ⇒ PFR.
The polynomial Freiman Ruzsa conjecture implies the nearly-linear one
For this implication, as well as for proofs that appear later on, we will need Ruzsa's covering lemma, appearing in [Tau and Vu, 2006] as Lemma 2.14. This powerful lemma has a short and elegant proof, which we bring here for the sake of completeness.
Proof of Lemma 5.3. Pick a maximal set X ⊆ B such that the sets A + x, x ∈ X, are pairwise disjoint. Since x∈X (A + x) ⊆ A + B, we have that |A||X| ≤ K|A|, which implies that |X| ≤ K. Suppose that b ∈ B. By maximality there must be some x ∈ X such that (A + b) ∩ (A + x) = ∅, which means that
To show PFR ⇒ NLFR let ρ > 0 be the constant stated in NLFR (Conjecture 2.12) and let r be the constant guaranteed by PFR (Conjecture 2.11). Choose the integer ℓ referred to in NLFR to be the smallest power of 2 satisfying
We say that a set B expands under addition with respect to A if
The idea of the proof is the following: for every integer 1 ≤ t ≤ log(ℓ) we check whether B t := 2 t A expands under addition with respect to A. The proof splits into two cases. The first is the case in which B t expands under addition with respect to A for all t, namely the size of B t+1 = B t + B t is large compared to the size of B t for all t. In this case we shall see that the size of B 1 = 2A is very small compared to the size of B log(ℓ) = ℓA. Applying PFR to the set A we conclude that it can be covered by a few cosets of a small subspace. The second case is the case in which there exists some integer t for which B t does not expand under addition with respect to A. In this case we have that B t+1 = B t + B t is not too large compared to the size of B t . Applying PFR to the set B t together with Ruzsa's covering lemma we conclude that in this case too A can be covered by a few cosets of a small subspace. Details follow.
Case I -All sets B t expand under addition with respect to A: Equation (9) applied to t = 1 . . . log ℓ gives
The assumption |ℓA| ≤ K|A| gives
where the last inequality is due to our choice of ℓ in Equation (8).
We conclude that in this case |2A| ≤ K ρ/r |A|. Applying PFR (Conjecture 2.11) we conclude that A may be covered by K ρ cosets of some subspace of size at most K ρ/r |A|, and this shows PFR ⇒ NLFR with even better parameters than stated in NLFR (Conjecture 2.12).
Case II -There exists B t which does not expand under addition with respect to A: For this t we have
Applying PFR (Conjecture 2.11) to the set B t we conclude that it may be covered by |B t |. By the pigeonhole principle there exists a subsetÃ ⊆ B t which is contained in an affine shift of L -denote this shift by a + L -such that
and
The last inequality follows from our assumption that |ℓA| ≤ K|A|. We shall apply Ruzsa's Covering Lemma 5.3 with the sets A andÃ, so we compute
|B t | (by Equation (10))
|Ã| (by Equation (11))
Ruzsa's covering lemma (Lemma 5.3) now implies the existence of a set X ⊆ A of size at most
Concluding, in this case we have that A may be covered by at most K ρ/2 cosets of the subspace L, where |L| ≤ K 1+ρ/4 |A| (Equation (12)). Finally, if we write L as a direct sum of subspaces L ′ and L ′′ , where L ′′ is a subspace of size K ρ/4 , and let X ′ = X + L ′′ , we get that A may be covered by at most K 3ρ/4 cosets of the subspace L ′ , where |L ′ | ≤ K|A| (the cosets are of the form x ′ + L ′ where x ′ ∈ X ′ ).
The ADC-exp conjecture implies the weak polynomial Freiman Ruzsa conjecture
To prove this implication we need to recall the definition of the spectrum of a set given in Definition 5.1. Our proof uses the following lemma from Tau and Vu [2006] (appearing there as Lemma 4.38) which shows that a set having a small sum set must have large spectrum:
Lemma 5.4. [Small sumset forces large spectrum] Let A be a subset of a finite abelian group Z, and let 0 < ǫ ≤ 1. Then we have the following lower bound on the sum set:
We shall also need the following easy consequence of Ruzsa's Covering lemma (Lemma 5.3):
Lemma 5.5. [Covering] Suppose that A ⊂ F n 2 is a subset with the property that |A + A| ≤ K|A|. Suppose furthermore that there exists a subset A ′ of A of size at least Proof. We apply Ruzsa's covering lemma to the sets A ′ and A:
Hence Ruzsa's covering lemma implies the existence of a subset X of size at most KK 1 such that A ⊆ X + A ′ − A ′ . The proof is completed by noticing that A ′ − A ′ is contained in a subspace of size at most K 2 |A|.
The idea of the proof of ADC-exp ⇒ wPFR is as follows. Lemma 5.5 implies that it is enough to prove that if A has a small sumset then there exists a large subset A ′ of A which has small span. Suppose that A has a small sum set. Then Lemma 5.4 implies that A has large spectrum, denote the spectrum set by B. Assuming the approximate duality conjecture, we have that A and B contain large subsets A ′ , B ′ respectively which lie in affine shifts of dual subspaces. But this implies in turn that dim(A ′ ) ≤ n−dim(B ′ ), i.e. A ′ has a small span, and setting the parameters correctly we arrive at the desired result.
Let ζ be the constant guaranteed by Conjecture 1.2 for the constants α = 1 4 and δ = min δ ′ /2, 1 8 . Our goal will be to show that A may be covered by at most 2 δ ′ n · K r cosets of a subspace of size at most K|A|, where r := max 1 ζ , 8 . First we observe that without loss of generality we may assume that
since otherwise from our choice of r we have that K r ≥ 2 n , and hence the desired conclusion holds trivially. Next, in Lemma 5.4 set ǫ = 1/K. Then from the lemma and the assumption that |A + A| ≤ K|A| we have:
And rearranging we obtain:
We would like to apply ADC-exp (Conjecture 1.2) to the sets A and spec 1/K (A). Obviously,
where 1/K ≥ 2 −ζn (Equation (13)). Also, our assumption that K ≤ 2 n/8 in (13) together with Equation (14) imply that
|A| .
Thus, we either have that A is of size at least 2 n/2 ≥ 2 αn or that |spec 1/K (A)| ≥ 2 n/4 ≥ 2 αn . Hence ADC-exp (Conjecture 1.2) implies the existence of subsets A ′ ⊆ A, B ′ ⊆ spec 1/K (A) which lie in affine shifts of dual spaces such that
But this implies in turn that dim(A ′ ) + dim(B ′ ) ≤ n, and consequently
where the last inequality is due to Equation (14). Concluding, we have that |span (A ′ ) | ≤ 2 δ ′ n/2 K 2 |A| where A ′ is a subset of A of size at least |A|/2 δ ′ n/2 . Using Lemma 5.5 we conclude A can be covered by ≤ 2 δ ′ n/2 · K cosets of span (A ′ ) which is of size ≤ 2 δ ′ n/2 K 2 |A|. In other words, there exists a subset X ⊆ F n 2 , |X| ≤ 2 δ ′ n/2 · K, such that A can be covered by all cosets of the form x + span (A ′ ) where x ∈ X. Finally, If we write span (A ′ ) as a direct sum of subspaces L ′ and L ′′ , where L ′′ is a subspace of size 2 δ ′ n/2 K, and let X ′ = X + L ′′ , we get that A may be covered by at most 2 δ ′ n K 2 cosets of the subspace L ′ , where |L ′ | ≤ K|A| (the cosets are of the form x ′ + L ′ where x ′ ∈ X ′ ), and this completes the proof of ADC-exp ⇒ wPFR.
The polynomial Freiman Ruzsa conjecture implies the ADC-exp conjecture
Our proof of the implication PFR ⇒ ADC-exp uses the following lemma, which shows that whenever A ⊆ spec ǫ (B) for sufficiently large ǫ, and assuming the PFR conjecture, we can find a large set A ′ ⊂ A and a set B ′ ⊂ B such that D(A, B ′ ) = 1 and, most importantly, the size of B ′ is proportional to
This last property is important because it allows us to make the following iterative argument: Either span (A ′ ) is large relatively to span (A) in which case B ′ is also large and we have proved the ADC-exp, or span (A ′ ) is small relatively to span (A) and then we apply the lemma again with A ′ instead of A. We prove that this process terminates eventually, and that when it terminates the sets A and B ′ are the desired sets we need. 
|B
The proof of the above lemma is deferred to the next subsection. To prove the implication PFR ⇒ ADC-exp we need to set a few parameters that will be used later on. Choose δ ′ < δ 2 /4 and α ′ < α − δ in Lemma 5.6, and let ζ ′ > 0 and k be the constant and the integer guaranteed by this lemma for the constants δ ′ , α ′ . Suppose that ǫ ≥ 4 · 2 −ζn , where ζ = min{ζ ′ , δ/4k}. We assume E a∈A,b∈B (−1) a,b is positive, the proof for the negative case is similar. Now we describe the iterative process. Start with the set A 0 := A ∩ spec ǫ/2 (B), which, by Markov's inequality is of size at least |A|/2. For i = 0, 1, . . . let A ′ i ⊆ A i , B ′ i ⊆ B be the subsets guaranteed by Lemma 5.6 with respect to A i , B. Let
While σ i ≤ 2 −(δ/2)n we set A i+1 := A ′ i . Let t be the first time σ t > 2 −(δ/2)n . We argue that such a t exists and that in fact t < 4/δ. Indeed, if σ i ≤ 2 −(δ/2)n we have that
where the last inequality is due to our choice of δ ′ < δ 2 /4. Since 1 ≤ |span (A ′ i ) | and |span (A i ) | ≤ 2 n , the above equation implies that t ≤ 4/δ.
We next show that the set A t is of pretty large size. The first bullet of Corollary 5.6 implies that for all
where the last inequality is again due to our choice of δ ′ < δ 2 /4. Consequently, our assumption that |A| ≥ 2 αn together with the fact that t ≤ 4/δ imply for sufficiently large n that
where the last inequality is due to our choice of α ′ < α − δ. Applying Lemma 5.6 one final time with A t and B and using the assumption σ t > 2 −(δ/2)n we conclude the existence of B ′ ⊆ B, |B ′ | > ǫ 2 2k 2 −(δ/2)n |B| ≥ 2 −δn |B| (the last inequality is due to our choice of ǫ > 4 · 2 −(δ/4k)n ) such that D(A t , B ′ ) = 1. So A t and B ′ are the two sets promised by ADC-exp and this shows PFR ⇒ ADC-exp.
Proof of main technical lemma
In this section we prove the main technical lemma used in the proof of PFR ⇒ ADC-exp, Lemma 5.6. The proof breaks down to two lemmas ( Lemmas 5.7 and 5.8) stated next. The first lemma can be seen as a version of the ADC-exp which applies when |span (A) | is not much larger than |A|.
Lemma 5.7 (Approximate duality for sets with small span). Given B ⊆ F n 2 and A ⊆ spec ǫ (B), there exist subsets
The second main step in the proof is to show that if A ⊆ spec ǫ (B), then assuming the PFR conjecture, A := spec ǫ k /2 (B) ∩ span (A) ia large for some constant k. By showing this we will be able to apply the above lemma also to sets that have large span relative to their size, by applying it to the setsÃ and B. A lower bound on the on the size ofÃ is given by the following lemma:
Lemma 5.8. For every 1 > δ ′ > 0, 1 > α ′ > 0, there exist a constant ζ ′ > 0 and an integer k, both depend only on δ ′ , α ′ , such that the following holds for sufficiently large n, assuming the PFR conjecture holds. Given B ⊆ F n 2 and A ⊆ spec ǫ (B), |A| ≥ 2 α ′ n where ǫ ≥ 2 −ζ ′ n , there exists a subset A ′ of A of size at least
Given these two lemmas we can complete the proof of Lemma 5.6. Then we prove the two lemmas.
Proof of Lemma 5.6. Noticing the assumptions of Lemma 5.6 and Lemma 5.8 are the same, let A ′ be the subset of A which is of size at least |A| 1−δ ′ and satisfies Equation (17). Notice A ′ satisfies bullet 1 of Lemma 5.6. LetÃ := span (A) ∩ spec ǫ k /2 (B). Apply Lemma 5.7 toÃ, B and conclude the existence ofÂ ⊆ A, B ′ ⊆ B such that D(Ã, B ′ ) = 1, and which satisfies |Â| ≥ 1 2 |Ã|, and
The last inequality above uses Equation (17). To show that B ′ satisfies bullets 2 and 3 of Lemma 5.6 noticeÃ ⊇ A because A ⊆ spec ǫ (B) ⊆ spec ǫ k (B) which implies span Ã = span (A) and, also,
. This completes the proof.
For the proof of Lemma 5.7 we shall use Fourier analysis and recall the standard notations for it. For a function f : F n 2 → C and α ∈ F n 2 we denote byf (α) the α-coefficient of the Fourier expansion of f over F n 2 , defined byf
We shall need Parseval's equality which says that for a function f : F n 2 → C,
Proof of Lemma 5.7. Let d := dim(A) and choose an arbitrary basis a 1 , a 2 , . . . , a d of A. For every vector
we denote by S β the following coset of A ⊥ :
For every β ∈ F d 2 we denote the relative weight of B inside S β by:
Our goal will be to show the existence β ∈ F d 2 such that w(β) ≥ ǫ 2 |A| |span(A)| , since in this case B ′ := B ∩ S β is a subset of B of size at least ǫ 2 |A| |span(A)| |B| which is contained in an affine coset of A ⊥ of the form x + A ⊥ . Partition A into A 0 = {a ∈ A | x, a = 0} and A 1 = {a ∈ A | x, a = 1}. To complete the proof of the lemma take A ′ to be the larger of A 0 , A 1 and notice
Our main observation is that for every a ∈ A, if we write
The equality above allows us to prove the lemma by bounding the sum α∈Ã (ŵ(α)) 2 from above and from below, where:Ã
For obtaining the lower bound we use Equation (19) together with our assumption that D(A, B) ≥ ǫ, while for the upper bound we use Parseval's equality together with the fact that w is a distribution, i.e., β∈F d 2 w(β) = 1. We start with bounding the sum α∈Ã (ŵ(α)) 2 from below
(by convexity)
Next we bound the sum α∈Ã (ŵ(α)) 2 from above:
Finally, the combination of equations (20) and (22) implies the existence of β ∈ F d 2 such that
which finishes the proof of the lemma.
For the proof of Lemma 5.8, which follows next, we shall apply the NLFR conjecture, together with an analogous nearly-linear version of the Balog-Szemerédi-Gowers (BSG) theorem. The BSG theorem [Balog and Szemerédi, 1994, Gowers, 1998 ] says that if A is a subset of an abelian additive group which satisfies Pr a,a ′ ∈A [a + a ′ ∈ S] > 1/K for |S| ≤ C|A|, then one can find a subset A ′ ⊆ A, such that |A ′ | ≥ |A|/f (K, C), and |A ′ + A ′ | ≤ g(K, C)|A|, where f (K, C) and g(K, C) are polynomials with fixed degrees in K and C.
For our purposes we need that the exponents in the polynomials f (K, C) and g(K, C) would be as small as possible, in particular we would be interested in a bound of the form C δ K d for some small constant δ > 0, and an integer d. As was the case with the NLFR conjecture, to achieve this, we are willing to assume not only that Pr a,a ′ ∈A [a + a ′ ∈ S] is large but even that Pr a 1 ,a 2 ,...,a k ∈A [a 1 + a 2 + . . . + a k ∈ S] is large for some constant k > 2. For this we need a nearly-linear version of the BSG theorem. Fortunately, such a theorem was proved by Croot and Borenstein [2011] .
Theorem 5.9. [Nearly-linear BSG Theorem, Croot and Borenstein [2011] ] For every 1 > ǫ > 0 and c > 1, there exist a constant η, and an integer k, both depend only on ǫ, c, where ζ is monotonically decreasing in c and k is monotonically increasing in c, such that the following holds. If A is a sufficiently large subset of an additive abelian group which satisfies:
then there exists a subset A ′ of A of size at least |A| 1−ǫ such that:
.
The combination of the above theorem with the NLFR conjecture gives the following corollary: Proof. Let ρ ≤ δ/(4c), and let ℓ be the integer guaranteed by Conjecture 2.12 for the constant ρ. Let ǫ ≤ δ/(2cℓ), and let k and ζ be the integer and the constant guaranteed by Theorem 5.9 for the constants c and ǫ.
Noticing that the assumptions in Theorem 5.9 and Corollary 5.10 are the same, we have that there exists a subset A ′ ⊆ A of size at least |A| 1−ǫ such that |ℓA ′ | ≤ |A ′ | c(1+ǫℓ) . Applying Conjecture 2.12 with the set A ′ and K ≤ |A ′ | c(1+ǫℓ)−1 we get that there exists a subset A ′′ ⊆ A ′ of size at least K −ρ |A ′ | such that |span (A ′′ ) | ≤ K 1+ρ |A ′ |. To conclude the proof we compute the sizes of A ′′ and span (A ′′ ): So we have that |A ′′ | ≥ |A| 1−δ and |span (A ′′ ) | ≤ |A| c+δ which concludes the proof of the corollary.
We now proceed to the proof of Lemma 5.8:
Proof of Lemma 5.8. Let δ := δ ′ , and c = 1/α ′ . Let ζ > 0 and k be the constant and the integer guaranteed by Corollary 5.10 for the constants δ and c. We may assume that k is even (if k is odd replace it by k + 1 and the proof goes through). From our assumption that A ⊆ spec ǫ (B) and using convexity we get
a,b k = E b∈B E a 1 ∈A,a 2 ∈A,...,a k ∈A (−1)
Markov's inequality implies P r a 1 ∈A,a 2 ∈A,...,a k ∈A k i=1 a i ∈ spec ǫ k /2 (B) ∩ span (A) ≥ ǫ k 2
Let S := spec ǫ k /2 (B) ∩ span (A), and let c ′ = log |S| log |A| . From our assumptions that A ⊆ spec ǫ (B), and |A| ≥ 2 α ′ n we have that 1 ≤ c ′ ≤ 1/α ′ . Since in Corollary 5.10 k is monotonically increasing in c, and ζ is monotonically decreasing in c, we may apply this corollary with the constant c ′ instead of c without changing the values of k and ζ.
Let ζ ′ = α ′ k ζ, and suppose that ǫ ≥ 2 −ζ ′ n . From our choice of ǫ and the assumption that |A| ≥ 2 α ′ n we have
We conclude that 6 On the ℓ ∞ -error of multi-output bit affine and two-source extractors
In this section we explain our use of ℓ ∞ as the measure of error in the definition of extractors (Definition 2.1). In a nutshell, it yields cleaner and tighter analysis than we would have obtained using statistical distance as our measure of error. And it allows us to construct affine and (in Section 6.2) two-source extractors with multiple output bits with essentially no loss in ℓ ∞ -error. Details follow. Gabizon and Raz [2008] , DeVos and Gabizon [2010] have the following property. Each of them is defined as evaluating a certain r-variate polynomial P over a finite field F 2 m , where n = r·m. The n-input bits are viewed as describing an input β = (β 1 , . . . , β r ) ∈ F r 2 m . And each of these constructions shows a bound on the error of any nontrivial character applied to P (β). Recall that a nontrivial additive character χ α : F 2 m → {−1, 1} of F 2 m is a function of the form
On the ℓ ∞ -error of existing affine extractors
where (x 1 , . . . , x m ) is the representation of x according to an arbitrary fixed F 2 -basis for F 2 m . In other words, for each of the known constructions of affine extractors we have a result of the following form. For every nontrivial character χ α as above, and every F 2 -affine subspace A of (F 2 m ) r of dimension at least d, we have |E x∈A [χ α (P (x))]| ≤ ǫ.
We point out that Vazirani's "XOR-lemma" shows that extractors with error bounds as above are also ǫ · 2 m/2 -close to uniform in statistical distance. This can be converted back to a bound on the ℓ ∞ -error of the form ǫ · 2 m/2 . But using the lemma below we can deduce that the ℓ ∞ -error is merely ǫ, i.e., we lose literally nothing from outputting m bits instead of a single bit. 
where x is distributed according to ζ. Then for any linearly independent α 1 , . . . , α t ∈ F m 2 and any b 1 , . . . , b t ∈ F 2 , denoting by S b the affine space S b = {x ∈ F m 2 | α 1 , x = b 1 , . . . , α t , x = b t } , we have 2 −t − ǫ < ζ(S b ) < 2 −t + ǫ.
Consequently, taking t = m and α 1 , α 2 , . . . , α m to be the standard basis and noticing that in this case we have ζ(S b ) = Pr X∼ζ [X = b] we conclude the ℓ ∞ -distance between ζ and the uniform distribution is at most ǫ.
Increasing the output length of our two-source extractors
In this section we prove Lemma 2.19 and show how to obtain two source extractors with multiple output bits. Before doing so we briefly explain how a so-called collection of independent matrices can be obtained. Let F 2 r denote the finite field with 2 r elements. It is well-known that elements of this field form a F 2 -linear space of dimension r. Let β 1 , . . . , β r ∈ F 2 r be a basis for this space. Note that multiplication by any β ∈ F r 2 \ 0 is an invertible F 2 -linear transformation, and let M i be the matrix representing multiplication by β i in our basis. It is now rather straightforward to verify that M 1 , . . . , M r are independent according to our definition.
We now proceed to prove Lemma 2.19. where M = t i=1 α i M i . Since M has full rank and E(x, y) is a [n, 1, ρ, ǫ]-two source extractor which is linear invariant with respect to h 1 , h 2 , we see that
Applying Lemma 6.1 completes the proof.
