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Introduction
To test a hypothesis about the mean vector of a multivariate no bution, Hotelling (1947) proposed a T2 statistic that has been widel tistical process control (SPC) to monitor a multivariate normal pr process/population with ρ quality variables (characteristics) in X is assumed to follow a multivariate normal distribution with an unknown mean vector μ and unknown but constant (in-control) covariance matrix Σ. The pro cess is said to be in-control in its mean (or simply in-control) at a given time if the hypothesis Hq : μ = μο cannot be rejected based on a random sample taken from the process at that time, where μο represents the in-control process mean. On the other hand, μ can shift from μο at an unknown time, and the main purpose of SPC is to detect this shift as soon as possible.
Since the main concern in SPC practi μο is normally not specified and is esti so a Τ2 control chart can be set up in in Phase II. Assume we have referen the in-control process in Phase I. We ^2i=i{Xr,î ~ Xr){Xr,î ~ Xr)'/(X -1) t see the decision rule for monitoring th random observation X is taken from th commonly used in practice (cf., Ander T* = -X-i(x-xR)'s It is well known that [(N -p)/((N -\ tribution with non-centrality Λ = (N/ (2003) ). Under Hq : μ = μο, Λ = 0 and tion. Hence, our 100(1 -a)% decision r control signal is triggered if T2 > tl( Fp,n-p,o(oi) is the (1 -a) percentile of control limit on a T2 control chart.
When T2 signals a change in the mean A Τ2 value, however, does not provide is responsible for the overall out-of-co practical importance because engineers variable requires adjustments after the tifying the influential variable(s) in a by several authors. Alt (1985) proposed each individual variable; Hayter and Ts control limits so that the overall alarm A different approach, based on Renche tic, can be found in the following refe Young (1995, 1997) (more d Young (2002) ); the union-intersection o marginal contribution method of Mur ganaksoy, Faltin, and Tucker (1991) ; the Hawkins (1991 Hawkins ( , 1993 ; and the finite in Jackson (1991) and Fuchs and Benja component analysis {PCA) for improvin MacGregor (1996) provided another a squares. Contribution plots proposed b can be constructed, for the normalized principal com ues, to find the variables responsible for the out-of et al. (2002) proposed a new method based on PCA t variables responsible for an Out-of-control signal in The cause-selecting chart (CSC) proposed by Zhan different approach to solving the problem of interp nal in the T2 chart. Wade and Woodall (1993) sugge CSC chart for diagnostic purposes and also inves tween cause-selection control and the multivariate developed a Minimax control chart that can give ev is causing the out-of-control signal. The Minimax c cussed in Sepulveda and Nachlas (1997) and is sim by Hayter and Tsui (1994) and Timm (1996) . Kala proposed a diagnostic procedure called 'D-technique a multiple-regression equation.
An important adjunct to the statistical procedur scheme that can display the basic features of the da (1987), Fuchs and Benjamini (1994) , Sparks, Adolphs Atienza, Tang, and Ang (1998) ). More recent approa neural network and decision tree can be found in A (2006), Chen and Wang (2004) , Guh and Shiue (2008) In this paper we propose a method based on the identifying a variable or group of variables most lik rejection of Ho : μ = μο-We consider the cases with of-control mean vector. When no out-of-control me computes the conditional likelihood that an individua is in-control, given that Ho : μ = μο is rejected. Wh with a specified out-of-control mean is given, our tional likelihood that an individual mean or a group direction specified by the overall alternative, given By comparing these conditional likelihoods, we id able(s). Our method assumes that the process is a is therefore a diagnostic tool. In contrast, many ex Ho : μ = μο is true when deriving the distributions for e.g., the central F distributions for the decomposed and Young (1995) and ^-distributions for the regres Hawkins (1991) . Note that, when Hq : μ = μο (in-c may not be interested in the identification problem.
This paper is organized as follows. Se and provides formulas for computing method. In Section 3, we illustrate our the literature.
The Proposed Method Based on the Likelihood Principle
In Section 2.1, we describe our proposed method for identifying the influential variable(s) when Ho : μ = μο is rejected. Section 2.2 provides formulas for computing the likelihood of causing an out-of-control condition for each variable or group of variables.
Description of proposed method
We consider two cases for the alternative hypothesis: one specifies and the other does not specify the out-of-control mean. For the first case, let the specified out-of-control mean vector be μ* = (μ"^ ,···,μ*α^ )' {φ μο), where μ*α^ is a pj x 1 sub-vector and Y^k=iPj = ρ■ This μ* and its partition need to be determined before samples are taken from the process in Phase II, and they represent the user's belief or conjecture about the out-of-control mean vector. Hence, the two cases are (A) Ha : μ = μ*α, (Β) Ηa : not H0. Let X be a random sample taken from Νρ(μ, Σ) during Phase II and χ be the observed value. Assume that the observed t2 = (N/(N+1))(x-Xr) 'S-r\x-Xr) of Τ2 satisfies t2 > t^a), so Hq : μ = μο is rejected at significance level a. Note that, when Hq is rejected, X and XR do not have the same mean.
For Case (A), to detect the out-of-control individual mean(s), we similarly partition μ = (pW,..., μW)', μ0 = (μ^ ,..., μ^ )', AT ξ (Α(1)',..., Aw')', and χ = (xW,. ,xW)'. Define Hoj : μ^ = μ\Ρ and Haj : μ^ = μ*α^\ for j = 1,..., k. Then, the question is: Which of the hypotheses Ha] is most likely to be true according to the data, given that Ha : μ = μ* is accepted? We compute the conditional maximum likelihood, ij (Haj | Ha), for each Haj. By comparing these likelihoods, we identify which mean vector is most likely responsible for the overall out-of-control condition. Our method is different from other critical-value types of approach (e.g., Mason, Tracy, and Young (1995) and Hawkins (1991) ). For Case (B), since no pj's are pre-specified, we need to consider all possible partitions of the mean vectors, μ and μο· For each partition, our question is: which hypothesis Hoj is least likely to be true according to the data, given that Ho is rejected with T2 = t2 (> i(2(«)). The conditional likelihood of Hq3 is similar to (2.1) and can be calculated as (since Hoj is simple): To compute the conditional likelihood / (p (A1^1) = a^1) | y2 = t2) when Hq is rejected, we first note from (i) and (ii) of Theorem 1 that the conditional distrib tion ofT2, given (Α^Ι,Α^, S^n) = (x(1), ββ,ιι), is (1 + t\/{N -1))[(ATl)qi/{N -p)\Fqi, ΛΓ-Ρ,λ2 + t2, which depends on (χ^,ζ^,βΛ,η) but throug t\ = [N/(N + 1)](χ(1) _ £^)'δ;Λι(χ^ -F1·"0111 the fact that A^, A ) and fasymp given in Appendix Β (Β. 16).
To compute both conditional null and alternative likelihoods, we note that (2.5) depends on certain unknown model parameters that need to be estimated from the reference or current data. First, the in-control μο and Σ are respectively estimated by Xr and Sr from the reference data. For ii(Hai | Ha) in Case (A), μ = (μ^',μ^')1 is replaced by μ* = (μ*^1'', μ*(2)' (Β), μ = (μί1)' , μ-2'')' is estimated by (μ^ A known, and variables such as t2 and t\ are given. Fur sample size is normally Ν = 20 or 25 in a univariate multivariate case, the two-term approximation in (2 this in the next section.
Illustration of Method Using Example
We use an example from the literature to illustrate and evaluate our proposed method. Out-of-control variables are identified for Case (B) and for Case (A).
Identifying out-of-control variables for Case (B)
We use the data in Flury and Riedwyl (1988, p.151 1991) . For Case (B) where no alternative is specified, Table 1 gives the (approxi mated) conditional null likelihood, ij(Hoj | Ha). for each X<JK Only two terms in (2.5) are used to compute each likelihood. First, to see the accuracy of our approximation, we used simulation to estimate the exact likelihood because the exact likelihood in (2.4) is difficult to compute (each simulated likelihood was obtained based on 10,000 iterations). The simulation procedure is given in Ap pendix C. The data in Table 1 indicate that our approximations are quite accu rate.
We interpret the results in Table 1 . If we believe, for example, that there is only one out-of-control variable (so pj = p\ = 1), then X\ is the most likely one and its likelihood of being in-control is about 1/7 of the in-control likelihood for the next variable, X5. On the other hand, if we think there are two out-of control variables (pi = 2), then X\ and X § are the most likely pair. The same interpretation applies to the cases for pi = 3 and 4.
From Table 1 , we see that the sub-groups containing the two out-of-control variables X\ and X5 always rank high under each p\ (from 1 to 4), which in dicates that our method is quite effective. Furthermore, we can also compare results from different p\ values. For example, while the individual conditional in-control likelihood for X\ and X5 is 3.189E-0.3 and 2.145E-02, respectively, the joint conditional likelihood that X\ and X5 are simultaneously in-control is sig nificantly lower (at 4.355E-07), which is reasonable because these two variables are indeed simultaneously out-of-control in this example. Furthermore, when an in-control variable X4 is added (to obtain the first case under p\ = 3), the joint in-control conditional likelihood becomes smaller (5.299E-08), but not sig nificantly smaller (note that A4 is in-control but the observed value is 0.7632σ4 from its in-control mean). If one is to identify three variables, they are: Αχ, X4 and X5. The reason that X4 was included before Xi or X3 is less clear, and one has to consider the trade-off between some of the distances in (-2.7594σι, 0.8203σ2, 0.8741σ3, 0.7632σ4, 1.966as), the correlations, and the regression coef-. ficients in the non-centrality of the conditional likelihood. Nevertheless, the null likelihoods of the first three subgroups under pi = 3 are fairly close.
According to our procedure in Section 2.1, { Αι}, {Αι, A5}, {Αχ, A4, A5}, and {Ai, A3, A4, A5} are first selected (for each pj in Table 1 ). Since Ai and X$ appear in almost all of the sub-sets out-of-control variables.
We would like to point out that the ranking of the variables based on our conditional likelihood approach may be different from that obtained using the marginal T2 statistic (Mason, Tracy, and Young (1995) ) and z-statistic (Hawkins (1991) ) for each individual variable. This is mainly because their methods do not assume that an overall out-of-control condition existed; hence, all their non centralities were assumed to be zero. We are interested in the identification problem when Hq : μ = μο is rejected.
Identifying out-of-control variables for Case (A)
Since our method for Case (A) can easily be illustrated in terms of sh in means, we define the parameter A = μ -μο = (Δ^1)',..., Δ^')' an hypothesized shifts Δ* ξ μ* -μο = (Δα^ ,..., Δα )'. Then, Haj c rewritten as Haj : A^ = Aa"'. Because Δ* is only a hypothesized v pre-specified by the user before the process monitoring in Phase II begins possible that the process shifts in a direction different from the Δ* during II. To study the ability of the proposed method to detect out-of-control m let μα = {μίϊ* ,·■■■, μα * )' be the actual out-of-control mean and Δα = μα -(Δ<1} ,..., AÎk) )' be the actual shift.
We use the example from Section 3.1 to illustrate and evaluate our me With Δα = (2.5σι, 0,0, 0,0)' and pj = 1, we simulated a random sample fro out-of-control process Νε,(μα, Σ), with μα = μο + Aa, to obtain X = (23.19 10.53652,13.89620,11.01731,9.57183 )' with t2 = 17.99087 > ig(0.05) = 14.
Hence, Hq was rejected. Here μο and Σ are given in (3.1) and (3.2), respecti First, we assume the pre-specified shift is the same as the true shift, Δ* For pj = 1, the individual conditional likelihoods, ij(Haj | Ha), for X\ to X 0.31519, 0.25097, 0.26626, 0.21544, and 0.15556, respectively. From these likelihoods, Ha 1 : Δ^1) = 2.5σι for Αι is first and corr identified by our sample as the most likely sub-group alternative. Further since Aa ' = 0 for j = 2,..., 5, the sub-group alternative Haj : A^ = 0 ( is Aa^), j = 2,..., 5, should be true. Indeed, they also receive high £j v
So, by confirming that X2 to X5 are in-control, we are able to single out the out-of-control variable. We look to see if we still can detect X\ when pre-specified shift is Δ* = (0,2.5σ2,0,0,0)' φ Aa. Because the true mean is Δα = (2.5<τι, 0,0,0,0)', Ha\ : Δ^1) = 0, and Ha2 : Δ(2) = 2.5σ2 are exp to be the two least likely alternative hypotheses. Indeed, the £j{Haj values for Xx through A5 are 0.00011, 0.03088, 0.31536, 0.25647, and 0.170 respectively. These values indicate that A3-A5 are m and X2 is unlikely to be out-of-control. Again, we out-of-control variable.
This example illustrates our method with only one sample. To extend it, we also considered Δα = (2.5σι, 0,0,0,2.Sus)' with shifted means in both X\ and A5.
We simulated 500 random samples, each of size of 1, from Νζ(μο + Δα, Σ). Note that for a pre-specified Δ*, each of the 500 simulated samples gives Cf = 10 ij values for comparison if pj = 2. Assume Δ* = (2.5σι, 2.5a2,2.5σ3,2.5σ4,2.5us)'.
Based on the ^-values, #a( 1,5) : (ΔΜ,Δ(5)) = (2.5σι,2.5σ5) was first and cor rectly picked as the most likely alternative in 90.2% of the 500 simulated samples.
If Δ* = (0,0,0,2.5σ4,0)', our method first identified #α(2,3) : (Δ^2\ Δ^3^) = (0,0) as the most likely sub-group alternative in 86.6% of the 500 simulated cases.
This result is reasonable because the true and hypothesized means are equal for (A2,A3); thus, our methods eliminated X2 and A3 as out-of-control variables.
Other alternative hypotheses for pairs of two variables were considered unlikely, because their hypothesized shift vectors were not equal to the respective true shift vectors. For example, the ij values of #0(1,4) : (Δ1#,Δ1#) = (0,2.5σ4), #o(2,4) : (Δ(2),Δ(4)) = (0,2.5σ4), and #α(4)5) : (Δ(4\Δ(5)) = (2.5σ4,0) were ranked first in only 0.2%, 0.0%, and 0.0% in the 500 simulated cases, respec tively. From this, we see that A4 is unlikely to be out-of-control, and we again identify the out-of-control variables X\ and A5. Yen (2008) has conducted a more extensive simulation study and found that our method is effective in identifying out-of-control variable(s) in all scenarios considered.
Appendix A: Proof of Theorem 1 Part (i) follows immediately from Anderson (2003, p.143 ). Next, we find the distribution of T| | {(A^,Sr^u) = s#,n)}. Since (Theorem 3.3.9 of Gupta and Nagar (2000) We find the asymptotic expansion in A-1 for (B.l) by finding the asymptotic expansion for each factor in (B.l).
We need the following result to derive several asymptotic expansions. where ar = ατ(β) = [(-2)r/(r(r + l))](Br+1(-p/2 (5) and the β-J {β) satisfy the recursive relation in (B.3). Here, Br+1(·) is the Bernoulli polynomial of degree r+1 and order of unity defined by re'lT/(er -1) = X]^=0(rr/r!)i?I.(h) (see Anderson (2003, p.318 where fisymp is given in (2.6). We need to note that the summation in ( Finally, we integrate (Β. 15) or (Β. 16) with respect to and Sr,η to obtain (2.5).
Appendix C: Simulation Procedure for Table 1 To obtain the simulated values of (2.4) in Table 1 , we first note that fxw (x^1)) and fT2(t2) in (2.4) are, respectively, the pdfs of Νρι(μ^·1\ Σ1Χ) and [((Ν - 
