We apply support vector machine (SVM) to study the phase transition between many-body localized and thermal phases in a disordered quantum Ising chain in a transverse external field. The many-body eigenstate energy E is bounded by a bandwidth W = Emax − Emin. The transition takes place on a phase diagram spanned by the energy density ǫ = 2(E − Emin)/W and the disorder strength δJ of the spin interaction uniformly distributed within [−δJ, δJ], formally parallel to the mobility edge in Anderson localization. In our study we use the labeled probability density of eigenstate wavefunctions belonging to the deeply localized and thermal regimes at two different energy densities (ǫ's) as the training set, i.e., providing labeled data at four corners of the phase diagram. Then we employ the trained SVM to predict the whole phase diagram. The obtained phase boundary qualitatively agrees with previous work using entanglement entropy to characterize these two phases. We further analyze the decision function of the SVM to interpret its physical meaning and find that it is analogous to the inverse participation ratio in configuration space. Our findings demonstrate the ability of the SVM to capture potential quantities that may characterize the many-body localization phase transition.
I. INTRODUCTION
Many-body localization (MBL) refers to a class of correlated systems that fail to thermalize in the sense that they violate the eigenstate thermalization hypothesis (ETH) [1] [2] [3] [4] . As a consequence, certain memories of the local initial conditions can be forever remembered in conserved local observables. They thus have the potential to robustly store quantum information 5 . Compared to the conventional thermal phase, the MBL phase has many novel characteristic properties. The hallmark of the MBL phase is that the eigenstate entanglement entropy follows the area-law instead of the volume-law in the thermal phase [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . The MBL phase has zero DC conductivity 16 and discrete local spectrum 17 . The statistics of the energy level spacing in the MBL phase is described by the Poisson distribution, in contrast to the Wigner-Gaussian distribution typical in the thermal phases 4, 5, 7, 13, [18] [19] [20] . The properties of the entanglement entropy and the level spacing have been commonly used to study MBLthermal phase transition 6, 7, [21] [22] [23] [24] [25] . However, the intrinsic many-body problem makes the study of the critical phenomena very challenging due to the sample size limitations and the nonperturbative nature of strong disorder. Despite the formal analogy to the mobility edge problem in the single particle Anderson localization 26 , such basic questions of whether the MBL-ETH transition can be viewed as a localization transition in the many-body Hilbert space remains controversial. It is known that Anderson localization is stable against weak electronelectron interactions, which suggests that the MBL phase would emerge when disorder is strong enough 16 . One of the most profound and powerful physical quantities widely used to identify the Anderson localization transition is the inverse participation ratio (IPR) 27 that measures the (inverse) of the spatial coverage of the singleparticle eigenstates. One therefore asks if the MBL arises through the localization of the many-body states in the configurational Hilbert space, and if the scaling behavior of properly generalized IPR can be used to determine the MBL phase transition. Several theoretical studies have shown that the behavior of the IPR (or its inverse) and the entanglement entropy share similarities [28] [29] [30] and are directly related in the single particle picture 31 , whereas others offer opposite arguments 7, 32 .
In this work, we apply machine learning to the classification of two different phases, the ETH and the MBL. We will also explore and extract useful information concerning the above questions from a machine learning perspective. Specifically, we build and operate the support vector machine (SVM), designed for the random transversefield Ising chain. First, we demonstrate that the trained SVM with appropriate kernel choice is able to distinguish the two phases and determine the phase boundary. For our model, we only require training data from two different energy densities to make the trained SVM work for the whole energy spectrum. This fact ensures that during the training process, the models are built on properties of the MBL phase itself which should not depend on energy. Compared to training and testing at a fixed energy density and repeat the process multiple times in the full energy space to determine the transition line, training only once is much more computation cost-saving, especially considering that it is often expensive to generate class labels. Finally, we try to study and understand how the SVM makes the decision. We find strong evidence that the SVM has the ability to automatically choose a decision function which is very closely related to the many-body IPR defined in the configuration space.
II. MODEL AND METHOD

A. Transverse-field disordered quantum Ising chain
The quantum transverse-field Ising chain is known to develop the MBL phase when the disorder strength is strong. The Hamiltonian of the system is given by
where σ x and σ z are Pauli matrices and L is the number of sites in the chain. In Eq. (1), the second nearest neighbor coupling J 2 and the transverse eternal field h will be assigned uniform and nonrandom values, whereas the nearest neighbor coupling is site-dependent, J i = J +δJ i , where J is a constant and δJ i is randomly taken from a uniform distribution [−δJ, δJ]. Thus δJ measures the disorder strength. For a certain disorder realization, the energy E of the many-body eigenstates of H is bounded within a bandwidth W = E max −E min . Consider a disordered ensemble of H, the appropriate dimensionless energy is defined by the energy density ǫ = 2(E − E min )/W relative to the total bandwidth, within a small window around ǫ. The density of states of this model at δJ = 1.8 when L = 14 for a specific disorder configuration is shown in Fig. 1 . For a given set of J, J 2 , and h, the transition between the thermal (ETH) and MBL phases corresponds to a boundary in the phase diagram spanned by δJ and ǫ. Here we set J 2 = 0.5h = 0.3J. (1) at δJ = 1.8 for a specific disorder configuration. ǫ is the energy density. The mobility edges separating thermal and MBL phases are determined according to supplementary material of 6 .
B. Data for machine learning
Instead of dividing the system into two subsystems A and B to calculate the reduced density matrix of an eigenstate ρ A = Tr B |Ψ Ψ| and using the entanglement spectrum as the training data set 33, 34 , we directly feed the probability density of the eigenstate |Ψ computed on the spin basis as the training set to the SVM. The reason for doing so is that, although by preprocessing the training data the dimension can be reduced and redundant information may be filtered out, useful information contained in the wave function can also be lost. Since the entanglement entropy is not the only quantity that can characterize the MBL phase, we thus classify the probability density of the wave function instead of entanglement spectra. On the one hand, this method allows the exploration of other characteristic physical quantities of MBL, and on the other hand, it stages a test on the power of machine learning: if only minimally processed knowledge is given in the training data about what property can be used in the classification, is machine learning able to find out the relevant physical property by itself?
Our results show that the answer is positive. In addition to that, the algorithm turns out to be remarkably efficient for our model: only input wave functions at two different energy densities are used as the training set and the trained model is able to determine the transition region at any energy densities and the mobility edge for any disorder strength. In other words, by training with wave functions generated at four corner points on the (δJ, ǫ)-plane, the models are able to produce the complete phase transition line in the 2-parameter phase diagram. It is also remarkable that the SVM is capable of capturing certain generic properties for all energy densities in making the decision, rather than being trapped by energy-specific properties. This part is presented in detail together with the classification result and decision function detection in Section III.
C. Support vector machine
There are many machine learning models that are widely used in data classification. Some of them have been used in many-body physics problems to study phase transition such as artificial neural networks [33] [34] [35] [36] [37] , clustering via principal component analysis 38 , and kernel method for support vector machine (SVM) 39, 40 . Here we focus on the last one due to its better interpret ability.
SVM is one of the most successful model for binary classification, which aims to linearly separate data belonging to two classes {+1, −1}, making the distance between the separating hyperplane and its nearest data point in both classes as large as possible. In another word, for any hyperplane separating two classes of data, there exists a region where we can pin the separating hyper plane without changing the accuracy of classification, this region is called the margin, we want to find the hyper plane corresponding to the maximum margin.
Suppose the hyper plane satisfying this requirement is:
Since only the direction of w matters, we have the freedom to change its modulus without affecting its direction, we can normalize w thus make it to satisfy
where x n is the data point closest to the hyper plane. Then the distance from x n to the hyper plane is |(
, which is what we want to maximize, where x can be any point on the hyper plane. Equivalently, we can minimize
If we consider that the data points are not completely linearly separable, that is, a few of them will fall into the margin, then the normalizing condition fails for them, and turns to be y n ( w T · x n + b) ≥ 1 − ξ n , where ξ n ≥ 0 for all data points and the total violation is the sum of all ξ n .
So we are minimizing a Lagrange subjecting to some conditions which can be expressed as Lagrange multiplies, according to Kuhn-Tucher theorem, that is:
where α n , β n ≥ 0. The second term on the r.h.s of Eq. (3) is the regularization term. It is the price that violation of the margin has to pay. Increasing C means less tolerance to violation of the margin thus yielding more complex model and decreasing C makes the price of violation smaller thus avoid fitting noise too much. The "hyperparameter" C should be determined by grid search in a manually specified subset of values, and taking the value which leads to best accuracy on a validation set which takes the same range of δJ to the testing set, but differs in disorder realizations. Note we are minimizing L with respect to w and b, but maximizing it with Lagrange multipliers α and β.
Plugging Eq. (4) to (6) into Eq. (3), we get rid of w, ξ, and b, so we are maximizing L( α) with respect to α, that is, to minimize its opposite:
α n y n = 0 and 0 ≤ α n ≤ C, ∀n, where K ij = x i · x j is called the kernel. This is equivalent to solve a constrained optimization problem. Because it's quadratic, there's just a single global minimum, thus a unique solution, which differs from some other popular machine learning models like artificial neural networks. Note that only a few of all N α's are not zero, otherwise there is a high risk of over-fitting. Those nonzero α's correspond to the constraint | w T · x n + b| = 1, namely, correspond to those data points that are closest to the separating hyper plane. They are called support vectors because they completely determine the separating hyperplane. After obtaining α, w can be obtained from Eq. (4) by w = NSV M n=1 α n y n x n . In the previous linear case, the kernel K ij is simply the inner product of x i and x j , but in most realistic cases, the data set is not linearly separable, and we have to transform the data from its original space X to higher dimension space Z , say, if the original X space is 2-dimensional (x 1 , x 2 ), the simplest transformation to higher space X → Z can be (
2 . In real calculations we need not to be bothered with the details of the transformation but only need to know the values of kernel so that we can minimize Eq. (7) to get α, thus the decision function. Above we take an simple example of polynomial kernel, in fact, an input data can be raised to any order by choosing the general form of poly-
We can even transform the original data to infinite high dimension of space by choosing a radial basis function (RBF) kernel
, or define the kernels by ourselves to satisfy specific requirements.
Although without knowing the details of the transformation, we cannot write down w = NSV n=1 α n y n z n , it does not hinder us in using SVM to predict the label of new data, since the the prediction is made based on the sign of w · z + b, so the decision function is:
which again requires the values of kernel only.
III. PHASE CLASSIFICATION AND DECISION FUNCTION A. Classification result and phase diagram
In our case, both the training and testing datasets are composed of probability density of eigenstate wavefunctions of the Hamiltonian in Eq. (1) by exact diagonalization, labeled as MBL (+1) or ETH(−1). We choose δJ = 0.15 ± 0.05 at ǫ = 59/60 and ǫ = 19/60 which are deep in thermal phase and δJ = 6.5 ± 0.5 at the same energy densities which are deep in MBL phase to generate 18000 wavefunctions, 4500 for each (δJ, ǫ) pair, and use their probability densities as the training set. By training on just two energy densities we obtain a model which works for the whole energy spectrum. We note that this cannot be achieved if only a single energy density is involved in the training set, implying that in such case information specific to energy may be learned. The testing set consists of data of the same kind but generated in a wider range δJ ∈ [0.05, 0.45] labeled as thermal and δJ ∈ [5.0, 8.5] labeled as MBL at ǫ = 59/60, 43/60, 31/60, 19/60.
We firstly train SVM's with different kernels, including linear kernel, polynomial kernels with d = 2, 3, 4, 5, 6 and RBF kernel.
We only want to keep the homogeneous terms so we choose c 0 = 0 for polynomial kernels.
By grid-search we find that in this specific case the models are not very sensitive to regularization.
We sweep C through {10 −4 , 10 −3 , 10 −2 , 10 −1 , 1, 10, 10 2 , 10 3 , 5 * 10 3 , 10 4 }, when C ∈ [10 −2 , 10 2 ] the validation result stays above 96% for all polynomial kernels, and is unaffected of the order of polynomial kernels (excluding the special case d = 1, which we call it linear kernel). Therefore we choose C = 1.0 for our models. For models with linear or polynomial kernels, there exits a threshold of γ, above which the validation accuracy reaches its maximum. We choose γ = 400, which is large enough to give the optimum validation result for linear and polynomial models. While for RBF kernel, we choose γ = 1/2 L+6 , which is also determined by validation.
Then we make a model selection of type of kernels based on their performance on the testing set, with the selected kernel to proceed phase classification. The result for model selection when L = 12 is shown in Fig. 2(a) . We find the test accuracy is below 50% for linear kernel, implying that linear SVM is not able to distinguish between thermal and MBL phases. While for polynomial SVM's, they all have accuracy above 95%, meaning that polynomial SVM's are all qualified phase classifiers. The test accuracy slowly increases with d, until finally saturates its maximum 99.98%, which is the test accuracy of RBF kernel.
In Fig. 2(b) we show the fraction of support vectors (SV), namely, the number of nonzero α's among all training data when L = 12. The fraction of SV is always smaller than 1/3, because the number of SV is directly related to the effective degrees of freedom of the model, this indicates that we are not in the risk of over-fitting. Besides, the fraction of SV decreases with increasing q when q ≥ 2, until reaches 11.8% for RBF kernel. Considering that SV's are the data points most difficult to classify, this result again implies that SVM with RBF kernel may be the best choice of model in this case. When L = 10 and L = 14, the test accuracy versus polynomial has the same trend as it in L = 12 case, so we choose RBF kernel that gives rise to the best test accuracy (99.77% for L = 10 and 100% for L = 14) to plot the phase diagram.
Then we use the trained SVM to determine the transition point for different energy densities. To be consistent with the analytical result 6 , we choose ǫ = (11+4i)/60, i = 1, 2, · · · , 12. For each of the above ǫ, we have series of δJs ranging from [0, 5] , and for each δJ we have an ensemble of probability density of eigenstate wavefunctions generated at different disorder configurations. We input all eigenstates in an ensemble and compute the fraction of thermal outputs, the fraction behaves like a soft step function. When δJ is small, namely deep in thermal phase, the fraction is 1 because the actual phase should be ETH, and when δJ is large, deep in MBL phase, the accuracy is 0, while in the transition region between the two limit, the fraction decreases from 1 to 0. We choose δJ corresponding to f raction = 0.5 as the transition point δJ * for a given system size ( Fig. 3) , because it's where the machine is of the least confidence and confused most. We choose when f raction > 0.75 as ETH, f raction < 0.25 as MBL, and between which is the tran-sition region. We repeat this procedure for L = 14, 12, 10 then make a finite size extrapolation with error bar to get δJ c (inset of Fig. 3 ).
In this way we computed δJ c for ǫ = (11 + 4i)/60, i = 1, 2, · · · , 12, and make an exponential fitting of the data to get the phase diagram, shown in Fig. 4 , which qualitatively agrees with the result that obtained from scaling the variance of entanglement entropy 6 . For each size, we take δJ when ETH and MBL are half-half to be the phase boundary, denoted by δJ * . The inset shows size extrapolation with δJ * for 3 different sizes (L = 10, 12, 14), the intercept is interpreted as the phase boundary in thermodynamic limit, namely δJc.
B. Decision function in SVM
As we have seen in Fig. 2 , linear SVM completely fails to distinguish between the two phases, achieving only 43.5% test accuracy, in contrast to at least 96.3% of polynomial kernels. We look into details for L = 12 case in order to corroborate our conclusion that the we cannot separate the input data labeled by the two different phases in their original space, and that for the aim of phase classification it's required to transform the inputs to higher dimensional space. In Fig. 5 , if we use linear kernel, the test accuracy is always below 50% in different trials with increasing number of training samples. This is not surprising, because the wave functions are normalized and for any of them, whatever MBL or ETH, the sum of elements in an x is unity. It's like that in a 2 L dimensional feature space where all data samples are distributed, data points corresponding to MBL are more likely to be near the edges of that space while ETH data are more likely to be in the center, it's impossible to have a hyper-plane of the same dimension to separate them. So we have to turn to at least quadratic kernel, resulting in test accuracy to be at least 91.2% with 14000 training samples, and can be systematically improved by enlarging the training set, which is what we expect because if the bias between the models we choose and the real pattern is limited, more training data will reduce model variance thus to generally improve the test performance. 2 and linear kernel K( xi, xj) = xi · xj, then test them on 4500 testing samples to obtain the accuracy for each.
One advantage of SVM is that we can uncover the exact form of the decision function. Although it becomes cumbersome in higher order polynomial kernels and even infeasible in RBF kernel. Here we simply look into quadratic kernel, the decision function can be written down as:
and w ij can be calculated using:
α n y n x ni x nj (10) where i, j = 1, 2, · · · , dim(H). In Fig. 6 , we show the 3D plot of w ij when L = 10, so both i and j range from 1 to 2 10 . It's obvious that the distribution of w ii and w ij (i = j) are drastically different. We find that w ii coupling to x 2 i is dominant in the decision function over w ij (i = j). This means that only terms like
doesn't affect the decision much. This immediately reminds us of the inverse participation ratio (IPR), whose generalized definition in many-body system is:
when q = 2. It can also be seen from Fig. 6 that most of w ii 's are of the same order, meaning that {σ z i }|Ψ n | 4 for each i contributes almost equally, thus further corroborating that it's a quantity similar to IPR the that acts as the threshold in the decision function of SVM with quadratic kernel. [7, 20] , with an average equal to 13.75.
In the above discussion we find that the decision function of quadratic SVM is closely related to I q=2 , We ask if SVM with higher order polynomial kernels also uses Fig. 2 , higher order polynomial kernel leads to better test performance, and with the RBF kernel the test accuracy reaches its maximum. We want to figure out the reason for this increase, say, is it due to weighing crossing terms x i x j , i = j more or weighing them less, or simply because higher order terms are sharper classifiers? Unfortunately for higher order polynomial kernels, the decision function has poor visualization and becomes even inaccessible in RBF kernel. So instead of studying decision functions directly, we preprocess training data by manually raising each element in the input vector to higher order, removing cross terms, only keeping terms like x q i = | {σ z i }|Ψ n | 2q , then apply linear SVM on them. The test accuracy is 99.65% for q = 2, 99.33% for q = 3 and 99.48% for q = 4. They are very close to each other and are all close to 99.98% which is the test accuracy of RBF kernel acting on the original dataset. This suggests that the contribution from cross terms to decision function is further suppressed in higher order polynomial and RBF kernel, which is the cause for higher test accuracy, while involving higher order terms in decision function doesn't have much influence. We also train three linear SVMs on the preprocessed data with q = 2, 3, 4 in the transition region. The results are shown in Fig. 7 , the decision boundary found by them at ǫ = 59/60 when L = 12 are δJ = 1.80±0.78, 1.90±0.75 and 1.96±0.79 (shown in colored lines), agreeing well with 1.82 ± 0.54 for RBF kernel on original dataset (shown in black dashed line). Thus we conclude that cross terms are unnecessary for characterizing thermal and MBL phases, when SVM's with polynomial and RBF kernel search for decision function, they automatically ignore to large extent these unnecessary terms, resulting in decision functions that are closely related to IPR in spin configuration space.
IV. DISCUSSIONS AND CONCLUSIONS
We train SVM's with different types of kernel on the probability density of eigenstates obtained by exactly diagonalizing the Hamiltonian of a disordered quantum Ising chain to classify thermal and MBL phases. The training data belonging to the two different phases when δJ takes extreme values are generated at only two different energy densities, which is enough for us to train an SVM model being able to determine phase transitions at all energy densities. This demonstrates that the characterizing quantity found by the SVM is a general quantity to the whole energy spectrum. In this way we require much less labeled data which are expensive in computation, and only need to train one SVM to completely determine the phase boundary, which greatly saves the computation time. By model selection we adopt RBF kernel which gives the best test performance to proceed phase classification. We apply the trained SVM with RBF kernel on the data generated at moderate disorder strength to identify the phase of data in the transition region. We choose the disorder strength corresponding to the minimum of confidence to be the transition point for the given size, and make an extrapolation for different sizes to get the critical disorder strength. The result qualitatively agrees with previous studies. The power of SVM is that with least prior knowledge of the phase transition, SVM itself is able to extract related information and find out how to identify different phases based on the raw input, say, probability density of wavefunctions. This can be very powerful especially when we lack knowledge of the physics. Besides, when appropriately applied, SVM can be more computation-saving compared to conventional methods.
We then turn to interpret how the SVM separate input data belonging to different phases. We find the decision function constructed by SVM is very closely related to inverse participation ratio I q = | {σ z i }|Ψ | 2q , q ≥ 2, indicating that MBL phase transition can be characterized by the coverage rate of Hilbert space. This suggests that there exists genuine localization in Hilbert space in MBL phase. Even though it is not yet proved due to size limitation, SVM reveals a possibility for further exploration.
In the supplementary material, we also train 3-layer neural networks (NN) on the same training set, and use it in the same way to SVM to classify MBL and thermal phases 41 . The phase diagram obtained by NN agrees to that by SVM within error bar, demonstrating that different machine learning models lead to the same classification results in this case. 
VI. SUPPLEMENTARY MATERIAL: PHASE CLASSIFICATION BY ARTIFICIAL NEURAL NETWORKS
The artificial neural networks (NN) are computing systems widely used in data classification, pattern recognition an so on. NN in principle can simulate any function mapping the input variables to the output. Suppose we have N training data points ( x 1 , y 1 ), ( x 2 , y 2 ), · · · , ( x N , y N ), where . Each x i , i = 1, 2, · · · , N is an probability density of eigenstate wave function expressed as a 2 L -dimensional vector in the Hilbert space whose basis is the 2 L orthogonal spin configurations, and labeled by a 2-dimensional vector y i = (1, 0) corresponding to thermal phase or y i = (0, 1) acts as a trial function f ( x), whose output is also a 2-dimensional vector. With the help of training set we aim to tune the trial function to make it a good prediction model, which will enable us to predict the outcome for new unseen inputs as accurately as possible.
We adopt the cross entropy as a metric to describe the closeness between the prediction f ( x) and the actual outcome y, thus to tell if if f ( x) is a good prediction.
Then the training process is to minimize the cross entropy of the training set, using back-propagation algorithm. The value of f ( x) is determined together by all neuron elements in the NN. Suppose that in addition to the input and output layers, there are M − 1 hidden layers each composed of is the final output, namely, f ( x i ), and x (0) i = x i is the input. The NN convert the input layer by layer:
where the W (m) is a
is the activation function, it acts on a n (m) -dimensional vector and generate a new vector of the same dimension with nonlinear property. For the output layer we choose Θ (L) ( x) to be softmax function, for hidden layers we choose Θ (m) ( x) to be ReLu function. The schematic mechanism of NN is shown in Fig. 8 .
We use the same training, testing and validation set to that of SVM described in the main text. We find that one hidden layer with 60 to 80 neurons (depending on dim(H)) is enough to achieve 100% accuracy among training samples. In order to avoid overfitting we apply a technique called dropout as a regularization. At each training iteration, we randomly choose some neurons and drop them from the neural network, that is to remove those neurons with all their weights and biases. For each size, we take δJ when ETH and MBL are half-half to be the phase boundary, denoted by δJ * . The inset shows size extrapolation with δJ * for 3 different sizes (L = 10, 12, 14), the intercept is interpreted as the phase boundary in thermodynamic limit, namely δJc.
The validation result shows that for 4 different cases: no dropout, drop 5% neurons of all, drop 10% and 20% neurons of all, the accuracy is not sensitive to dropout in the first 3 cases, while in the last case the accuracy decreases. Thus we conclude that we do not encounter overfitting here and need not to drop neurons. By this way we get 99.8% accuracy among testing samples for L = 14, accuracy 99.5% for L = 12, and accuracy 98.8% for L = 10.
We follow the same procedure described in the main text to determine critical points for energy densities ǫ = (11 + 4i)/60, i = 1, 2, · · · , 12 (Fig. 9) , and then the phase boundary between MBL and thermal phases by exponential fitting (Fig. 10) . The result obtained from NN agrees with that of SVM within error, it also agrees with that of scaling the variance of entanglement entropy
