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Resumo 
 
Modelos de previsão são aplicados a uma grande diversidade de problemas. Entre as diversas 
técnicas de previsão existem as que são baseadas em modelos estatísticos e matemáticos. 
Estes modelos utilizam dados históricos que são estudados a fim de se identificar os seus 
comportamentos e padrões para que sejam traçadas projeções futuras com base nos mesmos. 
Dentre os campos de aplicação, problemas de previsão de vendas se mostra bastante relevante 
para organizações. A previsão de vendas envolve identificar quanto os clientes irão comprar 
de um dado produto em dadas condições de venda. A evolução dos modelos de previsão tem 
sido determinada pelo avanço da tecnologia da informação que permite novas possibilidades 
para o processamento por meio de sistemas computacionais e a utilização mais intensiva da 
inteligência artificial no desenvolvimento de modelos preditivos. Diante destas novas 
possibilidades que a inteligência artificial permite, emerge o seguinte problema de pesquisa: 
Quais são as técnicas que apresentam maior acurácia quando aplicadas para previsão de 
vendas por grupo de clientes de forma individualizada? Nesse sentido, este projeto de 
pesquisa tem o objetivo de avaliar modelos de previsão baseados na combinação de técnicas 
estatísticas e de redes neurais artificiais para previsão de vendas por grupos de clientes de 
forma individualizada a ser testada em três indústrias de manufatura. Para alcançar este 
objetivo será desenvolvida uma pesquisa aplicada de caráter quantitativo que por meio de 
experimentos aplicados a dados históricos de vendas de três indústrias brasileiras permitirá a 
avaliação de quais modelos possuem as melhores capacidades preditivas. Espera-se que ao 
seu final, este projeto acrescente ao conhecimento científico resultados empíricos de modelos 
de previsão que abordam relações e efeitos nas vendas entre clientes e contribua para que 
modelos de previsão mais assertivos sejam implantados nas organizações, auxiliando em suas 
tomadas de decisões. 
 
Palavras-chave: Modelos de Previsão, Previsão de Vendas; Métodos Quantitativos de 
Previsão; Redes Neurais.  
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1. Introdução 
1.1. Apresentação do Problema 
O novo contexto da chamada Sociedade da Informação impôs às organizações diversas 
mudanças de paradigmas, bem como a velocidade em que estas precisam modificar-se, 
adaptar-se e tomar decisões para garantir vantagens competitivas ou mesmo a sua 
sobrevivência nesse ambiente cada vez mais competitivo. 
Este ambiente econômico no qual as organizações estão inseridas tem se mostrado cada vez 
mais complexo devido a maior integração entre mercados, avanços tecnológicos, variações de 
demanda, fusões e aquisições de empresas, aumento da competição dentre outras 
características que influenciam na formulação estratégica das empresas e no seu desempenho. 
De acordo com Porter (1986) a essência da formulação estratégica é a compreensão do 
ambiente em que a organização está inserida. Contudo, esta compreensão do ambiente é 
invariavelmente limitada, o que determina uma característica preponderante a toda previsão 
de uma empresa que é a incerteza.  
Modelos de previsão são aplicados a uma grande diversidade de problemas como áreas de 
finanças, econômicas, meteorológicas, produção de energia, sociologia entre outras.  
(THOMASSEY, HAPPIETTE & CASTELAIN, 2005). Entre as diversas técnicas de previsão 
existem as que são baseadas em modelos estatísticos e matemáticos. Estes modelos utilizam 
dados históricos que são estudados a fim de se identificar os seus comportamentos e padrões 
para que sejam traçadas projeções futuras com base nos mesmos.  
Dentre os campos de aplicação desses modelos, a abordagem a problemas de previsão de 
vendas de uma organização se mostra bastante relevante para organizações. A previsão de 
vendas envolve identificar quanto os clientes irão comprar de um dado produto em dadas 
condições de venda. Ela é vital para diversos tipos de decisão no âmbito das organizações 
desde decisões de investimentos em ampliação ou redução de plantas de produção, ampliação 
da capacidade produtiva, definição de número de funcionários, bem como todo planejamento 
da força comercial e planejamento de marketing da empresa. (ARMSTRONG, 2008) 
Além do caráter estratégico da previsão de vendas, existe uma dimensão tática e operacional 
em que a previsão de vendas pode ser utilizada, sobretudo no segmento de indústrias 
manufatureiras que comercializam seus produtos para outras empresas ou para canais de 
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vendas que irão vender os produtos para clientes finais. A aplicação de modelos de previsão 
como suporte a gestão comercial pode auxiliar no desdobramento de metas comerciais por 
regiões, por grupos de clientes, no acompanhamento do desempenho de vendas em clientes, 
na identificação de sinais de evasão de potencias clientes, na programação de abordagens 
comerciais como maior chance de sucesso entre outras aplicações. 
A pesquisa que se pretende desenvolver sobre modelos de previsão de vendas nesse projeto 
está focada na aplicação das técnicas de previsão no âmbito tático e operacional da gestão da 
área comercial de indústrias manufatureiras que comercializam seus produtos para clientes 
intermediários. Esses clientes podem ser indústrias que irão agregar algum valor ao produto 
para depois serem comercializados ou empresas que irão revender os produtos para clientes 
finais. 
Tem-se utilizado diversas técnicas de previsão de vendas. Inicialmente elas se concentravam 
em métodos estatísticos lineares como modelos ARIMA - modelo auto-regressivo integrado 
de média móvel e modelos de suavização exponencial. Esses métodos são baseados em 
funções lineares entre as séries temporais e esta característica impede que modelos dessa 
natureza capturem variações não lineares nas series, ciclos assimétricos ou variações 
ocasionais (WONGN & GUO, 2010; THOMASSEY, HAPPIETTE & CASTELAIN, 2005).  
Na busca de modelos que permitissem a captura de parâmetros não lineares diversas, 
pesquisas desenvolveram e testaram modelos baseados em técnicas de Inteligência Artificial 
como Sistemas Especialistas, Lógica Fuzzy, Redes Neurais entre outros (WONGN & GUO, 
2010).  
Outra dimensão que, apesar de ainda incipiente nos trabalhos científicos (ALMEIDA & 
PASSARI, 2006), mas que emerge nas pesquisas de modelagem de previsão diz respeito a 
exploração de modelos que incorporem a interação na relação e efeito cruzado entre as vendas 
dos diversos produtos dentro do portfólio de uma empresa, bem como explorar a relação e 
efeito das vendas individuais para um cliente impactando nas vendas para outro cliente. 
O avanço da tecnologia da informação tem determinado novas possibilidades para o 
processamento de sistemas computacionais e a utilização mais intensiva da inteligência 
artificial em modelos de previsão. Nesse cenário de maior capacidade de armazenamento e 
processamento cada vez mais as técnicas de previsão mais complexas que trabalham e que são 
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desenvolvidas a partir de grandes bases de dados atomizados tem sido pesquisadas, 
desenvolvidas e testadas.  
Estudos mais recentes apontam que a fronteira da pesquisa de modelos de previsão está na 
construção de modelos que combinam técnicas, os chamados modelos Híbridos. As pesquisas 
empíricas sobre modelos de previsão de vendas mostram o bom desempenho desse tipo de 
modelo em termos de acurácia e capacidade preditiva. 
Diante dessas novas possibilidades que a inteligência artificial permite e a necessidade de se 
utilizar previsões de vendas como suporte a gestão comercial no âmbito tático e operacional, 
emerge a seguinte questão a ser discutida nessa pesquisa: 
 
Quais são as técnicas que apresentam maior acurácia quando aplicadas para 
previsão de vendas por grupo de clientes de forma individualizada? 
 
1.2. Objetivos 
O objetivo geral desse projeto de pesquisa é avaliar modelos de previsão baseados na 
combinação de técnicas estatísticas e de redes neurais artificiais para previsão de vendas por 
grupos de clientes de forma individualizada a ser testada em três indústrias de manufatura.   
Como objetivos específicos, pode-se destacar: 
 Explorar empiricamente técnicas de previsão de vendas a partir de dados atomizados 
de vendas em três setores diferentes; 
 Avaliar se as técnicas de descoberta das relações no comportamento entre clientes 
auxiliando no desenvolvimento de modelos com melhores capacidades preditivas; 
 Avaliar se as técnicas de tratamento de séries temporárias permitem o 
desenvolvimento de modelos com acurácia melhor 
 Comparar a acurácia dos modelos de previsão de vendas individualizadas para curto 
prazo. 
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1.3. Justificativa do Projeto 
Os desenvolvimentos de projetos de pesquisas empíricas sobre a aplicação de modelos de 
previsão de vendas mostram-se bastante aderente às necessidades do ambiente organizacional, 
uma vez que todas as empresas de uma maneira ou outra realiza algum tipo de previsão para 
suas vendas.  
Zotteri e Kalchschmidt (2007) pesquisaram as práticas de previsões por empresas italianas do 
setor têxtil e do setor de maquinas e ferramentas e umas das conclusões da pesquisa é que o 
objetivo da previsão ou a finalidade do que se prevê é mais determinante para definição de 
como será o processo de previsão do que fatores ambientais e econômicos e a estrutura da 
empresa. Desta forma, as pesquisas sobre previsões precisam ser bem delimitadas quanto a 
aplicação que se deseja para a previsão. Outro apontamento da pesquisa é que quando as 
empresas realizam previsões de vendas eles dão mais importância para processos que 
consigam medir a performance das previsões, ou seja, nas previsões de vendas as empresas se 
preocupam mais com a assertividade e precisão das mesmas. 
Além da importância do foco da previsão ser determinante para as empresas definirem quais 
processos de previsão serão adotados, o nível de agregação das mesmas determina as 
possibilidades de utilização enquanto suporte a tomada de decisões. Gestores que necessitam 
tomar decisões específicas precisam de previsões mais individuais possíveis e de horizonte 
temporais curtos. Nesse sentido, para que previsões de vendas auxiliem na tomada de decisões 
táticas e operacionais no ambiente comercial se faz necessário que as mesmas consigam ser o 
mais individual possível. A metodologia de previsão a ser explorada nesta pesquisa busca 
auxiliar às organizações a tomarem decisões no ambiente comercial como: “quais clientes 
devo direcionar meus esforços de vendas nessa semana?”, “em quais clientes estou vendendo 
menos que o previsto?”; “quais famílias de produto tem maior potencial de vendas para cada 
grupo de clientes?”, além de outras questões alinhadas às decisões táticas e operacionais de 
vendas como estratégia de descontos comerciais a ser aplicada, aumento da força de vendas, 
ações de promoção em clientes e regiões. 
A importância e as possibilidades de utilização das previsões de vendas pelas empresas 
justificam a relevância e a quantidade de pesquisas cientificas que existem sobre o tema. Do 
ponto de visto científico, as novas possibilidades devido ao avanço da inteligência 
computacional permitem a pesquisa de novos modelos e técnicas de previsão. 
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Diversas pesquisas com abordagens quantitativas que abordam essas novas técnicas tem sido 
desenvolvidas como visto em Thomassey, Happiette e Castelain (2005); Wongn e Guo (2010) 
Chang, Lui e Fan (2009), Chang, Lui e Lai (2008), Hicham, Mohamed e Abdellah (2012). 
Contudo, a maior parte das pesquisas identificadas foca a previsão de vendas mais em um 
nível estratégico e com um nível de agregação de previsões não individualizadas. Trabalhos 
como o de Almeida e Passari (2006), identificaram essa lacuna em abordagens mais 
individualizadas e que exploram o relacionamento e efeitos cruzados das vendas entre os 
produtos. Em suas palavras: 
Poucos autores, contudo, exploraram modelos que 
incorporassem a interação entre os produtos e a influência 
cruzada em suas vendas. Alguns autores (...) investigaram o 
relacionamento entre produtos na previsão de vendas, mas esses 
estudos pouco utilizaram dados históricos, baseando-se, 
principalmente, em análises exploratórias e pesquisas de grupo. 
Vê-se, então, uma lacuna na bibliografia sobre previsão, que é o 
estudo do relacionamento e influência entre os produtos na 
previsão de vendas que incorpora informações acerca de mais 
de um produto simultaneamente. (ALMEIDA & PASSARI, p. 
258, 2006) 
Diante deste contexto, espera-se que ao seu final, este projeto acrescente ao conhecimento 
científico resultados empíricos de modelos de previsão que abordam relações e efeitos nas 
vendas entre clientes e contribua para que modelos de previsão mais assertivos sejam 
implantados nas organizações, auxiliando em suas tomadas de decisões. 
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2. Revisão Bibliográfica 
2.1. O Problema de Previsão 
Toda previsão, invariavelmente, carrega consigo a chance de não ser assertiva. Diversos 
fatores podem influenciar na previsão de variáveis futuras o que faz com que seja 
fundamental se delimitar e conhecer o papel e as limitações de uma previsão  
Executivos e profissionais das organizações reconhecem o papel fundamental das previsões 
como instrumentos de melhoria na tomada de decisão. De alguma maneira, toda organização 
faz previsão sobre o futuro de uma variável, seja previsão de vendas, previsão sobre o sucesso 
de um novo produto, sobre volumes de produção, previsões a cerca de custos de suprimentos, 
entre outras.  
Mesmo com o reconhecimento de sua importância, sistemas estruturados de previsão são 
muitas vezes difíceis e complexos de serem implementados e principalmente de serem 
utilizados no dia a dia das organizações. Se por um lado existe uma relativa ausência de 
implementações de modelos mais complexos e robustos de previsão nas organizações, tem-se, 
por outro lado, uma difusão de pesquisas teóricas sobre o problema de previsão, como foi 
encontrado na revisão bibliográfica. 
A exploração de modelos de previsão passa por algumas definições das dimensões que se 
deseja prever. Robert (1998) apresenta uma abordagem para o desenvolvimento de técnicas de 
previsão aplicadas a vendas e marketing de uma empresa. Nessa proposição, ele destaca que 
as técnicas de previsão de vendas podem variar em quanto ao nível de agregação das 
previsões no modelo e quanto ao tempo de existência dos produtos no mercado, conforme 
quadro 1. 
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QUADRO 1 – Classificação de Modelos de Previsão quanto ao nível de agregação e tempo de 
existência do produto 
  Previsões em Nível Individual Previsões em Nível Agregado 
Previsão após lançamento 
(Produtos Existentes) 
Modelos de varredura de dados e 
exploração do comportamento 
individual 
Modelos Econométricos do 
comportamento do mercado 
Previsão antes do 
lançamento (Produtos 
Novos) 
Pesquisas de Teste e Pre-teste no 
mercado 
Modelos de Ciclo de Vida e 
Difusão da Inovação 
Fonte: Roberts (1998) 
Este trabalho está localizado no Nível de Individual e em previsões de Produtos Existentes. 
Caracteriza-se em abordagem de modelos de varredura de dados e exploração do 
comportamento individual. Este tipo de análise pode ser utilizado para maximizar os 
resultados de vendas em ambientes competitivos, para compreender a relação e o 
comportamento de compra de clientes (ponto de vendas e/ou outras indústrias) e suas 
variações individuais no comportamento de compra (ROBERT, 1998).  
De acordo com Almeida e Passari (2006), diversas técnicas têm sido utilizadas para esse tipo 
de modelagem, sobretudo modelos de regressão linear e múltipla, análises de séries temporais, 
modelos de escolha discreta e árvores de decisão. Contudo, apesar do grande esforço de se 
trabalhar dados de forma individualizada os resultados não se apresentam satisfatórios. Ainda 
de acordo com os autores, “uma das técnicas para previsão desagregada que vem sendo 
utilizada com sucesso é a modelagem com uso de redes neurais artificiais, tendo mostrado 
superioridade sobre várias outras modelagens, em diversas áreas do conhecimento.” 
(ALMEIDA & PASSARI, p. 258, 2006) 
 
 
2.2. Medidas de Desempenho de Modelos de Previsão 
Para se avaliar e comprar métodos de previsão existem diferentes critérios. De acordo com 
Passari (2003) alguns desses critérios são: 
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 Acurácia 
 Custo 
 Habilidade do analista 
 Características desejadas de previsão 
 Características específicas do problema 
 Facilidade do uso 
 Requerimento de dados 
 Disponibilidade de softwares 
 Velocidade 
 Facilidade de interpretação 
 Eficiência 
 Enviesamento 
 Capacidade de incorporar a experiência do gestor. 
Apesar de não haver consenso entre os autores sobre quais critérios são mais importantes, a 
revisão da literatura, mostra que a acurácia tem sido o critério mais utilizado para selecionar 
qual modelo de previsão se apresenta como melhor. 
Nesse sentido, comparar as alternativas desenvolvidas por meio de análises de acurácia que 
mostram primordiais uma vez que previsões com grandes erros não suportam decisões dos 
gestores ou mesmo determinam decisões equivocadas. 
Lemos (2006) apresenta uma tabela resumo com as principais técnicas de aferição da 
acurácia, conforme Tabela 1. 
A escolha de qual método de acurácia utilizar depende da situação de comparação e das series 
temporais analisadas. Em condições de mesma escala entre as previsões e os valores reais a 
aferição do erro pode ser direta em que basicamente tem-se a diferença entre o valor previsto 
e o valor real. Nessas situações os métodos mais comuns utilizados são MAE e o RMSE 
(HYNDMAN & THANASOPOLOS, 2012).  
Em situações que as escalas são diferentes são necessários outros métodos. Dentre os mais 
utilizados em estudo científicos tem-se o MAPE (HYNDMAN & THANASOPOLOS, 2012; 
LEMOS, 2006) que transforma o erro em uma escala percentual. 
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TABELA 1 – Medidas de Acurácia 
Fonte: Lemos (p. 59, 2006) 
Neste trabalho, serão utilizados os três métodos mais utilizados em estudos empíricos que são 
MAE, RMSE e o MAPE. 
Na próxima seção serão abordados os principais métodos de previsão, dando se ênfase em 
abordagens quantitativas e ao final as técnicas de Redes Neurais, foco deste projeto. 
2.3. Métodos de Previsão 
Existem diferentes abordagens para caracterização de métodos de previsão. Armstrong (2008) 
propõe uma caracterização geral dos métodos de previsão de acordo com a figura abaixo. 
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FIGURA 1 – Caracterização dos Métodos de Previsão e suas relações
 
Fonte: Armstrong (p. 2; 2008) 
Os métodos de previsão podem ser separados em técnicas de Julgamento (Abordagens 
Qualitativas ou Técnicas Subjetivas) e técnicas Estatísticas ou Quantitativas. As técnicas de 
julgamento envolve a participação preponderante do conhecimento humano na previsão, seja 
de indivíduos isoladamente seja de grupos e especialistas. Já as técnicas estatísticas pressupõe 
a utilização de modelos quantitativos a partir de dados históricos. 
Os métodos de previsão de julgamento utilizam o conhecimento humano para estabelecer uma 
previsão sobre o comportamento de uma variável no futuro. Utilizam-se informações e 
conhecimentos específicos dos gestores das organizações, de clientes ou consumidores, de 
especialistas para construção das previsões. (ARMSTRONG, 2008) 
Nota-se a relação existente entre as técnicas baseadas em julgamento e as técnicas baseadas 
em estatísticas. Armstrong (2008) defende que a combinação de técnicas pode propiciar uma 
leitura mais assertiva do futuro. Nesse projeto o foco de investigação será na utilização de 
técnicas estatísticas ou quantitativas para previsão de vendas, dessa forma não serão 
detalhadas as técnicas de julgamento. 
2.3.1. Métodos de Previsão Quantitativos 
Os métodos quantitativos podem ser classificados em dois tipos, Análises de Series 
Temporais e Métodos Causais (PASSARI, 2003; LEMOS, 2006). Seja qual for o tipo de 
método quantitativo utilizado pressupõe-se o uso dados históricos quantitativos. Dessa forma, 
para o desenvolvimento de modelos estatísticos de previsão se faz necessário uma base de 
dados. A sua maior vantagem é sua imparcialidade diante da previsão, tanto previsões ruins 
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como boas podem ser feitas, porém o seu desempenho depende, em grande parte, da 
qualidade dos dados de entrada (Armstrong, 2008). 
Serão descritos aqui alguns dos principais métodos de previsão estatísticos dentre as Análises 
de Séries Temporais e os Métodos Causais. 
2.3.1.1. Análise de Séries Temporais 
Os métodos de análise de séries temporais partem da premissa que existe uma constância nos 
padrões de relacionamento e na estacionariedade dos dados utilizados para a previsão. Dessa 
forma, o modelo prevê a relação entre os valores analisados no passado e projeta para valores 
futuros seguindo a mesma constância observado no passado (LEMOS, 2006; ARMSTRONG, 
2008). Nas palavras de Passari (p. 33, 2003): 
 
Modelos de séries temporais realizam previsões 
baseadas em uma série de dados observados em 
intervalos de tempo regulares, buscando padrões no 
passado para prever o futuro. Esse tipo de modelagem é 
especialmente útil quando há pouco conhecimento da 
base teórica sobre o processo em que os dados foram 
gerados. As previsões são muitas vezes confiáveis no 
curto prazo, sendo a classe de técnicas quantitativas a 
mais tempo em desenvolvimento. 
Dentre os principais tipos de técnicas de análise de series temporais pode-se destacar: 
 
i. Métodos de Suavização através de médias 
Nesse tipo de método são utilizados procedimentos matemáticos simples que buscam tornar 
mais homogênea uma série temporal. As duas técnicas mais conhecidas neste método são as 
Técnicas Naive e as Técnicas de Média Móvel. A técnica Naive consiste em considerar o 
último valor da série como o mais provável de acontecer, desta forma a previsão do próximo 
valor de uma variável é o último valor dessa variável. A técnica conhecida como Média 
Móvel é a mais comum, basicamente consiste em assumir um número fixo de sequencia de 
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observações que se move ao longo da serie e a média dessas observações é considerada como 
a previsão para o próximo período (HYNDMAN & THANASOPOLOS, 2012). 
Apesar de extremamente simples do ponto de vista matemático as técnicas de Suavização são 
constantemente utilizadas como comparações de capacidade preditiva em relação a outros 
modelos (Passari, 2003). 
 
ii. Métodos de Suavização Exponencial 
Os métodos de suavização exponencial são calculados a partir da média ponderada nas 
observações ao longo da serie. O critério de ponderação é dado por progressões geométricas 
em que os valores mais recentes possuem maior peso que os valores antigos (LEMOS, 2006). 
A grande vantagem desse tipo de método é sua velocidade de aplicação e seu baixo custo. 
Dessa forma, esses métodos são bastante utilizados na prática. As principais técnicas dentro 
desse método são Suavização Exponencial Simples, Suavização Exponencial Linear de Holt e 
Método de Holt-Winters (MAKRIDAKIS, WHEELWRIGHT & HYNDMAN, 1998). 
 
iii. Método Auto-Regressivos (ARIMA) ou Box-Jenkins 
O método Auto-Regressivos ou Box-Jenkins utiliza um ferramental matemático mais 
complexo. Basicamente tem-se a utilização de técnicas de auto-regressão, ou seja, regressões 
com base no tempo, médias móveis com objetivo de suavizar e identificar sazonalidades e 
diferenciação buscando a incorporação de processos não estacionários (PASSARI, 2003; 
LEMOS, 2006, ARCHER, 1980). 
O método possibilita combinações de modelos, e com a 
ajuda de análises estatísticas pode determinar o modelo 
combinado mais apropriado para uma dada situação. O 
modelo Box-Jenkins modela a função de autocorrelção 
de uma série estacionária com o mínimo de parâmetros 
possíveis, utilizando uma combinação de termos de auto-
regressivo (AR), integrado (I) e de média móvel (MA). 
(LEMOS, p. 48 2006) 
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2.3.1.2. Métodos Causais 
As técnicas de previsão causais buscam descrever matematicamente as relações de causa 
efeito entre a variável que está sendo medida e seus fatores explicativos. Em geral, os 
modelos causais são descritos como equações de regressão e tem como grande vantagem a 
possibilidade de explicar como as mudanças nas variáveis explicativas alteram a variável 
prevista (PASSARI, 2003). 
Os modelos causais podem ser separados em três tipos, Modelos de Regressão, Modelos 
Econométricos e Modelos baseados em Mineração de Dados. 
i. Modelos de Regressão 
Dois tipos de regressão mais utilizados são as regressões lineares e as regressões múltiplas. O 
conceito básico da regressão linear é de que uma variável y, chamada de variável dependente 
ou prevista, possui uma relação linear com uma variável x, a variável explicativa ou 
independente. Dessa forma, a variação em y é explicada por meio da variação em x. 
Conforme a equação abaixo: 
 
Onde é o “erro”, que representa toda variação que ocorre em y que não é explicada pela 
variação em x. 
 tem média zero. 
 não é auto-correlacionada. 
 não está relacionada com a variável preditora 
No caso das previsões de venda, uma regressão linear razoável de ser aplicada é que a vendas, 
a variável prevista, depende do preço, a variável explicativa. 
Já as regressões múltiplas são ampliações das regressões lineares pois assumem que a variável 
y, prevista, é explicada por mais de uma variável explicativa, x1, x2, x3, xn. 
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Em modelos de previsão de vendas, pode-se considerar que a variável prevista é explicada 
pelo preço, pelo crescimento da renda da população, pelo preço de produtos concorrentes, 
entre outras. 
Para se estimar os parâmetros , tanto das regressões lineares como das múltiplas, utiliza-se 
com maior frequência a técnica de mínimos quadrados, baseada no Teorema de Gauss-
Markov. A aderência do modelo é inferida em termos do erro encontrado, que é minimizado 
pela técnica de mínimos quadrados. 
Os modelos de regressão são mais difíceis de serem operacionalizados, contudo, são muito 
bem aceitos por estabelecerem uma equação matemática para explicar a variação da variável 
prevista. Por esse caráter intuitivo, muitas empresas utilizam este tipo de técnica (PASSARI, 
2003; HYNDMAN & THANASOPOLOS, 2012). 
ii. Modelos Econométricos 
Modelos Econométricos são aplicações de ferramental matemático e estatístico a análise de 
dados econômicos. Basicamente utiliza-se conjunto de equações e/ou regressões para estimar 
os parâmetros de efeito de diversas variáveis em fenômenos econômicos (ARMSTRONG, 
2008).  
A principal vantagem dos modelos econométricos é a possibilidade de abordar os fenômenos 
investigados investigando o efeito mútuo entre as variáveis explicativas separando-as em 
várias equações.  
iii. Modelos baseados em Mineração de Dados 
A Mineração de Dados ou data mining são processos e técnicas aplicadas a base de dados 
históricos de uma organização em que busca explorar padrões e compreender as relações 
contida nos dados. Podem ser utilizadas tanto técnicas de inteligência artificial como sistemas 
especialistas, fuzzy, algoritmos genéticos, árvores de decisão, métodos de indução de regras, 
redes neurais como técnicas estatísticas tradicionais. 
A mineração de dados pode ser utilizada para diversos objetivos desde a previsão, 
segmentação, classificação, associações, análise de ligações (PASSARI, 2003). No que tange 
esse projeto, os objetivos da mineração de dados a serem explorados são os de Previsão, por 
meio de Redes Neurais e o de Segmentação por meio de Análises de Cluters. 
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Para efeito desse projeto ir-se-á caracterizar o uso de Redes Neurais como técnica de previsão 
classificada dentro da modelagem causal. Dada a sua relevância para o trabalho será 
apresentada em um tópico a parte. 
2.3.1.1. Redes Neurais 
A utilização de redes neurais tem sido largamente utilizada para previsão de vendas 
(ALMEIDA & PASSARI, 2006) por ser um método mais flexível que permite a incorporação 
de variáveis exógenas e principalmente lidam com efeitos não-lineares dentre outras 
características que as diferenciam dos métodos estatísticos convencionais. 
Uma Rede Neural Artificial é uma estrutura de modelagem computacional que explora 
inúmeras hipóteses de relação entre as variáveis de forma simultânea e não-lineares, 
estabelecendo interações por meio de conexões com pesos distintos (ADYA & COLLOPY, 
1998).  
O conceito básico de modelagem de redes neurais passa pela construção de elementos 
computacionais, chamados de nó, que são interconectados e apresentam diversas conexões 
diretas. Cada nó opera em dois estágios, realiza o somatório dos diversos sinais de entrada 
com seus respectivos pesos e por meio de uma função determina uma saída. A figura abaixo 
ilustra a estrutura de funcionamento de cada nó. 
FIGURA 2 – Estrutura de funcionamento de Nó em uma Rede Neural 
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Essa estrutura relativamente simples é resulta em uma grande capacidade de execução de 
combinações e interações simultâneas e paralelas. As redes neurais podem ser caracterizadas 
por meio das seguintes propriedades: pela sua estrutura (topologia), como e o que a rede 
processa (propriedade computacional) e como a rede aprende (propriedade de treinamento) 
(PASSARI, 2003). 
i. Topologia 
A topologia de uma rede é definida por quantas camadas e nós ela utiliza, Além de sempre ter 
uma camada de entrada e uma camada de saída, usualmente uma rede apresenta camadas 
intermediárias que fazem com que o modelo seja mais complexo e admite relações não-
lineares. Esse tipo de rede é chamada de redes neurais multicamadas. A figura 3 apresenta 
uma exemplo da estrutura desse tipo de rede. 
FIGURA 3 – Estrutura de Rede Neural Multicamadas 
 
19 
 
ii. Propriedade Computacional 
A propriedade computacional é a especificação em termos de função utilizada para que cada 
nó seja ativado e processe uma saída. Existem diversas funções possíveis, desde lineares e 
não-lineares. As funções mais utilizadas são função logística (Sigmóide) e Tangente 
Hiperbólica. 
iii. Treinamento 
A parte de aprendizagem ou treinamento de uma rede é o processo em que os valores de 
entrada são processados até se encontrar os valores de saída, sendo que os pesos de cada valor 
de entrada é reajustado até se encontrar o valor desejado da saída. 
Os treinamentos podem ser supervisionados ou não-supervisionados. Basicamente a diferença 
é que para o treinamento supervisionado são necessários valores de entrada e valores de saída. 
O aprendizado da rede calculará o erro e irá ajustar os pesos dos valores de entrada para 
corrigir os erros. Já o treinamento não supervisionado somente os valores de entrada são 
disponibilizados à rede e ela irá calcular as relações e pesos das entradas até irá calcular 
automaticamente a saída. 
A utilização de redes neurais com objetivo de previsão tem se baseado, sobretudo em Redes 
Neurais supervisionadas com uma camada oculta, treinadas por meio de backpropagation que 
funciona por meio de uma retropropagação dos erros com objetivo de ajustar os pesos, (YU, 
CHOI & HUI, 2011). 
One of the most popularly used ANN models in forecasting is the 
three-layer feed-forward back-propagation neural network (3L-
FF-BPNN). This model becomes popular because it is robust 
and can approximate function mappings of any kind.(YU, CHOI 
& HUI, 2011)
1
 
 
                                               
1
 Tradução do Autor: Um dos mais populares modelos de Rdes Neurais Artificiais em 
previsões é o baseado em 3 camadas de retro alimentação baseadas em Back-propagation Neural 
Network. Este modelo tornou-se popular porque é robusto e pode mapear aproximadamente funções 
de qualquer tipo. 
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2.4. Modelos Híbridos 
Nos ´trabalhos científicos mais recente existe uma difusão de abordagens caracterizadas como 
HIS – Hybrid Intelligent Sustems (BAHRAMMIZAEE, 2010). Basicamente são sistemas 
robustos que integram e combinam técnicas buscando a solução de problemas. No campo de 
previsão de vendas, nota-se que existem grande diversidades de combinações sendo aplicadas.  
A revisão sistemática da literatura que ainda está sendo finalizada aponta para algumas 
combinações recentemente aplicadas, conforme Tabela 2. Existe a exploração de 
combinações variadas, desde a combinação de Fuzzy com Redes Neurais, FNN como em 
Attariuas Hicham; Bouhorma Mohamed ;El Fallahi Abdellah (2012), a combinação de 
técnicas de análise de cluters e redes neurais em Pei-Chann Chang ; Chen-Hao Liu ; Chin-
Yuan Fan (2009).   
Os resultados das pesquisas tem mostrado que os modelos híbridos tem possibilitado a 
solução de problemas de previsão com resultados melhores em termos de acurácia, além de 
focarem diferentes níveis de agregação e horizonte temporais das previsões. 
TABELA 2 – Modelos Híbridos 
Modelo Desenvolvido Autores 
FCBPN - Fuzzy clustering and Back-propagation (BP) Neural Networks 
with adaptive  learning  rate 
Hicham, Mohamed e 
Abdellah (2012) 
FCBR - Fuzzy Case Base Reasoning Chang, Liu e Lai (2008) 
KGFS - K-means clustering with Genetic Fuzzy Systems 
Hadavandi, Shavandi, 
Ghanbari (2001) 
KFNN - K-means clustering and fuzzy neural network Chang, Liu e Fan (2009) 
SOM/CBR - Self-organizing map with Case-based reasoning Chang e Lai (2005) 
 
Neste trabalho, também se pretende explorar o modelo híbrido com a combinação de técnica 
de análise de cluters, a incorporação de análises de séries temporais para transformação dos 
dados e redes neurais artificiais. 
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3. Metodologia 
3.1. Tipo de Pesquisa 
Para alcançar-se os objetivos propostos neste projeto, propõe-se a seguinte abordagem de 
pesquisas segundo a classificação proposta por Gil (1994).  
Do ponto de vista da natureza da pesquisa: 
Pesquisa aplicada pois objetiva explorar métodos e técnicas de previsão de vendas que 
possam ser aplicados para soluções de problemas práticos no ambiente comercial de 
empresas. 
Do ponto de vista da abordagem ao problema 
Pesquisa quantitativa pois pretende-se aplicar métodos matemáticos e estatísticos para testar 
e estabelecer de forma quantitativa relacionamentos entre variáveis respostas e explicativas, 
buscando-se avaliar quais modelos apresentam a melhor acurácia do ponto de vista estatístico. 
Do ponto de vista dos objetivos 
Pesquisa Explicativa pois objetiva identificar quais modelos de previsão melhor explicam ou 
preveem o comportamento de uma variável futura. 
Do ponto de vista das técnicas de pesquisas 
Pesquisa Experimental pois pretende se testar diferentes modelos de previsão em dados reais 
buscando parametrizá-los de acordo com os dados e avaliar quais apresentam o melhor 
desempenho de acordo com critérios objetivos. 
3.2. Visão Geral da Metodologia 
A metodologia de pesquisa será composta de 5 grandes etapas: 
1. Obtenção dos dados de vendas atomizados das três empresas a serem investigadas 
2. Análise de Clusters para identificação de grupos de clientes buscando compreender o 
comportamento enquanto as compras 
3. Tratamento da Base de Dados 
4. Elaboração do modelo de previsão e Desenvolvimento de Alternativas 
5. Seleção da melhor alternativa baseada no critério de melhor acurácia 
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Conforme apresentado na primeira parte deste projeto, o problema identificado é a previsão 
de vendas para grupos de clientes de forma individualizada a ser aplicada em três empresas 
brasileiras. 
A construção das bases de dados se dará pela composição das vendas de cada empresa em um 
baixo nível de agregação, entre 2010 e 2012. O baixo nível de agregação será as informações 
sobre vendas discriminadas por cada produto e cada cliente por semana  
A análise de cluters de dará pela aplicação de métodos estatísticos para identificação de 
segmentos de clientes de acordo quanto o comportamento de compra.  
O tratamento consiste na preparação da base de dados para se desenvolver os modelos. 
Diferentes tipos de tratamento e transformação dos dados serão feitos por meio de técnicas 
estatísticas. Para cada tratamento realizado será avaliado se ele auxilia capacidade preditiva 
dos modelos. Os tratamentos e transformação depende da característica das séries de vendas 
que serão obtidas. Pode-se destacar três componentes que podem estar presente em uma serie: 
Tendência, em que se apresenta um crescimento ou decrescimento da serie identificado na 
análise de períodos de longo prazo; Sazonalidade, em que as variações nas vendas são 
influenciadas por fatores sazonais (trimestre, meses, dias da semana, etc); Ciclos em que se 
tem a serie apresenta picos e vales ao longo do tempo, não necessariamente fixos. 
A elaboração dos modelos de previsão e o desenvolvimento de alternativas passará pelo 
desenvolvimento de modelos em Redes Neurais em que se testará diferentes combinações de 
variáveis de entradas e topologias de redes. Além disso, o serão avaliados modelos 
alternativos como modelagens de naive de regressão linear 
Para selecionar a melhor alternativa irá ser analisada a acurácia dos modelos por meio de três 
métodos matemáticos, MSE – Mean Square Error, RMSE – Root Mean Square Error e MAPE 
– Mean Absolute Percentage Error. 
A figura abaixo sintetiza as fases envolvidas nessa segunda etapa de aplicação empírica dos 
modelos definidos.  
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A partir da questão de pesquisa traçada e os objetivos propostos este trabalho buscará avaliar 
os modelos de previsão em cada um dos três casos de indústrias estudados, conforme figura 4. 
A primeira avaliação a ser feita está alinhada ao objetivo específico 2 - Avaliar se as técnicas 
de descoberta das relações no comportamento entre clientes auxiliando no desenvolvimento 
de modelos com melhores capacidades preditivas. Para isso irá avaliar a acurácia dos modelos 
em que foi-se aplicada a Análise de Cluters (Variação 1) e os que não foram (Variação 2). 
Para avaliar o objetivo específico 3 – Avaliar se as técnicas de tratamento de séries 
temporárias permitem o desenvolvimento de modelos com acurácia melhor. Para isso serão 
avaliados os modelos que tiveram os dados tratados (1A e 2A) e os modelos que não tiveram 
os dados tratados (1B e 2B). 
Por último, será avaliada a acurácia dos modelos baseados em Redes Neurais e os modelos 
baseados em séries temporais ou regressão linear respondendo ao objetivo específico 4 - 
Comparar a acurácia dos modelos de previsão de vendas individualizadas para curto prazo. 
Construção 
da Base de 
Dabos 
• Base de Vendas  dos últimos 3 anos de três empresa de manufatura 
composta por vendas individualizadas. 
Análise 
Cluters 
• Identificação de segmentos de clientes que apresentam 
comportamentos similares 
Tratamento 
dos dados 
• Identificação de outliers uni e multivariados 
• Tratamento estatístico das séries históricas para operacionalização dos 
modelos 
Elaboração 
dos 
modelos 
• Aplicação do modelo de previsão baseado em Redes Neurais 
Artificiais e modelos alternativos 
Comparaçã
o dos 
Modelos 
• Comparação e Avaliação da Acurácia dos modelos analisados. 
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FIGURA 4 – Modelo Metodológico para Comparação de Técnicas de Previsão 
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