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Abstract
We consider the problem of precision matrix
estimation where, due to extraneous confound-
ing of the underlying precision matrix, the
data are independent but not identically dis-
tributed. While such confounding occurs in
many scientific problems, our approach is in-
spired by recent neuroscientific research sug-
gesting that brain function, as measured us-
ing functional magnetic resonance imaging
(fMRI), is susceptible to confounding by phys-
iological noise, such as breathing and subject
motion. Following the scientific motivation,
we propose a graphical model, which in turn
motivates a joint nonparametric estimator. We
provide theoretical guarantees for the consis-
tency and the convergence rate of the proposed
estimator. In addition, we demonstrate that the
optimization of the proposed estimator can be
transformed into a series of linear program-
ming problems and, thus, can be efficiently
solved in parallel. Empirical results are pre-
sented using simulated and real brain imaging
data and suggest that our approach improves
precision matrix estimation as compared to
baselines when confounding is present.
1 INTRODUCTION
We consider the problem of precision matrix estimation
where, due to extraneous confounding of the underly-
ing precision matrix, the data are independent but not
identically distributed. While such confounding occurs
in many scientific problems, our approach is inspired by
applications to brain connectivity estimation from func-
tional brain imaging. Functional brain connectivity has
emerged as one of the most promising tools in the neuro-
science toolbox for elucidating brain organization [5, 13]
and its relationship to behavior [53, 12, 70, 4]. Multi-
ple studies suggest that functional brain connectivity may
provide an accurate biomarker for cognitive disorders –
from Alzheimer’s and schizophrenia, to autism and de-
pression [51, 2], and may be the key to better understand-
ing of these cognitive diseases.
However, there is growing evidence that brain function
as measured by functional magnetic resonance imaging
(fMRI), is susceptible to confounding by physiological
noise, such as breathing and subject motion [39, 20]. In
particular, these physiological signals cause complicated
effects (usually non-linear), and induce incorrect strong
connectivity between brain areas. Perhaps most strik-
ingly, some authors have suggested that much of what
we now think of as functional connectivity might sim-
ply reflect these physiological confounders. A variety
of techniques have been proposed in the neuroimaging
literature for addressing the effects of physiological con-
founders [62, 50, 6], most commonly by attempting to
regress out their effects from the time series, or using
matrix factorization methods such as independent com-
ponents analysis. While these methods may be effective
for removing linear confounding in the observed time
series (or in the covariance), none of these address our
core concern of removing the effects of physiological
confounding in the precision matrix, whose structure, in
most of the cases, directly corresponds to the connectiv-
ity of brain areas.
In contrast to prior work, our manuscript addresses
the physiological confounding via a varying statistical
graphical model. Specifically, by allowing underlying
models to change over each observation, the proposed
method directly addresses the confounding of the preci-
sion matrices. We consider a novel method for preci-
sion matrix estimation from non-identically distributed
data, where the extraneous factors may nonlinearly in-
duce additive noise in the precision matrix. We propose
a joint nonparametric estimator (JNE) that estimates the
objective precision matrix using independent, but non-
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identically distributed (i.n.d.) data. Surprisingly, the pro-
vided theoretical guarantees not only indicate the con-
sistency of JNE, but also point out a convergence rate
comparable to that of state-of-the-art methods without
any confounding. An efficient optimization procedure
based on linear programming that can easily be paral-
lelized is applied to the parameter estimation. While the
model is motivated and applied to neuroimaging, our re-
sults may be of more general interest to other applica-
tions where non-i.i.d. signals induced by confounders are
prevalent, such as financial and social network applica-
tions [23, 41, 16, 17, 19, 59], and drug-condition interac-
tion analysis [35, 36, 38, 60].
We summarize the main contributions as follows:
• We propose a graphical model for precision matrix
estimation where the data are independent, but not
identically distributed, due to systematic effects of
confounders on the underlying precision matrix.
• We propose a joint nonparametric estimator and rig-
orously prove its consistency and rate of conver-
gence.
• We evaluate the resulting estimator using simulated
and real brain imaging data showing improved per-
formance when confounding is present.
The paper is organized as follows. The overall approach
for graphical modeling with physiological confounders
is outlined in Section 2. Our proposed joint nonpara-
metric estimator is outlined in Section 4. Three types of
models related to the proposed one are discussed in Sec-
tion 3. We investigate the consistency and convergence
rate of the estimator in Section 5. Experimental results
on simulated and real brain imaging data are provided in
Section 6. We conclude in Section 7.
2 GRAPHICAL MODELING OF
PHYSIOLOGICAL CONFOUNDERS
In this section, we introduce our model for brain connec-
tivity analysis with physiological confounders based on
the framework of probabilistic graphical models. Undi-
rected probabilistic graphical models are widely used to
explore and represent dependencies among random vari-
ables [40], in areas ranging from image processing [47]
to multiple testing [44, 45] and computational biology
[15, 37].
An undirected probabilistic graphical model consists of
an undirected graph G = (V,E), where V = {1, . . . , p}
is the vertex set and E ⊂ V × V is the edge set, and a
random vector Z = (Z1, . . . , Zp) ∈ Zp ⊆ RP . Each
coordinate of the random vector Z is associated with a
vertex in V , and the graph structure encodes the con-
ditional independence assumptions underlying the distri-
bution of Z. In particular, Zj and Zj′ , with j, j′ ∈ V , are
conditionally independent given all the other variables if
and only if (j, j′) 6∈ E, that is, the nodes j and j′ are not
adjacent in G. One of the fundamental problems in statis-
tics is that of learning the structure of G from i.i.d. sam-
ples from Z and quantifying uncertainty of the estimated
structure. A recent review of algorithms for learning the
structure of graphical models is provided by [10].
Gaussian graphical models are commonly used for mod-
eling continuous Z. In this case, the edge set E can be
recovered by estimating the inverse covariance matrix
Ω = Σ−1, known as the precision matrix. The spar-
sity pattern of the precision matrix encodes the edge set
E, that is, (j, j′) ∈ E if and only if Ωjj′ 6= 0. There-
fore, sparse estimators of precision matrices, like graph-
ical Lasso [14] and CLIME [7], are commonly used for
learning the structure of Gaussian graphical models.
We assume that we are given n independent observa-
tions
{
zi, gi
}
i∈[n] from the joint distribution of (Z, G),
where Z ∈ Rp is a random vector representing brain
measurements and G is a random variable representing
confounders such as micro-motion. Rather than assum-
ing that the confounders only linearly affect the mean of
Z, as is commonly assumed in the literature [62, 50, 6],
we assume that it affects both the mean and the variance
of Z. In particular, we assume that the conditional mean
µ(g) = E(Z | G = g) ∈ Rp is a smooth function of
the motion variable, and that the conditional covariance
matrix
Σ(g) = Var(Z | G = g)
has an inverse which takes the form
Ω(g) = Σ−1(g) = Ω0 + R(g). (1)
In the above model, Ω0 is the target precision matrix
while the term R(g) is a nuisance component that arises
due to physiological confounders. For the neuroscience
application the sparsity pattern Ω0 encodes the brain
connectivity.
Such an additive form for the precision matrix sig-
nificantly generalizes existing models in the literature
[62, 50, 6], where the following model is assumed:
Z = β>G+ Z′, (2)
where Z′ follows a Gaussian graphical model with pa-
rameter Ω, and β>G corresponds to linear confounding.
Under the model in (2), conditionally on G = 0, Z is
equivalent to Z′ and the target parameter for the non-
confounded structure is Ω. However, for any g, the con-
ditional distribution of Z | G = g is always a Gaussian
graphical model with the precision matrix Ω. In other
words, such models indeed assume that the underlying
precision matrices are not affected by the confounders.
It should be noted that recovering Ω0 is impossible with-
out any constrains on R(·). Our identifiability condition
for Ω0 assumes that E(R(G)) = 0. We justify this as-
sumption from two perspectives. First, it is common in
the nonparametric estimation literature to assume that the
unknown curve has mean zero. Without this assumption,
the constant term could be absorbed in the nonparametric
component. Second, as we mentioned before, most of the
widely used existing models assume that the confounder
does not affect the precision matrices of the observations,
which is equivalent to assuming
R(g) = 0, (3)
for any g, in (1). As a result, the provided zero-
expectation assumption relaxes (3) asymptotically.
Furthermore, we assume that the elements of Σ(g) are
smooth functions of g, which will facilitate our nonpara-
metric estimation procedure. Practically, for the moti-
vating micro-movement problem, the confounding is of-
ten assumed to be both linear and smooth [62, 50, 6],
as in (2). Therefore, we extend the linear assumption to
a smooth, but nonparametric assumption. We formulate
these assumption rigorously in Section 5.1.
3 RELATED MODELS
The model in (1) is motivated from the perspective of
multi-task learning, where for each task one has a pa-
rameter vector that can be decomposed into a common
component, corresponding to Ω0 in our setting, and a
task specific component, corresponding to R(g) in our
setting [11]. The goal in multi-task learning is to improve
prediction performance in supervised learning, while our
goal is on identifying the common brain connectivity by
removing the contamination effects of motion. A big dif-
ference compared to the literature on multi-task learning
is that here we have infinitely many tasks if G has a den-
sity. While in multi-task learning one may not impose
additional structure on R(g), here we assume smooth-
ness over the motion variable g. The effect motion can
be seen through R(g), which modulates the strength of
edges in the true structure or adds spurious edges.
Our model (1) is closely related to the literature on time-
varying undirected graphical models [71, 30, 27, 67, 31,
32, 28, 18, 29, 58, 57]. However, in this literature one is
interested in estimating Ω(g) as a function of time, with-
out assuming existence of confounding effects. Simply
averaging estimated Ω(g) over g will lead to inefficient
estimators of Ω0, as suggested in experiments in Sec-
tion 6.1.
Another strand of the related literature focuses on estima-
tion of multiple graphical models under the assumption
that they are structurally similar [8, 21, 9, 33, 34, 48, 42].
This literature is similar to multi-task learning in that the
goal is to leverage similarity between multiple related
graphical models, with the focus on a finite, and usu-
ally very small, number of different graphs. This class
of models turn out to be not applicable to our problem as
outlined in Section 6.1.
4 JOINT NONPARAMETRIC
ESTIMATION TO THE PRECISION
MATRIX
In this section, we propose an estimator for Ω0 under
the setting described in Section 2. Since we only have
one observation for any G = g to estimate Ω(g), we are
going to pull the information from nearby observations.
Specifically, we define a nonparametric estimator for the
covariance matrix at G = g as:
S(g) :=
∑n
i=1 wi(g)z
i
(
zi
)>∑n
i=1 wi(g)
:=
n∑
i=1
Wi(g)z
i
(
zi
)>
,
(4)
where
wi(g) = ψ
(∣∣gi − g∣∣/h)
with a symmetric density function ψ(·) and a user spec-
ified bandwidth h > 0. In practice, we select the
bandwidth following the procedure in [43]. For conve-
nience, we define Si := S(gi), Wi,i′ = Wi(gi
′
), and
Ri = R(gi).
With the covariance matrix estimator in (4), we define
the proposed JNE as
Ωˆ0,
{
Rˆi
}n
i=1
= arg min
M, {Ri}ni=1
{
‖M‖L1 +
1
n
n∑
i=1
∥∥Ri∥∥
L1
}
,
(5)
with the following constraints:∣∣Si (M + Ri)− I∣∣∞ ≤ λ, i = 1, . . . , n,
n∑
i=1
Ri = 0,
(6)
where |·|∞ denotes the elementwise L∞ norm, |·|1 the
L1 vector norm, and ‖·‖L1 the L1 matrix norm. The tun-
ing parameter λ is user-specified and controls how close
the estimated precision matrix is to the inverse of the
kernel-estimated covariance matrix for each g ∈ {gi}.
For ease of presentation, we use M to denote the com-
mon part of precision matrices in the optimization pro-
gram.
Although JNE has a similar form as CLIME [7], it dif-
fers in two aspects: the sample covariance in CLIME is
replaced by local kernel estimates; the constraint in (6)
incorporates all the local estimates. These modifications
allow for pooling of the information from all samples,
and as a result, JNE achieves a similar non-asymptotic
sample complexity as CLIME for i.i.d. samples (see Sec-
tion 5.2).
As in CLIME [7], we encourage the precision matrix to
be sparse, which in our case is equivalent to a sparse M
and sparse nuisance matrices Ri’s. We note that recov-
ery of Ω0 becomes increasingly more challenging as nui-
sance matrices become more dense. While the proposed
estimator encourages sparsity, it is not a necessary condi-
tion. In other words, the method is still applicable if the
underlying Ω0 is less sparse, in which case the λ that
facilitates a consistent estimator should be chosen ap-
propriately. Furthermore, according to Theorem 1, more
data will be required for a less sparse Ω0.
The objective function of JNE (5) can be decomposed
with respect to the columns of M, similar to the de-
composition used in [7]. In particular, for a matrix M,
let M∗j denote the j-th column vector. Then, for each
j = 1, . . . , p, we consider the following p minimization
problems separately:
arg min
M∗j , {Ri∗j}ni=1
{
|M∗j |1 +
1
n
n∑
i=1
∣∣Ri∗j∣∣1
}
(7)
with the following constraints:∣∣Si (M∗j + Ri∗j)− I∗j∣∣∞ ≤ λ, i = 1, . . . , n,
n∑
i=1
Ri∗j = 0.
The decomposed optimization tasks are instances of lin-
ear programs to which we apply the concurrent simplex
method implemented in Gurobi [22], which solves the
problems on multiple threads simultaneously. Since the
solution obtained by (7) is not symmetric or positive defi-
nite in general, the final estimator is obtained after a sym-
metrization step as proposed by [7].
5 CONSISTENT ESTIMATION
In this section, we establish the consistency and the non-
asymptotic sample complexity of JNE under mild as-
sumptions.
5.1 ASSUMPTIONS
We start off by listing assumptions, most of which are
standard in kernel-based and CLIME-based methods.
Assumption 1 and 2 specify the model and the structured
effect of confounders on the covariance of Z as described
in Section 2. The assumptions enable identifiability of
the underlying target.
Assumption 1. We assume that random variable G has
a density f(g) with a compact support satisfying
inf f(g) ≥ Cf > 0 and |f ′k(g)− f ′k(g′)| ≤ Cd|g − g′|,
for some constants Cf and Cd. The conditional distribu-
tion of Z given G = g is a Gaussian with the variance
proxy v. That is,
Pr
(|a>Z| > t) ≤ c1 exp{−c2 · v · t2},
for any ‖a‖2 = 1 and some constants c1, c2.
Assumption 2. We assume that
Var(Z | G = g) = Σ(g)
with
Ω(g) = Σ−1(g) = Ω0 + R(g)
and E(Ω(G)) = Ω0.
The following assumption ensures that the local covari-
ance matrices are well behaved. A related assumption
was used in the analysis of CLIME [7].
Assumption 3. There exist Λ∞, C∞ ≤ ∞ such that
Λ−1∞ ≤ inf
g
Λmin(Σ(g)) ≤ sup
g
Λmax(Σ(g)) ≤ Λ∞,
and
sup
g
|Σ(g)|∞ ≤ C∞,
where Λmin(·) and Λmax(·) denote the smallest and
largest eigenvalues respectively. Furthermore, there exist
CM, CR ≤ ∞ such that
sup
g
‖R(g)‖L1 ≤ CR and ‖Ω‖L1 ≤ CM.
It should be noted that Assumption 3 indeed indicates
that R(g)’s and Ω are sparse in terms of the L1 norm.
Also, CR and CM quantify the sparsity of the underly-
ing precision matrices, and affect the convergence results
in Theorem 1. Back to the brain connectivity analysis,
the sparsity assumption is reasonable, as research sug-
gests that the correlation among brain regions is a result
of hub effects, and the conditional independence struc-
ture is likely to be sparse (or close to sparse) [24].
Since we are using a local kernel estimator, we need the
following three assumptions, which give regularity con-
ditions that allow us to estimate Ω0. Assumption 4 im-
poses assumptions on the kernel function ψ(·) that are
satisfied for a number of commonly used kernels.
Assumption 4. The kernel function ψ(·): R → R is
a symmetric probability density function supported on
[−1, 1]. h = O( 1n5 ). There exists a constant Cψ < ∞,
such that
sup
x
|ψ(x)| ≤ Cψ and sup
x
ψ(x)2 ≤ Cψ.
Furthermore, ψ(·) is CL-Lipschitz on [−1, 1]. That is
|ψ(x)− ψ(x′)| ≤ CL|x− x′|, x, x′ ∈ [−1, 1] .
The above assumption could be relaxed at the expense of
more complicated proofs.
The next condition assumes smoothness of the condi-
tional mean and variance of Z.
Assumption 5. There exists a constant Cµ < ∞ such
that
sup
g
∣∣∣∣ ddgµ(g)
∣∣∣∣
∞
≤ Cµ and sup
g
∣∣∣∣ d2dg2µ(g)
∣∣∣∣
∞
≤ Cµ.
Furthermore, there exists a constant CΣ <∞ such that
sup
g
∣∣∣∣ ddgΣ(g)
∣∣∣∣
∞
≤ CΣ and sup
g
∣∣∣∣ d2dg2 Σ(g)
∣∣∣∣
∞
≤ CΣ.
Although complicated, the proposed assumptions are de-
signed to relax the existing linear assumption (2) widely
used in the neuroimaging literature [62, 50, 6]. Also,
such assumptions are commonly used in nonparametric
works to relax parametric assumptions.
With the assumptions, we are ready to present our main
result in the next section.
5.2 CONVERGENCE RATE OF Ωˆ0
We provide the consistency and the non-asymptotic sam-
ple complexity of Ωˆ0 in Theorem 1.
Theorem 1. Suppose that Assumptions 1–5 are satisfied.
Given n independent observations
{
zi, gi
}
i∈[n], we as-
sume that there are C1 > 0 and C2 > 0, satisfying
min
{j,j′ | ∃i∈[n],Ωjj′ (gi) 6=0}
√
n−1
∑
i∈[n]
(Ωjj′(gi))
2
≤ C1
√
log pn−2/5,
where n ≥ C2d5/2(log p)5/4, and
λ =
(CM + CR)
C2
√
(r + 1) log p− logC1n−2/5,
where d denotes the maximum node degree of the graph.
Then, for any r > 0, we have∣∣∣Ωˆ0 −Ω0∣∣∣
∞
≤3 (CM + CR)
2
C2
√
(r + 1) log p− logC1n−2/5
+
CM√
2
√
(r + 2) log p+ log 2n−1/2,
(8)
with probability larger than 1− 2p−r.
In words, Theorem 1 indicates that, with a high proba-
bility, the estimation error is bounded by O
(√
log p
n4/5
)
.
Inevitably, it is slightly larger than O
(√
log p
n
)
, i.e, the
non-asymptotic sample complexity of CLIME with n
i.i.d. data. Therefore, even in the presence of confound-
ing, we can consistently and efficiently estimate the un-
derlying precision matrix Ω0 that encodes the true con-
nectivity pattern, with a convergence rate comparable to
CLIME without any confounding.
5.3 PROOF SKETCH
We provide a rough sketch idea on the proof for Theorem
1, and defer the details to the appendix.
To begin with, we need the following Lemma 1 on the
convergence of S(g) to Σ(g), since the derived estimator
Ωˆ0 is highly dependent on the nonparametric estimator
S(g).
Lemma 1. Suppose that the Assumption 1 and Assump-
tion 3 to 5 in Section 5.1 are satisfied, and that C1 and
C2 are defined in Theorem 1. Then, for any r > 0, and
δ =
√
(r + 1) log p− logC1
C2
n−2/5,
the difference between S(g) and Σ(g) can be bounded in
probability by
Pr
{
sup
g
|S(g)−Σ(g)|∞ ≥ δ
}
≤ p−r. (9)
Proof. By following the rationale of the Lemma 8 in [64], we
can derive
Pr
{
sup
g
|S(g)−Σ(g)|∞ ≥ 
}
≤ C1 exp
(
−C2n4/52 + log p
)
.
# Nodes Mm-CLIME Ke-CLIME Re-CLIME
10 0.078 0.078 0.039
15 0.117 0.078 0.117
20 0.117 0.117 0.117
25 0.117 0.156 0.156
Table 1: Summary of the regularization parameters
used for the considered methods using the synthetic
datasets.
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Figure 1: Bandwidths for models with different num-
bers of variables for the synthetic datasets.
Then, by letting  =
√
log(pr+1C−11 )
C2n
4/5 , we complete the proof.
Lemma 1 provides a uniform convergence result over g
of the local covariance estimator.
Then, instead of directly studying
∣∣∣Ωˆ0 −Ω0∣∣∣
∞
, we start
by bounding
∣∣∣Ωˆ0 −M∣∣∣
∞
, where
M =
∑
i∈[n] Ω(g
i)
n
.
Specifically, with Lemma 1, we derive Lemma 2 on the
relationship between Ωˆ0 and M.
Lemma 2. Suppose that the conditions in Theorem 1 are
satisfied. Then, for any r > 0,∣∣∣Ωˆ0 −M∣∣∣
∞
≤ 3 (CM + CR)
2
C2
√
(r + 1) log p− logC1n−2/5,
(10)
with probability larger than 1− p−r.
The proof of Lemma 2 is deferred to the appendix.
Finally, we bound
∣∣M−Ω0∣∣∞. According to Lemma 2,
Ωˆ0 converges to M. Therefore, we can prove the consis-
tency of Ωˆ0 by studying the relationship between M and
Ω0. Specifically, by Hoeffding inequality, we have
Pr
{∣∣Ω0 −M∣∣∞ ≥ CM√log(2pr+2)(2n)−1/2} ≤ p−r,
(11)
for any r > 0.
Combine (11) with Lemma 2, we have∣∣∣Ωˆ0 −Ω0∣∣∣
∞
≤3 (CM + CR)
2
C2
√
log(pr+1)− log(C1)n−2/5
+
CM√
2
√
log(pr+2) + log(2)n−1/2,
with probability 1− 2p−r.
6 EXPERIMENTS
In what follows, we will demonstrate that the proposed
method efficiently recovers the target precision matrix
when applied to synthetic data in Section 6.1. Then, to
illustrate that the proposed model is readily applicable
to practical analysis of brain connectivity, we apply it
to a resting-state functional magnetic resonance imaging
dataset collected for the study of schizophrenia.
6.1 SYNTHETIC EXPERIMENTS
In this section, we compare the proposed model with
some existing models using synthetic data. Specifically,
we consider a generative model where the underlying
precision matrix varies smoothly with respect to the con-
founder variable G. Then, we generate samples with
varying precision matrices via the following procedure:
1. We set the length of the multivariate random vari-
able Z to p = 10, 15, 20, 25, and implement the fol-
lowing steps separately.
2. We randomly generate 11 precision matrices as an-
chors, denoted by Ω1,Ω11,Ω21,Ω31, · · · ,Ω101.
Specifically, each element of the anchor precision
matrices is drawn randomly to be non-zero with
probability 0.2. The values of non-zero elements
follow a uniform distribution.
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Figure 2: Squared error for
the considered methods with
the selected λ’s using synthetic
datasets.
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Figure 3: Barplot of estimated negative log-likelihoods using the se-
lected λ’s, histogram of the considered methods with all λ’s, using the
COBRE dataset.
Figure 4: Glass brain figure of the estimated precision
matrix using Mm-CLIME on the COBRE dataset (see
manuscript for details).
3. Precision matrices between every two consecutive
anchor precision matrices are constructed by linear
interpolation.
4. For each precision matrix, we generate 2 inde-
pendent zero-mean multivariate Gaussian samples,
which constitute the synthetic dataset, Z.
5. We set the target precision matrix as Ω0 =
∑101
i=1 Ω
i
101 ,
and the Ω0 is thresholded for the sparsity.
6. The considered methods are applied toZ to estimate
Ω0.
Note that by following the procedure above, the simu-
lated model is equivalent to a generative model with fixed
precision Ω0 and additive confounding Ri = Ω0 −Ωi,
where the superscripts indicate the confounder variable
G.
The proposed method is based on a movement modeling
method, and thus is denoted by Mm-CLIME. Accord-
ing to the analysis in Section 2, the competing meth-
ods fall into three categories: the precision matrix esti-
mation with confounding (which is designed exactly for
our problem setting), time-varying precision matrix es-
timation [71, 27, 67, 31, 46, 32], and multiple precision
matrix estimation [8, 21, 9, 48, 42]. We also study two
benchmarks: Re-CLIME and Ke-CLIME from the first
two categories.
The baseline Re-CLIME refers to the procedure that
linearly regresses out the confounding by G from the
observed samples first, and then uses CLIME to esti-
mate the precision matrix. As a precision matrix esti-
mation method with confounding, Re-CLIME is widely
applied to brain functional connectivity analysis in prac-
tice [62, 50]. Furthermore, we consider Ke-CLIME; a
CLIME version of the method studied in [27] as a repre-
sentative of time-varying precision matrix estimation. In
this case, CLIME is separately applied to kernel estima-
tors of the covariance matrix for each observation, which
results in 101 estimated precision matrices, i.e., estimates
of the time-varying precision matrices. Then, we use the
average of the precision matrices as an estimator of Ω0.
To strike a fair comparison, we only select CLIME-based
methods from each category of techniques. Otherwise,
whether the efficiency gain of JNE comes from the joint
estimation or CLIME will be unclear. Also, as suggested
by [7], CLIME has at least comparable performance to
the graphical Lasso.
Multiple precision matrix estimation methods are not in-
cluded due to numerical issues. We observe that such
methods require sufficient samples for the estimation of
each precision matrix. Empirical evaluation of one such
approach [42] most often resulted in ill-defined optimiza-
tion problems, since we may have as few as two obser-
vations for each precision matrix.
The solutions obtained by the considered CLIME-based
methods are not guaranteed to be symmetric or posi-
tive definite in general. To deal with this, a procedure
provided in [7] is used to symmetrize solution of each
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Figure 5: Number of positive connections across ROIs of the subjects diagnosed with schizophrenia recovered by the
proposed Mm-CLIME method.
method.
The Epanechnikov kernel is used with the bandwidth
parameters selected by leave-one-out cross-validation.
Since all the considered kernel-based methods use the
same estimator of the covariance matrix, the same band-
width are used across all the methods. Different band-
widths are used to estimate each component of the co-
variance matrix, resulting in p(p−1)/2 bandwidths. Val-
ues of these bandwidths are provided in Figure 1. The
regularization parameters (λ’s) are determined by the
Akaike information criterion (AIC). The selected λ’s are
reported in Table 1.
The results are summarized in Figure 2. Notice that the
proposed Mm-CLIME achieves the smallest squared er-
ror among all the considered methods. Furthermore, al-
though Re-CLIME is widely used in practice to analyze
the brain connectivity, it performs worst in terms of accu-
racy in our experiments. Actually, this is not surprising,
since the effects of confounders on the observed data are
seldom linear, both in our synthetic setting and practical
problems.
Compared with Ke-CLIME, the proposed model adds
an extra constraint in the optimization program and, as
a result, it can better take advantage of the assumption
E(Ri) = 0 and achieves more accurate estimation. The
main intuition for this advantage is that with our pro-
cedure, we can choose a smaller bandwidth parameter
h, which results in smaller bias and better performance
compared to simple averaging. Note that when averaging
the estimated Ω(g) over g the bias due to kernel estima-
tion does not get reduced. Furthermore, estimation of
each individual Ω(g) requires a larger bandwidth, result-
ing in more bias.
6.2 fMRI EXPERIMENTS
Functional brain connectivity measures associations be-
tween brain areas, and are thought to reflect communica-
tion and coordination between spatially distant neuronal
populations – corresponding to information processing
pathways in the brain. There are a wide variety of tech-
niques for estimating functional connectivity in the liter-
ature [53, 12, 70, 4], most commonly via the correlation.
However, there is increasing evidence that the precision
matrix results in a more stable and effective connectivity
estimate than the alternatives [63, 49, 55, 56, 1]. For this
reason, we focus our attention on precision matrix esti-
mation. We also focus on motion confounding – one of
the most pressing examples of physiological confound-
ing in the literature.
Our experiments use data from the Center for Biomedical
Research Excellence (COBRE)1. We compare the con-
sidered methods using preprocessed resting-state func-
tional magnetic resonance images for 70 patients diag-
nosed with schizophrenia, and 72 healthy controls. Ev-
ery patient has more than 150 fMRI observations each
with 22 corresponding confounders. We use the 7 con-
founders provided in the dataset related to motion for the
analysis. Furthermore, we apply Harvard-Oxford Atlas
to generate 48 atlas regions of interest (ROIs).
First we split the data from each patient into a training
test with 70% of the data and a test set with 30% of
1https://github.com/SIMEXP/Projects/
tree/master/cobre
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Figure 6: Number of positive connections across ROIs of the control subjects recovered by the proposed Mm-CLIME
method.
the data. Then, we apply the method to training sets to
estimate an unconfounded precision matrix for each pa-
tient. Further, we treat the observations of each test set
as the samples of a multivariate normal distribution with
the precision matrix as estimated, and calculate the log-
likelihood to compare different methods. A glass brain
figure illustrating the achieved precision matrix of a pa-
tient with schizophrenia is provided in Figure 4. Our
hypothesis is that the confounding has a similar effect
as additive noise. Thus, better estimation of the aver-
age precision will correspond to higher likelihood. The
results using the λ selected by AIC and the results us-
ing all considered λ’s are both summarized in Figure 3.
As expected, we find that the proposed method achieves
the highest log-likelihood on the held-out dataset, which
suggests that it results in a better model of the brain con-
nectivity than the baselines.
Next, we concatenated all the observations across sub-
jects diagnosed with schizophrenia, and and all the
healthy controls into two time series, then apply the pro-
posed method separately to each concatenated time se-
ries. The results are summarized in Figure 5 and Fig-
ure 6, where the number of positive connections for each
ROI are reported. We notice that the connectivity of the
ROIs of the subjects with schizophrenia are similar to
that of the control group, except the Occipital Pole and
Central Opercular Cortex have abnormally more positive
connections with other ROIs, i.e., most highly connected
areas. Interestingly, these two areas have been implicated
in the literature as highly associated with schizophre-
nia [54, 61]. In summary, the proposed method models
the fMRI accurately, and detects the differences between
the subjects with schizophrenia and the control group.
7 Conclusion
We developed a novel approach for precision matrix esti-
mation where, due to extraneous confounding of the un-
derlying precision matrix, the data are independent but
not identically distributed. For this, we proposed a vary-
ing graphical model, and an associated joint nonpara-
metric estimator. Our technical contributions included
theoretical consistency and convergence rate guarantees
for the proposed estimator, and an efficient optimization
procedure. Empirical results were also presented using
simulated and real brain imaging data, which suggests
that our approach improves precision matrix estimation
as compared to a variety of baselines. For future work,
we plan to investigate more complex hierarchical graph-
ical models including more confounder effects, and joint
estimation across groups to better estimate shared global
structure.
We have focused on the estimation of the precision ma-
trix under a specific model of confounding. An interest-
ing future direction is development of a goodness of fit
test that would allow us to verify if the model specifica-
tion is appropriate for data. Extending recent work on
quantifying uncertainty in estimation of edge parameters
in undirected graphical models [66, 52, 65, 3, 68, 26, 69,
25] to a setting with confounding is rather challenging
and will be pursued elsewhere.
Empirical results were also presented suggesting an im-
provement for precision matrix estimation.
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Supplements
Proof for Lemma 2
According to Lemma 1, for any r > 0,
sup
g
|S(g)−Σ(g)|∞ ≥
√
log
(
pr+1C−11
)
C−12 n
−2/5 (12)
with probability larger than 1− p−r.
For the ease of presentation, we now use Si to denote S(gi) and Ri = Ω(gi)−M. Assuming that (12) holds, we can
see that M and
{
Ri
}n
i=1
is a pair of feasible solution to (5) for∣∣I− Si (M + Ri)∣∣∞ = ∣∣(Σ(gi)− Si) (M + Ri)∣∣∞
≤ (CM + CR)
√
log
(
pr+1C−11
)
C−12 n
−2/5
= λ.
Then, we consider
∣∣∣∑ni=1 (M + Ri − Ωˆ0 − Rˆi) ej∣∣∣∞, which satisfies :
∣∣∣∣∣
n∑
i=1
(
M + Ri − Mˆ− Rˆi
)
ej
∣∣∣∣∣
∞
≤
∣∣∣∣∣
n∑
i=1
(
M + Ri
) (
Σi − Si) (Ωˆ0 + Rˆi) ej
∣∣∣∣∣
∞
+
∣∣∣∣∣
n∑
i=1
(
M + Ri
) (
Si
(
Ωˆ0 + Rˆi
)
− I
)
ej
∣∣∣∣∣
∞
,
where I is the identity matrix.
For
∣∣∣∑ni=1 (M + Ri) (Σ(gi)− Si) (Ωˆ0 + Rˆi) ej∣∣∣∞, according to the Assumption 3, we have:∣∣∣∣∣
n∑
i=1
(
M + Ri
) (
Σ(gi)− Si) (Ωˆ0 + Rˆi) ej
∣∣∣∣∣
∞
≤‖M‖
{
n∑
i=1
∣∣Σ(gi)− Si∣∣∞|ωˆj |1 + n∑
i=1
∣∣Σ(gi)− Sk∣∣∞∣∣rˆij∣∣1
}
+
n∑
i=1
∥∥Ri∥∥
L1
∣∣(Σ(gi)− Si)∣∣∞|ωˆj |1 + n∑
i=1
∥∥Ri∥∥
L1
∣∣(Σi − Si)∣∣∞∣∣rˆij∣∣1
≤CM
{
nmax
i
∣∣(Σ(gi)− Si)∣∣∞|ωˆj |1 + maxi ∣∣(Σ(gi)− Sk)∣∣∞
n∑
i=1
∣∣rˆij∣∣1
}
+ |ωˆj |1 maxi
∣∣(Σ(gi)− Si)∣∣∞ n∑
i=1
∥∥Ri∥∥
L1
+ max
i
∣∣(Σ(gi)− Si)∣∣∞ n∑
i=1
∥∥Ri∥∥
L1
∣∣rˆij∣∣1
≤CM
√
log
(
pr+1C−11
)
C−12 n
3/5|ωˆj |1 + CM
√
log
(
pr+1C−11
)
C−12 n
−2/5
n∑
i=1
∣∣rˆij∣∣1
+ CR
√
log
(
pr+1C−11
)
C−12 n
3/5|ωˆj |1 + CR
√
log
(
pr+1C−11
)
C−12 n
−2/5
n∑
i=1
∣∣rˆij∣∣1
=2 (CM + CR)
√
log
(
pr+1C−11
)
C−12 n
3/5
(
|ωˆj |1 +
∑n
i=1
∣∣rˆij∣∣1
n
)
,
where ωˆj denotes the jth column of Ωˆ0
Since M and
{
Ri
}n
i=1
is a set of feasible solution to (5), combined with the definition of (5), we can derive the
upperbound of
∣∣∣∑ni=1 (M + Ri) (Σ(gi)− Si) (Ωˆ0 + Rˆi) ej∣∣∣∞ as:∣∣∣∣∣
n∑
i=1
(
M + Ri
) (
Σ(gi)− Si) (Ωˆ0 + Rˆi) ej
∣∣∣∣∣
∞
≤2 (CM + CR)
√
log
(
pr+1C−11
)
C−12 n
3/5
(
|ωˆj |1 +
∑n
i=1
∣∣rˆij∣∣1
n
)
≤2 (CM + CR)2
√
log
(
pr+1C−11
)
C−12 n
3/5,
(13)
where the second inequality is due to the Assumption 3.
Furthermore, for
∣∣∣∑ni=1 (M + Ri) (Si (Ωˆ0 + Rˆi)− I) ej∣∣∣∞, we have:
∣∣∣∣∣
n∑
i=1
(
M + Ri
) (
Si
(
Ωˆ0 + Rˆi
)
− I
)
ej
∣∣∣∣∣
∞
≤‖M‖L1
∣∣∣∣∣
n∑
i=1
(
Si
(
Ωˆ0 + Rˆi
)
− I
)
ej
∣∣∣∣∣
∞
+
n∑
i=1
∥∥Ri∥∥
L1
∣∣∣(Si (Ωˆ0 + Rˆi)− I) ej∣∣∣∞
≤λ
(
‖M‖L1 +
n∑
i=1
∥∥Ri∥∥
L1
)
=(nCR + CM)(CM + CR)
√
log
(
pr+1C−11
)
C−12 n
−2/5.
(14)
Therefore, combining (13) and (14), we can prove the consistency of Ωˆ0 by∣∣∣∑ni=1 (M + Ri − Ωˆ0 − Rˆi) ej∣∣∣∞
n
=
∣∣∣Ωˆ0 −M∣∣∣
∞
≤ (CM + CR)
(
3CR + (2 + n
−1)CM
)√
log
(
pr+1C−11
)
C−12 n
−2/5,
(15)
with probability larger than 1− p−r.
