This paper presents a n e w method for unsupervised change d e t e c t i o n which combines independent component modeling and probabilistic outlier detection. The method f u r t h e r provides a c o m p a c t data representation, which is a m e n a b l e to interpretation, i.e., the detected condition changes c a n be investigated f u r t h e r . The method is successfully applied to unsupervised condition change d e t e c t i o n in large diesel engines f r o m acoustical emission sensor signal and compared to more classical techniques based on principal c o m p o n e n t analysis and Gaussian mixture models.
INTRODUCTION
Identification of engine conditions and faults is important for automatic monitoring of critical failures in large marine diesel engines and stationary power plants. The possibility of early detecting small defects prior to evolving into serious breakdowns often reduce the costs for repair significantl?. While the long term objective is to classify engine conditions into known fault types, this work focuses merely on the detection of condition changes.
The literature suggests that monitoring based on acoustical emission (AE) offers advantages over sensor techniques such as pressure and vibration [19, 201 . The signal-to-noise ratio is typically better for AE sensor signals, and further a system based on AE is more suitable from an operational point of view. Previous work on adaptive signal processing and machine learning [4, 5, 7, 6, 13, 21, 221 has mainly focused on supervised learning from sensor data and known faults. This paper focuses on unsupervised learning for significant detection of changes in measured AE signals, that is, modeling the probability density of the AE signal. Since AE data are abundant we focus on models, which also offers compact data representation, such as the Independent Component Analysis (ICA), Principal Component Analysis (PCA) and Unsupervised Gaussian Mixture (UGM) models in combination with PCA. The probability density associated with the trained ICA, PCA [15, 3] and thus represent a significant change in engine condition. The next section presents the modeling framework and a novel change detection algorithm based on ICA and/or PCA models. The results of a comparative analysis using Bayesian Information Criterion ( B E ) and Reciever Operator Characteristics (ROC) is followed by the description of data acquisition, experimental setup, ending with the concluding remarks. We use BIC In order to estimate the optimal model complexity, KOPt, we use the Bayesian information criterion (BIG) [17, 10, 18] . BIC is an estimate of model evidence given by --
-- components. The non-guadratic noke free ICA can be performed in two steps by decomposing A = UQ, where U is d x K projection matrix onto the K subspace spanned by the sources, and Q is K x K mixing matrix. If the source space is K-dimensional and second order moments of 5 exist, then the projection matrix can be obtained from an SVD projectionlas described in the previous subsection.
We will use the Infomax algorithm [Z] with classical tanh(.) nonlinearity'. The deployed implementation of the algorithm can be obtained from ICA-ML DTli:tooZbm [14] .
For model selection we will use BIG Eq. (2) with the assumption of indo pendent signal and noise spaces as in F,q. 
Noisy I n d e p e n d e n t C o m p o n e n t Analysis M o d e l ( I C A -M F )
An advanced Bayesian ICA using mean field training [12] enables the training of an ICA model with noise, I = As + e, under flexible source distributions and possible priors on the mixing matrix. The noise is assumed Gaussian, independent of the sources, and with diagonal covariance matrix. The preprocessing SVD projection step is not exact in the case of noise, i.e.: t,he estimation procedure estimates the d x K mixing matrix A directly.
'Corresponding to identical source priors pa, (si) = I/xcosh(s,)
As described above, the columns of A correspond to AE RhlS signatures associated with individual sources, which Consequently are non-negative. We therefore invoke a non-negativity prior constraint on the mixing matrix. The activation of these signatures should also he non negative, i.e., source should be non-negative and consequently we use an exponential prior source distribution. The noisy ICA model is estimated using the the ICA-MF DTU:toolboz
The number of sources is also in this case estimated using BIG, Eq. ( 2 ) .
U n s u p e r v i s e d G a u s s i a n M i x t u r e M o d e l ( U G M ) 
&(t) can be interpreted as the empirical estimate of the probability that the example x (with log likelihood t) belongs to the model given uy the parameters $, i.e. the model that generated the training set.'Using a threshold, e.g., t,,, = 5%, new examples where Q ( t ) < t,,, are rejected under " 0 a t a 5% significance level. See further figure 1.
EXPERIMENTAL RESULTS
We consider data from three experiments described in the following section, however we only show results from the first experiment, in which the lubri-'For a Gaussian density Q ( t ) is x2 distributed. In general, we can only compute this from-samples, e.g., by generating an arbitrarily large sample from the generative model cating oil is shut off. The other experiments gives similar performance results besides from changes in the optimal number of components.
The &(t) function of the trained models are computed from'the training set. Choosing a specific threshold t,i, then the false alarm Irate can be estimated as the fraction of examples in t e s t set 1 (belonging to "0) for which log-likelihood logp(zl0) < t,,,jn. Similarly the true detection probability is estimated as t h e fraction of examples on test set 2 (belonging to "1) for which log-likelihood smaller than t,jn. By varying t,i, the so-called receiver operation characteristics (ROC) curves are formed, which is shown in figure 3.
Larger area under the ROC curve implies higher true detection for a given false alarm. Clearly ICA-MF shows best true performance. . I n order to interpret the nature of the changed condition we can evaluate the difference between a test feature vector z and its estimate under the model. For ICA-MF we first estimate the source 2 and then compute the estimate under the model 2 = d2. The interpretation is shown in figure 5 . ,
EXPERIMENTAL SETUP
The data set consists of acoustical emission (AE) root-mean squared (RMS) signals acquired with four AE sensors. In this work we will use a single sensor placed on the liner (cylinder casing). Data was recorded for 10 seconds followed by a pause of 60 seconds as a simple compression scheme. Data was originally sampled at 2.5 MHz using the RMS time constant 50 ps. The signal is resampled into crank angle domain using a crank encoder. This par- 
where zn(i) is the RMS AE signal for cycle n at angle (i -1). 360/2048'. During the experiment, the engine load was changed from 25% to 75%.
In the middle of the 25% load period the cylinder lubrication, was turned off, and in the middle of the 75% load period lubrication was re-established. Figure 4 shows the actual timing of these events.
From the entire data set we have selected periods where the engine displays non-trivial abrupt condition changes. Thus we are not interested in detecting that the load changes but e.g., that lubrication is turned on or off.
Knowledge about condition changes is obtained from manual annotations by MAN B&W and from additional 21 sensor channels. This information is not directly passed to the algorithms, hut is used in order to design relevant data periods and for performance evaluation.
We consider three experiments indicated in Figure 4 .
Experiment 1: S h u t t i n g Off Lubrication After turning on the engine, the load stabilized at 25% on the propeller curve. After, a while the lubrication to the cylinder is turned off. The objective is to detect this operation condition change.
Experiment 2: Unstable Revolution Speed The engine is running at 50% load with the lubrication system turned off. Inspection of the revolution speed obtained from timing signal indicates that the engine condition undergoes sudden changes in the middle of this period, which is probably caused by engine load fluctuations. We aim to detect the start and end of this period. 
CONCLUSION
This paper presented a novel probabilistic change detection framework based on independent component analysis (ICA) modeling. The method was successfully applied t o unsupervised condition change detection in large diesel engines using acoustical emission sensors. T h e overdetermined noisy ICA model using mean-field Bayesian learning showed hest performance. for crank angle position close to 240'. Knowledge about the engine combustion cycle at crank angel position 240°, can then be used to identify the nature and impact of detected condition change.
