The growing prosperity of social networks has brought great challenges to the sentimental tendency mining of users. As more and more researchers pay attention to the sentimental tendency of online users, rich research results have been obtained based on the sentiment classification of explicit texts. However, research on the implicit sentiment of users is still in its infancy. Aiming at the difficulty of implicit sentiment classification, a research on implicit sentiment classification model based on deep neural network is carried out. Classification models based on DNN, LSTM, Bi-LSTM and CNN were established to judge the tendency of the user's implicit sentiment text. Based on the Bi-LSTM model, the classification model of word-level attention mechanism is studied. The experimental results on the public dataset show that the established LSTM series classification model and CNN classification model can achieve good sentiment classification effect, and the classification effect is significantly better than the DNN model. The Bi-LSTM based attention mechanism classification model obtained the optimal R value in the positive category identification.
I. INTRODUCTION
In multi-source social media data mining, research based on machine learning and deep learning has become the main method of pattern mining. For example, clustering can identify similar patterns [1] [2] [3] , deep neural networks can provide end-to-end solutions [4] [5] [6] [7] [8] , and feature embedding can provide problematic migration solutions [9] .With the wide application of social media, rich text information has accumulated on the Internet. These subjective texts contain rich behavioral information of the members of society. Sentiment analysis of these texts can provide a deeper understanding of people's preferences for things, public events, and the users life pattern. It has far-reaching effects in public opinion analysis [10] , resource recommendation [11] , and law mining. As a basic research task of sentiment analysis, user sentiment classification has made rich research progress in various aspects. According to the task objectives, sentiment classification can be divided into common polarity classification and emotion classification. According to the presence of sentimental words, the sentiment classification task can be divided into two types, including explicit sentiment classification and implicit sentiment classification. In social media such as micro-blog, users often display sentimental words in their expressions. In actual research, social media users also use factual statements to express their sentimental attitudes. Unlike explicit expressions, implicit expressions do not contain sentimental words. Due to the large proportion of explicit text expression, the task of sentiment classification has achieved rich research results in the field of social media mining. In contrast, the study of implicit sentiment classification is still in its infancy. Implicit sentiment classification is an important part of sentiment analysis. Its research results will help to improve the performance of online text sentiment analysis more comprehensively and accurately. It can play a positive role in text representation learning, natural language understanding, and other research. It can also further promote the application of related fields and the rapid development of industry.
Compared with the task of explicit sentiment classification, the task of Chinese implicit sentiment classification is more difficult. Most implicit subjective texts use relatively neutral statements and do not contain sentimental words, which makes it difficult to distinguish the tendentiousness of sentences. Word vector representation technology based on neural language model can learn effective feature representation from large-scale corpus, and has made important progress in many natural language processing tasks. For example, the word2vec [12] model can capture similarities and differences between words. Using word embedding technology to extract text features and training appropriate classifiers to classify sentence polarity has become an important technical means of sentiment classification tasks. Based on this idea, this paper uses the word2vec model to obtain the characteristics of sentences. Deep neural networkbased classifier were established to conduct a biased classification study on Chinese implicitly expressed texts. The main research contents of this paper are as follows:
• Based on the deep neural network, the task of Chinese implicit sentimental polarity classification is studied. The deep neural networks used include convolutional neural network(CNN), deep fully connected neural network(DNN) and long short-term memory(LSTM). Since bidirectional LSTM(Bi-LSTM) has better effect in context semantic acquisition, a classification model based on Bi-LSTM is introduced in Chinese implicit sentiment classification. It is found that although the implicitly expressed text lacks the explicit sentiment words and is hard to classify the polarity, deep neural network structures proposed can achieve good classification results.
• Based on the idea of word-level attention mechanism, a classification model based on bidirectional LSTM (Bi-LSTM)structure is established. The results show that the attention mechanism implemented in this 978-1-7281-4762-8/19/$31.00 © 2019 IEEE paper has achieved the optimal F1 value in the negative category identification. But this model has not achieved a significant performance improvement effect because of the missing of the sentimental words.
The second section of this paper introduces the related work of word embedding technology and deep learning model. The third section describes the various deep neural network models and attention-based classification models proposed. The fourth section introduces the experimentally relevant data sets and operational procedures, as well as the experimental results. Finally, the research work is summarized and forecasted.
II. RELATED WORK
The sentiment classification task mainly consists of two parts, which are text feature representation and classification model selection.. Based on the word2vec technology, the literature introduces the n-gram feature into the context, uses the co-occurrence statistics of word-word and word-character to learn the word vector, and provides a method for judging the analogy of words [13] . The literature adds a variety of grammatical feature information when training the word vector, and uses a multi-domain corpus.
In the explicit text sentiment classification study, the classification method based on the sentiment dictionary weights the scores of the sentiment words to determine the overall polarity of the sentences. The machine learning-based classification method achieves sentiment classification of different levels of text by finding suitable features. A summary of the classification method based on machine learning found that the method has the problem that the features are not easy to extract. The sentiment classification method based on machine learning is not suitable for the field of Chinese implicit sentiment classification. Therefore, this paper adopts the commonly used deep learning method to represent the learning of word features.
The sentiment classification method based on deep neural network provides an end-to-end problem solution, and can abstract the representation and synthesis of word features, which has become the mainstream research method in NLP field. In this paper, a Chinese microblog sentiment analysis model based on multi-channel convolutional neural network is proposed [14] . Experimental results show that this method has better performance than ordinary convolutional neural networks, convolutional neural networks combined with emotional information and traditional classifiers. The literature [15] uses a variety of deep neural networks to solve cross-domain sentiment analysis tasks. Experimental results show that deep neural networks can achieve better classification results. Most of the above-mentioned literature research content is explicit text. In the field of implicit sentiment classification tasks, related deep neural network research is lacking. Taking this as a starting point, the classification of basic implicit neural networks of CNN, DNN,LSTM and Bi-LSTM is carried out on Chinese implicit texts.
Due to the existence of the display of sentimental words, the attention mechanism is introduced in the classification model. By giving higher weights to sentimental words, sentence performance classification performance can be improved. In the basis of mind mechanism of attention, this paper implements a classification model of attention level at the word level [16] . Based on the attention mechanism，this paper studies the performance of classification model based on attention mechanism on implicit sentiment classification.
III. MODEL DESCRIPTION

A. Classification model framework
The classification framework based on deep neural network mainly includes three parts. From the bottom up, the underlying word embedding layer, the deep neural network layer, and the top softmax layer. The overall structure of the frame is shown in Figure 1 . The difference between different classification models is the network structure selected by the deep neural network layer. The underlying word embedding layer and the top-level softmax classification layer use the same structure. The underlying word embedding layer and the top-level softmax classification layer use the same structure. The word pretraining technique is used in the word embedding layer to represent sentence features. The word embedding technology has obtained rich research results in text feature representation. The rich vector feature representation can be obtained through the bottom pre-training model. In order to obtain the sentence context representation, the word embedding layer of the sentence is obtained based on the word2vec model. The Wikipedia Chinese word vector matrix provided in the literature was obtained [13] . The word embedding layer is constructed to obtain the mapping relationship between words and vectors in sentences.
Unlike traditional machine learning models, deep learning models can encode the characteristics of a sentence. This representation of feature abstraction reduces amount of manual feature extraction. The deep structural design of deep neural networks allows for a richer level learning of features. In the previous study, similar research methods were used for sentiment classification of texts. Therefore, we designed a deep neural network on the second layer. Four different structures are used in the deep neural network layer, namely DNN, CNN, LSTM and Bi-LSTM. Among them, in order to make full use of the nonlinear fitting ability of neural networks, the DNN model is introduced. The remaining models are often used in previous literature studies. This layer is responsible for feature extraction and synthesis of the underlying word vector. In order to weaken the over-fitting phenomenon of the deep neural network, a dropout mechanism is added after constructing a layer [17] . The four network model structures are described in detail in the following subsections. The softmax activation function is used in the top level classification layer to obtain the probability of each category.
B. LSTM and its variants
In actual language expression, the relationship between words constitutes a complete statement. Different combinations of words can produce different semantics. LSTM is a time recurrent neural network that assumes that the output at the current moment depends on the current input and past inputs. This model structure can acquire time-dependent features well. Valid feature information can be captured in long sequence text. Due to LSTM's unique feature extraction approach and outstanding performance in text sentiment analysis. This paper builds a basic LSTM sentiment classification model to classify Chinese implicit texts. The LSTM neural network layer structure is shown in Figure 1 . From the image we can see that the LSTM neurons are related to each other. This is a one-way LSTM structure that only has a front-to-back effect. Unlike LSTM, Bi-LSTM is a bidirectional LSTM structure. Based on this, Bi-LSTM captures bidirectional semantic information. In certain mission scenarios, Bi-LSTM can achieve better performance. In order to study whether the Bi-LSTM structure is more suitable for Chinese implicit text classification, this classification model is established in this paper.
C. CNN and DNN
CNN can capture local important information through convolution and pooling operations. Therefore it is applied to related natural language processing tasks. Multi-layer fully connected neural networks(DNN) can be used to fit features through complex structures. The literature uses CNN to make effective attempts in the field of NLP [18] . A sentence is represented as a matrix by splicing the word vector. A set of convolutional layer filters and a maximum pooling layer of the pooling layer are used to obtain the feature vectors of the sentences, and finally the classification of the sentences is realized. Combine the literature ideas ,in this paper, a set of one-dimensional convolutional layer and maximum pooling layer are designed in the deep neural network layer to realize the extraction and synthesis of text features. In the feature output map, the first convolutional layer is padded with zero and the second convolutional layer is not padded with zero. The model structure is shown in Figure 3 . The ability to synthesize model features can be increased by constructing a multi-layer fully connected layer neural network. In the DNN classification model, a three-layer fully connected layer is designed.
D. Classification model based on sentence attention mechanism
The literature designs the attention of two mechanisms, including word level and sentence level [16] . Based on the idea of word-level attention mechanism proposed in the above literature, this paper implements the attention mechanism based on Bi-LSTM. The network structure diagram is shown in Figure 5 . The appropriate weights are assigned to the input by the method of the below formula, and a fully connected layer is added to the output part to realize the synthesis of the features. The input features are weighted differently by assigning weights, and a fully connected layer is added to the output part to realize the synthesis of the features. The core formula is shown in formula (1)(2)(3), as in:
E. Evaluation Index
The evaluation criteria used in the model evaluation include precision rate (P), recall rate (R) and F1 value. Since the classification category includes three, one is a positive example, and the other two are negative examples to calculate three evaluation indicators. The final calculation of the average value is the final evaluation standard of the model.
IV. EXPERIMENT AND ANALYSIS
A. Dataset description
This paper uses the Evaluation of Chinese Implicit Sentiment Analysis,(SMPECISA 2019) to conduct experiments. Since the test set has not yet been published, the data set provided contains only the training data and the validation data. The training set is internally divided according to a ratio of 4:1 for the training process of the model. The officially provided validation set is used as a test set to evaluate the performance of each classification model. The data includes microblogs, travel websites, product forums and other fields. The main topics include Spring Festival Evening, Haze, National Examination, Tourism, Dragon Boat Festival and so on. The sentiment label contains a total of positive, negative, and neutral. The detailed quantity and related context information are shown in Table 1 . Among them, the official training set and verification set contain 33 cooccurring sentences, and this article chooses to remove them in the test set. 
B. Experiment process
Since the text content comes from the social network, the original data set contains a large number of network terms. In order to preserve the characteristics of the original text to the greatest extent, the preprocessing stage only removes the sentences co-occurring in the test data. After the sentence extraction is completed, the sentence is processed by the jieba word segmentation tool.
A set of word vectors incorporating the three features described above is employed. When this vector representation is used, words that do not appear in the corpus fill the vector with 0. The training set is divided into a training data and a validation data according to a ratio of 4:1, and the validation data is used to adjust the prediction effect of the classification model. The ratio of the training data to the test data is approximately 3:1. Three replicate experiments were performed on all models, and the average was used to evaluate the classification effect of each model. The model also includes some parameter settings. The unique settings are shown in the table below, and the rest of the parameters are default values. 
C. Results and analysis
In the actual experimental results, after about 10 epoch, the model is basically well trained. In this paper, the datasets are classified by ternary polarity using five classification models. The categories included are positive, neutral, and negative. The experimental results are shown in Table 3 . It can be seen from Table 3 that CNN, Bi-LSTM, LSTM and attention-based classification models are significantly superior to the DNN classification model in the three-category implicit sentiment classification task. The CNN classification model has better performance in neutral category identification. The LSTM classification model has a good F1 value in positive category identification. The established word-level attention mechanism classification model has better overall performance in negative category identification. Among the three categories of classification results, the classification effect of each model in the positive category is significantly weaker than the other categories. For example, the average F1 value of all models in positive category is 0.5614. The other categories' F1 value are respectively 0.8456 and 0.7015. A study of positive sentences found that the sentimental characteristics of sentences are not obvious. We can find that the classification model of the LSTM series can extract better correlations between features, and thus have achieved good performance. CNN's pooling operation can extract local important information, and thus achieves good results in classification results. DNN only has the ability to nonlinearly fit. In the implicit expression, there are no particularly important sentimental words, so the attention mechanism implemented in this paper has not achieved a significant performance improvement effect. This also shows that implicit expression classification is more difficult than explicit expression.
V. SUMMARY AND PROSPECT
This paper classifies Chinese implicit sentiment based on deep neural networks. The established LSTM, CNN and Bi-LSTM basic classification models have achieved better classification results than DNN. Based on Bi-LSTM, this paper also implements a classification model based on attention mechanism. The analysis of the two-category results and three-category experiments found that the LSTM series and the CNN classification model achieved good classification results due to the unique design of the feature extraction. Since the implicit sentimental text does not include the sentimental words, the classification model based on the attention mechanism has not been significantly improved. However, the implementation of the attention-based mechanism model has achieved the best results in the classification of some categories. The experimental results also show that implicit sentimental text categorization is more difficult than explicit sentimental text categorization tasks.
