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Abstract 
With the increasing popularity of mobile phones and tablets, mobile visual search has attracted growing interest in the field of 
content-based image retrieval (CBIR). In this paper, we present a novel framework for quality-aware CBIR. On the mobile-
client side, a query image is compressed to a certain quality level to accommodate the network condition and then uploaded 
onto a server with its quality level transferred as side information. On the sever side, a set of features are extracted from the 
query image and then compared against the features of the images in the database. As the efficacy of different features changes 
over query quality, we leverage the side information about the query quality to select a quality-specific similarity function that 
is learnt offline using a Support Vector Machine (SVM) method. The experimental results have demonstrated the potential of 
our framework. 
© 2014 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of the 3rd International Conference on Integrated Information. 
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1. Introduction 
With the rapidly growing popularity of cell phones and tablets, visual search on mobile devices has received in- 
creasing interest recently. Mobile visual search enables people to look for visually similar products or find 
information about movies/CDs online by initiating a search request from a camera phone. Depending on which 
part of the visual search is performed on the mobile devices, there are several possible client-server architectures 
(Girod et al. (2011)): 
 
• A query image is transmitted to the server, and then the feature extraction and retrieval are done on the server.  
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• The mobile client extracts some features from the query image and uploads only the features to the server. The 
 retrieval is performed on the server.  
• The mobile client maintains a cache of the image database. The retrieval is done locally on the client. Only if no 
 match is found, the client sends a query to the server.  
 
In each case, the system performance is constrained on the bandwidth, computation, memory, and power of 
mobile de- vices. Recently, there has been work focusing on designing compact descriptors for visual search. One 
representative work is the Compressed Histogram of Gradients (CHoG) descriptor proposed by Chandrasekhar et 
al. (Chandrasekhar et al. (2012)), which is shown to be highly discriminative at a low bitrate. Besides, there has 
been exploratory work by the MPEG committee towards defining a standard for visual search applications since 
2011. This standardiza- tion initiative is referred to as ”Compact Descriptors for Visual Search (CDVS)” (Reznik 
(2011)). It is evident that a low-bitrate descriptor can leads to shorter transmission latency, smaller memory 
overload, and potentially faster matching. Therefore, all the three aforementioned client-server architectures of 
mobile visual search can benefit from the advancement of compact-descriptor technology. Besides the great 
amount of research effort devoted to the design of visual descriptors, fusion methods for visual search has also 
attracted lots of attention in the CBIR community. Given that a descriptor is a set of characteristics of an image, 
such as color, shape, and texture, fusion techniques are shown to be effective in reducing the semantic gap of 
image retrieval based on feature similarity. 
In this paper, we propose a framework for mobile visual search using the first client-server architecture. Specif- 
ically, a query image is compressed to a certain quality level on the mobile client and then uploaded to the server 
with its quality level transmitted as side information at the same time. A query quality-dependent retrieval 
algorithm based on fusion of multiple features is then performed on the server. The motivations to propose this 
framework are as follow: 
 
• Although the computational capacity of mobile devices has become more and more powerful, there are several 
advantages to perform descriptor extraction on the server. It eliminates the waiting time caused by computing 
descriptors on a mobile device of limited computing resource. More importantly, given the abundant computing 
resources on the server, it has greatly relaxed the stringent constraint on the complexity and memory usage of 
the descriptor(s), which make a fusion method computationally feasible in this framework.  
• As bandwidth is also an important concern for visual search on wireless networks, the proposed framework 
allows the client to compress a query image at a certain bitrate to accommodate the network condition.  
• Since a specific descriptor is not equally important for images of different quality levels, the side information 
about the query quality could be leveraged to enhance the retrieval performance of the fusion method.  
 
2. Related work 
 
Chatzichristofis et al. investigated the behavior of some compact composite descriptors in early fusion (a new 
de- scriptor is constructed based multiple existing descriptors), late fusion (the retrieved results with different 
descriptors are fused to form a final result list), and distributed image retrieval (Chatzichristofis et al. (2010)). The 
experimental results show that the fusion methods are able to present better results than the individual descriptors. 
Singh and Pooja present a fusion image retrieval method using the global angular radial transform and local polar 
Hough transform based features (Singh et al. (2012)). Chen et al. propose an image retrieval method based on 
similarity score fusion of color and texture features using a genetic algorithm (Chen et al. (2010)). All of these 
methods perform query independent fusion. Since a special feature has different importance in reflecting the 
content of different images, Huang et al. propose a query-dependent feature fusion method for medical image 
retrieval based on a one-class SVM method (Huang et al. (2011)). Zhang et al. also propose a graph-based query 
specific fusion approach where multiple retrieval sets are merged and reranked by conducting a link analysis on a 
fused graph (Zhang et al. (2012)). It is worth mentioning that none of these fusion methods takes into consideration 
the quality of the query images.  There are several methods that explicitly deal with distorted query images. For 
example, Liao and Chen propose a complementary retrieval method based on fusion of multiple features to resist 
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various types of processing, such as geometric transformation, compression, changing of illumination and noise 
corruption. In their method, the distortion types of the query image are assumed to be unknown. A complementary 
analysis is proposed to determine the distortion category for each query image and the feature resistant to the 
predicted category is used to retrieve the desired original image (Liao and Chen (2002)). Unlike our work that 
focuses on the quality levels of the query images, their method focuses on the distortion type and is designed for 
copy detection rather than general visual search. Besides, Singh et al. propose a method that combines color and 
shape features to retrieval images with incomplete or distorted queries. In their studies, query images are 
categorized into two classes: “complete” and “incomplete”. The same fusion method is used for all incomplete 
queries (Singh et al. (2011)). 
3. Proposed method 
In this paper, we propose a query quality-dependent fusion approach for mobile visual search. Specifically, it is 
based on the fusion of five common image features (Xiao et al. (2010)): 
 
• Tinny Images: This is the most trivial descriptor that compares images directly in the color space after reducing 
the image dimensions drastically.  
• Color Histograms: The histograms have 16 bins for each component of the RGB color space, yielding a total of 
48 dimensions.  
• GIST: This descriptor computes the output of a bank of 24 Gabor-like filters tuned to 8 orientations at 4 scales. 
The squared output of each filter is then averaged on a 4 × 4 grid.  
• Texton Histograms: For each image we built a 512-dimensional histogram using a 512-entry universal texton 
dictionary.  
• SSIM: The self-similarity descriptors are quantized into 300 visual words by k-means. Unlike the descrip- tors 
mentioned before, SSIM provide a complementary measure of scene layout that is somewhat appearance 
invariant.  
 
We employ a query quality-dependent method for fusion image retrieval based on the five descriptors. 
1. Categorize the query images into different quality levels based on the side information. 1  
2. For each “query image-retrieved image” pair, we compute a 5-dimensional similarity-score vector  based on 
the five descriptors. We adopt the C-SVM formulation to learn the weights to map  into a final score s f = 
· . Specifically, we select a set of positive (relevant) image pairs P, and a set of negative (irrelevant) 
image pairs N. For each image pair pi ∈ P  N, we compute a vector , and assign to a label yi (“1” for pi 
∈ P, and “-1” for  
pi ∈ N). The weights  can be learnt by solving the following optimization problem: 
 
 
 
 
This optimization is run for each quality level k to learn  using a query dataset of the corresponding quality. 
3.  At the test stage, the learnt weight vector is used to compute the final similarity score for a “query image- 
retrieved image” pair, with k being the quality level of the query image. The retrieved images are returned in 
decreasing order of the final similarity scores. 
Beside the quality-aware fusion method, we also employ a mean-based fusion, which uses the mean of the five 
similarity scores as the final similarity score, i.e., = (0.2, 0.2, 0.2, 0.2, 0.2) for all k. 
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4. Experimental results 
4.1. Datasets 
 
We use the Wang image database (Wang et al. (2001)) that contains 1000 images of 10 classes (100 for each 
class). The images belong to the same class are considered to be relevant. We constructed ten copies of the Wang 
database 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1: Images of different quality levels. The original image (a) is from the Wang database (Wang et al. (2001)). 
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at different quality levels. Specifically, the images are compressed using the built-in MATLAB function for JPEG 
compression with the quality parameter k  {100, 75, 50, 30, 20, 15, 10, 8, 5, 3}. Let Dk be the database 
containing images at quality level k. D100 corresponds to the original Wang database, and D3 contains images of 
the lowest quality. An illustration of the images at different quality levels is given in Figure 1. The file size ranges 
of the images after compression are listed in Table 1. 
In the experiments, the query images can be from any quality level, whereas the images to be retrieved are always 
from D100. To learn the weights wk for quality level k, we selected 500 query images (50 for each class) from 
Dk, and pair them with the images in D100 for training. Let (qk,i,rj) be such a pair, where qk,i  Dk and rj  
D100. Let c(·) denote the class of an image. A pair (qk,i,rj) is labeled positive or “1”, if c(qk,i) = c(rj). Otherwise, 
it is labeled negative or “-1”. As there are 9 negative classes and only one positive class for each query image, we 
randomly select one-ninth of the negative pairs in order to balance the positive and negative samples during 
training. The remaining 500 images from each Dk that have not been selected for training are used for test. In our 
implementation, the dictionaries used to compute the descriptors are built using images from the SUN database 
(Xiao et al. (2010)). We measure the similarity of two descriptors based on the histogram intersection distance and 
use a linear kernel for the SVM-based quality-aware fusion method. 
Table 1: File size ranges of the images (386 × 256) from the Wang database compressed at different quality levels 
Quality level 100 75 50 30 20 15 10 8 5 3 
Size range 
(KBbytes) 
7-56 6-38 4-24 4-18 3-14 3-12 3-9 3-8 3-6 3-5 
4.2. Retrieval metric 
Let s f (q, rn ) be the final similarity score between a query image q and an image rn in the database. The 
database imagesrn arethensortedaccordingtothesimilarityscoressuchthatsf(q,rn)≥sf(q,rn+1).Theprecisionandrecall 
of the retrieval results are defined as follow: 
 
 
 
 
 
As the precision and recall values vary with the numbers of returned images, the most common way to sumarize 
these values into a single value is the mean average precision (MAP). The average precision of a single query q is 
defined as: 
 
 
 
where Precision(n) is the precision value after the n-th relevant image was retrieved, and NR is the total number of 
relevant images. The MAP is the mean of average precision over all query images: 
 
 
 
where Q is the query image set, and NQ is its size. The MAP has the advantage of reflecting both precision and 
recall oriented aspects and is sensitive to the entire ranking (Deselaers et al. (2008)). 
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4.3. Results 
The MAP results on the Wang database of 10 different quality levels are shown in Table 2. We can see that the 
performances of the Color Histograms, Tiny Images, and GIST do not change drastically as the image quality 
drops. On the contrary, the Texton Histograms and SSIM descriptors achieve the best performance near the higher-
end of the quality range (level 100, 75 and 50) and perform poorly near the lower-end of the quality range (level 5 
and 3). On these quality levels, the quality-aware fusion method is able to achieve better retrieval performance than 
the mean- based fusion method, which indicates that the quality-dependent weights learnt by the SVM method are 
better than the uniform weights in fusing the different descriptors. For the medium quality levels, the mean-based 
fusion is slightly better than the quality-aware fusion, but there is no significant performance gap between them. 
This indicates that the uniform weights are closer to the optimal weights than the learnt quality-dependent weights 
for the medium quality levels. This is not surprising considering the relatively smaller performance differences 
among the five descriptors. Nevertheless, there is clearly much room left for improving the quality-aware fusion 
method by exploring better ways to estimate the optimal weights for combination. 
It can also be observed that both fusion methods achieve significantly better MAPs than any individual 
descriptors on each quality level. Noticeably, the quality-aware fusion algorithm with the lowest-quality query 
images achieves comparable performance to the best-performing individual descriptor SSIM with the highest-
quality query images. This strongly supports the advantages of fusing multiple descriptors for visual search. 
Table 2: MAP results of different quality levels 
5. Conclusion 
This paper presents a quality-aware framework for mobile visual search based on a query quality-dependent 
fusion method. The experimental results demonstrate the potential of taking into consideration the quality of query 
images to improve the performance of fusion image retrieval. In this paper, the query images are categorized into 
discrete quality levels. In real applications, it is natural to represent image quality by a continuous scalar value, and 
the estimation of image quality is usually not precise. Therefore, a soft division of the quality range may lead to 
better performance. For example, an query image can be assigned to multiple quality levels with different 
confidence. It would also be interesting to conduct quality analysis of the query images on the server, instead of 
requesting quality information from the mobile client. With the advancement of technology for blind/non-reference 
image quality assessment, the quality aspect of a query image could be better measured for the optimization of a 
quality-aware fusion method. 
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