Abstract. In this paper, two nonconforming finite element schemes that use piecewise cubic and piecewise quartic polynomials respectively are constructed for the planar biharmonic equation with optimal convergence rates on general shape-regular triangulations. Therefore, it is proved that optimal finite element schemes of arbitrary order for planar biharmonic equation can be constructed on general shape-regular triangulations.
Introduction
In the study of qualitative and numerical analysis of partial differential equations and, in general, of approximation theory, we are often interested in the approximation of functions in Sobolev spaces by piecewise polynomials defined on a partition of the domain. In order for simpler interior structure, lower-degree polynomials are often expected to be used with respect to the same convergence rate. When finite element spaces that consist of polynomials of k-th degree are used for discretizing H m elliptic problems, the convergence rate in energy norm can generally not be expected higher than O(h k+1−m ) for general grids, and finite element schemes that possess convergence rate O(h k+1−m ) are called optimal. It is of theoretical and practical interests to construct optimal finite element schemes, and this paper is devoted to this problem.
Optimal schemes have been well studied for lowest-order cases. On one hand, for the lowestorder (H 1 ) elliptic problems, the standard Lagrangian conforming elements can provide optimal approximation on simplicial grids of arbitrary dimension. Optimal nonconforming element spaces of k-th degrees are also constructed; we refer to, e.g., [10] , [19] and [9] for the cases k = 1, k = 2 and k = 3, respectively, and to [3] for general k. On the other hand, for general H m elliptic problems, minimal-degree approximations have been studied. Specifically, when the subdivision consists of simplexes, a systematic family of nonconforming finite elements has been proposed by [39] for H m elliptic partial differential equations in R n for any n m with polynomials with degree m. Known as Wang-Xu family or Morley-Wang-Xu family, the elements have been playing bigger and bigger role in numerical analysis. The elements are constructed based on the perfect matching between the dimension of m-th degree polynomials and the dimension of (n − k)-subsimplexes with 1 k m. The generalization to the cases n < m is attracting more and more research interests; c.f., e.g., [40] . The minimal conforming element spaces have been constructed for R n rectangle grids by [26] , where Q m polynomials are used for H m problems; for these spaces, composite grids are used. Besides, constructions of finite element functions that does not depend on a cell-by-cell definition can be found in [25, 33, 46] , where minimal-degree finite element spaces are defined on general quadrilateral grids for H 1 and H 2 problems. For these schemes, the finite element spaces are defined globally and do not necessarily correspond to a finite element defined by Ciarlet's triple [7] .
Higher-order cases are more complicated, even for the planar biharmonic problem. It is known that with polynomials of degrees k 5, spaces of C 1 continuous piecewise polynomials can be constructed with local basis, and they provide optimal approximations to the H 2 functions with sufficient smoothness [2, 14, 28, 43, 44] . With polynomials of degrees 2 k 4, spaces of C 1 continuous piecewise polynomials can be proved to provide optimal approximation when the triangulation is of some special structures, such as the Powell-Sabin triangulation [34] , HsiehClough-Tocher triangulation [8] , Sander-Veubeke triangulation [15, 36] . The restrictions on the grids can be weakened, but are generally needed on at least part of the triangulation [6, 31, 32] . On general triangulations, as is proved by [11] , and illustrated by a counter example on a very regular triangulation [12, 13] , optimal approximation can not be expected with C 1 continuous piecewise polynomials of degree k < 5. It is illustrated in [1] that all the basis functions can not be determined locally on general grids. In contrast, nonconforming finite element methodology works optimally for k = 2. The Morley element [29] uses piecewise quadratic polynomials to discretize biharmonic equation, and the convergence rate O(h) is proved. However, to the author's knowledge, optimal finite element schemes, conforming or nonconforming, for planar biharmonic equation with O(h 2 ) or O(h 3 ) convergence rate, namely m = 2 and k = 3, 4, are still absent. For biharmonic problem in higher dimensions and higher order problems, a bigger absence than a narrow gap can be expected.
In this paper, we present two nonconforming finite element spaces B h , which consist of piecewise cubic and piecewise quartic polynomials, and two schemes which approximate the planar biharmonic equation with O(h 2 ) and O(h 3 ) convergence rate in energy norm on general shape-regular triangulations, respectively, and the convergence analysis, implementation and optimal solvers are discussed. As can be imagined, to control the consistency error, sufficient restrictions on interfacial continuity have to be imposed across the edges of the cells, and this way are the two finite element spaces defined. However, the constraints on the continuity are overdetermined versus local shape functions, and therefore, the globally-defined finite element spaces can not be corresponding to finite elements defined as Ciarlet's triple. Difficulties arise thus in both theoretical analysis and practical implementation, especially on constructing local basis functions or even counting the dimension of the space which is crucial on implementation and on error estimation by interpolation. Indirect ways are adopted in this paper to avoid the difficulties, and the construction and utilization of discretized Stokes complexes are the main ingredients in the construction of the schemes.
Discretized Stokes complexes are finite element analogues of the Stokes complex which reads
Discretized Stokes complexes are playing important roles in constructing stable finite element pairs for Stokes problem [17, 27] . In this paper, the ability of the Stokes complex to figure out the relevance between the H 2 space and a constrained H 1 space is emphasized. Specifically, two discretized Stokes complexes are constructed, and the schemes for biharmonic equation are connected to that for rotated Stokes problem. This way, the original error estimation and implementation problems can be transformed to those for relevant rotated Stokes problems to solve. Moreover, as B 3 h and B
4
h are defined globally, the dimensions of the spaces are not trivially known, and the standard dimension counting technique can not be used directly for the proof of the exactness between the spaces. These two discrete Stokes complexes are constructed in an indirect way: we firstly construct two auxiliary discrete Stokes complexes, and then reduce them to desired ones, respectively. Finally, the theoretical analysis and implementation of the designed finite element schemes are done in a friendly way. Particularly, the scheme can be implemented by solving two Poisson systems and one Stokes systems, and thus optimal solvers for the generated discretizations can also be constructed under the framework of fast auxiliary space preconditioning (FASP) and by the aid of optimal Poisson solvers; see discussions in, e.g., [18, 21, 24, 35, 41, 42, 47] for relevant details.
We remark that, though indirect ways are utilized in the present paper, the finite element spaces (B 3 h for example) may still admit a set of locally supported basis functions which may be used for interpolation-based technique and data-fitting-oriented problems. We also remark that, the discontinuous Galerkin (DG) method for biharmonic equation has been studied, and various optimal schemes are constructed; c.f., e.g., [4, 16, 20, 30] . In contrast to existing DG schemes, the nonconforming finite element methods presented in this paper can hint new kinds of DG methods. Moreover, there can be possibly asymptotic connections between the nonconforming finite element schemes and the induced DG schemes; the asymptotic connections can be helpful to studying the structure of the DG systems.
The remaining of the paper is organized as follows. In the remaining part of this section, the notation used in this paper are introduced. In Section 2, some auxiliary finite elements are introduced. In Sections 3 and 4, optimal cubic and quartic element spaces for the biharmonic equation are introduced with structural properties. Their implementation for solving biharmonic equation and convergence analysis are given. Finally, in Section 5, some concluding remarks are given.
1.1. Notations. Through this paper, we use Ω for a simply-connected polygonal domain. We use ∇, curl, div, rot and ∇ 2 for the gradient operator, curl operator, divergence operator, rot operator and Hessian operator, respectively. As usual, we use (Ω), respectively. We use "˜" for vector valued quantities in the present paper, and ṽ 1 and ṽ 2 for the two components of the function ṽ. We use (·, ·) for L 2 inner product and ·, · for the duality between a space and its dual. Without ambiguity, we use the same notation ·, · for different dualities, and it can occasionally be treated as L 2 inner product for certain functions.
We use the subscript " · h " to denote the dependence on triangulation. Particularly, an operator with the subscript "· h " implies the operation done cell by cell. Finally, , , and = ∼ respectively denote , , and = up to a constant. The hidden constants depend on the domain, and, when triangulation is involved, they also depend on the shape-regularity of the triangulation, but they do not depend on h or any other mesh parameter.
Let T h be a shape-regular triangular subdivision of Ω with mesh size h, such that Ω = ∪ T ∈T h T .
Denote by
h , and X b h the set of edges, interior edges, boundary edges, vertices, interior vertices and boundary vertices, respectively. For any edge e ∈ E h , denote by n e and t e the unit normal and tangential vectors of e, respectively, and denote by · e the jump of a given function across e; if particularly e ∈ E b h , · e stands for the evaluation of the function on e. The subscript · e can be dropped when there is no ambiguity brought in. 
is called the number of levels of the triangulation.
For T a triangle, we use P k (T ) for the set of polynomials on K of degrees not higher than k.
Similarly is P k (e) defined on an edge e. Define P k (T ) = P k (T ) 2 and similarly is P k (e) is defined.
Denote by a i and e i vertices and opposite edges of K, i = 1, 2, 3. The barycentre coordinates are denoted as usual by λ i , i = 1, 2, 3. Besides, denote Λ = λ 1 λ 2 λ 3 . The indices of a i , e i and λ i are labelled mod 3, namely a i+3 = a i , and so forth. Correspondingly, we use the notation "i [3] = j" to denote "i (mod 3) = j (mod 3)". Denote basic finite element spaces by
2. Some finite elements and associated finite element spaces
In this section, we present some finite elements for further discussion in the sequel sections. Some of them are known, while most of them are not.
2.1.
On stable Stokes finite element pairs with discontinuous pressure. For k 1, define
h and p e ∈ P k−1 (e), j = 1, 2}.
Note that the moment-continuity of G k h is equivalent to continuity on certain Gauss-Legendre
h0 is a second-degree Gauss-Legendre bubble space. Then
h0 [19] . The decomposition can be generalized to even k [3] . These spaces can be used for Stokes problem.
Lemma 1. [23] (Stability of the Scott-Vogelius pair) 1 For k 4, then there exists a generic constant C depending on the domain and the regularity of the grid, such that
Lemma 2. For k = 1, 2 or k 4, there exists a generic constant C depending on the domain and the regularity of the grid, such that
Proof. For k = 1, the pair is known as Crouzeix-Raviart pair and the lemma can be founded proved in [10] ; for k = 2, it is known as Fortin-Soulie pair and is studied in [19] ; for k 4, it is true by Lemma 1 as
Remark 3. The case k = 3 corresponds to the Crouzeix-Falk pair and was studied in [9] .
In that paper, they proved that the pair G [22] , and
h0 on these triangulations.
Remark 4. By the symmetry between the two components of H 1 (Ω), Lemmas 1 and 2 remain
true when "div" and "div h " are replaced by "rot" and "rot h ", respectively.
2.2.
New cubic and quartic elements.
A new cubic element FE nsc . The finite element FE nsc is defined by (T, P T , D T ) with
• T is a triangle;
• the components of D T for v ∈ H 2 (T ) are:
Lemma 5. The finite element FE nsc is well defined.
Proof. It is well known that
To show the unisolvence of the space, it suffices to show there exist a subset of P 3 (T ) which vanishes under {d i } i=1:6 and resolves {d i } i=7:10 . Evidently,
Direct calculation leads to
further,
Summing all above leads to the result by an algebraic calculation.
Associated with the finite element FE nsc , define
and, associated with the boundary condition of
A new scalar quartic element FE nsq . The finite element FE nsq is defined by (T, P T , D T ) with
Lemma 6. The finite element FE nsq is well defined.
To show the unisolvence of the space, it suffices to show there exist a subset of P 4 (T ) which vanishes under {d i } i=1:9 and resolves {d i } i=10:15 . Set, for i = 1 : 3
, and ψ i = λ i Λ.
, and
A simple algebraic calculation shows that
The proof is completed.
Corresponding to the finite element FE nsq , define space
e p e w h = 0, ∀ p e ∈ P 1 (e), and
and, corresponding to the boundary condition of H 2 0 (Ω), define
2.3. Enriched cubic and quartic elements.
An enriched cubic element. The finite element FE ec is defined by (T, P T , D T ) with
Lemma 7. The finite element FE ec is well-defined.
Proof. To show FE ec is well-defined, it suffices to show P
3+
T is unisolvent versus D T . Note that Λ ∈ P 3+ T and dim(P 3 (T )) = 12. Actually,
. This way, to show the unisolvence of the finite element, it suffices to show {d i } i=7:12 is unisolvent versusP 3+ (T ).
We rewrite
Direct calculation leads to that
A further algebraic calculation (of a determinant) proves the unisolvence of {d i } 12 i=7 versusP 3 (T ).
More clearly, for i, j, k, l ∈ {1, 2, 3},
where
and
form a basis ofP 3 (T ). The lemma is proved.
Associated with the finite element FE ec , define
and associated with the boundary condition of H 2 0 (Ω), define
2.3.2.
Enriched quartic element FE eq . The element FE eq is defined by (T, P T , D T ) with
Lemma 8. The finite element FE eq is well-defined.
Proof. There exist
To show the unisolvence of the space, it suffices to show there exist a subset of P
4+
T which vanishes under {d i } i=1:9 and resolves {d i } i=10: 18 . Set for i = 1 : 3,
Therefore, a further algebraic calculation shows that
Associated with the finite element FE eq , define
e p e v = 0, ∀ p e ∈ P 1 (e), and e q e ∂ n v = 0, ∀ q e ∈ P 2 (e), ∀ e ∈ E i h }.
and, associated with the boundary condition of H 2 0 (Ω), define,
e p e v = 0, ∀ p e ∈ P 1 (e), and e q e ∂ n v = 0, ∀ q e ∈ P 2 (e), ∀ e ∈ E b h }.
2.4.
Enriched vector quadratic and cubic elements.
A vector enriched quadratic element FE veq . The finite element FE veq is defined by (T, P T , D T ) with
• T is a triangle; 
Note that 3 i=1 λΛ = Λ ∈ P 3 (T ), and thus P
Lemma 9. The finite element FE veq is well-defined.
Proof. To show the finite element is well-defined, it suffices to show P T is unisolvent versus D T . The shape function space can be rewritten as
Direct calculation leads to that, i, k = 1 : 3, l = 1, 2,
, and rewrite the basis functions of P
2+
T as:
Let M be the stiffness matrix with M i j = D i (φ j ). Then direct calculation leads to that det(M) = 103 501530650214400 (∇λ 1 · curlλ 2 ).
Note that ∇λ 1 · curlλ 2 = ∇λ 1 · (∇λ 2 ) ⊥ 0, (otherwise, ∇λ 1 ∇λ 2 , namely e 1 e 2 ), the stiffness matrix M is non-singular, and the unisolvence is proved.
Associated with the finite element FE veq , define
and, corresponding to the boundary condition of H 1 0 (Ω), define
e p e ṽ j = 0, ∀ p e ∈ P 1 (e), ∀ e ∈ E b h , j = 1, 2}.
A vector enriched cubic element FE vec . The finite element FE vec is defined by (T, P T , D T ) with
where ψ j ∈ P 3 (T ) + span{∇(λ Proof. There exist {ξ j } j=1:
Therefore, the existence of ψ j , j = 1 : 3, is confirmed. Moreover, P T = P 3 (T ) + span{ψ j } j=1:3 . The unisolvence of D T versus P T can be proved by standard approach. The proof is completed.
Associated with the finite element FE vec , define 
e p e ṽ j = 0 ∀ p e ∈ P 2 (e), e ∈ E b h , j = 1, 2}.
3. An optimal piecewise cubic finite element method for biharmonic equation
In this section, we consider the biharmonic equation:
The variational problem is to find u ∈ H 2 0 (Ω), such that Remark 11. Evidently, B
Now given a triangulation T h , define
e p e ∂ n v = 0, ∀ p e ∈ P 1 (e), ∀ e ∈ E h }.
The discretization is to find u h ∈ B 3 h0 , such that
By the weak continuity of B 3 h0 , the discrete Poincaré-Friedrichs inequality holds as below. The well-posedness of (6) is confirmed.
Lemma 12.
(c.f., e.g, [5] ) There exists a constant C depending on the regularity of the grids only such that
The main result of this section is the theorem below. (5) and (6), respectively. If u ∈ H 4 (Ω), then, with C a generic constant depending on Ω and the regularity of the grid only,
Theorem 13. Let u and u h be the solutions of
When Ω is convex,
We postpone the proof of Theorem 13 after some technical lemmas.
Structural properties of B 3
h0 .
An auxiliary discretized Stokes complexes.

Lemma 14. A discretized Stokes complex holds as below:
Proof. By the construction of G
2+
h0 and Lemma 2 which shows rot h G
and thus by Euler formula, dim(∇
h0 : rot h ψ h = 0}. Therefore,
h0 : rot h ψ h = 0}, and the exact complex follows.
On the structure of B 3
h0 : vertical perspectives.
Theorem 15. A discretized Stokes complex holds as below:
(11) 0 −→ B 3 h0 ∇ h − − → G 2 h0 rot h − − → P 1 h0 −→ 0.
Proof. By Lemma 2, it suffices to prove
Proof. By the constructions of B 
On the other hand, given
h0 , such that admits a set of basis functions with vertex-patch-based supports. Define
As the S 2 h0 − P 0 h0 pair is stable for Stokes problem,
For a ∈ X h , denote by P a the union of triangles of which a is a vertex, namely the patch associated with a; for e ∈ E h , denote by P e the patch associated with e. Define, with respect to a ∈ X h and e ∈ E h ,
and a e; e φ · t e,P a = 1 and e φ · n e,P a = 0 on e ⊂ P a and a ∈ e, where t e,P a is the unit tangential vector along e starting from a and n e,P a is the normal direction of e along the anticlockwise with respect to P a ;
h , e φ e · τ e = 0, e φ e · n e = 1, and φ e vanishes on Ω \P e .
Lemma 17. The set {φ (rot, w0); namely
Proof. By direct calculation, the functions φ h ; recursively, we obtain α a = 0 for a ∈ X b,+ j h level by level, and finally α a = 0 for a ∈ X h . The proof is completed by noting the two sides of (13) have the same dimension.
Theorem 18. There exists a set of functions {w
h0 , such that the functions are linearly independent and are each supported in a patch of some vertex.
Proof. Firstly, define an operator
The summand φ h can be determined cell by cell, and supp(
By the exact relation between the spaces, the operator is well-defined, and supp
h0 is bijective and preserves support. Now, set
and the set is what we need. The proof is completed. moreover, if Ω is convex, then w h can be chosen such that Define for ϕ, ψ that make it reasonable the bilinear form
Lemma 20. There is a constant C, such that
Proof. Given e ∈ E h , by the definition of B
3+
h0 , e p e ∂ n e w h e = 0, p e ∈ P 1 (e); for the tangential direction, e p e ∂ τ e w h e = (p e (L e ) w h e (L e ) − p e (R e ) w h e (R e )) − e ∂ τ e p e w h e = 0. Namely, (19) e p e ∇w h e = 0, ∀ p e ∈ P 1 (e), e ∈ E h . Therefore, (17) follows by standard techniques.
It is easy to verify the operator is well-defined. Moreover,
By Green's formula,
By (20),
Further,
Summing all above proves (18) .
Proof of Theorem 13. The proof is mainly along the line of [38] with some technical modifications. By Strang lemma,
The approximation error estimate follows by Lemma 19. By Lemma 20,
The proof of (8) is completed.
Now we turn to the proof of (9) . By Lemma 19, there exists u
Further, choose ϕ Π h to be an approximation of ϕ by Lemma 19, and
3.3.
On the implementation and solver. The lemma below follows from Theorem 15 and Lemma 16. Namely, (6) can be decomposed to three subsystems to implement and to solve. 
Let u h be the solution of (6) . 4. An optimal piecewise quartic finite element method for biharmonic equation
In this section, we assume on the triangulation that
Regarding Remark 3, the assumption is quite mild. Now define
e p e v = 0, ∀ p e ∈ P 1 (e), and e q e ∂ n v = 0, ∀ q e ∈ P 2 (e), ∀ e ∈ E e p e v = 0, p e ∈ P 1 (e), and e q e ∂ n v = 0, ∀ q e ∈ P 2 (e), ∀ e ∈ E b h }.
We consider the discretization: find u h ∈ B 4 h0 , such that
h0 . The main result of this section is the theorem below. Denote
Theorem 24. Let u and u h be the solutions of (5) and (22), respectively. If u ∈ H 5 (Ω), then, with C a generic constant depending on Ω and the regularity of the grid only,
The proof of Theorem 24 is just the same as that of Theorem 13. Firstly we list some key lemmas and omit the detailed proofs. (14) and (15) . There is a constant C, such that
Lemma 25. A discretized Stokes complex holds as below:
Proof. Firstly, we can obtain for w h ∈ B
4+
h0 that (29) e p e ∇w h e = 0, ∀ p e ∈ P 2 (e), e ∈ E h ,
The remaining of the proof is the same as that of Lemma 20. 
(q h , rot h φ h ) = 0 ∀ q h ∈ P .
Let u h be the solution of (22) . Then u * h = u h .
Concluding remarks
In this paper, piecewise cubic and piecewise quartic element spaces for biharmonic equation are constructed with optimal convergence rate with respect to energy norm. The schemes can be implemented and the generated systems can be optimally solved in quite a friendly way. Together with the optimal quadratic element space (Morley element) and optimal high-degree (not smaller than 5) C 1 spaces, these form a complete answer to the question whether and how arbitrary order optimal finite element schemes can be constructed for planar biharmonic equation. The schemes may be expected to find practical applications in the computation of both source and eigenvalue problems.
A basic tool is the discretized Stokes complexes in this paper, and the role of the Stokes complex that it is a tool for studying biharmonic equation is illustrated. The optimality of the schemes constructed is relevant to the stability of the corresponding Stokes element pairs; the Fortin-Soulie pair is stable on general grids, and there remains no more than a tiny gap if the Crouziex-Falk pair does. Besides, similar to [46] where a discretized Stokes complex on quadrilateral grids ( [45] ) is used for aid, in this paper, an auxiliary discretized Stokes complex with locally defined finite element spaces is constructed for the discretized Stokes complex with spaces defined globally. These routine techniques for deriving exact sequences may find more usages in future, especially usage in counting the dimension of certain spaces. Moreover, in contrast to general practice, the convergence analysis of finite element schemes is illustrated to be useful for the proof of approximation for finite element space to certain Sobolev spaces in this paper. This is why, though the piecewise cubic element space admits a space of locally supported basis functions and a procedure how to establish such a basis is given in the paper, we do not seek to establish the theory based upon interpolation. In the future, how the basis functions can be used for the implementation of the scheme, and how the approximation of the space can be estimated in a more direct way will be discussed.
The schemes constructed in the present paper can be viewed as a generalization of the Morley element to higher-degree polynomials. Actually, they three, namely the Morley element space, the spaces B is an optimally consistent finite element space for biharmonic equation for k = 2, 3 for arbitrary triangulations and for k = 4 for most reasonable triangulations. Can the family work optimally with arbitrary k 2 and can it be generalized to higher dimension and even higher orders? This can be a question of interests and be studied in future. Structural properties relevant to the spaces can be studied together.
By Remarks 11 and 27, B h0 with respect to continuity on derivatives. This way the schemes can be implemented like discontinuous Galerkin methods, where interior penalties are replaced by continuity restrictions. This hints the possible asymptotic connection between the solutions of these scheme and the solutions of discontinuous Galerkin schemes, which will be studied in future.
