Abstract
Introduction
The table of percent points of the F-distribution is fundamentally important in several kinds of statistical tables, and is used mainly in the test in the analysis of variance. Hence, a number of tables have been presented in various combinations of the percentage levels a and the paired degrees of freedom (ni, 112) , (GREENWOOD and LARTLEY, 1962) . Among them the most popular one is the table calculated by ,.: ERRINGTON and THOMSON in 1943 (hereafter abbreviated to the M-T table) . The alues in the M-T table are in 5 significant figures for a =50, 25, 10, 5, 2. 5, 1. 0, 0.5% ni =1 (1) 10, 12, 15, 20, 24, 30, 40, 60, 120, co( 1 ) n2=1 (1) =99. 5, 99. 9, 99. 5, 99. 0, 97. 5, 95. 0, 90. 0, 75. 0, 50. 0, 25. 0, 10. 0, 5. 0, 2. 5, 1. 0, 0. 5, 0. 1, 0.05% ni =1 (1)12, 15, 20, 24, 30 (10) 60, 100, 120, 200, 500,00( 2 ) n2=1 (1) 12, 15, 20, 24, 30, 40, 60, 120, 00 Although a table which has 5 significant figures is precise enough, a division of a into finer levels than the above is desired from a practical point of view. When some elements of the meteorological phenomena are studied by the method of the analysis of variance, it is often experienced that the physical interpretation on the level of significance somewhat differs from that of the statistical test. Namely, even though the statistical hypotheses are rejected because of the significance of low level (for example, 25% or lower), valuable information for meteorology may be picked out from such poor results.
These circumstances result from the large variances of meteorological phenomena to which many unknown factors give complicated variations. meteorological model is designed for its variation, judging from the level of Y in Fig. 1 .
The statistical analysis stated above is successfully studied only when the table of the F-distribution is prepared for finer levels than the a in (1) or (2). It is the purpose of this paper to present revised percentiles of the F(ni, n2) distribution where the percentage levels 295 of a vary from 100% to 0.01% a =100. 0 (1. 0) 26. 0, 25. 0 (0. 5) 10. 5, 10. 0 (0. 1) 1. 1, 1. 00 (0. 01) 0. 01% ( 3 ) Using the CDC 3600 high speed electronic computer in double precision (25 significant figures), the computation is carried out for the paired degrees of freedom:
(ni, n2) (1, 1) , (1, 3) , (1, 9) , (3, 3) , (3, 9), (9, 9) ( 4 ) A statistical treatment on the cloud distribution in the southwest part of the Japanese Islands is now being carried on by the author using these revised tables. The results will be published in near furture. To find the values of F0 satisfying equation (5), several approximation formulas have been proposed, using the analytic properties of the beta function (6) (ZELEN and SEVERO, 1964) .
However, the F.-values with high accuracy are not given by these formulas when ni and n2 are small (TODA, SHIMIZU and TAKEUCHI, 1969) .
Hence, an elementary numerical integration is used to avoid this mathematical difficulty. Equation (5) Then, the problem is : when the ratio of the incomplete Beta function (9) to the Beta function (6) is given as P, find a variable to(P) of (9). In this method of calculation, the precision of the to (P) -value, that is Fo-value, depends upon the accuracy of integration (9).
To evaluate (9) numerically, Simpson's rule is used in the present programming. The integrand in (9) is rewritten for convenience, as Assume that the interval (0,1) of t is divided equally into 10,000 little segments
On the i-th segment Ati, the finite integral from ti_1 to t1 for t is estimated by where The numerical value of the remainder (13) is shown in Table 1 .
As is evident from Table 1 , the remainder (13) is a function of t and (ni, n2) Table of F-distribution257 and, moreover, becomes very large when t<0.1 and t>0.9. To make the Re small, a finer division of t than (11) can be considered. Nevertheless this method is undesirable from the standpoint of calculational economy. Another method is considered. The length of each segment is selected to make an inverse proportion to the difference of (10), under the condition that the total number of it is fixed at 10,000, for example.
The programming is planned so as to satisfy the requirements that the suitable division of t, (14), performed with-out the use of information on the analytic property of the Beta function (6), and that any cases of the paired dergrees of freedom (ni, n2) can be calculated by it. Then the programming consists of two parts. The first part, named "Method-A", gives the approximate value of to(P) by a numerical integration which is iteratively used to raise its precision. In this Method-A, to estimate the absolute error quantitatively is difficult because ti and accordingly, Ati change automatically in every iteration.
Newton-Raphson's method, named "Method-B", is used in the second part. In this numerical calculation system, the value of to(P) calculated by Method-A is used as the initial value for that method, and the number of significant figures of the F.-value is determined.
Moreover, when it has less precision than 5 significant figures, the accuracy of F.-value is increased.
Numerical method for obtaining the approximation
by Method-A Assume that the interval (0, 1) of t is divided into 10,000 little segments. On the i-th segment 4ti=t1-ti_1, the finite integral from ti_i to ti for t gives the i-th surface element p Every pi become equal to the same surface element, 100%/10,000=0.01%, provided the L's in (15) are properly selected. If such division of t can be carried out, the requirement (14) is satisfied. Furthermore, the position of t which is corresponding to the area of i times the common value p=0.01%, is given by the partial summation of At 'Therefore the roots of (7) for given P in (17) are determined in the form of (16) .
Since 295 of a=1-P in (3) are integral multiples of common value p=0.01%©, F.-values corresponding to these c can be picked up from t(P) in (16).
The division of t into L's is derived from the iteration method which divides itself into the following 4 parts. where the letter J means the number of times of the iteration.
Obviously the true value of S(J) in (20) 
is 100%. (III)
The approximate values t,'(P') in (16) are determined successively by Lagrange's 4-points formula.
Since the common value p=0.01% in (17) is given approximately by the Pi in (17) and also in (16) is given by To find th correponding to Pi', put where Si and t are given by (IV) The interval (0, 1) of t is divided into 10,000 segments according to the ti'-values obtained by use of the step (III), the length of each segment being given byThen, the calculation of (II) is repeated.
Since the absolute error of the computed Fo-values can not be evaluated from this 1969Numerical Table of F-distribution259 Method-A, the iteration is stopped when the relative accuracy of the calculation in ,every J-step attained to some number.
For the sake of simplicity, the Fo-values calculated in the (J)th and (J 1)th steps are written as F (J) and F (J + 1), respectively. It can be required that a pair of (F (J), F (J + 1) ) for the same level a become identical in some number of figures, say. N, when F(J) and F (I + 1) are rounded off at (N 1)th figures. Moreover, for given a, there must exist one maximum N, which will be called, for simplicity, the "maximum fitted figures" in this paper. These numerical values corresponding to several a's can be used a criterion by which to terminate the repetition. In the present programming, the mean value is required to ,exceed some number, say for simplicity the "terminal figures" this mean is estimated Fig. 2a , but for the group-2, (3,3), (3,9)1 and (9,9).
in the case of the paired degrees of freedom (1,1) ; this is remarkable especially when a is small. However, F., shows small differences in the case of (1,3), and shows slight differences in the case of (3,3), (1,9), (3,9) and (9,9). The integrand (10) has an infinite value at one or both sides of the interval (0,1) of t in the case of paired degrees of freedom (1,1), (1,3) and (1,9) , say group-1; (3,3), (3,9) and (9,9) have a f(0)=f(1)=0, say group-2. The graphs in Fig. 2.a and 2 .b show the difference between the calculated value of (20) and its true value 100%, namely
In the group-1, Fig. 2 .a, all of AS(J) are negative and become smaller with the increase of J's, then converge to -10-3%. On the contrary, the group-2, Fig. 2 .b, shows a different character.
The differences AS(1) for (3,3) and (9,9) have relatively small negative values, and for (3,9) also small but positive. Then in the next step, J=2, they become negative and take relatively large values, and converge to -10-5%©, at J=4. Vol In general, the difference between Max. p, and Min. pi is used instead of (24). However, for the convenience of programing, the expression of (24) is used. When the calculation is accurate enough, these values tend to 0 and 1, respectively. Fig. 3  ishows s(J) , and Fig. 4 shows that difference of R(J) from 1, 'These figures show that the whole p , in (15) approaches its true value 0.01%, uniformly.
As was shown in the variation S(J), the two groups have different properties on the variation of s(J) and AR(J).
The former group has no convergent value when J is .smaller than 7: however the latter has it. about 10 for s(J) and about 10-2 for AR(J).
These circumstances as regards S(J), s(J) and AR (J) for the two groups are due to the calculation system of Method-A.
Method-B is applied for the cases of paired degrees of freedom (1,1) and (1,3) , where the decision rule of approximation is given by
The numbers of the significant figures of FB are determined by the maximum fitted figures which are constructed from a pair of (FB(J), FB(J+1) ). Fig. 5a shows the frequency of the number of significant figures of both the initial FA and the revised FB in the case of the paired degrees of fr eedom (1,1) ; the total number is 294 because in (3) 0:7=-1001/4 is not counted. Fig. 5b is the same as Fig. 5a but for (1,3) . It is recognized from these figures that Method-A estimates the Fo-value to significant figures of about 3.4 on the average for the paired degrees of freedom (1,1) ; and about 4.4 on the average for (1,3) . Method-B increases the accuracy of the Fo-value to 8 significant figures, at least. Table 3 shows a comparison between the M-T table or D-M table and the rounded number of the FB in 8 figures. Slight differences are seen at a=25% and a=10% from the M-T table in the case of (1,1) and at a=0.05% from the D-M table in the case of (1,3). This fact suggests that the M-T table and the D-M table have some errors. However it is not a main theme of this paper to go into a detailed examination of these tables. When the FB is assumed to be the true value of the F0(a) in (5), the calculational error of the t..t is estimated by 4t=tA-tB(27) and is illustrated in Fig.  6 ; and the error of the FA is given by percentage expression as 4F.---FAIFBx 100-100(%) (28) and is shown in Fig. 7 . In the case of the paired degrees of freedom (1,1) the integrand (13) is a symmetrical expression with respect to t=0.5. Therefore the calculation is carried out with very high accuracy around a=50%. Figures 6 and 7 The accuracy of (Pi') estimation which is necessary to find the percentiles with 5 significant figures can be evaluated from (28). Since the value FB are to 8 significant figures at least, the percentiles with 5 significant figures are estimated by rounding off the FB at 6-th figures, say FB(5). Then, in the case of FR>FA, there exist several percentiles of 6 digits, which agree exactly with the Fn(5) when rounded off at the 6-th figures. Among these numbers which satisfy this condition, the minimum value is named as F_5. On the other hand, the percentile, say F+5 is estimated in the case of FB<FA. The F+5 is the maximum number which agrees exactly with the FB(5) when rounded off at the 6-th figures. The t-values corresponding to the F_5, FB, F+5 are written by t_5, tB, t+5, respectively. Then the ratio gives a criterion the calculational accuracy of t-value which corresponds to the percentile of 5 significant figures.
Since the three points of (tA, t_5, tB) and (tB, t+5, tA) of t are close to each other, the value of percentiles corresponding to these points can be regarded linear function of t. If t+5, and F+5 are replaced by then a simple expression for Q is given, using SF's definition (28) 266K.
KurashigeVol
. XX No. 3 Namely, the ratio Q is expressed by For example, even if Method-A can determine the t-value with very small error X 10-9 in the case of a=0.01%, for the paired degrees of freedom (1,1), it gives the value of the percentile lower by F0=-13.1%.
Then Q=1.31 x 106. This shows that to find the percentile of 5 significant figures, the t-value must be determined correctly up to .5. Summary and remarks on the table of F(ni , n2)
Numerical tables of the percentpoints in the F-distribution for fine percentage levels a are calculated, where the levels are
The programming for the CDC 3600 high speed electronic computer consists of two parts. The first part requires only two kinds of information, that is, the paired dgrees of freedom (ni, n2) for the F-distribution and the terminal figures. The numerical value of the percentiles of the F (ni, n2) is given by an iterative numerical integration.
However this calculational scheme gives a variable accuracy, according to the value of a and (ni, n2). In the cases of the paired degrees of freedom (3,3), (3,9), (1,9) and (9,9), it gives roughly 5 significant figures for the percentiles.
On the other hand, the values are given with less precision for the cases of the paired degrees of freedom (1,1) and (1,3).
The Newton-Rapson method is used in the second part. The accuracy of percentiles is increased to 8 significant figures at the lowest, for the latter cases.
Then, the supplemented tables must be used; F(1,1), F(1,3); 8 significant figures, (Table 4 , 5). F(1,9), F(3,3), F(3,9), F(9,9) ; 5 significan tfigures, (Table 6, 7, 8, 9) .
The large variance will be easily studied statistically using these revised ttables.
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