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ABSTRACT 
This paper applies a technique previously described by the author for obtaining 
perturbation expansions and kth-order perturbation estimations for invariant subspaces 
of a matrix. 
1. INTRODUCTION 
Although perturbation bounds for invariant subspaces of a matrix have 
been investigated by many authors (see [S], [7, Chapters III, Iv], and the 
references contained therein), relatively little attention has been paid to 
perturbation expansions [2, 6, 8, 91. The object of this paper is to apply a 
technique described by the author [6] for obtaining perturbation expansions 
and kth-order perturbation estimations for invariant subspaces. 
This paper uses the symbol Gmxn to denote the set of m x n complex 
matrices, G” = @Znxl, and G = G’. X(A) d enotes the set of eigenvalues of a 
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matrix A. I(“) is the n x r~ identity matrix, and 0 is the null matrix. The 
superscript H is for conjugate transpose, and T is for transpose. The symbol 
]] - II2 denotes the usual Euclidean vector norm and the spectral norm for 
matrices, and ]] * 11 F denotes the Frobenius norm. B(A) is the column space 
of a matrix A, PA is the orthogonal projection onto B(A), and PA* = Z - PA. 
The following implicit-function theorem will be used in this paper. 
THEOREM 1.1 [l, p. 391. Zf the complex-valued functions 
fi(41,...,~k,11,...,rll), i = l;**, k, 
are analytic functions of k + 1 complex variables in some neighborhood of the 
origin of Gk+‘, $‘fi(O;O) = 0, i = 1; * *, k, and $ 
d t a(fi=fk) 
e +1>***> E/J 
then the equations 
fi(El>***> &Yk>‘Il>“‘>rll) = ‘7 i = I;**, k, 
have a unique solution 
5i = gi(91,‘**,91)> i = I;**, k, 
vanishing for vII = . * * = q1 = 0 and analytic in some neighborhood of the 
origin of G’. 
Now we cite some definitions. 
DEFINITION 1.2. Let AE@?“~“, and let .%?r c G”. If dim( Yi) = 1 and 
ASYr E -Z-r, 
then JY~ is said to be an l-dimensional invariant subspace of A. 
The invariant subspace Yi of Definition 1.2 can also be defined by 
.~r = 9 (X,), in which X, E G” xz with rank (X,) = Z and 
for some matrix A, E G 1x1 . 
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Let X, E Gnxz with XIHX, = I. It is easy to verify that the subspace 
a( X,) is an invariant subspace of A E@“~” if and only if there exists a 
nonsingular matrix X = (X,, X,) E @$“x” with XFX, = I such that 
Obviously, the matrix X can be taken to be a unitary matrix. 
DEFINITION 1.3 [5]. Let A, EG’~’ and A~E@“‘~~. Define the operator 
T : @mxl -+ ernxl by 
TP = PA, - A, P, PEVX’. 
The separation of A, and A, is the number sep( A,, A,) defined by 
sep( A,, As) = 
O+(T), 
(M(T), 
(1.1) 
where 1) * )I denotes a norm on 
In this paper the norm in 
subordinate to the Frobenius 
sepF( Al, As). 
the space of linear operators on Gmx’. 
(1.1) will be taken to be the operator norm 
norm )I * 11 F on Gmx’, and we shall write 
D_EFINITION 1.4 [5, 71. Let 3-l ,= 9?( Xi) and !?1 = W( gl), in 
x,, xi E Gnx[ with rank( X,) = rank( Xi) = 1. The generalized chordal 
dF(.Y1, !?i) is defined by 
1 
d”( TIT %) = -&I px, - p- II x, F’ 
which 
metric 
(I-2) 
The metric dF(Yi, zl) characterizes the distance between the subspaces 
rr and ?r. The author [7, pp. 286-2871 has proved that the relation 
d,p-131) =pf,pl - xl)(x,Nxl)-1’2J~r (1.3) 
holds. 
In the following sections we shall give perturbation expansions and kth- 
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order perturbation estimations for invariant subspaces of an n x n complex 
matrix. 
2. PERTURBATION EXPANSIONS 
This section proves the following expansion theorem. 
THEOREM 2.1. Let A, B E enx”, andzetx = (X,, X,),Y = (Y,,Y,)EWX” 
be nonsingular matrices with XIHX, = Z(l), XzHX, = I(“-‘), and Y, E en*’ such 
that Y TX = I and 
YTAX= , Ally@‘, X(A,,) n +I,,) = 0. (2.1) 
Moreover, let F1 = 9 ( X,) and 
, 
and define the operator T : @n-‘)x’ -+ @n-‘)x’ by 
TP = PA,, - A,, P, pE @W)Xl (2.2) 
Then 
(1) there exists a unique l-dimensional invariant subspace gI(t) of A + tB 
(t E G) such that F1(0) = FI and the basis vectors xl(t); - -, xl(t) of X,(t) 
may be defined to be analytic functions oft in some neighborhood S?(O) of the 
origin of G; 
(2) the analytic matrix-ualued function X,(t) = (x1(t); - *, xl(t)) has the 
perturbation expansion 
x1(t) = x1 + 5 x,w*tm, 
m=l 
tE qq> P-3) 
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in which 
W, = T-%,,, 
W, = T-‘[ (Rz,W, - WI%) - YA,,K] > 
m-2 
(‘22Wm_1 - Wm-$,,) - C Wm_,-jB,2Wj 
j=l 
P-4) 
(2.5) 
m-1 
- ,Fl Wm_jA,2Wj , 1 m 23. (2.6) 
Proof. Let 
A(t) = A + tB 
and 
where 
Ljk(t)=Ajk+tBjk, 11j,k12, A,, = 0. (24 
Then we have 
(*;’ *($) -k)( *;’ *(f$) 
= 
i 
&1(t) + A;z(t)z A”,,(t) 
&1(t) - z&(t) + &(t)z - z&(t)z l&(t) - ti12(t) I 
(2.9) 
for any matrix Z = ( ljk) E $$n-‘)x’. 
Let 
F(Z, t) = A”zl(t) - till(t) + k22(t)z - z&(t)z, 
90 
and write 
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F(m) = (r;.~(ZJ)). 
Observe that the functions fjk( Z, t) are analytic for Z E @(n-z)x’ and t E Ci, and 
= det(Z@A,, - AT,@Z) # 0, 
where B denotes the Kronecker product. Hence by Theorem 1.1 the equa- 
tions 
f;.k( Z, t) = 0, j= l;**,n-1, k= l;**,Z 
have a unique analytic solution Z = Z(t) of t in some neighborha 
the origin of G satisfying Z(0) = 0. Consequently we get 
lad 9(O) of 
where 
4(t) = &1(t) + &z(t)z(t)~ 4(t) = L(t) - z(+L(t). 
From (2.9) 
@I( ;;:i, ) = ii;:,,) A#). (2.11) 
Let 
x1(t) = x I(‘) 
i 1 z(t) . (2.12) 
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Then (2.11) can be rewritten as 
A(t)&(t) = Xl(t) Al(t). (2.13) 
Therefore we have proved that the subspace FI(t) = 9?( X1( t)) is a unique 
Z-dimensional invariant subspace of A + tB in some neighborhood 8(O) of the 
origin of @ satisfying Fr(O) = Fr, and X,(t) is an analytic matrix-valued 
function of t E 9(O). 
Observing that the (2,l) submatrix in the equation (2.9) is a null matrix, 
and combining this fact with (2.7) and (2.9 we get a basic equation for Z(t): 
z(t)( A,, + %)z(t) + Z(t)( A,, + t&l) - (A,, + %)Z(t) - t&z, = 0. 
(2.14) 
Differentiating (2.14) at t = 0, and writing 
then we get 
Z(‘)(O) A,, - A,,Z(')(O) = B,,, 
Z(‘)(O) A,, - A,,2(2)(0) = 2[ B,,Z(‘)(O) - Z(‘)(O)B,,] 
(2.15) 
- 22(‘)(O) A,,Z(‘)(O), (2.16) 
and 
Z’“‘(0) A,, - A,,Z(‘“)(O) = m[ B,,Z @-l)(o) - Z(m-r)(0)B1r] 
m-2 
CLZ 
(m-1-j)(o)B12z(j)(0) 
m-1 
- c CiZ(m-j)(0) A,,Z(j)(O), m 1 3. 
j=l 
(2.17) 
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wj = +)(o), j = 1,2, *a* 
Then from (2.15)-(2.17) and (2.2) we have the relations (2.4)-(2.6). There- 
fore we get the Taylor expansion of Z(t) at t = 0: 
(2.18) 
Substituting (2.18) into (2.12), we get the perturbation expansion (2.3). The 
proof is completed. l 
It should be mentioned that the approach of setting the (2,l) submatrix of 
the equation (2.9) equal to zero to obtain a nonlinear equation for a basis is 
due to Stewart [5]. 
3. kTH-ORDER PERTURBATION ESTIMATIONS 
By Theorem 2.1 we can deduce the following estimation theorem. 
THEOREM 3.1. Let A, B, X, X,, and Tl(t) be as in Theorem 2.1, and let 
P = II Bll II z + II 4~2 II 2 7 Pl = II 42 II F> & = IIB,,~~F~ (3.1) 
a 12 = II Al2 II 2, 6 = sepF( 41, 4~)~ (3.2) 
02 
-Y1= sp 72 = $ (Or1 + “12712) 3 (3.3) 
and 
1 
i 
m-2 77-l 
3;, = ; BY,-1 + Pl Jzl Ym-1-j*/j + al2 C rn-jrj ’ 
1 
m 2 3. (3.4) 
j=l 
Then the invariant subspace Fl(t) of the matrix A + tB (t E @) has the 
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following kth-order perturbation estimation at t = 0 for any natural number k: 
where sepF( *, * ) and dF( *, . ) are defined by (1 .l) and (1.2), respectively. 
Proof. From (1.3), (2.12), and (2.2)-(2.6) 
+qt) -x,b ~~x,w*t~l~~+o(ltl”l) 
II 
5 mk+llFltl”+ q ltlk+l) 
s 11 wl 11 F 1 t 1 + IIT- ’ II F[ ( 11 h, 11 z + II B22 II 2) 11 wl 11 F 
+lI4&IIWl~] ItI2 
(hll2 + IIB22112)~~Wm-lI~F 
m-2 
+IlB12112 c I~Wm-l-j~lF~Iwj~~F 
j=l 
m-1 
+IIAl,II, C lIWm-jIIFIIWjllF ItIm 
j=l 1 
+o( Itf+l). 
Combining this with (1.1) and (3.1)-(3.4), we get the kth-order perturbation 
estimation (3.5). The proof is completed. n 
94 JI-WANG SUN 
4. FINAL REMARKS 
4.1 
Applying the implicit-function theorem for real-valued functions with real 
variables [3, p. 2771 and using the same technique described in Sections 2 and 
3, one can get similar results to those of Theorem 2.1 and Theorem 3.1 for any 
n x n real matrix A. 
4.2 
Let A, B, X, 5Y1, and .Y1(t) be as in Theorem 2.1, in which Y1 = @(X1) 
and F1(t) = %(X,(t)). Th e matrix X, is obviously a function of the matrix A, 
and it may be viewed as a mapping 9 from Gnxn into Gnx”. Observe that 
from the relations (2.3)-(2.6) we get 
lim x1( A + q - x1( A) = X,T- ‘B,,; 
t-0 t 
hence the mapping + has the Gateaux derivative ip’( A, B) at A expressed by 
W( A, B) = X,T-lBzl. (4.1) 
From (4.1) we get 
II a’( A, B) IIF 5 
11 B2, \I F II &“BX, II F 
sepF( A,,, A22) = sw( All7 A22) f 
(4.2) 
Since we may assume without loss of generality that the matrix X of 
Theorem 2.1 is a unitary matrix, from (4.1) we also get 
ll*‘llF= Fi; 
II a’( A B) II F 
ll B 11 F 
IIT- 932, II F 
= ZO \I B,, 11 F 
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= I(T-‘(I,= ’ 
sepF( 41~ &AZ) (4.3) 
Consequently, the quantity sep, ‘(A,,, A,,) can be regarded as a condition 
number of the invariant subspace Fl(t) of A + tB at t = 0 (i.e., at A) with 
respect to the matrix norm (1 * 11 F. 
4.3 
Applying Theorem 1.1 and the same technique used in the proof of 
Theorem 2.1, one can prove that for any matrix A E E?” Xn satisfying (2.1) 
there is a neighborhood of A such that the Gateaux derivative W( A”, B) of 9 
exists for all I= A + E in the neighborhood, and 
lim W( Al, B) = W( A, B). 
‘&A 
(4.4) 
Hence, the FrCchet derivative of the mapping a at A exists [4, p. 121. 
The Gateaux derivative W( A, B) in (4.4) is expressed by (4.1), and 
w( A”, B) = X,FB,,, 
in which the operator ‘k : @n-z)x’ + @n-‘)xz is defined by 
TP = P[ (A,, + El,) + (A,, + E,,)g( E)] 
-[(&,+E,,) - z(E)(A,,+E,,)]p, pE @$n-w (4.5) 
the matrices Eij in (4.5) are defined by 
> El1 E @‘xz> 
and z(E) E G(“-z)xz is an analytic function of E in some neighborhood of the 
origin of enxn satisfying 
@)( Al2 + El,)+) + +)( All + El,) - (A22 + E22)+) - E21 = 0 
and z(O) = 0. 
4.4 
Let A, B, X, Fl, and Fl( t) be as in Theorem 2.1. Then by Theorem 3.1 
the invariant subspace Tl( t) of the matrix A + tB (t E G) has the following 
96 
second-order perturbation estimation at t = 0: 
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+ 
II 42112 . ll tB2, ll F 
sepF( A,,, 42) sepF( All, A22) 
+ q lt13)7 ItI +o. 
It is interesting that the second-order perturbation estimation of Fl(t) at 
t = 0 is independent of the quantity 11 B,, 11 F = 11 YlHBX2 11 F. 
4.5 
If the matrix A of Theorem 2.1 has linear elementary divisors, then we 
may assume that there are nonsingular matrix X = ( xl, - * *, r,) and Y = 
(y1,* * *, y,) = X-r with 11 xjll 2 = 1 for j = 1; * ., n, such that 
YTAX = diag(h,,A,), A, = diag(X,;*., X”). 
Moreover, let & be a simple eigenvalue of A, and let 
yTBX = 
Then by Theorem 2.1, we have the following conclusions: 
(1) There exists a unique I-dimensional invariant subspace Fi(t) of A + tB 
such that 3?“r(O) = W ( xl) and the basis vector xi(t) of Fr( t) may be defined to 
be an analytic function of t in some neighborhood g’(O) of the origin of @?. 
(2) The analytic vector-valued function xl(t) has the perturbation expan- 
sion 
q(t) = x1 + c X,w*t”, 
m=l 
tE qq, 
where X, = (x2;**, x,,), and the vectors w,,, are defined by (2.4)-(2.6). 
In particular, according to (2.4) and (2.5) the first-order term in the 
perturbation of xi is given by 
X2wlt = X2( X,1 - A,)-‘b,t 
P21*2 
- - 
= Al++ 
i 
P313L3 
A, - x3 + .** + 
P”1 x?l 
A,-A, t, 
I 
(4.6) 
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and the second-order term is given by 
X,W# = X,(X,I - A2)_l(B2, - &,1)(X,1 - h2)%t2 
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. I . . . + 5 (On, - pll)pjl . ‘f~ p x3 
i . 4 - x3 j=2 x, - hi x, - X" 
The expression (4.6) coincides with that of Wilkinson [9, p. 70, (lO.Z)]. 
4.6 
It is worthwhile to point out that, applying the same technique as we used 
in this paper, one can obtain the perturbation expansion and k th-order 
perturbation estimations for certain characteristic subspaces associated with 
the generalized eigenvalue problem and the singular value decomposition. 
I am grateful to the referee for his helpful suggestions. 
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