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Abstract
We study the size of the near-critical window for Bernoulli percolation on Zd.
More precisely, we use a quantitative Grimmett-Marstrand theorem to prove that
the correlation length, both below and above criticality, is bounded from above by
exp(C/|p − pc|2). Improving on this bound would be a further step towards the
conjecture that there is no infinite cluster at criticality on Zd for every d ≥ 2.
1 Introduction
1.1 Critical percolation
The main open question in percolation theory is to understand the behaviour at criticality,
i.e. when p is equal to pc, and in particular to prove that there does not exist an infinite
cluster at pc (precise definitions will be given below, in §2).
Conjecture 1. For every d ≥ 2, Ppc[0↔∞] = 0.
This conjecture has been solved for d = 2 [Har60, Kes80] and for d ≥ 11 [FvdH17]
based on ideas pioneered in [BS85, HS90]. An important result related to the techniques
of our paper is the fact that there is no percolation on a half space [BGN91]. Further, the
result is also known for graphs of the form Z2×G with G finite; see [DNS15, DST15]. On
transitive graphs with rapid growth, additional tools are available, and the following cases
are known: non-amenable graphs [BLPS99], graphs with exponential growth [Hut16], and
recently some graphs with stretched-exponential growth [HH].
A natural scheme to attack the conjecture on Zd is to find a δ > 0 and a sequence of
events En depending on edges in the box Λn := {−n, . . . , n}d only, such that for any p,
∃n > 0 s.t. Pp[En] > 1− δ ⇐⇒ Pp[0↔∞] > 0. (⋆)
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If such a sequence exists, the set of p such that Pp[0 ↔ ∞] > 0 is an open set since it
is the union of the open sets (indexed by n) {p : Pp[En] > 1 − δ} (this set is open since
p 7→ Pp[En] is continuous).
Of course, this strategy is tempting, but the main difficulty is that the =⇒ and
the ⇐= implications involved in (⋆) are difficult to prove simultaneously. One may for
instance easily check the =⇒ implication by asking a lot on En, but then the ⇐= one
becomes difficult, and vice-versa. To illustrate this trade-off phenomenon, let us give a
few examples of possible sequences (En), going from the strongest criterion (meaning the
one for which the =⇒ implication is the easiest to prove) to the weakest one (meaning
the one for which =⇒ is the hardest).
Example 1. Let En be the event that Λn/10 is connected to ∂Λn := Λn \Λn−1 and that the
second largest cluster in Λn has radius smaller than n/10. In this case, a coarse-graining
argument similar to [AP96] implies the =⇒ implication easily. Proving ⇐= is still open
in particular because of the difficulty to exclude the existence of many large clusters
avoiding each other.
Example 2. Let En be the intersection of the events that (±n, 0) + Λn/2 are connected
in Λ2n and that there exists at most one cluster in Λ2n going from (±n, 0) + Λn/2 to
(±n, 0) + ∂Λn. A coarse-graining argument may be used to prove =⇒ but ⇐= remains
open due to the same reason as the previous condition.
In general, uniqueness of clusters going from one area to another one is a key difficulty
in these problems. This might be related to the fact that in high dimensions Λn indeed
hosts many disjoint clusters in pc, see [Aiz97]. In order to circumvent this difficulty, one
can make different choices for En.
Example 3. Let En be the same event as in the second example, but with (±n, 0) + Λn/2
replaced by (±n, 0) + Λun, with un much smaller than n/2. In this case, the implication
=⇒ is as before, and does not depend on un. As for the implication ⇐=, as un becomes
smaller the connectivity part becomes harder and the uniqueness part becomes easier.
Recently, a paper of Cerf [Cer15], based on [AKN87], provided a beautiful insight on
how big un must be taken to have that with large probability, Λn := {−n, . . . , n}d, the
box of size n, contains at most one cluster going from Λun to ∂Λn. We will come back to
this later in the introduction, but let us mention the result right now.
Given 1 ≤ m ≤ n, consider the set of clusters in the configuration restricted to the
box Λn, and define A2(m,n) to be the event that there exists at least two disjoint such
clusters intersecting both Λm and ∂Λn.
Proposition 1 (Cerf). Let d ≥ 2. There exists α = α(d) ∈ (0, 1) such that for any
p ∈ [0, 1] and n large enough,
Pp [A2(n
α, n)] ≤ 1
nα
.
We fill some details on this proposition in §7. Let us finish by a last example, which
is very simple but interesting for the discussion that follows.
Example 4. Let En be the event that the box ΛN is connected to {n} × {−n, . . . , n}d−1,
with N = N(δ) > 0 independent of n. Here, ⇐= follows easily from the ergodicity of Pp
and FKG but again the =⇒ implication seems difficult to obtain.
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The search for a good sequence of events En has been at the heart of attempts to
prove the conjecture. An important development was made in [GM90]. In this paper,
the authors considered the sequence of events En defined in the fourth example. As
mentioned above, the =⇒ seems extremely difficult to derive. Nevertheless, Grimmett
and Marstrand introduced a clever renormalisation scheme allowing to prove the following
weaker version of the implication: for any ε > 0, there exists δ > 0 such that for every n,
Pp[En] > 1− δ =⇒ Pp+ε[0 Slab
d
n←−−→∞] > 0
where Slabdn := Z
2 × {−n, . . . , n}d−2. In words, the implication can be proved if one
allows some sprinkling. As suggested in [GM90], if one could get rid of the sprinkling by
ε in the previous statement, then the conjecture would follow.
The goal of this paper is to prove a quantitative version of the Grimmett-Marstrand
argument by bounding the critical point of Slabdn in terms of n. In the language of
the Grimmett-Marstrand theorem, we will be interested in how small ε can be taken
as a function of n. We believe that improving how small ε can be taken is a good
intermediate problem for the conjecture. Getting bounds is non-trivial and requires some
understanding of the critical phase. As a consequence, each improvement on the existing
bounds should shed a new light on the critical behaviour.
There is a quantity which is intimately related to pc(Slab
d
n), called the correlation
length, which appears repeatedly in physics. In order to have a statement which is
independent of the Grimmett-Marstrand theorem, we choose to first state our main result
in terms of the correlation length.
1.2 An upper bound on the correlation length
For p < pc, the probability Pp[0↔ ∂Λn] decays exponentially fast in n (see [AB87, Men86,
DT15]). The rate at which this happens is known as the correlation length ξp, namely
ξp := lim
n→∞
− n
log Pp[0↔ ∂Λn] .
For p > pc, the correlation length is also defined, but the formula is slightly modified:
ξp := lim
n→∞
− n
log Pp[0↔ ∂Λn, 0 6↔ ∞] .
Again, the probability decays exponentially fast so ξp is finite. This is due to the following.
Grimmett and Marstrand [GM90] showed that for any p > pc, there exists n ≥ 1 such
that
Pp
[
0
Slabdn←−−→∞] > 0.
And the exponential decay follows from that by the results of [CCN87]. Let us mention
that in fact, both limits exist. We could not find a reference for this fact, but it follows
using standard methods, see e.g. [Gri99, Section 6.2] for the subcritical case and [CCG+89]
for the supercritical case (both prove the existence of the limit with a different definition
of the correlation length, but the proofs work also with our definition and the values are
equal).
Our main result is the following.
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Theorem 2. Let d ≥ 3. There exists C = C(d) > 0 such that for any p 6= pc,
ξp ≤ exp(C|p− pc|−2).
The results below and above pc are different in nature (even though the same proof
gives both), a point which will become clearer when we discuss the proof in the next
section. In particular, the use of [GM90] to connect slabs and the correlation length
mentioned above is used only for p > pc.
Our bound on ξp is far from the truth. Conjecturally, one has ξp = |p − pc|−ν+o(1),
where o(1) tends to 0 as p→ pc (p 6= pc) and ν is given by
ν =

4
3
if d = 2,
0.87 . . . if d = 3,
0.69 . . . if d = 4,
0.56 . . . if d = 5,
1
2
if d ≥ 6.
Some physics references are [AMAH90, LS18, W]. The predictions for d = 3, 4, 5 are
numerical, while the prediction for d = 2 is based on conformal field theory, quantum
gravity or Coulomb gas formalism, and the prediction for d ≥ 6 on the fact that the model
should have a mean-field behaviour. For site percolation on the triangular lattice, ξp =
|p−pc|−4/3+o(1) was proved in [SW01] using the conformal invariance of the model proved
in [Smi01], the theory of Schramm-Löwner evolution and scaling relations obtained by
Kesten in [Kes87] (such scaling relations were proved under the hyper-scaling hypothesis
[BCKS99] which is expected to be valid for d ≤ 5). In fact, Russo-Seymour-Welsh
theory [Rus78, SW78] combined with [Kes87] imply that there exists C > 0 such that
ξp ≤ |p − pc|−C for Bernoulli bond percolation on Z2. For d ≥ 19, ξp = |p − pc|−1/2+o(1)
was proved in [HS90, H90] for p < pc. Let us remark that lower polynomial bounds may
be achieved. We could not found a proof in the literature for this fact, so we include a
proof sketch in §8.
1.3 A quantitative Grimmett-Marstrand theorem
The theory of static renormalisation, developed throughout the eighties [ADS80, CCN87,
CCG+89, BGN91, GM90], allows to relate the correlation length, percolation in slabs,
and various events of the type discussed in §1.1. It is a deep theory and we will not
attempt to survey it here. But, as already explained, it motivates us to state a version
of our main theorem in terms of slabs.
Definition. Throughout the paper we denote by pn the smallest p < pc such that ξp = n.
Theorem 3. Fix d ≥ 3. There exists a constant C = C(d) > 0 such that for every n ≥ 3,
Ppn+ C√logn
[0
Slabdn←−−→∞] ≥ 1
2
√
logn
,
In particular, we have that
pc(Slab
d
n ) < pc +
C√
log n
.
4
Let us explain the main elements in the proof of Theorems 2 and 3 (they share 95
percent of the proof). The proof is composed of the following 3 steps, each of which
requires to increase the probability somewhat.
Step 1. The result of Chayes and Chayes [CC86] stating that Ppc+ε[0↔∞] ≥ ε ([AB87]
was the first unconditioned proof). We take the opportunity to give a new proof of this
inequality, based on the ideas of [DT15].
Step 2. The result of Kahn, Kalai and Linial ([KKL88], see also [Rus82, BKK+92, Tal94])
that any boolean function with small individual influences has at least logarithmic total
influence. We apply this to the function 1{Λn ↔ ∞} for some n. To show that all
individual influences are small (as n→∞) we use a geometric argument connecting the
probability that a certain edge is pivotal to the same probability for nearby edges. Thus
from the information that Ppc+ε[0 ↔ ∞] ≥ ε we can get Ppc+2ε[Λn ↔ ∞] ≥ 1 − δ (with
appropriate connections between the parameters ε, n and δ).
Step 3. A “seedless” renormalisation scheme, based on ideas of [MT17]. In Grimmett-
Marstrand the renormalisation follows by finding seeds, i.e. small boxes (say of size n)
all whose edges are open, which are on the boundary of a much larger box, say of size N
[GM90]. A first version of our argument which used the same scheme gave pc(Slabn) <
pc + C/ log log log log n. Here the path that already exists inside the N -box is used in
place of the seeds, each piece of it, if sufficiently separated, can be used independently.
Proposition 1 plays a crucial role in the argument. Sprinkling is used as in [GM90], so
eventually we get a renormalisation scheme at pc + 3ε.
The value ε = 1/
√
logn comes from the interaction of Steps 2 and 3. In Step 3 we
do an ε-sprinkling and the proof requires connections happening with probability at least
1− exp(1/ε). This forces the δ of Step 2 to be smaller than exp(−1/ε). But this forces n
to be exp(1/ε2) since our estimate of the total influence is only logarithmic in n. Thus,
the use of [KKL88] is the main constraining factor.
Finally, let us remark on the subcritical case in Theorem 2, i.e. on the bound of ξp
for p < pc. It is a corollary from the supercritical result. There are various ways to
perform this conclusion, but here the simplest was simply not to start all the process
(i.e. Steps 1–3) from pc but rather from an appropriate p < pc where ξp is sufficiently
large. Thus we prove both results in one fell swoop. Let us stress again, though, that it
is the supercritical result which is central and the subcritical result is merely a corollary.
In §3-5 we detail these steps, one step per section. In the last sections we prove
Theorems 2 and 3, as well as Proposition 1.
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2 Preliminaries
Fix an integer d ≥ 2. Two vertices x and y of Zd are said to be neighbours (denoted
x ∼ y) if ‖x − y‖2 = 1. In such a case, {x, y} is called an edge of Zd. The set of edges
is denoted by E(Zd). For n ≥ 1, introduce the box Λn := {−n, . . . , n}d and its (vertex)
boundary ∂Λn := Λn \ Λn−1. Also, we define Slabdn := Z2 × {−n, . . . , n}d−2.
A percolation configuration ω = (ω(e) : e ∈ E(Zd)) is an element of {0, 1}E(Zd). If
ω(e) = 1, the edge e is said to be open, otherwise it is said to be closed. Let S ⊂ Zd.
Two vertices x and y are said to be connected in S (in ω) if there exists a path x = v0 ∼
v1 ∼ v2 ∼ · · · ∼ vk = y of vertices in S such that ω({vi, vi+1}) = 1 for every 0 ≤ i < k.
Let A and B be two subsets of S, we write A
S←→ B if some vertex of A is connected in S
to some vertex of B, and A
S←→∞ if A S←→ ∂Λn holds for any n ≥ 1. If S = Zd, we drop
it from the notation and simply write A←→ B and A ←→∞. A cluster is a maximal set
of vertices that are connected together in ω.
For p ∈ [0, 1], consider the Bernoulli bond percolation measure Pp on {0, 1}E(Zd)
under which the variables ω(e) with e ∈ E(Zd) are i.i.d. Bernoulli random variables with
parameter p. Define pc = pc(d) ∈ (0, 1) such that Pp[0↔∞] is 0 when p < pc and strictly
positive when p > pc. See [Gri99, Theorem 1.10] for the fact that indeed 0 < pc < 1.
An event A is increasing if it is stable to opening edges. The FKG inequality states
that increasing events are positively correlated, see [Gri99, Theorem 2.2]. The edge e is
pivotal for the event A if the configurations ωe and ωe defined by
ωe(f) =
{
ω(f) if f 6= e
1 if f = e,
and ωe(f) =
{
ω(f) if f 6= e
0 if f = e
satisfy ωe ∈ A and ωe /∈ A.
We will denote by c and C arbitrary constants which depend only on the dimension d
(and occasionally other parameters, which will be noted). Their value may change from
formula to formula, and even inside the same formula. Occasionally we will number them
for clarity. We will use c for constants which are sufficiently small and C for constants
which are sufficiently large.
3 The result of Chayes and Chayes
In this section, we prove the following (recall that pn is the smallest p < pc such that
ξp = n).
Proposition 4. For every n large enough,
Ppn+ 1√log n
[0←→ ∂Λn] ≥ 1√
log n
. (1)
(For the purpose of the supercritical result it would have been enough to know this
at pc + 1/
√
logn, which is exactly the original result of Chayes and Chayes, but for the
subcritical result we want to know it with pc replaced by pn.)
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Proof. Given a finite set S containing 0, and a parameter p ∈ [0, 1], define
ϕp(S) :=
∑
x∼y
x∈S, y/∈S
pPp[0
S←→ x].
Fix n ≥ 1. Let us recall two relations between this quantity and the one-arm probability,
established in [DT15]. First, for every S ⊂ Λn containing 0, the last displayed equation
of Section 2.1 of [DT15] gives the upper bound
Pp[0↔ ∂Λnk] ≤ ϕp(S)k−1. (2)
for every k ≥ 1. Also, the quantity ϕp(S) can be used to bound the derivative of the
one-arm probability. Lemma 2.1 of [DT15] states that for every p ∈ [0, 1],
d
dp
Pp[0↔ ∂Λn] ≥ 1
p(1− p) ·
[
inf
0∈S⊂Λn
ϕp(S)
]
· (1− Pp[0↔ ∂Λn]). (3)
The proof of Proposition 4 can be easily derived from the two equations above. If
for some p ∈ [0, 1], there exists a subset S of Λn with ϕp(S) < 1e , then one deduces
immediately from (2) that
Pp[0↔ ∂Λk] ≤ e−A⌊k/n⌋−1, A > 1,
which implies that ξp < n. As a consequence, ϕpn(S) ≥ 1e for any set S included in Λn
containing 0. Since ϕp(S) is increasing in p, we have ϕp(S) ≥ 1e for any p ≥ pn, and the
differential inequality (3) gives that for every p ≥ pn,
d
dp
Pp[0↔ ∂Λn] ≥ 4e(1− Pp[0↔ ∂Λn]). (4)
Now, set p′n := pn + 1/
√
log n. Either Pp′n[0 ↔ ∂Λn] > 1 − e4 , or integrating (4) between
pn and p
′
n gives (1). This concludes the proof.
4 Sharp threshold
In this section we prove the following result.
Proposition 5. For every 0 < β < 1, there exists C = C(β, d) > 0 such that for every n
Ppn+C/
√
logn[Λnβ ↔ ∂Λn] ≥ 1− e−
√
logn.
We may assume without loss of generality that β < α, where α is chosen such that
the statement of Proposition 1 holds. Further, we may assume n to be sufficiently large,
as for small n and large C we would have pn + C/
√
log n > 1, making the claim trivial.
Set m := ⌊nβ⌋ for brevity. The proposition will follow, using standard arguments, once
we prove the following lemma.
Lemma 6. With n, α, β and m as above, and for any p,
Pp[e is a closed pivotal for Λm ↔ ∂Λn] ≤ 1
mα/4
. (5)
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ei
τ iΛm
τ jΛm
ej
τ j∂Λnτ
i∂Λn
Figure 1: Two edges ei, ej for i < j, and the corresponding translated boxes.
Proof. Fix an edge e ∈ E and distinguish between two cases, depending on whether the
edge e is close to ∂Λm ∪ ∂Λn or not. Write ρ for the L∞-distance between the edge e and
∂Λm ∪ ∂Λn.
If ρ ≥ m1/4, then observe that a translated version of the event A2(mα/4, m1/4) must
occur around the edge e when the edge is a closed pivotal. Therefore, Proposition 1
implies that (5) holds.
The more difficult case is when ρ ≤ m1/4. Let us first assume that e is at a distance
smaller than m1/4 of Λm. Then there exists a translation τ by a vector in Λm1/4 such that
e belongs to the translate τΛm of Λm by τ , and further, such that e ∈ τ iΛm (where τ i
denotes the i-th iterate of τ) for every i ∈ {1, . . . , I}, where I := ⌊1
2
m3/4⌋. For 0 ≤ i < I
define the edges ei = τ
ie. It follows that for every i < j, both endpoints of the edge ei
belong to τ jΛm, see Figure 1. Define also the event
Bi := {ei is a closed pivotal for τ iΛm ↔ τ i∂Λn}.
Writing M for the number of indices i for which Bi occurs, translation invariance and
the Cauchy-Schwarz inequality imply
(I · Pp[B0])2 = Ep[M ]2 ≤ Ep[M2] = Ep[M ] + 2
∑
i<j
Pp[Bi ∩Bj ]. (6)
Let us bound probabilities on the right-hand side. Fix i < j and assume that Bi ∩ Bj
occurs. Then, we claim that there must exist two disjoint clusters in Λn/2 crossing the
annulus between Λ2m and Λn/2. Indeed, one extremity xi of ei must be connected to
the boundary of τ iΛn, and one extremity xj of ej must be connected to the boundary of
τ jΛn. The fact that ej is a closed pivotal implies in particular that τ
jΛm = τ
j∂Λn and
hence, since xi belongs to τ
jΛm, it is not connected to the boundary of τ
jΛn so that the
clusters of xi and xj in the box Λn/2 must be disjoint (see again Figure 1). For n large
enough, we have 2m ≤ (n/2)α and Proposition 1 implies that
Pp[Bi ∩ Bj] ≤ 1
2m
.
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Plugging this estimate in (6) and using the trivial bound M ≤ I, we obtain
Pp[B0]
2 ≤ 1
I
+
1
m
≤ 1√
m
,
provided n is large enough. This completes the proof in this case.
The exact same reasoning also works if one assumes that the edge e is within distance
m1/4 of the boundary of Λn. Consider a translation τ by a vector in Λm1/4 such that e
does not belong to τΛn. One can define the edges ei and the events Bi as above. In this
case, for i < j, the edge ei does not belong to τ
jΛn and the same reasoning as above
concludes the proof.
Proof of Proposition 5. We use the following standard sharp threshold result for Boolean
functions (see e.g. [Tal94, Corollary 1.2]): for any δ > 0, there exists a constant c′ =
c′(δ) > 0 such that for any increasing event A depending on a finite set E of edges, and
any p ∈ [δ, 1− δ],
d
dp
Pp [A] ≥ c′ log
( 1
max{Pp [e pivotal for A] : e ∈ E}
)
· Pp [A] (1− Pp [A]). (7)
We apply (7) to the event A = {Λm ↔ ∂Λn}, bounding the pivotality probability inside
the log using Lemma 6. Note that we use here the fact that pivotality is independent of
the status of the edge, hence the probability of being closed pivotal (which is what we
get from Lemma 6) is 1− p times the probability of being pivotal, as needed in (7). We
get that for any δ > 0, there exists c = c(δ, β, d) > 0 such that for every p ∈ [δ, 1− δ] and
every n large enough,
f ′(p)
f(p)(1− f(p)) ≥ c logn, where f(p) = Pp [Λnβ ←→ ∂Λn] . (8)
Set p′n := pn +
1√
logn
. By Proposition 4,
Pp′n [Λnβ ←→ ∂Λn] ≥ Pp′n [0←→ ∂Λn] ≥
1√
logn
.
We now integrate the differential inequality (8). Define p′′n by f(p
′′
n) =
1
2
and then through-
out the interval [p′n, p
′′
n] we can remove the factor 1−f(p) from the denominator, and pay
only by halving the constant on the right hand side of (8). This gives log(f)′ ≥ c logn
which we integrate and get that p′′n must be no more than p
′
n + C log log n/ logn. Simi-
larly, in the interval [p′′n, p
′′
n + C/
√
logn] we remove the factor f(p) from the denomina-
tor, get − log(1 − f)′ ≥ c logn and arrive at the conclusion that f(p′′n + C/
√
logn) ≥
1 − exp(−√log n), if C = C(β, δ) is sufficiently large. This is exactly the conclusion of
the proposition (with a larger C to compensate for replacing p′′n with pn).
Remark. Proposition 5 can be directly obtained using Section 3 of [DRT] with the defi-
nition of the event Ak being, for 0 ≤ k ≤ 12nβ,
Ak = Ak(n) := {Λnβ/2+k ←→ ∂Λn}.
Roughly speaking, since all the events Ak have a probability larger than 1/
√
log n at pn,
the argument in [DRT] implies that at every p ≥ pn, one of the event Ak has a logarithmic
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derivative larger than c log n for some small constant c. A careful manipulation enables
to prove that one of the events Ak (and therefore Anβ/2) must have probability larger
than 1− e−√logn at pn+C/
√
log n. We believe that the present solution is simpler in the
case of Bernoulli percolation and may have further applications, even though the other
alternative does not use the Aizenman-Kesten-Newman estimate on the probability of
the two-arm event.
5 The seedless renormalisation scheme
The normalisation scheme we will work with uses four different scales, which we will
denote by k < K < n < N . The most important is the scale between K and n, where we
will insert 1/ε2 boxes of size K and use the independence between these boxes to get to
an event with high probability. The scales between k and K; and between n and N will
be used for gluing paths using Proposition 1 (the second one, between n and N , is used
only for resolving a technical issue of connecting to a specific facet and is less important).
Here is the exact formulation which we will use.
Theorem 7. Fix d ≥ 3. There exists a constant C = C(d) > 0 such that the following
holds. Assume that for some p ∈ [0, 1] and some ε > 0, there exist 1 ≤ k ≤ K ≤ n ≤
N <∞ such that K ≤ ε2n and
(a) Pp [0←→ ∂ΛN ] ≥ ε,
(b) Pp [Λk ←→ ∂ΛN ] ≥ 1− exp(−1ε ),
(c) Pp [A2(k,K)] ≤ exp(−1ε ) and Pp [A2(n,N)] ≤ exp(−1ε ).
Then
Pp+Cε[0
Slabd2N←−−−→∞] ≥ ε
2
.
Again, the reader who is interested only in the supercritical case may mentally replace
“some p ∈ [0, 1]” with “pc + 2ε” as in the proof sketch in the introduction. But for the
subcritical result we will apply it at p + 2ε for a slightly subcritical p, and we do not
know, eventually, if p+ 2ε is sub- or supercritical.
The proof is divided into two parts. In the first one, we prove the following interme-
diate statement.
Lemma 8. Assume that conditions (a), (b) and (c) hold. Then, there exists some c > 0
(depending on d only) such that for every connected set S ∋ 0 with a diameter larger than
n,
Pp [S ←→ F (N)] ≥ 1− 2 exp[−c/ε],
where F (N) := {(x1, . . . , xd) ∈ ∂ΛN : x1 = N, x2 ≥ 0, . . . , xd ≥ 0}.
Here and below we call sets such as F (N) “quarter-faces” even though this name is
correct only in d = 3.
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Remark. The introduction of quarter-faces is a purely technical step and should not worry
the reader. Indeed, the probability of connecting to a quarter-face is easily compared to
the probability of connecting to the boundary of the box. To this end, divide ∂ΛN into
d2d quarter-faces F1, . . . , Fd2d . Using the Harris-FKG inequality (sometimes called “the
square root trick” when used in this way, see [Gri99, equation (11.14)]) together with (b),
we find that
Pp[Λk
ΛN←→ F (N)] ≥ 1− exp[−1/(εd2d)]. (9)
The conclusion of Lemma 8 can be understood as a strengthening of the condition (b)
where the box Λk is replaced by arbitrary sufficiently large sets, and the boundary of ΛN
is replaced by one of its quarter-faces. Using it, we will be able to construct an infinite
cluster in Slabd2N by propagating it using local connections. Heuristically, if the cluster
of the origin is connected to a large box Λ away from 0, then it must contain a large set,
which is sufficient to propagate this cluster to other boxes neighbouring Λ. The condition
on connectedness of arbitrary large sets was introduced in the work of Martineau and
Tassion [MT17], where it was established using abstract measurability arguments. The
main contribution here is to make it quantitative.
The proof of Theorem 7 is now organised as follows. In § 5.1, we prove Lemma 8.
The proof of the main theorem is then concluded in § 5.2.
5.1 Connections to arbitrary sets
In this section we prove Lemma 8. Without loss of generality we may assume ε is
sufficiently small (as otherwise by choosing c sufficiently small the claim is trivially true).
Below, the constants ci depend on d only.
Let p ∈ [0, 1], ε > 0 and k ≤ K ≤ n ≤ N be such that K ≤ ε2n and the three
conditions (a), (b) and (c) hold. Fix a connected set S containing 0 with a diameter at
least n. Without loss of generality, we may assume S ⊂ Λn.
Consider a family of points x1, . . . , xℓ ∈ S such that the boxes Q′′i := xi + ΛK are all
disjoint and included in Λn. Also, introduce the smaller box Q
′
i := xi+Λk. Note that we
may choose ℓ ≥ c1/ε2 such points, so let us fix ℓ = ⌈c1/ε2⌉.
For every i ∈ {1, . . . , ℓ}, define the two events
Ei := {xi ←→ ∂Q′′i } ∩ {∃ unique cluster in Q′′i from Q′i to ∂Q′′i },
Bi := {Q′i = ∂ΛN}.
By translation invariance and conditions (a) and (c),
Pp [Ei] ≥ Pp [xi ←→ ∂Q′′i ]− Pp [A2(k,K)]
≥ ε− exp(−1/ε) ≥ ε/2.
Since the boxes Q′′i are disjoint, the events Ei are independent, and hence
Pp [∪Ei] ≥ 1− 2e−c2εℓ ≥ 1− 2e−c3/ε.
where the second inequality is from our requirement that ℓ ≥ c1/ε2.
11
Now, (b) implies that for every i,
Pp [Bi] ≤ exp[−1/(d2dε)].
Indeed, find a quarter-face F of xi+ΛN outside ΛN−1 and then apply (9) (with 0 shifted
to xi) to get
Pp [Bi] ≤ Pp [Q′i = F ]
(9)≤ exp[−1/(d2dε)].
By a union bound we have
Pp [∪Bi] ≤ ℓ exp[−1/(d2dε)] ≤ exp(−c/ε)
where the last inequality is by our assumption that ℓ ≤ c1/ε2+1 and that ε is sufficiently
small.
Assume Ei \Bi occurred for some i. Then we know that xi ↔ ∂Q′′i (from the first part
of Ei), that Q
′
i ↔ ∂ΛN (from the negation of Bi) and that the two clusters performing
these two connections are the same (from the second part of Ei). We get that there is a
path from xi to ∂ΛN , and in particular from S to ∂ΛN . This gives
Pp [S ←→ ∂ΛN ] ≥ Pp [∃i s.t. Ei \Bi]
≥ Pp [∪Ei]− Pp [∪Bi]
≥ 1− 2e−c4/ε.
It remains to replace the boundary of ∂ΛN in the equation above by the quarter-face
F (N). Yet, because we assumed S ⊂ Λn,
Pp[S
ΛN←→ F (N)] ≥ Pp[{Λn ←→ F (N)} ∩ {S ←→ ∂ΛN} ∩ A(n,N)c] ≥ 1− Ce−c5/ε
thanks to (b) (again in the form (9)) and (c). This concludes the proof.
5.2 Renormalisation
To prove Theorem 7 we couple a growing exploration process on the slab with a growing
exploration process on a rescaled version of the square lattice. One will need a simple
condition for a growing exploration process on Z2 to contain an infinite cluster. Therefore,
before moving to the proof, we describe a particular type of exploration process on Z2
and give a sufficient condition for the existence of an infinite connected component.
Fix an arbitrary ordering of the edges of Z2. Let {0} = A0 ⊂ A1 ⊂ A2 . . . and
∅ = B0 ⊂ B1 ⊂ B2 . . . be two growing sequences of subsets of Z2. We say that the
sequence Xt = (At, Bt) is an exploration sequence if for every t ≥ 0,
Xt+1 = Xt if there is no edge connecting At to (At ∪Bt)c,
Xt+1 = (At ∪ {xt}, Bt) or Xt+1 = (At, Bt ∪ {xt}) otherwise,
where xt is the endpoint in (At ∪ Bt)c of the minimal edge connecting At to (At ∪ Bt)c
(here and below, when we write minimal we mean with respect to the chosen ordering of
the edges of Z2). A typical example of a random exploration sequence results from the
exploration of the cluster of the origin in a site percolation process on Z2. In this case,
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the set At corresponds to the open sites discovered after t steps of exploration and Bt is
the discovered part of the (closed) boundary of the cluster.
We say that an exploration sequence percolates if the set ∪t≥0At is infinite. The
following lemma, proved in [GM90, Lemma 1], gives a sufficient condition for a random
exploration sequence to percolate.
Lemma 9. Let psitec be the critical parameter of Bernoulli site percolation on Z
2. Let
Xt = (At, Bt) be a random exploration sequence and assume that there exists some q >
psitec such that for every t ≥ 0,
P
(
Bt+1 = Bt |X0, . . . , Xt
) ≥ q a.s.,
then the process X percolates with probability larger than a constant c = c(q) > 0 that
can be taken arbitrarily close to 1 provided that q is close enough to 1.
We now return to the proof of the theorem. For every x ∈ Z2, set Λx = Nx + ΛN ⊂
Z
d and Λ˜x = Nx + Λ2N ⊂ Zd, where for both we identify x = (x1, x2) ∈ Z2 with
(x1, x2, 0, . . . , 0) ∈ Zd. We will identify 0 with (0, 0) so Λ0 is the box of size N centered
at 0 in Zd.
Let ω be a Bernoulli percolation of parameter p in Slabd2N and for every x ∈ Z2, let ωx
be a λε-percolation on Λ˜x, where λ is some constant to be fixed later. We assume that ω
and the ωx’s are independent of each other. We will prove that the origin is connected
to infinity in
ωtotal := ω ∨
( ∨x∈Z2 ωx)
with a probability which is larger than ε/2 (the notation ∨ stands for the maximum, or
the union of the open edges if one prefers). This will conclude the proof since ωtotal is
stochastically dominated by a (p+25 ·λε)-percolation — each edge of the slab appears in
at most 25 boxes Λ˜x (note that the number 25 does not depend on d because x is taken
only in Z2).
To prove this claim, define an increasing sequence of percolation configurations (ωt)t≥0
in the slab, coupled with a random exploration sequence Xt = (At, Bt) in Z
2. Given a
percolation configuration ω in the slab, let C (ω) be the set of vertices that are connected
inside Z2 × {−2N, . . . , 2N}d−2 to 0 by a path of ω.
Definition. Set X0 = (A0, B0) := ({0}, ∅) and ω0 = ω. For every t ≥ 0, let ωt+1 and
Xt+1 be constructed from ωt and Xt as follows. If there is no edge connecting At to
(At ∪Bt)c, define Xt+1 = Xt. Otherwise, let x = xt be the extremity in (At ∪Bt)c of the
minimal edge connecting At to (At ∪ Bt)c and define
ωt+1 := ωt ∨ ωx,
Xt+1 :=
{
(At ∪ {x}, Bt) if 0←→ Λx in ωt+1,
(At, Bt ∪ {x}) otherwise.
Remark. There is something unorthodox in the exploration process just defined, as we
are not constraining the length of the paths that are created in each step. For example, it
is possible that the path in Zd that is reponsible to connect 0 to Λ(0,1) goes much further
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than N . This will have no effect on the argument, but the reader who prefers a more
“geometric” exploration is welcome to change the definition of Xt+1 to one where the path
demonstrating 0 ↔ Λx is constrained in some reasonable explored domain. The proof
would go through equally well.
Returning to the construction, we have the following two properties:
(i) ω∞ := ∨t≥0 ωt ≤ ωtotal,
(ii) if (Xt) percolates, then 0 is connected to infinity in ω∞.
We now wish to prove a third property which, when combined with the previous two and
(a), concludes the proof.
(iii) P[X percolates | 0↔ ∂Λ0 in C (ω0)] ≥ 1/2.
The proof relies on an application of Lemma 9. In order to apply this lemma, let us
fix q > psitec (Z
2) in such a way that c(q) ≥ 1/2 and try to prove
P
(
Bt+1 = Bt |X0, . . . , Xt
) ≥ q a.s.
Since Bt+1 = Bt as soon as there is no edge connecting At to (At ∪Bt)c, we can focus on
the case where the minimal edge e connecting At to (At∪Bt)c is well defined, and therefore
its endpoint x in (At ∪ Bt)c also is. In this case, we have Bt+1 = Bt if 0 is connected to
Λx in ωt+1. Since X0, . . . , Xt and the event that x is well defined are measurable with
respect to C (ω0), . . . ,C (ωt), it suffices to show that for any admissible C0, C1, . . . , Ct, we
have
P
(
Λ0 ←→ Λx in ωt+1 | C (ω0) = C0, . . . ,C (ωt) = Ct
) ≥ q a.s.,
which would follow if we showed that for every admissible Ct,
P
(
Ct ←→ Λx in ωt ∨ ωx | ωt|∂ECt ≡ 0
) ≥ q. (10)
Now, observe that any admissible Ct must intersect Λx′,
y
y + ΛN
F
Λx′ Λx
where x′ is the endpoint of e in At. Furthermore, the
diameter of Ct must be at least N (here is where we use
the conditioning over the event 0 ←→ ∂Λ0). Let y be
a vertex of Ct ∩ Λx′. Since at least one of the quarter-
faces of y + ΛN is included in Λx (see an example in
the figure on the right, where it is denoted by F ; the
reader is kindly requested to imagine the third dimen-
sion), Lemma 8 (applied after shifting 0 to y) implies
Pp[Ct
Λ˜x←→ Λx in ω ∨ ωx] ≥ 1− 2e−c/ε.
Since the event Ct ←→ Λx is increasing, we may replace ω ∨ ωx with ωt ∨ ωx. Since ωx
is independent of ωt, Lemma 10 below shows that (10) holds, provided the constant λ is
large enough. This concludes the proof of Item (iii) and therefore of Theorem 7.
For the next (and last) lemma, it will be convenient to have a notation for the edge
boundary restricted to a fixed set. Fix therefore a set R ⊂ Zd, and define
∆A =
{{x, y} ⊂ R : |x− y| = 1, x ∈ A, y ∈ R \ A}.
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Lemma 10. For any δ, η > 0, there exists λ > 0 such that for any p ∈ [δ, 1 − δ] and
ε > 0, as well as any A,B ⊂ R, Pp[A R←→ B] ≥ 1− 2 exp(−η/ε) implies that
P
[
A
R←→ B in ω ∨ ω˜ ∣∣ω(e) = 0, ∀e ∈ ∆A] ≥ 1− δ,
where ω is a Bernoulli percolation configuration satisfying P[ω(e) = 1] ≥ p for every e,
and ω˜ a Bernoulli percolation of parameter λε which is independent of ω.
Proof. If A ∩ B 6= ∅, the result is obvious. We therefore assume A ∩ B = ∅. Also,
introduce the event E that ω(e) = 0 for all e ∈ ∆A and the set W defined by
W =
{{x, y} ∈ ∆A and y R\A←−→ B in ω}.
Any path from A to B in R, open in ω, must use at least one edge of W . Consequently,
for any t ∈ N, we have
Pp[A
R
= B] ≥ (1− p)t−1 Pp[|W | < t].
Then, using that |W | ≥ t is independent of the event E, we deduce that, still for an
arbitrary t,
P[A
R←→ B in ω ∨ ω˜ | E] ≥ P[∃e ∈ W : ω˜(e) = 1,W ≥ t | E]
≥ (1− (1− λε)t)P[W ≥ t]
≥ (1− (1− λε)t)
(
1− Pp[A
R
= B]
(1− p)t−1
)
≥ (1− (1− λε)t)
(
1− exp(−η/ε)
(1− p)t−1
)
.
Choosing λ = λ(δ, η) large enough, the result follows by optimizing on t.
6 Proofs of Theorems 2 and 3
Theorem 3 follows immediately from what was already proved. Indeed, we use Theorem
7 with
p = pn + λ/
√
log n,
ε = 1/
√
log n,
(k,K, n,N) = (nα
3
, nα
2
, nα, n),
where α is given by Proposition 1, and where λ is some sufficiently large constant. By the
definition of α, condition (c) of Theorem 7 is satisfied when n is large enough. Condition
(a) follows from Proposition 4, while Condition (b) follows from Proposition 5, if only λ
is sufficiently large (we use Proposition 5 with β = α3).
The p < pc case of Theorem 2 is identical. Given p < pc we define n = ⌊ξp⌋ and then
pn ≤ p. Using Theorem 7 in the same way and with the same parameters as above gives
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that at pn+C/
√
log n we already have percolation in a slab, and in particular it is above
pc. Hence
pc ≤ pn + C√
logn
≤ p+ C√
log ξp
which is identical to ξp ≤ exp(C(pc − p)−2), as claimed.
For the case p > pc of Theorem 2 we need to estimate the probability to percolate in
a slab starting from the boundary of the slab. It will be slightly more convenient to work
in the “other slab”, OSlabn = {−n, . . . , n} × Zd−1. Define
θ(p, n) := Pp[(−n, 0, . . . , 0) OSlabn←−−→∞].
To estimate θ(p, n) we use the fact that at pc∑
x∈∂Λn
Ppc [0
Λn←→ x] ≥ c.
(this is well-known, and in fact we already gave a proof of that while proving Proposition
4). By symmetry the same holds for the bottom face, i.e.∑
x∈{−n}×{−n,...,n}d−1
Ppc [0
Λn←→ x] ≥ c.
Hence for some x on this face we have Ppc[0
Λn←→ x] ≥ cn1−d. By translation invariance
we get for some y ∈ {0} × {−n, . . . , n}d−1 that
Ppc[(−n, 0, . . . , 0) OSlabn←−−→ y] ≥ cn1−d.
Let now p > pc and define n such that Pp[0
Slabn←−→ ∞] ≥ 1/2√log n. By Theorem 3 we
may take n ≤ exp(C(p − pc)−2). We may certainly replace Slabn with OSlabn, as it is
larger. We get
θ(p, n) ≥ Pp[(−n, 0, . . . , 0) OSlabn←−−→ y, y OSlabn←−−→∞]
≥ Pp[(−n, 0, . . . , 0) OSlabn←−−→ y]Pp[y OSlabn←−−→∞] ≥ cn1−d · 1
2
√
logn
where we used FKG, translation invariance and the fact that the event (−n, 0 . . . , 0)←→ y
is monotone. By [CCN87, Theorem 5], ξp ≤ n/θ(p, n) and Theorem 2 is established.
7 On Proposition 1
Proposition 1 was not stated in this generality in the paper of Cerf [Cer15] (in that paper,
the polynomial upper bound is stated for p = pc). Here we explain how the arguments
of [Cer15] can be adapted to get a bound which is uniform in 0 ≤ p ≤ 1.
Proof of Proposition 1. It suffices to prove the estimate above for p ∈ (δ, 1− δ), for some
fixed δ > 0 small enough. Indeed if p is close to 0 or 1, one can easily prove the bounds
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of the proposition using standard perturbative arguments. Now, using for example the
inequality above Proposition 5.3 of [Cer15], we see that there exists a constant κ > 0
such that for every δ ≤ p ≤ 1− δ, and every n ≥ 1
Pp[A2(0, n)] ≤ κ log n√
n
.
We will prove that there exists C ≥ 1 large enough such that, uniformly in δ ≤ p ≤ 1−δ,
we have for every n ≥ 2
Pp[A2(n, n
C)] ≤ 1
n
,
which concludes the proof. In the proof of [Cer15], the fact that p = pc was used in
order to obtain a lower bound on the two-point function (see Lemma 6.1 in [Cer15]). One
can replace the input coming from the hypothesis that p = pc by the following simple
argument. Fix n ≥ 2. Since Pp[A2(n, nC)] ≤ Pp[Λn ←→ ∂Λ2n], we can assume that the
probability that there exists an open path from Λn to ∂Λ2n is larger than 1/n. Therefore,
by the union bound, there must exist a point x at the boundary of Λn that is connected
to x + ∂Λn with probability larger than
1
n|∂Λn| . Hence, by translation invariance, 0 is
connected to ∂Λn with probability larger than
1
n|∂Λn| , and the union bound again implies
that for every m ≤ n, ∑
y∈∂Λm
Pp[0
Λm←→ y] ≥ 1
n|∂Λn| .
Using this estimate, one can repeat the argument of Lemma 6.1 in [Cer15] to show that
there exists a constant C > 0 (independent of n and p) such that
∀x, y ∈ Λn Pp[x Λ2n←→ y] ≥ 1
nC
.
Then one can conclude the proof using the estimate above together with Corollary 7.3 in
[Cer15].
8 A lower bound
In this section, we make a few remarks on lower bounds for the correlation length. We first
note that [AN84] shows that at p < pc the expected size of the cluster (“the susceptability”)
is at least 1/(pc − p), and this shows that ξp ≥ (pc − p)−1/d. Newman [1] shows a lower
bound also on the truncated susceptability for p > pc but he makes assumptions on
the behaviour of critical percolation which are still unknown: we could not complete
Newman’s argument without assuming Conjecture 1.
Here we will sketch a proof that ξp ≥ (pc− p)−2/d+o(1) in the case that p < pc, leaving
the more complicated case of p > pc for the future. Let N > 0, and let E be the event
that there exists an easy-way crossing of the box 3N × · · · × 3N × N . By [Kes82, §5.1]
there is a constant c1(d) such that if Pq[E] < c1 then q < pc.
Let now p < pc. Standard arguments using supermultiplicativity (see [CCN87]) show
that for every x with |x| > N we have Pp(0↔ x) ≤ exp(−N/ξp). Hence there exists N ≈
ξp log ξp such that Pp[E] <
1
2
c1(d). Now, it is well-known that for any boolean function
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f the total influence I(f) satisfies I(f) ≤√nvarf/p(1− p). Defining F (p) = Ep[f ] this
gives, for p bounded away from 0 and 1,
√
F
′ ≤ C√n. We apply this for f being the
indicator of the event E and get
d
dp
√
Pp[E] ≤ CNd/2 ≤ C(ξp log ξp)d/2.
Hence at q := p + c2(ξp log ξp)
−d/2 for some c2 sufficiently small, we would have Pq[E] <
c1(d) and hence q < pc. The claim follows.
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