ABSTRACT Algebraic connectivity, the second smallest eigenvalue of the graph Laplacian matrix, is a fundamental performance measure in various network systems, such as multi-agent networked systems. Here, we focus on how to add an edge to a network to increase network connectivity and robustness by maximizing the algebraic connectivity. Most efficient algorithms for maximizing algebraic connectivity need to calculate it directly, which results in high time complexity, especially for large networks. We present a heuristic algorithm, the minimum degree and maximum distance algorithm, based on the analysis of the Fiedler vector, which does not need to compute the algebraic connectivity. The proposed algorithm is tested in large random networks and networks of autonomous systems peering information. The results show that it is effective and can achieve shorter running times than other algorithms. Hence, it can be applied to very large networks, especially to large sparse networks.
I. INTRODUCTION
Many applications of multi-agent systems have spurred a tremendous research interest in the past decade. How to reach an agreement (consensus) is a fundamental problem in multi-agent networks. Olfati-Saber et al. [1] reported that algebraic connectivity is a measure of the performance/speed of consensus algorithms for multi-agent networked systems, and a continuous-time consensus algorithm converges as fast or faster than the algebraic connectivity of a multi-agent network. In this paper, we focus on how to adapt the current multi-agent network design to achieve a higher speed of consensus algorithms by maximizing algebraic connectivity when a new information link is available.
Many studies have been performed on algebraic connectivity in systems and control theory [2] , [3] . Algebraic connectivity, which is defined as the second smallest eigenvalue of the Laplacian matrix [4] , is a crucial performance measure in various network systems. Moreover, the maximizing algebraic connectivity problem (MACP), i.e., how to add a link/edge to a network to maximize algebraic connectivity, is not restricted to the consensus in multi-agent networks, and it can also be applied to improve the stability of various network systems [5] - [7] . Alenazi et al. [5] developed a heuristic algorithm that optimizes a backbone network by adding links to achieve a higher network resilience by maximizing algebraic connectivity. Ibrahim et al. [6] proposed a network-maintenance algorithm to enhance the algebraic connectivity of wireless sensor networks by adding a set of relays. Wei et al. [7] designed a robust air-transportation network by maximizing the algebraic connectivity.
We first remark on some efforts in the literature regarding the MACP. Ghosh and Boyd [8] considered the similar problem of adding several edges to maximize the algebraic connectivity. The authors proposed a greedy perturbation heuristic algorithm, based on the Fiedler vector, to maximize the algebraic connectivity by adding edges, one by one.
Wang and Van Mieghem [9] proposed two strategies for the MACP. One is to add an edge between the minimum-degree vertex and another random vertex. Another, which is similar to that of Ghosh and Boyd, is to connect two vertices with the maximum algebraic distance. Martínez [10] proposed several strategies to add a number of edges to maximize the algebraic connectivity. These strategies included random addition, minimum-degree node, eigenvector (same as Wang and Mieghem's), similar-degree nodes, and maximum-degree nodes. Kim [11] proposed a computationally efficient bisection algorithm, based on the secular equation for the MACP. Based on the MACP, Sydney et al. [12] studied the problem of rewiring one edge to obtain a graph with high algebraic connectivity. Different from the above, Ibrahim et al. [6] proposed a network-maintenance algorithm that formulated the link-addition problem as a semi-definite programming optimization problem.
In addition, some related results concern algebraic connectivity. Kim and Mesbahi [13] proposed an iterative algorithm to maximize the algebraic connectivity of a state-dependent graph Laplacian on weighed graph. Ogiwara et al. [14] studied graphs that maximize or locally maximize the algebraic connectivity.
We notice that the algorithms proposed in [8] and [11] are based on the eigenvalue (or eigenvector) of the Laplacian matrix, which will result in high time complexity when the network is very large. In contrast, the algorithms proposed in [9] and [10] are based on the topological characteristics (degree, clustering coefficient, etc.) of a graph, which will result in low effectiveness. In fact, the main difficulty, that the algebraic connectivity cannot be widely used, is because the eigenvalue of the Laplacian matrix must be calculated according to the definition of algebraic connectivity. Hence, some researchers proposed methods to estimate the algebraic connectivity, such as [15] and [16] .
Given the above issues, we have considered the relations between the Fiedler vector and other graph invariants, and found two classes of graphs. One is α-matching graph whose vertex corresponding to the maximum value in Fiedler vector has the minimum degree in G. Another is Fiedler-BreadthFirst graph whose vertex with the minimum value in Fiedler vector is at the highest level when running breadth-firstsearch starting from the vertex corresponds to the maximum value in Fiedler vector. Based on above results, we present a heuristic algorithm, the minimum degree and the maximum distance (MDMD) algorithm, which does not require the computation of the eigenvalue or eigenvector. Simulations show that MDMD is effective and can obtain a shorter running time for large networks, especially large sparse networks.
II. PRELIMINARIES A. PROBLEM DEFINITION
A multi-agent network can be represented by a simple undirected graph. Hence, some notations and definitions relating to the graph are provided first. Let G = (V , E) denote an 
of L is called the algebraic connectivity [4] of G, denoted by α(G). The eigenvector associated with the algebraic connectivity is named the Fiedler vector, denoted by X . That is, LX = αX . The complement of a graph G, denoted by G c = (V , E c ), is the graph with the same vertex set V , and vertices being adjacent in G c if and only if they are not adjacent in G. We use G+e to denote the graph obtained from G by adding new edge e. Thus, the MACP can be described as follows:
Algebraic connectivity is an important parameter to measure how well connected a graph is. For example, a graph G is connected if and only if α(G) > 0 [4] . The following theorem shows that adding an edge will increase the algebraic connectivity of the graph.
Theorem 1 [17] :
For more details on algebraic connectivity, see [18] .
B. RELATED WORK
In this section, we review three approaches for solving the MACP. They are a brute-force algorithm, a greedy perturbation heuristic algorithm [8] , and a bisection algorithm [11] . They are based on the eigenvalue (or eigenvector) of the Laplacian matrix. The easiest approach is the naive brute-force algorithm, (BFA), which examines each candidate edge e ∈ G c , and computes every algebraic connectivity of G + e. Obviously, the time complexity of this algorithm is very high. It runs in O(4mn 3 /3) by using the symmetric QR algorithm in [19] to compute the algebraic connectivity, where m = |E c | and n = |V |.
Ghosh and Boyd [8] presented a greedy perturbation heuristic algorithm, denoted by Ghosh. 2 gives the first-order approximation of the increase in α(G), where v i v j ∈ E c . Clearly, the time complexity is O(2mn), excluding the one-off calculation of the Fiedler vector X . Actually, the algorithm's time complexity is associated with |E c |. Therefore, it will take too much time to run in a large sparse network.
Kim [11] presented a bisection algorithm, denoted by Kim, utilizing the secular equation [20] . This algorithm first computes each eigenvalue µ k (G) of the Laplacian matrix and eigenvector X k , associated with the
and repeatedly selects a subinterval by the secular equation. Thus, it does not fit for a graph with µ n−1 (G) = µ n−2 (G). The practical time complexity is O(5.7mn) (see [11] for details).
In summary, the estimation accuracy of the BFA algorithm is the highest, and the time complexity of the Ghosh algorithm is lowest.
This work aims to design an efficient algorithm which does not need to calculate the eigenvalue (or eigenvector) to maximize algebraic connectivity. The details will be described in the next section.
III. MIN-DEGREE AND MAX-DISTANCE ALGORITHM FOR MAXIMIZING ALGEBRAIC CONNECTIVITY PROBLEM A. MDMD ALGORITHM
In this section, MDMD for MACP is introduced. Instead of calculating the eigenvalue (or eigenvector) of the Laplacian matrix, as is the convention in [8] and [11] , two disconnected vertices v i 0 and v j 0 are chosen by minimum degree and maximum distance, and are named the min-degree vertex and maxdistance vertex, respectively.
The first step of our strategy is to determine the min-degree vertex by choosing the minimum degree vertex in graph G. However, many graphs have more than one minimum degree vertex. Thus, in this study, the extendibility centrality (EC) of a vertex is introduced, according to which a min-degree vertex can be determined. The EC of a vertex v i is calculated as the sum of the degrees of the vertices incident with the vertex v i . The EC can be formulated as Eq. (2) . The EC of a vertex v seeks to quantify its influence through the vertices incident with the vertex in the graph. Let M be the set of minimum degree vertices in a graph G. The min-degree vertex v i 0 can be found by Eq. (3). If several vertices are found, one is randomly selected.
Second, we will determine the max-distance vertex v j 0 . The distance between v i and v j is defined as the number of edges in a shortest path joining v i and v j . Let N be the set of vertices that are the maximum distance from vertex v i 0 . Obviously, N can be determined by breadth-first search that starts at the root v i 0 . Thus, the max-distance vertex v j 0 can be found by Eq. (4). If several vertices are found, one is randomly selected.
Based on the above analysis, MDMD is presented in Algorithm 1. 
Thus, our strategy is to find two disconnected vertices v i 0 and v j 0 , corresponding to the maximum value x i 0 and the minimum value x j 0 , respectively.
1) CHOICE OF V I 0
Let G n (p) denote the Erdős-Rényi (ER) [21] graph, where n is the number of vertices and p is the probability of an edge existing between any two vertices. The simulations in [9] show that if an edge e = v i v j is added to an ER graph, the increase of the algebraic connectivity is large if and only if one vertex of the pair {v i , v j } has a small degree. Thus, we consider the relationship between the vertex, corresponding to the maximum value x i 0 in Fiedler vector X , and the vertex, corresponding to the minimum degree in G.
Definition 1: Let G be a connected graph. Then the graph G is called α-matching if one vertex v i 0 corresponding to the maximum value x i 0 in Fiedler vector X has the minimum degree in G.
The following theorem implies that a tree is α-matching. Theorem 2: Let T = (V , E) be a tree. Then T is α-matching. Proof: The proof is given in Appendix A. Furthermore, we performed the simulations in ER graphs G n (p). For each combination of n and p, we tested 1,000 connected graphs to calculate the percentage of α-matching graphs. As shown in Table 1 , most of the graphs are α-matching.
2) CHOICE OF V J 0
We recall that for a rooted graph, the level of a vertex is one more than its distance from the root vertex.
Definition 2: Let G be a breadth-first graph obtained by running breadth-first-search starting from root v i 0 , which corresponds to the maximum value x i 0 in X . The graph G is called a Fiedler-Breadth-First graph if the vertex with the minimum value in X is at the highest level.
A Fiedler-Breadth-First graph is shown in Fig. 1 . We performed simulations in connected ER graphs G n (p). For each combination of n and p, we tested 1,000 connected graphs to calculate the percentage of Fiedler-Breadth-First graphs. As shown in Table 2 , most of the graphs are FiedlerBreadth-First graphs. Next, we present a class of FiedlerBreadth-First graphs as shown in Fig. 1 . 
denote the set of vertices at level k, and x i the entry of X corresponding to the vertex v i . Let X min (k) = min x i , where
Proof: The proof is given in Appendix B. By Theorem 3, we easily derive the following corollary. Corollary 1: Let G be a breadth-first graph obtained by running breadth-first-search starting from root v i 0 , which corresponds to the maximum value x i 0 in Fiedler vector
denote the set of vertices at level k, and x i the entry of X corresponding to the vertex v i . Let X min (k) = min x i , where v i ∈ V (k). If algebraic connectivity 0 < α < 1, l ≥ 4, X min (l − 2) > 0, X min (l − 1) < 0, and X min (l) < 0, then the graph G is a Fiedler-Breadth-First graph.
3) ABOUT EC
Many graphs have more than one minimum-degree vertex or there is more than one vertex at the highest level of the breadth-first graph, as Fig. 1 shows. The results of random selection are unstable. In fact, there are three vertices at the highest level, v 8 , v 9 , and v 10 with the EC values of 12, 12, and 9, respectively. Obviously, the minimal value of EC can guide us to find out the vertex v 10 with the minimum value −0.2569. Furthermore, we generate 100 ER graphs to evaluate MDMD with or without EC. Fig.2 shows that most results with EC have higher algebraic connectivity. The mean values of two datasets with or without EC are 2.0988 and 2.0748, respectively. This shows that the algebraic connectivity of MDMD with EC increases about 1.157% compared with that of MDMD without EC. Similarly, the variances of two dataset with or without EC are 0.1747 and 0.1774, respectively. This result confirms that MDMD with EC is more stable. The above analysis shows that MDMD with EC can achieve better performance.
IV. COMPARISON OF ALGORITHMS
In this section, we compared MDMD with three algorithms, mentioned in section II(B). Simulations are performed using the ER graphs and nine graphs of autonomous systems (AS) peering information inferred from Oregon routeviews between March 31, 2001, and May 26, 2001 [22] . All algorithms are implemented and tested in MATLAB.
First, we generated 100 ER graphs with 100 vertices and p = 0.7, in the same manner as in [11] . Fig. 3 shows the comparison of simulation results from four algorithms. It can be seen that the four algorithms return nearly the same results. Fig. 4 shows the comparison of computational time, which demonstrates that the computational times of MDMD and Ghosh are quite close. Second, we generated 100 ER graphs with 3,000 vertices and p = 0.004. BFA and Kim algorithm require much more computational power. Hence, we compare MDMD with Ghosh only. As Fig. 5 and Fig. 6 depict, MDMD obtains better performance for G 3000 (0.004).
Finally, we performed the simulation using nine graphs of AS peering information inferred from Oregon route-views between March 31, 2001, and May 26, 2001. The datasets are obtained from [23] . Table 3 shows the dataset statistics for the graphs. As shown in Fig. 7 and Fig. 8 , MDMD is slightly less effective than Ghosh, but the running time of MDMD is much less than that of Ghosh. In conclusion, the simulations show that the MDMD is an efficient mean like Ghosh's and Kim's in small networks, and has better performance than other algorithms in large sparse networks.
V. CONCLUSION
Adding new links to existing networks, such as multi-agent network and computer network, is an important way to optimize network performance. In this paper, we studied how to add an edge to a network to most increase the algebraic connectivity, which is closely related to the consensus and robustness of networked systems. Most existing algorithms must calculate it directly, which takes too much running time. We propose a heuristic algorithm (MDMD), based on the minimum degree and the maximum distance, which does not need to calculate the Laplacian matrix and its eigenvalues or eigenvectors. Simulations show that MDMD can obtain better performance than other algorithms in large sparse networks. Moreover, MDMD can be applied to the problem of adding several edges, by adding edge one by one, to maximize the algebraic connectivity. The second contribution is that we have found two classes of graphs, namely α-matching graph and Fiedler-Breadth-First graph. The vertex corresponding to the maximum value in Fiedler vector has the minimum degree for α-matching graph. And the vertex with the minimum value in Fiedler vector is at the highest level when running breadth-first-search starting from the vertex corresponds to the maximum value in Fiedler vector for Fiedler-Breadth-First graph. These reveal the relationship between the algebraic properties (such as matrix eigenvector) and topological properties (such as degree and distance) of the network. These relationships can be applied to various applications related to Fiedler vectors. For instance, Fiedler vector is by far the most used in spectral clustering. Thus, we can use this new relationship between the algebraic properties and topological properties to cluster data. This is also the direction of our future research. Proof: Since X min (l − 2) > 0, by the Lemma 2 we have X min (k) > 0 for 1 ≤ k ≤ l − 2. Otherwise, suppose that there exists X min (k * ) ≤ 0 with k * < l − 2. This is a contradiction, since V − ∪ V 0 are connected. Since LX = αX , we have
where d i is the degree of v i . And
Eq. 8 shows that for any vertex v k * with x k * > 0, there exists an adjacent vertex v k * * with x k * * such that x k * * < x k * . Since X min (1) = x i 0 is the maximum value in the Fiedler vector, we have X min (1) > X min (2) . Thus, we obtain that X min (k) < X min (k − 1) for 2 ≤ k ≤ l − 2 by induction on k. When k = l − 1, X min (l − 1) < X min (l − 2) by our assumptions. Let vertex v i * correspond to X min (l − 1) = x i * . Since X min (l − 1) < 0 and X min (l − 2) > 0, the vertex v i * has an adjacent vertex v j * in level l − 2, and x j * > 0 > x i * . However, from 0 < α < 1 and Eq. 8, the vertex v i * has an adjacent vertex v j * * with x j * * < 0. Thus, d i * , which is the degree of the vertex v i * , is greater than one. Then we modify the Eq. 7 as follows:
Since 0 < α < 1, we have x i * (1 − α) < x j * . Thus,
Hence the vertex v i * has an adjacent vertex v j * * * with x j * * * < x i * by d i * ≥ 2. Obviously, the vertex v j * * * lies in level l. Hence, X min (l) < X min (l − 1).
