Introduction
In this paper we shall prove that solutions of the generalized Korteweg-de Vries equation are uniquely determined by their values on a semi-line at two different times. In particular, if u j = u j (x, t), j = 1, 2 are real valued solutions of the k-generalized Korteweg-de Vries (k-gKdV) equation
with t 1 < t 2 which are sufficiently smooth and such that for some b ∈ R (1.2) u 1 (x, t) = u 2 (x, t), (x, t) ∈ (b, ∞) × {t 1 , t 2 } (or (−∞, b) × {t 1 , t 2 }),
For k = 1 the equation (1.1) was derived by Korteweg-de Vries [9] as a model for long waves propagating in a channel. Subsequently the KdV and its generalized form have been shown to be relevant in several physical situations, see references in [3] .
In [13] B. Zhang proved the above result for the case of the KdV equation 
under the assumption that u 2 ≡ 0, by using inverse scattering theory and Miura's transformation. In [5] we established the above result for very general Korteweg- de Vries type of equations again under the restriction u 2 ≡ 0.
In [6] we obtained the corresponding result for the semilinear Schrödinger equation (1.5) i∂ t u = ∆u + F (u,ū), t ∈ R, x ∈ R n , in dimension n ≥ 1, for any pair of solutions u 1 , u 2 , under very general assumptions on the nonlinearity F and the class of solutions considered.
The main problem in extending the results in [5] , [13] to any pair of solutions u 1 , u 2 is that one needs to consider the equation for the difference u 1 − u 2 , which does not have the symmetry of the original equation which was needed to apply the arguments there. This seems to be more evident in the case of inverse scattering theory. Also the arguments in [6] do not apply here since the equation for the difference is not semilinear, it involves gradient terms. These terms cannot be handled by the approach in [6] . At the linear level this translates into establishing unique continuation properties for first order perturbations of the Airy equation. The case where second order perturbation terms are considered reduces to this one by an appropriate change of variable.
In this work we shall extend the method of proof used in [5] to treat the equation for the difference of solutions of (1.1) instead of the equation (1.1) itself.
The statement of our main result is the following. 
where
Assume that u j , j = 1, 2, have some decay (see (1.8) 
Remark: (a) Concerning the regularity hypothesis on the solutions u j 's required in Theorem 1 it suffices to assume that
for the general case and [4] .
(b) To simplify the exposition we will carry out the details only in the case of the k-gKdV equation (1.1), and explain the necessary modifications to treat the general equation in (1.6). In the case of the k-gKdV equation it suffices to assume that
For the existence theory we refer to [3] .
(c) The proof of Theorem 1 consists of three main steps. First we establish appropriate weighted (exponential) energy estimates for the solution of the equation satisfied for the difference of the two solutions w(
In the second step we prove some Carleman estimates of the type established by Kenig-Ruiz-Sogge [7] and Kenig-Sogge [8] . As in [7] , [8] , the estimate used in [5] This gain of derivatives is essential in our argument. In the final step we show that the problem reduces to one where the local unique continuation principle obtained by Saut and Scheurer in [11] can be applied.
(d) We observe that no analyticity assumptions on the nonlinearity F are required.
The paper is organized as follows. In Section 2 we prove Theorem 1 for the k-generalized KdV equation (1.1). In Section 3 we sketch the necessary modifications to treat the general case.
Proof of Theorem 1 in the case of the k-generalized KdV equation
We consider solutions u j , j = 1, 2, of the k-generalized KdV equation (1.1) with the regularity described in (1.10). Also without loss of generality we assume that t 1 = 0, t 2 = 1 and that
We need some preliminary results. The first one is concerned with the decay properties of solutions to a k-gKdV type of equation.
where the real coefficients
The proof of Lemma 2.1 is similar to that given in [2] , [5] for the k-gKdV equation.
To state the next results we need to introduce some notation,
and
) and has compact support.
Next, following the ideas in Kenig-Ruiz-Sogge [7] and Kenig-Sogge [8] we have the following Carleman estimates.
, for all λ ≥ 0, with c 0 independent of λ and the support of f .
Proof of Lemma 2.2.
For the proof of (2.7) we refer to [5] (Lemma 2.3). To prove (2.8) we first observe that by rescaling
we have So it suffices to prove (2.8) for λ = 1, i.e.
since the case λ = 0 follows by taking the limit as λ ↓ 0 in both sides of (2.8). Defining
and using that (2.14)
we find that (2.12) is equivalent to
. Taking Fourier transform in both variables (x, t) and defining
,
, we rewrite (2.16) as the following multiplier estimate
for functions h ∈ S(R 2 ), whose Fourier transform is 0 near the zeros of the denominator (up to a multiplicative constant)
of the multiplier
.
To obtain (2.18) we first consider the multiplier
For |τ | ≥ 1/2 we write
Notice that (i) If we perform a permutation of {a, b, c}, the resulting matrix is obtained from M by a permutation of the columns of
3 of the multipliers m 0 , m 1 (see (2.20 
)-(2.21)) as a function of ξ does not have a double zero. (v) Changing variables
, 
which is a contradiction. This proves the claim.
Next we shall find a lower bound for det M 1 where
To show this we differentiate both sides in (2.23) and evaluate the result in a, b, c to get
respectively. Multiplying the identities in (2.31) one sees that
Combining (2.26), (2.32), and (2.23) it follows that
Hence, Returning to (2.22) we can write (2.38)
with A(τ ) and a 1 (τ ) both bounded for |τ | ≥ 1/4. For τ 1/3 Im a 1 (τ ) > 0 one has
with a similar result for the case τ 1/3 Im a 1 (τ ) < 0. The other fractions in (2.22)
can be treated in the same manner. Hence, it follows that for |τ | ≥ 1/4 (2.41)
For the case |τ | ≤ 1/4 we observe that for |ξ| ≥ 4 one has that
with c uniform for |τ | ≤ 1/2. Finally, if |τ | ≤ 1/4 and |ξ| ≤ 4 we use that
and the desired bound is straightforward. Collecting the information in (2.41)-(2.43), a simple argument shows that (see [3] ),
From (2.20) and (2.21) one has that (2.45)
Next we shall perform a Littlewood-Paley decomposition. Hence, consider the sequence Γ = {ϕ j : j = 0, 1, 2, ...} where
., supp ϕ 0 ⊂ (−2, 2) and ∞ j=0 ϕ j = 1 (also theφ j 's denote an appropriate modified version of Γ) we have
Hence, using the notation
and by (2.7) and its proof (see [5] , Lemma 2.3)
by interpolation (see [12] ) one gets that (2.50) 
which completes the proof of (2.8).
Lemma 2.3. The inequalities (2.7)-(2.8) still hold for
For the proof of Lemma 2.3 we refer to [5] (Lemmas 2.4-2.5).
In the proof of Theorem 1 we also need the following local unique continuation result due to Saut-Scheurer [11] . Theorem 2.4 [11] . Assume that v = v(x, t) satisfies the equation , b) ).
If v vanishes on an open set
Proof of Theorem 1. We define
which satisfies the equation
Since from (2.1)
Lemma 2.1 shows that for any β > 0
We will show that there exists a large number R > 0 such that
then Saut-Scheurer's result (Theorem 2.4) will complete the proof. Let µ ∈ C ∞ (R) be a nondecreasing function such that µ(x) = 0, x ≤ 1 and
for any p, q ∈ [1, ∞], j = 1, 2, (see (1.10), (2.60), and (2.62)) and
Combining our assumptions (1.10) and (2.61)-(2.62) we can apply Lemma 2.3 to w R (x, t) for R sufficiently large. Thus, we have (2.65)
Hence, it follows that (2.66) 
Inserting (2.67)-(2.70) into (2.66) one gets that (2.71)
To estimate the left hand side of (2.71) it suffices to consider one of the terms in F R (see (2.65)), say F 3 , since the proofs for F 1 , F 2 , F 4 are similar. We recall that the supports of the F j 's are contained in the interval [R, 2R]. Thus, (2.72) In this section we shall comment on the modifications needed for the proof in the previous section to treat the general equation in (1.6).
Taking the x-derivative of order k, with k = 1, 2 of the equation (1.6) and using the notation where the coefficients a j,l 's depend on u 1 , u 2 and its derivatives up to order four.
Our goal is to remove the term a 2,0 (x, t)∂ 2 x w 2 in the last equation in (3.2). Thus, following the idea of Hayashi and Ozawa in [1] we first introduce the new variable (an integrating factor) (3.3)w 2 (x, t) = e 1 3
x 0 a 2,0 (s,t)ds w 2 (x, t) = e φ(x,t) w 2 (x, t).
Next, we multiply the last equation in (3.2) by e φ and use that w 2 = e −φw 2 to rewrite the system (3.2) in terms of the new unknown functions (w 0 , w 1 ,w 2 ). This new system is a diagonal one and does not contain terms involving the second derivatives of the functions (w 0 , w 1 ,w 2 ) so that the argument provided in the previous section can be applied yielding the desired result.
