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Abstract
This paper studies diagonal implicit symplectic extended Runge–Kutta–Nystro¨m (ERKN)
methods for solving the oscillatory Hamiltonian systemH(q, p) =
1
2
pT p+
1
2
qTMq+U(q). Based
on symplectic conditions and order conditions, we construct some diagonal implicit symplectic
ERKN methods. The stability of the obtained methods is discussed. Three numerical experi-
ments are carried out and the numerical results demonstrate the remarkable numerical behavior
of the new diagonal implicit symplectic methods when applied to the oscillatory Hamiltonian
system.
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1 Introduction
In this paper, we are concerned with diagonal implicit symplectic methods for solving the following
oscillatory Hamiltonian systems
q˙ = ∇pH(q, p), q(t0) = q0, p˙ = −∇qH(q, p), p(t0) = p0 (1)
with the Hamiltonian
H(q, p) =
1
2
pT p+
1
2
qTMq + U(q). (2)
Here M is a d × d symmetric and positive semi-definite matrix which implicitly preserves the
dominant frequencies of the system (1) and function U(q) is a real-valued function whose second
derivatives are continuous. Problem (1) with the Hamiltonian of the form (2) often consists in a
wide variety of applications such as physics, astronomy, molecular biology,astronomy and classical
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mechanics (see, e.g. [1, 2, 3, 5, 6, 9]). Fermi-Pasta-Ulam problem and the spatial semi-discretization
of wave equation with the method of lines are classcial examples.
In the past more than twenty years, some researchers studied the single-frequency problem which
is a kind of special situation of the multi-frequency problem. That is to say, the multi-frequency
problem (1) becomes the single-frequency problem when M = ω2, where ω > 0 is main frequency
of the single-frequency problem and may be estimated in advance. Moreover, the multi-frequency
system (1) is more complicated than the single-frequency system. The reasons are as follows. First,
the coefficients of numerical methods for solving single-frequency problems depend on ω. However,
M of the multi-frequency system is a d × d matrix which implicitly contains many frequencies.
Second, symplectic conditions of methods for solving single-frequency problem can not be extended
to that of methods for solving multi-frequency problem (1). So it is important to focus on geometric
integration of multi-frequency problem.
In order to solve the oscillatory Hamiltonian systems (1), many novel methods have been
developed and studied by many researchers. For the related work, we can refer the reader to
[13, 14, 15, 16, 17, 19, 22]. In [21], based on the variation-of-constants formula, Wu et al. for-
mulate a standard form of extended Runge–Kutta–Nystro¨m (ERKN) methods for the oscillatory
Hamiltonian system (1) and present the order conditions via B-series theory. On the other hand,
the importance of geometric numerical integration for the purpose of preserving some structures
of differential equations has recently become apparent. For the survey of this field, we refer to
the book [6]. Ruth [10] was the first to publish the results about canonical numerical methods
and proposed three-stage canonical Runge–Kutta–Nystro¨m (RKN) method of order three. Some
researches following [10] about canonical methods are referred to [1, 11, 20]. In order to preserve
the symplectic structure of the Hamiltonian system (2), symplectic conditions for ERKN methods
are derived and some novel explicit ERKN methods of order up to four are proposed in [20]. How-
ever, the related work about diagonal implicit symplectic ERKN methods for solving oscillatory
Hamiltonian systems has not been developed. Therefore, this paper attempts to study diagonal
implicit symplectic ERKN methods which may improve accuracy of the numerical solutions of the
system (1).
In this paper, we will construct some practical diagonal implicit symplectic ERKN methods. It
is noted that when matrix M → 0, these methods will become their corresponding RKN methods.
Its detailed process is as follows. In Section 2, the definition of order conditions and symplectic
conditions of EKRN methods are represented. In Section 3, some diagonal implicit symplectic
ERKN methods are constructed. In Section 4, the stability is analyzed and the obtained methods
are compared with some RKN methods by three numerical experiments. In section 5, we draw the
conclusions.
2 Preliminaries
In order to obtain an effective and practical numerical scheme for the system (1), the definition of
ERKN methods is given in [22].
Definition 1 An s-stage diagonal implicit ERKN method with stepsize h for solving the Hamilto-
2
nian system (1) is defined by
Qi = φ0(c
2
iV )qn + hciφ1(c
2
i V )pn − h2
i∑
j=1
a¯ij(V )∇U(Qj), i = 1, . . . , s,
qn+1 = φ0(V )qn + hφ1(V )pn − h2
s∑
i=1
b¯i(V )∇U(Qi),
pn+1 = −hMφ1(V )qn + φ0(V )pn − h
s∑
i=1
bi(V )∇U(Qi),
(3)
where ci are real constants, bi(V ), b¯i(V ), and a¯ij(V ) are matrix-valued functions of V ≡ h2M , and
φj(V ) :=
∞∑
k=0
(−1)kV k
(2k + j)!
, j = 0, 1, . . . i. (4)
The coefficients of (3) can be displayed in a Butcher tableau:
c A¯(V )
b¯T (V )
bT (V )
=
c1 a¯11(V )
...
...
. . .
cs a¯s1(V ) · · · a¯ss(V )
b¯1(V ) · · · b¯s(V )
b1(V ) · · · bs(V )
Based on the new SEN-tree theory, the order conditions of (3) can be derived by comparing the
series expansions of qn+1 and pn+1 in terms of SEN-trees with those of the true solutions q(tn + h)
and p(tn+h), respectively. The following theorem presents the order conditions of ERKN methods
(see [21]).
Theorem 1 The necessary and sufficient conditions for an s-stage ERKN method (3) to be of order
r are given by
b¯T (V )Φ(τ) =
ρ(τ)!
γ(τ)
φρ(τ)+1(V ) +O(hr−ρ(τ)), ρ(τ) = 1, . . . , r − 1,
bT (V )Φ(τ) =
ρ(τ)!
γ(τ)
φρ(τ)(V ) +O(hr+1−ρ(τ)), ρ(τ) = 1, . . . , r,
(5)
where τ is an extended Nystro¨m tree associated with an elementary differential F(τ)(qn, pn) of the
function −∇U(q) at qn.
The definitions of Φ(τ), ρ(τ), γ(τ) are referred to [21].
One important property of Hamiltonian systems is that the correspond flow is symplectic. There-
fore, it encourages many researchers to study symplectic integration which can preserve the sym-
plecticity of the considered system. The symplectic conditions of ERKN methods are derived in
[16] and the following theorem states the symplectic conditions of diagonal implicit ERKN methods
for solving the oscillatory Hamiltonian system (1).
Theorem 2 (see [20]) An s-stage diagonal implicit ERKN method (3) is symplectic if its coeffi-
cients satisfy
φ0(V )bi(V ) + V φ1(V )b¯i(V ) = diφ0(c
2
iV ), di ∈ R, i = 1, . . . , s,
φ0(V )b¯i(v) + cidiφ1(c
2
iV ) = bi(V )φ1(V ), i = 1, . . . , s,
b¯j(V )bi(V ) = b¯i(V )bj(V ) + dia¯ij(V ), i = 1, . . . , s, j = 1, . . . , i.
(6)
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3 Diagonal implicit symplectic ERKN methods
In this section, we will formulate some diagonal implicit symplectic ERKN methods with one, two
and three stages.
3.1 One-stage diagonal implicit symplectic methods
One-stage diagonal implicit ERKN methods can be expressed by a Butcher tableau:
c1 a¯11(V )
b¯1(V )
b1(V )
According to the symplectic conditions (6), it is noted that this method is symplectic if
φ0(V )b1(V ) + V φ1(V )b¯1(V ) = d1φ0(c
2
1V ),
φ1(V )b1(V )− φ0(V )b¯1(V ) = c1d1φ1(c21V ). (7)
Similarly, according to the order conditions (5), the necessary and suffficient conditions for an
one-stage diagonal implicit ERKN method (3) to be of order two are given by
b¯1(V ) = φ2(V ) +O(h),
b1(V ) = φ1(V ) +O(h
2),
c1b1(V ) = φ2(V ) +O(h).
(8)
By (7), we get
b1(V ) = d1φ0((1 − c1)2V ),
b¯1(V ) = d1(1− c1)φ1((1 − c1)2V ).
Inserting this formula into (8) yields
c1 =
1
2
, d1 = 1.
Due to the second-order order conditions and symplectic conditions do not contain a¯11(V ), so
the function a¯11(V ) is arbitrary. We consider two kinds of situations.
Case one. When a¯11(V ) = φ0(V ), the Taylor expansions of other coefficients are
b1(V ) =I − 1
8
V +
1
384
V 2 − 1
46080
V 3 + · · · ,
b¯1(V ) =
1
2
I − 1
48
V +
1
3840
V 2 − 1
645120
V 3 + · · · ,
a¯11(V ) =I − 1
2
V +
1
24
V 2 − 1
720
V 3 + · · · .
(9)
We denote this method by SERKN1s2(1).
Case two. Choose a¯11(V ) = b¯1(V ) and the Taylor expansions of other coefficients are
b1(V ) =I − 1
8
V +
1
384
V 2 − 1
46080
V 3 + · · · ,
b¯1(V ) =
1
2
I − 1
48
V +
1
3840
V 2 − 1
645120
V 3 + · · · ,
a¯11(V ) =
1
2
I − 1
48
V +
1
3840
V 2 − 1
645120
V 3 + · · · .
(10)
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We denote this method by SERKN1s2(2).
3.2 Two-stage diagonal implicit symplectic methods
We use a Butcher tableau to show two-stage diagonal implicit ERKN methods:
c1 a¯11(V )
c2 a¯21(V ) a¯22(V )
b¯1(V ) b¯2(V )
b1(V ) b2(V )
By (6), the symplectic conditions of two-stage diagonal implicit ERKN methods are given by the
following formulas
φ0(V )b1(V ) + V φ1(V )b1(V ) = d1φ0(c
2
1V ),
φ1(V )b1(V )− φ0(V )b1(V ) = c1d1φ1(c21V ),
φ0(V )b2(V ) + V φ1(V )b2(V ) = d2φ0(c
2
2V ),
φ1(V )b2(V )− φ0(V )b2(V ) = c2d2φ1(c22V ),
b2(V )b1(V ) + d2a21(V ) = b1(V )b2(V ).
(11)
By (5), third-order and fourth-order order conditions of two-stage diagonal implicit ERKN methods
respectively are
b1(V ) + b2(V ) = φ1(V ) +O(h
3),
b1(V )c1 + b2(V )c2 = φ2(V ) +O(h
2),
b1(V )c
2
1 + b2(V )c
2
2 = 2φ3(V ) +O(h),
b1(V ) + b2(V ) = φ2(V ) +O(h
2),
b1(V )c1 + b2(V )c2 = φ3(V ) +O(h),
b1(V )a11(0) + b2(V )(a21(0) + a22(0)) = φ3(V ) +O(h),
(12)
and
b1(V ) + b2(V ) = φ1(V ) +O(h
4),
b1(V )c1 + b2(V )c2 = φ2(V ) +O(h
3),
b1(V )c
2
1 + b2(V )c
2
2 = 2φ3(V ) +O(h
2),
b1(V )c
3
1 + b2(V )c
3
2 = 6φ4(V ) +O(h),
b1(V ) + b2(V ) = φ2(V ) +O(h
3),
b1(V )c1 + b2(V )c2 = φ3(V ) +O(h
2),
b1(V )c
2
1 + b2(V )c
2
2 = 2φ4(V ) +O(h),
b1(V )a11(0) + b2(V )(a21(0) + a22(0)) = φ4(V ) +O(h),
b1(V )a11(0) + b2(V )(a21(0) + a22(0)) = φ3(V ) +O(h
2),
c1b1(V )a11(0) + c2b2(V )(a21(0) + a22(0)) = 3φ4(V ) +O(h),
(13)
c1b1(V )a11(0) + b2(V )(c1a21(0) + c2a22(0)) = φ4(V ) +O(h).
By the first four formulas of (11), we obtain
b¯1(V ) = b1(1− c1)φ1((1 − c1)
2V )
φ0(1− c1)2V , b¯2(V ) = b2(1− c2)
φ1((1 − c2)2V )
φ0(1− c2)2V ,
b1(V ) = d1φ0((−1 + c1)2V ), b2(V ) = d2φ0((−1 + c2)2V ).
(14)
5
By the last formula of (11), we have
a¯21(V ) =
b2(V )b¯1(V )− b1(V )b¯2(V )
d2
.
Case one. Inserting these formulas of (14) into the first five formulas of (12) yields
d1 =
1− 2c2
2(c1 − c2) , d2 =
−1 + 2c1
2(c1 − c2) , c2 =
2− 3c1
3− 6c1 ,
where c1 is a parameter.
Considering a¯22(V ) = a¯11(V ) and the following formula (which is obtained from the last formula
of (12))
b1(V )a11(V ) + b2(a21(V ) + a22(V )) = φ3(V ),
we obtain
a¯22(V ) = a¯11(V ) =
−a¯21(V )b2(V ) + φ3(V )
b1(V ) + b2(V )
.
We choose c1 =
1
5
and then get c2 =
7
9
, d1 =
25
52
, d2 =
27
52
. The Taylor expansions of bi(V ),
b¯i(V ), a¯ij(V ) are
b1(V ) =
25
52
I − 2
13
V +
8
975
V 2 − 64
365625
V 3 + · · · ,
b2(V ) =
27
52
I − 1
78
V +
1
18954
V 2 − 1
11514555
V 3 + · · · ,
b¯1(V ) =
5
13
I − 8
195
V +
32
24375
V 2 − 256
12796875
V 3 + · · · ,
b¯2(V ) =
3
26
I − 1
1053
V +
1
426465
V 2 − 2
725416965
V 3 + · · · ,
a¯11(V ) =
7
312
I +
589
84240
V +
9931609
11941020000
V 2 +
25321869691
290166786000000
V 3 + · · · ,
a¯21(V ) =
5
18
I − 169
10935
V +
28561
110716875
V 2 − 9653618
4708235109375
V 3 + · · · ,
a¯22(V ) =
7
312
I +
589
84240
V +
9931609
11941020000
V 2 +
25321869691
290166786000000
V 3 + · · · .
(15)
We denote this method by SERKN2s3.
Case two. Inserting (14) into the first seven formulas of (13) yields
d1 =
1− 2c2
2(c1 − c2) , d2 =
−1 + 2c1
2(c1 − c2) .
Considering c1 =
3−√3
6
, c2 =
3 +
√
3
6
, we get d1 =
1
2
, d2 =
1
2
. According to the eighth and ninth
formula of (13), the follow results are obtained:
a¯11(V ) =
b¯2(V )φ3(V )− b2(V )φ4(V )
−b2(V )b¯1(V ) + b1(V )b¯2(V )
,
a¯22(V ) =
a¯21(V )b2(V )b¯1(V )− a¯21(V )b1(V )b¯2(V )− b¯1(V )φ3(V ) + b1(V )φ4(V )
−b2(V )b¯1(V ) + b1(V )b¯2(V )
.
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The Taylor expansions of other coefficients are
b1(V ) =
1
2
I − 2 +
√
3
24
V +
7 + 4
√
3
1728
V 2 − 26 + 15
√
3
311040
V 3 + · · · ,
b2(V ) =
1
2
I +
−2 +√3
24
V +
7− 4√3
1728
V 2 +
−26 + 15√3
311040
V 3 + · · · ,
b¯1(V ) =
3 +
√
3
12
I − 9 + 5
√
3
432
V +
33 + 19
√
3
51840
V 2 − 123 + 71
√
3
13063680
V 3 + · · · ,
b¯2(V ) =
3−√3
12
I +
−9 + 5√3
432
V +
33− 19√3
51840
V 2 +
−123 + 71√3
13063680
V 3 + · · · ,
a¯11(V ) =
2−√3
12
I +
−3 + 2√3
2160
V +
6−√3
1088640
V 2 +
15 + 2
√
3
195955200
V 3 + · · · ,
a¯21(V ) =
1
2
√
3
I − 1
36
√
3
V +
1
2160
√
3
V 2 − 1
272160
√
3
V 3 + · · · ,
a¯22(V ) =
2−√3
12
I +
−1 + 6√3
720
V +
6− 167√3
1088640
V 2 +
15 + 238
√
3
195955200
V 3 + · · · .
(16)
We denote this method by SERKN2s4 and this method is proved to satisfy all the order conditions
and symplectic conditions.
3.3 Three-stage diagonal implicit symplectic methods
The following Butcher tableau is given to describe three-stage diagonal implicit methods:
c1 a¯11(V )
c2 a¯21(V ) a¯22(V )
c3 a¯31(V ) a¯32(V ) a¯33(V )
b¯1(V ) b¯2(V ) b¯3(V )
b1(V ) b2(V ) b3(V )
By (6) and (5), the symplectic condition and fourth-order order conditions of three-stage diagonal
implicit ERKN methods respectively are given by the following formulas
φ0(V )b1(V ) + V φ1(V )b1(V ) = d1φ0(c
2
1V ),
φ1(V )b1(V )− φ0(V )b1(V ) = c1d1φ1(c21V ),
φ0(V )b2(V ) + V φ1(V )b2(V ) = d2φ0(c
2
2V ),
φ1(V )b2(V )− φ0b2(V ) = c2d2φ1(c22V ),
φ0(V )b3(V ) + V φ1b3(V ) = d3φ0(c
2
3V ),
φ1(V )b3(V )− φ0b3(V ) = c3d3φ1(c23V ),
b1(V )b2(V ) = b2(V )b1(V ) + d2a21(V ),
b1(V )b3(V ) = b3(V )b1(V ) + d3a31(V ),
b2(V )b3(V ) = b3(V )b2(V ) + d3a32(V ),
(17)
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and
b1(V ) + b2(V ) + b3(V ) = φ1(V ) +O(h
4),
b1(V )c1 + b2(V )c2 + b3(V )c3 = φ2(V ) +O(h
3),
b1(V )c
2
1 + b2(V )c
2
2 + b3(V )c
2
3 = 2φ3(V ) +O(h
2),
b1(V )c
3
1 + b2(V )c
3
2 + b3(V )c
3
3 = 6φ4(V ) +O(h),
b1(V ) + b2(V ) + b3(V ) = φ2(V ) +O(h
3),
b1(V )c1 + b2(V )c2 + b3(V )c3 = φ3(V ) +O(h
2),
b1(V )c
2
1 + b2(V )c
2
2 + b3(V )c
2
3 = 2φ4(V ) +O(h),
b1(V )a11(0) + b2(V )(a21(0) + a22(0)) + b3(V )(a31(0) + a32(0) + a33(0)) = φ4(V ) +O(h),
b1(V )a11(0) + b2(V )(a21(0) + a22(0)) + b3(V )(a31(0) + a32(0) + a33(0)) = φ3(V ) +O(h
2),
b1(V )c1a11(0) + b2(V )c2(a21(0) + a22(0)) + b3(V )c3(a31(0) + a32(0) + a33(0)) = 3φ4(V ) +O(h),
(18)
b1(V )c1a11(0) + b2(V )(c1a21(0) + c2a22(0)) + b3(V )(c1a31(0) + c2a32(0) + c3a33(0)) = φ4(V ) +O(h).
On the one hand, bi and b¯i, i = 1, 2, 3 can be obtained by solving the first six formulas of (17) as
follows
b¯1(V ) =
b1(φ0(c
2
1V )φ1(V )− c1φ0(V )φ1(c21V ))
φ0(V )φ0(c21V ) + c1V φ1(V )φ1(c
2
1V )
,
b¯2(V ) =
b2(φ0(c
2
2V )φ1(V )− c2φ0(V )φ1(c22V ))
φ0(V )φ0(c22V ) + c2V φ1(V )φ1(c
2
2V )
,
b¯3(V ) =
b3(φ0(c
2
3V )φ1(V )− c3φ0(V )φ1(c23V ))
φ0(V )φ0(c23V ) + c3V φ1(V )φ1(c
2
3V )
,
b1(V ) =
d1(φ0(V )φ0(c
2
1V ) + c1V φ1(V )φ1(c
2
1V ))
φ0(V )2 + V φ1(V )2
,
b2(V ) =
d2(φ0(V )φ0(c
2
2V ) + c2V φ1(V )φ1(c
2
2V ))
φ0(V )2 + V φ1(V )2
,
b3(V ) =
d3(φ0(V )φ0(c
2
3V ) + c3V φ1(V )φ1(c
2
3V ))
φ0(V )2 + V φ1(V )2
.
(19)
On the other hand, by the last three formulas of (17), we obtain
a¯21(V ) =
b2(V )b¯1(V )− b1(V )b¯2(V )
d2
,
a¯31(V ) =
b3(V )b¯1(V )− b1(V )b¯3(V )
d3
,
a¯32(V ) =
b3(V )b¯2(V )− b2(V )b¯3(V )
d3
.
(20)
In the above formulas, ci and di, i = 1, 2, 3 are parameters.
It is noted that a¯ii (i = 1, 2, 3) can be obtained by solving the eighth, ninth, tenth formulas of
8
(18) as follows
a¯11(V ) =
((−b2(V )b¯3(V )c2 + b3(V )b¯2(V )c3)φ3(V )
b2(V )b3(V )b¯1(V )(c2 − c3) + b1(V )(b2(V )b¯3(V )(c1 − c2) + b3(V )b¯2(V )(−c1 + c3))
+
(3b2(V )b¯3(V ) + b3(V )(−3b¯2(V ) + b2(V )c2(V )− b2(V )c3(V )))φ4(V ))
b2(V )b3(V )b¯1(V )(c2 − c3) + b1(V )(b2(V )b¯3(V )(c1 − c2) + b3(V )b¯2(V )(−c1 + c3))
,
a¯22(V ) =
a¯21(V )(b1(V )(b2(V )b¯3(V )(−c1 + c2) + b3(V )b¯2(V )(c1 − c3)
b2(V )b3(V )b¯1(c2 − c3) + b1(V )(b2(V )b¯3(V )(c1 − c2) + b3(V )b¯2(V )(−c1 + c3))
+
b2(V )b3(V )b¯1(V )(−c2 + c3)) + (b1(V )b¯3(V )c1 − b3(V )b¯1(V )c3)φ3(V )
b2(V )b3(V )b¯1(V )(c2 − c3) + b1(V )(b2(V )b¯3(V )(c1 − c2) + b3(V )b¯2(V )(−c1 + c3))
+
(−3b1(V )b¯3(V ) + b3(V )(3b¯1(V )− b1(V )c1 + b1(V )c3))φ4
b2(V )b3(V )b¯1(V )(c2 − c3) + b1(V )(b2(V )b¯3(V )(c1 − c2) + b3(V )b¯2(V )(−c1 + c3))
,
a¯33(V ) =
(a¯31(V ) + a32(V ))(b1(V )(b2(V )b¯3(V )(−c1 + c2) + b3(V )b¯2(V )(c1 − c3)
b2(V )b3(V )b¯1(V )(c2 − c3) + b1(V )(b2(V )b¯3(V )(c1 − c2) + b3(V )b¯2(V )(−c1 + c3))
+
b2(V )b3(V )b¯1(V )× (−c2 + c3)) + (−b1(V )b¯2(V )c1 + b2(V )b¯1(V )c2)φ3(V )
b2(V )b3(V )b¯1(V )(c2 − c3) + b1(V )(b2(V )b¯3(V )(c1 − c2) + b3(V )b¯2(V )(−c1 + c3))
+
3b1(V )b¯2(V ) + b2(V )(−3b¯1(V ) + b1(V )c1 − b1(V )c2))φ4(V )
b2(V )b3(V )b¯1(V )(c2 − c3) + b1(V )(b2(V )b¯3(V )(c1 − c2) + b3(V )b¯2(V )(−c1 + c3))
.
(21)
In order to fulfill the first seven formulas of (18) , the following conditions should be satisfied:
d1 =
2− 3c3 + c2(−3 + 6c3)
6(c1 − c2)(c1 − c3) ,
d2 =
−2 + c1(3− 6c3) + 3c3
6(c1 − c2)(c2 − c3) ,
d3 =
−2 + c1(3− 6c2) + 3c2
6(c1 − c3)(−c2 + c3) ,
c3 =
3− 4c1 − 4c2 + 6c1c2
4− 6c1 − 6c2 + 12c1c2 ,
(22)
where c1 and c2 are parameters.
Case one. We choose
c1 =
5−√15
10
, c2 =
1
2
, (23)
and then get c3 =
5 +
√
15
10
. Under the conditions of (23), the Taylor series expansions of bi(V ),
9
b¯i(V ), a¯ij(V ) (i = 1, 2, 3, j = 1 . . . i) respectively are
b1(V ) =
5
18
I − 4 +
√
15
72
V +
31 + 8
√
15
8640
V 2 − 244 + 63
√
15
2592000
V 3 + · · · ,
b2(V ) =
4
9
I − 1
18
V +
1
864
V 2 − 1
103680
V 3 + · · · ,
b3(V ) =
5
18
I +
−4 +√15
72
V +
31− 8√15
8640
V 2 +
−244 + 63√15
2592000
V 3 + · · · ,
b¯1(V ) =
5 +
√
15
36
I − 35 + 9
√
15
2160
V +
275 + 71
√
15
432000
V 2 − 2165 + 559
√
15
181440000
V 3 + · · · ,
b¯2(V ) =
2
9
I − 1
108
V +
1
8640
V 2 − 1
1451520
V 3 + · · · ,
b¯3(V ) =
5−√15
36
I +
−35 + 9√15
2160
V +
275− 71√15
432000
V 2 +
−2165 + 559√15
181440000
V 3 + · · · ,
a¯11(V ) =
4−√15
20
I − 3
14000
V − 28 + 9
√
15
5040000
V 2 − 5871 + 440
√
15
16632000000
V 3 + · · · ,
a¯21(V ) =
√
15
36
I − 1
96
√
15
V +
1
12800
√
15
V 2 − 1
3584000
√
15
V 3 + · · · ,
a¯22(V ) =
9− 2√15
72
I +
3
11200
V +
1
96
√
15
V +
29− 42√15
8064000
V 2 +
−3667 + 330√15
17740800000
V 3 + · · · ,
a¯31(V ) =
√
15
18
I − 1
12
√
15
V +
1
400
√
15
V 2 − 1
28000
√
15
V 3 + · · · ,
a¯32(V ) =
2
3
√
15
I − 1
60
√
15
V +
1
8000
√
15
V 2 − 1
2240000
√
15
V 3 + · · · ,
a¯33(V ) =
4−√15
20
I +
−9 + 280√15
42000
V − 28 + 873
√
15
5040000
V 2 +
−5871 + 40535√15
16632000000
V 3 + · · · .
(24)
We denote this method by SERKN3s4(1), and this method is proved to satisfy all the order condi-
tions and symplectic conditions.
Case two. Choose
c1 =
5 +
√
15
10
, c2 =
5−√15
10
, (25)
and then we get c3 =
1
2
. Under the conditions of (25), the Taylor series expansions of other
10
coefficients respectively are
b1(V ) =
5
18
I +
−4 +√15
72
V +
31− 8√15
8640
V 2 +
−244 + 63√15
2592000
V 3 + · · · ,
b2(V ) =
5
18
I − 4 +
√
15
72
V +
31 + 8
√
15
8640
V 2 − 244 + 63
√
15
2592000
V 3 + · · · ,
b3(V ) =
4
9
I − 1
18
V +
1
864
V 2 − 1
103680
V 3 + · · · ,
b¯1(V ) =
5−√15
36
I +
−35 + 9√15
2160
V +
275− 71√15
432000
V 2 +
−2165 + 559√15
181440000
V 3 + · · · ,
b¯2(V ) =
5 +
√
15
36
I − 35 + 9
√
15
2160
V +
275 + 71
√
15
432000
V 2 − 2165 + 559
√
15
181440000
V 3 + · · · ,
(26)
b¯3(V ) =
2
9
I − 1
108
V +
1
8640
V 2 − 1
1451520
V 3 + · · · ,
a¯11(V ) =
4 +
√
15
20
I − 3
14000
V +
−28 + 9√15
5040000
V 2 +
−5871 + 440√15
16632000000
V 3 + · · · ,
a¯21(V ) =−
√
15
18
I +
1
12
√
15
V − 1
400
√
15
V 2 +
1
28000
√
15
V 3 + · · · ,
a¯22(V ) =
36 +
√
15
180
I − 1
12
√
15
V − 3
14000
V +
−28 + 831√15
5040000
V 2 − 5871 + 40040
√
15
16632000000
V 3 + · · · ,
a¯31(V ) =−
√
15
36
I +
1
96
√
15
V − 1
12800
√
15
V 2 +
1
3584000
√
15
V 3 + · · · ,
a¯32(V ) =
√
15
36
I − 1
96
√
15
V +
1
12800
√
15
V 2 − 1
3584000
√
15
V 3 + · · · ,
a¯33(V ) =
1
8
I +
3
11200
V +
29
8064000
V 2 − 3667
17740800000
V 3 + · · · .
(27)
We denote this method by SERKN3s4(2), which is proved to satisfy all the order conditions and
symplectic conditions.
4 Stability and Numerical experiments
4.1 Stability regions
In this section, we are concerned with the stability of the ERKN methods. This has been analyzed
in [18] and thence we just briefly recall here the definitions. Consider the revised test equation:
y′′(t) + ω2y(t) = −ǫy(t) with ω2 + ǫ > 0, (28)
where ω represents an estimation of the dominant frequency λ and ǫ = λ2 − ω2 is the error of that
estimation. Applying a multi-frequency ERKN method to (28) produces
(
qn+1
hq′n+1
)
= S(V, z)
(
qn
hq′n
)
,
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where the stability matrix S(V, z) is given by
S(V, z) =
(
φ0(V )− zb¯T (V )N−1φ0(c2V ) φ1(V )−zb¯T (V )N−1
(
c · φ1(c2V )
)
−V φ1(V )−zbT (V )N−1φ0(c2V ) φ0(V )−zbT (V )N−1
(
c · φ1(c2V )
) )
with V = h2ω2, z = h2ǫ and N = I + zA¯(V ).
Definition 2 (See [18].) Rs = {(V, z)| V > 0 and ρ(S) < 1} is called the stability region of a
multi-frequency ERKN method and Rp = {(V, z)| V > 0, ρ(S) = 1 and tr(S)2 < 4 det(S)} is called
the periodicity region of a multi-frequency ERKN method.
The stability regions of our methods are depicted in Figure 1.
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Figure 1: Stability regions (shaded regions) for the obtained methods.
4.2 Numerical experiments
In this section, in order to show the efficiency of our new methods compared with their corresponding
methods, we give three numerical experiments and their results. The methods for comparisons are:
• SERKN1s2: the one-stage diagonal implicit symplectic ERKN method (SERKN1s2(1)) of
order two derived in Subsection3.1;
• SERKN2s3: the two-stage diagonal implicit symplectic ERKN method of order three derived
in Subsection 3.2;
• SERKN3s4: the three-stage diagonal implicit symplectic ERKN method (SERKN3s4(1)) of
order four derived in Subsection 3.3;
• RKN1s2: the one-stage diagonal implicit symplectic RKN method of order two obtained by
letting V → 0 of the method SERKN1s2;
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• RKN2s3: the two-stage diagonal implicit symplectic RKN method of order three obtained by
letting V → 0 of the method SERKN2s3;
• RKN3s4: the three-stage diagonal implicit symplectic RKN method of order four obtained
by letting V → 0 of the method SERKN3s4.
The numerical experiments have been carried out on a personal computer and the algorithm has
been implemented by using the MATLAB-R2010a.
Problem 1. Consider the sine-Gordon equation with periodic boundary conditions (see [12])
∂2u
∂t2
=
∂2u
∂x2
− sinu, −1 < x < 1, t > 0, u(−1, t) = u(1, t).
We carry out a semi-discretization on the spatial by using second-order symmetric differences and
obtain the following system of second-order ODEs in time
d2U
dt2
+MU = F (t, U), 0 < t ≤ tend,
where U(t) =
(
u1(t), . . . , uN(t)
)T
with ui(t) ≈ u(xi, t), i = 1, . . . , N,
M =
1
∆x2


2 −1 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 −1 2


with ∆x = 1/N ,and xi = −1 + i∆x,and F (t, U) = − sin(U) = −
(
u1, . . . , uN
)T
. The Hamiltonian
of this system is
H(U ′, U) =
1
2
U ′TU ′ +
1
2
UTMU − cos(u1)− cos(u2)− . . .− cos(uN).
We take the initial conditions as
U(0) = (π)Ni=1, Ut(0) =
√
N
(
0.01 + sin(
2πi
N
)
)N
i=1
with N = 32. We integrate this problem in the interval [0, 10] with stepsizes h = 1/(20× 2i), i =
1, 2, 3, 4. Figure 2 (i) shows the global errors. We then solve this problem in the interval [0, 10]
with the stepsize h = 1/(100× 2i), i = 1, 2, 3, 4 and show the global errors against the CPU time
in Figure 2 (ii). Finally we integrate this problem with a fixed stepsize h = 1/40 in the interval
[0, tend], tend = 10
i with i = 0, 1, 2, 3. The results of energy conservation are presented in Figure
2 (iii).
Problem 2. Consider the Duffing equation
q′′ + 100q = k2
(
2q3 − q), q(0) = 0, q′(0) = 10, t ∈ [0, tend],
13
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Figure 2: Results for Problem 1. (i): The logarithm of the global error (GE) over the integration
interval against the logarithm of the number of function evaluations. (ii): The logarithm of the
global error (GE) over the integration interval against the CPU time. (iii): The logarithm of the
maximum global error of Hamiltonian GEH = max |Hn −H0| against log10(tend).
with 0 6 k < 10. The Hamiltonian of this system is
H(q, q′) =
1
2
q′2 + 50q2 − k2(1
2
q4 − 1
2
q2).
The analytic solution of this initial value problem is given by q(t) = sn(10t, k/10), and represent a
periodic motion in terms of the Jacobian elliptic function sn. In this test we choose the parameter
values k = 0.03, and integrate this problem with the stepsize h = 1/(200× i), i = 1, 2, 3, 4 in the
interval [0, 10]. See Figure 3 (i) for the efficiency curves. We then solve this problem in the interval
[0, 10] with the stepsize h = 1/(40× i), i = 1, 2, 3, 4 and show the global errors against the CPU
time in Figure 3 (ii). Finally we integrate this problem with a fixed stepsize h = 1/50 in the interval
[0, tend], tend = 10
i with i = 0, 1, 2, 3. The results of energy conservation are presented in Figure.
3 (iii).
Problem 3. Consider the model for stellar orbits in a galaxy (see [7, 8])
q′′1 (t) + a
2q1(t) = ǫq
2
2(t), q1(0) = 1, q
′
1(0) = 0,
q′′2 (t) + b
2q2(t) = 2ǫq1(t)q2(t), q2(0) = 1, q
′
2(0) = 0,
where q1 stands for the radial displacement of the orbit of a star from a reference circular orbit,
and q2 stands for the deviation of the orbit from the galactic plane. The time variable t actually
denotes the angle of the planets in a reference coordinate system. We choose a = 2, b = 1. The
Hamiltonian of this system is
H(q, q′) =
1
2
(q′21 + q
′2
2 ) +
1
2
(4q21 + q
2
2)− ǫq1q22 .
The problem has been solved on the interval [0, 1000] with ǫ = 10−3. We integrate this problem in
the interval [0, 10] with stepsizes h = 1/(8 × i), i = 1, 2, 3, 4 and efficiency curves are presented
14
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Figure 3: Results for Problem 2. (i): The logarithm of the global error (GE) over the integration
interval against the logarithm of the number of function evaluations. (ii): The logarithm of the
global error (GE) over the integration interval against the CPU time. (iii): The logarithm of the
maximum global error of Hamiltonian GEH = max |Hn −H0| against log10(tend).
in Figure 4(i). At the meantime, we solve this problem in the interval [0, 10] with the stepsize
h = 1/(40 × i), i = 1, 2, 3, 4 and show the global errors against the CPU time in Figure 4 (ii).
Finally we integrate this problem with a fixed stepsize h = 1/10 in the interval [0, tend], tend = 10
i
with i = 0, 1, 2, 3. The results of energy conservation are presented in Figure 4 (iii).
It follows from the numerical results that our novel methods are very promising as compared
with their corresponding RKN methods.
5 Conclusions
In this paper, based on symplecticity conditions and order conditions, we obtain one-stage of order
two, two-stage of order three and three-stage of order four diagonal implicit symplectic ERKN
methods for solving the oscillatory Hamiltonian system (1). We also discuss the stability of the
new methods. Furthermore, numerical experiments are performed in comparsion with their corre-
sponding RKN methods in the scientific literature. The remarkable efficiency of the new methods
are shown by the numerical results.
References
[1] D. Cohen, E. Hairer, C. Lubich, Numerical Energy Conservation for Multi-Frequency Oscilla-
tory Differential Equations, BIT 45 (2005) 287–305.
[2] A. Garc´ıa, P. Mart´ın, A. B. Gonza´lez, New methods for oscillatory problems based on classical
codes, Appl. Numer. Math. 42 (2002) 141–157.
[3] B. Garc´ıa-Archilla, J. M. Sanz-Serna, R. D.Skeel, Long-time-step methods for oscillatory dif-
ferential equations, SIAM J. Sci. Comput. 20 (1999) 930–963.
15
50 100 150 200 250 300 350
−9
−8
−7
−6
−5
−4
−3
−2
−1
0
log10(Function evaluations)
lo
g
1
0
(G
E
)
Problem 3: The efficiency curves
 
 
SERKN3s4
SERKN2s3
SERKN1s2
RKN3s4
RKN2s3
RKN1s2
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
−10
−9
−8
−7
−6
−5
−4
−3
−2
−1
log10(CPU time)
lo
g
1
0
(G
E
)
Problem 3: The CPU time
 
 
SERKN3s4
SERKN2s3
SERKN1s2
RKN3s4
RKN2s3
RKN1s2
0 0.5 1 1.5 2 2.5 3
−12
−10
−8
−6
−4
−2
0
log10(tend)
lo
g
1
0
(G
E
H
)
Problem 3: The energy conservation for different methods
 
 
SERKN3s4
SERKN2s3
SERKN1s2
RKN3s4
RKN2s3
RKN1s2
(i) (ii) (iii)
Figure 4: Results for Problem 3. (i): The logarithm of the global error (GE) over the integration
interval against the logarithm of the number of function evaluations. (ii): The logarithm of the
global error (GE) over the integration interval against the CPU time. (iii): The logarithm of the
maximum global error of Hamiltonian GEH = max |Hn −H0| against log10(tend).
[4] M. Hochbruck, C. Lubich, A Gautschi-type method for oscillatory second-order differential
equations. Numer. Math. 83 (1999) 403–426.
[5] E. Hairer, C. Lubich, Long-time energy conservation of numerical methods for oscillatory
differential equations, SIAM J. Numer. Anal. 38 (2000) 414–441.
[6] E. Hairer, C. Lubich, G. Wanner, Geometric Numerical Integration: Structure-Preserving
Algorithms for Ordinary Differential Equations, 2nd ed., Springer-Verlag, Berlin, Heidelberg,
2006.
[7] J. Kevorkian, J.D. Cole, PerturbationMethods in Applied Mathematics, Applied Mathematical
Sciences, vol. 34. Springer, New York, 1981.
[8] J. Kevorkian, J.D. Cole, Multiple Scale and Singular Perturbation Methods, Applied Mathe-
matical Sciences, vol. 114. Springer, New York, 1996.
[9] D. Okunbor, R.D. Skeel, Canonical Runge–Kutta–Nystro¨m methods of order 5 and 6, J. Com-
put. Appl. Math 51 (1994) 375–382.
[10] R.D. Ruth, A canonical integration technique, IEEE Trans. Nuclear Sci. NS 30(4) (1983)
2669–2671.
[11] T.E. Simos, J. Vigo-Aguiar, Exponentially fitted symplectic integrator, Phys. Rev. E 67, (2003)
016701-7
[12] P.J. Van der Houwen, B.P. Sommeijer, Explicit Runge–Kutta (-Nystro¨m) methods with re-
duced phase errors for computing oscillating solutions, SIAM J. Numer. Anal. 24 (1987) 595–
617.
[13] B. Wang, A. Iserles, X, Wu, Arbitrary order trigonometric Fourier collocation methods for
second-order ODEs, Found. Comput. Math. 16 (2016) 151–181.
16
[14] B. Wang, F. Meng, Y. Fang, Efficient implementation of RKN-type Fouier collo-
cation methods for second-order differential equations, Appl. Numer. Math. (2017)
https://doi.org/10.1016/j.apnum.2017.04.008
[15] B. Wang, X. Wu, F. Meng, Trigonometric collocation methods based on Lagrange basis poly-
nomials for multi-frequency oscillatory second order differential equations, J. Comput. Appl.
Math. 313(2017) 185–201.
[16] B. Wang, X. Wu, J. Xia, Error bounds for explicit ERKN methods for systems of multi-
frequency oscillatory second-order differential equations, Appl. Numer. Math. 74 (2013) 17–34.
[17] B. Wang, H. Yang, F. Meng, Sixth order symplectic and symmetric explicit ERKN schemes for
solving multi-frequency oscillatory nonlinear Hamiltonian equations, Calcolo 54 (2017) 117–
140.
[18] X. Wu, A note on stability of multidimensional adapted Runge-Kutta-Nystro¨m methods for
oscillatory systems, Appl. Math. Modell. 36 (2012) 6331–6337.
[19] X. Wu, K. Liu, W. Shi, Structure-Preserving Algorithms for Oscillatory Differential Equations
ll, Springer-Verlag, Heidelberg, 2015.
[20] X. Wu, B. Wang, J. Xia, Explicit symplectic multidimensional exponential fitting modified
Runge-Kutta-Nystro¨m methods, BIT 52 (2012) 773–795.
[21] X. Wu, X. You, W. Shi, B. Wang, ERKN integerators for systems of oscillatory second-order
differential equations. Comput. Phys. Comm. 181, (2010) 1873–1887.
[22] X. Wu, X. You, B. Wang, Structure-Preserving Algorithms for Oscillatory Differential Equa-
tions, Springer-Verlag, Berlin, Heidelberg, 2013.
17
