We have recently introduced an efficient semi-empirical non-adiabatic molecular dynamics method for the simulation of charge transfer/transport in molecules and molecular materials, denoted fragment orbital-based surface hopping (FOB-SH) [J. Spencer et al., J. Chem. Phys. 145, 064102 (2016)]. In this method, the charge carrier wavefunction is expanded in a set of charge localized, diabatic electronic states and propagated in the time-dependent potential due to classical nuclear motion. Here we derive and implement an exact expression for the non-adiabatic coupling vectors between the adiabatic electronic states in terms of nuclear gradients of the diabatic electronic states. With the non-adiabatic coupling vectors (NACVs) available, we investigate how different flavours of fewest switches surface hopping affect detailed balance, internal consistency, and total energy conservation for electron hole transfer in a molecular dimer with two electronic states. We find that FOB-SH satisfies detailed balance across a wide range of diabatic electronic coupling strengths provided that the velocities are adjusted along the direction of the NACV to satisfy total energy conservation upon a surface hop. This criterion produces the right fraction of energy-forbidden (frustrated) hops, which is essential for correct population of excited states, especially when diabatic couplings are on the order of the thermal energy or larger, as in organic semiconductors and DNA. Furthermore, we find that FOB-SH is internally consistent, that is, the electronic surface population matches the average quantum amplitudes, but only in the limit of small diabatic couplings. For large diabatic couplings, inconsistencies are observed as the decrease in excited state population due to frustrated hops is not matched by a corresponding decrease in quantum amplitudes. The derivation provided here for the NACV should be generally applicable to any electronic structure approach where the electronic Hamiltonian is constructed in a diabatic electronic state basis. Published by AIP Publishing. https://doi
I. INTRODUCTION
Electronically non-adiabatic processes are of central importance in photochemistry, electron and energy transfer, proton-coupled electron transfer reactions, surface scattering, and friction, to mention just a few examples. A plethora of theoretical methods have been developed to describe nonadiabatic dynamics at a molecular scale ranging from multiconfigurational time-dependent Hartree, 1,2 ab initio multiple spawning, 3, 4 exact factorization of the molecular wavefunction, [5] [6] [7] and mixed quantum-classical non-adiabatic molecular dynamics (MQC-NAMD) [7] [8] [9] simulation such as Ehrenfest 8 and fewest switches surface hopping (FSSH) MD. 9 All these methods require the calculations of electronically excited states and excited state nuclear gradients, which makes them computationally extremely demanding when combined with ab initio or density functional theory-based electronic structure calculations. For certain types of non-adiabatic processes, especially those where chemical bonds remain intact, it is possible to use suitably parametrized semi-empirical electronic a) Electronic mail: j.blumberger@ucl.ac.uk structure methods, e.g., self-consistent charge density functional tight binding (SCC-DFTB) [10] [11] [12] [13] [14] [15] and time-dependent SCC-DFTB, 16, 17 OM3, 18, 19 AM1, 20, 21 and Pariser-Parr-Pople (PPP) electronic Hamiltonians. 22, 23 The development of reliable approaches with semi-empirical electronic structure description is particularly important for non-adiabatic processes in large systems where all parts are electronically active, thus rendering QM/MM type methods impractical or unsuitable (e.g., molecular materials).
We have recently introduced an efficient fewest switches surface hopping (FSSH) method, termed fragment orbitalbased surface hopping (FOB-SH), that was tailored towards simulation of charge transport in large molecular systems. 24 In our method, the charge carrier wavefunction is expanded in the basis of fragment molecular orbitals that mediate the charge transfer. For convenience, we refer to this basis also as diabatic basis, even though it is only quasi-diabatic, i.e., the non-adiabatic couplings are not exactly zero, only rather small. Formulation of the problem in a diabatic electronic basis offers some advantages over the more common adiabatic electronic state basis favoured by most quantum chemists. For instance, it leads quite naturally to a low or even linear scaling algorithm due to the localized character of the electronic states in this representation. In addition, the problem of the electron delocalisation error in DFT electronic structure calculation of adiabatic electronic states is largely suppressed. Several DFT methods are available that yield diabatic electronic states, e.g., constrained DFT, [25] [26] [27] [28] [29] frozen density embedding, 30, 31 and DFTB. [13] [14] [15] In the context of FSSH, a drawback of diabatic states is that all energies and nuclear gradients need to be transformed to the adiabatic representation as the nuclear dynamics should be run on the adiabatic states in this method.
In our recent semi-empirical implementation of FOB-SH, explicit electronic structure calculations are only carried out for parametrization purposes, not during the propagation of the coupled electron-nuclear dynamics, which makes the method very fast. The diagonal elements of the electronic Hamiltonian (site energies) and the respective forces are calculated with a classical force field, while the off-diagonal energies (electronic couplings) and respective nuclear derivatives are obtained from the overlap of frontier orbitals. 24, 32 For a detailed description of FOB-SH, we refer here to Sec. II and Ref. 24 . We note in passing that our approach shares certain similarities with other semi-empirical implementations of non-adiabatic dynamics, e.g., the DFTB method of Elstner and co-workers 13, 14 and the fragment molecular orbital method of Akimov. 33 Also in these approaches, the electronic Hamiltonian is directly constructed in a site or fragment basis requiring the calculation of site energies and electronic couplings. Yet, in our recent work, we went one step further by showing how the exact nuclear forces on the adiabatic electronic states can be obtained from the nuclear gradients in the diabatic representation. 24 A first application of our methodology to electron hole transport along a chain of ethylene-like molecules reproduced the well-known crossover from activated to band-like charge transport as the diabatic electronic coupling between the molecules is increased. 24 Moreover, we could show that FOB-SH reproduces very well the dependence of the electron transfer (ET) rate in a molecular dimer with respect to reorganization energy, diabatic electronic coupling, and driving force, as predicted by the classical Marcus theory. 66 However, the decay of the ET rate and excited state population with increasing reorganization energy was underestimated. A possible reason for this was the specific energy criterion used in determining whether an attempted hop is successful or not.
We used the total kinetic energy of the system rather than the kinetic energy component parallel to the non-adiabatic coupling vector (NACV) as recommended by Tully and others. We adopted this choice because NACVs between the adiabats were not available in the first version of our implementation (note, in FSSH only the non-adiabatic coupling matrix elements (NACEs) are needed for electronic propagation and calculation of hopping probabilities).
In this work, we present a rigorous derivation of the NACVs between the adiabatic electronic states in terms of nuclear gradients of the (non-orthogonal) diabatic states. The final expression comprises three terms. The first term is proportional to the nuclear gradient of the electronic Hamiltonian in the diabatic basis divided by the adiabatic energy gap. It resembles the usual expression for the NACV in the adiabatic electronic state basis and gives the largest contribution. The other two terms contain NACVs between the non-orthogonal diabatic states and the nuclear gradient of the matrix that orthogonalizes the diabatic states (here, a Löwdin transformation matrix). We show numerically that these latter two terms can be neglected.
With the NACVs available, we investigate how different prescriptions/flavours of FSSH affect detailed balance (i.e., the thermal equilibrium population of excited states), 34 internal consistency between electronic surface population and quantum amplitudes, 35 and drift of conserved energy. The model system we consider is electron hole transfer between two ethylene-like molecules with diabatic electronic coupling values spanning the non-adiabatic, adiabatic, and non-activated electron transfer (ET) regime, see Fig. 1(a) . Electronic overcoherence, a well-known shortcoming of the original FSSH method, is mitigated through exponential damping of the electronic amplitudes using energy-based decoherence times. 35, 36 We find that FOB-SH obeys detailed balance over the entire range of diabatic electronic coupling values, but only if the the velocities are adjusted along the direction of the NACV to satisfy total energy conservation upon a surface hop. If the total kinetic energy is used, the excited state population is strongly overestimated and increases unphysically with increasing coupling due to the absence of energy-forbidden (frustrated) hops. Internal consistency is found to be good in the non-adiabatic regime, but deviations become larger in the adiabatic and non-activated regime where many of the attempted hops are energy-forbidden. Different prescriptions for velocity reversal after frustrated hops have little influence on detailed balance and somewhat greater impact on internal consistency. This paper is organized as follows. In Sec. II, we briefly describe the FOB-SH method followed by the derivation of the expression for the NACVs. Proofs of intermediate results are given in Appendix A. We then define the two prescriptions for determining whether a hop is energetically allowed, isotropic rescaling of the kinetic energy and velocity adjustment along the direction of the NACV, the different prescriptions for reversing of velocities following a frustrated hop, and a method for dealing with the so-called trivial crossing problem that occurs in our system for very small diabatic electronic couplings. The decoherence method is defined as well. After the description of the molecular model, force field parameters, and the details of the FOB-SH simulations in Sec. III, we present and discuss the results of our calculations in Sec. IV. Here we investigate at first the performance of the method for detection of trivial crossings by looking at the drift of the total conserved energy. Then the focus turns on the effects of the different prescriptions for velocity scaling and reversal on detailed balance and internal consistency. This is followed by a conclusion of our work in Sec. V.
II. THEORY

A. Fragment orbital-based fewest switches surface hopping (FOB-FSSH)
We have recently developed an efficient fragment orbitalbased (FOB) surface hopping method specifically tailored towards the simulation of excess charge carriers in molecular materials. In the following, we summarize the most important features and formulae of our approach, which will be referred to in Secs. II B-II F. For a more detailed description of the method, we refer to our recent publication. 24 The notation we use for the different representations of the carrier wavefunction is summarized in Table I. In FOB-SH, it is assumed that the complicated manybody electron dynamics can be effectively described by a one-particle wavefunction Ψ(t) for an excess charge (electron or electron hole) moving in an effective, time-dependent potential due to the other electrons and classical nuclear motion. The remaining valence and core electrons are not explicitly treated. Their interaction with the charge carrier is included implicitly through parametrization of the electronic Hamiltonian as described further below.
In the following, we consider a molecular system composed of M "sites," e.g., molecules or molecular fragments. We assume that the charge carrier wavefunction Ψ(t) can be expanded in a basis of localized, non-orthogonal fragment orbitals that mediate the charge transfer, e.g., the SOMOs of the isolated molecules {ϕ m },
Without loss of generality, we have assumed that one orbital contributes per site; more orbitals can be added in the case of (quasi-)degeneracy. In the above expression, R denotes the 3N dimensional vector of nuclear positions and the time-dependence is due to classical nuclear motion. The fragment orbital basis may be orthogonalized using Löwdin orthogonalization,
where T ml = [S −1/2 ] ml with S the overlap matrix with elements S ml = ϕ m |ϕ l . The carrier wavefunction in the orthogonal fragment orbital basis {φ l } then reads
Starting from these definitions, the time-dependent Schrödinger equation takes the familiar form
where H kl are the elements of the electronic Hamiltonian in the {φ l } basis, H kl = [H] kl and d kl = φ k |φ l are the nonadiabatic coupling elements (NACEs). The electronic Hamiltonian matrix is real, symmetric, and non-diagonal. In the following, we refer to the fragment orbital bases {ϕ l } and {φ l } also as non-orthogonal and orthogonal diabatic bases, respectively, even though the NACEs d kl are in general non-zero, albeit small. A key feature of FOB-SH is that explicit electronic structure calculations of the elements H kl are avoided during time propagation, which allows us to investigate large systems and long time scales. The diagonal elements H kk = φ k |H |φ k are the energy of the excess charge localized on molecule k. We calculate this term using a classical force field where molecule k is charged and all the other M 1 molecules are neutral. The off-diagonal terms H kl = φ k |H |φ l are the electronic coupling matrix elements (also sometimes referred to as transfer integral) between the two diabatic states φ k and φ l . We use our recently developed analytic overlap method (AOM) 32 to calculate these terms. This method assumes a linear relationship between H kl and S kl , H kl = CS kl , where C is a scaling factor obtained by calibration to explicit electronic structure calculations. We found that the simple linear relationship between coupling and orbital overlap holds very well for a large number of organic pi-conjugated molecules giving mean-unsigned errors in couplings of about a factor of 2 or less. This is not too surprising as it can be shown using the working equations of, e.g., CDFT that the relation should be linear for small overlaps. 37 We refer to our previous paper 32 for a more detailed explanation of the AOM method. The NACEs d kl in Eq. (4) are obtained by algebraic transformation of the NACEs in the non-orthogonal diabatic basis {ϕ m },
The elements d kl = ϕ k |φ l are obtained from the finite difference of orbital overlaps using the AOM. 24 In SH molecular dynamics, the nuclear degrees of freedom are propagated on one of the adiabatic potential energy sur-
ii , where H ad = U † HU with U the unitary matrix transforming from the adiabatic electronic states {ψ j } to the diabatic states {φ j }. The nuclear forces on the adiabatic state i, F i , can be obtained from the gradients of the Hamiltonian matrix elements in the diabatic representation using the Hellmann-Feynman theorem
where
The last identity in Eq. (6) has been shown explicitly in Ref. 24 . In practice, the gradients of the diagonal elements, ∇ I H kk , are obtained from the classical force field, and the off-diagonal gradients, ∇ I H kl , from the finite difference of the orbital overlap using the AOM. Finally, we give Tully's expression for the hopping probability, which needs to be evaluated every nuclear time step ∆t. The probability to hop from the current (active) adiabatic state i to another state j is given by
where a ji = c j c * i is the electronic density matrix, and c i are the expansion coefficients of the wavefunction Eq. 
Importantly, the hopping probabilities depend on the NACEs between the adiabatic states, d ad ji , which we obtain by transformation of the d kl 's of Eq. (5),
This completes our description of the FOB-SH method implemented in previous work. 24 In summary, in our approach, the time dependent electronic wavefunction is expanded and the electronic Hamiltonian and NACEs are constructed in the (quasi)-diabatic basis of fragment orbitals. The timedependent electronic Schrödinger equation is then solved in the same diabatic basis. At each nuclear time step, the electronic wavefunction and NACEs as well as the nuclear forces are transformed from the diabatic to the adiabatic representation for calculation of the hopping probabilities and for propagation of the nuclei, respectively. Solving the electronic Schrödinger equation in the diabatic rather than adiabatic representations has the advantage of greater numerical stability. [38] [39] [40] At avoided crossings, the adiabatic NACE can be strongly peaked which can be easily missed unless the nuclear time step is chosen very small. By contrast, the NACEs between the (quasi-)diabatic states remain small at avoided crossings (or vanish for truly diabatic states). In this representation, the transition between electronic states is due to the diabatic electronic couplings, which usually vary smoothly along the trajectory. This practical advantage has led to the development of "local diabatization" in quantum chemical applications of surface hopping. 38, 39 At each nuclear time step, the adiabatic states obtained from quantum chemistry are transformed to a diabatic basis in which the electronic wavefunction is propagated, followed by transformation back to the adiabatic basis. The first transformation is not needed in our approach as we directly construct the Hamiltonian in a diabatic basis.
B. NACVs between adiabatic states
The surface hopping algorithm defined by Eqs. (4), (6), and (7) does not require the calculations of the non-adiabatic coupling vectors (NACVs), merely the scalar non-adiabatic coupling elements Eqs. (5) and (9) . However, Tully 9 noted that a hop between two surfaces should occur only if there is enough kinetic energy in the direction parallel to the NACVs between the two adiabatic states in question. Moreover, it was suggested that the velocity component parallel to the NACV should be inverted if a hop cannot occur due to insufficient kinetic energy. 41 These prescriptions make it necessary to compute the NACVs between the active adiabatic state and all other adiabatic states every nuclear time step. In the following, we outline how this can be done within the FOB-SH framework. A detailed derivation of every step is given in Appendix A.
We start with the following, well-known identity for the NACV on atom I between the adiabatic states i and j,
The right hand side (RHS) of Eq. (10) cannot be calculated directly in our approach as we know H only in terms of matrix elements in the diabatic basis {φ} (note, here H is not an ab initio Hamiltonian). We will show in the following that the RHS of Eq. (10) can be written solely in terms of gradients in the diabatic basis sets {φ} and {ϕ}, which are readily available in our scheme. We first transform the RHS of Eq. (10) to the {φ} basis. Insertion of the unitary transformation Eq. (8) in Eq. (10) followed by some algebraic manipulations [see Eqs. (24)- (26) in Ref. 24 or Appendix A], we obtain
and [. . . , . . . ] denotes the commutator. The term involving the commutator can be simplified (see Appendix A), which results in the final expression for the NACV between the adiabats in terms of derivatives in the {φ} basis
The first term, Eq. (15), resembles the nuclear force expression Eq. (6), except that it couples two different adiabatic electronic states and contains a division by the energy difference. The matrices ∇ I H and U appeared already in the nuclear forces calculation [Eq. (6)]; hence, they are readily available. The second term, Eq. (16), cannot be calculated directly and requires transformation of D I from the orthogonal {φ} to the non-orthogonal {ϕ} basis. Insertion of Eq. (2) in Eq. (13) and application of the chain rule give
Insertion of Eq. (17) in Eq. (16) gives
The NACVs in the {ϕ} basis, Eq. (18), can be obtained from the AOM [Eqs. (43) and (44) 
where (21) and L the matrix that diagonalizes the Löwdin transformation matrix T, T diag = L † TL. Equation (14) together with Eqs. (15) and (20) is the main result of this paper. These expressions allow us to calculate the adiabatic NACVs in a way that is consistent with the calculation of nuclear forces in Eq. (6), using the gradients in the diabatic representation.
We note that the calculation of the second term on the RHS of Eq. (20) involves a series of matrix-matrix multiplications, which is computationally expensive. Fortunately, as we will show in Sec. IV, the term b ad I,ij is typically very small and can be neglected. This term pertains to the D I matrix that quantifies the response of the diabatic electronic states to a small displacement of the atoms. The localized nature of these states makes this response small and b ad I,ij negligible.
C. Energy conservation after a successful hop
Electronic transitions occur on the sub-femtosecond time scale and are much faster than typical nuclear frequencies. Hence, it can be argued that when a hop between two electronic states occurs, the potential energy difference cannot be provided sufficiently fast through coupling with an external heat bath with typical nuclear relaxation times. Instead, the potential energy difference should be compensated by a change in the nuclear kinetic energy of the system. This leads to the following condition for the conservation of total energy:
where E a and E n are the adiabatic potential energies before and after a hop, respectively (subscript "a" for "active," "n" for "new") and T a and T n are the nuclear kinetic energies before and after a hop,
,n , M I is the mass of atom I. If the potential energy gap between the attempted new state n and the former active state a is larger than the nuclear kinetic energy T a , the hop is termed "energetically forbidden" and is rejected. Tully et al. underlined the role of those rejected hops to reach detailed balance between the different electronic states. 34, 42 In the literature, several prescriptions exist to determine if a hop is allowed energetically, mainly of two kinds: isotropic rescaling of the full velocity vector for each atom and rescaling of the velocity component parallel to a given vector for each atom. According to the theoretical work of Pechukas, 43 Herman, 44, 45 and Coker and Xiao, 46 the nuclei feel forces proportional to the NACV during an infinitely fast hop between two surfaces. Tully's original work 9 adopts this theory and rescales the velocity component parallel to the NACV for each atom. Hack et al. 47 have benchmarked different vectors for the velocity rescaling and obtained best results when the velocity component along the NACV is scaled. In the following, we will consider only the two most common prescriptions: (i) isotropic rescaling and (ii) NACV-oriented rescaling.
According to the isotropic rescaling prescription, all the post-hop velocities would be scaled with the same factor κ, R I,n = κṘ I,a . Requiring conservation of total energy, Eq. (22), gives
where ∆V = E n E a . If ∆V > T a , the hop is rejected, and if the new state is lower in energy, ∆V < 0, the hop is always successful. The practical advantage of isotropic rescaling is that NACV vectors are not needed for velocity rescaling. However, a serious deficiency of isotropic rescaling is the size extensivity of the energy criterion. For instance, the more solvent molecules are included in the FSSH simulation, the more kinetic energy is available and the fewer hops are energy forbidden. This is clearly unphysical as the water molecules far away from the reactive region should not affect the nonadiabatic dynamics (apart from changing slightly the potential energy).
The problem with size extensivity is avoided if only the velocity component in the direction of the NACV (d 
If (B 2 4A∆V ) ≥ 0 Eq. (25) has real solutions: 18 we take the solution with the smallest absolute value. If (B 2 4A∆V ) < 0, no real solution exists which means there is not enough kinetic energy along the NACV to satisfy energy conservation, in which case the hop is rejected.
D. Velocity reversal after a rejected hop
A rejected hop may be interpreted as to a nuclear trajectory trying to reach the upper state along the direction of the NACV and bouncing back due to the lack of kinetic energy along that direction. Tully suggested to always reverse the velocity component along the NACV direction if an attempted hop is rejected 41Ṙ
Jasper and Truhlar 48 decided to use a more restrictive approach to velocity reversal, apparently to improve the agreement with an exact quantum calculation. 49 They suggested to reverse the velocities after a frustrated hop according to Eq. (28) only if the velocities and the nuclear forces in the new state have opposite sign, i.e., if the following condition is fulfilled:
Finally, Jain and Subotnik 50 added a second condition,
We will consider in Sec. IV D the effect of the suggested reversing prescriptions on detailed balance and internal consistency.
E. Decoherence correction
A well-documented deficiency of FSSH is electronic overcoherence, which is a consequence of the classical treatment of nuclear motion. [51] [52] [53] In a fully quantum mechanical treatment, after passing an avoided crossing, the nuclear wave packet settles on one of the adiabatic electronic states and the off-diagonal elements of the electronic density matrix (in the adiabatic representation), a ij , decay to zero. In contrast, in FSSH, a ij remains finite. Several correction schemes have been suggested to address the decoherence problem in FSSH ranging from instant collapse of the electronic wave function to the active state 52, 54, 55 to exponential damping of the inactive electronic states (e.g., coherent switching with decay of mixing approach 53 and energy-based decoherence correction 35, 53, 56 ) and augmented FSSH (a-FSSH). 57, 58 In this work, we apply the energy-based decoherence correction suggested by Truhlar et al., 53, 56 which is frequently used in the literature. 59, 60 At each nuclear time step ∆t, the electronic coefficients in the diabatic basis, u k , obtained by solving Eq. (4), are transformed to the adiabatic basis, c i , which are used to compute the hopping probabilities Eq. (7) for determination of the active state a. Then all non-active states i a are exponentially damped,
The coefficient for state a, c a , is scaled appropriately to ensure norm conservation, see, e.g., Ref. 35 for an explicit expression. Thereafter, the wavefunction is transformed back to the diabatic basis and propagated further in time by solving Eq. (4). The decoherence time τ ia is inversely proportional to the energy gap and reads
where T a is the nuclear kinetic energy and C and E 0 are suitably chosen parameters.
F. Detection of trivial crossings
A trivial or unavoided crossing refers to the situation in which the energy gap between two adiabatic surfaces is very small or even disappears, e.g., at a conical intersection or seam. The NACV, being inversely proportional to the energy gap between the two surfaces [see Eq. (10)], becomes very large and the NACE goes through a sharp maximum at this point (assuming the velocities are not exactly orthogonal to the NACV). Consequently, the hopping probability Eq. (7) reaches unity, meaning a hop should occur with certainty. However, in practice, the sharp peak in NACE could go unnoticed due to the finite nuclear time step used to integrate the nuclear equations of motion. In this case, the trivial crossing is missed and the system is most likely to remain on the same surface. This causes several artifacts: it leads to an unwanted bias in the population of excited electronic states, to a discontinuity in the nuclear forces, and to spurious long-range charge transfer events.
A trivial but computationally prohibitive solution to the trivial crossing problem is to use small enough integration time steps. More useful approaches to solve this problem have been suggested in the literature, e.g., detection of unphysical discontinuities of the involved PESs, 61 detection of discontinuities in the overlap of the active adiabatic states at consecutive time steps, 60,62 flexible surface hopping, 63 norm-preserving interpolation of the adiabatic electronic wavefunctions within each time step for more accurate calculation of NACE, 64 and selfconsistent surface hopping. 65 We have implemented the latter method that was recently suggested by Wang and Prezhdo.
It is based on the exact sum rule for Tully surface hopping probabilities,
which can be easily derived by summing the hopping probabilities Eq. (7) (33)]. The crucial point is that the sum rule is violated as soon as a hopping probability is not calculated accurately as, for instance, in the case of a trivial crossing. To impose Eq. (33) at each time step, the probability to hop to the state closest in energy to the active state, denoted state j, is modified accordingly,
This way, an accurate calculation of the NACE between states a and j is no longer required. While effective, inexpensive, and easy to implement, the method assumes that the hopping probabilities from state a to all states other than j are accurate. Hence, the method will no longer work if more than two states form an avoided crossing, but this is expected to occur only rarely. Equation (34) is implemented using finite differences and is applied routinely at each MD time step. We will discuss the performance of this correction scheme in more detail in Sec. IV B.
III. SIMULATION DETAILS
A. Model system
We have investigated detailed balance, internal consistency, and energy conservation for electron hole transfer in a dimer of ethylene-like molecules (ELMs), embedded in a bath of 124 neon atoms. The center of mass of the two ELMs is restrained with a weak restraining potential centered at 3.6 Å (force constant = 11 kcal mol 1 Å 2 ). A similar model system without Ne atoms was chosen in our previous studies. 24, 66 We refer to the molecules as "ethylene-like" because only their nuclear geometries correspond to real ethylene molecules. The reorganization energy λ and the constant C determining the magnitude of diabatic electronic couplings, H kl , are chosen freely to simulate hole transfer in different parameter regimes. The Ne atoms take the role of a heat bath facilitating energy exchange with the ELMs while running the FOB-SH simulation in the NVE ensemble. This way we avoid the introduction of artificial bias forces due to the thermostat. We used a cubic box of length 60 Å which corresponds to a density of 6.3 × 10 4 atoms Å 3 . A snapshot of the dimer can be found in Fig. 1(a) .
B. Force field parameters
We assume that the electron hole transfer is mediated by the HOMOs of the ethylene molecules, ϕ 1 and ϕ 2 . They are used as basis functions for the expansion of the charge
, 2 are estimated using two classical potential energy functions (force fields). In force field 1 (2), ELM 1 (2) is neutral and ELM 2 (1) is positively charged, giving the site energies H 11 (H 22 ) and the corresponding forces ∇ I H 11 (∇ I H 22 ). Intra-molecular interactions for the neutral ELM are taken from the Generalized Amber Force Field (GAFF). 67 12 , is calculated using the AOM. 32 Briefly, the HOMOs of the ELMs, ϕ 1 and ϕ 2 , are calculated with the PBE functional and expanded in a minimum Slater basis of p orbitals and updated along the trajectory as described in detail in Ref. 24 are calculated similarly using finite differences. A detailed description of these calculations is given in Ref. 24 . FOBSH simulations were carried out for different values of the scaling factor C, appropriately chosen to obtain average electronic coupling matrix elements, H 2 ab 1/2 , between λ and λ/1000, while keeping the reorganization energy λ constant at 0.1 eV. The scaling values used are C = 0.03, 0.02, 0.01, 0.008, 0.003, 5 × 10 4 , 5 × 10 5 Ha. This allows us to investigate the different regimes of electron transfer, from non-adiabatic to adiabatic to non-activated.
C. Preparation of initial structures
To investigate the properties of FOB-SH in thermal equilibrium, we prepared initial structures drawn from a thermally equilibrated distribution of positions, velocities, and adiabatic states. We built the initial configuration from two ELMs in their energy-minimized geometry, surrounded by Neon atoms positioned in a regular grid. The system is equilibrated to 300 K for 1 ns in the NVT ensemble using a Nosé-Hoover thermostat. 69, 70 Then, 100 ps Born-Oppenheimer molecular dynamics for both the ground (E 0 ) and excited (E 1 ) adiabatic electronic states of the charged system is carried out using forces calculated according to Eq. (6). This is done for each of the seven scaling values C that determines the strength of electronic coupling (see Sec. III B). We remove the first 40 ps where the system equilibrates and use the last 60 ps of the ground state trajectories to calculate the free energy between ground and excited state, ∆A 10 (C) = −k B T ln exp − (E 1 − E 0 )/k B T ] E 0 , for each scaling value C. The corresponding 'exact' excited state population is determined as P 1 (C) = 1/(1 + exp(∆A 10 (C)/k B T )), which will serve as reference values for the excited state population obtained from FOB-SH. We extracted 1000(1 P 1 (C)) configurations (nuclear coordinates and velocities) from the last 60 ps of the ground state run and 1000P 1 (C) configurations from the last 60 ps of the excited state run as starting configurations for the FOB-SH runs. This ensures that the FOB-SH simulations are initiated at t = 0 from an ensemble with exact excited state population. The electronic wavefunction is initialized in the corresponding adiabatic state Ψ(0) = ψ 0 or ψ 1 to ensure perfect internal consistency at t = 0.
D. FOB-SH simulations
The methodological improvements to FOB-SH described in Secs. II B-II F have been implemented in the CP2K simulation package. 71 We generated 1000 independent trajectories for each set of parameters investigated starting from initial structures that were prepared as described in Sec. III C. Unless stated otherwise, simulations have been carried out with the following default settings. The nuclear dynamics is propagated with the velocity-Verlet algorithm with forces calculated according to Eq. (6) and with an MD time step ∆t = 0.5 fs. The simulations are run in the NVE ensemble with the temperature remaining approximately constant at around 300 K due to interaction with the bath of Ne atoms. Surface-hopping probabilities are calculated according to Eq. (7) every MD time step. The probability for a hop to the state closest in energy to the current state is replaced by the expression, Eq. (34) (in accord with the SC-FSSH method). Velocity adjustment according to Eq. (24) was considered to determine whether a hop was energy-allowed. Whenever a hop was energy-forbidden, the velocities were reversed in accord with Eq. (28) . The wavefunction of the excess charge carrier Eq. (3) was propagated by integrating Eq. (4) using the Runge-Kutta algorithm of 4th order and an electronic time step δt = ∆t/5 = 0.1 fs. We investigated smaller electronic time steps (∆t/10 and ∆t/50), but we did not observe any noticeable change for the energy conservation or for the excited state population. An interpolation scheme is used to calculate the Hamiltonian matrix elements at each electronic time step, as explained in our previous work. 24 A decoherence correction to the electronic propagation is applied according to Eq. (31) with a decoherence time defined in Eq. (32) setting C = 1 and E 0 = 0.1 H. We found that excited state populations are well converged within 10 ps of simulation time and an ensemble of 200 trajectories. Error bars were determined by block averaging of the 1000 trajectories with a block size of 200 independent trajectories. We find that the median of the error is negligibly small, about 3 × 10 4 for all three coupling values. We also checked the influence of the fast NACV calculation on the kinetic energy criterion Eq. (25) determining whether a hop is energy-allowed. Only 0.05% of decisions differ using the fast NACV calculation. Finally, Fig. 3 shows the excited state population for different electronic coupling values using velocity adjustment along the direction of the NACV. The two curves obtained using total NACV and fast NAVC are indistinguishable from one another. Hence, we conclude that the term b ad I,ij in Eq. (14) can be safely neglected.
IV. RESULTS AND DISCUSSION
We have used the same simulation data to obtain the average NACE in the three different representations of electronic states, non-orthogonal diabatic, orthogonal diabatic, and adiabatic, d 2 and that orthogonalization has only a small or negligible effect. As expected, the average NACE between the adiabats is much larger as it couples the electronic states in this representation. It is dominated by the time derivative of the unitary transformation matrix, second term in Eq. (9), while the first term involving the transformation of d ij is negligibly small.
B. Trivial crossings and choice of MD time step
Before assessing the effect of different velocity rescaling/reversing prescriptions on detailed balance and internal consistency, we determine the optimal MD time step to use in our simulations, as well as the benefits of the SC-FSSH method in addressing the trivial crossing problem (see Sec. II F). To this end, we have carried out FOB-SH simulations with and without the self-consistency (SC) correction for hopping probabilities Eq. (34) using MD time steps of 0.05, 0.1, and 0.5 fs. See Sec. III D for further simulation details. For each run, we have estimated the total energy drift via the absolute value of the slope of the total energy divided by the total number of electronically active atoms in our simulation (2 ELMs, i.e., 12 atoms).
Figure 2(a) shows the energy drift averaged over 1000 FOB-SH NVE runs as a function of electronic coupling. We first discuss the results obtained without the SC correction (red lines). We find that at very large coupling values, the total energy drift is small for all three time steps (<10 6 Ha/ps/QM atom) with the drift slightly increasing for increasing ∆t. In this regime, only a few hopping events occur and the dynamics is essentially adiabatic and governed by the Born-Oppenheimer ground state. The quality of energy conservation is not at the same level as for MD with standard force fields (10 12 Ha/ps/atoms for this code), most likely because of the finite difference approach we used to calculate the gradient of the off-diagonal elements of the Hamiltonian. When electronic coupling is decreased from 100 meV to 0.1 meV, the energy drift increases by about two orders of magnitudes, independently on the time step used. This can be explained by two effects: (i) the number of successful hops increases as the energy gap between the adiabatic surface decreases leading to discontinuity in the forces and (ii) the potential energy surfaces form a cusp in the transition state region (diabatic energy gap ∆E = 0), and trivial crossings are missed if the time steps are too large. This leads to discontinuities in the forces.
The energy drifts obtained with the SC correction to trivial crossings are shown in blue lines. For the smallest time step chosen, the SC corrected results coincide with the uncorrected results down to the smallest couplings. This shows that uncorrected FOB-SH with a small time step of 0.05 fs can capture the trivial crossings and the SC correction does not improve energy conservation further [i.e., the drift is due to explanation (i) above]. Yet, SC becomes very effective for larger time steps. At ∆t = 0.5 fs, the SC correction reduces the drift by 1 order of magnitude for small couplings as trivial crossings are correctly detected [mitigating point (ii) above].
The SC correction also improves detailed balance. In Fig. 2(b) , we show the excited state population averaged over time and over 1000 trajectories. FOB-SH without SC correction reproduces correctly the exact result if a small time step of 0.1 fs is used. However, with a larger time step, ∆t = 0.5 fs, the exact population is overestimated by a factor of 2 for the lowest coupling value. This is because more trivial crossings are missed from the excited to the ground state than the other way round as the nuclear trajectory oscillates around the crossing region in the excited state. Adding the SC correction removes this artefact and reproduces correctly the excited state population. Hence, the SC correction allows us to use about 5 times larger MD time steps without deteriorating detailed balance and energy conservation.
C. Kinetic energy criterion for allowed hops
We now compare the two different criteria used in the literature to determine whether a hop is energetically allowed: isotropic rescaling of the full velocity vector and rescaling of the component parallel to the NACV to conserve total energy. FOB-SH simulations were carried out for these two prescriptions, with all other simulation details given in Sec. III D. Figure 3 shows the excited state populations obtained as a function of electronic coupling, together with the exact populations obtained from the free energy calculation described in Sec. III C. The latter decreases by four orders of magnitudes when the electronic coupling (and thus the gap between the surfaces) is increased from 0.2 to 100 meV. We find that the energy criterion based on the NACV reproduces the exact populations very well in all coupling regimes, with and without decoherence correction. The deviation is typically within the error bars of our simulations.
Turning to isotropic rescaling, we find that the excited state populations are well reproduced only for a small coupling value of up to 2 meV. For larger values, the populations increase rather than decrease, strongly overestimating the exact results. This unphysical behaviour can be rationalized as follows. In the isotropic rescaling method, a hop is successful if the kinetic energy of the quantum subsystem is larger than the adiabatic energy gap between the states. Estimating the average kinetic energy for the 2 ELMs as T a ≈ 12 × 3 × k B T /2 = 450 meV, we find them to be larger than the average adiabatic energy gaps at the crossing regions, 2H 12 = 0.4 200 meV, for the range of coupling values investigated. Hence, virtually all attempted hops will be energy-allowed, even for the systems with large energy gaps. By contrast, when velocities are adjusted along the NACV direction, a hop is successful only if Eq. (25) is fulfilled. This equation can be written as B 2 /(4A) > ∆V, where ∆V is the adiabatic energy gap between the states. We have derived the thermal average of the ratio B 2 /(4A) (see Appendix B): B 2 /(4A) = k B T /2 ≈ 13 meV. Hence, unsuccessful (or frustrated) hops should become important when the gap is larger than 13 meV, i.e., when the coupling value is larger than 6 meV. This is precisely where the isotropic scaling method starts to deviate from the exact results, see Fig. 3 . This analysis emphasizes the importance of energyforbidden (frustrated) hops for achieving detailed balance in FOB-SH, especially when diabatic electronic coupling values are large.
The rescaling of the velocities along the component parallel to the NACV is a key feature of the original Tully method 9 and relies on different theoretical derivations. This feature was shown essential to compare the FSSH results with quantum calculation. 47 The present work complements the previous analysis and demonstrates that this feature is also required to achieve detailed balance.
D. Velocity reversal after a rejected hop
Finally, we consider different treatments of velocities after an attempted hop is deemed energy-forbidden, i.e., rejected.
Tully suggested to always reverse the velocities along the NACV direction according to Eq. (28) . But some authors suggested to reverse the velocities only if some criteria are fulfilled as detailed in Sec. II D. To investigate the effect of velocity reversal, we define four different treatments: (i) never reverse the velocities (N), (ii) always reverse the velocities (A), (iii) reverse them according to the criterion suggested by Truhlar (T), Eq. (29), and (iv) reverse them according to the criteria suggested by Subotnik (S), Eqs. (29) and (30) . FOB-SH simulations were carried out for these different treatments. Simulation details are given in Sec. III D.
While the four prescriptions for velocity reversal give virtually identical results for energy drift and detailed balance, we find that they give somewhat different results for internal consistency. To quantify the error, we calculated the time-averaged root mean square error (RMSE) between the surface population and the quantum amplitude of the excited state, P 1 (t) and |ψ 1 (t)| 2 trj , respectively,
where . . . trj refers to an average over trajectories. Figure 4 (a) shows the RMSE obtained for the usual range of coupling values and Fig. 4(b) shows the RMSE normalised with respect to the exact excited state population, RMSE/P ex 1 . The internal consistency evolves similarly for the four prescriptions: very good internal consistency at small couplings, a rise of the RMSE for larger couplings, and a decrease for very larger couplings. The RMSE decreases in the order: N > S > T > A, implying that velocity reversal after each forbidden hop gives the best performance. The large discrepancy for larger coupling values is not related to the reversal procedure but due to limitations of the decoherence correction used as we discuss below.
The trend in the RMSE can be rationalized as follows. At small coupling values, one can distinguish two domains: around the crossing region (diabatic energy gap ∆E = 0) and around the potential energy minima (∆E = λ). When a peak in the NACE occurs in the crossing region, the time dependent Schrödinger equation transfers electronic population between states and a hop is attempted. As the gap between the adiabatic states is smaller than the thermal energy (see Sec. II B), all attempted hops succeed and the internal consistency holds. Away from that region, the decoherence correction Eq. (32) damps the electronic wavefunction to the active state. Both domains concur to maintain a good internal consistency. At larger couplings, between 1 meV and 50 meV, when the energy gap between states becomes larger, the finite value of the NACE in this regime still transfers electronic population between states, but more hops become energy-forbidden. As a result, the electronic population becomes significantly larger than the surface population in this regime as the decoherence term Eq. (31) fails to counteract the electronic population transfer. For very large couplings, the situation improves as the decoherence time decreases [inversely proportional to the energy gap, Eq. (32)], but a significant discrepancy still remains, especially when considering the normalised error in Fig. 4(b) . Clearly, an improved description of decoherence is desirable in this regime.
Our analysis of the effect of reversing the velocities after a rejected hop complements previous studies. [48] [49] [50] 72, 73 Since the original work of Tully-which prescribes to always reverse the velocities-different conclusions were obtained for different systems: (i) Müller and Stock 72 obtained better results for the nuclear dynamics of different small model systems without velocity reversal; (ii) Truhlar and co-workers 48, 49 explained that reversal of the velocities following Eq. (29) is useful to improve their agreement with more exact quantum calculation; (iii) Jain and Subotnik 50 showed that a small number of reversal events is required to calculate thermal rate correctly using the augmented-FSSH (A-FSSH) method; and (iv) Sifain et al. 73 showed that (always) reversing the velocities can slightly improve the detailed balance in two-and three-level systems in contact with a bath. Sifain et al. 73 indicated also that the number of frustrated hops decreases when we reverse the velocities that may explain the better internal consistency obtained in our system. If no overall picture emerges about the role of velocity reversal, the three studies carried out for thermal systems (Jain and Subotnik, Sifain et al. , and the present work) indicate that reversal of velocities improves the thermal rate, detailed balance, and internal consistency.
V. CONCLUSION
In this work, we have presented significant improvements to the fragment orbital-based surface hopping (FOB-SH) methodology. 24 We have derived an exact expression for the NACVs between the adiabatic electronic states in terms of localized (diabatic) electronic states that we use for the construction of the electronic Hamiltonian. While the final expression for the NACV is quite involved, a numerical analysis of the different contributions shows that the more expensive terms can be safely neglected. The derivation provided is generally applicable to any electronic structure approach where the electronic Hamiltonian is constructed in a localized or diabatic electronic state basis (e.g., sub-system DFT, frozen density embedding, 30 and DFTB 13, 14 ) . This advance permits us to adjust velocities upon successful or frustrated surface hops as suggested in Refs. 41, 48, and 50. Moreover, the NACVs are often required in other non-adiabatic molecular dynamics methods, e.g., in the classical limit of exact factorization approach, [5] [6] [7] which may be combined with our FOB scheme in future studies.
Besides NACVs, we have also implemented simple correction schemes for two well-known problems of FSSH: the energy-based decoherence correction (EDC) of Truhlar and co-workers 53, 56 to address the overcoherence of the electronic wavefunction and the self-consistent FSSH scheme of Wang and Prezhdo for detection of trivial crossings. 65 The latter are problematic especially for charge transport simulations in large systems where electronic states are sometimes only very weakly coupled. To assess the performance of these modifications to the original FSSH method, we considered three desirable properties of surface hopping simulation: energy conservation, detailed balance, and internal consistency.
Total energy conservation along a SH trajectory is usually impaired by the frequent force discontinuities that the nuclei experience due to hops between electronic surfaces and due to cusps on the active electronic surface. Only the latter issue can be addressed by using small enough time steps. Therefore, total energy drift in FSSH will always be higher than in MD simulations on a single electronic state. We have shown that the total energy conservation of our FOB-SH scheme is reasonably good and improves with decreasing time increments indicating that the nuclear forces are correctly implemented. The self-consistent FSSH scheme is very beneficial in this respect allowing us to use 5 times larger nuclear time steps at a comparable total energy drift.
Detailed balance is a long-standing issue in surface hopping simulations. Tully and co-workers showed for a simple model system that FSSH should reach detailed balance in the limit of small adiabatic energy gaps and/or large NACVs, but only qualitative arguments were given that detailed balance may be satisfied also for larger energy gaps. 34, 42 We have shown for a simple molecular ET reaction between two ethylene-like molecules that FOB-SH satisfies detailed balance for a large range of energy gaps and populations spanning four orders of magnitudes. We would like to emphasize that it proved absolutely vital to adjust the velocities along the NACV to determine whether a hop is energy-allowed. If the total kinetic energy is used instead, the population of the excited state is vastly overestimated as soon as the adiabatic energy gap (2H ab at an avoided crossing) exceeds about k B T /2, that is, the average kinetic energy along the NACV. This is typically the case for simulations of charge transfer in organic materials or DNA. In this regime, the incorporation of energyforbidden hops is essential to obtain detailed balance and this is not possible if the total kinetic energy is taken. That the total kinetic energy should not be used as an energy-criterion becomes obvious if one recalls that this is a size-extensive quantity and that the excited state population of, e.g., a solvated molecule should not depend on the size of the solvent subsystem.
Finally, we have quantified the internal consistency between average surface population and average electronic amplitudes in our simulations and we have compared the effect of different velocity reversing prescriptions. We found that for small adiabatic energy gaps (small diabatic couplings), FOB-SH is internally consistent, with deviations between the averages of only about 10%-20%. However, as the adiabatic energy gap/diabatic coupling increases, the average electronic amplitude of the excited state becomes strongly overestimated, even when using the EDC decoherence correction. Reversing the velocity along the direction of the NACV after each rejected hop (as suggested by Tully) slightly improves the situation but the remaining inconsistency is still large. The reason is that in this regime an increasing number of hops to excited states are energy-forbidden as required to satisfy detailed balance. By contrast, the NACE between these states are finite, albeit small, giving rise to transfer of population to excited states which is not sufficiently damped by the EDC decoherence correction.
In future works, we intend to investigate how to amend the electronic propagation, using for instance alternative decoherence correction schemes or a modified time-dependent Schrödinger equation as suggested by Fang and HammesSchiffer. 52 Including these further improvements, the FOB-SH method is poised to become an efficient method for realistic simulation of charge carrier dynamics in materials science and biology. The derivation of the NACV and the nuclear forces starts from the following relationship. Using the chain rule, we write
Since the |ψ i are the eigenvectors of H, the equation simplifies as
Applying this equation separately for the diagonal element (i = j) and the off-diagonal element (i j) and using the definition of nuclear forces (F I = ∇ I ψ i |H|ψ i ) along with the definition of NACV (d ad I,ij = ψ i |∇ I ψ j ), we obtain the second equality in Eq. (6) (i.e., the Hellmann-Feynman theorem) and Eq. (10).
Derivation of Eqs. (14)-(16)
Both expressions for the NACV and the forces contain the matrix element of the gradient of the Hamiltonian ψ i |∇ I H|ψ j . To express this quantity in terms of nuclear gradients in the diabatic basis we insert the transformation Eq. (8) to obtain
where 
Insertion of Eqs. (A7) and (A8) in Eq. (A3) gives for i = j and i j, respectively,
which demonstrates the third equality in Eq. (6) and Eqs. (14)- (16).
Derivation of Eq. (17)
According to Eq. (A9) the NACVs in the orthogonal diabatic basis, D I are required to obtain the adiabatic NACVs. As the NACVs are calculated numerically between the nonorthogonal diabatic states (giving D I ), we use Eq. (2) to express
In Eq. (A13) we have used the fact that T is hermitic (T = T † ) and that T = S −1/2 . Equation (A15) is identical with Eq. (17) in the main text.
Derivation of Eq. (20)
The last term in Eq. (A15) involves the gradient of the Löwdin transformation ∇ I T. To express this gradient in terms of the gradient of the overlap matrix, which is calculated numerically in our scheme, one proceeds in two steps. First, one relates the gradient of T = S −1/2 to the one of S −1 with
We now define the transformation matrix L that diagonalizes T and the diagonal matrix T diag with T = S −1/2 = LT diag L † . Using this expression and Eq. (A18), one obtains 
where we have inserted 
with
Equation ( 
APPENDIX C: APPROXIMATION OF NACV BETWEEN DETERMINANTS BY NACV BETWEEN ORBITALS
In the following, we consider a system composed of a donor (D) and an acceptor molecule (A) with total electron number 2N. We add an extra electron to the system and assume that in the initial ET state "a" the electron is localized on the donor and in the final ET state "b" on the acceptor. We further assert that the initial and final state diabatic wavefunctions are well described by a single determinant, as obtained, for instance, from charge constrained DFT (CDFT),
).
The orbitals forming a determinant are assumed to be orthogonal, ϕ i a |ϕ j a = δ ij , but orbitals of different determinants are in general not orthogonal. Calculation of the NACV involves taking the nuclear gradient of the wavefunction. For instance, the derivative with respect to the x-component of nucleus I can be written as follows: 
In a second approximation, we assume that the perturbation is small so that the perturbed orbitals in state b remain orthonormal to the ones in state a, 
Hence, for Eq. (C9) to hold, Eqs. (C5) and (C7) must be assumed. We note that the approximation Eq. (C5) is also made in fragment-orbital DFT (FODFT) calculation of electronic coupling matrix elements between donor and acceptor 74, 75 resulting in a relatively small error for couplings when compared to ab initio benchmark data. 76, 77 The same should be true for the overlap Eq. (C6) as the latter is approximately proportional to electronic coupling. It is less clear how well approximation Eq. (C7) is fulfilled. In practice, the overlap between the perturbed orbitalφ i b and ϕ i a will be smaller than one, and similarlyφ i b will not stay fully orthonormal to the other orbitals ϕ j a , j i. One can expect that these effects are likely to cancel one another to some extent.
