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Abstract
In this paper, several integral equations are solved by He’s variational iteration method. Comparison with exact solution shows
that the method is very effective and convenient for solving integral equations.
c© 2007 Published by Elsevier Ltd
Keywords: Variational iteration method; Integral equation; Approximate solution; Exact solution; Nonlinear differential equations
1. Introduction
Various kinds of analytical methods and numerical methods [1,2] were used to solve integral equations. In this
paper, we apply He’s variational iteration method [3–9] to solve integral equations. The method can solve various
different non-linear equations [10–26]. To illustrate the basic idea of the method, we consider following general
nonlinear system:
L[u(t)] + N [u(t)] = g(t), (1)
where L is a linear operator, N is a nonlinear operator and g(t) is a given continuous function. The basic character of
the method is to construct a correction functional for the system, which reads
un+1(t) = un(t)+
∫ t
0
λ(s)[Lun(s)+ Nu˜n(s)− g(s)]ds, (2)
where λ is a Lagrange multiplier which can be identified optimally via variational theory, un is the n-th approximate
solution, and u˜n denotes a restricted variation, i.e. δu˜n = 0.
2. Volterra integral equations of the second kind
First, we consider the Volterra integral equations of the second kind, which read
u(x) = f (x)+
∫ x
a
K (x, t)u(t)dt (3)
where K (x, t) is the kernel of the integral equation.
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Example 1.
u′′(x) = 1+ xex −
∫ x
0
ex−tu(t)dt (4)
where
u(0) = 0, u′(0) = 1. (5)
Using He’s variational iteration method, the correction functional can be written in the form
un+1(x) = un(x)+
∫ x
0
λ(s){u′′n(s)− F[u˜n(s)]}ds, (6)
where
F[u(x)] = 1+ sex −
∫ x
0
ex−tu(t)dt. (7)
Imposing the stationary condition (δun+1 = 0) on the correction functional, the Lagrange multiplier can be readily
identified in the following form
λ(s) = s − x . (8)
As a result, we obtain the following iteration formula
un+1(x) = un(x)+
∫ x
0
(s − x){u′′n(s)− F[un(s)]}ds. (9)
According to the variational iteration method, the initial guess can involve some unknown parameters. Now we
assume an initial approximation in the form
u0(x) = a + bex (10)
Then
F[u0(x)] = 1+ xex −
∫ x
0
ex−t (a + bet )dt = 1+ sex + a − aex − bxex (11)
where a and b are unknown constants to be further determined.
By the iteration formula (9) and the initial approximation (10), we have the following first-order approximation
solution
u1(x) = u0(x)+
∫ x
0
(s − x){u′′n(s)− F[un(s)]}ds
= a + bex +
∫ x
0
(s − x){bes − (1+ ses + a − aes − bses)}ds
= 2a + 2bex − bxex + 1
2
x2 + xex + 1
2
ax2 − aex − 2ex + 2− b + x + ax . (12)
Imposing the initial conditions
u1(0) = 2a + 2b − a − 2+ 2− b = 0 (13)
u′1(0) = b − 1− a + 1+ a = 1 (14)
to identify the unknown constants, a and b, we have
a = −1, b = 1. (15)
Thus
u0(x) = ex − 1, u1(x) = ex − 1. (16)
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We therefore obtain the exact solution, which is [1]
u(x) = ex − 1. (17)
Example 2.
u(x) = x +
∫ x
0
(t − x)u(t)dt. (18)
Differentiating both sides of Eq. (18) with respect to x twice yields
u′(x) = 1+ (t − x)u(t)|t=x +
∫ x
0
−u(t)dt = 1−
∫ x
0
u(t)dt (19)
u′′(x) = (u′(x))′ =
(
1−
∫ x
0
u(t)dt
)′
= −u(x). (20)
Re-arranging Eq. (20) leads to the following simple equation
u′′(x)+ u(x) = 0. (21)
We can construct a variational iteration formula for Eq. (20) in the form
un+1(x) = un(x)+
∫ x
0
(t − x){u′′n(t)+ un(t)}dt. (22)
Introducing a function v(x) defined as follows
v(x) =
∫ x
0
(t − x)u(t)dt (23)
we get
v′(x) = (t − x)u(t)|t=x +
∫ x
0
−u(t)dt = −
∫ x
0
u(t)dt (24)
v′′(x) = (v′(x))′ =
(
−
∫ x
0
u(t)dt
)′
= −u(x). (25)
Accordingly, we have the following relation
v′′(x)+ u(x) = 0. (26)
Eq. (26) implies that v(x) is a special solution of Eq. (21), and we can construct a very simple iteration formulation
in the form:
un+1(x) = u0(x)+ vn(x), (27)
where u0 is an initial solution satisfying initial and boundary conditions.
Beginning with
u0(x) = u(0)+ u′(0)x = x (28)
we obtain the following iteration formulation
un+1(x) = u0(x)+ vn(x) = x +
∫ x
0
(t − x)un(t)dt. (29)
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We can therefore easily obtain the following results
u1(x) = x +
∫ x
0
(t − x)u0(t)dt = x +
∫ x
0
(t − x)xdt = x − 1
6
x3 (30)
u2(x) = x +
∫ x
0
(t − x)u1(t)dt = x +
∫ x
0
(t − x)
(
t − 1
6
t3
)
dt
= x − 1
6
x3 + 1
120
x5 = x − 1
3! x
3 + 1
5! x
5 (31)
u3(x) = x +
∫ x
0
(t − x)u2(t)dt = x +
∫ x
0
(t − x)
(
x − 1
6
x3 + 1
120
x5
)
dt
= x − 1
6
x3 + 1
120
x5 − 1
5040
x7 = x − 1
3! x
3 + 1
5! x
5 − 1
7! x
7. (32)
It is obvious that the solution u(x) in a series can be written in closed form, which is
u(x) =
∞∑
n=0
(−1)n
(2n + 1)! x
2n+1 (33)
which is the exact solution [1].
According to the above analysis, we can obtain the following simple iteration formula for Eq. (3)
un(x) = f (x)+
∫ x
a
K (x, t)un(t)dt. (34)
3. Fredholm integral equations of the second kind
Next we consider the Fredholm integral equations of the second kind, which read
u(x) = f (x)+
∫ b
a
K (x, t)u(t)dt (35)
where K (x, t) is the kernel of the integral equation.
Similarly to Example 2, we construct a simple iteration formula for Eq. (35) in the form
un(x) = f (x)+
∫ b
a
K (x, t)un(t)dt. (36)
Example 3.
u(x) = cos x + 1
2
∫ pi/2
0
sin xu(t)dt. (37)
Its iteration formula reads
un+1(x) = cos x + 12
∫ pi/2
0
sin xun(t)dt. (38)
According to Eq. (37), we can assume an initial approximation
u0(x) = cos x . (39)
Substituting Eq. (39) into Eq. (38), we have the following results
u1(x) = cos x + 12
∫ pi/2
0
sin xu0(t)dt = cos x + 12
∫ pi/2
0
sin x cos tdt = cos x + 1
2
sin x (40)
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u2(x) = cos x + 12
∫ pi/2
0
sin xu1(t)dt = cos x + 12
∫ pi/2
0
sin x
(
cos t + 1
2
sin t
)
dt
= cos x + 3
4
sin x = cos x + 2
2 − 1
22
sin x (41)
u3(x) = cos x + 12
∫ pi/2
0
sin xu2(t)dt = cos x + 12
∫ pi/2
0
sin x
(
cos t + 3
4
sin t
)
dt
= cos x + 7
8
sin x = cos x + 2
3 − 1
23
sin x . (42)
Continuing this way ad infinitum, we finally obtain
u(x) = cos x + lim
n→∞
(
2n − 1
2n
)
sin x → cos x + sin x (43)
which is the exact solution [1].
Example 4.
u(x) = x +
∫ 1
0
(xt2 + x2t)u(t)dt. (44)
Its iteration formulation is
un+1(x) = x +
∫ 1
0
(xt2 + x2t)un(t)dt. (45)
Beginning with
u0(x) = x . (46)
We have
u1(x) = x +
∫ 1
0
(xt2 + x2t)u0(t)dt = x +
∫ 1
0
(xt2 + x2t)tdt = 5
4
x + 1
3
x2 (47)
u2(x) = x +
∫ 1
0
(xt2 + x2t)u1(t)dt = x +
∫ 1
0
(xt2 + x2t)
(
5
4
t + 1
3
t2
)
dt = 331
240
x + 1
2
x2 (48)
u3(x) = x +
∫ 1
0
(xt2 + x2t)u2(t)dt = x +
∫ 1
0
(xt2 + x2t)
(
331
240
t + 1
2
t2
)
dt = 1387
960
x + 421
720
x2. (49)
When n tends to infinity, the obtained solution inclines to the exact solution [1], which is u(x) = 20119 (9x + 4x2).
Example 5.
u(x) = x + λ
∫ 1
0
xtu2(t)dt, 0 ≤ λ ≤ 1. (50)
Its iteration formulation reads
un+1(x) = x + λ
∫ 1
0
xtu2n(t)dt. (51)
We begin with
u0(x) = x . (52)
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By the iteration formulation (51), we have
u1(x) = x + λ
∫ 1
0
xtu20(t)dt = x + λ
∫ 1
0
xtt2dt = x + 1
4
λx (53)
u2(x) = x + λ
∫ 1
0
xtu21(t)dt = x + λ
∫ 1
0
xt
(
t + 1
4
λt
)2
dt =
(
1+ 1
4
λ+ 1
8
λ2 + 1
64
λ3
)
x (54)
u3(x) = x + λ
∫ 1
0
xtu22(t)dt = x + λ
∫ 1
0
xt
(
1+ 1
4
λ+ 1
8
λ2 + 1
64
λ3
)2
t2dt
=
(
1+ 1
4
λ+ 1
8
λ2 + 5
64
λ3 + 3
128
λ4 + 3
512
λ5 + 1
1024
λ6 + 1
16384
λ7
)
x . (55)
When n tends to infinity, the obtained solution inclines to the exact solution [1], which is u(x) = 2
λ
(
1−√1− λ) x .
Example 6. Consider the following integro-differential equation
u′′(x) = ex − 4
3
x +
∫ 1
0
xtu(t)dt (56)
where
u(0) = 1, u′(0) = 2. (57)
Manipulating this in a way similar to that illustrated in Example 1, the correction functional can be written in the
form
un+1(x) = un(x)+
∫ x
0
λ(s){u′′n(s)− F[un(s)]}ds, (58)
in which
F[un(s)] = es − 43 s +
∫ 1
0
stu(t)dt, (59)
λ(s) = s − x . (60)
Now we assume an initial approximation in the form
u0(x) = a + bx + cex (61)
where a and b are unknown constants to be further determined.
By simple operation, we have
F[u0(x)] = ex − 43 x +
∫ 1
0
xtu0(t)dt = ex − 43 x +
∫ 1
0
xt (a + bt + cet )dt
= ex − 4
3
x + 1
2
ax + 1
3
bx + cx . (62)
By the iteration formula (58) and the initial approximation (61), the first-order approximation can be readily
obtained, which reads
u1(x) = u0(x)+
∫ x
0
(s − x){u′′0(s)− F[u0(s)]}ds
= a + bx + cex +
∫ x
0
(s − x)
{
ces −
(
es − 4
3
s + 1
2
as + 1
3
bs + cs
)}
ds
= a + bx + 1
18
bx3 + ex − 2
9
x3 + 1
6
cx3 + 1
12
ax3 − 1+ c + cx − x . (63)
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Using the initial conditions
u′′0(0) = c = 1 (64)
u1(0) = a + c = 1 (65)
u′1(0) = b + c = 2 (66)
we can determine the unknown constants in (63):
a = 0, b = 1, c = 1. (67)
Thus we obtain
u0(x) = x + ex , u1(x) = x + ex (68)
which is the exact solution [1].
4. Conclusion
In this paper, we have applied He’s variational iteration method to various integral equations. The obtained solutions
are in good agreement with exact ones. The results show that He’s variational iteration method is very effective and
convenient for solving integral equations.
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