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Abstract
Quantum systems with constraints are often considered in modern theoretical physcics. All realistic field
models based on the idea of gauge symmetry are of this type. A partial case of constraints being linear in
coordinate and momenta operators is very important. Namely, when one applies semiclassical methods
to an arbitrary constraint system, the constraints in ”general position case” become linear. In this paper,
different mathematicals constructions for the Hilbert space space for the constraint system are discussed.
Properties of Gaussian and quasi-Gaussian wave functions for these systems are investigated. An analog
of the notion of Maslov complex germ is suggested. Properties of Hamiltonians being quadratic with
respect to the coordinate and momenta operators are discussed. The Maslov theorem (it says that there
exists a Gaussian eigenfunction of the quantum Hamiltonian iff the classical Hamiltonian system is stable)
is generalized to the constrained systems. The case of infinite number degrees of freedom (constrained
Fock space) is also discussed.
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Table 1: Classical systems without constraints vs constrained systems
Systems without constraints Constrained systems
Phase
space
M = R2n = {(P,Q)|P,Q ∈ Rn}, P — momenta, Q
— coordinates.
surface X in R2n: set of all (P,Q)
such that Λa(P,Q) = 0, a = 1, k,
Λa being constraints
Evolution
transfor-
mation
uHt : M → M takes the initial condition for the
Hamiltonian system
Q˙i =
∂H
∂Pi
, P˙i = − ∂H
∂Qi
to the solution of the Cauchy problem. For any ob-
servable A = A(P (t), Q(t)), one has:
dA
dt
= {A,H} =
∑
i
(
∂A
∂Qi
∂H
∂Pi
− ∂A
∂Pi
∂H
∂Qi
)
.
Additional requirements: con-
strained conditions Λa(P,Q) =
0 should conserve, so that
{Λa, H} = 0 on X .
Gauge
equiva-
lence
No gauge equivalence For the first-class constraints [5],
{Λa,Λb} = 0 on X , Λa are gen-
erators of gauge transformations.
Classical states X and uΛaτ X are
set to be equivalent.
1 Introduction
Quantum constrained systems play an important role in modern physics. All physical quantum field
models (electrodynamics, standard model, chromodynamics) for elementary particle physics are gauge
theories, examples of constrained systems [10].
When one applies the Maslov complex-WKB theory [6, 7] to the constrained systems [9], one obtains
an evolution equation with quadratic Hamiltonian operator and linear constraints. Thus, investigation
of quantum constrained systems with linear constraints and quadratic Hamiltonians is important.
Different constructions for Hilbert space for such systems are considered in this paper. Properties of
Gaussian and quasi-Gaussian wave functions usually appearing in the Maslov cpmplex-WKB theory [7]
are studied. Evolution transformation for the quadratic Hamiltonian is investigated.
There is a well-known Maslov theorem [7] that a linear Hamiltonian system is stable iff the corre-
sponding quantum Hamiltonian operator possesses a Gaussian eigenfunction. This theorem is generalized
to the case of a constraint system.
In quantum field theory, infinite-dimensional systems usually arise. Therefore, specific features of
infinite-dimensional case will be also studied.
2 Constrained systems and their quantization
For the classical case, specific features of constrained systems are presented in table 1. We see that
constrained systems are more complicated. Phase space is curved (not flat), a new notion of gauge
equivalence arise.
Different approaches to quantize constrained systems have been developed. Dirac procedure [5] and
refined algebraic quantization [1] are presented in table 2 for the case of Abelian constrained systems.
There is also a more complicated approach, BRST-BFV quantization [3, 4]. However, for the case of
quadratic Hamiltonians and linear constraints, it is possible to use simpler approaches.
3 Constructions of Hilbert space
3.1 Simple example with one unphysical degree of freedom
1. Consider the simplest example of a constrained system with one unplysical degree of freedom (coor-
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Table 2: Dirac quantization [5] and refined algebraic quantization (algebraic approach) [1] for Abelian
constrained systems.
Systems without constraints Constrained systems
States and
observables
Wave functions ψ(ξ), ξ ∈ Rn.
Observables: p, q 7→ pˆi =
−i ∂∂ξi , qˆi = ξi.
Wave functions ψD(ξ) (Dirac approach) or
ψA(ξ) (algebraic approach). For the case of
Dirac aproach, additional condition ΛˆaψA = 0
is imposed. Correspondence of ψA and ψD:
ψD =
∏
a 2piδ(Λˆa)ψA.
Inner prod-
uct
(ψ, ψ) =
∫
dξψ∗(ξ)ψ(ξ)
〈ψA, ψA〉 = (ψA,
∏
a
2piδ(Λˆa)ψA).
Evolution ψ 7→ e−iHˆtψ. Additional requirement: Dirac condition and
inner prosuct should conserve; this means
[Λˆa, Hˆ ] = 0.
Gauge equiv-
alence
No gauge equivalence States
ψA 7→ e−iλ
aΛˆaψA
are set to be gauge equivalent.
dinate qˆ1 and momentum pˆ1) and one constraint
Λˆ1 = pˆ1. (1)
For both Dirac and algebraic approaches to quantize this constraint system, states are viewed as wave
functions of one argument ξ1, ψD(ξ1) and ψA(ξ1).
For the algebraic approach, wave function ψA(ξ1) may be arbitrary. However, the inner product is
modified,
〈ψA, ψA〉 = 2pi(ψA, δ(pˆ1)ψA) =
∫
dα(ψA, e
iαpˆ1ψA)
=
∫
dξ1dαψ
∗
A(ξ)ψA(ξ + α) =
∣∣∣∣
∫
dξ1ψA(ξ1)
∣∣∣∣
2
. (2)
Thus, one can say that states ψIA and ψ
II
A are equivalent (this is a quantum gauge equivalence!) iff
ψIA ∼ ψIIA ⇔
∫
dξ1ψ
I
A(ξ1) =
∫
dξ1ψ
II
A (ξ1).
Therefore, the equivalence classes of wave functions [ψA] (”quantum gauge orbits”) can be identified with
complex numbers ψ =
∫
dξ1ψA(ξ1). As it has been expected, the physcial Hilbert space of equivalence
classes is trivial (one-dimensional).
For the Dirac approach, states are viewed as wave functions ψD(ξ1) satisfying additional constraint
condition
pˆ1ψD = −i∂ψD
∂ξ1
= 0.
It means that ψD = const. There is a well-known problem of introducing an inner product in the Dirac
approach. A naive procedure is to set (ψD, ψD) =
∫
dξ1|ψD(ξ1)|2. It fails since the integral diverges.
Therefore, one should be more careful.
To find an expression for the inner product, one should use the formula for correspondence of Dirac
and algebraic approaches,
ψD(ξ) = 2piδ(pˆ1)ψA(ξ1) =
∫
dαψA(ξ1 + α) =
∫
dαψA(α) = const.
Making use of formula (2), one finds that
〈ψD, ψD〉 = |ψD(ξ1)|2 (3)
2
for arbitrary ξ1. Expression (3) does not depend on particular choice of ξ1, since ψD should be ξ1-
independent.
2. Another simple example of a constrained system is one-dimensional system with the constraint of
the form
Λˆ1 = qˆ1. (4)
Analogously, one finds that ψA(ξ1) may be an arbitrary function, but the inner product is to be modified,
〈ψA, ψA〉 = 2pi|ψA(0)|2,
so that equivalence classes [ψA] are identified with numbers ψ =
√
2piψA(0).
In the Dirac approach, wave functions ψD(ξ1) obeys the condition qˆ1ψD = 0, or
ψD(ξ1) = constδ(ξ1) =
√
2piψδ(ξ1).
One has:
〈ψD, ψD〉 = |ψ|2. (5)
3.2 General case: algebraic approach
Consider now the constrained system with n degrees of freedom and k linear constraints of a general form.
In the algebraic approach, states are specified by wave functions ψA(ξ) of n variables ξ = (ξ1, ..., ξn). The
constraints can be written as
Λˆa = Ω(P(a),Q(a)) ≡ Ω(X (a)). (6)
Here the linear combination of coordinate and momenta operators
Ω(P,Q) =
n∑
j=1
(Pjξj −Qj 1
i
∂
∂ξj
)
is an operator-valued 1-form satisfying the commutation relation
eiΩ(X)eiΩ(X
′) = eiΩ(X+X
′)e
i
2
ω(X,X′)
with
ω(X,X ′) = ω
((
P
Q
)
,
(
P ′
Q′
))
=
∑
j
(PjQ
′
j − P ′jQj)
being a symplectic 2-form of classical mechanics. Then, the constraints (6) commutes iff the isotropic
condition is satisfied:
ω(X (a),X (b)) = 0.
Therefore, system with k linear constraints can be specified by a k-dimensional isotropic plane in 2n-
dimensional phase space:
Lk = span{X (1), ...,X (k)}.
The inner product in the algebraic approach can be presented as
〈
ψIA, ψ
II
A
〉
=
∫
Lk
dµ(X)(ψIA, e
iΩ(X)ψIIA ) (7)
with dµ(X) being a measure on Lk that is invariant under shifts. In the coordinate notations, inner
product (7) can be rewritten as
〈
ψIA, ψ
II
A
〉 ∼ (ψIA,∏
a
δ(Λˆa)ψ
II
A ),
this is in agreement with table 2.
Denote by S(Rn,Lk) the Shwartz space S(Rn) with the inner product (7). It is a pre-Hilbert space.
Lemma 1 1. Let ψIA, ψ
II
A ∈ S(Rn). Then the integral (7) converges. It is continuous with respect to ψIA
and ψIIA in S(Rn)-topology.
2. For ψA ∈ S(Rn), one has 〈ψA, ψA〉 ≥ 0.
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It is important to note that for the case ψA = Ω(X)ϕ for some X ∈ Lk, one has 〈ψA, ψA〉 = 0.
Therefore, there are zero-norm states in the pre-Hilbert space S(Rn,Lk). One should set ψA ∼ 0 iff
〈ψA, ψA〉 = 0 and consider equivalence classes of functions. Making use of the standard procedure of
factorization and completeness, one obtains the Hilbert space
H = S(Rn,Lk)/ ∼.
This is a Hilbert state space of the quantum theory.
Investigate examples of observables — operators acting in H. The simplest example of observable is
a linear combination of coordinate and momenta operators (6). However, the operator Ω(Y ) conserves
the equivalence relation iff [Ω(Y ),Ω(X)] = 0 for all X ∈ Lk, or ω(Y,Lk) = 0. This means that Y should
be skew-orthogonal to the plane Lk: Y ∈ L⊥ωk .
Lemma 2 1. Let Y ∈ L⊥ωk . Then the operator Ω(Y ) : S(Rn,Lk) → S(Rn,Lk) is Hermitian and takes
equivalent states to equivalent.
2. The operator eiΩ(Y ) for Y ∈ L⊥ωk is uniquely extended to an unitary operator in H.
3. Let Yn ∈ L⊥ωk is a sequence such that Yn →n→∞ 0. Then eiΩ(Yn) → 1 strongly.
3.3 General case: Dirac approach
Another construction of physical Hilbert space can be obtaned with the help of the Dirac approach.
According to table 2, Dirac wave function ψD is related to ψA as
ψD =
∫
Lk
dµ(X)eiΩ(X)ψA ≡ ηψA. (8)
It follows from lemma 1 that ψD is a distribution from S ′(Rn). Denote set of all distributions ψD of the
form (8) as
{ψD} ≡ Sˇ(Rn,Lk) ⊂ S ′(Rn).
Lemma 3 ψA ∼ 0 iff ηψA = 0.
Therefore, equivalent wave functions ψA are mapped to the same distribution ψD. This allows us to
introduce the operator
η0 : S(Rn,Lk)/ ∼→ Sˇ(Rn,Lk)
of the form
η0[ψA] = ηψA, ψA ∈ [ψA].
Lemma 4 1. Let {[ψA,n]} be a fundamental sequence from S(Rn,Lk)/ ∼.Then the sequence ψD,n =
η0[ψA,n] converges in S ′(Rn).
2. Let η0[ψA,n]→n→∞ 0 in S ′(Rn). Then 〈ψA,n, ψA,n〉 → 0.
Lemma 4 means that the operator η0 can be uniquely extended to the operator η : ψ ∈ H 7→ ψD ≡
ηψ ∈ S ′(Rn). The operator η is a one-to-one correspondence. It maps H to HD ⊂ S ′(Rn), which is a
physical Hilbert space in the Dirac approach. The Dirac onnert product is〈
ηψ, ηψ
〉
D
=
〈
ψ, ψ
〉
.
3.4 Explicit form of Dirac state space
The considered definition of space HD is indirect. It requires the algebraic approach. Let us present an
explicit description of space HD.
We say that k-dimensional isotropic plane Gk is a gauge surface for Lk iff the 2-form ω(·, ·) is nonde-
generate on Lk + Gk.
Lemma 5 1. For each isotropic plane Lk there exists a gauge surface Gk.
2. For any basis X (1),...,X (k) on Lk there exists a basis Y(1),...,Y(k) on Gk such that
ω(X (a),Y(b)) = δab,
3. The following decomposition takes place:
R
2n = Lk + Gk + (Lk + Gk)⊥ω .
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Lemma 6 Let ψID, ψ
II
D ∈ S ′(Rn). Then expression of the form
R(Y ) = (ψID, e
iΩ(Y )ψIID ), Y ∈ R2n
specifies a distribution from S ′(R2n). It is continuous with respect to ψID and ψIID .
Lemma 7 Distribution ψD ∈ S ′(Rn) is of HD-class iff two conditions are satisfied:
• Ω(X)ψD = 0 for all X ∈ Lk;
• distribution (ψD, eiΩ(Y )ψD) possesses a restriction on Gk.
Note that distribution Φ(x, y), x ∈ Rn1 , y ∈ Rn2 possesses a restriction on y = 0-plane iff the function
Φϕ1(y) =
∫
dxϕ1(x)Φ(x, y). ϕ1 ∈ S(Rn1 )
is continuous with respect to y in the vicinity of the point y = 0.
Let us obtain the expression for the inner product of Dirac wave functions.
Lemma 8 1. Let Lk be isotropic plane with invariant measure dµ(X), Gk be a gauge surface for Lk with
invariant measure dσ(Y ). Then
∫
dµ(X)
∫
dσ(Y )ρ(Y )eiω(X,Y ) = ρ(0) ·∆, ∆ = const. (9)
2. Let ρ(Y ) ∈ S(Gk) and ρ(0) = 1/∆. Then
〈ψD, ψD〉D =
∫
Gk
dσ(Y )ρ(Y )(ψD, e
iΩ(Y )ψD). (10)
Let us illustrate formula (10), making use of simple one-dimansional examples.
1. Let Λˆ1 = pˆ1. Then the Dirac wave fucntions ψD = const. Surfaces L1 and G1 are axis:
L1 = {(p1, q1)|p1 = 0}, G1 = {(p1, q1)|q1 = 0}
with measures dp1 and dq1. Formula (9) is rewritten as∫
dq1dp1ρ(p1)e
ip1q1 = ρ(0) ·∆,
so that ∆ = 2pi. The inner product (10) is
〈ψD, ψD〉D =
∫
dp1ρ(p1)
∫
dq1ψ
∗
D(q1)e
ip1 qˆ1ψD(q1) = 2piρ(0)|ψD|2.
This is in agreement with relation (3).
2. Let Λˆ1 = qˆ1. Then the Dirac wave functions are of the form ψD(ξ) =
√
2piψδ(ξ1). L1 and G1 are
axis
L1 = {(p1, q1)|q1 = 0}. G1 = {(p1, q1)|p1 = 0},
Formula (9) is rewritten as ∫
dp1dq1ρ(q1)e
−ip1q1 = ρ(0) ·∆,
so that ∆ = 2pi. the inner product (10) is
〈ψD, ψD〉D =
∫
dq1ρ(q1)
∫
dξ1ψ
∗
D(ξ1)e
−iq1
1
i
∂
∂ξ1 ψD(ξ1) = 2pi|ψ|2ρ(0);
this agrees with (5).
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4 Properties of Gaussian and quasi-Gaussian states
Gaussian and quasi-Gaussian states play an important role in investigation of quadratic Hamiltonians.
A Gaussian wave function is
ψA(ξ) = const exp


i
2
∑
jk
ξjAjkξk


with complex matrix A. A quasi-Gaussian wave function is of the form of a product of a polynomial P (ξ)
by a Gaussian functon:
ψA(ξ) = constP (ξ) exp


i
2
∑
jk
ξjAjkξk


An important property of Gaussian and quasi-Gaussian states is their invariance under evolution for
the quadratic Hamiltonian case. Gaussian states evolve to Gaussian, quasi-Gaussian states evolve to
quasi-Gaussian.
It is also important to note that set of quasi-Gaussian states is complete; this means that arbitrary
wave function can be approximated by a quasi-Gaussian function. If evolution transformation is calculated
for the quasi-Gaussian initial consitions, one can uniquely extend it to the general case.
The Maslov complex germ [7] r(A) is a representtion-invariant characteristics of Gaussian state. By
definition,
r(A) = {Y |Ω(Y )ψA = 0}
is a subspace of complexified phase space C2n. It is known that for systems without constraints r(A) is
a graph of the operator with matrix A:
r(A) = {(P = AQ,Q)|Q ∈ Cn}.
The following properties of the Maslov complex germ are satisfied (cf.[7]):
isotropic property: Y1, Y2 ∈ r ⇒ ω(Y1, Y2) = 0;
positiveness: Y ∈ r, Y 6= 0 ⇒ 1iω(Y, Y ∗) > 0. (11)
An inverse property is also satisfied. Namely, introduce the projection operators on the coordinate and
momenta planes:
B : r(A)→ Cn, C : r(A)→ Cn
of the form
Y = (P,Q) ∈ r(A) 7→ BY = P,CY = Q.
Then for any n-dimensional surface r ⊂ C2n satisfying relations (11), the following properties take place:
C
2n = r + r∗, r ∩ r∗ = {0}, C is invertible, r = r(A) for A = BC−1.
For constrained systems, property Ω(Y )ψA = 0 entering to definition of the Maslov complex germ may
be viewed in S(Rn) and in H. Thus, two different objects, ”S-germ” and ”H-germ” should be introduced:
r(A) = {Y |Ω(Y )ψA = 0 in S(Rn)} - S-germ;
rˇ(A) = {Y |||Ω(Y )ψA|| = 0} - H-germ.
Note that S-germ is a graph of A, while H-germ has another form.
Introduce the following notations for the subspaces of r(A):
r⊥(A) = r(A) ∩ (LCk )⊥ω,
r−(A) = {Y ∈ r(A)|ω(Y, Y ′) = 0 for all Y ′ ∈ r⊥(A) }.
Lemma 9 1. Any element X ∈ Lk can be uniquely decomposed as X = X− +X∗−, X− ∈ r−(A).
2. dimr⊥(A) = n− k, dimr−(A) = k.
3. The operator P− : LCk → r−(A) of the form P− : X 7→ X− is a linear one-to-pne map.
6
For any linear one-to-one map of measure spaces P : L → L′, introduce the notion of Jacobian. Let
x1, ..., xk be coordinates on L, x′1, ..., x′k be coordinates on L′,
dµ = Jdx1...dxk, dµ
′ = J ′dx′1...dx
′
k
be measures on L and L′, Pij be matrix of P . Then denote
∆(P ) ≡ |detPij ||J ′|/|J |.
Lemma 10 The following relation is satisfied for the inner product:
〈ψA, ψA〉 =
∫
Lk
dµ(X)e
i
2
ω(P−X,(P−X)
∗)(ψA, ψA) = (2pi)
kn
2 |c|2 ∆(C)
∆(P−)
.
Let us generalize properties (11) to the constrained systems.
Lemma 11 The set rˇ(A) ≡ rˇ is an n-dimensional subspace of C2n. It has the form
rˇ(A) = r⊥(A) + LCk , r⊥(A) ∩ LCk = {0}
and satisfies the following properties:
Y1, Y2 ∈ rˇ ⇒ ω(Y1, Y2) = 0,
Y ∈ LCk ⇒ Y ∈ rˇ, ω(Y, Y ∗) = 0, (12)
Y ∈ rˇ \ LCk ⇒
1
i
ω(Y, Y ∗) > 0.
An inverse statement is also correct.
Lemma 12 Let n-dimensional subspace rˇ ⊂ C2n obey relations (12). Then
(LCk )⊥ω = rˇ + rˇ∗, rˇ ∩ rˇ∗ = LCk
and rˇ = rˇ(A) for any A.
A remarkable property of H-germ is as follows: equivalent Gaussian states correspond to the same
complex H-germ.
Lemma 13 Let
ψIA = c
Ie
i
2
∑
jk ξjA
I
jkξk , ψIIA = c
IIe
i
2
∑
jk ξjA
II
jkξk
be two Gaussian states. Then rˇ(AI) = rˇ(AII) iff ψIA ∼ cψIIA for some complex number c.
Consider the Dirac wave function ψD corresponding to Gaussian state. An explicit form of ψD is also
Gaussian, provided that Lk is uniquely projectable to the P = 0-plane:
ψD(ξ) = cˇe
i
2
∑
jk ξjAˇjkξk .
To write explicit forms of cˇ and Aˇ, introduce the following notations. By
Bˇ : rˇ(A)→ Cn, Cˇ : rˇ(A)→ Cn
we denote projectors to momenta and coordinate planes. Let Π : rˇ(A) → LCk be the operator taking
Y ∈ rˇ(A) to ΠY ∈ LCk obtained from the relation
Y = Y⊥ +ΠY, Y⊥ ∈ r⊥(A).
Introduce also the operator P− : rˇ(A)→ r(A) of the form:
P−Y =
{
Y, Y ∈ r⊥(A),
P−Y, Y ∈ LCk .
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Lemma 14 The following relations are satisfied:
Aˇ = BˇCˇ−1, cˇ = cˇ
∫
Lk
dµ(X)e−
i
2
ω(X,C−1CˇX) = c(2pi)k/2
√
det(ΠCˇ−1CP−)
∆(P−)
.
For the simplest one-dimensional example, with constraint
Λˆ1 = Pξ −Q1
i
∂
∂ξ
,
the Dirac wave function has the form
ψD(ξ) =
{
conste
i
2
P
Q
ξ2 , Q 6= 0,
constδ(ξ), Q = 0.
The following lemma tells us that set of all quasi-Gaussian states is dense.
Lemma 15 1. Set of all linear combinations of vectors of the form eiΩ(Y )[ψA], Y ∈ L⊥ωk , where [ψA] is
a Gaussian vector, is dense in H.
2. Set of all linear combinations of vectors of the form Ω(Y ∗1 )...Ω(Y
∗
p )[ψA], Y
∗
1 , ..., Y
∗
p ∈ rˇ∗(A), where
[ψA] is a Gaussian vector, is dense in H.
5 Quadratic Hamiltonians
let us investigate the properties of quadratic Hamiltonians for the constrained systems. To present the
results in invariant form, introduce the following notations.
Let M = R2n be classical phase space. To element
Γ =
1
2
2n∑
ij=1
ΓijZ
(i) ⊗ Z(j) ∈ SymM⊗M
we assign the operator
Ω2(Γ) =
1
2
2n∑
ij=1
ΓijΩ(Z
(i))Ω(Z(j)).
A quadratic Hamiltonian has the form
H = Ω2(Γ) + ε,Γ ∈ SymM⊗M,
ε is an operator of multiplication by a real number.
Lemma 16 1. H conserve the equivalence relation (f1 ∼ f2 ⇒ Hf1 ∼ Hf2) iff Γ ∈ SymL⊥ωk ⊗ L⊥ωk +
SymLk ⊗M.
2. For any quadratic Hamiltonian H there exists Γ′ ∈ SymL⊥ωk ⊗ L⊥ωk such that
Hf ∼ [Ω2(Γ′) + ε′]f.
Therefore, without loss of generality one can set Γ ∈ L⊥ωk ⊗ L⊥ωk .
Lemma 17 1. H is a symetric operator on the set of quasi-Gaussian vectors.
2. Quasi-Gaussian vectors are analytic for the operator H.
It is convenent to introduce a reduced classical space
R = L⊥ωk /Lk.
Since [Ω(Y )f ] = 0 for Y ∈ Lk, the operator Ω(Y ) = Ω(Y ) is well-defined for Y ∈ R. Analogously, one
defines the operator Ω2(Γ) for Γ ∈ SymR⊗R. The evolution equation can be written as
i
dψA
dt
∼ [Ω2(Γ) + ε]ψA. (13)
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It is known [8] that relation [
i
d
dt
− Ω2(Γ)− ε,Ω(Y (t))
]
= 0 (14)
is satisifed iff Y (t) satisfies the reduced classical Hamiltonian system:
dY
dt
= Y ◦ Γ. (15)
The ◦-product of Y ∈ R and Γ ∈ SymR⊗R is viewed in the folloeing sense:
Y ◦ 1
2
∑
ij
ΓijZi ⊗ Zj ≡
∑
ij
Γijω(Y , Zi)Zj ∈ R.
It follows from relation (14) that the operator Ω(Y (t)) transforms solutions of evolution equation to
solution.
By ut : Y (0)→ Y (t) we denote the classical evolution transformation taking initial condition for the
system (15) to the solution of the Cauchy problem.
It happens that time-dependent Gaussian state
ψA(ξ, t) = c(t)e
i
2
∑
jk ξjAjk(t)ξk
satisfies evolution equation (13) iff
rˇ(A(t)) = utrˇ(A(0)),
c(t) = c(0)
∆(P−(t))
∆(P−(0))
1√
det(C(t)P−(t)utP−1− (0)C(0))
=
cˇ(0)√
det(Cˇ(t)utCˇ−1(0))
.
6 Diagonalization of quadratic Hamiltonians and classical sta-
bility
The following lemma is a generalization of the maslov theorem [7] to the case of constrained syatems.
Lemma 18 1. Let Ω2(Γ) have a Gaussian eigenvector, Then Hamiltonian system (15) for Y (t) ∈ R is
stable
2. Let Hamiltonian system (15) be stable in R. Then:
(a) there exist 2n− 2k independent solutions of (15):
Y
(I)
(t) = Y
(I)
eiβIt, Y
(I)∗
(t) = Y
(I)∗
e−iβIt, I = 1, n− k,
1
i
ω(Y
(I)
, Y
(J)∗
) = δIJ , ω(Y
(I)
, Y
(J)
) = 0;
(b) set rˇ = span{Y (1), ..., Y (n−k),LCk} is a Maslov H-germ: rˇ = rˇ(A) for some A;
(c) there is a complete set of eigenfunctions of Ω2(Γ):
Ω(Y
(1)∗
)N1 ...Ω(Y
(n−k)∗
)Nn−k [ψA],
with Gaussian eigenfunction ψA. The eigenvalues are:
β1(N1 + 1/2) + ...+ βn−k(Nn−k + 1/2).
It is important to note that stability is considered in the reduced classical phase space R, not in M.
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Table 3: Finite dimensional systems and their infinite-dimensional analogs
Finite-
dimensional
case
Infinite-dimensional analogs
wave function
ψ(ξ1, ..., ξn)
element Ψ =


Ψ0 ∈ C
Ψ1 ∈ H
...
Ψn ∈ SymH⊗n
...

 of the Fock space F(H) = ⊕
∞
n=0SymH⊗n.
coordinate and
momenta opera-
tors pˆi, qˆi
creation and annihilation operators a±[f ], f ∈ H, a+[f ]Symf1 ⊗ ... ⊗ fk =√
k + 1Symf ⊗ f1 ⊗ ...⊗ fk, a−[f ] = (a+[f ])+, [a−[f ], a+[g]] = (f, g).
Schwartz space
S(Rn)
S ∈ F(H) — set of all Ψ such that ||Ψ||m = maxn nm||Ψn|| <∞.
Classical
phase space
M = R2n =
{(P,Q)|P,Q ∈
Rn}
HR — set H with multiplication on real nubers only, real Hilbert space; (f, g)R =
Re(f, g).
Ω(P,Q), ω Ω[f ] = −i(a+[f ]− a−[f ]), ω(f, g) = i((f, g)− (g, f)), [Ω[f ],Ω[g]] = −iω(f, g).
Pre-Hilbert
space S(Rn,Lk)
S with inner product
〈
ΨI ,ΨII
〉
=
∫
Lk
dµ(ϕ)(ΨI , eiΩ[ϕ]ΨII), ΨI ,ΨII ∈ S,
dµ(ϕ) — invariant measure on k-dimensional isotropic plane Lk in HR.
7 Specific featurs of infinite-dimensional case
Quantum field models are usually infinite dimensional. Therefore, it is important to generalize the main
notions and statements to the infinite-dimensional case. The main notions are presented in table 3.
Lemma 19 (analog of lemma 1) 1. Integral
∫
Lk
dµ(ϕ)(ΨI , eiΩ[ϕ]ΨII) converges, it is continuous with
respect to ΨI ,ΨII in S-topology.
2. 〈Ψ,Ψ〉 > 0.
3. ϕ ∈ Lk ⇒
〈
ΨI ,Ω[ϕ]ΨII
〉
= 0.
Analogously to finite-dimensional case, we introduce the physical Hilbert space
H = S/ ∼.
Lemma 20 (analog of lemma 2) Let Y ∈ HR and ω(Y,Lk) = 0. Then Ω(Y ) is Hermitian on S; it
conserves the equivalence property; eiΩ(Y ) is uniquely extended to an unitary operator in H.
For the infinite-dimensional case, Gaussian states are introduced as follows. The Fock vector of the
form 
 10
...

 ≡ |0 >
is called as a vacuum vector. A Caussian state is
ΨM = exp
[
1
2
a+Ma+
]
|0 >,
where the quadratic form entering to the exponent is viewed as:
a+Ma+ ≡
∑
ij
a+[fi](f
∗
i ,Mfj)a
+[fj ], (16)
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for any orthonormal basis fi in H. It is known [2] that expression ΨM specifies a vector from S iff M is
a Hilbert-Schmidt operator and ||M || < 1.
Consider an analog of the complexified phase space MC. It should have the form
HRC ≡ HR ⊗R C.
It happens that this space is isomorphic to
HRC ≃ H⊕H∗.
The isomorphism is
f ′ ⊗R 1 + f ′′ ⊗R i↔
(
f ′ + if ′′ = f ∈ H
f ′∗ + if ′′∗ = ϕ∗ ∈ H∗
)
In new notations: (
f
ϕ∗
)∗
=
(
ϕ
f∗
)
,
((
f
ϕ∗
)
,
(
g
χ∗
))
=
1
2
[(f, g) + (ϕ∗, χ∗)];
Ω
[(
f
ϕ∗
)]
= −i(a+[f ]− a−[ϕ]),
〈(
f
ϕ∗
)
,
(
g
χ∗
)〉
= i[ϕ∗[g]− χ∗[f ]].
A Maslov complex germ is defined as follows.
S-germ is set of all χ ∈ H ⊕H∗ such that Ω[χ]ΨM = 0 is S:
r(M) = {(Mϕ∗ϕ∗) , ϕ∗ ∈ H∗}
H-germ rˇ(M) is a set of all χ ∈ H ⊕H∗ such that ω(χ,Lk) = 0 and Ω[χ]ΨM ∼ 0 in H.
Lemma 21 (analog of 11, 12, 13) 1. rˇ(M) = r⊥(M)⊕ LCk .
2. The plane rˇ = rˇ(M) satisfies the following properties:
(a) χ ∈ LCk ⇒ χ ∈ rˇ, 1iω(χ, χ∗) > 0.
(b) χ ∈ rˇ, χ /∈ LCk ⇒ 1iω(χ, χ∗) > 0.
(c) χ1, χ2 ∈ rˇ ⇒ ω(χ1, χ2) = 0.
(d) Let χ ∈ H⊕H∗, ω(χ,LCk ) = 0. Then χ = χ++χ−, χ− ∈ rˇ, χ+ ∈ rˇ. Vectors χ± are determined up
to adding elements form LCk , and the operators
P : LC⊥ωk → rˇ/LCk , P∗ : LC⊥ωk → rˇ∗/LCk
of the form
Pχ = [χ−], P∗χ = [χ+].
are well-defined.
(e) P|
H=



 f
0




is a Hilbert-Schmidt operator.
3. Let rˇ ⊂ LC⊥ωk satisfy properties (a)-(e). Then rˇ = rˇ(M) for some M .
4. rˇ(M1) = rˇ(M2) iff ΨM1 ∼ constΨM2 .
The infinite-dimensional quadratic Hamiltonians are of the form
H =
1
2
a+Aa+ + a+Ba− +
1
2
a−A∗a− + ε,
where ε is a multiplicator by a complex number ε, definition of quadratic forms are analogous to (16).
Here Lk ∈ D(B), while the kernel of the operator A belongs to D(B)⊗D(B).
Classical Hamiltonian system is of the form χ˙ = Lχ with
L
(
ϕ
ϕ∗
)
=
( −iBϕ− iAϕ∗
iA∗ϕ+ i(Bϕ)∗
)
Impose the conditions:
LLk ⊂ Lk, Imε = −1
2
TrL|Lk .
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Lemma 22 (analog of lemma 17) 1. H is essentially self-adjoint on S ∩ D(a+Ba−). For the case
M ∈ D(B)⊗D(B), χ1, ..., χp ∈ D(B), one has Ω[χ1]...Ω[chip]ΨM ∈ D(H).
2. Let
dχ
dt
= LCχ. (17)
Then the operator Ω[χ(t)] commutes with i ddt −H.
3. Let ϕ0, f0 ∈ D(B). Then there exists a unique solution χ(t) =
(
f(t)
ϕ∗(t)
)
to the Caushy problem for
equation (17). The operator ut : χ0 7→ χ(t) is bounded; it is uniquely extended to H⊕H∗. The operator
ut conserves the 2-form ω.
Consider the reduced classical space
R = L⊥ωk /Lk,
with the norm
||[χ]||R = infχ∈[χ]||χ||.
The operator ut can be considered on this factorspace.
Lemma 23 (analog of lemma 18) Let H have a Gaussian eigenfunction and M ∈ D(B)⊗D(B). Then
classical system dχdt = Lχ is stable in R-topology.
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