ABSTRACT Security breaches due to attacks by malicious software (malware) continue to escalate posing a major security concern in this digital age. With many computer users, corporations, and governments affected due to an exponential growth in malware attacks, malware detection continues to be a hot research topic. Current malware detection solutions that adopt the static and dynamic analysis of malware signatures and behavior patterns are time consuming and have proven to be ineffective in identifying unknown malwares in real-time. Recent malwares use polymorphic, metamorphic, and other evasive techniques to change the malware behaviors quickly and to generate a large number of new malwares. Such new malwares are predominantly variants of existing malwares, and machine learning algorithms (MLAs) are being employed recently to conduct an effective malware analysis. However, such approaches are time consuming as they require extensive feature engineering, feature learning, and feature representation. By using the advanced MLAs such as deep learning, the feature engineering phase can be completely avoided. Recently reported research studies in this direction show the performance of their algorithms with a biased training data, which limits their practical use in real-time situations. There is a compelling need to mitigate bias and evaluate these methods independently in order to arrive at a new enhanced method for effective zero-day malware detection. To fill the gap in the literature, this paper, first, evaluates the classical MLAs and deep learning architectures for malware detection, classification, and categorization using different public and private datasets. Second, we remove all the dataset bias removed in the experimental analysis by having different splits of the public and private datasets to train and test the model in a disjoint way using different timescales. Third, our major contribution is in proposing a novel image processing technique with optimal parameters for MLAs and deep learning architectures to arrive at an effective zero-day malware detection model. A comprehensive comparative study of our model demonstrates that our proposed deep learning architectures outperform classical MLAs. Our novelty in combining visualization and deep learning architectures for static, dynamic, and image processing-based hybrid approach applied in a big data environment is the first of its kind toward achieving robust intelligent zero-day malware detection. Overall, this paper paves way for an effective visual detection of malware using a scalable and hybrid deep learning framework for real-time deployments.
I. INTRODUCTION
In this digital world of Industry 4.0, the rapid advancement of technologies has affected the daily activities in businesses as well as in personal lives. Internet of Things (IoT) and appliThe associate editor coordinating the review of this manuscript and approving it for publication was Corrado Mencar.
cations have led to the development of the modern concept of the information society. However, security concerns pose a major challenge in realizing the benefits of this industrial revolution as cyber criminals attack individual PC's and networks for stealing confidential data for financial gains and causing denial of service to systems. Such attackers make use of malicious software or malware to cause serious threats and vulnerability of systems [1] . A malware is a computer program with the purpose of causing harm to the operating system (OS). A malware gets different names such as adware, spyware, virus, worm, trojan, rootkit, backdoor, ransomware and command and control (C&C) bot, based on its purpose and behavior. Detection and mitigation of malware is an evolving problem in the cyber security field. As researchers develop new techniques, malware authors improve their ability to evade detection.
A. RESEARCH BACKGROUND
When Morris worm made its appearance as the first ever computer virus in 1988-89, antivirus software programs were designed to detect the existence of such a malware by finding a match with the virus definition database updated from time to time. This is called signature-based malware detection, which can also perform a heuristic search to identify the behavior of malware. However, the major challenge in such classical approaches is that new variants of malware use antivirus evasion techniques such as code obfuscation and hence such signature-based approaches are unable to detect zero-day malwares [2] . Signature-based malware detection system requires extensive domain level knowledge to reverse engineer the malware using Static and Dynamic analysis and to assign a signature for that. Moreover, signature-based system requires larger time to reverse engineer the malware and during that time an attacker would encroach into the system. In addition, signature-based system fails to detect new types of malware.
Security researchers have identified that hackers predominantly use polymorphism and metamorphism as obfuscation techniques against signature-based detection. In order to address this problem, software tools are used to manually unpack the codes and analyses the application programming interface (API) calls. Since this process is a resource intensive task, [3] presented an automated system to extract API calls and analyses the malicious characteristics using a four-step methodology. In step 1, the malware is unpacked. In step 2, the binary executable is disassembled.
Step 3 involves API call extraction.
Step 4 involves API call mapping and statistical feature analysis. This was enhanced in [4] using a 5-step methodology incorporating machine learning algorithm (MLA) such as SVM with n-gram features extracted from large samples of both the benign and malicious executables with 10-fold cross validations. Later, in [5] a comparative study of various classical machine learning classifiers for malware detection was performed, and a framework for zero day malware detection was proposed. To handle malicious code variants, the sequence of API calls and their frequency of appearance of API calls passed into similarity based mining and machine learning methods [7] . The detailed experimental analysis was done on very large data set and to extract the features from malware binaries a unified framework proposed. In [8] , API calls features and a hybrid of support vector machine (SVM) and Maximum-Relevance MinimumRedundancy Filter (MRMRF) heuristics were employed to present novel feature selection approaches for enhanced malware detection. Recently, with the increase in unknown malware attacks, the detailed information on obfuscated malware is discussed by [6] and many researchers are improving the MLAs for malware detection [9] . This forms the motivation of this research work.
B. NEED FOR THE STUDY
Machine learning algorithms (MLAs) rely on the feature engineering, feature selection and feature representation methods. The set of features with a corresponding class is used to train a model in order to create a separating plane between the benign and malwares. This separating plane helps to detect a malware and categorize it into its corresponding malware family. Both feature engineering and feature selection methods require domain level knowledge. The various features can be obtained through Static and Dynamic analysis. Static analysis is a method that captures the information from the binary program without executing. Dynamic analysis is the process of monitoring malware behavior at run time in an isolated environment. The complexities and various issues of Dynamic analysis are discussed in detail by [10] . Dynamic analysis can be an efficient long term solution for malware detection system. The Dynamic analysis cannot be deployed in end-point real time malware detection due to the reason that it takes much time to analyze its behavior, during which malicious payload can get delivered. Malware detection methods based on Dynamic analysis are more robust to obfuscation methods when compared to statically collected data. Most commonly, the commercial anti-malware solutions use a hybrid of Static and Dynamic analysis approaches.
The major issue with the classical machine learning based malware detection system is that they rely on the feature engineering, feature learning and feature representation techniques that require an extensive domain level knowledge [11] - [13] . Moreover, once an attacker comes to know the features, the malware detector can be evaded easily [14] .
To be successful, MLAs require data with a variety of patterns of malware. The publicly available benchmark data for malware analysis research is very less due to the security and privacy concerns. Though few datasets exist, each of them has their own harsh criticisms as most of them are outdated. Many of the published results of machine learning based malware analysis have used their own datasets. Even though publicly available sources exist to crawl the malware datasets, preparing a proper dataset for research is a daunting task. These issues are the main drawbacks behind developing generic machine learning based malware analysis system that can be deployed in real time. More importantly, the compelling issues in applying data science techniques were discussed in detail by [15] .
In recent days, deep learning, which is an improved model of neural networks has outperformed the classical MLAs in many of the tasks which exist in the field of natural language processing (NLP), computer vision, speech processing and many others [16] . During the training process, it tries to capture higher level representation of features in deep hidden layers with the ability to learn from mistakes. MLAs experience diminishing outputs as they see more and more data whereas deep learning captures new patterns and establishes associations with the already captured pattern to enhance the performance of tasks. There exists few research studies towards the application of deep learning architectures for malware analysis to improve cyber security [13] , [11] , [12] , [17] , [18] , [18] - [24] . However, with Industry 4.0, the number of malwares is rapidly increasing in recent times. Since the continuous collection of malware in real time results in Big Data, the existing approaches are not scalable with very high requirements for storage and time in making efficient decisions. The absence of scalable and distributed architectures in solving malware analysis motivated the current research to investigate the algorithms and develop a scalable architecture, namely ScaleMalNet.
C. MAJOR CONTRIBUTIONS OF THE STUDY
To fill the gap in literature, in this paper, a scalable deep learning network architecture for malware detection called ScaleMalNet is proposed with the capability to leverage the application of Big Data techniques to handle vary large number of malware samples. Overall, the major contributions of the current research work are: 1) A new proposal of a scalable and hybrid framework, namely ScaleMalNet which facilitates to collect malware samples from different sources in a distributed way and to apply pre-processing in a distributed manner. The framework has the capability to process large number of malware samples both in real-time and on demand basis. 2) A proposal of a novel image processing technique for malware classification. 3) ScaleMalNet follows two stage approach, in the first stage the executables file is classified into malware or legitimate using Static and Dynamic analysis and in second stage the malware executables file is categorized into corresponding malware family. 4) An independent performance evaluation of classical MLAs and deep learning architectures, benchmarking various malware analysis models. The rest of the paper is organized as follows. Section II reviews the key malware classification models considering various approaches traditionally employed for malware analysis. In Section III, deep learning architectures are introduced to get insights into this research background. Section IV presents the implementation architecture for deep learning in this research study and the statistical measures used to evaluate the performance of the classifier. Section V describes the experiments and observations of malware classification using deep learning based on Static analysis. Section VI discusses the experimental study and the results obtained for malware classification using deep learning based on Dynamic analysis. Section VII presents the experimental outcome of our deep learning architecture based on novel image processing technique used for malware categorization. Section VIII provides details of ScaleMalNet. Finally, Section IX provides the conclusion of this study and future work.
II. MALWARE CLASSIFICATION MODELS
In this section, we discuss the pros and cons of some of the popular classification models adopted for malware detection traditionally using static and dynamic analysis as well as their variations in recent years. However, with Big Data, it is more important to consider image processing techniques for enhanced data visualization and effective decision making. A good understanding of these methods form the basis of our research presented in this paper.
A. MALWARE CLASSIFICATION USING STATIC ANALYSIS
Several security researchers have applied domain level knowledge of portable executables (PE) for static malware detection. At present, analysis of byte n-grams and strings are the two most commonly used methods for static malware detection without domain level knowledge. However, the n-gram approach is computationally expensive and the performance is considerably very low [25] . It is often difficult to apply domain level knowledge to extract the necessary features when building a machine learning model to distinguish between the malware and benign files. This is due to the fact that the windows operating system does not consistently impose its own specifications and standards [9] . Due to constantly changing specifications and standards from time to time, the malware detection system warrants revisions to meet future security requirements. To address this, [26] has applied machine learning algorithms (MLAs) with the features obtained from parsed information of PE file. They adopted formatting of agnostic features such as raw byte histogram, byte entropy histogram which was taken from [19] , and in addition employed string extraction. MalConv [11] compared these classical machine learning models with the deep learning approach. They have made the dataset with features as well as raw files and the associated code publicly available since deep learning models require more exploration and require further research.
A classical fully connected network and recurrent neural network (RNN) model of deep learning was traditionally employed to detect malware with 300 bytes information from the PE header file [9] . Subsequently, [12] has employed convolutional neural network (CNN) on a large number of byte long executables and obtained consistent results across 2 different tests based on a previous study [25] . Using domain level knowledge, [26] has extracted several features and showed that its performance is comparable to the MalConv [11] deep learning approach. The performance of Malconv model was improved by making modification to the existing architecture [12] . We believe that the deep learning capabilities have not been fully realized, and this VOLUME 7, 2019 work proposes the application of Windows-StaticBrain-Droid (WSBD) model for incorporating deep learning.
In this work, by using WSBD, we evaluate the performance of benchmarked models [11] , [26] and [12] on the publicly available dataset from [26] along with privately collected samples of benign and malwares. We introduce several variants of the existing deep learning architectures from [11] and [12] . In addition, we compare the performance of various classical machine learning classifiers on the domain level features obtained from [26] using deep learning techniques.
B. MALWARE CLASSIFICATION USING DYNAMIC ANALYSIS
Malware analysis methods based on Dynamic analysis are more robust to obfuscation methods as compared to Static analysis. In [20] , features from 5 minutes API calls were extracted and passed on to CNN for classification using Dynamic analysis. They used around 170 samples and obtained 0.96 for Area under Curve (AUC) as the quality measure. In [21] , shallow feed forward network with feature sets of API calls were obtained from a large number of samples of benign and malware that were collected privately. It performs well as compared to the existing approaches but it lacks the study on the speed of execution, which is important for real-time deployments. In [22] , experiments with echo state networks (ESNs) and RNN were conducted to learn the language of malwares. In most of the experiments, the ESNs performed well in comparison to RNN. In [23] , experiments were conducted to determine when to stop the malware execution with respect to the network communication. This method has reduced the total time taken by 67% compared with conventional methods. In [24] the application of RNN and its variant long short term memory (LSTM) and CNN were employed for malware classification with API call long sequences as features. The major problem with the existing methods are that they take more time to analyze the behaviors during execution. In [24] , a hybrid of CNN and RNN was employed for malware classification using system call sequences. These system calls were obtained from Dynamic analysis, and their method was reported to outperform previously used algorithms such as SVM and hidden markov model (HMM). However, we identify the main drawback as the failure to discuss the importance of execution time towards detection of malware in real-time. In [13] has proposed a method based on RNN with two different datasets. They also evaluated the performance of other classical machine learning classifiers. They had reported 94% accuracy with 5s execution time.
Many research studies have compared malware detection techniques based on Static, Dynamic, and Hybdrid analysis. In [27] , use of HMM on both static and Dynamic analysis of feature sets and a comparative study on detection rates was conducted over a substantial number of malware families. They reported that Dynamic analysis generally yielded the best detection rates. In this work, we propose Windows-Dynamic-Brain-Droid (WDBD) model that evaluates the efficacy of the various classical machine learning algorithms (MLAs) and deep learning architectures to know which algorithm is most appropriate for windows malware classification. We employ two different datasets that contain different numbers of malware and benign samples that are captured during different execution time.
C. MALWARE CLASSIFICATION USING IMAGE PROCESSING TECHNIQUES
Malware attacks are on the rise and in recent days, new malwares are easily generated as variants of existing malware from a known malware family. To overcome this problem, it is important to learn the similar characteristics of malware that can help to classify it into its family. Several studies conducted in [28] - [32] , [34] , [35] have taken advantage of the fact that most malware variants are similar in structure, with digital signal and image processing techniques used for malware categorization. They have transformed the malware binaries into gray scale images and report that malwares from the same malware family seem to be quite similar in layout and texture. Since image processing techniques require neither disassembly nor code execution, it is faster in comparison to the Static and Dynamic analysis. The main advantage of such an approach is that it can handle packed malware, and can work on various malwares irrespective of the operating system. Experimental results have shown 98% classification accuracy on a huge malware database and it is also resilient to popular obfuscation techniques namely, encryption. They have made benchmarked data, Malimg as public for further research. They also presented Search and RetrieVAl of Malware (SARVAM), an online malware search and retrieval system where binary executable can be analyzed by utilizing similarity metrics. They also presented SigMal, a malware similarity detection framework which was based on signal processing. It has the capability to handle both packed and unpacked samples, avoiding unpacking process which uses resources intensively. Heuristics based on the information about the PE structure were used to augment the accuracy of the signal processing based features. Experimental outcomes exhibit that SigMal's performance out wings all other static malware detection methods in terms of accuracy.
In recent days, the Malimg dataset is used to evaluate the efficacy of advanced machine learning algorithms (MLAs) over classical MLAs. Instead of following various signal and image processing techniques, the applications of deep learning algorithms are transformed into malware categorization using Malimg dataset [17] , [18] . In [17] , they have applied the combination of SVM and deep learning architectures such CNN and RNN variations. They have divided the dataset randomly into 80% for training and 20% for testing and claimed that the combination of GRU and SVM performed well in comparison to the other methods. Recently, [18] did the detailed analysis of different CNN architectures such as ResNet-50, VGG16, VGG-19 and the transfer learning applied on both the Malimg and privately collected dataset. In this work, we propose DeepImageMalDetect (DIMD) that leverages deep learning with image processing approach for malware categorization. The performance of the proposed architecture is compared with the other deep learning architectures and classical machine learning classifiers. All these methods are evaluated on the benchmark dataset and the also the performance of those methods are shown on the recently collected private malware samples.
At last, we propose hybrid malware analysis system named as ScaleMalNet which composed of Windows-Static-BrainDroid (WSBD), Windows-Dynamic-Brain-Droid (WDBD) and DeepImageMalDetect (DIMD). This can detect malware in real-time more accurately. The details of the deep learning architectures, the implementation architecture and the analysis of different approaches are presented as follows.
III. DEEP LEARNING ARCHITECTURES
Deep learning or deep neural networks (DNNs) takes inspiration from how the brain works and forms a sub module of artificial intelligence. The main strength of deep learning architectures is the capability to understand the meaning of data when it is in large amounts and to automatically tune the derived meaning with new data without the need for a domain expert knowledge. Convolutional neural networks (CNNs) and Recurrent neural networks (RNNs) are two types of deep learning architectures predominantly applied in real-life scenarios. Generally, CNN architectures are used for spatial data and RNN architectures are used for temporal data. The combination of CNN and LSTM is used for spatial and temporal data analysis. The concepts behind the various deep learning architectures are discussed in a mathematical way. All the mathematical equations are taken from [16] .
A. DEEP NEURAL NETWORK (DNN)
A feed forward neural network (FFN) creates a directed graph in which a graph is composed of nodes and edges [16] . FFN passes information along edges from one node to another without formation of a cycle. Multi-layer perceptron (MLP) is a type of FFN that contains 3 or more layers, specifically one input layer, one or more hidden layer and an output layer in which each layer has many neurons, called as units in mathematical notation. The number of hidden layers is selected by following a hyper parameter tuning approach. The information is transformed from one layer to another layer in forward direction without considering the past values. Moreover, neurons in each layer are fully connected. An MLP with n hidden layers can be mathematically formulated as given below:
H defines hidden layer. This way of stacking hidden layers is typically called as deep neural networks (DNNs). gradient issue [36] . ReLU has been turned out to be more proficient and capable of accelerating the entire training process altogether. ReLU is defined mathematically as follows:
where x denotes input.
B. CONVOLUTIONAL NEURAL NETWORK (CNN)
Convolutional network or convolutional neural network or CNN is supplement to the classical feed forward network (FFN), primarily used in the field of image processing [16] . It is shown in Figure 2 , where all connections and hidden layers and its units are not shown. Here, m denotes number of filters, ln denotes number of input features and p denotes reduced feature dimension, it depends on pooling length. In this work, CNN network composed of convolution 1D layer, pooling 1D layer and fully connected layer. A CNN network can have more than one convolution 1D layer, pooling 1D layer and fully connected layer. In convolutional 1D layer, the filters slide over the 1D sequence data and extracts optimal features. The features that are extracted from each filter are grouped into a new feature set called as feature map. The number of filters and the length are chosen by following a hyper parameter tuning method. This in turn uses non-linear activation function, ReLU on each element. The dimensions of the optimal features are reduced using pooling 1D layer using either max pooling, min pooling or average pooling. Since the maximum output within a selected region is selected in max pooling, we adopt max pooling in this work. Finally, the CNN network contains fully connected layer for classification. In fully connected layer, each neuron contains a connection to every other neuron. Instead of passing the pooling 1D layer features into fully connected layer, it can also be given to recurrent layer, LSTM to capture the sequence related information. Finally, the LSTM features are passed into fully connected layer for classification.
C. RECURRENT STRUCTURES
Recurrent structures have the capability to learn the sequence information in the data. The well-known recurrent structures are recurrent neural network (RNN) and long short term memory (LSTM) [16] . Figure 3 shows the architecture of CNN depicting an RNN unit and an LSTM memory block. RNN is not like a feedforward network where the signals flow only in one direction from input to output. When data is represented as a sequence, RNN is used to handle the positional memory. In this network, the output of a layer is added to the next input and then fed into the same layer. It controls the information of signal with respect to the time. RNNs are the best suited network if the pattern of the data changes with time.
The transition function of RNN is denoted by tf . At each time step t, the hidden state vector h t is estimated as follows:
During backpropagation, the transition function tf goes into the problem of vanishing gradient when the model propagates through multiple steps. This can lead to the decay of information through time. To overcome this, gradient clipping and gating mechanisms are introduced [16] . An LSTM network is a type of RNN which helps in handling long-term dependencies with memory blocks and gating functions. A memory cell is a part of memory block which acts like a memory and this is controlled using several gating functions such as input, output and forget gates. The computation of LSTM unit at time step t is mathematically defined as follows: 
IV. IMPLEMENTATION ARCHITECTURE AND STATISTICAL MEASURES
The implementation architecture adopted for our experimental analysis is a real-time distributed Apache Spark cluster computing platform. A prototype model is developed for this research and to protect the confidentiality, we provide only a summary of the scalable framework implemented for this purpose. The Apache spark. 1 cluster computing framework is set up over Apache Hadoop Yet Another Resource Negotiator (YARN) 2 This framework facilitates to efficiently distribute, execute and harvest tasks. Each system has specifications (32 GB RAM, 2 TB hard disk, Intel(R) Xeon(R) CPU E3-1220 v3 @ 3.10GHz) running over 1 Gbps Ethernet network. We define the basic unit of our Apache Spark cluster as a node, which is a machine. The developed framework has 3 kinds of nodes, master node, slave node and data storage node. The master node (Cm) controls all the nodes in the framework. The user can communicate to the system through master node interface. It retrieves data from data storage node and performs preprocessing and segmentation. This distributes workloads to other slave nodes and finally aggregates the output from all other slave nodes. The slave nodes (Cs) retrieve preprocessed data from the master node. There might be a big quantity of them to investigate data in parallel. The master-slave node framework keeps computation very fast and also adjusts according to the size of the data. The data storage node (Cds) is used for storing data. It also acts as a slave node. This keeps track of data on daily basis and aggregates the data to daily, weekly and monthly basis. The proposed scalable architecture can be scaled out to break down much bigger volumes of network event information. All deep learning models are implemented using TensorFlow [37] with Keras [38] . All classical machine learning algorithms (MLAs) are implemented using Scikitlearn [39] . All experiments related to deep learning architectures are run on GPU enabled TensorFlow machines. In this study, to evaluate the performance of classifiers, we have considered Accuracy (Accuracy ∈ 
and
One of the most commonly used diagnostic tool to identify the interpretation of the binary classifier is Receiver Operating Characteristic (ROC) curve. Primarily, the ROC curves are used when the samples of each class are balanced. Most commonly, area under the curve (AUC) is used to compare the ROC curves. AUC, as the name indicates, just the area under the ROC curve. It specifically measures the amount of separation between classes. AUC is defined as;
Higher the AUC indicates that the model predicts classes accurately. To generate ROC, we estimated the trade-off between the true positive rate (TPR ∈ 
and We prepare the datasets for conducting the experimental analysis using the following pre-processing stages: 1) Ember: Using domain level knowledge, various features from parsed PE file as well as format-agnostic features such as raw byte histogram, byte entropy histogram are taken from [26] , and strings are extracted and passed into the LightGBM model. Since the performance of LightGBM model is good as compared to MalConv model, they use gradient boosed decision tree (GBDT) in LightGBM with default parameters consisting of 100 trees and 31 leaves per tree. Following, in this work we evaluate the performance of classical MLAs and DNNs for malware classification using the Ember dataset. 2) MalConv: MalConv is an architecture proposed in [11] for malware detection which composed of 3 different sections are undergone, namely (1) pre-processing (2) convolution and (3) fully-connected. In the pre-processing section, the raw byte sequences from the binary files are passed into embedding layer. [12] . We introduce the modifications in the LSTM layer with 30 memory blocks added into MalConv as well as variants of MalConv after the Global maxpooling and Global average are respectively incorporated. Finally, the features of LSTM layer are passed into SVM for classification. In SVM, c and kernel function value is set into 1.0 and rbf respectively.
B. DATA ANALYSIS AND RESULTS
We present the data analysis and results obtained from various experiments conducted on the variants of the existing deep learning architecture mentioned above [11] , [12] , [26] . A fully connected layer has used ReLU activation function which helps to prevent from vanishing and exploding gradient issue. DNN with 4,608 achieved the best performance and the performance deteriorated when the number of hidden units increases from 4,608 to 5,120 and 5,632. Thus the number hidden units is set into 4,608. Later, to identify an optimal learning rate, two trails of experiments were run for DNN with learning rate in the range [0.01-0.05] till 100 epochs. The DNN network with learning rate 0.01 performed well in compared to other learning rates. Later to identify the DNN network structure, we run two trails of experiments with DNN 1 to 12 layers till 100 epochs. Initially, all the fully connected layers have used the 4,608 hidden units and the performance with DNN 10 layer was good compared to other DNN networks. Later, we followed decreasing the number of units along with increasing the number of layers. Finally, the neurons in the 10 fully connected layers are set to 4,608, 4,096, 3,584, 3,072, 2,560, 2,048, 1,536, 1,024, 512, 128 hidden units respectively. Dropout of 0.01 and Batch normalization is placed in between the fully connected layers which helps to prevent from overfitting and increases the speed of learning during training respectively. Generally, dropout removes the neurons and its connections randomly. When the experiments with DNN were run without the dropout and Batch normalization, the DNN models results in overfitting and took larger time for training. Sigmoid is used in output layer which results 0 or 1 where 0 indicates benign and 1 indicates malware. The detailed parameter details of DNN network is reported in Table 1 . Table 2 gives the detailed results of all the models having marginal difference in terms of accuracy. Among all models, variants of MalConv performed better. The performance of Ember datasets with domain level features have outperformed the Malconv, which can be enhanced by following a hyper parameter tuning method. More importantly, DNN outperformed other classical MLAs and as well as the Malconv architecture. The dataset used in this study is a sub set of Ember and the dataset is balanced. However, in most of the cases the benign and malware classes have imbalanced data samples distribution. This can be controlled using data mining techniques [45] . The performances of variants to the existing deep learning architectures are closer to the Ember and Malconv.
Finally, this work suggests that the hybrid of domain level knowledge with classical machine learning models and deep learning architectures on the entire byte sequences can be used in real-time to detect the malware effectively, shown in Figure 4 .
The limitation of this work is that a detailed analysis on the hyper parameter tuning method has not been adopted for the variants of the existing deep learning architectures. Thus, this remains scope for future enhancement towards improving the performance of malware detection.
VI. MALWARE DETECTION USING DEEP LEARNING BASED ON DYNAMIC ANALYSIS
We present an evaluation sub module to compare classical machine learning algorithms (MLAs) and deep learning architectures based on Dynamic analysis for windows malware detection. All the models are examined on the behavioral data that are collected via Dynamic analysis [13] . The parameters for deep networks are selected by following a hyper parameter selection approach with various trials of experiments conducted upto 1,000 epochs with varied learning rate [0.01-0.5]. Deep learning architectures outperformed the classical MLAs in all types of experiments. This is due to the fact that those deep models are able to learn the optimal, high level and abstract feature representations by passing them into more than one hidden layers. The result of best performed model is not directly comparable to [13] , due to the splitting methodology used for training and testing which is entirely different. Within the first 5 seconds of execution, both classical MLAs and deep learning architectures have the capability to detect whether the executable file is benign or malicious.
A. DESCRIPTION OF DATASET
We have employed two types of datasets from previous research works [13] . Dataset 1 was collected using VirtualBox 5 virtual machine using Cuckoo Sandbox 6 with a custom package written in the Java library, Sigar 7 to collect the machine activity data. The virtual machine has the capacity of 2GB RAM, 25GB storage, and a single CPU core running 64-bit Windows 7. Dataset 2 was collected in a VirtualBox virtual machine using Cuckoo Sandbox with a custom package written in the Python library, Psutil 8 to collect the machine activity data. The virtual machine has the capacity of 8GB RAM, 25 GB storage, and a single CPU core running 64-bit Windows operating system. The detailed statistics of Dataset 1 and Dataset 2 is reported in Table 3 .
B. DATA ANALYSIS AND RESULTS
We adopt a hyper parameter technique to identify the optimal parameters for deep learning models so that the malware detection rate is enhanced. Initially, the training dataset is randomly split into 70% training and 30% validation. The validation data helped to observe the training accuracy across different epochs. Finally, the performance of the trained model is evaluated on the test dataset. For network parameters, three trials of experiments are run for the hidden units to enhance the learning rate with the basic CNN and DNN model. Both the CNN and DNN models experiments have used adam as optimizer and binary cross entropy as loss function. Both the models are composed of 3 layers such as input layer, hidden layer and an output layer. In input layer, the two models contain 10 neurons for 10 different features and the output layer contains 1 neuron with sigmoid activation function. To find out the hidden units for DNN, various experiments are run for the neurons in the range .
In the experiments with 64 neurons, DNN performed well in comparison to the other neurons. To find out the number of filters in CNN, 3 trials of experiments are run for the filters in the range . CNN network with filters 32 performed well in comparison to the other filters. These parameters are set for the rest of the experiments were conducted to identify the optimal parameter for learning rate and various configurations of experiments for network parameters were made with learning rate within the limit [0.01-0.5]. In most of the cases, performance of experiments associated with lower learning rate was found to be good in identifying the executable as either benign or malware. By reviewing the training time and the malware detection rate, the learning rate 0.01 is used for the rest of the experiments.
To find out the optimal network structure for DNN and CNN, DNN/CNN 1, 2, 3, 4, and 5 layers were used, and 3 trials of experiments were run for various network topologies for 100 epochs. DNN model with 4 layers and CNN with 1 layer performed well in comparison to the other network topologies. In DNN, to reduce overfitting and increase the training speed, the concept of dropout 0.01 and Batch normalization were employed. In CNN, dropout 0.3 was used before the penultimate layer. When the numbers of layers were increased in the DNN and CNN model, the malware detection rate decreased. This is attributed to over fitting. DNN and CNN models with less number of parameters attained good malware detection rate with up to 100 epochs, but the more complex deep learning models attained the highest malware detection rate when the experiments were run up to 1,000 epochs. The functional block diagram of the proposed deep learning architecture based on Dynamic analysis for windows malware detection is shown in Figure 5 . The executable files are passed into the Dynamic analysis phase which extracts different features. These features are passed into various classical MLAs and deep learning architectures to learn the characteristics of legitimate and malware files. Both CNN and DNN models have used adam optimizer, sigmoid nonlinear activation function and binary-cross entropy loss function. ReLU is used as activation function in convolution and fully connected layers. The sigmoid and binary-cross entropy are mathematically defined as follows:
where x defines input, pd is predicted probability, ed is the expected class label. The detailed test results are reported in Table 4 and ROC curve for Data set 1 and Data set 2 is shown in Figure 6a and Figure 6b respectively. For a comparative study, various classical MLAs are evaluated on the Dataset 1 and Dataset 2. For these algorithms, the default parameters of Scikit-learn were used and not the hyper parameter tuning method. Thus the performance of various classical MLAs can be further enhanced by following a hyper parameter tuning method. In both the datasets the deep models outperformed the classical MLAs. Moreover, CNN model outperformed the DNN model.
In this sub module, a comparative study of various classical MLAs and deep learning architectures for windows malware detection is done. Deep learning architectures outperformed the classical MLAs in all types of experiments conducted with 2 different datasets. These models are capable of detecting the executable as malicious or benign within the first 5 seconds of execution. The reported results could be improved further as future research work by promoting training or stacking a few more layers to the existing architectures. Further, new features could be added to the existing data, and these explorations are devoted for future research. 
VII. MALWARE FAMILY CATEGORIZATION USING DEEP LEARNING BASED ON IMAGE PROCESSING
We propose a novel DeepImageMalDetect (DIMD) as a deep learning model based on image processing techniques with convolutional neural network (CNN) and long short term memory (LSTM) hybrid pipeline for malware categorization. The proposed method uses visualization with deep learning for malware family categorization. This method completely avoids the feature engineering which was followed in the existing methods [43] and [44] to convert the malware files into images. The proposed method is fast compared to Static and Dynamic analysis as it works on the raw bytes and completely avoids disassembly or execution. The second advantage compared to the existing methods [43] and [44] is that the proposed method is agnostic to packed malware. In other words, packed malware variants from the unpacked malware can contain visual similarity.
Most commonly, similar techniques are followed separately to develop malware detection for different operating system (OS). The proposed method has the capability to work on malwares from different OS such as Windows, Android Linux etc.
The method behind malware image generation was initially proposed by [40] . A binary object's data can be represented as gray scale images, where each byte associated to the image pixel color with a value of zero for black, and a value of 255 for white and all other values are intermediate shades of gray. They also reported that malware image analysis facilitates to differentiate the different parts of the data. This approach can be applied towards various tasks such as fragment classification, file type identification, methods which require an understating of primitive data types and identifying the contents of location of regions. In [33] , the malware was transformed into gray scale images by reading 8-bit unsigned integers. The width of image is defined by file size and height is allowed to vary depending on the width and file size. By following a method proposed by [41] , the malware images were resized to two-dimensional (2D) matrix of 32 × 32 and mapped into 1x1024 size array. Each feature array is normalized using L2 normalization.
We performed a comparative study by employing classical MLAs and deep learning algorithms on the benchmark datasets, Malimg [17] , [33] and privately collected malware samples. 
A. DESCRIPTION OF DATASET
The two types of datasets used here are: Malimg (Dataset 1) and privately collected samples (Dataset 2). Malimg dataset contains 9,339 malware samples from 25 various malware families. The detailed statistics of the dataset is reported in Table 5 . The dataset was formed by transforming malware binaries into a matrix. This matrix has 8-bit unsigned integer. This matrix can be visualized as a grayscale image which contains values in the range of [0, 255], 0 represents black and 255 represents white. We converted the 2D matrix into 1D vector form, resulting in a 1x1024 size array. L2 normalization is employed for newly formed data. Next, the dataset was randomly divided into 70% training and 30% testing dataset with both these datasets containing samples for each malware family.
Dataset 2 was crawled from VirusSign 9 and VirusShare 10 over one year period. About 15,512 malware samples and antivirus labels for malware samples were obtained by using VirusTotal. 11 AVclass [42] tool was used for labeling the malware samples. These samples are grouped into 10 malware families. The detailed statistics of the dataset is given in Table 6 .
B. DATA ANALYSIS AND RESULTS
The proposed architecture, DeepImageMalDetect (DIMD) is shown in Figure 7 . For both the datasets, the performance of various classical machine learning algorithms (MLAs) and deep learning architectures were evaluated for malware data 9 http://www.virussign.com/ 10 https://virusshare.com/ 11 https://www.virustotal.com/ analysis. In most of the cases, the deep learning architectures outperformed the classical MLAs. For all the deep learning architectures, we adopted adam optimizer and softmax activation function with categorical-cross entropy loss function. The detailed configuration of optimal deep learning architecture are reported in Table 7 . The experimental design and the results obtained are described below:
1) Experiments on Dataset 1, Malimg: To select optimal values for parameters and structures of the deep learning architecture, various experiments were conducted using Dataset 1. Initially the 70% training was randomly divided into 50% training and 20% validation.
To find out suitable parameter for the number of filters, VOLUME 7, 2019
FIGURE 7. Proposed deep learning architecture based on Image processing -deep image mal detect (DIMD).
3 trials of experiments were run for filters 16, 32 and 64, and with filter length 3 for a CNN network with one layer CNN, maxpooling with pooling length 2 and followed by fully connected layers. The fully connected layer contains 25 neurons with softmax activation function. These experiments were run till 100 epochs with batch size 32. After it was tested on the validation dataset, the CNN network with 64 filters and filter length 3 showed the best accuracy. In the same experiment, dropout of 0.5 was placed before the fully connected layer. This facilitated to avoid over fitting. Without dropout, the experiments with CNN ended up in overfitting. To find out suitable learning rate, 2 trials of experiments were run for varied learning rate in the range 0.01-0.5. Experiments with learning rate 0.01 performed well. Experiments with lower learning rate showed less accuracy in comparison to higher learning rate when the experiments were run till 50 epochs. When it was run till 200 epochs, the lower learning rates performed well. Based on computational time and accuracy, the learning rate was set to 0.01 for the rest of the experiments. In order to determine the network structure, 3 types of CNN networks were used with 1, 2 and 3 layers. Four trials of experiments were run for all network topologies of CNN. These experiments were run till 150 epochs. CNN network with 2 CNN layers had performed well. The performance of CNN 3 layer remained same as CNN 2 layer even when the experiments were run till 300 epochs. In second set of experiments, the outputs of the CNN layer were passed into recurrent layer, LSTM. In order to determine the number of memory blocks, 3 trials of experiments were run for memory blocks 18, 36, 70 and 100. The experiment with 70 memory blocks performed well in comparison to the others. There are two phases in both machine learning and deep learning models. All these models are trained using training data and evaluated on the testing dataset. The training loss function is monitored during training and if c + 1 achieves improvement in loss function than c, then that epoch model is saved. The training accuracy of all deep learning architectures for 1,000 epochs are shown in Figure 8 . The training loss of all deep learning architectures are shown in Figure 9 . We observe that CNN 2 and CNN-LSTM 2 architectures have achieved optimal accuracy for 150 epochs. CNN 1 followed improvement in accuracy till 1,000 epochs. This shows that the network with less number of parameters require more epochs to converge or attain optimal performance. CNN 2 achieved optimal performance for epochs 210 and after that due to overfitting the network has shown sudden decrease. Finally, CNN 2 performed well in comparison to all other architectures for 1,000 epochs. During testing, the test data was passed to all the saved models and we estimated the accuracy, precision, recall and f1-score.
The results are reported in Table 8 . Tables 9, 11 contains the detailed test results in terms of TPR and FPR of each classes for classical MLAs and deep learning architectures respectively. Among all classical MLAs, SBM performed well, particularly showed higher TPR and lower FPR for the malware families C2Lop.P, Lolyda.AT, Swizzor.gen!I and VB.AT. More importantly, it showed better TPR and FPR for the malware family VB.AT compared to deep learning architectures. Thus the application of transfer learning in deep learning architectures can enhance the performance in malware detection and categorization. The performance of CNN 2 layer with LSTM showed higher TPR and lower FPR except the malware families Malex.gen!J, Obfuscator.AD, Rbot!gen, Skintrim.N, Swizzor.gen!E,VB.AT, and Yuner.A. This is mainly due to the reason that these classes contains less number of samples and due to overfitting the performance of CNN 2 layer with LSTM architecture reduced compared to other architectures. Another significant reason is that these malware families contains less number of families compared to other classes. Thus, application of cost-sensitive approach in deep learning can easily handle imbalanced data during training [45] . The accuracy measure hides the detail of the performance of the classification model. Since the Malimg dataset is highly imbalanced, we used the confusion matrix to understand the performance, shown in Table 10 and computed the Error rate as
Error rate= 1 − corrected predictions total predictions × 100.
The error rate for malwares Adialer.C, Agent.FYI, Alueron.gen!J, Autorun.K, Dontovo.A, Fakerean, 
C. DEEPIMAGEMALDETECT (DIMD)
An overview of our proposed DeepImageMalDetect (DIMD) model is shown in Figure 7 . This uses CNN-LSTM pipeline which helps to extract temporal and spatial features. The architecture is composed of 3 layers. In input layer, the malwares are converted into image format [33] , and these images are transformed into 1D vector [17] . These 1D vectors of length 1024 form an input to the CNN layer composed of 64 filters with filter length 3, max-pooling with pooling length 2, a convolution layer with 128 filters of filter length 3, max-pooling with pooling length 2, an LSTM layer with 70 memory blocks and dropout 0.1 and a fully connected layer. The dropout is used to alleviate the overfitting. It randomly removes the units along with connections. The fully connected layer contains 25 units with activation function softmax. The softmax is defined as follows
where SF defines softmax activation function, x defines input. The fully connected layer uses categorical-cross entropy as loss function and is estimated as follows: where pd is true probability distribution, ed is predicted probability distribution. We have used adam as an optimizer to minimize the loss of categorical-cross entropy.
In this sub module, the application of image processing techniques along with classical MLAs and deep learning architectures are used for malware categorization. The efficacy of classical MLAs and deep learning architectures are evaluated on benchmark dataset and privately collected malware samples. Deep learning architectures outperformed the classical MLAs. This method is agnostic to packing and operating system. Moreover, it takes less time as compared to Static and Dynamic analysis due to the fact that it does not require disassembly or execution inside virtual environment. Additionally, the sub module proposed DeepImageMalDetect (DIMD) which contains convolutional neural network and long short term memory (CNN-LSTM) pipeline for malware categorization has achieved highest accuracy of 96.3% on Dataset 1 with a 10-fold cross validation. The reported results can be further enhanced by using highly complex deep learning architecture and carefully following a hyper parameter technique.
Optimal parameters are set for both the classical machine learning and deep learning algorithms by following a hyper parameter selection technique. The deep learning algorithms performed well in comparison to the classical MLAs. Moreover, the hybrid network CNN-LSTM performed well in comparison to all other algorithms. This has showed accuracy of 96.3% which outperforms the existing methods. The primary reason is that the CNN-LSTM is able to capture both the spatial and temporal features. DIMD is an effective method for malware categorization in comparison to the existing methods which completely avoids disassembly, decompiling, deobfuscation or execution of the binary. Since the hyperparameters plays an important role in achieving better performance, the reported results can be further enhanced by finding optimal parameters.
The rapidly evolving technologies particularly ICT systems generates huge amount of data, typically called as big data. Due to the large volume, large variety, large velocity and large veracity as the big data characteristics, big data causes many challenging issues in applying machine learning algorithms and deep learning architectures. This requires the concepts of data mining and information processing. In deep learning, Autoencoder is the most commonly used method for dimensionality reduction and in classical machine learning most commonly used classical methods for dimensionality reduction are principal component analysis (PCA) and singular value decomposition (SVD). Recently, the application of Autoencoder for cyber security applications is employed [16] . Autoencoder is a generative model which learns the latent representation of different feature sets. It learns significant features in an unsupervised way and found to be suitable method for network traffic analysis because as the amount of data generated by ICT systems is very large in a fraction of system and within this time the data has to be preprocessed without losing any information to attain significant performance. Autoencoder can also be used as dimensionality reduction techniques. Dimensionality reduction technique to get better classification rate can be thoroughly discussed to enhance the performance of the proposed method in this study remained as future work. The source code and the trained models for all the experiments are made publically available for further research. 12 12 https://github.com/vinayakumarr/DeepImageMalDetect-DIMD
VIII. PROPOSED ARCHITECTURE -SCALEMALNET
The results obtained from the rigorous experiments conducted in this research work has aided in proposing ScaleMalNet, a malware analysis system that follows a systematic process to collect data internally from various data sources and uses self-learning techniques such as classical machine learning, deep learning and image processing techniques to detect, classify and categorize malware to their corresponding malware family accurately. The framework is highly scalable which facilitates collection of malware samples from different sources and applies pre-processing in a distributed way. The framework incorporates self-learning techniques to malware analysis such as malware detection, classification and categorization. The performance of deep learning architectures are evaluated over classical machine learning algorithms (MLAs) and an improvement in performance is observed consistently. The framework has malware detection system which uses Static and Dynamic analysis in the first stage. In the second stage the detected malwares of the first stage are passed into second stage to categorize into corresponding malware family. ScaleMalNet architecture is shown in Figure 10 .
IX. CONCLUSION
This paper evaluated classical machine learning algorithms (MLAs) and deep learning architectures based on Static analysis, Dynamic analysis and image processing techniques for malware detection and designed a highly scalable framework called ScaleMalNet to detect, classify and categorize zero-day malwares. This framework applies deep learning on the collected malwares from end user hosts and follows a two-stage process for malware analysis. In the first stage, a hybrid of Static and Dynamic analysis was applied for malware classification. In the second stage, malwares were grouped into corresponding malware categories using image processing approaches. Various experimental analysis conducted by applying variations in the models on both the publically available benchmark datasets and privately collected datasets in this study indicated that deep learning based methodologies outperformed classical MLAs. The developed framework is capable of analyzing large number of malwares in real-time, and scaled out to analyze even larger number of malwares by stacking a few more layers to the existing architectures. Future research entails exploration of these variations with new features that could be added to the existing data. The major finding of this work, weakness and future scope can be summarized as follows:
• Two-stage process scalable malware detection framework is proposed. The proposed framework uses state-of-the-art method, deep learning which detects the malware in first level and in second level the malware is categorized into their corresponding categories.
• The performances obtained by deep learning architectures outperformed classical MLAs in static, dynamic and image processing based malware detection and categorization. However, in the dynamic analysis based malware detection study, the deep learning architectures are applied on the domain knowledge extracted features. This can be avoided by collecting memory dumps for binary files at run time and then memory dump file can be mapped into grayscale image.
• In image processing with deep learning based malware identification study; the malwares were transformed into fixed-sized images and then were flattened. In future work, the spatial pyramid pooling (SPP) layer can be used to allow images of any size to be used as input. This learns features at variable scales and it can be put in between the sub sampling layer and the fully connected layer to improve our models flexibility.
• The malware families in Malimg dataset are highly imbalanced. To handle the multiclass malware families imbalanced issue, cost sensitive approach can be followed. This facilitates to introduce the cost items into the backpropogation learning methodology of deep learning architectures. Primarily the cost item represents the classification importance which provides lower value for the classes that has large number of samples and higher value for the classes that has smaller number of samples.
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