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We present and illustrate by a sequence of examples an algorithm paradigm for solving NP- 
hard problems on graphs restricted to partial graphs of k-trees and given with an embedding in 
a k-tree. Such algorithms, linear in the size of the graph but exponential or superexponential in 
k, exist for most NP-hard problems that have liiear time algorithms for trees. The examples used 
are optimization problems involving independent sets, Zominating sets, graph coloring, Hamilto- 
nian circuits, network reliabitity and minimum vertex deletion forbidden subgraphs. The results 
generalize previous results for series-parallel graphs, bandwidth-constrained graphs, and non- 
serial dynamic programming. 
1. Introduction 
Partial k-trees are partial graphs of k-trees, i.e., graphs obtained by deleting edges 
from k-trees. k-trees are a generalization of trees, which are l-trees. k-trees are built 
from the completely connected (complete) graph on k vertices by repeated addition 
of vertices, each of which is connected with k edges to k completely connected ver- 
tices. Our interest in such graphs stems from our belief that for many purposes the 
minimum k for which a graph G is a partial k-tree, k(G), is a good measure of 
algorithmic properties of G. In this paper we give some credibility to this belief by 
displaying a design paradigm for algorithms on graphs embedded in k-trees. 
Algorithms in this family have time and space requirements linear in the number of 
vertices of the graph but exponential or even superexponential n k. We do not claim 
k(G) to be a universal measure of graph complexity, since there are NP-complete 
problems on graphs which are easy for families of graphs which do not have 
bounded k (for example, CHROMATIC N~JMBER restricted to cographs [8]) and there 
are also problems which are NP-complete on partial l-trees (i.e., forests), such as 
BANDWIDTH. 
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The algorithms given here compute a number, such as the minimum number of 
colors required to color vertices of a graph, or a yes/no answer. It is relatively 
straightforward to modify the algorithms to alsra compute a solution (such as an op- 
timal coloring), e.g., by keeping trace information about intermediate stages during 
the problem reduction process, as shown in [2,7]. 
We present he algorithms in a form we believe to be easy to read and understand. 
Substantial improvements can be made by various types of optimizations, but the 
exponential cost dependence in k cannot be circumvented easily, because this would 
imply P = NP (since all problems considered below are NP-hard on arbitrary graphs 
and a graph on k vertices is a partial k-tree). 
2. Definitions and outline of design paradigm 
We use standard graph notation and terminology which, together with a defini- 
tion of the problems we solve, can be found in [9]. We use G-adjacent and G- 
independent for vertices adjacent in G and vertex sets independent in G, respective- 
ly. A fuller account on partial k-trees can be found in [2-41. 
A graph is a k-tree if and only if it satisfies either of the following conditions: 
(i) It is the complete graph on k vertices, &. 
(ii) It has a vertex u of degree k with completely connected neighbors, and the 
graph obtained by removing u and its incident edges is a k-tree. 
The recursive definition above defines a reduction process for k-trees. It is well 
known that the reductions are confluent, i.e., one can test a graph for being a k-tree 
by repeatedly removing a vertex of degree k with completely connected neighbors 
(a k-leaf) until no such vertex remains, then the graph is a k-tree if and only if what 
remains is Kk [16]. The vertices eligible for removal at each step are the k-leaves of 
intermediate k-trees. A reduction sequence can be thought of as giving an orienta- 
tion to the k-tree in the following sense. The removed vertices are said to succeed 
certain sets of k vertices (this ordering relation is between vertices and k-sets of ver- 
tices). First we define a k-clique to be a set of k pairwise adjacent vertices (and thus 
it is not a clique in standard graph terminology, where it denotes a maximal com- 
pletely connected subgraph). If K is a k-clique, u B K is a descendant of K in a given 
reduction sequence if and only if when u was being removed, each vertex to which 
it was adjacent was either a member of K or a descendant of K. 
The connected components of the subgraph induced by descendants of K are 
branches on K, and K is the base of a branch on K. The k-clique remaining after 
a completed reduction process is the root of the oriented k-tree. In the following, 
we will always consider a k-tree oriented by a given reduction process. For an 
oriented k-tree with vertex u not in the root clique, let K(u) be the neighbors of u 
when it becomes a k-leaf during the reduction process. A vertex u, together with 
K(u), will form a (k+ l)-clique containing (k+ 1) k-cliques. When u is removed, k 
of these cliques disappear and only K(u) remains, see Fig. 1. 
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Fig. 1. Removing vertex v in 3-tree. 
This process can also be described in terms of combining removed branches of 
the k-tree. Let K’= K(u)U (0); the removal of u means that the branches on 
K’- {u}, u E K(o), are combined with u to a new branch on K(u), see Fig. 2 (before 
removal of vertex 6, the branches are { 1) and (23) on a-clique {6,7), (4,5} on 
2-clique { 6,8) and (9) on 2-clique { 7, S}; afterwards the branches on 2-clique { 7,7} 
are {1,2,3,4,5,6} and (9)). 
Fig.2. Combining branches in 2-tree. 
This view leads to our algorithm paradigm: For each k-clique of the embedding 
k-tree, we update successively a state information for the k-clique. This state infor- 
mation describes equivalence classes of solutions to a problem (usually a slight 
generalization of the original problem) restricted to the subgraph induced by the ver- 
tices of a k-clique and those removed vertices that are separated by the k-clique from 
all nonremoved vertices. The state information can be an extremal value for the 
class (e.g., the minimum number of edge covering vertices in a subgraph with a cer- 
tain property, in the vertex cover problem), or some weighted sum (as in the network 
reliability problem where the weights are the probabilities of certain link set states 
and the sums are probabilities of classes of link set states) and is determined by three 
considerations: The number of classes must be bounded be a function of k, in- 
dependently of the size of the problem graph; the information required for K(o) 
must be computable from the information computed for the removed branches of 
K’- {u}, u E K’, and from the problem data given for the subgraph induced by K’; 
and the answer to the problem must be deducible from the information computed 
for the root k-clique when all branches have been removed. A correctness proof is 
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straightforward by structural induction on the branch structure. For the problems 
we have attacked, it is not very difficult to find the relevant information, but finding 
a suitable formulation of the required computation is often nontrivial. 
3. Algorithms 
Let G=( V,E) be the graph of the problem, and let T=(V,E’) be its embedding 
k-tree, with EcE’. The solution to the general problem of finding an embedding 
when only the problem graph is given is discussed in Section 5. The root of the 
oriented T is a /r-clique R. A reduction sequence is given with the embedding. In 
the algorithm descriptions we use the following notation: u is te vertex to be 
removed, 
K = K(o), K’=KU (0) 
and 
K” = K’- {u). UEK’. 
B(K) is, at all times, the set of vertices in currently removed branches on K. 
The algorithm scheme is the following: A state is kept for each k-clique K of T, 
initialized to a suitable value and then updated when a vertex o with K= K(U) is 
removed. The first time a vertex u of K is removed, the state information for K is 
used to update the state of K(u) and is then discarded. 
The state of a k-clique K is an indexed set of components. The index se1 C(K) 
for K corresponds to a family of classes of solutions to the problem on the subgraph 
of G induced by the vertices of K and the vertices of the removed branches on K. 
T,hese solutions will be called partial solutions, because our algorithms will obtain 
the desired solution to the given problem on G by implicity combining partial solu- 
tions. Thus, an index CE C(K) identifies all such partial solutions involving elements 
of K in the same manner (e.g., including into an edge-covering set exactly the same 
vertices of K.) The value of the component with index c, s(c, K), is the optimum 
value of solutions represented by c. The final solution to the problem on G will be 
obtained by an iterative combination of these partial solutions in a state updatepro- 
cedure. This procedure is invoked when a vertex u is removed, and updates the 
values of all state components for the clique K= K(o) with respect to the branch bas- 
ed on K that includes u. The update is based on the state components’ values for 
all KU (UE K’) and-in general-reflects the ways in which the values of partial 
solutions on KU influence the value of an optimal partial solution on K, subject o 
constraints expressed by the index c (for a particular state component). 
Thus, the description of each algorithm consists of six parts: 
(i) index set of state components for k-clique K; 
(ii) corresponding family of classes of partial solutions (not explicitly present 
below); 
(iii) 
(iv) 
(v) 
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value of state component in relation to corresponding class; 
initial value of state; 
update procedure for the state of K when a vertex u such that K(U) = K is 
removed; 
(vi) computation of final answer from final state of the root. 
We discuss optimization and weighted counting problems corresponding to deci- 
sion problems as given in [9]. The first problem has a known efficient solution on 
partial k-trees using nonserial dynamic programming [2,6], and it is mainly intended 
to introduce our notation. 
Problem 1 (Maximum independent set size ]9,GT20]). 
Far a given graph G = ( V, E) we want to find the maximum size of its independent 
sets. The state index set for K is the set of subsets 7of K such that no two G-adjacent 
vertices in K are both members of 7: 
G(K)={7l7cK({ ot,u$~KA{utru~) ~K)+(u,~‘cvu~B’c)}. 
A partial solution of class (7, K) is a G-independent subset of K U B(K) whose 
intersection with K is 7. The state component value is the maximum size of a solu- 
tion in the corresponding class, excluding 7. Initially, ~(7, K) = 0, and when u is 
removed this value is updated as follows 
~(73) = max 
( 
c s(T’- {u},KU)+ IT’--TI 
> 
, TEC(K). 
UEK’ 
(The maximum is taken over all 7’~ K’ such that 7’ - (0) = 7 and u E 7’ only if u 
is not adjacent o any vertex in 7.) 
Finally, the answer is 
$ax) (s(79 JO + I7 I ). 
Problem 2 (Minimum dominating set size [9,GT2]). 
For a given graph G = (V,:E) we want to compute the minimum size of its 
dominating sets. A set DC Y is dominating in G if every vertex in V is either in D 
or G-adjacent o a vertex in D. The state index set for K is the set of pairs of vertex 
sets (7, cu) of K, the “in” and “dominated” vertices, respectively, such that the set 
of “dominated” vertices contains the G-neighbors in K of “in” vertices, and the 
“in” and “dominated” sets are disjoint: 
C(K)={(7,w) 1 ~r)co=k?, 7UocK, 
The class of partial solutions for (7, o, K) is the family of subsets S of B(K) such 
that every member of B(K) U o is G-adjacent o a member of S U 7. The value of 
the state component ~(7, o, K) is the minimum size of such a subset S from the cor- 
responding family. Initially, ~(7, o, K) is 0 or oo, depending on whether S= 0 
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satisfies the requirement for membership in the class for (r,o,K) stated above (oo 
indicating the infeasibility of a solution.) 
When vertex u is removed, the values of state components for K are updated. A 
new solution is obtained from the solutions for &KU), u E K’, such that the classes 
(~~,q,, Ku) coincide on K and resolve the status of o by classifying it as either 
“in” or “dominated” i.e., in the set T’= UueKt 7, or in the set o’= lJueK, CD,. The 
union of the corresponding subsets 23” form a solution for B(K) and lJueKP S” is 
placed in the equivalence class (r’- {o}, cd- { 0)) of K. The component value for 
(7, co) is thus obtained by minimizing the size of the corresponding partial solution: 
s(T,w,K) = min 
( 
c s(~~-{(u},~,,K”)+ I~‘-71 
J 
, 
UEK’ 
where the minimum is taken over all sets 7’ and o’ such that 7= T’- (0) and 
o = o’- {u} and o E 7’U 0’. The answer will be 
mjfs(7,R-s,R)+ 171). 
The update step looks rather complicated in this case. Observe, however, that 
~(7, CB, K) is nondecreasing in o, and thus it is only necessary to consider minimal 
sets cc), for any choice of T’, w’. 
Problem 3 (Chromatic number [9,GT4]). 
For a given graph G = (V, E) we want to compute the size of a smallest set L of 
colors such that I/can be colored with elements from L in such a way that no two 
G-adjacent vertices have the same color. 
For a partition n, let n/u be the partition obtained by removing u from its block 
in II and then removing the block if it became mpty. 
The index set for the state of K, C(K), is the set of partitions of K such that no 
two G-adjacent vertices are in the same block. 
The partial solutions in class (n,K) are colorings of the subgraph of G induced 
by K U B(K), such that R describes the coloring of K.. The state component value 
for a class is the minimum total number of colors used in a partial solution of the 
class. Initially, B(K) is empty and thus s(n, K)= Inl. 
Given a coloring rr’ of K’, consider colorings S, of Ku (uEK’) taken from the 
class (&/u, KU). Since these colorings are compatible on K’ for all UEK (no two 
blocks overlap unless identical on K’), UueK, S,, a partition of K’ U lJuEK, &KU) 
is a coloring of KU B(K). 
This coloring is assigned the new equivalence class (n’/u, K), and the number of 
colors it uses is the largest of In’ / , the number of colors required for K’, and the 
largest of the number of colors required for any S,,. Thus, upon removal of vertex 
u, the state should be updated as follows: 
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The final answer is 
min s(rr, R). 
neC(R) 
Problem 4 (Hamiltonian circuit 19, GT37]). 
For a given graph G = (V, E), has it a cycle passing through every vertex? 
We solve the decision problem. An important variation which occurs in syn- 
chronization of distributed systems [ 121 asks for a shortest closed walk which covers 
all vertices, and can be solved with a straightforward but not trivial modification 
of the method we describe here. 
The state of K is indexed by a set of pairs (H,Z), where H is a set of mutually 
disjoint (unordered) pairs of different vertices in K, and Z is a set of “touched” ver- 
tices in K, disjoint from H. A “artial solution of class (H, I) is a set of 1 H 1 vertex 
disjoint paths in Lhe subgraph of G induced by K UB(K), each with endpoints in 
a pair of H, such that no two consecutive internal vertices of a path are both in K, 
and where the path set covers ZUB(K)U lJheH h. 
The state component for (H,Z) is 0 or 1, depending on whether or not the class 
is empty. The state s(K) is thus a subset of the index set, and it is initially {(0,0)}, 
indicating that no paths are possible and that no vertices of K are touched. 
We must now consider how to update s(K). Upon removal of u, s(K) is replaced 
by the set S, where (H, I) ES arises from a set of k + 1 pairs (H,, Z,) E s(KU), one for 
each u EK’, such that each of the following conditions (i)-(iii) are satisfied. 
(Removal of the last nonroot vertex, the root case, is different and is described 
separately.) 
(i) z,nz,=0 if u#f; UheH, h nZ;,=0, u,w~K’. 
(ii) No pair occurs in more than one H,. 
(iii) The graph F=(K’, lJueKS, H,) (i.e., with edges over K’ given by elements of 
H,) has no cycle or vertex of degree 3 or higher, i.e., F is a set of paths and 
isolated vertices. 
We now define (H ‘, I’) E C(K’) as follows: H’ is the set of endpoint pairs of paths 
in F, I’ is the union of the Z, (u E K’) and the interior points of the paths of F. 
(H, I) E S is obtained from (H, I’) in one of the following ways: 
(i) If OEZ’, then Z=Z’-(u} and H=H’. 
(ii) If (u, ur ) E H’, for some u1 , and there exists a vertex u2 E K’ which is G- 
adjacent o u, and such that 02# u1 and u24 I’, then either 
(a) there is a vertex u3 E K’ such that (u2, u3} E H’, H= H’- ((0, ul), (u2, u3)) 
U {{uI,u3}} and Z=Z’U (u2); or 
(b) u2ismemberofnopairinH’, H=H’-{(u,ul)}U((u,,u2}}andZ=Z’. 
(iii) if u is neither in I’ nor in any pair of H’, but is G-adjacent o u1 and u2 
which are in K’- I’, augment he graph Fgiven above with (ur ,u2) and then define 
(H, I) in exactly the same way as (H’, I’) was defined but on the augmented graph. 
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Note that not every element of C(K’) yields an element of C(K) (when none of 
the cases above apply). 
The root case, i.e., the last reduction made, follows the same rules, but two addi- 
tional cases must be considered. Assume that u is the last vertex removed and 
R’=R U (0): 
(i) If there are exactly two nonempty branches on the k-cliques in R' then we may 
combine states (H, II) and (H, 12) for these branches if 1r fl I2 = 0, H= {{u,, uz}} and 
I1 U 1, U {u,, u2) = R’, in which case we finish at once with answer yes. 
(ii) If the graph F above consists of one cycle, the sets 1, are disjoint and 
together with the vertices of F they cover R’, then we also finish with answer yes. 
If the root case did not provide an answer, the final answer is obtained from s(R) 
as follows: The answer is yes if and only if there is a (H, I) ES(R) such that the 
subgraph of G induced by R -I, and augmented with edges corresponding to H, has 
a Hamiltonian circuit using all the edges from H. 
Problem 5 (Net work reliability [9, ND20]). 
We assume that a graph G = (V, E) is given together with a reliability pe (between 
0 and 1) for each edge (link in network) eEE, and a subset V’E I/of vertices. The 
probability that a link e works (its state is “up”) is pe, and the links fail (are in the 
“down” state) independently of each other. The problem is to compute the pro- 
bability that the set V’ is spanned by working links. Two interesting special cases 
are Y’=Vand IVI=2. Wesolvethecase V’= Vand indicate how the solution can 
be generalized. 
For partitions A~, w2, lei XiVZz denote their join, obtained by replacing pairs of 
intersecting blocks (one from xl and one from x2) by their union until a partition 
remains. 
If xl and 7r2 represent partitions of a set of vertices into connected components 
of graphs with respect o two sets of edges, then their join is the resulting partition 
into connected components of a graph whose edge set is the union of the two edge 
sets. The operator “1” is defined. as in Problem 3. 
Let Pr(K, u, n) be the probability that the links between a k-clique K and vertex 
0 are in states (“up”, “down”) such that “up” links form a graph with connected 
components R on K U { 0). 
Let n(K, u) denote the set of partitions of K U {u} that have only singleton blocks 
except for possibly the block containing u. Lc: likewise P2(K, n> be the probability 
that links in state “up” between vertices in K induce partition R. 
The index set C(K) for the state of K is the set of partitions of K. Partial solutions 
considered are partial graphs (where the included edges are “up”) of the subgraph 
of G induced by K UB(K), with no edges between vertices of K. 
A partial solution belongs to class (rr,K) if and only if the corresponding partial 
graph consists of 1x1 connected components uch that the intersection of each com- 
ponent with K is a block of a. The value for a component of the state is the sum 
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of probabilities of partial solutions in the corresponding class. The probability of 
a partial solution is the product of reliabilities of “up” edges and unreliabilities 
(1 -p,) of “down” edges. Initially, the state components describe networks 
without links, i.e., S&K) = 1 or 0 depending on whether R has only singleton 
blocks, or not. 
Upon removal of a vertex u, a partial solution S’ for K’ is a partial graph of the 
subgraph of G induced by K’U UueKs B(P), with edges in K’ removed. Such an 
S’ is simply the union of some partial solutions S,, associated with Ku, u E K’. If 
each S, belongs to class (n,,KU), these solutions will induces a partition rr’= 
V uaK, n, on K’. Since the solutions S, are in independent parts of G, the probabili- 
ty of class (n’,K’) is given by 
When computing the new probabilities of partial solution classes of K, we must also 
take in account he effect of the edges of G connecting u to members of R if these 
edges are in states inducing partition IL”EI;I(K, u). then the resulting partition of K 
will be w =(A”v~‘)/u, but the corresponding solution belongs to (n, K) only if v is 
not isolated from K. A contribution to s&K) will thus result from n’, rr” if 
(n’, n”) E n’(z, K), where 
L?“(n, K) = {(n’, K”) 1 X’E C(K’) A R”EI~(K, II) 
A (n’Vn”)h = 72 A In] = ]n’vn”~), 
and the new state probabilities can be defined as: 
~(03 = c r(a’, K’)Z’,(K, o, n”), n E C(K). 
(n:n”)Emz,K) 
When all reductions have been made (resulting in the root clique R), the answer 
to the problem is obtained by considering the influence of the e:dsting edges of R 
on the partial solutions (involving only edges not in R). We consider therefore all 
partition pairs that have as the only block of their join the whole clique R. Thus, 
the network reliability is given by: 
For the case Y’ being a proper subset of V, the classes of states must be refined: 
For each partition n of K we define one subclass for every subset of not more than 
1 V’l blocks. A partial solution is assigned a subclass if the selected blocks corres- 
pond to connected components of the branches with at least one member of V’, and 
we allow connected components isolated from K as long as they contain all or no 
members of V’. 
A naive implementation of this algorithm would be clearly infeasible for k = 4, 
but a careful implementation of the sum of products evaluation above makes at least 
k = 6 feasible. 
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Problem 6 (Minimum vertex removul forbidden subgraph F). 
For a fixed graph F the problem is: Given a graph G( V, E), which is the smallest 
size of a vertex set such that its removal eaves a graph with no subgraph isomorphic 
to F. 
This problem is a generalization of INDEPENDENT SET (where we ask for the 
minimum number of vertices that must be removed from G so that the subgraph 
induced by the remaining vertices has no subgraph isomorphic to &, the complete 
graph on two vertices). The algorithm we present is impractical unless a much more 
efficient impiementation is found, but it shows a large family of problems that can 
be solved in linear time on partial k-trees. 
Let F= ( V,,J?$). A member of the index set for K is a set of pairs, {(m,c)}, 
where m is a bijection between a subset Km of K and a subset Pm of V,, and c is 
the set of vertices of the union of some connected components of F( V, - V”), the 
subgraph of F induced by V, - V* (the number of these components vary over the 
full range of choices from the set of all connected components of F( V, - P)). The 
value s for a state component indexed by ((m, c)} means that at least s vertices must 
be removed from B(K) so that G@(K)) contains no subgraph isomorphic to F and 
G(K U B(K )) contains no such subgraph intersecting K and isomorphic to an induc- 
ed subgraph of F, except as described by the pairs (m, c). By the latter we mean that 
G(Km U B(K)) has a subgraph isomorphic to F( Vm U c) and the corresponding bi- 
jection is an extension of m. Initially, all isomorphisms between induced subgraphs 
of F and subgraphs of G(K) are described in one state component with c empty, 
and the state component value zero. 
The update procedure consists of combining a set of at most one state component 
for each K “, u E K’ and combining compatible mappings. We do not describe the 
procedure in detail, because it is straightforward, clearly independent of the size of 
B(K) and hyperexponential in both k and the size of F. 
When the final state of the root has been computed, delete from the indices all 
pairs (m, c) such that Pm U c is a proper subset of &. Should this make two indices 
equal, select he smallest of the two state component values. For each remaining 
state component, find the sum of the state component value and the size of the 
smallest set hitting all Pm in the index, and take the minimum of these sums as the 
answer to the problem. 
4. Crude performance estimates 
For each of the discussed problems we claim performance linear in 1 G I. This is 
obvious once we notice that the embedding is given with a vertex removal order, and 
we have (up to now tacitly) assumed that the next vertex for removal, and the infor- 
mation required for the corresponding state update, can be found in constant ime. 
The work required for the update step is constant, except for Problem 5 where the 
cost is constant under the uniform cost measure (charging unit cost to arithmetic 
operations). The performance dependence on k is essentially given by the number 
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of terms in the update expression, but this number can be trimmed by careful 
analysis of the computation and is therefore an upper bound. A lower bound for 
the worst-case update cost is proportional to the maximum number of state com- 
ponents of a k-clique, since it is possible to construct problems where all state com- 
ponents are nontrivial. In the INDEPENDENT SET problem we have /C!(K)/ r2k, and 
every state component from KU occurs twice in the update expression, giving the 
upper bound (k + l)2k” ‘. In the DOMINATING SET problem, IC(K)I is bounded by 
3’. The number of minimal elements of Q(r’,o’) can be crudely bounded by the 
number of injections CO’+ 1, . . . , k+ 1, which has the sum over (r’, w’) given by 
(k + l)k* *. In the CHROMATIC NUMBER problem, the lower and upper bounds will 
be p(k) and p(k+ l), respectively, where p(n) is the number of partitions of n 
elements. The remaining problems have exponential index sets for the states and the 
update procedure is, in a straightforward implementation, two-exponentia1 because 
all combinations of one index from each of the (k+ 1) involved k-cliques must be 
considered. We do not know if a one-exponential implementation of solutions for 
these problems is possible. Since the asymptotic exponential behavior does not say 
anything about the complexity of our algorithms for small values of k, we have 
calculated exactly the worst-case number of indices and steps in the update pro- 
cedure for Problems l-5. These upper bounds may help determine the feasibility of 
a VLSI implementation of our algorithms. Assume that such an implementation is
considered feasible when the number of operations per vertex removal is less than 
l@ (this depends, of course, on technology and application). Then our algorithms 
are feasible for values of k as follows: 
(I) INDEPENDENTSET: 9 to 13; 
(2) DOMINATINGSET: 4 to 8; 
(3) GRAPH K-COLORABILITY: 7 to 8; 
(4) HAMILTONIAN CIRCUIT: 4 to ‘; 
(5) NETWORK RELIABILITY: 3 to 8. 
Here the lower value has been demonstrated feasible in this paper, whereas the 
higher value is a possibility that may be approached after careful analysis and im- 
plementation of the update step. 
5. Applicability and related work 
Many graph optimization problems, NP-hard on general graphs, can be solved 
in polynomial time when restricted to a special class of graphs We have described 
a design paradigm yielding linear time algorithms when the graphs are embeddabie 
in k-trees with a fixed value of k. The examples cover a range of problems chosen 
so as to suggest hat the approach is generally applicable. 
We want to relate our work to three different previous approaches. First, it is well 
known that many problems, NP-hard on arbitrary grapbs, are polynomial when the 
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graph is restricted to be a forest or a tree [9] or a series-parallel graph [ll]. Since 
these are the first two members of the hierarchy of partial k-trees, our results are 
a natural generalization of those results. A general characterization of a family of 
problems olvable in linear time on two-terminal series-parallel graphs was attemp- 
ted by Takamizawa, Nishizeki and Saito [20]. They consider graph properties defin- 
ed by means of a finite set of graphs which are forbidden configurations in graphs 
with the property. Three different cases arise when a configuration means a 
subgraph, an induced subgraph, or a homeomorphic subgraph. For any graph pro- 
perty P defined in one of these ways they show that the decision problem for P, the 
minimum vertex deletion problem for P, and the minimum edge deletion problem 
for P can all be solved in linear time on series-parallel graphs. The result carries over 
to partial k-trees, although their proof and notation do not. As an example, one of 
the cases was generalized to partial k-trees in Section 3, Problem 6. Another related 
result is Gavril’s [lo] polynomial time algorithms for certain problems restricted to 
chordal graphs. 
The second related work is by Monien and Sudborough [14]. They show that a 
number of problems have polynomial time algorithms on bandwidth-constrained 
graphs. Since a graph with bandwidth not greater than k is always a partial k-tree 
but not vice versa, our results can also be seen as a generalization of this technique 
from linear structure to tree structure. At the same time, some problems easy on 
bandwidth-constrained graphs are difficult on partial k-trees and even on trees. 
BANDWIDTH itself is one such problem. 
Third, nonserial dynamic programming is a method for minimizing a function of 
a set of variables which is a sum of terms, each being a function of a subset of the 
variables, see Bertele and Brioschi [6]. If we construct he interaction graph whose 
vertices represent the variables and which has an edge (xj,xi) if and only if xi and 
xi occur in the same term, the standard nonserial dynamic programming algorithm 
is clearly a small modification of a member of our algorithm family. Finding an 
embedding and vertex reduction order is a problem equivalent to what is known as 
the secondary optimization problem of nonserial dynamic programming. We have 
shown, with Corneil[4], that the embedding problem is NP-hard for arbitrary k but 
can be solved in time O(n ‘+*) for fixed k. There may be room for improvement, 
since an embedding of a partial 3-tree can be found in time O(n log n) [3] as opposed 
to O(n’) indicated by the general algorithm. This means that if the embedding is 
not given with the graph our algorithms are no longer linear but still polynomial. 
Our method can be seen as an extension of nonserial dynamic programming to a 
wider class of objective functions. Note also that the independent set problem can 
be directly translated to an instance of nonserial dynamic programming [2], but not 
the other problems olved in Section 3. Rosenthal [17] has developed an algorithm 
in the nonserial dynamic programming paradigm for NETWORK RELIABILITY which 
is probably closely related to our algorithm for the same problem, although he does 
not describe it in detail. He also showed nonserial dynamic programming optimal 
when the terms are arbitrary functions of variables over a finite domain, in the deci- 
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sion tree computation model and for chordal interaction graphs [181. 
Fir&y, an important motivation for our study was provided by some “real life” 
problems for which solutions similar to ours were developed with great effort in ap- 
plication oriented environments. As an example, the reliability graph of a battle 
ship, constructed for weapons effect simulations, had several thousand vertices but 
was found to be a partial 4-tree [ 11. The application examples used in the engineer- 
ing literature of algorithms for communication etworks are usually partial 4-trees 
and often series-parallel graphs. The application does not generate the embedding, 
but for ks 4 it is easy to find even on large graphs. On the other hand, some apphca- 
tions generate large square grids, and these cannot be embedded in k-trees for small 
values of k. As an example, the reliability problems for square grids, which has been 
studied extensively in percolation physics, can presently be solved only by Monte 
Carlo and other approximative methods. 
Since the distribution in 1984 of the preliminary version of this paper, we have 
become aware of several studies (some inspired by our work, others independent of 
it) of efficient computations on graphs very much resembling partial k-trees (Bern 
et al. [5], Wimer et al. [21], Lingas [13], Seese [I91.) Investigating a family of pro- 
blems associated with graph minors, Robertson and Sevmour [15] used the para- 
meter k(G) (which they call free-width of G) to prove the &stencti‘(and, as of this 
revision, to provide an actual construction) of an efficient- aleorithm solving a 
restricted version of the NP-complete problem DJSJOINT CONNECT PATHS. 
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