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1. Introduction
Let X be a finite polyhedron and let f be a self-map of X . The Nielsen number N(f ) is a homotopy invariant and provides
a lower bound for the minimum number of fixed points over all maps homotopic to f . LetMF(f ) be the minimum, so that
MF(f ) = min{#Fix(g) | g ≃ f }
where Fix(g) is the fixed point set of g . It is natural to ask ifN(f ) is the best lower bound forMF(f ). The well-known classical
result [15] is that N(f ) = MF(f )when X is a manifold (with or without boundary) of dimension dim(X) ≥ 3. We say that f
is a Wecken map when N(f ) = MF(f ). A space with the property that N(f ) = MF(f ) for all self-maps is said to be Wecken.
In 1984, Jiang proved in [5] that therewas a specificmap f of the pants surface, the spherewith three open discs removed,
with N(f ) = 0 butMF(f ) = 2. In [6], he also modified the example to all surfaces of negative Euler characteristic. Therefore,
he proved that ifX is a compact connected surface thenX isWecken if and only if the Euler characteristic ofX is non-negative.
Computing the Nielsen number from the definition is generally difficult and it is especially difficult if the fundamental
group is free, as it is for surfaces with boundary. See [1,3,4,11] for background. For that reason, although it has been one of
the main targets of the Nielsen fixed point theory from its beginning, it is still one of the most challenging areas of current
research in topological fixed point theory.
Let X be a space that is homotopy equivalent to a wedge of a finite number of circles, so its fundamental group is free,
and let f be a self-map of X . In [13], Wagner provided an algorithm for computing N(f ) for Wagner-type maps f , that is,
maps that satisfy a certain ‘‘remnant condition’’, which depends only on the induced endomorphism f# of π1(X). Roughly,
the remnant condition requires that there is limited cancellation in each product f#(u)f#(v) when u and v have length 1 in
π1(X) and uv ≠ 1, so the condition is purely algebraic. See [3] or [13] for the details.
In the setting of an aspherical finite polyhedron of the homotopy type of the figure-eight, for instance the pants surface, a
torus or Klein bottle with an open disc removed, or a solid handlebody of genus two, Yi and Kim [16] significantly extended
Wagner’s work by proving that a certain large collection of maps that induced homomorphisms that did not have remnant
can be changed to maps that have remnant without changing the Nielsen number. They used the concept of the mutant of
a map, which was introduced by Jiang [7], and that concept will be used in this paper as well.
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This paper continues [16] and provides the complete WYK algorithm.1 It is a purely algebraic algorithm that requires as
input the two words in the free group on two generators that are the images of the generators under the endomorphism
induced by the map. The algorithm computes the Nielsen number of any self-map of an aspherical finite polyhedron of the
homotopy type of the figure-eight. As a consequence, we can compute the minimum number for maps on Wecken spaces
that are of that homotopy type, for instance the solid handlebody of genus two. In [8], Kelly provided an algebraic algorithm,
with geometric verifications, for computing the minimum number MF(f ) for a map f of the pants surface and Llibre and
Nunes provided the corresponding algorithm for maps of the figure-eight in [10]. Consequently, the WYK algorithm can be
used to determine whether maps of the pants surface or figure-eight are Wecken.
2. Preliminaries
In this paper, we will follow the notation in [16]. We will review the notation in [16] briefly and then introduce some
new ideas in this section.
Let X be an aspherical figure-eight type finite polyhedron and let f : X → X be a self-map. Let G = π1(X) be the free
fundamental group of X and let a and b be generators of G. Given z ∈ G, we will denote the initial letter of the reduced form
of z in G by zs and the terminal letter by ze. Given S, Z ∈ G, let ΦS(Z) denote the number of occurrences of S or S−1 in Z .
Let f# : G → G be the induced endomorphism of f and let A = f#(a) and B = f#(b) in the reduced form. To simplify the
notation, throughout the paper we denote the induced endomorphism on G by the same letter as the self-map because it is
not difficult to know what it represents.
Definition 2.1 ([7]). Let f : M → M and g : N → N be self-maps of compact connected polyhedra. The map g is obtained
from f by commutation if there exist maps η : M → N and ξ : N → M such that f = ξ ◦ η and g = η ◦ ξ . The map g is a
mutant of f if there exists a sequence f = f0, f1, . . . , fn, fn+1 = g of self-maps of compact connected polyhedra such that for
each i, either fi+1 is obtained from fi by commutation, orMi+1 = Mi and fi+1 is homotopic to fi.
In this paper, we will use the following five moves to create mutants. Let f : G → G be an endomorphism.
Move(I): Follow f by an inner automorphism, that is, choose Q ∈ G and replace f (·)with Qf (·)Q−1.
Move(II): Replace f with µfµ−1 where µ : G → G is the isomorphism defined by µ(a) = b and µ(b) = a.
Move(III): Replace f with θ f θ−1 where θ : G → G is the isomorphism defined by θ(a) = a and θ(b) = b−1.
Move(IV): Replace f by φf φ−1 where φ : G → G is the isomorphism defined by φ(a) = ba and φ(b) = b. Note that
φ−1(a) = b−1a and φ−1(b) = b.
Move(V): Replace f by ψ fψ−1 where ψ = µ ◦ φ ◦ µ so that ψ(a) = a and ψ(b) = ab.
We say that a map and its induced homomorphism are in standard form if the induced homomorphism is one of the
following three types.
Type 0: A = U r and B = U s for some U ∈ G and integers r, s.
Type 1: A and B have remnant.
Type 2: A = UnR and B = U where n is chosen to be the maximal such positive integer, such that
R ≠ 1 and UU, RU, and RU−1 are reduced.
Theorem 2.2 ([16]). Given a map f : X → X, there exists a mutant f ′ : X → X of f that is in the standard form.
For maps of Type 0, by factoring through the circle, we can consider the corresponding map on the circle and so the
Nielsen number is easily computed.We can also compute theNielsen number ofmaps of Type 1 using theWagner algorithm.
See [13] or [14] for the details. We say that a map of Type 1 isWagner-type.
For a map f of Type 2 with A = UnR and B = U , let C be the longest common initial segment of the words U and R. Let V
andW be such that U = CW and R = CV in the reduced form (C or V may be 1). Then we have that
A = (CW )nCV
and
B = CW
such thatW ≠ 1, andWC , VC , VW−1 andW−1V are reduced.
Let f be a map of Type 2. We say that f is of Yi-type if V ≠ 1 and is of Kim-type if V = 1.
Theorem 2.3 ([16, Theorem 4.5]). Let f be a Yi-type map. Then f can be mutated either to Wagner-type or to an exceptional
form for which we can calculate the Nielsen number directly.
1 During the considerable length of time required for the development of the algorithm, it became known by the nameWYKwithin the fixed point theory
community in reference to the three people who, in chronological order, contributed to it.
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Let F be a free group and let (u0, u1) be a pair of reduced words in F . Assume that u1 is an initial segment of u0, and u0
and u1 are not powers of a common word, i.e., there is no word u ∈ F such that u0 = ur and u1 = us for some integers r, s.
Then we have that
(1) u0 = un11 u2 is in the reduced form where n1 is the maximal such positive integer,
(2) u2 ≠ 1 since u0 and u1 are not powers of a common word.
If u2 is also an initial segment of u1, then we have similar results:
(1) u1 = un22 u3 is in the reduced form where n2 is the maximal such positive integer,
(2) u3 ≠ 1 since u0 and u1 are not powers of a common word.
We can repeat this process until we have that uk−2 = unk−1k−1 uk such that uk ≠ 1 is not an initial segment of uk−1. Since the
length |u0| is finite, such integer kmust exist.
Definition 2.4. Let (u0, u1) be a pair of reduced words such that u1 is an initial segment of u0 and u0, u1 are not powers of a
common word. We say that the pair (u0, u1) has an initial segment structure of Type k if
(1) for each i = 0, 1, . . . , k− 2, we have
ui = uni+1i+1 ui+2
where ni+1 is the maximal such positive integer,
(2) uk is not an initial segment of uk−1.
If u1 is not an initial segment of u0, we say that (u0, u1) has an initial segment structure of Type 1.
Example 2.5. Let u0 and u1 be
u0 = ((a3b)2a)5a3b and u1 = (a3b)2a.
Then u0 = u51u2 where u2 = a3b is an initial segment of u1. We also have u1 = u22u3 where u3 = a and u2 = u33u4 where
u4 = b. Since u4 is not an initial segment of u3, the pair (u0, u1) has initial segment structure of Type 4.
Let u0 be a reduced word. For each initial segment u1 of u0 where u0 and u1 are not powers of a common word, the pair
(u0, u1) has a unique initial segment structure of Type k since, for each i = 1, . . . , k − 1, the positive integer ni is unique.
Let iss(k) denote the set of all pairs of reduced words that have the initial segment structure of Type k.
Let f : X −→ X be in a standard form with u0 = f (a) and u1 = f (b) and assume that u0 and u1 are not powers of a
common word. We say that f is of Type k if the pair (u0, u1) is in iss(k). Then f is of Wagner-type if and only if the word u1 is
not an initial segment of u0, that is that (u0, u1) is in iss(1). Assume that u1 is an initial segment of u0. It is clear that f is of
Yi-type if and only if (u0, u1) is in iss(2), and f is of Kim-type if and only if (u0, u1) is in iss(k) with k ≥ 3.
In this paper, we present an algorithm for computing the Nielsen number of maps of Type k with k ≥ 3 applying
mathematical induction on k and bounded solution length arguments, which we will introduce in Section 4, so that we
complete the WYK algorithm for computing the Nielsen number on X .
3. The algorithm for Kim-type maps
Let f : X −→ X be a map of Type kwith k ≥ 3. Then
A = u0 = un11 u2 = (un22 u3)n1u2 = · · · ,
B = u1 = un22 u3 = · · · ,
where ui = uni+1i+1 ui+2 for i ∈ {1, 2, . . . , k− 2}, uk−1 = CW and uk = CV where C is the longest common initial segments of
uk−1 and uk. IfW = 1 then uk−2 = unk−1k−1 uk = Cnk−1CV = Cnk−1+1V which contradicts the maximality of nk−1. Thus we have
W ≠ 1. Since uk is not an initial segment of uk−1, we also have V ≠ 1.
LetB = {br | − n1 ≤ r ≤ n1, r ∈ Z}. We say that f is in Case I if V /∈ B andW /∈ B.
Theorem 3.1. Let f be a map of Type k with k ≥ 3. If neither V nor W is inB , then f has a mutant g of Type ℓ with ℓ < k. The
mutant is created by applying Move(IV)n1 , Move(II) and Move(I) (See Table 1 in Section 5).
Proof. Let g be the mutant of f created by applying Move(IV)n1 , Move(II) and Move(I) with Q = a−m for an appropriate
integerm. Then we have
g(a) = A1 = Qµφn1(u2)n2µφn1(u3)Q−1,
g(b) = B1 = Qµφn1(u2)Q−1,
which is in a standard form.
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Case 1: k = 3.
Since u3 = CV and V /∈ B, the word A1 cannot be an initial segment of B1. If B1 is not an initial segment of A1 either, then
the mutant g is of Type 1. Assuming B1 is an initial segment of A1, we will prove that the pair (v0, v1) = (A1, B1) is in iss(2).
Let v0 = vm11 v2 for whichm1 is maximal. Since u2 = CW is not inB, we havem1 = n2 − 1 orm1 = n2, and
v2 = Qµφn1(u2)µφn1(u3)Q−1 or v2 = Qµφn1(u3)Q−1
respectively. Since u3 = CV and V /∈ B, we have that v2 is not an initial segment of v1 and so (v0, v1) is in iss(2).
Case 2: k ≥ 4.
Since k ≥ 4, the word u3 is an initial segment of u2 and since u3 /∈ B, we have
A1 = (Qµφn1(u2)Q−1)n2Qµφn1(u3)Q−1
which implies that B1 is an initial segment of A1 even if n2 = 1. We will prove that the pair (v0, v1) = (A1, B1) is either in
iss(k− 2) or in iss(k− 1). For i ∈ {0, 1, . . . , k− 4}, let vi = vmi+1i+1 vi+2 wheremi+1 is the maximal such positive integer.
We first prove that m1 = n2 and so v2 = Qµφn1(u3)Q−1. Since k ≥ 4, we have v1 = Qµφn1(u2)Q−1 = Qµφn1(u3)n3
µφn1(u4)Q−1. Since u4 /∈ B, we have that v1 is not an initial segment of Qµφn1(u3)Q−1. Since v0 = (Qµφn1(u2)Q−1)n2
Qµφn1(u3)Q−1, thenm1 = n2 and v2 = Qµφn1(u3)Q−1.
Similarly, if i ≤ k− 3 then vi = Qµφn1(ui+1)Q−1 is an initial segment of vi−1,mi = ni+1, and vi+1 = Qµφn1(ui+2)Q−1.
Now we consider the word vk−2 = Qµφn1(uk−1)Q−1. In a similar manner to Case 1, we obtain the following results. If
vk−2 is not an initial segment of vk−3, then (v0, v1) is in iss(k− 2). Otherwise (v0, v1) is in iss(k− 1). 
We say that f is in Case II if V /∈ B andW ∈ B.
Theorem 3.2. Let f be a map of Type k with k ≥ 3. If V /∈ B and W ∈ B , then f may be mutated to g which satisfies one of the
following:
(1) g is of Type ℓ with ℓ < k,
(2) g is in Case I of Type k,
(3) g is an exceptional form (see Section 4 for the exceptional cases).
Themutant is created by applying eitherMove(IV)n1 , Move(II) andMove(I), or Move(IV)n1 andMove(I) (See Table 2 in Section 5).
Proof. Case 1: k = 3.
Let g be the mutant of f created by applyingMove(IV)n1 ,Move(II) andMove(I) with Q = a−m for an appropriate integer
m. Then we have
g(a) = A1 = Qµφn1(u2)n2µφn1(u3)Q−1,
g(b) = B1 = Qµφn1(u2)Q−1,
which is in a standard form. Then g is of Type 1 or Type 2. The proof is similar to Case 1 in the proof of Theorem 3.1 except
for one thing. When v1 = B1 is an initial segment of v0 = A1 so that v0 = vm11 v2 for which m1 is maximal, m1 may not be
n2 − 1 or n2 since u2 = CW may be inB. But v2 is still not an initial segment of v1 since u3 = CV is not inB.
Case 2: k = 4.
Let h be the mutant of f created by applying Move(IV)n1 and Move(I) with Q = b−m for an appropriate integer m. Then
we have
h(a) = Qφn1(u2)Q−1,
h(b) = Qφn1(u2)n2φn1(u3)Q−1
as a standard form.
Subcase 2a: h(b) is an initial segment of h(a).
Assume that the pair (v0, v1) = (h(a), h(b)) is in iss(ℓ). Since v1 is an initial segment of v0 and u2 /∈ B, then n2 must be
1 and u3 ∈ B. Let u3 = br for some r with |r| ≤ n1. It is easy to see that v2 = Qφn1(u3)−1Q−1 = b−r . If v2 is not an initial
segment of v1, then ℓ = 2 and thus h is of Type 2. Otherwise we have ℓ = 3 since v3 is not an initial segment of v2 = b−r .
Consequently, the mutant g = h is the desired one.
Subcase 2b: h(b) is not an initial segment of h(a).
In this case, we do not need the mutant h. Instead, let g be a new mutant of f created by applying Move(IV)n1 , Move(II)
andMove(I) with Q = a−m for an appropriate integerm. Then we have
g(a) = Qµφn1(u2)n2µφn1(u3)Q−1,
g(b) = Qµφn1(u2)Q−1
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as a standard form. If g(b) is not an initial segment of g(a), then the mutant g is of Type 1. Suppose that g(b) is an initial
segment of g(a). Let the pair (v0, v1) = (g(a), g(b)) be in iss(ℓ). Then v0 = vm11 v2 for which m1 is maximal. Since u2 is not
inB, we have eitherm1 = n2 − 1 orm1 = n2, and
v2 = Qµφn1(u2)µφn1(u3)Q−1 or v2 = Qµφn1(u3)Q−1
respectively.
Ifm1 = n2, then
v1 = Qµφn1(u2)Q−1 = Qµφn1(u3)n3µφn1(u4)Q−1
and
v2 = Qµφn1(u3)Q−1.
This implies that the mutant g is of Type 2 or 3. The proof is similar to Case 1 in this proof, so we omit it.
Now, we assume that m1 = n2 − 1 and v2 = Qµφn1(u2)µφn1(u3)Q−1. If v2 is not an initial segment of v1, then ℓ = 2.
Thus g is of Type 2. Suppose that v2 is an initial segment of v1. This implies that u3 = br or b−r for some positive integer r
with r ≤ n1. We also have
v3 = Qµφn1(u3)−1Q−1 = a±r .
If v3 is not an initial segment of v2, then ℓ = 3. Thus g is of Type 3. Suppose that v3 is an initial segment of v2. We recall that
v2 = Qµφn1(u2)µφn1(u3)Q−1 = Qµφn1(u3)n3µφn1(u4)µφn1(u3)Q−1.
Since CV and W−1V are reduced, Vs = a or a−1. Thus Φb(v4) > 0, which implies that v4 is not an initial segment of v3, so
we have ℓ = 4. Let v3 = a±r = C1W1 and v4 = C1V1 where C1 is the longest common initial segments of v3 and v4. Then
C1 = a±q for some qwith 0 ≤ q < r andW1 = a±(r−q) hence the mutant g is in Case I of Type 4 or is an exceptional form.
Case 3: k ≥ 5.
Let g be the mutant of f created by applyingMove(IV)n1 ,Move(II) andMove(I) with Q = a−m for an appropriate integer
m. Then we have
g(a) = Qµφn1(u2)n2µφn1(u3)Q−1,
g(b) = Qµφn1(u2)Q−1
as a standard form. Since k ≥ 5, we have u3 = (u4)n4u5. Thus u3 /∈ B which implies that
g(a) = (Qµφn1(u2)Q−1)n2Qµφn1(u3)Q−1
and hence g(b) is an initial segment of g(a). Let (v0, v1) be in iss(ℓ). Then for i ∈ {0, 1, . . . , ℓ− 2}, we have vi = vmi+1i+1 vi+2
wheremi+1 is the maximal such positive integer.
For i ≤ k− 5, we have vi = Qµφn1(ui+1)Q−1 andmi = ni+1. We also have
vk−4 = Qµφn1(uk−3)Q−1 = Qµφn1(uk−2)nk−2µφn1(uk−1)Q−1.
Since vk−5 = Qµφn1(uk−4)Q−1 = (Qµφn1(uk−3)Q−1)nk−3Qµφn1(uk−2)Q−1, we havemk−4 ≥ nk−3.
Subcase 3a: vk−4 is an initial segment of Qµφn1(uk−2)Q−1.
This case only occurs when nk−2 = 1 and uk−1 = CW = br for some r with |r| ≤ n1. Moreover, we have
vk−3 = Qµφn1(uk−1)−1Q−1 = a−r .
Since Φb(vk−4) > 0 and Φb(vk−3) = 0, we have Φb(vk−2) > 0 and hence vk−2 is not an initial segment of vk−3. Thus we
have ℓ = k− 2 and so the mutant g is of Type k− 2.
Subcase 3b: vk−4 is not an initial segment of Qµφn1(uk−2)Q−1.
The situation in this subcase is essentially the same as Subcase 2b of Case 2: k = 4. Therefore, using a similar argument,
we can prove that the mutant g is of Type ℓ with ℓ < k, or is in Case I of Type k, or is an exceptional form. We omit the
details. 
Now we consider the third case of Type k.
Case III : V ∈ B andW /∈ B.
Case III has two subcases III.1 and III.2 (see Tables 3 and 4 in Section 5), and exceptional cases. If a map is an exceptional
case, then themoves do not workwell to find a lower typemutant.Wewill discuss the exceptional cases in the next section.
Theorem 3.3. Let f be a map of Type k with k ≥ 3. If V ∈ B , W /∈ B andΦa(C) = 0, then f has a mutant g which satisfies one
of the following:
(1) g is of Type ℓ with ℓ < k,
(2) g is in Case I of Type k,
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(3) g is in Case II of Type k,
(4) g is an exceptional form.
The required moves are on Table 3 in Section 5.
Proof. We prove here the result for V = br , 0 < r ≤ n1. The proof of the other case V = b−r , 0 < r ≤ n1, is similar, so we
omit it.
We first assume that k = 3. Let f be a map of Type 3 withΦa(C) = 0, V ∈ B andW /∈ B. That is
f (a) = (un22 u3)n1u2,
f (b) = un22 u3,
where u2 = CW and u3 = CV where C = bs, s ≥ 0, V = br , 0 < r ≤ n1, andW /∈ B.
Case 1:W = aW ′a−1.
Let g be the mutant of f created by applyingMove(IV)n1 ,Move(II), andMove(I) with Q = a−n1 . Then we have
g(a) = A1 = (asbµφn1(W ′)b−1)n2ar+s,
g(b) = B1 = asbµφn1(W ′)b−1.
Since ar+s is not an initial segment of B1, then g is of Type 2.
Case 2:W = a−1W ′a.
Let g be the mutant of f created by applyingMove(IV)n1 andMove(II). Then similarly to Case 1 above, the mutant g is of
Type 2.
Case 3:W = a or aW ′a.
We denoteW by a(W ′a) to represent both cases.
Let g be the mutant of f created by applyingMove(IV)n1 andMove(II). Then we have
g(a) = A1 = (an1+sb(µφn1(W ′)an1b))n2ar+s,
g(b) = B1 = an1+sb(µφn1(W ′)an1b).
Since B1 is an initial segment of A1, the pair (v0, v1) = (A1, B1) is in iss(ℓ) with ℓ ≥ 2. Since r ≤ n1, we have r + s ≤ n1 + s
which implies that v2 = ar+s is an initial segment of v1. Let n1 + s = (r + s)p + q, where 0 ≤ q < r + s. Then we have
v3 = aqb(µφn1(W ′)an1b) which is not an initial segment of v2. Thus ℓ = 3. Here, we have that v2 = C1W1 and v3 = C1V1
where C1 = aq,W1 = ar+s−q, and V1 = b(µφn1(W ′)an1b). Therefore, the mutant g is in Case I of Type 3 or is an exceptional
form.
Case 4:W = a−1 or a−1W ′a−1.
We denoteW by (a−1W ′)a−1.
Subcase 4a: n1 ≤ s.
Let g be the mutant of f created by applyingMove(IV)n1 ,Move(II), andMove(I) with Q = a−n1 . Then we have
g(a) = A1 = (as−n1(b−1a−n1µφn1(W ′))b−1)n2ar+s,
g(b) = B1 = as−n1(b−1a−n1µφn1(W ′))b−1.
Since B1 is an initial segment of A1, the pair (v0, v1) = (A1, B1) is in iss(ℓ) with ℓ ≥ 2. Since s − n1 < r + s, we have that
v2 = ar+s is not an initial segment of v1. Thus ℓ = 2 and g is of Type 2.
Subcase 4b: s < n1 < r + 2s and n2 = 1.
Let g be the mutant of f created by applyingMove(IV)n1 andMove(I) with Q = b−s. Then we have
g(a) = A1 = (a−1b−n1φn1(W ′))a−1b−n1+s,
g(b) = B1 = (a−1b−n1φn1(W ′))a−1b−n1+r+2s.
Since s < n1 < r + 2s, we have−n1 + s < 0 < −n1 + r + 2s, which implies that g is of Type 1.
Subcase 4c: s < n1 < r + 2s and n2 > 1.
Let g be the mutant of f created by applyingMove(IV)n1 ,Move(II), andMove(I) with Q = a−s. Then we have
g(a) = A1 = ((b−1a−n1µφn1(W ′))b−1a−n1+s)n2−1(b−1a−n1µφn1(W ′))b−1a−n1+r+2s,
g(b) = B1 = (b−1a−n1µφn1(W ′))b−1a−n1+s.
Then g is of Type 2 similarly to Subcase 4b.
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Subcase 4d: r + 2s ≤ n1 and n2 = 1.
Let g be the mutant of f created by applyingMove(IV)n1 andMove(I) with Q = b−n1+r+s. Then we have
g(a) = A1 = b−n1+r+2s(a−1b−n1φn1(W ′))a−1b−(r+s),
g(b) = B1 = b−n1+r+2s(a−1b−n1φn1(W ′))a−1.
Since B1 is an initial segment of A1, the pair (v0, v1) = (A1, B1) is in iss(ℓ) with ℓ ≥ 2. If n1 < 2r+3s, then v2 = b−(r+s) is not
an initial segment of v1 and so ℓ = 2. If n1 ≥ 2r + 3s, then v2 is an initial segment of v1 and v3 = b−q(a−1b−n1φn1(W ′))a−1
for an integer qwith 0 ≤ q < r + s. Since (v3)e = a−1, we have that v3 is not an initial segment of v2 andΦa(V1) > 0. Thus
the mutant g is in Case I or II of Type 3.
Subcase 4e: r + 2s ≤ n1 < 2r + 3s and n2 > 1.
Let g be the mutant of f created by applyingMove(IV)n1 ,Move(II), andMove(I) with Q = a−n1+r+s. We have
g(a) = A1 = (a−n1+r+2s(b−1a−n1µφn1(W ′))b−1a−(r+s))n2−1a−n1+r+2s(b−1a−n1µφn1(W ′))b−1,
g(b) = B1 = a−n1+r+2s(b−1a−n1µφn1(W ′))b−1a−(r+s).
Then g is in Case I or II of Type 3 similarly to Subcase 4d.
Subcase 4f : n1 ≥ 2r + 3s and n2 > 1.
Let g be the mutant of f created by applying Move(IV)n1 , Move(II), Move(I) with Q = a−n1+r+s, Move(IV)n2−1, and
Move(II). Then we have
g(a) = A1 = (b−1a−(n2−1))n1−r−2s(a−1(b−1a−(n2−1))n1µφn2−1µφn1(W ′))a−1(b−1a−(n2−1))(r+s),
g(b) = B1 = (b−1a−(n2−1))n1−r−2s(a−1(b−1a−(n2−1))n1µφn2−1µφn1(W ′))a−1.
Let (v0, v1) = (A1, B1) be in iss(ℓ). Then v2 = (b−1a−(n2−1))(r+s) is an initial segment of v1 since n1 − r − 2s > r + s. Thus
we have v3 = (b−1a−(n2−1))q(a−1(b−1a−(n2−1))n1µφn2−1µφn1(W ′))a−1 for an integer q with 0 ≤ q < r + s. Since v3 is not
an initial segment of v2 and we haveΦa(V1) > 0 andΦa(W1) > 0, the mutant g is in Case I of Type 3.
Now, we assume that k ≥ 4. Let f be a map of Type kwith
f (a) = un11 u2,
f (b) = u1,
where ui = uni+1i+1 ui+2 for which ni+1 is maximal, uk−1 = CW and uk = CV where C = bs, s ≥ 0, V = br , 0 < r ≤ n1, and
W /∈ B.
Case 1:W = aW ′a−1.
Let g be the mutant of f created by applyingMove(IV)n1 ,Move(II), andMove(I) with Q = a−n1 . Then g is of Type k − 1.
The proof is similar to Case 1 of k = 3.
Case 2:W = a−1W ′a.
Let g be the mutant of f created by applyingMove(IV)n1 andMove(II). Then g is of Type k−1. The proof is similar to Case
2 of k = 3.
Case 3:W = a or aW ′a.
The proof is similar to Case 3 of k = 3. Let g be the mutant of f created by applying Move(IV)n1 and Move(II). Then we
have 
g(a) = A1 = µφn1(u1) = µφn1(u2)n2µφn1(u3),
g(b) = B1 = µφn1(u2),
and (v0, v1) = (A1, B1) is in iss(k) since vk−1 = ar+s and vk = aqb(µφn1(W ′)an1b) is not an initial segment of vk−1. Here,
we have that vk−1 = C1W1 and vk = C1V1 where C1 = aq,W1 = ar+s−q, and V1 = b(µφn1(W ′)an1b). Thus the mutant g is
in Case I of Type k or is an exceptional form.
Case 4:W = a−1 or a−1W ′a−1.
In each of the following subcases, if the proof is similar to the proof of corresponding subcase of Case 4 of k = 3 then we
will omit the details.
Subcase 4a: n1 ≤ s.
Similarly to Subcase 4a of Case 4 of k = 3, the mutant g created by applying Move(IV)n1 , Move(II), and Move(I) with
Q = a−n1 is of Type k− 1.
Subcase 4b: s < n1 < r + 2s and nk−1 = 1.
Let g be the mutant of f created by applying Move(IV)n1 , Move(II), and Move(I) with Q = a−s. Then g is of Type k − 2.
The proof is very similar to Subcase 4b of Case 4 of k = 3.
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Subcase 4c: s < n1 < r + 2s and nk−1 > 1.
Let g be the mutant of f created by applying Move(IV)n1 , Move(II), and Move(I) with Q = a−s. Then g is of Type k − 1.
The proof is very similar to Subcase 4c of Case 4 of k = 3.
Subcase 4d: r + 2s ≤ n1 and nk−1 = 1.
The proof is similar to Subcase 4d of Case 4 of k = 3 but the moves to be applied and the results are different.
Let g be the mutant of f created by applying Move(IV)n1 , Move(II), and Move(I) with Q = a−n1+r+s. Then for the pair
(v0, v1) = (g(a), g(b)), we have vk−3 = a−n1+r+2s(b−1a−n1µφn1(W ′))b−1 and vk−2 = a−(r+s). If n1 < 2r + 3s, then vk−2
is not an initial segment of vk−3. Thus g is of Type k − 2. If n1 ≥ 2r + 3s, then vk−2 is an initial segment of vk−3 and
vk−1 = a−q(b−1a−n1µφn1(W ′))b−1 for some qwith 0 ≤ q < r + s. Since vk−1 is not an initial segment of vk−2, the mutant g
is of Type k− 1.
Subcase 4e: r + 2s ≤ n1 < 2r + 3s and nk−1 > 1.
Let g be the mutant of f created by applyingMove(IV)n1 ,Move(II), andMove(I) with Q = a−n1+r+s. Then g is in Case I or
II of Type k. The proof is similar to Subcase 4e of Case 4 of k = 3.
Subcase 4f : n1 ≥ 2r + 3s and nk−1 > 1.
Let g be the mutant of f created by applying Move(IV)n1 , Move(II), Move(I) with Q = a−n1+r+s, Move(IV)n2−1, and
Move(II). Then g is in Case I of Type k. The proof is similar to Subcase 4f of k = 3. 
Theorem 3.4. Let f be a map of Type k with k ≥ 3. If V ∈ B , W /∈ B ,Φa(C) > 0 and f is not an exceptional form, then f has a
mutant g as listed in Table 4 in Section 5. Every mutant is created by applying Move(IV)n1 , Move(II), and Move(I).
Proof. We prove the result for V = br with 0 < r ≤ n1. The other case V = b−r is similar. Let g be the mutant of f created
by applyingMove(IV)n1 ,Move(II), andMove(I) with Q = a−m for an appropriatem, 0 ≤ m ≤ n1. Then we have
g(a) = A1 = Qµφn1(u2)n2µφn1(u3)Q−1,
g(b) = B1 = Qµφn1(u2)Q−1
which is in a standard form. SinceΦa(C) > 0, then C /∈ B and so we have
A1 = (Qµφn1(u2)Q−1)n2Qµφn1(u3)Q−1.
Thus B1 is an initial segment of A1. Therefore the pair (v0, v1) = (A1, B1) is in iss(ℓ) with ℓ ≥ 2. Since C /∈ B, we have that
vi = Qµφn1(ui+1)Q−1 for each i ∈ {0, 1, . . . , k− 1}. In particular, we have
vk−2 = Qµφn1(uk−1)Q−1 = Qµφn1(CW )Q−1
and
vk−1 = Qµφn1(uk)Q−1 = Qµφn1(C)arQ−1.
This situation is essentially the same as that of the Yi-type map with V ∈ B, W /∈ B and Φa(C) > 0. Therefore, applying
arguments for f1(a) and f1(b) in the proofs of Propositions 3.7, 3.8 and 3.10 in [16] to vk−2 and vk−1 under the same conditions
for words C ,W and V , we can prove that f has a mutant g as listed in Table 4 in Section 5. 
The final case of Type k is
Case IV : V ,W ∈ B.
Theorem 3.5. Let f be a map of Type k with k ≥ 3. If V ,W ∈ B , then f has a mutant g which satisfies one of the following:
(1) g is of Type ℓ with ℓ < k,
(2) g is in Case I of Type k,
(3) g is in Case II of Type k,
(4) g is an exceptional form.
The moves to be applied are in Table 5 in Section 5.
Proof. Weprove here the result forW = br ,V = b−s with 0 < r, s ≤ n1. The other caseW = b−r ,V = bs with 0 < r, s ≤ n1
is similar, so we omit it.
Let f be a map of Type k ≥ 3 with
f (a) = un11 u2,
f (b) = u1,
where ui = uni+1i+1 ui+2 for which ni+1 is maximal, uk−1 = CW = Cbr and uk = CV = Cb−s.
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Case 1: C = a or aC ′a, and n1 < r + 2s.
As above, denote C by a(C ′a). Let g be themutant of f created by applyingMove(IV)n1 ,Move(II) andMove(I)withQ = a−s.
Then we have
f1(a) = A1 = Qµφn1(u1)Q−1 = Qµφn1(u2)n2µφn1(u3)Q−1 = · · · ,
f1(b) = B1 = Qµφn1(u2)Q−1 = · · · .
Then the pair (v0, v1) = (A1, B1) is in iss(ℓ) with ℓ ≥ 2. Since C /∈ B, we have
v0 = Qµφn1(u2)n2µφn1(u3)Q−1 = (Qµφn1(u2)Q−1)n2µφn1(u3)Q−1.
Thus v2 = Qµφn1(u3)Q−1. Similarly, we have vi = Qµφn1(ui+1)Q−1 for i ∈ {2, . . . , k− 1}. In particular, we have
vk−2 = Qµφn1(a(C ′a)br)Q−1 = an1−sb(µφn1(C ′)an1b)ar+s
and
vk−1 = Qµφn1(a(C ′a)b−s)Q−1 = an1−sb(µφn1(C ′)an1b).
This implies that vk = ar+s and since n1 − s < r + s, we have that vk is not an initial segment of vk−1. Thus ℓ = k. Here we
have C1 = an1−s,W1 = b(µφn1(C ′)an1b), and V1 = a−n1+r+2s. Thus the mutant g is in Case I or II of Type k.
Case 2: C = a(C ′a) and n1 ≥ r + 2s.
Let g be the mutant of f created by applyingMove(IV)n1 ,Move(II),Move(I) with Q = a−s,Move(V), andMove(III). Then
we have
g(a) = A1 = Q θψµφn1(un22 u3)Q−1,
g(b) = B1 = Q θψµφn1(un2−12 u3)Q−1.
Then the pair (v0, v1) = (A1, B1) is in iss(ℓ) with ℓ ≥ 2.
Subcase 2a: k = 3.
In this subcase we have that
v0 = an1−s+1b−1(θψµφn1(C ′)an1+1b−1ar+s)n2an1−s+1b−1(θψµφn1(C ′)an1+1b−1),
v1 = an1−s+1b−1(θψµφn1(C ′)an1+1b−1ar+s)n2−1an1−s+1b−1(θψµφn1(C ′)an1+1b−1).
Thusm1 = 1 and
v2 = an1+r+1b−1(θψµφn1(C ′)an1+1b−1)
which is not an initial segment of v1. Therefore g is of Type 2.
Subcase 2b: k ≥ 4 and n2 > 1.
Since k ≥ 4, we have u2 = un33 u4. Since n2 > 1, we havem1 = 1 and v2 = Q θψµφn1(un3−13 u4u3)Q−1. Note that
v−12 v1 = Q θψµφn1(u−13 u−14 u−(n3−1)3 )Q−1 · Q θψµφn1((un33 u4)n2−1u3)Q−1
= Q θψµφn1(u−13 u−14 u3u4(un33 u4)n2−2u3)Q−1
and θψµφn1(u−13 u
−1
4 ) does not totally cancel in v
−1
2 v1. Thus g is of Type 2.
Subcase 2c: k ≥ 4 and n2 = 1.
Since k ≥ 4 and n2 = 1, we have
v0 = Q θψµφn1(un33 u4u3)Q−1
and
v1 = Q θψµφn1(u3)Q−1.
Thusm1 = n3 + 1 and
v2 = Q θψµφn1(u−13 u4u3)Q−1.
More concretely, if k = 4, k = 5, and k ≥ 6, then
v2 = an1−r−2s+1b−1(θψµφn1(C ′)an1+1b−1)ar+s,
v2 = Q θψµφn1(u−15 u4u5)Q−1 = an1+r+1b−1(θψµφn1(C ′)an1+1b−1),
and
v2 = Q θψµφn1(un5−15 u6u5)Q−1,
respectively. It is easy to see that v2 is not an initial segment of v1. Thus the mutant g is of Type 2.
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Case 3: C = a−1 or a−1C ′a−1.
We denote C by (a−1C ′)a−1. Let g be the mutant of f created by applying Move(IV)n1 , Move(II) and Move(I) with
Q = a−n1+r . Then we have
g(a) = A1 = Qµφn1(u1)Q−1 = Qµφn1(u2)n2µφn1(u3)Q−1 = · · · ,
g(b) = B1 = Qµφn1(u2)Q−1 = · · · .
Then the pair (v0, v1) = (A1, B1) is in iss(ℓ) with ℓ ≥ 2. Similarly to Case 1 of this proof, we have
vi = Qµφn1(ui+1)Q−1
for i ∈ {0, 1, . . . , k− 2}. In particular, we have
vk−2 = Qµφn1((a−1C ′)a−1br)Q−1 = a−n1+r(b−1a−n1µφn1(C ′))b−1
andmk−2 = nk−1 + 1, and vk−1 = a−(r+s).
Subcase 3a: n1 < 2r + s.
We have n1 − r < r + swhich implies that vk−1 is not an initial segment of vk−2. Thus ℓ = k− 1.
Subcase 3b: n1 ≥ 2r + s.
Since n1− r ≥ r + s, we know that vk−1 is an initial segment of vk−2. Let n1− r = (r + s)p+ qwith 0 ≤ q < r + s. Then
vk = a−q(b−1a−n1µφn1(C ′))b−1 which is not an initial segment of vk−1. Thus ℓ = k. Here we have C1 = a−q,W1 = a−(r+s−q),
and V1 = (b−1a−n1µφn1(C ′))b−1. Thus the mutant g is in Case I of Type k or is an exceptional form.
Case 4: C = aC ′a−1.
Let g be the mutant of f created by applying Move(IV)n1 , Move(II) and Move(I) with Q = a−n1 . Then similarly to Case 1
of this proof, we have vi = Qµφn1(ui+1)Q−1 for i = 0, 1, . . . , k− 1. In particular, we have
vk−2 = Qµφn1(aC ′a−1br)Q−1 = bµφn1(C ′)b−1ar
and
vk−1 = Qµφn1(aC ′a−1b−s)Q−1 = bµφn1(C ′)b−1a−s.
Since vk−1 is not an initial segment of vk−2, the mutant g is of Type k− 1.
Case 5: C = a−1C ′a.
Let g be the mutant of f created by applying Move(IV)n1 and Move(II). Then g is of Type k − 1. The proof is similar to
Case 4. 
4. The exceptional cases
In the previous section, we showed that there are exceptional cases in Case III of Type k. If a map f is of Type k≥ 3 with
C = a±s, s ≥ 0,W = a±t , t > 0, and V = b±r , 0 < r ≤ n1, then applying moves does not work well to find a mutant of f
which has a lower type. In this section, we will prove that f has a bounded solution length with solution bound
SB < 8|f (a)|.
Definition 4.1. Let ϕ : F → F be an endomorphism of a finitely generated free group F . Let (α, β) be a pair of elements of
F . We say that (α, β) has a bounded solution length (or BSL) if there exists an integer n such that there is no solution z ∈ F
with |z| > n to the equation
α = ϕ(z)βz−1.
The smallest such n is called the solution bound (or SB) for (α, β).
The definition of BSL is not exactly the same as the original one in [9]. We follow the fixed point theory version of the
definition of BSL in [12] which is for coincidence theory.
Theorem 4.2. Let ϕ : F → F be an endomorphism and (α, β) be a pair of elements of F . Let z be a solution to the equation
α = ϕ(z)βz−1.
1. If there is t > 1 such that |ϕ(z)| ≥ t|z|+ c, then (α, β) has a bounded solution length with solution bound SB ≤ 1t−1 (2L− c),
2. if there is t with 0 < t < 1 such that |ϕ(z)| ≤ t|z| + c, then (α, β) has a bounded solution length with solution bound
SB ≤ 11−t (2L+ c)
where c is a constant and L = max{|α|, |β|}.
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Proof. For a pair (α, β) of elements of F , let z ∈ F be a solution to the equation
α = ϕ(z)βz−1.
Let n = |z| be the length of z.
(1) Since α = ϕ(z)βz−1, we have z = α−1ϕ(z)β . Thus
n = |z|
= |α−1ϕ(z)β|
≥ |ϕ(z)| − (|α| + |β|)
≥ |ϕ(z)| − 2L
≥ t|z| + c − 2L (by the hypothesis)
= tn+ c − 2L.
Therefore we have (t − 1)n ≤ 2L− c. Since t > 1, then
n ≤ 1
t − 1 (2L− c).
Thus the pair (α, β) has BSL and SB ≤ 1t−1 (2L− c).
(2) Similarly, we have
n = |z|
= |α−1ϕ(z)β|
≤ |ϕ(z)| + (|α| + |β|)
≤ |ϕ(z)| + 2L
≤ t|z| + c + 2L (by the hypothesis)
= tn+ c + 2L.
Therefore we have (1− t)n ≤ 2L+ c. Since 0 < t < 1, then
n ≤ 1
1− t (2L+ c).
Thus the pair (α, β) has BSL and SB ≤ 11−t (2L+ c). 
Let f : X → X be a self-map of an aspherical figure-eight type finite polyhedron. We may assume that each fixed point
xp of f is isolated and is assigned an element wp in π1(X) using either Wagner’s method [13] or Fox calculus [2]. See [3] or
[16] for details. Two fixed points xp and xq are in the same fixed point class if and only if there is a solution z ∈ π1(X) to the
equation
z = w−1p f (z)wq.
We say that f has a bounded solution length if every pair (wp, wq) has a bounded solution length.
Theorem 4.3. Let f be a map of Type k ≥ 3 with C = as, s ≥ 0, W = at , t > 0, and V = br , 0 < r ≤ n1. Then each pair
(wp, wq) has a bounded solution length with solution bound
SB < 8|f (a)|.
Proof. Let f be a map of Type k ≥ 3 with
f (a) = u0,
f (b) = u1,
where for each i ∈ {0, 1, . . . , k − 2}, we have ui = uni+1i+1 ui+2 where ni+1 is the maximal such positive integer and
uk−1 = CW = as+t and uk = CV = asbr . We may assume thatwp ≠ 1 and w¯p ≠ 1. Let z be a solution to the equation
z = w−1p f (z)wq.
Then we have
zw−1q = w−1p f (z).
Let L = zw−1q and R = w−1p f (z) in the reduced form. Let ρ = |f (a)| be the length of f (a). Since f (b) is an initial segment of
f (a), thenwp andwq are also initial segments of f (a) and so |wp|, |wq| ≤ ρ.
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Let G = {a, b} and G−1 = {a−1, b−1}. By hypothesis, every letter in f (a) and f (b) is in G. We will often use this fact in this
proof. Let z = z1z2 · · · zn where zi ∈ G±1 = G ∪ G−1 and zizi+1 ≠ 1. Then |z| = n and we assume that n > 2ρ.
Case 1: zs = z1 = a.
Let z = az ′. Then R = w−1p f (a)f (z ′). Since (z ′)s ≠ a−1, there is no cancellation between w−1p f (a) and f (z ′). If the fixed
point xp is on the b-loop, then f (b) = wpbw¯−1p in the reduced form hence R1 = b ≠ a = L1 where R1 and L1 are the first
letters of R and L respectively. Thus xp should be on the a-loop. Then f (a) = wpaw¯−1p thus we have R = aw¯−1p f (z ′).
Since w¯p ≠ 1 and every letter in w¯−1p is in G, then z2 ∈ G. Then f (z2) is a subword of R with |f (z2)| ≥ |f (b)| ≥ 2 and
every letter of f (z2) is in G. This implies that z3, z4 ∈ G and so we again have f (z3) and f (z4) are subwords of Rwith length
≥2 and every letter is in G.
Since n > 2ρ and |wq| ≤ ρ, then for k < n+12 , z1z2 · · · zk is an initial segment of L. Thus repeating the above arguments,
we can say that all the letters of R are inG since |f (zi)| ≥ 2 for all i < n+12 . Since L = R, we have zi ∈ G for all i ∈ {1, 2, . . . , n}.
Consequently, we have |f (z)| ≥ 2|z|. By Theorem 4.2, the pair (wp, wq) has a BSLwith solution bound
SB ≤ 1
2− 1 (2L− 0) = 2L ≤ 2ρ,
which contradicts n > 2ρ. Thus we have n ≤ 2ρ.
Case 2: zs = z1 = b.
Let z = bz ′, then R = w−1p f (b)f (z ′). If the fixed point xp is on the b-loop, we have f (b) = wpbw¯−1p and R = bw¯−1p f (z ′).
Then similarly to Case 1, the pair (wp, wq) has BSLwith SB ≤ 2ρ. We omit the proof.
Assume that xp is on the a-loop. Then f (a) = wpaw¯−1p in the reduced form. Let z = bℓz ′ for which ℓ is maximal. Then
(z ′)s = a or a−1.
Claim 1: (z ′)s = a−1.
Suppose that (z ′)s = a and let z = bℓaz ′′. Then R = w−1p f (b)ℓf (a)f (z ′′). Since f (a) is an initial segment of f (b)ℓf (a), wp
is also an initial segment of f (b)ℓf (a). Therefore w−1p totally cancels with f (b)ℓf (a) since there is no cancellation between
f (b)ℓf (a) and f (z ′′). Thus we have R1 = a. But L1 = z1 = bwhich contradicts L = R. Thus (z ′)s = a−1, and Claim 1 is proven.
Let z = bℓa−1z ′′. Then R = w−1p f (b)ℓf (a)−1f (z ′′). Since wp is an initial segment of f (a), let wp = ud1r for which d is
maximal (r may be 1).
Claim 2: ℓ = d.
If ℓ > d, then wp is an initial segment of f (b)ℓ so R1 = a is not equal to L1 = b which is a contradiction. If ℓ < d, then
−d+m+ 1 ≤ 0 and
R = r−1u−d+m+11 u−11 f (a)−1f (z ′′).
Since u−11 f (a)−1 = u−11 u−12 u−n11 does not totally cancel with f (z ′′), we have R1 ∈ G−1, which contradicts L1 = b. Therefore,
we have ℓ = dwhich proves Claim 2.
Let z = bda−1z ′′. Then R = r−1f (a)−1f (z ′′). If (z ′′)s ∈ G−1, then f (a)−1 does not totally cancel with f (z ′′). This implies
that R1 ∈ G−1, a contradiction. Thus (z ′′)s must be b. Let z = bda−1bℓz ′′′ for which ℓ is maximal. Then (z ′′′)s = a or a−1.
Claim 3: (z ′′′)s = a−1.
Suppose that (z ′′′)s = a and let z = bda−1bmaz¯. Then
R = r−1f (a)−1f (b)mf (a)f (z¯) = r−1u−12 um1 u2f (z¯).
If r−1u−12 does not totally cancel in R, then R1 ∈ G−1 and if it does, then R1 = a is not equal to L1 = b. Either is a contradiction.
Thus (z ′′′)s = a−1, and Claim 3 is proven.
Let z = bda−1bma−1z¯. Then R = r−1f (a)−1f (b)mf (a)−1f (z¯).
Claim 4:m = n1 or n1 + 1.
Ifm > n1 + 1, thenm− (n1 + 2) ≥ 0, so we have
R = r−1u−12 u21um−(n1+2)1 u−12 u−n11 f (z¯).
Then similarly to the proof of Claim 3, we have either R1 ∈ G−1 or R1 = a, which is a contradiction.
Suppose thatm < n1. Thenm− n1 < 0 and
R = r−1u−12 um−n11 u−12 u−n11 f (z¯).
Thus we have R1 ∈ G−1, which contradicts L1 = b. Therefore, we havem = n1 or n1 + 1. Claim 4 is proven.
Repeating the same arguments, we conclude that
z = bda−1bm1a−1bm2a−1 · · · bmia−1 · · ·
wheremi = n1 or n1 + 1. Since |z| = n, clearly we have i < nn1+1 .
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Claim 5: there are j and k such thatmj = n1 andmk = n1 + 1.
Ifmi = n1 for all i, then f (a)−1f (b)mi = f (a)−1f (b)n1 = u−12 , thus every letter in R is a−1 or b−1, which is a contradiction.
If mi = n1 + 1 for all i, then f (a)−1f (b)mi = f (a)−1f (b)n1+1 = u−12 u1 = un2−12 u3. Similarly to the proof of Claim 3, we have
R1 ≠ L1. This is a contradiction, so Claim 5 is proven.
Thus bn1 and bn1+1 are syllables of z. Since R = L, bn1 and bn1+1 are also syllables of f (z) as well. This implies that C = 1
and V = b. Furthermore, since a−1 is a syllable of z, and so of f (z), we haveW = a.
Since zw−1q = w−1p f (z) and n > ρ, the word z1z2 · · · zn−ρ is a subword ofw−1p f (z). Since all the letters ofw−1p are in G−1,
the word z1z2 · · · zn−ρ is a subword of f (z). This implies that for each zi = b = V (resp. zi = a−1 = W−1) in f (z) there are
at least two letters (resp. three letters) that are necessary in z. Thus we have
|z1z2 · · · zn−ρ | = |w−1p f (z)| − ρ <
1
2
|z|
because |w−1p f (z)| = n and z1 · · · zn−ρ is a subword of f (z). Consequently, we have
|f (z)| < 1
2
|z| + 2ρ.
By Theorem 4.2, the pair (wp, wq) has a BSLwith solution bound
SB ≤ 1
1− 12
(2L+ 2ρ) ≤ 8ρ.
Case 3, 4: zs = z1 = a−1, zs = z1 = b−1, respectively.
In these cases, we have similar results to Case 1 and/or Case 2. That is the pair (wp, wq) has a BSL such that SB < 8ρ.
Although some details of the proof are different from those of Case 1 and 2, the main ideas are similar. So here we omit
it. 
Theorem 4.4. Let f be a map of Type k ≥ 3 with C = a−s, s ≥ 0, W = a−t , t > 0, and V = b−r , 0 < r ≤ n1. Then each pair
(wp, wq) has a bounded solution length with solution bound
SB < 8|f (a)|.
Proof. The proof is very similar to the proof of Theorem 4.3. It is basically dual to it. So we omit the proof. 
Combining all the previous results in this paper, we have the following.
Theorem 4.5. Let f be a Kim-type map. Then f is either an exceptional form or may be mutated to one of the following:
Wagner-type, Yi-type, or an exceptional form.
Every map with an exceptional form has a bounded solution length.
By Theorems 2.3 and 4.5, we have the following.
Theorem 4.6. Let X be an aspherical figure-eight type finite polyhedron and f : X → X be a self-map of X. There is an algorithm
for calculating the Nielsen number N(f ).
5. The algorithm tables
See Tables 1–6.
Table 1
Cases Moves Mutants
I V /∈ B andW /∈ B (IV )n1−−−→ (II)−→ (I)−→ Type ℓ
(ℓ < k)
Table 2
Cases Moves Mutants
II V /∈ B andW ∈ B (IV )n1−−−→ (I)−→ or Type ℓ(ℓ < k)
(IV )n1−−−→ (II)−→ (I)−→ or Case I or Exception
S.W. Kim / Journal of Pure and Applied Algebra 216 (2012) 1652–1666 1665
Table 3
Cases Moves Mutants
III V ∈ B andW /∈ B
III.1 C = b±s , s ≥ 0
III.1a W = aW ′a−1 (IV )n1−−−→ (II)−→ (I)−→ Type k− 1
III.1b W = a−1W ′a (IV )n1−−−→ (II)−→ Type k− 1
III.1c V = br ,W = a or aW ′a (IV )n1−−−→ (II)−→ Case I
or Exception
III.1d V = br ,W = a−1 or a−1W ′a−1 (IV )n1−−−→ (I)−→ Type 1 or 2
with k = 3, n1 > s, n2 = 1 or Case I or II
III.1e V = br ,W = a−1 or a−1W ′a−1 (IV )n1−−−→ (II)−→ (I)−→ (IV )n2−1−−−−→ (II)−→ Case I
with n1 ≥ 2r + 3s, nk−1 > 1
III.1f V = br ,W = a−1 or a−1W ′a−1 (IV )n1−−−→ (II)−→ (I)−→ Type ℓ (ℓ < k)
without III.1d and III.1e or Case I or II
III.1g V = b−r ,W = a or aW ′a (IV )n1−−−→ (I)−→ Type 1 or 2
with k = 3, n1 > s, n2 = 1 or Case I or II
III.1h V = b−r ,W = a or aW ′a (IV )n1−−−→ (II)−→ (I)−→ (IV )n2−1−−−−→ (II)−→ Case I
with n1 ≥ 2r + 3s, nk−1 > 1
III.1i V = b−r ,W = a or aW ′a (IV )n1−−−→ (II)−→ (I)−→ Type ℓ (ℓ < k)
without III.1g and III.1h or Case I or II
III.1j V = b−r ,W = a−1 or a−1W ′a−1 (IV )n1−−−→ (II)−→ (I)−→ Case I or Exception
Table 4
Cases Moves Mutants
III.2 Φa(C) > 0
III.2a (1)Φa(W ) ≠ 1 (IV )
n1−−−→ (II)−→ (I)−→ Type k− 1
(2) V = br ,W = b−ta−1b−ℓ or Case I or II
(3) V = b−r ,W = bℓabt
(ℓ, t ≥ 0)
III.2b (1) V = br ,W = b−tab−ℓ (IV )n1−−−→ (II)−→ (I)−→ Type k− 1
(2) V = b−r ,W = bℓa−1bt or Case I or II
(ℓ, t ≥ 0) or III.1 or III.2a
without III.2c and III.2d or Exception
III.2c (1) C = a−1 or a−1C ′a−1 , (IV )n−−→ (II)−→ (I)−→ Type k− 1
V = br ,W = b−tab−ℓ , or Case III.1
0 < ℓ ≤ n− r , 0 < t ≤ n− r or III.2a or III.2b
(2) C = a or aC ′a, or Case IV
V = b−r ,W = bℓa−1bt , or Exception
0 < ℓ ≤ n− r , 0 < t ≤ n− r
III.2d (1) C = bka−1bt or bka−1C ′a−1bt , (IV )n−−→ (II)−→ (I)−→ Type k− 1
k, t > 0, or Case III.1
V = br ,W = a or III.2a or III.2b
(2) C = b−tab−k or b−taC ′ab−k , or Case IV
k, t > 0, or Exception
V = b−r ,W = a−1
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Table 5
Cases Moves Mutants
IV W ∈ B and V ∈ B
C = aC ′a−1 (IV )n1−−−→ (II)−→ (I)−→ Type k− 1
C = a−1C ′a (IV )n1−−−→ (II)−→ Type k− 1
C = a or aC ′a, (IV )n1−−−→ (II)−→ (I)−→ Case I or II
W = br , V = b−s ,
n1 < r + 2s
C = a or aC ′a, (IV )n1−−−→ (II)−→ (I)−→ (V )−→ (III)−−→ Type 2
W = br , V = b−s ,
n1 ≥ r + 2s
C = a−1 or a−1C ′a−1 , (IV )n1−−−→ (II)−→ (I)−→ Type k− 1
W = br , V = b−s or Case I
or Exception
C = a−1 or a−1C ′a−1 , (IV )n1−−−→ (II)−→ (I)−→ Type k− 1
W = b−r , V = bs or Case I
or Exception
C = a or aC ′a, (IV )n1−−−→ (II)−→ (I)−→ Case I or II
W = b−r , V = bs ,
n1 < r + 2s
C = a or aC ′a, (IV )n1−−−→ (II)−→ (I)−→ (V )−→ (III)−−→ Type 2
W = b−r , V = bs ,
n1 ≥ r + 2s
Table 6
Cases
Exception (1) C = as , s ≥ 0, f has BSL
V = br ∈ B,W = at , t > 0 with SB ≤ 8|f (a)|
(2) C = a−s , s ≥ 0,
V = b−r ∈ B,W = a−t , t > 0
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