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Notations et terminologie sont celles d'un pr6c6dent article de l'auteur (1978), 
auquel il est renvoy6 pour tout r6sultat sur les syst~mes r6guliers (ou bilin6aires) 
en temps discret. 
1. POSIT ION DU PROBL~ME 
Soit le syst~me r6gulier r6alisable, sous forme r6duite (ou minimale) 
i= l  
y(t) Aq(t). 
Le vecteur d'6tat q(t) appartient au K-espace vectoriel Q [q(0) est donn@ de 
dimension finie N+ 1 (K est un corps commutatif). Les applications 
A0, A 1 .... , • :  Q ~ Q, ,~: Q ~ K sont K-lin6aires. u 1 ,..., un: N ~ K sont 
les entrfies. 
II se peut que (1) soit indiscernable d'un syst~me 
q(t + 1)= (A o + ~ ui(t)Ai)q(t) + b o + ~ ui(t)bi, 
~=~ i=~ (2) 
y(t) = Aq(t) -~- c, 
d'espace d'6tat Q de dimension strictement iaf&ieure. Les applications 
A0, A1 ,..., An : Q -~ Q, A: Q --~ K sont K-lin6aires. b0, b 1 ,..., bn sont des 
~16ments de Q, c e K une constante. 
EXEMPLE. Le syst~me, h entr& scalaire, d'espace d'6tat de dimension 1, 
l q(t + 1) = ux(t) q(t) + ux(t) [q(O) = 0], y(t) = q(t), 
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est de rang 2.1 I1 est indiscernable du syst~me rfigulier r6duit 
([°o 7] [1o lo]1 
Tam et Shigeki Nonoyama (Shigeki Nonoyama, 1976; Tarn et Shigeki 
Nonoyama, 1976, 1977) ont 6tudi6 la r6alisation des syst~mes de type (2). 
Nous montrons qu'elle se famine 7t celle des r6guliers par des calculs matriciels 
616mentaires. 
2. Rt~SULTATS 
PROPRIt~Tt~ 1. Le syst~me (1) peut se mettre sous forme (2), avec espace dYtat 
de dimension strictement inf[rieure si et seulement si les opdrateurs transposes 
t~j ( j  = 0, 1,..., n) poss~dent un m~me vecteur propre, relativement & la valeur 
propre 1 pour *-/lo, 0 pour *A- 1 ,..., ~.~ . Le systgme (2) est alors de dimension N'. 
Preuve. Relativement ~ une base bien choisie, la condition pr6c6dente 
permet d'6crirer les A~ ainsi: 
[A0 [A :1 I 0 ] 4 
0. . .0  0 ... 
Le syst~me (1) peut alors se mettre sous forme (2) (cf. l'auteur, 1978, chap. II, 
sect. I, proposition 1), qui est de dimension N. 
R6ciproquement, (2), de dimension N, peut se mettre de m6me sous forme (1), 
de dimension N + 1, les Aj v6rifiant la condition spectrale impos6e. | 
PROPRII~TI} 2. ~ Soient deux syst~mes 
i=1 i=1 
y(t) = ACe~ql~(t) -~ cC~) (k = 1, 2), 
indiscernables de (1), d'espaces dYtat QI~) de dimension N. 
t Le rang de la matrice de Hankel associ~e est 2 (cf. l'auteur, 1978, chap. I, sect. II. (a). 
2 R~sultat que l'on peut trouver aussi darts l'article de Tam et Shigeki Nonoyama 
(1977). 
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1l existe un isomorphisme ¢: Q(2) __+ Q(1) et un vecteur v E Q(1) tels que 
A) 1) = ¢A(2)¢ -1 ( j  = 0, 1,..., n), b~ 1) = Cbo (2) - -  (}Ao(2)¢ - iv  -l- .v, 
b~ 1) =- Cb~ ~) - -  CA~f )¢ - lv  (i = 1,..., n), )t(1)(~ __ ,~(2), 
c ~1) = c (2) - ~¢-1v ,  q(~)(0)  = ¢q~2)(0)  + v.  
Preuve. Les deux syst~mes en question sont indiscernables des r6guliers, 
6crits sous forme matricielle 
t A,ok , b,o ~, ( A'°~' 0 ~ /j [( 1+ t 
L\O -.. 0 1 / i=1 0 "" 
y(t) = [h (~), O] q(k)(t), q(k)(O) = 
q(k)(t), 
qui sont r6duits, puisque de dimension _N + 1. On sait (cf. l'auteur, 1978, 
chap. II, sect. I I .b, th6or~me 3) qu'il existe une matrice inversible ¢ telle que 
[Aol iol] [Ao = ¢ ¢-1, 
LO ...  0 LO ...  0 1 J 
¢ [o AT' ] ¢-~, 
• .- 0 J  ... 0 J 
[q<l)l(O)] :~b[q(2)(lO)]. 
En raison de la nature des matrices, ¢ est de forme 
~b= 
0""0  1 
off ~ est inversible. Comme 
0 • 0 1 J 
on aboutit aux formules de transformation d6sir6es. | 
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PROPm~T/~ 3. Le syst~me (2) a un espace d'dtat de dimension N si et seulement 
s'il est complgtement observable t semi-accessible. 3 
Preuve. Le syst~me (2) est indiscernable du syst~me r6gulier 
r(t 4- 1) =-- 4- i ui(t) j i r(t), 
0 "" 0 1 ~=~ 0 "" 
= 
Or, on sait que ce dernier est de dimension N 4- 1, c'est ~ dire r6duit, s'il est 
semi-accessible t compl6tement observable (cf. l'auteur, 1978, chap. II, 
sect. II.b, th4or6me 3). D'ofl la conclusion. | 
Remarque. En temps continu, les r6sultats restent valides ~ une seule modi- 
fication prhs: dans l'6nonc6 de la propri6t6 1, le vecteur propre dolt l'4tre pour 
tA0 relativement ~ la valeur propre 0. 
3. UN CAS PARTICULIER 
On sait que le syst6me (1) est stationnaire si A0~(0) = ~(0) (l'auteur, 1978, 
chap. III, sect. II). Une d6monstration identique h celle de la propri6t6 1 conduit 
~noncer: 
PROPRI~Tt} 4. Le syst}me (1), supposd stationnaire, peut se mettre sous forme l ( ) q(t + 1) = A o + ui(t)A i q(t) 4- i ui(t)bi ~=~ (3) 
y(t) = aq(t) [q(O) = 0], 
de dimension N, si et seulement si le vecteur d'dtat initial ~(0) vdrifie: 
re(O) 40 = tq(O), tq(O) i i  = 0 (i = 1,..., n), Aq(O) = O. 
On retrouve alors un r6sultat d'Isidori (1973): 
PROPRI~T~ 5. Soient deux syst~mes 
t q(~'(t4- 1)= (A(oe)@ ~ ui(t)tt~k')a(k)(t ) 4- i ui(t)b~k', i=1 i=1 y(t) = h(~)q(~)(t) [~(k)(0) = 0] (k = 1, 2), 
s On entend par 1~ que l'espace d'dtat est sous-tendu par l'ensemble des vecteurs 
accessibles h partlr de 1'6tat initial. 
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indiscernables de (1), d' espaces d'dtat Qck) de dimension N. I1 existe un isomorphisme 
~: ~(2) __~ ~1) tel que 
A~ 1) = 6A~2)6 -1 n), b~ ) 4b~ 2' (i n), A<I) 4 ~--- h '2). . ~ . ( j  = 0 ,1 , . . . ,  = =1, . . . ,  
Preuve. I1 s'agit d'un corollaire de la propri&6 2, off v = O. I 
Remarques. (i) La notion de matrice de Hankel d6finie par Isidori (1973) 
propos de (3) ne coincide pas avec celle de l'auteur (1978). En effet, la matrice 
de Hankel d'Isidori a pour rang Net  la n6tre _N q- 1. 
(ii) I1 est imnl6diat de sp6cialiser les consid6rations pr6c6dentes au cas off, 
en (3), les op6rateurs A 1 ,..., An sont nuls et de retrouver, ainsi, les propri6t6s 
de r6alisation des syst6mes lin6aires stationnaires dues ~ Kalman (1969). 
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