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Introduction 12
Copy number variation (CNV) of DNA sequences is responsible for functional phenotypic variation in 13 many organisms, particularly when it comes to causing or fighting diseases (STURTEVANT 1937 so the extent that CNVs contribute to phenotypic variation has yet to be fully ascertained (REDON et al. 17 2006; CHAKRABORTY et al. 2017 ). This detection difficulty is due to challenges in aligning CNVs, with 18 similar copies being combined in both Sanger-sequencing and with mapping short-read NGS data to a 19 reference genome lacking the duplication (REDON et al. 2006; YE et al. 2009 ). Several tools have been 20 developed to detect these CNVs in next-generation sequencing (NGS) data, but for proper accuracy, they 21 require high coverages of samples (for the detection of split-mapped reads, or better estimations of 22 relative coverage), long-reads (able to bridge the CNVs) or computationally intensive methods (REDON et learning methods are able to classify windows across the genome with surprising accuracy, even using 30 lower quality data (KERN AND SCHRIDER 2018). Additionally, machine learning techniques are generally 31 less computationally intensive than other modern methods such as Approximate Bayesian computation, 32 because the user providing a training set for the supervised detection of classes (BEAUMONT et al. 2002; 33 SCHRIDER AND . 34
Here we introduce a novel deep-learning-based method for detecting duplications and deletions, 35
named 'Duplication and Deletion Classifier using Machine Learning' (dudeML). We outline our 36 rationale for the statistics used to detect CNVs and the method employed, in which we calculate relative 37 coverage changes across a genomic window (divided into sub windows) which allows for the 38 classification of window coverages using different machine learning classifiers. Using both simulated and 39 known copy number variants, we show how dudeML can correctly detect copy number variants and 40 outperforms basic coverage estimates alone. 41
Methods 42

Machine learning method and optimization 43
Inspired by recent progress in machine learning for population genomics (SCHRIDER AND KERN 2016; 44 KERN AND SCHRIDER 2018; SCHRIDER AND KERN 2018), we sought to develop a method to accurately 45 and quickly classify the presence or absence of copy number variants in genomic windows using a 46 supervised machine learning classifier. Based on previous software and methods for copy number 47 detection (YE et al. 2009; CHEN et al. 2016) , we identified a number of statistics that may help determine 48 if a duplication or deletion is present in a particular window. We reasoned that both standardized and 49 normalized median coverage should indicate if a window is an outlier from the coverage (Figure 1 , 50 black), and that the standard deviation increases in regions with higher coverage, decreases in regions 51 with lower coverage but increase dramatically at CNV edges due to rapid shifts in coverage ( Figure 1 In this classifier, we used these measures across a set of windows to define the copy number and 56 CNV class of the focal window at the center (Figure 2A ). Initially, we sought to identify which of the 57 statistics (and in what windows) are most useful for determining the presence or absence of a copy 58 number variant, relative to a reference genome. To do this, we simulated tandem duplications and 59 deletions (100-5000bp) across the Drosophila melanogaster reference chromosome 2L. We then 60 simulated 100bp paired-end reads for this chromosome using WGsim (LI 2012) and mapped these to the 61 standard reference 2L using BWA and SAMtools (LI AND DURBIN 2009; LI et al. 2009), with repeats 62 masked using RepeatMasker (SMIT AND HUBLEY 2015). We also simulated a second set of CNVs and 63 related short read data as a test set. 64
To identify candidate CNVs, we calculated the statistics derived above in windows between 10bp 65 and 1000bp (sliding the same distance). We reformatted the data to vectors including the statistics for a 66 focal sub window and 10 sub windows upstream and downstream, creating a set of statistics describing 67 the 20 sub windows around a focal sub window, for every window set on the chromosome. We then 68 assigned each window a class, based on the known copy number and known class (deletion, duplication 69 or normal) for the focal sub window. We trained a random forest classifier with 100 estimators 70 containing a CNV or not. We examined the contribution of statistics to classifying focal sub-windows and 72 qualitatively removed those unimportant to the classifier e.g. statistics which appeared to not contribute to 73 classification in any degree in any sub windows were removed upon visual inspection. This scripts and 74 tutorial for this process are available at https://github.com/tomh1lll/dudeml, including the tool for 75 detecting CNVs. 76
To further hone the method we determined how window size (10 -1000bp), number of windows 77 We used bedtools (QUINLAN AND HALL 2010) and RepeatMasker (SMIT AND HUBLEY 2015) to 87 identify regions on chromosome 2L without high levels of repetitive content. Following this, we 88 simulated 2000 duplications and 2000 deletions across these regions, varying in size between 100bp and 89 5000bp. To assess a machine learning classifiers ability to detect CNVs across pooled data, for three 90 replicates, we created a further subset of CNVs present at different frequencies in pools of chromosomes, 91 for pools of 2 (the equivalent of sequencing an outbred diploid individual), 5, 10 and 20 chromosomes, 92
allowing the CNV to vary in frequency between 5% and 100% across samples, based on the number of 93 chromosomes simulated (e.g. a 50% minimum in a pool of 2 chromosomes, equivalent to a heterozygous 94 CNV, and a 5% minimum in a pool of 20, equivalent to a singleton CNV in a pool of 10 diploid 95 individuals). This process was repeated twice to create independent test and training sets, both with 96 known CNVs. 97
We generated chromosomes containing simulated CNVs and simulated reads for these 98 chromosomes using WGsim (LI 2012). We simulated reads to multiple median depths of coverage per 99 base, between 0.2 to 20. We then combined all reads for each pool set and mapped these reads to the D. For each data set, of varying window sizes, coverages and pool sizes, we then reformatted each 102 window as described above to give the statistics for the focal window and 5 windows up and downstream, 103 unless otherwise stated. For each training set, we defined each vector by their presence in a duplication, 104 deletion or neither. For each window we also assigned the number of copies found of that window per 105 chromosome, e.g. 0 for a fixed deletion, 0.5 for a deletion found in 50% of chromosomes, 1.75 for a 106 duplication found in 75% chromosomes etc. We then used SKlearn to train a classifier based on the 107 vectors assigned to each class (PEDREGOSA et al. 2011). The classifiers were then used to assign classes 108
to windows in the test sets, which were then compared to their known designations to identify the true 109 positive detection rate of each set. 110
Testing the classifier on real data with known CNVs 111
To test the classifier in known copy number variants, we downloaded the D. melanogaster iso-1 and A4 112 deletion. We downloaded short reads for each D. melanogaster genome (iso-1: SRA ERR701706-11, A4: 116 http://wfitch.bio.uci.edu/~dspr/Data/index.html) and mapped them to both genomes separately using 117 BWA and SAMtools (LI AND DURBIN 2009; LI et al. 2009). Using the previously described methods, we 118 calculated the coverage statistics for each window of each genome using bedtools and custom python 119 scripts. Using the training set described previously, we then classified each window of the iso-1 and A4 120 strains mapped to both their own genome and the alternative reference and compared to the previously 121 detected CNVs, this allowed us to find potential false-positives that may be due to reference genome 122
issues. 123
For each dataset, we also simulated 100 independent training sets, which we used to test the 124 effectiveness of bootstrapping the random forest classifier. Each window was reclassified for each 125 bootstrap training set, which are then used to calculate the consensus state for each window and the 126 proportion of boostrap replicates supporting that states. 127
Finally, to validate any apparent 'False-Positive' CNVs identified with our machine learning 128 classifier, we downloaded Pacific Bioscience long read data for both Iso-1 and A4 (A4 PacBio SRA: 129 SRR7874295 -SRR7874304, Iso-1 PacBio SRA: SRR1204085 -SRR1204696), and mapped this data to 130 the opposite reference genome. For each high confidence (greater than 95% of bootstraps) 'False-131
Positive' CNV, we manually visualized the PacBio data in the integrative genomics viewer (ROBINSON et 132 al. 2011), looking for changes in coverage and split-mapped reads. For a randomly chosen group of these 133 CNVs, we designed primers and confirmed CNVs using PCR (Supplementary Data 1 & 2). We designed 134 primer pairs around each CNV to assess product size differences between strains, as well as inside the 135 CNV for strain specific amplification for deletions or laddering in the case of duplications. PCR products 136 from primer sets in both Iso-1 and A4 were then run on a 2% gel using gel electrophoresis 137 (Supplementary Figure 5) . 138
Results and Discussion 139
A machine learning classifier can detect CNVs with high accuracy 140
We sought to develop a quick, simple and accurate classifier of copy number variants in next generation 141 short-read next-generation sequencing data ( Figure 1 ). We simulated short read data for a chromosome 144 containing multiple insertions and deletions relative to a reference genome and mapped these reads to the 145 original reference chromosome. For windows across the chromosome we then calculated several statistics 146 thought to be helpful for detecting copy number variants (CNVs) including standardized and normalized 147 median coverage, the standard deviation of the standardized or normalized coverage within each window, 148 and the number of split mapped reads across the window. We reasoned that each of these statistics can 149 signal the increase or decrease of copy number of a sequence relative to a reference genome ( Figure 1 to increase in duplications (red) and decrease in deletions (blue). We expect the standard deviation of the 161 standardized coverage to greatly increase at the edges of CNVs (grey line). At the borders of CNVs we 162 also expect an increase in split mapped reads, specifically across the edges of deletions (dark blue) or 163 within a tandemly duplicated region (dark red). 164 165 166
Using dudeML on high coverage (>20-fold), simulated copy number variants, we find that both 167 standardized and normalized median coverage and standard deviation are important for classifying a 168 window. However, because normalized coverage relies on knowing the coverage distribution of a sample, 169
we chose to remove this statistic from further analysis. Surprisingly, the number of split reads (reads 170 where two ends map to different regions of the genome) is relatively unimportant for finding CNVs 171 (Figure 2A ). Though the breadth of a distribution will vary depending on the window-size and mean size 172 of the CNV, the most important windows for classifying a CNV appear to be the focal window and up to 173 5 windows up and downstream of the focal window ( Figure 2B ). On a related note, increasing the number 174 of windows surrounding the focal window decreases the true-positive rate due to a repeat content 175
interfering with the classifier (Supplementary Figures 1 & 2 , true-positive rate ~ window number, GLM t-176 value = -12.056, p-value = 2.478e-33). We also find different statistics have different contributions across 177 different window sizes, for example, larger windows are more likely to include the edges of the CNV so 178 standard deviation is more important for CNV classification in larger windows (Figure 2A ). However, 179 larger windows appear to have lower true-positive rates, again due to the increased chance of overlapping 180 with repeat content ( Supplementary Figures 1 & 2 , true-positive rate ~ window size: GLM t-value = -181 2.968, p-value = 0.00303). 182
We also compared different supervisor machine learning classifiers and found little qualitative 183 difference between them, though the most successful classifier on simulated data was a Random Forest 184 Classifier ( Supplementary Figure 1 & 2 We next tested the extent that changing different parameters affected dudeML's ability to 212 correctly detect CNVs, compared to pure copy number estimates (rounding the coverage to the nearest 213 whole value), or Pindel (YE et al. 2009 ). We examined the effects of decreasing coverage, increasing 214 window size and increasing the number of sub windows on correctly classifying CNVs with dudeML, in 215 comparison to Pindel and coverage estimates for decreasing coverage. As expected, all three methods 216 (dudeML using eleven 50bp windows, Pindel and pure coverage) have a decreasing true-positive rate 217 with decreasing mapped coverage ( Supplementary Figures 1 & 2 , true-positive rate ~ coverage GLM t-218 value = 209.4 p-value < 2e-16). However, the correct detection of variants and their copy number is 219 above 95% for euchromatic regions with dudeML until coverage is below 2-fold ( Figure 2C , 99.8% 220 above 10-fold, 48% at 0.5-fold). This can also be seen in the ROC curves for duplications and deletions at 221 different sample coverages ( Supplementary Figure 1) and in the proportion of true-positives found 222 ( Supplementary Figure 2) . Note that the ROC curves include all windows across the genome (including 223 windows with no CNVs), potentially inflating the true-positive rate ( Supplementary Figure 1) , while the 224 second instance, CNVs in regions of the genome not analyzed are also included, inflating the false-225 negative rate ( Supplementary Figure 2) . 226
Compared to dudeML, Pindel and pure coverage estimation decreases in effectiveness faster than 227 linearly ( Figure 2C , >77% above 10-fold coverage, <3.5% at 0.5-fold coverage). As Pindel relies on split-228 mapped reads of certain mapping orientations to detect copy number variants, low coverage data likely 229 lacks an abundance of these reads for the correct detection of CNVs (YE et al. 2009 ). Similarly, the 230 spurious nature of data at low coverages prevents pure relative coverage comparisons from being useful. 231
With machine learning however, the classifier relies on thousands of similar examples in each state to 232 more reliably predict the presence or absence of a CNV, if the training data is similar to the sampled data. 233
In fact, correctly predicting a CNV in data of decreasing coverage with a poorly optimized training set has 234 a similar success rate as pure-coverage alone ( Supplementary Figure 3) , highlighting the importance of a 235 training set as like the true data as possible. 236
Often, populations are sequenced as pools of individuals instead of individually prepared 237 samples, due to its reducing the cost of an experiment while still providing relatively high power for 238 population genetic inference (SCHLÖTTERER et al. 2014). We simulated CNVs at varying frequencies 239 throughout pools of chromosomes (poolseq) to assess dudeML's ability to detect the correct number of 240 copies of a gene in a population. We generated simulated pools as both test data and training sets of 1 241 (haploid or inbred), 2 (diploid, 50% coverage), 5, 10, 20 and 40 chromosomes (pools at 1-fold coverage 242 for each chromosome), again, we compared this to Pindel's ability to detect the CNV and relative 243 coverage estimates. In all three cases, as the pool size increases, the ability to detect the correct number of 244 copies of a window (or to detect copy number variants at all in Pindel) decreases ( Figure 2 ). However, for 245 copy number variants above ~20% frequency, dudeML is able to correctly predict their presence an 246 average of 87% of the time, suggesting that for poolseq, dudeML has high confidence in calling CNVs 247 compared to pure coverage of Pindel, but low confidence in accurate frequency prediction (< 21% 248 success rate in both methods). This is likely as the changes in relative coverage and proportion of split 249 reads becomes so slight that the proper detection is not feasible. For example, finding a fixed duplication 250 in a single chromosome sample requires detecting a 2-fold change in coverage, while a duplication in one 251 chromosome in a pool of 20 requires detecting a 1.05-fold change in coverage. With variance in coverage 252 existing in even inbred samples, this makes proper CNV detection at high resolution in pools unfeasible. 253
As before, a machine learning classifier has relatively higher success ( Figure 2C ), though still low, 254 ranging from 47-94% proper detection. If the goal is, however, to detect changes in copy number variants 255 between two samples (either over time or between two geographically distinct samples), dudeML should 256 be enough to detect changes at around a ~20% resolution with relatively high confidence ( Figure 2C) , 257 such that it may not be possible to get accurate frequency estimates in the pool, but should be able to infer 258 the presence of duplications/deletions with at least 20% frequency, or distinguish between CNVs present 259 at 20% frequency and 40% frequency. 260 261
Resampling increases CNV machine learning classifier accuracy 262
To further tune the accuracy of our classifier, we tested its effectiveness on the detection of copy number 263 variants in real data, as opposed to simulated copy number variants in simulated reads (though with a 264 classifier still using simulated CNVs and simulated data for training). We therefore downloaded two 265 (Table 1) . We suspected that artefacts and false CNVs were caused by real structural variants 275 that went undetected in the original training set and areas with inconsistent mapping rates, so we 276 attempted to control for this by resampling across multiple training sets with independently generated 277
CNVs. We generated 100 independent training sets across both the Iso-1 and A4 reference genomes to 278 create 100 independent classifiers. Following this we performed a bootstrapping-like approach, predicting 279 the copy number of each window based on each of the 100 classifiers and taking the consensus of these 280 calls. As the number of replicates increased, the false-positive rate dropped dramatically with little effect 281 on the true-positive rate (Table 1, Figure 3B ). In fact, taking CNVs found in at least 98% of the bootstraps 282 removed all but 17 false-positives. This did however remove some low confidence but real duplications, 283 and therefore provides a conservative set of CNVs ( Figure 3A ) (CHAKRABORTY et al. 2017 ). This 284 suggests that multiple independent training sets can remove any artefacts found in a single training set 285 which may lead to false calls (Table 1, Figure 3A) . 286
As so many false-positives are found with high confidence across both samples, we next visually 287 inspected the regions of the genome called as False-Positive CNVs in at least 95 of 100 bootstraps 288 ( Supplementary Figure 4 , 106 duplications and 64 deletions across both strains). We extracted long reads 289 (> 250bp) from PacBio data for both strains and mapped these to the opposite strains genome, which we 290 then visualized in the integrative genomics viewer (Robinson et al. 2011 ). All False-positive CNVs 291 examined show similar signatures to true-positive copy numbers (e.g. split-mapped reads across regions 292 of 0 coverage for deletions, and supplementary alignments of reads in regions of high coverage for 293 duplications), suggesting that they may be real CNVs and not false-positives (or at least have similar 294 signatures to real CNVs, 18 examples given in Supplementary Data 1). We further PCR validated 12 of 295 these CNVs, chosen at random ( Supplementary Figure 5, Supplementary Data 2) . While we could 296 validate all deletions, we found no length variation in PCR product for putative duplications for primers 297 designed outside the duplication, which suggests that if these duplications exist, they may not be tandem Based on these results, bootstrapping appears to average over random effects of simulated 318 training sets to remove a majority of false-positive CNVs called, allowing a more conservative 319 assessment of the copy number variants found throughout an assessed strain. A majority of high 320 confidence false-positives also appear to be actual CNVs, suggesting that dudeML can detect CNVs other 321 tools misseven using long read data. 322
Conclusion 323
In summary, we have shown that machine learning classifiers, even simple classifiers such as dudeML, 324 perform quite well at detecting copy number variants in comparison to other methods, particularly in 325 samples with reduced coverage or in pools, using just statistics derived from the coverage of a sample. 326
These tools are not computationally intensive and can be used across a large number of datasets to detect 327 duplications and deletions for numerous purposes. We expect machine learning to provide powerful tools 328 for bioinformatic use in the future. 329 and for comments on the manuscript. This work was supported by a K-INBRE postdoctoral grant to TH 333 (NIH Grant P20 GM103418) and by NIH Grants R00 GM114714 and R01 AI139154 to RLU. 
