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Abstract
In this paper, we address the few-shot classification task
from a new perspective of optimal matching between im-
age regions. We adopt the Earth Mover’s Distance (EMD)
as a metric to compute a structural distance between dense
image representations to determine image relevance. The
EMD generates the optimal matching flows between struc-
tural elements that have the minimum matching cost, which
is used to represent the image distance for classification.
To generate the important weights of elements in the EMD
formulation, we design a cross-reference mechanism, which
can effectively minimize the impact caused by the cluttered
background and large intra-class appearance variations.
To handle k-shot classification, we propose to learn a struc-
tured fully connected layer that can directly classify dense
image representations with the EMD. Based on the implicit
function theorem, the EMD can be inserted as a layer into
the network for end-to-end training. We conduct compre-
hensive experiments to validate our algorithm and we set
new state-of-the-art performance on four popular few-shot
classification benchmarks, namely miniImageNet, tieredIm-
ageNet, Fewshot-CIFAR100 (FC100) and Caltech-UCSD
Birds-200-2011 (CUB).
1. Introduction
Deep neural networks have achieved breakthroughs in a
wide range of visual understanding tasks in the past few
years. However, its data-driven nature often makes it strug-
gle when no sufficiently large labeled training data is avail-
able. Meta learning, on the other hand, is proposed to learn
a model that can quickly generalize to new tasks with minor
adaption steps. One of the most well-studied test-bed for
meta-learning algorithms is few-shot image classification,
which aims to perform classification on new image cate-
gories with only a small amount of labeled training data.
To address this problem, a line of the previous litera-
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Figure 1: Illustration of using Earth Mover’s Distance for one-shot image
classification. Our algorithm uses optimal matching cost between image
regions to represent the image distance.
ture adopts metric-based methods [30,43,63,66,67,72] that
learn to represent image data in an appropriate feature space
and use a distance function to predict image labels. Fol-
lowing the formulation of the standard image classification
networks [16, 24, 62], metric-based methods often employ
a convolution neural network to learn image feature rep-
resentations, but replace the fully connected layer with a
distance function, e.g., cosine distance and Euclidean dis-
tance. Such distance functions directly compute the dis-
tance between the embeddings of the test images and train-
ing images for classification, which bypasses the difficult
optimization problem in learning a classifier for the few-
shot setting. The network is trained by sampling from a dis-
tribution of tasks, in the hopes of acquiring generalization
ability to unseen but similar tasks.
Despite their promising results, we observe that the clut-
tered background and large intra-class appearance varia-
tions may drive the image-level embeddings from the same
category far apart in a given metric space. Although the
problem can be alleviated by the neural network under the
fully supervised training, thanks to the activation functions
and abundant training images, it is almost inevitably am-
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plified in low-data regimes and thus negatively impacts the
image classification. Moreover, a mixed global represen-
tation destroys image structures and loses local features.
Local features can provide discriminative and transferable
information across categories, which can be important for
image classification in the few-shot scenario. Therefore,
a desirable metric-based algorithm should have the ability
to utilize the local discriminative representations for metric
learning and minimize the impact caused by the irrelevant
regions.
A natural way to compare two complex structured repre-
sentations is to compare their building blocks. The difficulty
lies in that we do not have their correspondence supervision
for training and not all building elements can always find
their counterparts in the other structures. To solve the prob-
lems above, in this paper, we formalize the few-shot classi-
fication as an instance of optimal matching, and we propose
to use the optimal matching cost between two structures
to represent their similarity. Given the feature representa-
tions generated by two images, we adopt the Earth Mover’s
Distance (EMD) [50] to compute their structural similarity.
EMD is the metric for computing distance between struc-
tural representations, which was originally proposed for im-
age retrieval. Given the distance between all element pairs,
EMD can acquire the optimal matching flows between two
structures that have the minimum cost. It can also be inter-
preted as the minimum cost to reconstruct a structure rep-
resentation with the other one. An illustration of our mo-
tivation is shown in Fig. 1. EMD has the formulation of
the transportation problem [17] and the global minimum
can be achieved by solving a Linear Programming prob-
lem. To embed the optimization problem into the model
for end-to-end training, we can apply the implicit function
theorem [3,8,22] to form the Jacobian matrix of the optimal
optimization variable with respect to the problem parame-
ters [3].
An important problem parameter in the EMD formula-
tion is the weight of each element. Elements with large
weights generate more matching flows and thus contribute
more to the overall distance. Ideally, the algorithm should
have the flexibility to assign less weight on irrelevant re-
gions such that they contribute less to the overall distance
no matter which elements they match with. To achieve
this goal, we propose a cross-reference mechanism to deter-
mine the importance of the elements. In our cross-reference
mechanism, each node is determined by comparing it with
the global statistics of the other structure. This aims to give
less weight to the high-variance background regions and the
object parts that are not co-occurrent in two images.
In the k-shot setting where multiple support images are
presented, we propose to learn a structured fully connected
(FC) layer as the classifier for classification to make use
of the increasing number of training images. The struc-
tured FC layer includes a group of learnable vectors for each
class. At inference time, we use the EMD to compute the
distance between the image embeddings and the learnable
vector set in each class for classification. The structured
FC is an extension of the standard fully connected layer in
that it replaces dot product operations between vectors with
EMD function between vector sets such that the structured
FC layer could directly classify feature maps. The struc-
tured FC layer can also be interpreted as learning a pro-
totype embedding from a dummy image for each category
such that the test images can be matched with them for clas-
sification.
To validate our algorithm, we conduct extensive experi-
ments on multiple datasets to demonstrate the effectiveness
of our algorithm. Our main contributions are summarized
as follows:
• We propose to formalize the few-shot image classifi-
cation as an optimal matching problem and adopt the
Earth Mover’s Distance as the distance metric between
structured representations. The EMD layer can be em-
bedded into the network for end-to-end training.
• We propose a cross-reference mechanism to gener-
ate the weights of elements in the EMD formulation,
which can effectively reduce the noise introduced by
the background regions in the images.
• We propose to learn a structured fully connected layer
in the k-shot settings, which could directly classify the
structural representations of an image using the Earth
Mover’s Distance.
• Experiments on four popular few-shot classification
benchmark datasets—miniImagenet, tieredImagenet,
FC100 and CUB, show that our algorithm on both
1-shot and 5-shot tasks significantly outperforms the
baseline methods and achieves new state-of-the-art
performance on all of them.
2. Related Work
Few-Shot Learning. There are two main streams in the
few-shot classification literature, metric-based approaches
and optimization-based approaches. Optimization-based
methods [2, 5, 9–11, 18, 26, 31–33, 36, 38, 40–42, 44, 46, 47,
54, 55, 58, 64, 78] target at effectively adapting model pa-
rameters to new tasks in the low-shot regime. Our method
is more related to the metric-based methods [30, 43, 63, 66,
67, 72], which aim to represent samples in an appropriate
feature space where data from different categories can be
distinguished with distance metrics. To achieve this goal,
most previous methods represent the whole image as a data
point in the feature space. There are also some works mak-
ing predictions based on local features. For example, Lif-
chitz et al. [33] directly make predictions with each local
feature and fuse their results. Li et al. [30] adopt k-NN to
fuse local distance. Our solution to the k-shot problem also
draws connections to optimization-based methods since that
we learn a classifier that can directly classify structured rep-
resentations with Earth Mover’s Distance, which can benefit
from the increasing number of support samples.
Apart from the two popular branches, many other
promising methods are also proposed to handle the few-shot
classification problem, such as works based on graph theo-
ries [13, 15, 21], reinforcement learning [6], differentiable
SVM [25], temporal convolutions [39], etc. [4, 12, 14, 20,
27, 28, 37, 45, 49, 57, 60, 61, 65, 69–71, 75, 76].
Other related topics. Besides image classification, few-
shot learning is also investigated in other computer vision
tasks, such as image segmentation [34, 73, 74]. There are
also some previous works related to the techniques adopted
in this paper. For example, Schulter et al. [56] solve the
multi-object tracking problem with a network flow formu-
lation. Zhao et al. [77] propose to use the differential EMD
to handle visual tracking problem based on the sensitivity
analysis of the simplex method. Li [29] uses a tensor-SIFT
based EMD to tackle contour tracking problem.
3. Method
In this section, we first present a brief review of the
Earth Mover’s Distance and describe how we formulate the
one-shot classification as an optimal matching problem that
can be trained end-to-end. Then, we describe our cross-
reference mechanism to generate the weight of each node,
which is an important parameter in the EMD formulation.
Finally, we demonstrate how to use the EMD distance func-
tion to handle k-shot learning with our proposed structured
fully connected layer. The overview of our framework for
one-shot classification is shown in Fig. 2.
3.1. Revisiting Earth Mover’s Distance
The Earth Mover’s Distance is a distance measure be-
tween two sets of weighted objects or distributions, which
is built upon the basic distance between individual objects.
It has the form of the well-studied transportation problem
(TP) from Linear Programming. Specially, suppose that
a set of sources or suppliers S = {si|i = 1, 2, ...m} are
required to transport goods to a set of destinations or de-
manders D = {dj |j = 1, 2, ...k}, where si denotes the
supply units of supplier i and dj represents the demand of
j-th demander. The cost per unit transported from supplier
i to demander j is denoted by cij , and the number of units
transported is denoted by xij . The goal of the transporta-
tion problem is then to find a least-expensive flow of goods
X˜ = {x˜ij |i = 1, ...m, j = 1, ...k} from the suppliers to the
demanders:
minimize
xij
∑m
i=1
∑k
j=1
cijxij
subject to xij > 0, i = 1, ...,m, j = 1, ..., k∑k
j=1
xij = si, i = 1, ...m∑m
i=1
xij = dj , j = 1, ...k
(1)
Note that roles of suppliers and demanders can be switched
without affecting the total transportation cost. si and dj are
also called the weights of the nodes, which controls the to-
tal matching flows generated by each node. EMD seeks an
optimal matching X˜ between suppliers and demanders such
that overall matching cost can be minimized. The global op-
timal matching flows X˜ be achieved by solving the Linear
Programming problem.
3.2. EMD for Few-Shot Classification
In the few-shot classification task, metric-based methods
aim to find a good distance metric and data representations
to compute the similarity between images, which are used
for classification. Different from the previous methods that
perform distance computation between the image-level em-
beddings, our approach advocates the use of discriminative
local information. We decompose an image into a set of
local representations and use the optimal matching cost be-
tween two images to represent their similarity. Concretely,
we first deploy a fully convolutional network (FCN) [59] to
generate the image embedding U ∈ RH×W×C , where H
and W denote the spatial size of the feature map and C is
the feature dimension. Each image representation contains
a collection of local feature vectors [u1,u2, ...uHW ], and
each vector ui can be seen as a node in the set. Thus, the
similarity of two images can be represented as the optimal
matching cost between two sets of vectors. Following the
original EMD formulation in Equation 1, the cost per unit is
obtained by computing the pairwise distance between em-
bedding nodes ui, vj from two image features:
cij = 1− ui
Tvj
‖ui‖‖vj‖ , (2)
where nodes with similar representations tend to generate
fewer matching cost between each other. As to the genera-
tion of weights si and dj , we leave the detailed elaborations
in Section 3.4. Once acquiring the optimal matching flows
X˜ , we can compute the similarity score s between image
representations with:
s(U,V) =
HW∑
i=1
HW∑
j=1
(1− cij)x˜ij . (3)
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Figure 2: Our framework for 1-shot image classification. Given a pair of images, we first use a Fully Convolutional Network to generate dense representa-
tions of them, which contain two sets of feature vectors. The model generates the weights of all vectors with our proposed cross-reference mechanism (not
indicated in the figure). Then we use the Earth Mover’s Distance to generate the optimal matching flows between two sets that have the minimum overall
matching cost. Finally, based on the optimal matching flows and matching costs, we can compute the distance between two images, which are used for
classification.
3.3. End-to-End Training
In order to embed the optimal matching problem into a
neural network for end-to-end training, it is helpful to make
the solution of the optimal matching X˜ be differentiable
with respect to the problem parameters θ. As is indicated
by [3], we can apply implicit function theorem [3, 8, 22] on
the optimality (KKT) conditions to obtain the Jacobian. For
the sake of completeness, we start with Equation 1 which is
assigned compactly in matrix form:
minimize
x
c(θ)Tx
subject to G(θ)x 6 h(θ),
A(θ)x = b(θ).
(4)
Here x ∈ Rn is our optimization variable, with n = HW ×
HW representing the total number of matching flows in X .
θ is the problem parameter that relates to the earlier layers
in a differentiable way. Ax = b represents the equality
constraints and Gx 6 h denotes the inequality constraint in
Equation 1. Accordingly, the Lagrangian of the LP problem
in equation 4 is given by:
L(θ, x, ν, λ) = cTx+ λT (Gx− h) + νT (Ax− b), (5)
where ν are the dual variables on the equality constraints
and λ > 0 are the dual variables on the inequality con-
straints.
Following the KKT conditions with notational conve-
nience, we can obtain the optimum (x˜, ν˜, λ˜) of the objec-
tive function by solving g(θ, x˜, ν˜, λ˜) = 0 with primal-dual
interior point methods, where
g(θ, x, ν, λ) =
 ∇θL(θ, x, ν, λ)diag(λ)(G(θ)x− h(θ))
A(θ)x− b(θ)
 . (6)
Then, the following theorem holds to help us derive the gra-
dients of the LP parameters.
Theorem 1 (From Barratt [3]) Suppose g(θ, λ˜, ν˜, x˜) = 0.
Then, when all derivatives exist, the partial Jacobian of x
with respect to θ at the optimal solution (λ˜, ν˜, x˜), namely
Jθx˜, can be obtained by satisfying:
Jθx˜ =− Jxg(θ, λ˜, ν˜, x˜)−1Jθg(θ, x˜, ν˜, λ˜). (7)
Here the formula for the Jacobian of the solution mapping
is obtained by applying the implicit function theorem to the
KKT conditions. For instance, the (partial) Jacobian with
respect to θ can be defined as
Jθg(θ, λ˜, ν˜, x˜) =
 Jθ∇xL(θ, x˜, ν˜, λ˜)diag(λ˜)Jθ(G(θ)x− h(θ))
Jθ(A(θ)x˜− b(θ))
 . (8)
Therefore, once getting the optimal solution x˜ for the LP
problem, we can obtain a closed-form expression for the
gradient of x˜ with respect to the input LP parameters θ.
This helps us achieve an efficient backpropagation through
the entire optimization process without perturbation of the
initialization and optimization trajectory.
3.4. Weight Generation
As can be observed in the EMD formulation, an impor-
tant problem parameter is the weight of each node, e.g., si,
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Figure 3: Comparison of standard fully connected layer (a) and our pro-
posed structured fully connected layer (SFC) (b). The SFC learns a group
of vectors as the prototype for each class such that we can use the EMD to
generate category scores.
which controls the total matching flows
∑n
j=1 xij from it.
Intuitively, the node with a larger weight plays a more im-
portant role in the comparison of two sets, while a node
with a very small weight can hardly influence the overall
distance no matter which nodes it matches with. In the pi-
oneering work that adopts EMD for color-based image re-
trieval [50], they use the histogram as the elementary feature
and perform feature clustering over all pixels to generate the
nodes. The weight of each node is set as the size of the cor-
responding cluster. It makes sense because for color-based
image retrieval, large weight should be given to the domi-
nant colors with more pixels, such that the retrieved images
can be visually close to the query images.
However, for few-shot image classification tasks where
features for classification often have high-level semantic
meanings, the number of pixels does not necessarily re-
flect the importance. It is common to find image data with
greater background regions than the target objects in clas-
sification datasets, e.g., ImageNet. Thus, the importance
of a local feature representation can hardly be determined
only by inspecting individual images alone. Instead, we ar-
gue that for the few-shot classification task, the weights of
node features should be generated by comparing the nodes
on both sides. To achieve this goal, we propose a cross-
reference mechanism that uses dot product between a node
feature and the average node feature in the other structure
to generate a relevance score as the weight value:
si = max{uTi ·
∑HW
j=1 vj
HW
, 0}, (9)
where ui and vj denotes the vectors from two feature maps,
and function max(·) ensures the weights are always non-
negative. For clarity, here we simply take si as an exam-
ple and di can be obtained in the same manner. The cross-
reference mechanism aims to give less weight to the high-
variance background regions and more to the co-occurrent
object regions in two images. This can also put less weight
on the object parts that do not occur in two images and thus
allows partial matching to some extent. Finally, we normal-
ize all the weights in the structure to make both sides have
the same total weights for matching:
sˆi = si
HW∑HW
j=1 sj
. (10)
3.5. Structured Fully Connected Layer
Thus far we have discussed using the Earth Mover’s Dis-
tance as the metric to generate the distance value between
paired images. A question is then raised—how do we han-
dle the k-shot setting where multiple support images are
available? Before presenting our design in detail, let us
have a review of how the standard fully layer classify an
image embedding extracted by CNNs. A FC layer, parame-
terized by [Φ1, ...,ΦN ] ∈ RC×N contains a set of learnable
vectors Φi ∈ RC corresponding to each category. At infer-
ence time, given an image embedding u ∈ RC generated by
the convolutional layer, the FC layer generates the score of
a class i by computing the dot product between the image
vector u and the parameter vector Φi, and this process is
applied to all the categories in parallel by matrix multipli-
cation. There are also some previous works replacing the
dot product operation in the FC layer with the cosine func-
tion for computing the category scores [5,53]. The learning
of the FC layer can be seen as finding a prototype vector for
each class such that we can use distance metrics to classify
an image. An illustration of the standard FC layer is shown
in Fig. 3 (a).
With the same formulation, we can learn a structured
fully connected layer that adopts EMD as the distance func-
tion to directly classify a structured feature representation.
The learnable embedding for each class becomes a group
of vectors, rather than one vector, such that we can use the
structured distance function EMD to undertake image clas-
sification. This can also be interpreted as learning a pro-
totype feature map generated by a dummy image for each
class. The comparison of the structured FC and the stan-
dard FC can be found in Fig. 3. At inference time, we fix
the trained 1-shot FCN model as the feature extractor and
use SGD to learn the parameters in the structured fully con-
nected layer by sampling data from the support set.
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Figure 4: Experiment on 5-way k-shot classification. The proposed struc-
tured FC layer significantly outperforms previous k-shot solutions.
Model Embedding Metric 5-way 10-way
ProtoNet [63] global Euclidean 60.37 44.34
MatchingNet [67] global cosine 63.08 47.09
FC [5] global dot 59.41 44.08
FC [5] global cosine 55.43 40.42
KNN [30] local cosine 62.52 47.08
Prediction Fusion [33] local cosine 62.38 47.04
DeepEMD (our) local EMD 65.91 49.66
Table 1: Comparison of different metric-based methods for 1-shot clas-
sification. Our model with EMD as the distance metric significantly out-
performs baseline models based on image-level representations and local
representations.
Method Operation 5-way 10-way
Full Connections Average 55.16 40.88
Full Connections CR 55.41 41.60
EMD Equal 56.95 42.89
EMD K-means [19] 56.25 41.85
EMD mean-shift [7] 53.56 39.70
EMD CR 61.13 46.92
Table 2: Different methods for setting the weights in the EMD. We report
the 1-shot performance with only the feature pre-training step. EMD with
our cross-reference (CR) mechanism yields the best result. The model
variant that is solely based the on the cross-reference mechanism as atten-
tion and removes the EMD can cause a significant performance drop. The
combination of the EMD and the cross-reference generates the best result.
4. Experiments
To evaluate the performance of our proposed algorithm
for few-shot classification, we conduct extensive experi-
ments on multiple datasets. In this section, we first present
dataset information and some important implementation de-
tails in our network design. Then, we conduct various ab-
lative experiments to validate each component in our net-
work. Finally, we compare our model with the state-of-the-
art methods on popular benchmark datasets.
Model 1-shot 5-shot
ProtoNet [63] 50.01 ± 0.82 72.02 ± 0.67
MatchingNet [67] 51.65 ± 0.84 69.14 ± 0.72
cosine classifier [5] 44.17 ± 0.78 69.01 ± 0.74
linear classifier [5] 50.37 ± 0.79 73.30 ± 0.69
KNN [30] 50.84 ± 0.81 71.25 ± 0.69
DeepEMD (our) 54.24 ± 0.86 78.86 ± 0.65
Table 3: Cross-domain experiments (miniImagenet → UCB). Our pro-
posed algorithm outperforms baseline methods with a large margin.
4.1. Implementation Details
For a fair comparison with previous works, we employ a
10-layer ResNet (ResNet10) as our model backbone, which
is widely used in the few-shot classification literature. We
transform it into a fully convolutional manner by remov-
ing the fully connected layer. Specifically, given an image
of size 84 × 84, the model generates a feature map of size
5× 5× 512, i.e. 25 512-dimensional vectors. We adopt the
GPU accelerated Convex solver QPTH [1] to solve the Lin-
ear Programming problem in our network and compute gra-
dients for back-propagation. As is commonly implemented
in the state-of-the-art literature, we adopt a feature pre-
training step followed by the episodic meta-training [67] to
learn our network. For the k-shot classification task, we ini-
tialize the structured FC layer with the average feature map
of all support data in each class, and sample a batch of 5
images from the support set to finetune the structured FC
layer for 100 iterations.
4.2. Dataset Description
We conduct few-shot classification experiments on
four popular benchmark datasets: miniImageNet [67],
tieredImageNet [49], Fewshot-CIFAR100 (FC100) [43] and
Caltech-UCSD Birds-200-2011 (CUB) [68].
miniImageNet. miniImageNet was first proposed
in [67], and becomes the most popular benchmark in the
few-shot classification literature. It contains 100 classes
with 600 images in each class, which are built upon the Im-
ageNet dataset [51]. The 100 classes are divided into 64,
16, 20 for meta-training, meta-validation and meta-testing,
respectively.
tieredImageNet. tieredImageNet is also a subset of
ImageNet, which includes 608 classes from 34 super-
classes. Compared with miniImageNet, the splits of meta-
training(20), meta-validation(6) and meta-testing(8) are set
according to the super-classes to enlarge the domain differ-
ence between training and testing phase. The dataset also
include more images for training and evaluation (779,165
images in total).
Fewshot-CIFAR100. FC100 is a few-shot classification
dataset build on CIFAR100 [23]. We follow the split divi-
sion proposed in [43], where 36 super-classes were divided
into 12 (including 60 classes), 4 (including 20 classes), 4
(including 20 classes), for meta-training, meta-validation
and meta-testing, respectively, and each class contains 100
images.
Caltech-UCSD Birds-200-2011. CUB was originally
proposed for fine-grained bird classification, which con-
tains 11,788 images from 200 classes. We follow the splits
in [72] that 200 classes are divided into 100, 50 and 50
for meta-training, meta-validation and meta-testing, respec-
tively. The challenge in this dataset is the minor difference
between classes.
4.3. Ablative Analysis
In our ablation study, we implement various experiments
to evaluate the effectiveness of our algorithm. All experi-
ments are conducted on the miniImageNet dataset.
Comparison with methods based on image-level rep-
resentations. In the beginning, we first compare our
method with a set of metric based methods that utilize
image-level vector representations on the 1-shot task. These
methods adopt global average pooling to generate vector
representations for images and use various distance metrics
for classification. We select the representative metric-based
methods in the literature for comparison: 1) Prototypical
Network [63] with Euclidean distance. 2) Matching Net-
work [67] with cosine distance. 3) Finetuning a FC clas-
sifier. In [5], Chen et al. propose to fix the pretrained fea-
ture extractor and finetune the FC layer with the support im-
ages. For fair comparisons, we adopt the same backbones
and training schemes for all these baseline methods and re-
port the experiment results in Table. 1. As we can see, our
algorithm significantly outperforms baseline methods that
relies on image-level vector representations under both 1-
shot 5-way and 1-shot 10-way settings, which indicates the
effectiveness of the optimal matching based method that re-
lies on local features.
Comparison with methods based on local represen-
tations. There are also a few methods in the literature fo-
cusing on local representations to solve few-shot classifi-
cation. They all remove the global average pooling in the
CNN to achieve dense representations of images. In [30],
Li et al. use the top k nearest vectors (KNN) between two
feature maps to represent image-level distance. Lifchitz et
al. [33] propose to make predictions with each local repre-
sentation and average their output probabilities. We replace
our EMD head with their methods for comparison. The re-
sult is shown in Table. 1. Our optimal matching based al-
gorithm outperforms all other model variants. The possi-
ble reason is that although the basic ground distance in the
EMD is based on local features, our algorithm compares the
two structures in a global way. Solely based on nearest local
features in two images may not extract sufficient informa-
tion to differentiate images. For example, eyes can be the
nearest feature between animal images, but such feature can
hardly be used to differentiate animal species.
Weights in the EMD. We next investigate the weights
in the EMD formulations. In the earlier work using the
EMD for image retrieval, they use the pixel color as the
feature and cluster pixels to generate nodes. The weight of
the node is set as the portion of pixels in this cluster. We
experiment two clustering algorithms to generate weights
as the baseline models: K-means [19] and mean-shift [7].
As the clustering process of the mentioned algorithms are
non-differentiable, for a fair comparison, we use the fea-
tures after pre-training to evaluate all methods. We also in-
corporate a baseline model with equal weights into compar-
ison. To test whether our performance is solely brought by
the cross-reference mechanism, we also compare our net-
work with a model variant that is solely based on the cross-
reference mechanism without EMD. We compute the cosine
distance between all vector pairs, and compute a weighted
sum of these distances with the node weights generated
by the cross-reference mechanism. As we can see from
the results in Table. 2, our cross-reference mechanism can
bring an improvement of 4.2% over the baseline with equal
weights, while clustering-based methods do not help im-
prove the performance, which demonstrates that the num-
ber of pixels dose not necessarily indicate the importance in
the few-shot scenario. For the model variant solely based
on the cross-reference mechanism as an attention, it can
only slightly improve the result of simple average opera-
tion, while a combination of both the cross-reference mech-
anism and the EMD can yield a significant performance im-
provement, which again validates the advantages of using
the EMD as the metric and the effectiveness of the cross-
reference mechanism.
Comparison with other k-shot methods. As the EMD
distance metric is a paired function for two structures, the
first baseline model for k-shot experiment is the nearest
neighbour (NN) method that classifies the query images as
the category of the nearest support sample. We also test
making prediction with each support sample and fuse their
logits. We then compare our network with a few k-shot so-
lutions in previous works: 1) Prototype Learning. In [63],
they average the feature embeddings of support images in
each class as the prototype and apply the nearest neigh-
bour method for classification. 2) Finetuning a cosine clas-
sifier [5]. We test the model performance on the k-shot
5-way tasks under multiple k values , and the results are
shown in Fig. 4. Our structured FC layer consistently out-
performs baseline models and with the number of support
sets increasing, our network shows even more advantages.
Visualization of matching flows and weights. It is in-
teresting to visualize the optimal matching flows and node
weights in the network inference process. In Fig. 5, we pro-
Method Backbone miniImagenet tieredImagenet1-shot 5-shot 1-shot 5-shot
cosine classifier [5] ResNet12 55.43 ± 0.81 77.18 ± 0.61 61.49 ± 0.91 82.37. ± 0.67
TADAM [43] ResNet12 58.50 ± 0.30 76.70 ± 0.30 - -
ECM [48] ResNet12 59.00 ± − 77.46 ± − 63.99 ± − 81.97 ± −
TPN [35] ResNet12 59.46 ± − 75.65 ± − 59.91 ± 0.94 73.30 ± 0.75
PPA [46] WRN-28-10† 59.60 ± 0.41 73.74 ± 0.19 65.65 ± 0.92 83.40. ± 0.65
ProtoNet [63] ResNet12 60.37 ± 0.83 78.02 ± 0.57 65.65 ± 0.92 83.40. ± 0.65
wDAE-GNN [15] WRN-28-10† 61.07 ± 0.15 76.75 ± 0.11 68.18 ± 0.16 83.09 ± 0.12
MTL [64] ResNet12 61.20 ± 1.80 75.50 ± 0.80 - -
LEO [52] WRN-28-10† 61.76 ± 0.08 77.59 ± 0.12 66.33 ± 0.05 81.44 ± 0.09
DC [33] ResNet12 62.53 ± 0.19 79.77 ± 0.19 - -
MetaOptNet [25] ResNet12 62.64 ± 0.82 78.63 ± 0.46 65.99 ± 0.72 81.56 ± 0.53
FEAT [72] ResNet24† 62.96 ± 0.20 78.49 ± 0.15 - -
MatchNet [67] ResNet12 63.08 ± 0.80 75.99 ± 0.60 68.50 ± 0.92 80.60 ± 0.71
CTM [28] ResNet18† 64.12 ± 0.82 80.51 ± 0.13 68.41 ± 0.39 84.28 ± 1.73
DeepEMD (our) ResNet12 65.91 ± 0.82 82.41 ± 0.56 71.16 ± 0.87 86.03 ± 0.58
(a) Results on miniImageNet and tieredImageNet datasets
Method Backbone 1-shot 5-shot
cosine classifier [5] ResNet12 38.47 ± 0.70 57.67 ± 0.77
TADAM [43] ResNet12 40.10 ± 0.40 56.10 ± 0.40
MetaOptNet [25] ResNet12 41.10± 0.60 55.5 ± 0.60
ProtoNet [63] ResNet12 41.54 ± 0.76 57.08 ± 0.76
DC [33] ResNet12 42.04 ± 0.17 57.05 ± 0.16
MatchNet [67] ResNet12 43.88 ± 0.75 57.05 ± 0.71
MTL [64] ResNet12 45.10± 1.8 57.6 ± 0.9
DeepEMD (our) ResNet12 46.47 ± 0.78 63.22 ± 0.71
(b) Results on Fewshot-CIFAR100 dataset.
Method Backbone 1-shot 5-shot
ProtoNet [63] ResNet12 66.09 ± 0.92 82.50 ± 0.58
RelationNet [5, 66] ResNet34† 66.20 ± 0.99 82.30 ± 0.58
DEML [78] ResNet50† 66.95 ± 1.06 77.11 ± 0.78
MAML [5, 9] ResNet34† 67.28 ± 1.08 83.47 ± 0.59
cosine classifier [5] ResNet12 67.30 ± 0.86 84.75 ± 0.60
MatchNet [67] ResNet12 71.87 ± 0.85 85.08 ± 0.57
DeepEMD (our) ResNet12 75.65 ± 0.83 88.69 ± 0.50
(c) Results on Caltech-UCSD Birds-200-2011 dataset.
Table 4: Comparison with the state-of-art 1-shot 5-way and 5-shot 5-way performance (%) with 95% confidence intervals on miniImageNet (a),
tieredImageNet (a), Fewshot-CIFAR100 (b) and Caltech-UCSD Birds-200-2011 (c) datasets. Our model achieves new state-of-the-art performance
on all datasets, and even outperforms methods with deeper backbones†.
Figure 5: Visualization of the optimal matching flows. Given two images (left and right), we plot the best matched patch of each local region in the left
image (middle). The weight controls the brightness of the corresponding region. The middle image can also be seen as the reconstruction of the left image
using patches from the right one. Our algorithm can effectively establish semantic correspondence between local regions and gives less weights to the
background regions.
vide some visualization examples. The middle image plots
the best matched patch of each local region in the left image,
and the weight controls the brightness of the correspond-
ing region. The middle image can also be seen as a recon-
structed version of the left image, using the local patches
from the right image. As we can see, our algorithm can es-
tablish semantic correspondence between local regions, and
the background regions in the left image are given small
weight, thus contributing less to the overall distance. The
visualization of full matching flows and more examples can
be found in our supplementary material.
4.4. Cross-Domain Experiments
Following the experimental setups in [5], we perform
a cross-domain experiment that models are trained on
miniImagenet and evaluated on the CUB dataset. Due to
the large domain gap, we can better evaluate the the abil-
ity to learn transferable knowledge in different algorithms.
We compare our proposed method with baseline models in
the Table. 3. As we can see, our algorithm outperforms
the baseline models with a large margin. This shows that
local features can provide more transferable and discrimi-
native information across domains. Moreover, due to our
cross-reference mechanism, the optimal matching can be
restricted within the co-occurrent object regions that have
high feature response, such that the final distance is based
on confident regions and representations, and thus has the
ability to filter noise when there is a huge domain shift.
4.5. Time Complexity.
Compared with the baseline models, the training and in-
ference of DeepEMD come with more computation cost, as
an LP problem must be solved for each forward process.
As is discussed in [1], the main computation lies in the fac-
torization of the KKT matrix as well as back-substitution
when using the interior point method to solve the LP prob-
lem, which have cubic and quadratic time complexity, re-
spectively. We also tried the OpenCV library for solving
the LP problem via a modified simplex algorithm, which is
much faster than the QPTH [1] solver which uses the inte-
rior point method. Therefore, we can use QPTH for training
the network and use OpenCV for validation and the final
test.
4.6. Comparison with the State-of-the-Art
Finally, we compare our algorithm with the state-of-
the-art methods. We report 1-shot 5way and 5-shot 5-
way performance on 4 popular benchmarks: miniImageNet,
tieredImageNet, FC100 and CUB. We reproduce the mod-
els in some earlier works [5,63,67] with our network back-
bone and training strategy, and report the highest perfor-
mance between our results and their reported ones. The re-
sults are shown in Table. 4. Our algorithm achieves new
state-of-the-art performance on all datasets. In particular,
our results outperform the state-of-the-art performance by
a significant margin on multiple tasks, e.g., 1-shot (%3.78)
and 5-shot (3.61%) on the CUB dataset; 5-shot (%5.55) on
the FC100 dataset.
5. Conclusion
We have proposed a few-shot classification framework
that employs the Earth Mover’s Distance as the distance
metric. The implicit theorem allows our network end-to-end
trainable. Our proposed cross-reference mechanism for set-
ting the weights of nodes turns out crucial in the EMD for-
mulation and can effectively minimize the negative impact
caused by irrelevant regions. The learnable structured fully
connected layer can directly classify dense representations
of images in the k-shot settings. Our algorithm achieves
new state-of-the-art performance on multiple dataset.
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