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Abstract
Dubai’s crime rate appears to be significantly lower. However, do not let this lull you into a false sense of
security. Most of the crime occurs in areas populated primarily by lower-income, temporary laborers
originating from other countries. Most crimes attributed to this group consist of petty theft, public
offenses (e.g., fighting, public intoxication, and property damage), sexual harassment, and rare incidents
of violent assault. Using advanced techniques to classify which category the crime belongs to; it will help
the concerned authorities to tackle the major crime happening in the City and helpful to find out rare
crimes in the city. The technique will be useful for Dubai Expo 2020 events security. The purpose of this
research is to analyze Dubai crime related data to reduce the crime rate in the city. The Dubai
government works hard in having major events such as the Dubai World Cup (horse race) and Burj
Khalifa, New Year celebration. Therefore, since Dubai had several events held previously, the previous
crime data will be beneficial to be used in planning prevention strategy for EXPO 2020. This will help the
authority to identify crimes in such massive gatherings by analyzing different features of the data
available.
The study will be helpful to find out what kind of Crimes most happened in the Past, such as
Administrative Crime, High-Tech Crime, Immigration Crime, Organized Crime, Property Crime, Public
Order Crime, Violent Crime.
Machine learning algorithms such as random forest, SVM, and Decision tree will be used in this study to
design a predictive model that Classifies a Crime with the highest accuracy.

Keywords: Crimes in Mega Events, Detection of crimes, Random Forest, Decision Tree, Support
Vector Machines.
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Chapter 1 Introduction

1.1. Statement of Problem
The aim of this study is to find out types of crime mostly happened in Dubai during the past events or
years. This will help us target the most affected areas and will help us identify what type of Crimes
happened the most. Using Machine learning algorithms to classify Crimes in different Categories to
prevent crimes in the City or in big events such as Expo 2020, etc.

1.2. Background of the Problem
The U.S. Department of State has assessed Dubai as being a LOW-threat location for crime’s comparison
to similarly sized cities worldwide; Dubai’s crime rate appears to be very low. However, do not let this
lull you into a false sense of security. There are still areas in Dubai where the crime rate is slightly higher
from the rest of the city. The majority of crimes attributed to this group consist of petty theft, public
offenses (e.g., fighting, public intoxication), sexual harassment, and rare incidents of violent assault.
Most crime occurs in areas populated primarily by lower-income, temporary laborers originating from
other countries.
There are some types of Crime, we will try to identify such as:
•

Administrative Crime

•

High-Tech Crime

•

Immigration Crime

•

Organized Crime

•

Property Crime

•

Public Order Crime

•

Violent Crime
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1.2.1 Administrative Crime:
Administrative law is the law regarding the rules or regulations made and enforced by governmental
agencies. Violation of a regulation of a government agency that is punishable as a crime.

1.2.2 High-Tech Crime:
A form of cybercrime, high-tech crime refers to crimes that use electronic and digitally based technology
to attack computers or a computer network on the web. Such crimes include the hacking of computers
or any unauthorized use or distribution of data, denial of service attacks and distribution of computer
viruses. High-tech criminals use a suite of malware tools, ranging from banking Trojans to ransomware
and phishing, to stage their attacks.

1.2.3 Immigration Crime:
Immigration is one of the most important policy debates in Western countries. However, one aspect of the
debate is often mischaracterized by accusations that higher levels of immigration lead to higher levels of crime.
The evidence, based on empirical studies of many countries, indicates that there is no simple link between
immigration and crime, but legalizing the status of immigrants has beneficial effects on crime rates. Crucially,
the evidence points to substantial differences in the impact on property crime, depending on the labor market
opportunities of immigrant groups.

1.2.4 Organized Crimes:
Organized crime, complex of highly centralized enterprises set up for the purpose of engaging in illegal
activities. Such organizations engage in offenses such as cargo theft, fraud, robbery, kidnapping for
ransom, and the demanding of “protection” payments. The principal source of income for these criminal
syndicates is the supply of goods and services that are illegal but for which there is continued public
demand, such as drugs, prostitution, loan-sharking (i.e., usury), and gambling.

1.2.5 Property Crimes:
In a property crime, a victim's property is stolen or destroyed, without the use or threat of force against
the victim. Property crimes include burglary and theft as well as vandalism and arson.
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1.2.6 Public Order Crimes:
Crime against public order are violations that interfere with the normal operations of society. These
crimes go against publicly shared values, norms, or customs.
A public order crime does not require an identifiable victim. Individuals can be charged with public order
crimes if their conduct or acts are considered “harmful to society.” Public order crimes primarily focus
on offensive conduct. Crimes such as, Drug crimes, Prostitution, Disorderly conduct, Public drunkenness,
and other alcohol-related crimes.

1.2.7 Violent Crimes:
In a violent crime, a victim is harmed by or threatened with violence. Violent crimes include rape and
sexual assault, robbery, assault, and murder.
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Chapter 2 Literature Review

2.1. Literature Review
The significant strides in computing technology have afforded a vast amount of interest in Crime
prevention and prediction of unknown crimes using machine learning from both the academia and
business circles.

A Natural Experiment on Crime Attraction and Generation by Justin Kurland, Shane D. Johnson, Nick
Tilley, 2013.The method used in the research was, Data for theft and violent crime around Wembley
stadium are analyzed to see if the rate (per-unit time and ambient population) of crime differ for days
on which the stadium is used and those it is not.
In addition, differences in the spatial and temporal distribution of crime are examined for these two
types of days. Results: Analyses indicate that on days when the stadium is used, the rate of crime
perunit time is elevated, but that the rate per ambient population at risk is not. The spatial and temporal
pattern of crime also clearly differs for the two types of days. For example, the level of crime is elevated
in the surrounding area when the stadium is used relative to when it is not.
Mass Gathering in Italy the research study published by Peitro Marino, Enzo Albergoni, Aida Andreasi,
and Gianluca Chiodini in 2016. The main focus of the research was planning and emergency rescue
responsible inside the Expo 2015. The objective of the plan was to reduce the impact of the event by
adopting the model of First Aid Points (advanced medical posts) deployed in the event site acting as ‘first
health filters’ for the hospital network in Milan.

11

As a result, their data indicate that 13,579 visitors were rescued in the Red area. The final data showed
the effectiveness of the adopted model and the reduced impact on the hospital network
Evaluating Crime as a negative externality of hosting Mega-events, the research study conducted by
Nicholas Le, 2018.The research study analyzed the benefits and drawbacks of hosting large-scale
sporting events, such as Olympics and World cup frequently ignore the effects of crime due to its
relatively small economic impact in comparison to employment and consumption effects. This research
seeks to confirm both by implementing a difference-in-difference regression that can show whether
crime increased during the Olympics. The research concludes that crime in London does increase
although it is unable to find statistically significant evidence that crime increased in host boroughs at a
magnitude larger than the general increase in crime in the city.
Crime Event prediction with dynamic features, the analysis done by Shakila khan Rumi, Ke Deng and
Flora Dilys Salim. In the study, they explore dynamic features derived from foursquare check-in data in
short-term crime event prediction with fine spatio-temporal granularity. While crime event prediction
has been investigated widely due to its social importance, its success rate is far from satisfactory.
Identified several dynamic features based on the research findings in Criminology and reported their
correlations with different types of crime events. It has been observed that some types of crime events
are more highly correlated to the dynamic features, e.g., Theft, Drug Offence, Fraud, Unlawful Entry and
Assault than others e.g., Traffic Related Offence.
Mega Events in Sports and Crime, Evidence from the 1990 Football World Cup. The study was conducted
by Nadia Campaniello in 2011. The research explored key variables, like how crime rates increase while
hosting any big events in the City or Country. This article investigates the causal relation between
hosting the 1990 Football World Cup and crime rates at the province level. They find that hosting the
Football World Cup leads to a significant increase in most property crimes (bag-snatching, pickpocketing,
shoplifting, and burglary) but only in one violent crime (intentional personal injuries).
Mega events and Seasonality, the Case of the Milan World Expo 2015 by Ruggero Sainagi, Aurelio
G.Mauri, Stanislav H lvanov. They explore the effects generated by the Milan World Expo 2015 on both
firm performance and seasonality structure. The paper explores the impact of a mega event on seasonal
patterns of hotel performance metrics. At least three original aspects are introduced. Firstly, to analyze
the Milan demand variation, a market segment approach that proposes an innovative seasonal matrix is
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developed. This is based on the three main client groups attracted by the destination. Secondly, the
effects generated by the Expo are measured with consideration given to the four seasonal periods.
Thirdly, based on graphical and statistical analysis, the paper confirms that new seasonal patterns
emerged during the Expo.
There was an attack by an anonymous group to target the Expo 2015 Universal exposition being
hosted in Milan with a series of attacks under the operation of Italy. The collective of hackers is
targeting systems of the organization and the companies that are working for the event. The last
victim in order of time is the Best Union, a company that manages the online service for the sale of the
tickets. The article published by Security affair.
Can the FIFA World Cup Football (Soccer) Tournament Be Associated with an Increase in Domestic
Abuse? The research study conducted by Stuart Kirby, Brian Francis, Rosalie O’Flaherty, 2013. The study
found two statistically significant trends. First, a match day trend showed the risk of domestic abuse
rose by 26 percent when the English national team won or drew, and a 38 percent increase when the
national team lost. Second, a tournament trend was apparent, as reported domestic abuse incidents
increased in frequency with each new tournament. It has significant ramifications due to the global
nature of televised football (soccer) tournaments. If replicated, it presents significant opportunities to
identify and reduce incidents of domestic abuse associated with televised soccer games.
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Chapter 3 Project Definition and Goals

3.1. Project Goals
The project aims to build a machine learning model that has a classification feature to classify crimes
into its category mostly happening in the City during the past years. The proposed solution will be
beneficial for the security organizations to handle such crimes in the city and will be helpful to prevent
crimes in the city.
The research questions that this project aims to answer are as follows:
1. Do historical crimes data have positive correlation on the future Crimes rates in the City?
2. Do machine learning models have predictive ability to find unknown Crimes and are helpful in
crime prevention?
3. Which machine learning model performs best and provides the highest accuracy in terms of
Classifying Crimes into different categories?

The project will also aim to provide recommendations for improving related research in the future

3.2. Project Definition
In this study, the dataset to be used covers 5 years (from Jan 1, 2015 through December 31, 2019) of daily stock
prices of the top 6 Philippine conglomerates.
The data required for this study will comprise:
●

YEAR, in which the crime happened in the city.
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●

Sex, whether the accused person is male, female, etc.

●

Age varies from 18 to 80.

●

Social Status, the relative rank that an individual hold. E.g., married, single, widower, etc.

●
●

Education Level, the level of education the person has attained. E.g., Primary, Bachelor, etc.
Religion, The bond between the person and Allah. E.g., Muslim, Christian, etc.

●

Occupation: A job or Profession. E.g. Vendor, Engineer, Doctor, etc.

●

Charge Description: formal accusation made by a governmental authority (usually a public
prosecutor or the police) asserting that somebody has committed a crime. E.g., Murder, Causing
Public Danger, Property theft, etc.

●

Crime Sensitivity, whether the crime sensitivity is Low, Medium, or High.

●

Crime Category, criminal acts can generally be divided into different categories, such as Violent
crimes, Public order crimes, Organized crimes, etc.

3.2.1 Data Dictionary:
To allow better understanding of the dataset used in this study, a data dictionary is presented below.
Attribute
No.

Attribute

Data Description

1

Year

The year in which crime happened.

2

Sex

Gender of the accused person such as, male, female, etc.

3

Age

Age of the person (18 years – 74 years)

4

Social Status

Whether the person is married, single, etc.

5

Education level

Literacy level of the accused person.
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6

Religion

Whether the person is Muslim, Christian, Jewish, etc.

7

Occupation

Occupation of the person such as, engineer, doctor, driver, etc.

8

Charge

Committed crime description

Description
9

Crime sensitivity

Whether the crime sensitivity level is high, medium, low.

10

Crime Category

Criminal acts divided into different categories such as, public order
crimes, violent crimes, etc.

3.3. Methodology:
This study explores the use of machine learning models to predict or classify categories of the crime by
analyzing the data. This study will design a predictive model that generates the highest possible accuracy
to help the concerned authorities to categorize the crime that happened. It will help the government
improve the security of the city.
We follow the CRISP-DM methodology for this project and follow the standard steps as follows -
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Given the variety of available machine learning models, this study will focus on using the following to
test and train the data:
●

Random forest

●

SVM Classifier

●

Decision tree

Before these algorithms can be used, the dataset will need to be pre-processed (i.e., cleaned,
aggregated, categorized, etc., as appropriate), transformed and explored. Assuming these steps are
performed, the attributes of the dataset will be mined as follows.
The accused person data will be fed into the model, considering the relative volume of crimes happening in the
city.
●

sex

●

Social status

●

Education level

●

Religion

●

Charge Description

●

Crime sensitivity
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●

Age

●

Year

The dataset will be divided into a training set (80%) and testing set (20%). The algorithm that provides
the highest accuracy will be considered the best model. However, the accuracy rate of a model is not the
be all and end all of model comparison. This is so because such considerations as computational
complexity and the inherent limitation of accuracy need to be considered. In theory, the cost of a model
will need to be taken into consideration in choosing the appropriate model to use.
Data mining will be of no use if the knowledge gained is not presented and visualized through
informative plots, graphs, or tables. For this purpose, the study makes use of Python heavily and
Seaborn, Matplotlib in certain visualizations.

3.4. Sources of Data:
The dataset contains information about crimes that happened during these years (2003-2019) in
UAE/Dubai.
The data variables are very important in terms of implementing a solution to prevent crimes in the city
during big events or generally as well.
As we can see from the dataset there are some important, which I have extracted using EDA. Let us
discuss it further.
●

The available features are Categorical variable except Year and Age.

●

The most crimes happened in the city during these years, Murder is at top, followed by religious
faith and rites. Alcoholic drinks crimes are less in numbers.

●

As we can see from the data mostly crimes happened in 2007, then there is a decrease in crimes
onwards. Fewer crimes were in 2009.

●

By analyzing the data, we can see that Most Muslims are involved in many crimes, followed by
Hindu’s. Violent crimes are high in number. The reason could be that most people are Muslims
living in the country. Skewers are not that much involved in the crimes.

●

By analyzing the age, we can see that, mostly Adults (ranges: 24-60 years of age) are involved in
the crimes. And Unmarried are high in numbers.

●

The data are showing that the accused persons are mostly literate; At least they are done with
High School, followed by university degrees.
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●

There are six types of Crime Categories that will help us find the most concerning crimes in the
city. And will help prevent crimes in the future.

3.4.1 Data Cleaning:
Applied six steps of data quality such as, completeness, conformity, consistency, accuracy,
duplicates, and integrity. That will help us improve the data quality.

3.4.2 Completeness:
What data is missing or unusable?

3.4.3 Conformity:
What data is stored in a non-standard format?

3.4.4 Consistency:
What data values give conflicting information?

3.4.5 Accuracy:

What data is incorrect or out of date?

3.4.6 Duplicates:
What data values give conflicting information?

3.4.7 Integrity:
What data is missing or not referenced?
The dataset involves crimes reported in the city during the past 16 years. Have applied the above steps
to get quality data for our analysis.
There were some missing values in the Education Level and Religion columns. Have been removed from the
data to get high quality of data. Removed null values, just because we have enough observations to carry on our
analysis.
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Some un-standard values were also found in the Social status column. Converted all records into standard
format.
Checked data to find data stored in un-standard form, but all the records are stored in standard form. There
were no conflicting records found in the dataset. As we can see from the dataset, there is no identifier to find
duplicate values from the dataset.

3.5 Transforming the Dataset:
The greater of data wrangling involved transforming certain data values into a specific format to make
the data suitable for further data mining.
In this study, the variables (Sex, social Status, Education Level, Religion, Charge description, Crime
sensitivity, Crime category and age groups) all these converted into numerical form using SKLearn Label
encoder function. Transformed these variables into numerical forms, just because a machine learning
algorithm accepts data in this format.
Created some more features from the existing ones, such as:
●

Crime sensitivity

●

Crime Category

●

Age Group

These features are important for the overall study of the dataset and training a model on it.
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Chapter 4 Analysis

4.1. Preliminary Exploratory Data Analysis of the Dataset:
The cleaned and transformed dataset is used for preliminary exploratory analysis to derive better
understanding of the data. The figures presented in the succeeding pages visualize the initial findings
from the dataset.

21

Figure 1.0: Bar graph for Religion column.

The bar graph shows that the Muslims are mostly involved in crimes followed by Hindu. Almost 10000
crimes were reported, where Muslims are involved during these past years. As we can see from the
graph, skewers are less in numbers and then Buddhist. There are some cases where religion is
unidentified.

Figure 1.1: Bar graph for Year Column
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In the graph above, we can see that 2007 is the most affected year in the city. Most crimes happened in
2007, followed by 2006,2005,2004,2003. There are very few or no records reported in 2008 and 2009.
The graph shows a decrease in crime rates from 2007 onwards.

Figure 1.2: Sex bar graph

The above graph shows that, Males are mostly involved in crimes during these past years as compared
to females. Above 10000 records of male reported.
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Figure 1.3: Social status Bar graph

The bar graph shows that unmarried people are mostly involved in crimes in the past years. Secondly,
the number of married persons is high after unmarried. As we can see from the graph, widower and
absolute are very less in numbers. There are also some records, where social status is unidentified.

Figure 1.4: Crime sensitivity Bar graph
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The graph telling us that, most crimes happened in the city during past years, were very high sensitive
crimes (Murder, attack someone). Followed by low sensitive crimes.

Figure 1.5: Age group

The above bar graph shows that Adults (age between 24 and 64) are mostly involved in crimes. Youth
are also involved in many crimes in the past. There were fewer records found for senior people.

25

Figure 1.6: Category plot of Charge description
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The category plot shows that, Murder crimes are mostly reported in the past years, followed by crime against
religious faith and rites. Crimes against firearms law and against alcoholic drinks law were less recorded crimes
in the city. The other crime records vary between 700-2000.

Figure 1.7: Category plot of Education level
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As we can see from the above graph, mostly crimes reported, the accused person has a high school
certificate. The university degree is second in number. The other education levels are very low in
numbers.
Figure 1.8: Count Plot for Crime sensitivity and crimes happened in which years
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The above graph shows that, High sensitive crimes (Murders, Rape, etc.) are high in every during these
past years. Medium sensitive crimes (Property damage, Firearms, etc.) are less as compared to other
two categories.

Figure 1.9: Count Plot for Religion and year columns
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As the above graph shows, mostly Muslims are involved in crimes that happened during these years in
the city. Skewers are not that much involved in crimes during the past years.
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Figure 2.0: Category Plot for Sex, Religion and Charge category columns.

As we can see from the graph, both male and female are mostly involved in violent crimes and
immigration crimes were reported very less for both females and male. Overall, the graph shows that
males are involved in most crimes as compared to females.

Figure 2.1: Category Plot for Sex, Religion and Charge description
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There seems to be high number of records were reported for Murder crimes. As we can see from the
above graph, males and females are both involved in murder cases and immigration cases were very less
reported. The graph also suggests that in most violent crimes Muslims are very much involved.

Figure 2.2: Category Plot for Adult groups, Sex, and Charge Description columns
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As the category Plot suggests that, mostly adults are involved in most of the crimes happening in the city
during these past years. There are fewer records for senior’s people in male category but almost none in
females.
Figure 2.3: Scatter Plot for sex, Age, Year and Religion
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Overall, we can see from the graph, Muslims are mostly involved, age ranges from (20-70). Hindus are
also high in number after Muslims and Skewers are very less in numbers.

Figure 2.4: Count Plot for all categorical Variables
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35

36

The above graphs show that, the most affected years during these years are 2007, where most crimes
are reported. Mostly adults are involved in these crimes and Muslims by religion. As we can see Male
cases are recorded in large numbers as compared to females.
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4.2 Random Forest:
A random forest is a supervised learning algorithm .It can be used both for classification and regression.
It is also the most flexible and easy to use algorithm. A forest consists of trees. It is said that the more
trees it has, the more robust a forest is. Random forests create decision trees on randomly selected data
samples, get predictions from each tree and select the best solution by means of voting. It also provides
a pretty good indicator of the feature importance.

●

Random forests have a variety of applications, such as recommendation engines, image classification
and feature selection.

●

It can be used to classify loyal loan applicants, identify fraudulent activity and predict diseases. It lies
at the base of the Boruta algorithm, which selects important features in a dataset.

●

It technically is an ensemble method (based on the divide-and-conquer approach) of decision trees
generated on a randomly split dataset.

●

The collection of decision tree classifiers is also known as the forest.

●

The individual decision trees are generated using an attribute selection indicator such as information
gain, gain ratio, and Gini index for each attribute.

●

Each tree depends on an independent random sample.

●

In a classification problem, each tree votes and the most popular class is chosen as the final result. In
the case of regression, the average of all the tree outputs is considered as the final result. It is
simpler and more powerful compared to the other non-linear classification algorithms.
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4.2.1 How does the algorithm work?

It works in four ways such as,

1. Select random samples from a given dataset.
2. Construct a decision tree for each sample and get a prediction result from each decision tree.
3. Perform a vote for each predicted result.
4. Select the prediction result with the most votes as the final prediction.
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4.2.2 Advantages:
●

A random forest is considered as a highly accurate and robust method because of the number of
decision trees participating in the process.

●

It does not suffer from the overfitting problem. The main reason is that it takes the average of
all the predictions, which cancels out the biases.

●

The algorithm can be used in both classification and regression problems.

●

Random forests can also handle missing values. There are two ways to handle these: using
median values to replace continuous variables and computing the proximity-weighted average
of missing values.

●

You can get the relative feature importance, which helps in selecting the most contributing
features for the classifier.

4.2.3 Disadvantages:
●

A random forest is slow in generating predictions because it has multiple decision trees.
Whenever it makes a prediction, all the trees in the forest must make a prediction for the same
given input and then perform voting on it. This whole process is time-consuming.

●

The model is difficult to interpret compared to a decision tree, where you can easily decide by
following the path in the tree.

4.2.4 Random forest Parameters:
●

n_estimators: The number of trees in the forest.

●

Criterion {“Gini”, “entropy”}, default=”Gini”: The function to measure the quality of a split.
Supported criteria are “Gini” for the Gini impurity and “entropy” for the information gain. Note:
this parameter is tree specific.

●

max_depth: The maximum depth of the tree. If none, then nodes are expanded until all leaves
are pure or until all leaves contain less than min_samples_split samples.

●
●

min_samples_split: The minimum number of samples required to split an internal node.
min_samples_leaf: The minimum number of samples required to be at a leaf node. A split point
at any depth will only be considered if it leaves at least min_samples_leaf training samples in
each of the left and right branches.
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●

min_weight_fraction_leaf: The minimum weighted fraction of the sum total of weights (of all
the input samples) required to be at a leaf node.

●

max_features: The number of features to consider when looking for the best split.

●

max_leaf_nodes: Grow trees with max_leaf_nodes in best-first fashion. Best nodes are defined
as relative reduction in impurity. If none then an unlimited number of leaf nodes.

●

min_impurity_decrease: A node will be split if this split induces a decrease of the impurity
greater than or equal to this value.

4.2.5 Building a classification model using Scikit-learn (Random Forest algorithm):
We built a model on the Dubai crime dataset, which is a classification set. It comprises the Sex, Social
Status, Educational Level, Religion, Charge Description, Crime Sensitivity, Age Groups, YEAR, and Age.
There are seven classes: Public order crimes, Administrative crimes, violent crimes, Organized crimes,
immigration crimes, High-tech crimes and Property crimes.

●

Start by importing dataset using panda’s library.

●

Explored the dataset using different graphs, found out important features, and target variables.

●

Split it out the Continuous and Categorical variables.

●

Converted categorical variables into numerical using Label encoding.

●

Split the train and test data.

●

After splitting, you will train the model on the training set and perform predictions on the test set.

●

After training, check the accuracy using actual and predicted values.

●

Got 98% accuracy on the training data.
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4.2.6 Random forest Layers for the decision tree:

•

As we can see from the above tree it is based on n_estimators=10 and max_depth=3.

•

Obviously our training parameters are different from the above, but we just can’t show the
whole layers here in the document, so that’s why I just draw it for lower estimators and depth.

•

Original Model training Parameters are, bootstrap =True, max_depth= 24, max_features =
“auto”, min_samples_leaf =1, min_samples_split = 5, n_estimators = 160.

•

Root Node: The root node is the above layer of the tree, where Crime_sensitivity <=5, Gini =
0.8, samples = 7406, value = [1751, 635, 525, 869, 1204, 2661, 4151].

•

Branch/Sub-tree: The middle layers are all sub tree.

•

Leaf Nodes: At the bottom layer, these are all Leaf Nodes.

•

We start at the root node and if the first answer is true, then we move to either left or right
based on the condition and then make a decision on the leaf node.

•

An interesting observation is that in the root node, there are only 7406 samples despite there
being 11796 training data points.
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•

This is because each tree in the forest is trained on a random subset of the data points with
replacement (Called bagging, short for bootstrapping aggregating).

•

We can turn off Sampling with replacement and use all the data points by setting bootstrap =
False, when making the forest.

•

Furthermore, notice that in our tree, there are only 5 variables actually used to make a
prediction! According to this particular decision tree, the rest of the features are not important
for making predictions. (Crime Sensitivity, Age, Religion, Year and Education level).

•

Visualizing the tree has increased our domain knowledge of the problem, and we now know
what data to look for if we are asked to make a prediction!

4.3 Decision tree:
A decision tree is a flowchart-like tree structure where an internal node represents a feature (or
attribute), the branch represents a decision rule, and each leaf node represents the outcome. The
topmost node in a decision tree is known as the root node.

●

It learns to partition based on the attribute value. It partitions the tree in a recursive manner
called recursive partitioning.

●

This flowchart-like structure helps you in decision making.

●

It is visualized like a flowchart diagram which easily mimics human level thinking. That is why
decision trees are easy to understand and interpret.
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●

Decision Tree is a white box type of ML algorithm.

●

It shares internal decision-making logic, which is not available in the black box type of algorithms
such as Neural Network.

●

Its training time is faster compared to the neural network algorithm.

●

The time complexity of decision trees is a function of the number of records and number of
attributes in the given data.
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●

The decision tree is a distribution-free or non-parametric method, which does not depend upon
probability distribution assumptions.

●

Decision trees can handle high dimensional data with good accuracy.

4.3.1 How does the Decision algorithm work?
The basic idea behind any decision tree algorithm is as follows:

1. Select the best attribute using Attribute Selection Measures (ASM) to split the records.
2. Make that attribute a decision node and break the dataset into smaller subsets.
3. Starts tree building by repeating this process recursively for each child until one of the
conditions will match:
●

All the tuples belong to the same attribute value.

●

There are no more remaining attributes.

●

There are no more instances.

4.3.2 Attribute’s selection measures:
Attribute selection measure is a heuristic for selecting the splitting criterion that partition data into the
best possible manner. It is also known as splitting rules because it helps us to determine breakpoints for
tuples on a given node. ASM provides a rank to each feature (or attribute) by explaining the given dataset.

46

Best score attribute will be selected as a splitting attribute. In the case of a continuous valued attribute,
split points for branches also need to be defined. Most popular selection measures are Information Gain,
Gain Ratio, and Gini Index.

4.3.3 Information Gain:
●

Shannon invented the concept of entropy, which measures the impurity of the input set. In physics
and mathematics, entropy is referred to as the randomness or the impurity in the system.

●

In information theory, it refers to the impurity in a group of examples.

●

Information gain is the decrease in entropy. Information gain computes the difference between
entropy before split and average entropy after split of the dataset based on given attribute values.

●

ID3 (Iterative Dichotomiser) decision tree algorithm uses information gain.

Where, Pi is the probability that an arbitrary tuple in D belongs to class Ci.

Where,

●

Info (D) is the average amount of information needed to identify the class label of a tuple in D.

●

|Dj|/|D| acts as the weight of the jth partition.
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●

InfoA (D) is the expected information required to classify a tuple from D based on the partitioning by
A.

4.3.4 Gain Ratio:
Information gain is biased for the attribute with many outcomes. It means it prefers the attribute with
many distinct values. For instance, consider an attribute with a unique identifier such as customer_ID
has zero info(D) because of pure partition. This maximizes the information gain and creates useless
partitioning.

C4.5, an improvement of ID3, uses an extension to information gain known as the gain ratio. Gain ratio
handles the issue of bias by normalizing the information gain using Split Info. Java implementation of the
C4.5 algorithm is known as J48, which is available in WEKA data mining tool.

Where,

●

|Dj|/|D| acts as the weight of the jth partition.

●

V is the number of discrete values in attribute A. The gain ratio can be defined as:

4.3.5 Gini index:
Another decision tree algorithm CART (Classification and Regression Tree) uses the Gini method to
create split points.
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●

Where, pi is the probability that a tuple in D belongs to class Ci.

●

The Gini Index considers a binary split for each attribute. You can compute a weighted sum of
the impurity of each partition. If a binary split on attribute A partitions data D into D1 and D2,
the Gini index of D is:

In case of a discrete-valued attribute, the subset that gives the minimum Gini index for that chosen is
selected as a splitting attribute. In the case of continuous valued attributes, the strategy is to select each
pair of adjacent values as a possible split-point and point with a smaller Gini index chosen as the splitting
point.

4.3.6 Decision tree Parameters:
•

Criterion {“Gini”, “entropy”}, default=”Gini”: The function to measure the quality of a split.
Supported criteria are “Gini” for the Gini impurity and “entropy” for the information gain. Note: this
parameter is tree-specific.

•

splitter {“best”, “random”}, default=”best”: The strategy used to choose the split at each node.
Supported strategies are “best” to choose the best split and “random” to choose the best random
split.

•

max_depth: int, default=none: The maximum depth of the tree. If none, then nodes are expanded
until all leaves are pure or until all leaves contain less than min_samples_split samples.

•

min_samples_split: int or float, default=2: The minimum number of samples required to split an
internal node: if int, then consider min_samples_split as the minimum number. o If float, then
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min_samples_split is a fraction and ceil (min_samples_split * n_samples) are the minimum number
of samples for each split.
•

min_samples_leaf: int or float, default=1: The minimum number of samples required to be at a leaf
node. A split point at any depth will only be considered if it leaves at least min_samples_leaf training
samples in each of the left and right branches. This may have the effect of smoothing the model,
especially in regression. If int, then consider min_samples_leaf as the minimum number. o If float,
then min_samples_leaf is a fraction and ceil (min_samples_leaf * n_samples) are the minimum
number of samples for each node.

•

min_weight_fraction_leaf: float, default=0.0: The minimum weighted fraction of the sum total of
weights (of all the input samples) required to be at a leaf node. Samples have equal weight when
sample_weight is not provided.

•

max_features: int, float or {“auto”, “sqrt”, “log2”}, default=None: The number of features to
consider when looking for the best split:
o

If int, then consider max_features features at each split.

o

If float, then max_features is a fraction and int (max_features * n_features) features
are considered at each split.

o

If “auto”, then max_features=sqrt (n_features). o If “sqrt”, then max_features=sqrt
(n_features). o If “log2”, then max_features=log2 (n_features).

o

If none, then max_features=n_features.

4.3.7 Building a classification model using Scikit-learn (Decision tree algorithm):
We built a model on the Dubai crime dataset, which is a classification set. It comprises the Sex, Social
Status, Educational Level, Religion, Charge Description, Crime Sensitivity, Age Groups, YEAR, and Age.
There are seven classes: Public order crimes, Administrative crimes, violent crimes, Organized crimes,
immigration crimes, High-tech crimes and Property crimes.
●

Start by importing dataset using panda’s library.

●

Explored the dataset using different graphs, found out important features, and target variables.

●

Split it out the Continuous and Categorical variables.

●

Converted categorical variables into numerical using Label encoding.

●

Split the train and test data.
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●

After splitting, you will train the model on the training set and perform predictions on the test set.

●

After training, check the accuracy using actual and predicted values.

●

Got 99% accuracy on the training data.
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4.3.8 Decision tree on our training data:

•

•

•
•
•
•

The model is trained on these parameters , Criterion = GINI , max_depth=None,
max_depth=None, max_depth=None, min_impurity_decrease=0.0, min_impurity_split=None,
min_samples_leaf=1, min_samples_split=2, random_state=None, splitter='best'.
Root Node: The root node is the above layer of the tree, where Charge Description <= 9.5, Gini =
0.784, Samples = 11795, values = [1760, 606, 543, 892, 1205, 2705, 4085].
There are overall 15 layers of the tree.
Decision tree: each node has a decision tree rule that splits the data.
Sub –tree: after root, in the middle these are all sub-tree with different decision tree.
The Charge description is important for the model, as we can see from the graph, the trees are
splitting based only on charge description column. All other features are ignored.
Leaf node: At the bottom of the decision tree these are all leaf node. Each node holds a class
label, such as public order crime, administrative crime, violent crime, organized crime,
immigration crime, high tech crime, and property crime.
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4.3.9 Pros:
●

Decision trees are easy to interpret and visualize.

●

It can easily capture Nonlinear patterns.

●

It requires fewer data preprocessing from the user, for example, there is no need to normalize
columns.

●

It can be used for feature engineering such as predicting missing values, suitable for variable
selection.

●

The decision tree has no assumptions about distribution because of the non-parametric nature
of the algorithm.

4.3.10 Cons:
●

Sensitive to noisy data. It can overfit noisy data.

●

The small variation (or variance) in data can result in the different decision tree. This can be
reduced by bagging and boosting algorithms.

●

Decision trees are biased with an imbalanced dataset, so it is recommended to balance out the
dataset before creating the decision tree.

4.3.11 Random Forest vs. Decision tree:
●

Random forests are a set of multiple decision trees.

●

Deep decision trees may suffer from overfitting, but random forests prevent overfitting by
creating trees on random subsets.

●

Decision trees are computationally faster.

●

Random forests are difficult to interpret, while a decision tree is easily interpretable and can be
converted to rules.

4.4 SVM Algorithm:
●

The classifier separates data points using a hyperplane with the largest amount of margin.

●

That's why an SVM classifier is also known as a discriminative classifier.

●

SVM finds an optimal hyperplane which helps in classifying new data points.
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●

Generally, Support Vector Machines is considered to be a classification approach but can be
employed in both types of classification and regression problems.

●

It can easily handle multiple continuous and categorical variables.

●

SVM constructs a hyper plane in multidimensional space to separate different classes.

●

SVM generates an optimal hyper plane in an iterative manner, which is used to minimize an
error.

●

The core idea of SVM is to find a maximum marginal hyperplane (MMH) that best divides the
dataset into classes.

4.4.1 Support vectors:
Support vectors are the data points, which are closest to the hyperplane. These points will define the
separating line better by calculating margins. These points are more relevant to the construction of the
classifier.

4.4.2 Hyperplane:
A hyperplane is a decision plane which separates between a set of objects having different class
memberships.
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4.4.3 Margin:
A margin is a gap between the two lines on the closest class points. This is calculated as the
perpendicular distance from the line to support vectors or closest points. If the margin is larger in
between the classes, then it is considered a good margin, a smaller margin is a bad margin.

4.4.4 How does SVM work?
●

The main objective is to segregate the given dataset in the best possible way.

●

The distance between the nearest points is known as the margin.

●

The objective is to select a hyperplane with the maximum possible margin between support
vectors in the given dataset.

SVM searches for the maximum marginal hyperplane in the following steps:

1. Generate hyperplanes which segregate the classes in the best way. Left Hand side figure
showing three hyperplanes black, blue and orange. Here, the blue and orange have higher
classification error, but the black is separating the two classes correctly.
2. Select the right hyperplane with the maximum segregation from the nearest data points as
shown in the right-hand side figure.
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4.4.5 Dealing with non-linear and inseparable planes:
Some problems cannot be solved using linear hyperplanes, as shown in the figure below (left-hand side).
In such a situation, SVM uses a kernel trick to transform the input space to a higher dimensional space as
shown on the right. The data points are plotted on the x-axis and z-axis (Z is the squared sum of both x
and y: z=x^2=y^2). Now you can easily segregate these points using linear separation.

4.4.6 SVM Kernels:
The SVM algorithm is implemented in practice using a kernel. A kernel transforms an input data space
into the required form. SVM uses a technique called the kernel trick. Here, the kernel takes a
lowdimensional input space and transforms it into a higher dimensional space. In other words, you can
say that it converts no separable problem to separable problems by adding more dimensions to it. It is
most useful in non-linear separation problems. Kernel trick helps you to build a more accurate classifier.

●

Linear Kernel: A linear kernel can be used as a normal dot product of any two given
observations. The product between two vectors is the sum of the multiplication of each pair of
input values. K(x, xi) = sum(x * xi)

●

Polynomial Kernel: A polynomial kernel is a more generalized form of the linear kernel. The
polynomial kernel can distinguish curved or nonlinear input space. K(x, xi) = 1 + sum(x * xi) ^d.
Where d is the degree of the polynomial. d=1 is similar to the linear transformation. The degree
needs to be manually specified in the learning algorithm.
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●

Radial Basis Function Kernel: The Radial basis function kernel is a popular kernel function
commonly used in support vector machine classification. RBF can map an input space in infinite
dimensional space. K(x,xi) = exp(gamma * sum((x – xi^2)). Here gamma is a parameter, which
ranges from 0 to 1. A higher value of gamma will perfectly fit the training dataset, which causes
overfitting. Gamma=0.1 is considered to be a good default value. The value of gamma needs to
be manually specified in the learning algorithm.

4.4.7 Building a classification model using Scikit-learn (SVM - algorithm):
We built a model on the Dubai crime dataset, which is a classification set. It comprises the Sex, Social
Status, Educational Level, Religion, Charge Description, Crime Sensitivity, Age Groups, YEAR, and Age.
There are seven classes: Public order crimes, Administrative crimes, violent crimes, Organized crimes,
immigration crimes, High-tech crimes and Property crimes.

●

Start by importing dataset using panda’s library.

●

Explored the dataset using different graphs, found out important features, and target variables.

●

Split it out the Continuous and Categorical variables.

●
●

Converted categorical variables into numerical using Label encoding.
Split the train and test data.

●

After splitting, you will train the model on the training set and perform predictions on the test set.

●

After training, check the accuracy using actual and predicted values.

●

Got 60% accuracy on the training data.
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Chapter 5 Conclusion and Future Works

5.1 Results:
The expected deliverables will comprise machine learning models that can classify crimes based on the
Dubai crime data.

The study aimed to provide recommendations for the best machine learning model that results in the
highest accuracy rate. Comparing results of the three models, it appears that both Random forest and
Decision tree algorithms perform well with accuracy 99%, 100% respectively, SVM at 60%.

The Advanced Analytics pipelines can be automated and integrated with dashboards to have real time
data flowing for real-time crime detection. There is a vast array of Machine Learning models which can
be integrated into the pipeline for real-time predictions for crime detection, and more features could be
added to understand the data better and add more options to the model to predict over.

Models

Random Forest

Decision tree

SVM

Accuracy

99%

100%

60%
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