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RANGE OF RANDOM WALKS ON FREE PRODUCTS
LORENZ A. GILCH
Abstract. In this article we consider transient nearest neighbour random walks on free
products of graphs. We prove that the asymptotic range of these random walks exists
and is strictly positive.
1. Introduction
Let V1, V2 be finite or countable sets with at least two elements and with distinguished ele-
ments oi ∈ Vi for i ∈ {1, 2}. The free product of the sets V1 and V2 is given by V := V1 ∗ V2,
the set of all finite words over the alphabet (V1∪V2)\{o1, o2} of the form x1 . . . xn such that
no two consecutive letters xj, xj+1 arise from the same Vi. Consider a transient Markov
chain (Xn)n∈N0 on V starting at the empty word o, which arises from a convex combination
of transition matrices on the sets Vi. For n ∈ N0, denote by Rn the number of different
states which are visited up to time n, that is, Rn =
∣∣{X0,X1, . . . ,Xn}∣∣. We are interested
whether the sequence of random variables Rn/n converges almost surely to some constant
and, if so, to calculate this constant. If the limit exists, it is called the asymptotic range of
the random walk (Xn)n∈N0 . We study this question for random walks on free products of
graphs.
It is well-known that the asymptotic range exists for random walks on groups, which are
governed by probability measures on the group elements; this is a direct consequence of
Kingman’s subadditive ergodic theorem, see [8]. In particular, there is a nice formula for
the asymptotic range in the group case:
lim
n→∞
Rn
n
= 1− P[∃n ∈ N : Xn = e], (1.1)
where e is the group identity; see Guivarc’h [7]. In our case of general free products King-
man’s subbadditive ergodic theorem is not applicable, since we only have a partial compo-
sition law for the elements in V and and due to missing vertex transitivity. Hence, existence
of the asymptotic range is not guaranteed. Moreover, it turns out that the above formula
does not necessarily hold in the non-group case. Since the asymptotic range is an impor-
tant random walk characteristic number like the rate of escape or the asymptotic entropy,
studying existence of the asymptotic range in the non-group case deserves its own right.
Random walks on free products have been studied in large variety. Let me outline some
results. Asymptotic behaviour of return probabilities of random walks on free products has
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been studied in many ways; amongst others, Gerl and Woess [4], Woess [18], Sawyer [14],
Cartwright and Soardi [2], Lalley [10, 9] and Candellero and G. [1]. For free products of
finite groups, Mairesse and Mathéus [12] computed an explicit formula for the drift and
asymptotic entropy. In G. [5, 6] different formulas for the drift and also for the entropy
of random walks on free products of graphs have been computed. Shi et al. [15] studied
the spectral radius for some classes of free products of graphs. Finally, let me note that
the importance of free products is due to Stallings’ Splitting Theorem (see Stallings [16]):
a finitely generated group Γ has more than one (geometric) end if and only if Γ admits a
non-trivial decomposition as a free product by amalgamation or an HNN extension over a
finite subgroup. Both classes of groups are discussed and studied in detail in Lyndon and
Schupp [11].
The proofs involve, in a very crucial way, generating function techniques for free products.
These techniques for rewriting probability generating functions in terms of functions on the
factors of the free product were introduced independently and simultaneously by [2], [18],
Voiculescu [17] and McLaughlin [13]. In particular, in [5] heavy use of generating functions
was made and this article will also serve as one of the main references.
The plan of this paper is as follows: in Section 2 we give an introduction to free products
of graphs and introduce a natural class of nearest neightbour random walks on them. In
Section 3 we prove existence of the asymptotic range for random walks on free products of
graphs by tracing the random walk’s path to infinity with the help of exit times.
2. Free Products and Random Walks
We recall the definition of general free products, introduce a natural class of random walks
on them, and provide several basic properties. In particular, we will introduce generating
functions which will serve as a main tool for our analysis. We refer to [5], where essential
prework has been done and will be used throughout this article.
2.1. Free Products of Graphs. Let V1, V2 be finite or countable sets with |Vi| ≥ 2 for
i ∈ I := {1, 2}. W.l.o.g. we assume that the sets Vi are pairwise disjoint. On each Vi
consider a (time-)homogeneous random walk with transition matrix Pi =
(
pi(x, y)
)
x,y∈Vi
.
The corresponding n-step transition probabilities are denoted by p
(n)
i (x, y), where x, y ∈ Vi.
For i ∈ I , we select a distinguished element oi of Vi as the “root”. For better visualization,
we think of graphs Xi with vertex sets Vi and roots oi such that there is an oriented edge
x → y if and only if pi(x, y) > 0. Furthermore, we shall assume that for every i ∈ I and
every x ∈ Vi there is some nx ∈ N such that p
(nx)
i (oi, x) > 0.
For i ∈ I , set V ×i := Vi \ {oi} and V
×
∗ := V
×
1 ∪ V
×
2 . The free product of V1 and V2 is given
by the set
V := V1 ∗ V2 :=
{
x1x2 . . . xn
∣∣n ∈ N, xj ∈ V ×∗ , xj ∈ V ×k ⇒ xj+1 /∈ V ×k } ∪ {o}, (2.1)
the set of words over the alphabet V ×∗ such that no two consecutive letters come from the
same V ×i , where o describes the empty word. We have a natural partial composition law
on V : if u = u1 . . . um ∈ V and v = v1 . . . vn ∈ V with um ∈ V
×
i , i ∈ I , and v1 /∈ V
×
i
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then uv stands for their concatenation as words. In particular, we set uoi := u for all
i ∈ I and oiu := u. Note that V
×
i ⊆ V and oi as a word in V is identified with o. Since
concatenation of words is only partially defined, things are getting more complicated than
in the case of free products of groups (see, e.g., [11]). Throughout this paper we will use
the representation in (2.1) for elements in V . The word length of a word u = u1 . . . um is
defined as ‖u‖ := m. Additionally, we set ‖o‖ := 0. The type τ(u) of u is defined to be
i ∈ I if um ∈ V
×
i ; we set τ(o) := 0. Finally, we write [u] := um for the last letter of u.
The set V can again be interpreted as the vertex set of a graph X which is constructed
as follows: take copies of X1 and X2 and glue them together at their roots to one single
common root, which becomes o; inductively, at each vertex v = v1 . . . vk with vk ∈ Vi
attach a copy of Xj , j ∈ I \ {i}, where v is identified with oj from the new copy of Xj.
A path of length n ∈ N in X is then a sequence of vertices (z0, z1, . . . , zn) in V such that
there is an edge from zi−1 to zi for each i ∈ {1, . . . , n}. This gives rise to a natural graph
distance and, for x ∈ V , we denote by |x| the length of a shortest path from o to x.
Example 2.1. As an example consider the sets V1 = {o1, a} and V2 = {o2, b, c} with the
following graph structure:
o1 a o2
b
c
The free product V1 ∗ V2 has the the following structure:
e a
ab
ac
aba
abab
abac
aca
acab
acac
b
c
babab
bac
cacab
cac
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We introduce further definitions. The set of predecessors of any y ∈ Vi is defined as
Pi(y) :=
{
w ∈ Vi | pi(w, y) > 0
}
.
The cone rooted at x ∈ V is given by the set
C(x) :=
{
y ∈ V | y has prefix x
}
,
that is, C(x) consists of all words y ∈ V such that each path from o to y in the graph
X has to pass through x. E.g., in Example 2.1 we have P2(b) = {o2, c},P2(c) = {b} and
C(ac) = {ac, aca, acab, acac, . . . }.
2.2. Random Walks on Free Products. The next step is the construction of a natural
random walk on the free product arising from P1, P2 in a natural way. For this purpose,
we lift the transition matrices P1 and P2 to transition matrices P¯i =
(
p¯i(x, y)
)
x,y∈V
, i ∈ I ,
on V : if x ∈ V with τ(x) = i and v,w ∈ Vi, then p¯i(xv, xw) := pi(v,w). Otherwise, we set
p¯i(x, y) := 0. Choose α ∈ (0, 1). Then we define a new transition matrix P on V given by
P = α · P¯1 + (1− α) · P¯2,
which governs a nearest neighbour random walk on X . That is, standing at any vertex in
x ∈ V we first toss a coin (with probability α for “head”) and decide afterwards to perform
one step within the copy of X1 attached at x according to P1 or to perform one step
within the copy of X2 attached at x according to P2. We consider a transient random walk
(Xn)n∈N0 on V starting at X0 = o, which is governed by P . For x, y ∈ V , the associated
single and n-step transition probabilities are denoted by p(x, y) and p(n)(x, y). Thus, P
governs a nearest neighbour random walk on the graph X , where P arises from a convex
combination of the nearest neighbour random walks on the graphs X1 and X2. We use the
notation Px[ · ] := P[ · | X0 = x] for x ∈ V .
In this article we are interested in the number of distinct vertices which are visited by
the random walk. This measures in some sense how much of the graph is explored by the
random walk. The number of vertices visited by the random walk (Xn)n∈N0 until time n
is given by
Rn =
∣∣{X0,X1, . . . ,Xn}∣∣.
If there is a real number r such that
r = lim
n→∞
Rn
n
almost surely,
then r is called the asymptotic range of the random walk (Xn)n∈N0 . While existence of the
asymptotic range is well-known for random walks on groups due to Kingman’s subadditive
ergodic theorem, existence for non-group random walks is not guaranteed a-priori. In par-
ticular, since we have no group operation on V (we only have a partial composition law
of words) we cannot apply the reasoning from the group case. This was the starting point
for the present article to study existence of the asymptotic range for general free products
of graphs, which form an important class of graphs.
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Let us mention [5, Theorem 3.3], which demonstrates existence (including a formula) of a
positive number ℓ, the rate of escape w.r.t. the word length/block length, such that
ℓ = lim
n→∞
‖Xn‖
n
almost surely.
Denote by V∞ the set of infinite words y1y2y3 . . . over the alphabet V
×
∗ such that no two
consecutive letters arise from the same V ×i . For x ∈ V and y ∈ V∞, denote by x ∧ y
the common prefix of maximal length of x and y. [5, Proposition 2.5] shows that the
random walk (Xn)n∈N0 converges to V∞-valued random variable X∞ in the sense that the
length of the common prefix of Xn and X∞ tends to infinity almost surely. In other words,
limn→∞ ‖Xn ∧W∞‖ = ∞ almost surely. We will make use of these results in the proofs
later.
Remark 2.2. If |V1| = |V2| = 2, then V becomes the free product of groups
V =
(
Z/(2Z)
)
∗
(
Z/(2Z)
)
.
If the underlying random walk is group-invariant, then (Xn)n∈N0 is recurrent. Moreover,
existence of the asymptotic range r is already known in this case and a formula is given by
(1.1), that is, r = 0. If at least one out of P1 and P2 is not irreducible, then the random
walk on V is transient and we may apply the techniques below.
2.3. Generating Functions. Our main tool will be the usage of generating functions,
which we introduce now. The Green functions related to Pi and P are given by
Gi(xi, yi|z) :=
∑
n≥0
p(n)(xi, yi) · z
n and G(x, y|z) :=
∑
n≥0
p(n)(x, y) · zn,
where z ∈ C, xi, yi ∈ Vi and x, y ∈ V . At this point we make the basic assumption that the
radii of convergence of G(·, ·|z) are at least R > 1. This implies transience of our random
walk on V . If the random walk on V is irreducible, then all Green functions have the
common radius of convergence R > 1; in the reducible case one can also easily show that
the Green functions G(x, y|z) have radii of convergence Rx,y with Rx,y ≥ R > 1 for some
R > 1 and all x, y ∈ V . For instance, if P1 and P2 govern reversible random walks, then
R > 1; see [19, Theorem 10.3]. We write G(x, y) := G(x, y|1).
The first visit generating function related to P is given by
F (x, y|z) :=
∑
n≥0
Px
[
∀k < n : Xk 6= y,Xn = y
]
· zn,
while the first return generating function related to P is given by
U(x, y|z) :=
∑
n≥1
Px
[
∀k < n : Xk 6= y,Xn = y
]
· zn.
We write F (x, y) := F (x, y|1). Recall the following important equations (e.g., see Woess
[19, Lemma 1.13]):
G(x, y|z) = F (x, y|z) ·G(y, y|z), (2.2)
G(x, x|z) =
1
1− U(x, x|z)
. (2.3)
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For i ∈ I , define
ξi := P[∃n ∈ N : Xn ∈ V
×
i ],
the probability of visiting any element in V ×i after finite time when starting at o. Due to
the structure of free products it is easy to check that
ξi = P
[
∃n ∈ N : Xn /∈ C(x) | X0 = x
]
for all x ∈ V \ {o} with τ(x) = i. In [5, Lemma 2.3] it is shown that the important strict
inequality ξi < 1 holds for all i ∈ I .
3. Existence of the Asymptotic Range
In this section we derive existence of the asymptotic entropy. In the next subsection we
introduce exit times and construct a related Markov chain which tracks the random walk’s
trajectory to “infinity”. While in Subsection 3.2 we will derive some estimates for the
increments of the range between two consecutive exit times, we finally will derive existence
of r in Subsection 3.3.
3.1. Exit Time Process. The idea is to trace the random walk’s path to “infinity”. Recall
that the random walk converges to an infinite word in V∞ in the sense that the prefixes
of increasing length stabilize. The exit times are defined as follows: set e0 := 0 and for
k ≥ 1:
ek := inf{m > ek−1 | ∀n ≥ m : ‖Xn‖ ≥ k}.
In other words, ek is the first instant of time from which on the first k letters of Xn
do not change any more. Due to [5, Prop. 2.5] we have ek < ∞ almost surely. We have
C(Xek) ⊂ C(Xek−1). The increments are given by ik := ek − ek−1.
By [5, Proposition 3.2, Theorem 3.3], we have
ℓ = lim
n→∞
‖Xn‖
n
= lim
k→∞
k
ek
∈ (0, 1) almost surely.
For n ∈ N0, define
k(n) := max{k ∈ N0 | ek ≤ n},
the maximal exit time at time n. If Xek = g1 . . . gk, then we set Wk := [Xek ] = gk.
Observe that
lim
k→∞
ek(n)
n
= 1 almost surely, (3.1)
since
1 ≤
n
ek(n)
≤
ek(n)+1
ek(n)
=
ek(n)+1
k(n)
k(n)
ek(n)
n→∞
−−−→ 1 almost surely.
In order to control the growth of Rn the idea is to count the number of visited elements
of V in the disjoint sets C(Xek−1) \ C(Xek). This needs further definitions. We define the
random function ϕn : V → {0, 1} by
ϕn(x) := 1{X0,X1,...,Xn}(x),
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that is, ϕn(x) = 1 if and only if x is visited until time n. Hence, ϕn describes the set of
vertices visited until time n. The support of ϕn is given by supp(ϕn) = {x ∈ V | ϕn(x) = 1}
and we have Rn = |supp(ϕn)|.
For x ∈ V \ {o}, we define a shift denoted by x−1 for subsets A ⊆ C(x) as follows:
x−1A :=
{
y | xy ∈ A
}
,
that is, the shift cancels the common prefix x of all elements in A ⊆ C(x). Consider now
for a moment ϕek · 1C(Xek−1 ), which has support contained in C(Xek−1). We apply a shift
operation on the support of ϕek · 1C(Xek−1) and define for k ≥ 2:
ψk := X
−1
ek−1
(
ϕek · 1C(Xek−1 )
)
.
The case k = 1 plays a distinguished role: let V ∗τ(Xe1 )
be the set of words in V starting
with a letter in Vτ(Xe1 ) including the empty word o. We define
ψ1 := ϕe1 · 1V ∗τ(Xe1)
.
The support of ψk is given by supp(ψk) = {x ∈ V | ψk(x) = 1}. Let me explain the idea
behind the definitions of ψk: as mentioned above we want to decompose supp(ϕn) into the
disjoint parts C(Xek−1) \ C(Xek). In particular, for n ≥ ek the set supp(ϕn) ∩ C(Xek)
remains constant. The increment Rek − Rek−1 depends only on visits of the random walk
in the set C(Xek−1); thus, we just drop the common first k already stabilized letters in the
support of ϕek · 1C(Xek−1) by the shift in the definition of ψk. This construction allows to
produce some homogeneity property for the already visited vertices in C(Xek) at time ek,
which will allow us to show that (Wk, ψk)k∈N is a Markov chain.
For k ≥ 1, denote by
Dk :=
{
(g, f) | g ∈ V ×∗ , f : V → {0, 1} : P[Wk = g, ψk = f ] > 0
}
the support of (Wk, ψk). We make the following crucial observation:
Lemma 3.1. For all k ∈ N, D := D1 = supp
(
(Wk, ϕek)
)
.
Proof. First, we prove the inclusion “⊆”. Let be (g, f) ∈ D1 and k ≥ 2. W.l.o.g. we assume
g ∈ V1. Take now any g0 ∈ V with ‖g0‖ = k− 1 and τ(g0) = 2. Let (o, x1, . . . , xm = g0) be
any path from o to g0 such that m = |g0|. In particular, we have {o, x1, . . . , xm}∩C(g0) =
{g0}. Furthermore, let (o, y1, . . . , yn = g) be a path in V \ V
×
2 such that supp(f) =
{o, y1, . . . , yn}. This choice is possible since supp(f) ⊆ V \ V
×
2 and by assumption of
(g, f) ∈ D1. Then the path
(o, x1, . . . , xm = g0, g0y1, g0y2, . . . , g0yn = g0g)
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is a path from o to g, which allows to generate Wk = g and ψk = f at time m + n with
positive probability, that is,
P
[
(Wk, ψk) = (g, f)
]
= P
[
X0 = o,X1 = x1, . . . ,Xm = xm = g0,Xm+1 = g0y1, . . . ,Xm+n = g0g,
∀j ≥ m+ n : Xj ∈ C(g0g)
]
= P
[
X0 = o,X1 = x1, . . . ,Xm = xm,
Xm+1 = g0y1, . . . ,Xm+n = g0g
]
· Pg0g
[
∀j ≥ 1 : Xj ∈ C(g0g)
]
= P
[
X0 = o,X1 = x1, . . . ,Xm = g0,Xm+1 = g0y1, . . . ,Xm+n = g0g
]
· (1− ξ1) > 0.
Thus, we have proven (g, f) ∈ supp
(
(Wk, ϕek)
)
.
Now we show “⊇”: let be (g, f) ∈ Dk, k ≥ 2. W.l.o.g. we assume τ(g) = 1. This implies
existence of some g0 ∈ V with ‖g0‖ = k− 1 and τ(g0) = 2 such that there exists a path of
the form (g0, g0y1, . . . , g0ym = g0g) in C(g0) with supp(f) = {o, y1, . . . , ym}. This implies
P
[
(W1, ψ1) = (g, f)
]
= P
[
X0 = o,X1 = y1, . . . ,Xm = ym = g,∀j ≥ m : Xj ∈ C(g)
]
= P
[
X0 = o,X1 = y1, . . . ,Xm = ym = g
]
· Pg
[
∀j ≥ 1 : Xj ∈ C(g)
]
= P
[
X0 = o,X1 = y1, . . . ,Xm = ym = g
]
· (1 − ξ1) > 0.
That is, (g, f) ∈ D1. This finishes the proof. 
Proposition 3.2. (Wk, ψk)k∈N is an irreducible, homogeneous Markov chain on the state
space D.
Proof. Let be (g1, f1), . . . , (gk+1, fk+1) ∈ D with
P
[
(W1, ψ1) = (g1, f1), . . . , (Wk, ψk) = (gk, fk)
]
> 0.
Denote by Πn the set of paths (o, x1, . . . , xn−1, xn = g1 . . . gk) such that
[
X1 = x1, . . . ,Xn−1 = xn−1,Xn = xn,
∀j > m : Xj ∈ C(xn)
]
⊆ [ek = n] ∩
k⋂
i=1
[
(Wk, ψk) = (gk, fk)
]
.
Moreover, denote by Π′m the set of paths (o, v1, . . . , vm−1, vm = gk+1) satisfying vi /∈ V
×
j ,
where j ∈ I \ {τ(gk+1)},
[X1 = v1, . . . ,Xm = vm,∀j > m : Xj ∈ C(vm)] ⊆ [e1 = m] and
supp(ψk+1) = {v1, . . . , vm} ∪ g
−1
k
(
supp(ψk) ∩ C(gk)
)
.
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Then we obtain by definition of P and the Markov property:
P
[
(W1, ψ1) = (g1, f1), . . . , (Wk+1, ψk+1) = (gk+1, fk+1)
]
=
∑
n∈N
∑
(o,x1,...,xn−1,xn)∈Πn
P[X1 = x1, . . . ,Xn = xn]
·
∑
m∈N
∑
(o,v1,...,vm−1,vm=gk+1)∈Π′m
P[Xn+1 = xnv1, . . . Xn+m = xnvm | Xn = xn]
·P[∀j > m+ n : Xj ∈ C(xnvm) | Xn+m = xnvm]
=
∑
n∈N
∑
(o,x1,...,xn−1,xn)∈Πn
P[X1 = x1, . . . ,Xn = xn]
·
∑
m∈N
∑
(o,v1,...,vm−1,vm=gk+1)∈Π′m
P[X1 = v1, . . . ,Xm = vm] · (1− ξτ(gk+1)).
Analogously,
P
[
(W1, ψ1) = (g1, f1), . . . , (Wk, ψk) = (gk, fk)
]
=
∑
n∈N
∑
(o,x1,...,xn−1,xn)∈Πn
P[X1 = x1, . . . ,Xn = xn] · (1− ξτ(gk)).
Thus,
P
[
(Wk+1, ψk+1) = (gk+1, fk+1)
∣∣ (W1, ψ1) = (g1, f1), . . . , (Wk, ψk) = (gk, fk)]
=
P
[
(W1, ψ1) = (g1, f1), . . . , (Wk+1, ψk+1) = (gk+1, fk+1)
]
P
[
(W1, ψ1) = (g1, f1), . . . , (Wk, ψk) = (gk, fk)
]
=
1− ξτ(gk+1)
1− ξτ(gk)
·
∑
m∈N
∑
(o,v1,...,vm−1,vm=gk+1)∈Π′m
P[X1 = v1, . . . ,Xm = vm].
This shows that (Wk, ψk)k∈N is indeed a homogeneous Markov chain, since the conditional
probabilities depend only on (gk, fk) and (gk+1, fk+1).
For irreducibility, let be (g1, f1), (g2, f2) ∈ D. From (g1, f1) we can walk with positive
probability in at most |supp(f1)|+1 steps to some (g0, f0) with g0 /∈ V
×
τ(g2)
and f0 = 1o+1g0.
Starting at (g0, f0) we can go to (g2, f2) with positive probability in one step, which is
easy to check and is similar to the reasoning of the proof of Lemma 3.1. This yields
irreducibility. 
Observe that (Wk, ψk)k∈N is not aperiodic, since Wk ∈ V
×
1 implies Wk+1 ∈ V
×
2 . But we
have the following result:
Lemma 3.3. The Markov chain (Wk, ψk)k∈N has period 2.
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Proof. Let be (g, f) ∈ D with g ∈ V ×1 , p(o, g) > 0, f = 1o + 1g. Take any g
′ ∈ V2× with
p(o, g′) > 0 and set f ′ = 1o + 1g′ . Then:
P
[
(W2, ψ2) = (g
′, f ′) | (W1, ψ1) = (g, f)
]
=
1− ξ2
1− ξ1
p(o, g′) > 0
and P
[
(W3, ψ3) = (g, f) | (W2, ψ2) = (g
′, f ′)
]
=
1− ξ1
1− ξ2
p(o, g) > 0.
That is, (g, f) can always be reached within two steps, which proves the claim. 
As an abbreviation we will denote the transition probabilities of (Wk, ψk)k∈N by
q
(
(g1, f1), (g2, f2)
)
:= P
[
(W2, ψ2) = (g2, f2) | (W1, ψ1) = (g1, f1)
]
for (g1, f1), (g2, f2) ∈ D, and the n-step transition probabilities by q
(n)
(
(g1, f1), (g2, f2)
)
.
3.2. Estimates for increments between exit times. In this subsection we derive some
uniform estimates for expectations of some random quantities associated with the exit
times. This will be needed in order to ensure that the expected increase of the range
between two exit times is uniformly bounded.
Lemma 3.4.
sup
x∈V
G′(x, x|1) <∞.
Proof. Let be x ∈ V ; w.l.o.g. we may assume τ(x) = 1. Let be g ∈ V ×2 such that
p(x, xg) > 0. Set ε0 := miny∈V ×∗ p(oi, y).
Since ξ2 < 1 we have:
U(x, x) ≤ 1− Px[X1 = xg,∀n > 1 : Xn has prefix xg] ≤ 1− ε0 · (1− ξ2) < 1.
Hence, transience yields U(o, o|1) < 1 and therefore
sup
x∈V
U(x, x) ≤ max{1− ε0 · (1− ξ1), 1 − ε0 · (1− ξ2), U(e, e)} < 1.
Due to (2.3) we have for all real z > 0 within the radius of convergence
G′(x, x|z) =
U ′(x, x|z)(
1− U(x, x|z)
)2 .
Thus, it is sufficient to show that
sup
x∈V
U ′(x, x|1) <∞.
Recall that R > 1 is a lower bound for the radii of convergence of the Green func-
tions. Choose any R0 ∈ (1, R). Again by (2.3) we must have U(x, x|R0) < 1, since
G(x, x|R0) <∞. Furthermore, convexity of U(x, x|z) for real z > 0 yields:
0 ≤ U ′(x, x|1) ≤
U(x, x|R0)− U(x, x|1)
R0 − 1
<
1− U(x, x|1)
R0 − 1
≤
1
R0 − 1
.
This yields the proposed claim. 
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For sake of better readability, we introduce further notation. For i ∈ I , y ∈ Vj with
j ∈ I \ {i} and n ∈ N define
k
(n)
i (y) := Po[∀ℓ ∈ {1, . . . , n} : Xℓ /∈ V
×
i ,Xn = y].
Furthermore, if x ∈ V \ {o} then we set ξ¬τ(x) = ξ2, if τ(x) = 1, and ξ¬τ(x) = ξ1, if
τ(x) = 2.
The following lemma ensures that the expectations of the increments between exit times
are uniformly bounded.
Lemma 3.5.
sup
k∈N
Eik <∞.
Proof. Let be k ∈ N. Considering the different values of ik we decompose according to the
values of Xek−1 and Xek :
Eik =
∑
n≥1
∑
x,y∈V
P
[
Xek−1 = x,Xek = y, ek − ek−1 = n
]
· n
=
∑
n≥1,
ℓ∈N
∑
x∈V :
‖x‖=k−1
∑
y∈C(x):
‖y‖=k
∑
s∈P(y)
P

 Xℓ−1 /∈ C(x),Xℓ = x,∀m ∈ {1, . . . , n} : Xℓ+m ∈ C(x),Xℓ+n−1 = xs,
Xℓ+n = y,∀t > ℓ+ n : Xt ∈ C(y)

 · n
=
∑
n≥1,
ℓ∈N
∑
x∈V :
‖x‖=k−1
P
[
Xℓ−1 /∈ C(x),
Xℓ = x
]
·
∑
y∈C(x):
‖y‖=k
∑
s∈P(y)
k
(n−1)
τ(x) (s) · p(xs, y) · (1− ξτ(y)) · n
=
∑
ℓ∈N
∑
x∈V :
‖x‖=k−1
P[Xℓ−1 /∈ C(x),Xℓ = x] · (1− ξ¬τ(x))
·
∂
∂z
[∑
n≥1
∑
y∈(V1∪V2)\Vτ(x):
‖y‖=k
∑
s∈P(y)
k
(n−1)
τ(x) (s) · ατ(y)pτ(y)(s, [y]) · z
n
]
︸ ︷︷ ︸
=:γτ(x)(z)
∣∣∣∣∣
z=1
.
The power series γτ(x)(z) has radius of convergence strictly bigger than 1; see [5, Proof of
Prop. 3.2], where the exactly same power series are denoted by γi,j(z). Hence,
Eik ≤
∑
ℓ∈N
∑
x∈V :
‖x‖=k−1
P[Xℓ−1 /∈ C(x),Xℓ = x] · (1− ξτ(x)) ·
1− ξ¬τ(x)
1− ξτ(x)
·max{γ′1(1), γ
′
2(1)}
=
∑
x∈V
P[Xek−1 = x]︸ ︷︷ ︸
=1
·max
{
1− ξ1
1− ξ2
,
1− ξ2
1− ξ1
}
·max{γ′1(1), γ
′
2(1)} <∞.
This proves the claim. 
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The following lemma will be needed to ensure that the expected increase of the range by
visits of elements in C(Xek−1) up to time ek is uniformly bounded.
Lemma 3.6.
sup
k∈N
E
[
|supp(ψk)|
]
<∞.
Proof. Let be k ∈ N. Denote by SXek−1 the stopping time of the first visit to Xek−1 . Then:
E
[
|supp(ψk)|
]
= E

 ek−1∑
j=SXek−1
1C(Xek−1)
(Xj)

+ E

 ek∑
j=ek−1+1
1C(Xek−1 )
(Xj)

 .
We show that both sums on the right hand side are uniformly bounded. To this end, we
make a decomposition according to the values of Xek−1 , SXek−1 and ek−1. For k ∈ N, write
Dk := {x ∈ V | ‖x‖ = k}. Then we obtain:
E

 ek−1∑
j=SXek−1
1C(Xek−1)
(Xj)


=
∑
m,n∈N0
∑
x∈Dk−1
∑
x1,...,xn−1∈V :
xn−1 /∈C(x)
P

 Xm = x,∀j < m : Xj 6= x,Xm+1 = x1, . . . ,Xm+n−1 = xn−1,Xm+n = x,
∀k > m+ n : Xk ∈ C(x)


·
n∑
i=1
1C(x)(xi)
≤
∑
m,n∈N0
∑
x∈Dk−1
∑
x1,...,xn−1∈V
P
[
Xm = x,∀j < m : Xj 6= x,
Xm+1 = x1, . . . ,Xm+n−1 = xn−1,Xm+n = x
]
·Px
[
∀k ≥ 1 : Xk ∈ C(x)
]
·
n∑
i=1
1C(x)(xi)
=
∑
m∈N0
∑
x∈Dk−1
P
[
∀j < m : Xj 6= x,Xm = x
]
·
∑
n∈N0
∑
x1,...,xn−1∈V
Px [X1 = x1, . . . ,Xn−1 = xn−1,Xn = x] · (1− ξτ(x)) ·
n∑
i=1
1C(x)(xi)
≤
∑
m∈N0
∑
x∈Dk−1
P
[
∀j < m : Xj 6= x,Xm = x
]
·
∑
n∈N0
n · Px [Xn = x] · (1− ξτ(x))
=
∑
x∈Dk
F (o, x) · (1− ξτ(x))
︸ ︷︷ ︸
=P[SXek
=ek]≤1
·G′(x, x|1) ≤ sup
x∈V
G′(x, x|1) <∞.
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The last inequality is due to Lemma 3.4. By Lemma 3.5,
E

 ek∑
j=ek−1+1
1C(Xek−1 )
(Xj)

 ≤ E [ek − ek−1] = Eik ≤ sup
k∈N
Eik <∞.
Thus, we have shown that
sup
k∈N
E
[
|supp(ψk)|
]
≤ sup
x∈V
G′(x, x|1) + sup
k∈N
Eik <∞.

Corollary 3.7. Let be (g, f) ∈ D with P
[
(W1, ψ1) = (g, f)
]
> 0. Then:
sup
k∈N
E
[
|supp(ψk)|
∣∣ (W1, ψ1) = (g, f)] <∞.
Proof. The formula of total expectation gives
E
[
|supp(ψk)|
]
=
∑
(g,f)∈D
P
[
(W1, ψ1) = (g, f)
]
· ·E
[
|supp(ψk)|
∣∣ (W1, ψ1) = (g, f)].
If E
[
|supp(ψk)|
∣∣ (W1, ψ1) = (g, f)] would be unbounded in k, then also E[|supp(ψk)|]
would be unbounded, a contradiction to Lemma 3.6. This proves the claim. 
Now we can prove the following crucial property of the exit time process (Wk, ψk)k∈N:
Proposition 3.8. (Wk, ψk)k∈N is positive-recurrent.
Proof. Since (Wk, ψk)k∈N is irreducible it is sufficient to show that
lim inf
n→∞
q(n)
(
(g, f), (g, f)
)
> 0 for some (g, f) ∈ D;
this follows from the fact that transience implies limn→∞ q
(n)
(
(g, f), (g, f)
)
= 0 and the
rest follows from Feller [3, Theorem on p. 369].
Let be (g, f) ∈ D, where g ∈ V ×1 and f = 1{o,g}. Choose M ∈ N even such that
E
[
|supp(ψk)|
∣∣ (W1, ψ1) = (g, f)] ≤M for all k ∈ N,
which is possible due to Lemma 3.7. Then there is some δ > 0 such that
pk := P
[
|supp(ψk)| ≤M + 1
∣∣ (W1, ψ1) = (g, f)] ≥ δ
for all k ∈ N: indeed, assume that there is a index sequence (nk)k∈N such that pnk < 1/k;
then
E
[
|supp(ψnk)|
∣∣ (W1, ψ1) = (g, f)] ≥ (1− 1
k
)
· (M + 1),
a contradiction to E
[
|supp(ψk)|
∣∣ (W1, ψ1) = (g, f)] ≤ M for k large enough. Hence, for
each m ∈ N even we can choose a set Am of elements (g¯, f¯) ∈ D with |supp(f¯)| ≤ M + 1
such that ∑
(g¯,f¯)∈Am
q(m)
(
(g, f), (g¯, f¯)
)
≥ δ.
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Now let be (g¯, f¯) ∈ D with g¯ ∈ V ×1 and |supp(f¯)| ≤ M + 1, and set (g¯0, f¯0) := (g¯, f¯)
and (g¯M , f¯M ) := (g, f). Choose g¯2, g¯4, . . . , g¯M−2 ∈ V
×
1 and g¯1, g¯3, . . . , g¯M−1 ∈ V
×
2 with
p(o, g¯i) > 0 for all i ∈ {1, . . . ,M}, and define f¯i = 1Bi with B0 := supp(f¯) and
Bi := g¯
−1
i
(
Bi−1 ∩ C(g¯i)
)
for i ∈ {1, . . . ,M}.
The idea behind this construction is to obtain a sequence of elements (g¯i, f¯i) which allows
to reach (g, f) after M steps by reducing |supp(f¯i)| successively in each step. We set
ε0 := min{p(o, g) | g ∈ V, p(o, g) > 0} and obtain by construction of (g¯i, f¯i):
M∏
i=1
q
(
(g¯i−1, f¯i−1), (g¯i, f¯i)
)
=
M/2∏
j=1
q
(
(g¯2j−2, f¯2j−2), (g¯2j−1, f¯2j−1)
)
· q
(
(g¯2j−1, f¯2j−1), (g¯2j , f¯2j)
)
=
M/2∏
j=1
1− ξ2
1− ξ1
p(o, g¯2j−1) ·
1− ξ1
1− ξ2
p(o, g¯2j) ≥ ε
M
0 .
Finally, we obtain for n ∈ N even with n ≥M + 1:
q(n)
(
(g, f), (g, f)
)
=
∑
(g¯,f¯)∈D
q(n−M)
(
(g, f), (g¯, f¯)
)
· q(M)
(
(g¯, f¯), (g, f)
)
≥
∑
(g¯,f¯)∈An−M
q(n−M)
(
(g, f), (g¯, f¯)
)
· q(M)
(
(g¯, f¯), (g, f)
)
︸ ︷︷ ︸
≥εM0
≥ εM0 ·
∑
(g¯,f¯)∈An−M
q(n−M)
(
(g, f), (g¯, f¯)
)
≥ εM0 · δ.
Thus, q(n)
(
(g, f), (g, f)
)
is uniformly bounded away from zero, which proves the proposed
claim. 
3.3. Existence of the Asymptotic Range. In this subsection we finally derive existence
of the asymptotic range. Recall that the support of the random functions ψk, k ∈ N, contain
the information of the states (shifted by X−1ek−1) visited by the random walk in C(Xek−1) up
to time ek. By the following definitions we decompose these sets one step further. Define
R˜k :=
∣∣supp(ψk) \ C(Wk)∣∣ and the overhead Ok := ∣∣supp(ψk) ∩ C(Wk)∣∣. That is, R˜k
describes the final number of states in C(Xek−1)\C(Xek ) (shifted by X
−1
ek−1
) visited by the
random walk, while Ok describes the number of states which are “passed” to ψk+1. Our
aim is to apply the ergodic theorem for positive-recurrent Markov chains, which needs the
following lemma:
Lemma 3.9. Let π be the invariant probability measure of the Markov chain (Wk, ψk)k∈N.
Then:
r˜ :=
∫
R˜1 dπ <∞ and
∫
O1 dπ <∞.
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Proof. First, observe that both integrals are well-defined since R˜1 ≥ 0 and O1 ≥ 0. Assume
now for a moment that
∫
R˜1 dπ = ∞ holds. Then, by the ergodic theorem for positive-
recurrent Markov chains and the remarks made at the beginning of Subsection 3.1:
1
n
k(n)∑
j=1
R˜j =
ek(n)
n︸ ︷︷ ︸
→1
k(n)
ek(n)︸ ︷︷ ︸
→ 1
ℓ
∈(1,∞)
1
k(n)
k(n)∑
j=1
R˜j
︸ ︷︷ ︸
→∞
n→∞
−−−→∞ almost surely.
On the other hand side, the random variables R˜1, . . . , R˜k(n) decompose the range Rn
into disjoint subsets, namely into the parts contained in C(Xej−1) \ C(Xej ). Therefore,∑k(n)
j=1 R˜j ≤ n, and we obtain the contradiction that
1
n
k(n)∑
j=1
R˜j ≤ 1.
Thus,
∫
R˜1 dπ < ∞. The proof for finiteness of
∫
O1 dπ works completely analogously.
This finishes the proof. 
The next result states that the overhead may be dropped when considering the asymptotic
range.
Corollary 3.10.
lim
k→∞
1
k
|supp(Ok)| = 0 almost surely.
Proof. By Lemma 3.9, we get
lim
k→∞
1
k
k∑
i=1
|supp(Oi)| = o :=
∫
|supp(O1)| dπ <∞.
Therefore, we obtain the proposed limit as follows:
lim
k→∞
1
k
|supp(Oi)| = lim
k→∞
[
1
k
k∑
i=1
|supp(Oi)|︸ ︷︷ ︸
→o
−
k − 1
k
1
k − 1
k−1∑
i=1
|supp(Oi)|︸ ︷︷ ︸
→o
]
= 0 a.s..

Finally, we obtain:
Theorem 3.11. Assume that the radii of convergence of the Green functions are bounded
away from 1. Then there exists some real constant r > 0 such that
r = lim
n→∞
Rn
n
= r˜ · ℓ almost surely.
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Proof. Define R˜0 :=
∣∣{X0,X1, . . . ,Xe1} ∩ C0∣∣, where C0 is the set of words starting with
a letter in (V1 ∪ V2) \ Vτ(W1). We decompose the set of states visited until time ek(n)
into the disjoint sets contained in C(Xej−1) \ C(Xej ), j ∈ {2, . . . , k}, C(Xek), V
×
τ(W1)
and
{x ∈ V | x starts with letter in V ×∗ \ V
×
τ(W1)
}. This gives
Rek(n)
ek(n)
=
k(n)
ek(n)︸ ︷︷ ︸
→ℓ
·
[
1
k(n)
k(n)∑
j=1
R˜j +
1
k(n)
Ok(n) +
1
k(n)
R˜0
]
.
Positive recurrence of (Wk, ψk)k∈N implies that, by the ergodic theorem for positive re-
current Markov chains together with Lemma 3.9, there exists some r˜ :=
∫
R˜1 dπ > 0 such
that
lim
k→∞
1
k
k∑
j=1
R˜j = r˜ almost surely.
Since the random walk finally converges to some end in C(W1) and R˜0 counts only elements
of V visited by the random walk outside of C(W1), we have R˜0/k(n) → 0 as n→∞ almost
surely. This yields with Corollary 3.10:
lim
n→∞
Rek(n)
ek(n)
= r˜ · ℓ =: r > 0 almost surely.
Furthermore, we obtain with (3.1):
Rn
n
=
Rn −Rek(n)
n
+
Rek(n)
ek(n)︸ ︷︷ ︸
→r
ek(n)
n︸ ︷︷ ︸
→1
It remains to show that the first quotient on the right hand side tends to 0, which is
obtained as follows together with (3.1):
0 ≤
Rn −Rek(n)
n
≤
Rek(n)+1 −Rek(n)
n
=
Rek(n)+1 −Rek(n)
ek(n)+1
ek(n)+1
n
=
[
Rek(n)+1
ek(n)+1︸ ︷︷ ︸
→r
−
Rek(n)
ek(n)︸ ︷︷ ︸
→r
ek(n)
ek(n)+1︸ ︷︷ ︸
→1
]
ek(n)+1
n︸ ︷︷ ︸
→1
n→∞
−−−→ 0 almost surely.
This completes the proof. 
Remark 3.12. The formula for the asymptotic range in the group case does, in general,
not necessarily hold for general free products of graphs as we will demonstrate in the
following example. We consider an adapted version of Example 2.1: let be V1 = {o1, a}, V2 =
{o2, b, c}, set p1(o1, a) = p1(a, a) = 1 and p2(o2, b) = p2(b, c) = p2(c, b) = 1 and α =
1
2 .
Then U(o, o) = 0 by construction, that is, the formula (1.1) for the asymptotic range in
the group case gives the value 1− U(e, e) = 1. Now we show that the asymptotic range is
strictly smaller than 1.
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Since o can not be visited again, we have for n ∈ N:
P
[
[Xn] = a
]
+ P
[
[Xn] = b
]
+ P
[
[Xn] = c
]
= 1.
For n ∈ N, define the events
An =
[
[X3n] = a, [X3n+1] = b,X3n+1 = X3n+3
]
∪
[
[X3n] = b,X3n = X3n+2
]
∪
[
[X3n] = c, [X3n+1] = b,X3n+1 = X3n+3
]
.
Then:
P(An) = P
[
[X3n] = a
]
· P
[
[X3n+1] = b,X3n+1 = X3n+3 | [X3n] = a
]
+P
[
[X3n] = b
]
· P
[
[X3n = X3n+2 | [X3n] = b
]
+P
[
[X3n] = c
]
· P
[
[X3n+1] = b,X3n+1 = X3n+3 | [X3n] = c
]
≥ P
[
[X3n] = a
]
·
(1
2
)3
+ P
[
[X3n] = b
]
·
(1
2
)2
+ P
[
[X3n] = c
]
·
(1
2
)3
≥
(1
2
)3
.
If the event An happens then the random walk visits one element of V twice, that is, each
occurrence of An reduces the maximal value of Rn by 1. Since R3n ≤ 3n and the An cover
disjoint time slots, we obtain:
E[R3n] ≤ 3n−
n∑
k=1
E[1An ] = 3n−
n∑
k=1
P(An) ≤ 3n−
n∑
k=1
1
8
.
That is,
E[R3n]
3n
≤ 1−
n
8
3n
= 1−
1
24
< 1.
Hence, the asymptotic range is strictly smaller than 1, and the formula from the group
case does not hold.
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