Rapid, affordable assessment of soil quality (SQ) is needed to maintain soil health. We sought to build reusable near-(NIR) and mid-infrared-(MIR) based models using a regional library of accepted SQ indicators and Normalized Difference Vegetation Index (NDVI). This described soil health in 228 topsoil samples from 57 grain fields in Illinois paired to compare the influence of conventional, organic or conservation-tillage practices. Predictive models for all SQ indicators were developed with Partial Least Squares Regression (PLSR) using: (i) whole NIR or MIR spectra, (ii) refined spectra that included features associated with organic functional groups, or (iii) refined spectra that were identified as important using Monte Carlo feature selection ( Abbreviations: FDA, fluorescein diacetate hydrolysis; MCFS, Monte Carlo feature selection; MIR, mid-infrared; NDVI, normalized difference vegetation index; NIR, nearinfrared; PC, principal component; PCA, principal component analysis; PLSR, partial least squares regression; PMN, potentially mineralizable nitrogen; POM-C, particulate organic matter carbon; POM-N, particulate organic matter nitrogen; RMSE, root mean squared error of prediction; RMSECV, root mean squared error of cross validation; RPD, residual prediction deviation; SOC, soil organic carbon; SOM, soil organic matter; SQ, soil quality; TN, total nitrogen; VNIR, visible-and near-infrared. R enewed concern over finite soil resources and soil health has increased interest in soil assessment methods that can measure changes in SQ that are meaningfully related to productivity, environmental quality, and plant and animal health (Doran and Safley, 1997; Garrigues et al., 2012) . Efforts to assess SQ have focused on dynamic soil properties that are responsive to management, can be tied to soil function and, are useful to decision makers (Andrews et al., 2004; Doran, 2002; Karlen et al., 2003; Paz-Ferreiro and Fu, 2016) . Despite the existence of 'minimum data sets' that have identified a core suite of useful measures (Andrews et al., 2002; Shukla et al., 2006; Karlen et al., 2008; Sharma et al., 2008; Thuithaisong et al., 2011) , few SQ indicators are in widespread use because they fail to satisfy the need for affordability and ease of use due to their reliance 
on elaborate, time consuming laboratory-based methods (Ugarte and Wander, 2013) .
Several studies have attempted to apply NIR and MIR spectroscopy to assess SQ in both field and laboratory settings (Bertrand et al., 2002; Idowu et al., 2008; Sudduth et al., 2009; Gholizadeh et al., 2013; Soriano-Disla et al., 2014; Vohland et al., 2014) because these methods are rapid, cost-effective, and nondestructive (Cohen et al., 2005) . Measures in NIR regions (700-2500 nm) correspond to molecular overtones and vibrational combination bonds; while, results within MIR regions (2500-25000 nm, which are typically expressed as 4000-400 cm -1 ) correspond to stretching and bending molecular vibrations (Dalal and Henry, 1986; McBratney et al., 2003) . Studies applying both methods suggest these techniques could be used to estimate change in soil carbon (Bellon-Maurel and McBratney, 2011; McDowell et al., 2012a) , labile organic matter fractions (Yang et al., 2012a; Knox et al., 2015) , along with more routine chemical assays. In addition to estimation of accepted SQ indicators, it may be possible to indirectly estimate SQ by relating spectroscopic measures to crop yields and aboveground biomass estimated with proxies like the NDVI (Tucker et al., 1980; Moulin et al., 1998) . Efforts to apply satellite or airborne imaging spectroscopy to estimate SQ assessment and crop productivity are emerging fields with aligned interests (Ben-Dor et al., 2009; Gomez et al., 2012; Paz-Kagan et al., 2015) .
To move from proof-of-concept to reliable NIR-and MIRbased SQ assessments, data libraries and reusable predictive models must be developed. Calls for large spectral libraries suggest that broad spatial coverage is needed to identify features to estimate SQ indicators at regional or national scales (Sørensen and Dalsgaard, 2005; Brown et al., 2006; Terhoeven-Urselmans et al., 2010; Viscarra Rossel et al., 2016) . There is growing consensus that spectral libraries that capture wide sample variation by including data representing different management and soil types will enhance model transferability (van Groenigen et al., 2003; Awiti et al., 2008; Bonett et al., 2015) . Once spectral libraries are built, mathematical information derived from the relationship between soil properties and spectral features is extracted to develop NIR-or MIR-based calibration models (Cohen et al., 2007; Lu et al., 2013; Jia et al., 2014; Knox et al., 2015) . To date, the transferability of models from one region to another (i.e., model reuse) has been limited and the reason for this remains poorly understood (Yu et al., 2016) . Rossel and Behrens (2010) suggest that the spectral features retained within predictive models should have physical meaning that can be logically related to model interpretation. In theory, robust predictive models with good transferability should contain similar 'important' features regardless of the data sets and statistical techniques used to develop and validate them, but this has not been directly assessed.
Most studies extract spectral features from whole NIR or MIR spectra to build models even though better model fits might be obtained by using refined spectral features (Knox et al., 2015) or spectral regions (Yang et al., 2012b) . The vast majority of predictors used in models have been shown to be of negligible explanatory value (Box and Meyer, 2012) and can result in overfitting problems (Donoho and Stodden, 2006; Cécillon et al., 2008) . Feature or spectral refinement to improve model reusability can be accomplished in a number of ways, including selection of biochemically-based spectral regions closely associated with soil organic matter (SOM) (Bartholomeus et al., 2008) . This is a logical approach for SQ-focused efforts as SOM underpins soil health and strongly influences soil optical properties (Shukla et al., 2006; Ayoubi et al., 2011) . Statistical methods can also be used for spectral refinement by identifying features of statistical importance. The MCFS technique, for example, uses resampling methods to perform this task (Cao et al., 2011) . Models developed with whole spectra should be compared with those developed using spectral refinement techniques to identify features or regions with the greatest utility.
Model transferability should be related to accuracy reflected by validation results. Poor model transferability may not be tied to the commonly used validation approach which considers randomly selected subsets of libraries to be independent of their parent datasets (Benoudjit et al., 2004) ; even though, validation sets selected by this approach are known to be 'pseudoindependent' and may overestimate model accuracy (Brown et al., 2005) . The benefits derived from use of fully independent validation datasets that cover the same range of soil types and land uses described by samples used for model calibration should be further explored.
The objectives of this study were to evaluate the potential for use of a regional SQ library representing grain farming systems in Illinois to develop reusable NIR-and MIR-based models to estimate SQ by: (i) comparing model validation results for whole spectra obtained with randomly-drawn samples with those obtained using fully independent datasets systematically split to represent management and lithology; (ii) determining whether model performance can be improved by spectral refinement; and, (iii) identifying spectral regions with high explanatory value.
MATERIALS AND METHODS

Illinois Soil Library
Samples used for a recent SQ assessment conducted in Illinois (Ugarte et al., 2018) were used to develop a regional data library. We assume that the relative homogeneity of Illinois soils which mostly differ due to loess thickness (Fehrenbacher et al., 1986) , would present an ideal opportunity for building regional NIR-and MIR-based predictive models because mineralogical features are known to cause disparities in soil spectra (Nguyen et al., 1991) . Our spectral library was built using 228 soil samples collected in the springs of 2011, 2012, and 2013 from the 0 to15 cm depth of 57 farm fields located throughout Dekalb, Piatt, Christian, Kankakee, Iroquois, Ford, Vermillion, Livingston, Mclean, Macoupin, and Shelby counties in Illinois. These 11 counties encompass five soil regions that include soils derived from loess over Wisconsinan drift, deep loess, Wisconsinan outwash, Wisconsinan drift, and loess over Illinoisian drift as catego-rized by the USDA (USDA-NRCS and Illinois Soil Classifiers Association, 2010). Soils from 10 fields are classified as Alfisols while the other 47 are considered Mollisols. Samples were taken from fields managed under conventional practices with standard or conservation tillage in corn (Zea mays L.) and soybean [Glycine max (L.) Merr.] production, or fields under organic management for at least a 5-yr period that produced corn, soybean, and small grains (wheat [Triticum aestivum L.] or barley [Hordeum vulgare L.]). Four soil samples from each field were selected from a larger study conducted by Ugarte et al. (2018) . Selected samples were spatially distributed to capture soil variability within a 10-acre field. Soil samples were air-dried and ground to pass a 2-mm sieve prior to SQ determination using wet chemistry methods, and for building the NIR and MIR libraries.
For SQ assessment, we quantified a suite of biological (SOC, TN, POM-C, POM-N, PMN, FDA), and chemical (soil pH, available P, and exchangeable K, Ca, Mg, and Fe) soil characteristics using standard methods for soil analysis. Briefly, SOC and TN were determined using the dry combustion method in a Micro Vario Elemental Combustion System (Elementar Americas, NJ). Soil POM-C and POM-N were determined using a size-fractionation procedure followed by combustion methods as detailed in Ugarte et al. (2018) . Soil PMN was quantified using the anaerobic incubation method described in Drinkwater et al. (1996) . Soil FDA, which estimates C cycle enzyme activity (Bandick and Dick, 1999) , was determined using a modified procedure from Green et al. (2006) , in which soils were incubated with a sodium phosphate buffer and FDA stock solution for 5 to achieve maximum color development. Soil pH was determined in a 1:1 soil to water ratio (McLean, 1982) . Plant available P was determined using the Bray-1 P extractant (Bray and Kurtz, 1945) . The K, Ca, Mg, and Fe in soils were extracted using a Mehlich III solution (Mehlich, 1984) and determined by Inductively Coupled Plasma (ICP) spectrophotometry.
To assess SQ using crop growth as a proxy, we extracted the NDVI time series for all the sites at 16-d intervals from January 2011 to December 2013 from the Landsat 5 and 7 Top-ofAtmosphere products using the Google Earth Engine (Google, Inc., Mountain View, CA). Three Landsat scenes were involved to cover all the sites, and all images used were atmospherically corrected. We extracted site-level NDVI by sampling the regions that are centered at the site with radius of 30 m, 60 m, and 120 m to assess the 3-yr mean of the growing season average NDVI values from June to August, but we found the size of the sampled areas did not alter results, so we only reported results based on the 30-m radius. The NDVI was calculated using the reflectance ratio from the red and NIR bands of a given image (Tucker, 1979) and expressed as Eq. [1], where NIR and red represent reflectance measured from near-infrared (845-885 nm) and red regions (630-680 nm), respectively from Landsat bands in this study.
NIR red NDVI=
NIR red
All NDVI data were post-processed at the site level by aggregating results into monthly time series using the monthly maximum value, and then a robust smoothing algorithm was used to gap fill and smooth the time series (Chen et al., 2006) .
Near and Mid-Infrared Spectral Collection and Processing
For NIR, dried soil samples were ground to a powder-like consistency using a disk mill and placed in a 2-cm diameter sample cup with transparent bottom. The sample cup was then placed on top of the muglight. The NIR reflectance spectra were recorded on a Cary 5E NIR spectrophotometer (Varian Inc., Palo Alto, CA) in the range of 900 to 2500 nm with a 2-nm sampling interval. The MgO (Varian Inc., Palo Alto, CA) white reference was scanned as a baseline spectrum at the beginning of each session. NIR spectra were stored in the form of reflectance.
For MIR, 1 mg of dried soil was mixed with 200 mg of potassium bromide (KBr) (Fisher Scientific, Waltham, MA) and finely ground with a mortar and pestle before a pellet was prepared and immediately transferred to the sample holder. The sample cell was flushed with N 2 gas for 10-min before collection of transmission spectra (4000-400 cm -1 with 32 scans) using a Graseby Specac (MIDAC Co., Westfield, MA) with an average resolution of 1.927 cm -1 . The spectral features within the ranges of 1419 to 1350 and 2482 to 2450 cm -1 were excluded due to interference of H 2 O and CO 2 (McDowell et al., 2012b) . Background spectra were determined with KBr powder. The MIR spectral collection and maximum-minimum normalization were performed using Essential FTIR (Operant LLC., Burke, VA) and spectra were stored in the form of absorbance.
Both NIR and MIR spectra were pre-processed with a first derivative transformation using the Savitzky-Golay method with fitting of a second-order polynomial across smoothing segments of 21 nm within the 'signal' package in R language. Preliminary analysis determined that model results would not be consistently improved by use of other pre-processing methods including logarithm transformation, second derivative transformation and standard normal variate transformation. To avoid the situation where observations (n) < predictors (p), and to generate data-sets of similar size, the NIR spectra were resampled with an interval of 10 nm and the MIR spectra were resampled with an interval of 19.27 cm -1 . After the resampling, 161 and 166 predictors were retained for NIR and MIR spectra, respectively. These predictors were used to build NIR-or MIR-based models with even intervals using methods described in the model development section.
To interpret spectral differences affected by model coverage, we performed Principal Component Analysis (PCA) on whole NIR or MIR spectra processed with first derivative transformation using the prcomp process in R to visualize spectral differences among samples of different land uses or lithologic regions in Illinois. The Analysis of Variance (ANOVA) was performed in SAS 9.4 to compare the differences in scores of the first two principal components (PCs) among fields of different parent materials and management practices.
Model Development
Models were developed using data representing whole spectra that were systematically and randomly separated into calibration and validation datasets. To ensure that model validations were fully independent for the systematic effort and, that calibration sets were representative of data used for validation, farms were grouped by spatial proximity to generate clusters with varied management before two thirds of the farm fields within each cluster were randomly assigned to the calibration dataset. The remaining one third of the data having similar coverage of parent materials and management practices distributed across space was then assigned to the validation set. The same data sets were randomly divided into calibration and validation sets using the 'sample' process in R. This commonly used procedure, which randomly uses two thirds of samples for calibration and one third for validation, typically reports results from one run. We performed random validations three times to assess the influence of random effects of data-division using the mean and standard deviations of the validation results.
Calibration models for all variables were developed using whole and refined NIR and MIR spectra using the PLSR method implemented with the pls package and the 'leave-one-out' cross validation method (Mevik and Wehrens, 2007) . The optimal subsets of components were determined when the root mean squared error of cross validation (RMSECV) in the calibration set had the lowest value (Vohland et al., 2014) . The number of PLSR components retained was restricted to 10% of the number of samples in the calibration set as suggested by He et al. (2007) .
For validations performed with both independent and systematically separated datasets, error metrics, including the coefficient of determination (R 2 ; Eq. [2]), the root mean squared error of prediction (RMSE; Eq. [3]), and the residual prediction deviation (RPD; Eq. [4]), which is the ratio of standard deviation of the validation dataset (SD val ) and standard error of prediction (Sudduth and Hummel, 1993) , were calculated to evaluate the performance of calibration models. Random validation results are reported only for models built with whole NIR or MIR spectra. Systematically obtained validation results are reported for all models using whole and refined NIR and MIR spectra.
where y, y , and ŷ represent measured values, mean of measured values, and predicted values, respectively, and n is the number of measurements with i = 1, 2, …, n.
Spectral Refinement and Interpretation
Spectral refinement was performed to test the hypothesis that models built with features with known physical meaning and/or of high statistical importance would outperform those built with whole spectra. In an effort to refine spectral features based on physical meaning, NIR and MIR spectral regions closely associated with organic functional groups were identified using peerreviewed articles published between January 1990 and October 2015 by searching for the keywords "infrared spectroscopy", "peak assignments", and "soil organic functional groups". Searches were conducted using the Thomas Reuters Web of Science database (Thomas Reuters, Philadelphia, Pennsylvania) and Google Scholar. Spectral refinement was performed using MCFS applied to whole NIR or MIR spectra using the enpls package in R (Xiao et al., 2014) to identify statistically important features. To avoid over-fitting problems, the maximum number of components included in the model was limited to less than 10% of the number of samples, and only the 200 most significant predictors were retained in models. For spectral interpretation, the top 100 spectral features of greatest statistical importance for each SQ indicator were selected with MCFS and then compared with those identified through review of peer-reviewed articles published between January 1990 and October 2015. Keyword searches on "soil infrared spectroscopy" and "wavelength selection" were performed using the Thomas Reuters Web of Science database (Thomas Reuters, Philadelphia, PA) and Google Scholar.
RESULTS AND DISCUSSION
Model Coverage and Spectral Differences
The mean values and data ranges for SQ indicators summarized in Table 1 fell within typical ranges for agricultural soils in this region (Maughan et al., 2009; Fernández et al., 2012; Ugarte and Wander, 2013) and covered a wide range of variability. This suggests the library covers enough variability to promote effective model reuse by increasing chances that future samples will fall within the data-range used for model building (Centner et al., 2000) .
The PCA plots ( Fig. 1 ) were used to determine whether spectral features would differentiate soils collected from different land uses or lithologic regions in Illinois. The first two PCs explained 63.7 and 62.8% of the variance in NIR and MIR spectra, respectively. Adding a third PC explained an additional 5.2% (NIR) and 9.8% (MIR) of the variance. The ANOVA shows that the first PC scores of both NIR and MIR spectra are significantly affected by soil parent materials (p < 0.001) but not by agricultural management practices (p > 0.05; data not shown). Soils with the parent material of loess over Illinoisian drift were most clearly differentiated from soils of other parent materials using both NIR (Fig. 1a) and MIR spectra (Fig. 1b) . Those soils are mostly located in the central claypan area that features flat to gentle slopes and high clay contents (USDA-NRCS, 2006) . This region coincides with a shift from Mollisol to Alfisol dominated soils moving from north to south, suggesting that delineation of models by soil order might be a useful strategy. Our finding that soils under variable histories of agronomic management were not distinguishable using the first three PCs is consistent with other efforts to tailor libraries for reuse that note how soil mineralogical range influences model accuracy (Nguyen et al., 1991; Udelhoven et al., 2003; Cécillon et al., 2009 ). Our results illustrate that even within this relatively homogeneous region, disparities among soil spectra associated with mineralogy and parent material are dominant features that model development methods must overcome to predict SQ indicators responding to management.
Model Performance for SQ Indicators and Calibration and Validation Methods
Comparisons of NIR-and MIR-based models for SQ indicators developed using randomly or systematically divided datasets for calibration and validation are summarized in Table 2 (NIR) and Table 3 (MIR). In general, higher R 2 and RPD values and, lower RMSE values were found for NIR-based models irrespective of the way that calibration and validation data sets were divided. The NIR-based models notably outperformed MIR-based models in their ability to predict NDVI and several other SQ indicators (SOC, TN, soil C to N ratio, PMN, Ca, and Mg). This differs from the findings of Bellon-Maurel and Summary statistics including mean, minimum (Min), maximum (Max), median (Med), standard deviation (SD) , and relative standard deviation (RSD, %) for soil quality indicators determined in the laboratory using soils from the 0-to 15-cm depth and using Landsat-derived growing season Normalized Difference Vegetation Index (NDVI) collected from 57 fields in different regions of Illinois between 2011 and 2013. McBratney (2011) who reviewed the literature to conclude that MIR models frequently perform better than NIR-based models. Veum et al. (2014) found visible-and near-infrared (VNIR), which includes the visible range not covered by our work, better predicted SOC than MIR. Soriano-Disla et al. (2014) suggested VNIR spectra are better predictors of soil biological properties because useful information in MIR regions is often masked by soil mineral components. In addition, several other authors have found NIR-and MIR-based models perform similarly well when used to estimate SOC or TN (Xie et al., 2011; McDowell et al., 2012a) and note that analyses of MIR spectra usually take much longer. In our study MIR spectral collection took approximately five times longer than did collection of NIR measures and MIR spectra were more sensitive to variability in soil moisture and mineralogy. Due to the sensitivity of MIR to factors not of interest, and the balance between cost, accuracy and sample preparation previously noted by Viscarra Rossel et al. (2006), we conclude NIR-based efforts are preferable for SQ assessment. Our results show that SQ indicators differed significantly in how effectively they were predicted by both NIR-based models (Table 2) and MIR-based models (Table 3) . When indicators were categorized by RPD values after Chang et al. (2001) , where group A models are considered reliable (RPD values ≥ 2.0), group B models require further improvement before application (1.4 ≤ RPD values < 2.0), and group C models are considered inaccurate (RPD values < 1.4), only NIR-based models for SOC and Ca are found reliable. Indicators Mg, TN, soil C to N ratio, PMN, and NDVI need improvement, and FDA, K, P, Fe, soil pH, POM-C, and POM-N are unsatisfactory. All MIR-based models fall into group C. It should be noted that some studies (Saeys et al., 2005; Janik et al., 2009 ) divide the range >2 into 2 to 2.5 approximate, 2.5 to 3 good semi-quantitative, and >3 excellent ranges for quantitative prediction. This means our best fit models fall into the lowest tier of acceptability. Using the criteria of Chang et al. (2001) , several other works have assigned NIR-and MIR-based models for SOC, and to a slightly lesser extent TN, to group A, models for soil P, K, and Fe to group B or C, and have found variable results for soil pH and Ca due to the influence of lithology (Cohen et al., 2007; Terhoeven-Urselmans et al., 2010; Kinoshita et al., 2012; Sudduth et al., 2012; Askari et al., 2015; Veum et al., 2015) . Our field measurements suggest a high correlation between Ca and SOC (r = 0.69, p < 0.001; data not shown) and this might explain the relatively good model performance for these two indicators. The measured soil pH is only weakly correlated with SOC (r = 0.09, p < 0.05) and soil clay content (r = 0.05, p > 0.05) and this may account for the poor performance of soil pH models in our study. The positive association between Ca and SOC may be tied to SOC stabilization and aggregation (Clough and Skjemstad, 2000; Wuddivira and Camps-Roach, 2007) , while the decoupling of pH and SOC Average of all SQ indicators 1.43 1.28 1.16 1.26 † SOC, soil organic C; TN, total N; POM-C, particulate organic matter-C; POM-N, particulate organic matter-N; PMN, potentially mineralizable N; FDA, fluorescein diacetate hydrolysis; NDVI, normalized difference vegetation index; P, available P; K, exchangeable K; Ca, exchangeable Ca; Mg, exchangeable Mg; Fe, exchangeable Fe. ‡ Whole NIR, the whole NIR spectra (900-2500 nm) with even intervals (every 10 nm). § Organic NIR, the NIR spectral regions related to organic functional groups (1100-1200, 1450-1750, and 2000-2500 nm). ¶ MCFS NIR, the top 200 NIR spectral features selected by Monte-Carlo feature selection process. # Models that are considered reliable (RPD ≥ 2.0) or can be applied after improvement (1.4 ≤ RPD < 2.0) were underscored.
Table 2. Random and systematic validation results for soil quality (SQ) indicators using whole or refined near-infrared (NIR) spectra. Error metrics including residual prediction deviation (RPD), root mean squared error of prediction (RMSE), and coefficient of determination (R
likely reflects the use of lime and inherent variability in parent materials present in the region. Even though the data range of POM, which is reflected by standard deviations that were approximately 40% of the mean, was large (Table 1) , and use of organic and conservation tillage had significantly increased POM-C and POM-N concentrations over those found in conventionally managed soils (Ugarte et al., 2018) , the inability of NIR-and MIR-based models to predict POM as a proxy for soil structure and biologically active C (Cambardella and Elliott, 1994 ) is due to the presence of sand-sized mineral matter within the samples that is a consequence of our use of size to isolate this fraction. Use of density to obtain an estimate of POM might improve predictive ability by removing infrared active minerals. Improvements in model estimates of other biologically active fractions (soil TN, C to N ratio, PMN, FDA) that influence soil N supply and so of high interest for soil testing and soil health assessment potential (Myrold, 1987; Coulter et al., 2009 ) would be more difficult because stocks of SOM-dependent fractions are tied to mineralogy. While land management effects resulted in statistically significant difference for SOC and TN (organic > conservation > conventional), they did not exert enough influence to be detectable using laboratory-assays of C to N ratio, PMN, or FDA (Ugarte et al., 2018) . While acceptable estimations were obtained for some SQ indicators (e.g., SOC and Ca), models for the majority of soil biological indicators did not perform well, implying limited potential for use of NIR-or MIR-based models for quantitative SQ assessment.
When these results are compared with validations made using fully independent datasets that were systematically constructed to ensure that each covered similar lithological and management ranges, we found that the predictive accuracy of models on independent data sets was generally lower (Tables 2  and 3 ). For NIR-based models of whole spectra, averaged RPD values of all SQ indicators obtained using random and independent validation techniques were 1.43 and 1.28, respectively. Model RPDs obtained using independent data sets were lower for all SQ indicators except for K and Fe. None of the models built using independent datasets describing whole NIR spectra performed well (group A) and, estimates of SOC, TN, Ca, and Mg need to be improved before application (group B) ( Table 2 ). Overestimation of RPDs by models developed using randomly drawn datasets of whole MIR spectra (averaged RPD of all SQ indicators was 1.14 and fell to 0.98 with independent sets) shows that the random approach overstates model performance when the main purpose of building NIR-or MIR-based models is to predict independent samples within the model calibration domain. None of the MIR-based models for SQ indicators were acceptable with independent validation (RPD < 1.40). Differences between RPD values for models obtained with random and independent validation are most notable for biological SQ in- Table 3 . Random and systematic validation results for soil quality (SQ) indicators using whole or refined mid-infrared (MIR) spectra. Error metrics including residual prediction deviation (RPD), root mean squared error of prediction (RMSE), and coefficient of determination (R 2 ) were reported on three separate model runs for random validation and on one model run for systematic validation. Average of all SQ indicators 1.14 0.98 1.18 1.25 † SOC, soil organic C; TN, total N; POM-C, particulate organic matter-C; POM-N, particulate organic matter-N; PMN, potentially mineralizable N; FDA, fluorescein diacetate hydrolysis; NDVI, normalized difference vegetation index; P, available P; K, exchangeable K; Ca, exchangeable Ca; Mg, exchangeable Mg; Fe, exchangeable Fe. ‡ Whole MIR, the whole MIR spectra (400-1350, 1419-2482, and 2450-4000 cm -1 ) with even intervals (every 19.27 cm -1 ). § Organic MIR, the MIR spectral regions related to organic functional groups (1250-1350, 1419-1750, and 2850-3000 cm -1 ). ¶ MCFS MIR, the top 200 MIR spectral features selected by Monte-Carlo feature selection process. # Models that are considered reliable (RPD ≥ 2.0) or can be applied after improvement (1.4 ≤ RPD < 2.0) were underscored. dicators (FDA, SOC, soil C to N ratio) and NDVI (Tables 2  and 3 ). Low RPDs suggest limited model reusability for samples collected from new locations. The issue of overestimated model accuracy reported from traditional random validation was raised by Brown et al. (2005) using "one farm off " validation process on a local dataset. Our results show that the same issue remains for a regional library covering a larger spatial range. Even though the random approach yielded a better model fit and lower RMSE we favor the use of a more conservative fully independent validation to increase chances that models will succeed when applied to new locations within the model domain. This is because the systematic division of the data to create independent libraries ensures complete coverage of the inference space. Arbitrary data division that leaves out part of the range creates a better fit by increasing sample power for a smaller domain. One might expect model fits would plateau and converge for the two methods as sample power increases. Efforts to develop libraries going forward might incorporate site-specific information (soil texture, climate factors) not captured by the NIR or MIR spectra, to help generate effective independent data sets for calibration and validation. Sample spiking with local samples incorporated into regional or national libraries can also improve model extrapolation and reuse (Guerrero et al., 2016) . Another, possibly better strategy would be to segregate the libraries into smaller domains (e.g., separate soil samples by parent material or soil order to reduce influence of soil mineralogy) to develop local libraries and site-specific models.
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Model Performance with Two Spectral Refinement Methods
The wavebands reported in the published literature that are associated with organic functional groups (N-H, C-H, C-O, C=O, COO -, C-C, and C=C) commonly used in predictive models are summarized in Fig. 2a (NIR) and Fig. 2b (MIR) . Use of these regions for spectral refinement resulted in 225 and 154 predictors for NIR-and MIR-based models, respectively. Rather than improving model performance, as hypothesized, NIRbased models built using refined organic features with independent datasets (the averaged RPD of all SQ indicators was 1.16) generally had lower fits than models built with the whole NIR spectra (averaged RPD of all SQ indicators was 1.28) ( Table 2 ). The opposite is true for MIR-based models, where fits obtained from independent validation using the whole MIR spectra were lower than those obtained using refined organic features (average RPD of all SQ indicators of 0.98 vs. 1.18). With spectral refinement, MIR-organic models for SOC, TN and Ca moved into the B category, but all other indicators remained poorly predicted (category C) (Table 3) . Model RPD values also improved notably for FDA, suggesting that improvement of MIR-based models using organic features might improve reusability of models predicting some biological SQ indicators.
Use of MCFS for spectral refinement was more effective than use of organic functional groups for both NIR-and MIRbased models (Tables 2 and 3) . Compared with the model which uses whole spectra, little change was observed for NIR-based model performance (Table 2) , as the averaged RPDs of models for SQ indicators developed using independent datasets were 1.28 without and 1.26 with MCFS. Spectral refinement provided greater benefit to MIR-based models; averaged RPD of all SQ indicators improved from 0.98 to 1.25 when models were refined using MCFS. The greater effectiveness of variable selection by MCFS observed in MIR-based models likely results from the ability of the technique to extract useful spectral information while alleviating over-fitting problems Han et al., 2008; Esquerre et al., 2011) . Improvements in MIR-based model RPDs were also, again most notable for Ca and organicmatter associated indicators: with MIR-based models for SOC and TN moving from Category C to B, and Ca moving from Category C to A, making these models almost as useful as those developed using NIR spectra.
Interpretation of Important Near-and Mid-Infrared Spectral Features
Important NIR features selected by our models developed with MCFS were distributed fairly evenly within the spectral range (Fig. 2e) , while important MIR features selected by MCFS clustered within segments of the spectra (Fig. 2f ) , especially within the regions of 400 to 1900 and 2700 to 3900 cm -1 . The influential NIR features identified by MCFS to predict SOC and TN are not particularly related to ranges associated with soil organic functional groups (Fig. 2a) . This demonstrates that use of the whole NIR spectra, rather than just a segment of the spectra or of just organic matter-affiliated parameters is desirable for NIR-based model development. In our study, spectral features identified as important for SOC and TN fall mostly within the range of 1000 to 1100, 1200 to 1650, 1880 to 1920, and 2100 to 2320 nm of NIR regions (Fig. 2e) , and 500 to 780 and 1500 to 1850 cm -1 of MIR regions (Fig. 2f ) . Even though SOC and TN are commonly considered to be infrared active properties (Chang et al., 2001; Jia et al., 2014; Sarathjith et al., 2014; Vohland et al., 2014) , important features retained in our models do not exactly duplicate those used by other models reported in the literature (Fig. 2c and 2d) . This is probably due to the influence of inorganic C components on our model predictions (Dunn et al., 2002; Zornoza et al., 2008; Reeves, 2010) . Differences in lithology that were very apparent in our library are consistent with variability in the features used by others to predict SQ indicators. The identified important MIR spectral features are mostly associated with organic structures (Fig. 2b) , clay minerals, carbonates, and iron oxides (Soriano-Disla et al., 2014) . Our comparison of features that commonly prove useful within MIR models and observed improvements in model performance achieved by use of spectral refinement methods indicate that MIR-based models might benefit by use of segments of the spectra instead of the entire dataset. Of the approaches used, MCFS seems to be the most efficient, least arbitrary ways to develop MIR-based models.
Variability in the predictive features used to estimate chemically based SQ indicators suggests that some features retained in both-NIR and MIR-based models are serving as surrogates through their correlations with infrared-active properties. In such instances, spectral variables will have limited transferability to regions with different lithology (Reeves et al., 2001; Udelhoven et al., 2003) . This likely includes regions within our models for soil pH and nutrients ( Fig. 2e and 2f ) that do not mirror regions used by other studies (Fig. 2c and 2d) . The B and C category model fits we found for PMN, POM and FDA and the limited number of other published models suggest model transferability across a wide geographic range is likely to be limited. Our attempt to link crop productivity to SQ by using NIRor MIR-based models for NDVI estimation is the first effort of this kind that we know of. Important features retained in our NDVI models were clustered in the 1000 to 1680, 1800 to 1900, and 2100 to 2500 nm of NIR regions, and the 400 to 600 and 780 to 1300 cm -1 of MIR regions. While no published NIR-or MIR-based models were available for comparison, one might expect features predictive of NDVI would be correlated with biological SQ indicators (SOC, TN or PMN) , that would influence plant growth by altering soil water holding capacity or N supply. Unlike other SQ indicators, which were measured only once, we used 3 yr of NDVI observations to try and account for the influences of weather on plant growth. The much lower RPDs found for NDVI estimations obtained using the independently drawn validation set (Tables 2 and 3) suggest the model transferability needs to be improved before the NIR or MIR spectra collected from soil samples can be used directly to indicate crop productivity. Future work may consider adding soil moisture or auxiliary information about climate factors influencing crop growth to develop models that consider dynamic factors already know to influence yield and associated NDVI.
CONCLUSIONS
Differences in the NIR and MIR spectra contained in our regional library were more influenced by lithology than by land use or management even though soils represented by the library were predominately loess derived. Model performance described by RPD values suggests that NIR spectroscopy provides the best prospects for development of rapid, and affordable estimations of SOC, TN, Ca and Mg. Use of spectral refinement methods selecting regions associated with organic matter-affiliated func-tional groups or that use MCFS to build MIR-based models can improve predictions for biological SQ indicators and bring estimates for SOC, TN, and Ca to an acceptable level. To hasten development of reusable or transferrable models and avoid overstatement of model performance, we advocate the use and improvement of validation methods that rely on independent datasets that fully represent the range of lithologies and land uses. To assess changes in soil health resulting from changes in organic matter-dependent properties or processes, models should be sensitive enough to distinguish small changes against the mineralogical signals. However, our use of data-mining through literature review and MCFS to identify important features (i.e., spectral features likely to contribute to successful models) suggests that prediction of many SQ indicators depends on correlative or indirect relationships instead of features with direct physical or obvious biophysical interpretation.
