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We present a comprehensive study of the spin excitations - as measured by the dynamical spin
structure factor S(q, ω) - of the so-called block-magnetic state of low-dimensional orbital-selective
Mott insulators. We realize this state via both a multi-orbital Hubbard model and a generalized
Kondo-Heisenberg Hamiltonian. Due to various competing energy scales present in the models, the
system develops periodic ferromagnetic islands of various shapes and sizes, which are antiferromag-
netically coupled. The 2×2 particular case was already found experimentally in the ladder material
BaFe2Se3 that becomes superconducting under pressure. Here we discuss the electronic density as
well as Hubbard and Hund coupling dependence of S(q, ω) using density matrix renormalization
group method. Several interesting features were identified: (1) An acoustic (spin-wave) mode de-
velops. (2) The spin-wave bandwidth establishes a new energy scale that is strongly dependent
on the size of the magnetic island and becomes abnormally small for large clusters. (3) Optical
modes are present for all block states studied here. In addition, a variety of phenomenological
spin Hamiltonians have been investigated but none matches entirely our results that were obtained
primarily at intermediate Hubbard U strengths. Our comprehensive analysis provides theoretical
guidance and motivation to crystal growers to search for appropriate candidate materials to real-
ize the block states, and to neutron scattering experimentalists to confirm the exotic dynamical
magnetic properties unveiled here, with a rich mixture of acoustic and optical features.
I. INTRODUCTION
Iron-based high critical temperature superconductiv-
ity (SC) has challenged [1, 2] important aspects of
the electron-electron Coulomb interaction as the driv-
ing force of the pairing mechanism. In contrast to the
Cu-based materials, with Mott insulating parent com-
pounds at ambient pressure [3–6], the undoped Fe-based
compounds exhibit (bad) metallic behaviour. Cuprates
are typically characterized by the single-band Hubbard
model deep into the Mott phase regime, and the undoped
insulating behaviour is a consequence of the on-site inter-
action U – much larger than the non-interacting band-
width W – that localizes electrons in an antiferromag-
netic (AFM) staggered spin pattern. As a consequence,
the AFM state with wavevector (pi, pi), and associated
pairing mechanism, is at the center of theoretical and
experimental studies in Condensed Matter Physics.
The parent compounds of the iron-based superconduc-
tors do not fit the description for cuprates. Their metallic
behaviour, associated with electrons’ mobility, suggests
that the Hubbard U strength is not sufficient to local-
ize entirely all the electrons. This apparent dichotomy
between Cu- and Fe-based superconductors originates in
the valence states of the transition metals. While nomi-
nal Cu2+ has only one unpaired electron in its 3d9 atomic
orbital, Fe6+ has four unpaired electrons in the 3d6 con-
figuration. As a consequence, although the single-band
Hubbard model is sufficient to describe the Cu-based ma-
terials, the Fe-compounds have to be modeled [7–9] with
several active bands near the Fermi level, i.e. employing
a multi-orbital Hubbard model.
Similarly as in the large-U single-orbital Hubbard
model, the very large-U multi-orbital Hubbard model
also exhibits insulating behaviour with staggered AFM
ordering. However, the additional energy scales present
in the iron description, and the reduced value of U/W
as compared with cuprates, leads to new phases at inter-
mediate couplings that are unique to multi-band physics.
The most important of these additional energy scales is
the on-site (atomic) ferromagnetic Hund exchange JH be-
tween spins at different orbitals [10]. This Hund inter-
action accounts for the first Hund’s rule, favoring ferro-
magnetic alignment for the partially filled 3d degenerate
bands of relevance in this problem. The competition be-
tween U and JH can drive the system to a state with
enhanced electronic and magnetic correlations in a still
overall metallic state.
A unique state can emerge in multi-orbital correlated
models: the orbital-selective Mott phase (OSMP) and
its associated Hund’s metallic behavior [11, 12]. This
bad-metallic state is a candidate for the parent state of
iron-based superconductors. In the OSMP, the electronic
correlations Mott-localize the electrons of one of the or-
bitals keeping the rest metallic, resulting in an exotic
mixture of localized and itinerant electrons at different
orbitals. This OSMP state in the regime of robust Hund
coupling is stable at intermediate U/W before the region
where Mott features are fully developed. However, the
effect of electronic correlations cannot be ignored.
Experience with the cuprate’s parent compounds in-
dicates that the proximity to the AFM state could be
responsible for the pairing mechanism. Consequently,
much efforts have been devoted to understanding the
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2magnetism of iron superconductors. In this context, and
employing various techniques such as angle-resolved pho-
toemission spectroscopy, the OSMP was argued to be rel-
evant for two-dimensional (2D) superconducting materi-
als from the 122 family, such as (K,Rb)xFe2Se2 [13] and
KFe2As2 [14], or in the iron chalcogenides and oxychalco-
genides like FeTe1−xSex [15] and La2O2Fe2O(Se,S)2 [16].
Furthermore, there is growing evidence that the OSMP is
relevant for low-dimensional ladder materials of the 123
family, such as BaFe2S3 and BaFe2Se3 [17–22]. Com-
pounds from this family become superconducting under
pressure [23–27], similarly as it occurs in Cu-based lad-
ders. Moreover, inelastic neutron scattering (INS) exper-
iments on the 123 compounds reported two distinctive
magnetic phases. For (Ba,K)Fe2S3 and (Cs,Rb)Fe2Se3
a (pi, 0) AFM state with ferromagnetic (FM) rungs
and AFM legs was reported [18, 28–30]. However, for
BaFe2Se3 INS identified an exotic type of ordering [31]
with spins forming AFM-coupled FM magnetic “islands”
along the legs, namely ↑↑↓↓, the so-called block magnetic
ordering. The same conclusion was also reached on the
basis of neutron [32–34] or X-ray diffraction [34], and
muon spin relaxation [34]. Interestingly, similar mag-
netic blocks were identified in two dimensions in the pres-
ence of
√
5 × √5 ordered vacancies (K,Rb)Fe2Se2 [35–
38] and also in compounds from the family of 245 iron-
based SC (K,Rb)2Fe4Se5 [39, 40]. Finally, recent first-
principles calculations [41] predicted that the block-
magnetism may also be relevant for the one-dimensional
(1D) iron-selenide compound Na2FeSe2, as well as in yet-
to-be synthesized iron-based ladder tellurides [42, 43].
In recent density matrix renormalization group
(DMRG) studies of the block phase [44–46], it was argued
that the novel block-magnetism emerges from competing
energy scales present in the OMSP. As discussed later in
this manuscript, on one hand the large on-site Hubbard U
drives the system into an AFM state (as in the cuprates).
On the other hand, having a robust Hund coupling fa-
vors FM ordering (as in the manganites). Within the
OSMP, when these two energy scales compete on equal
footing, the system finds a “compromise” by forming
block-magnetic islands of various shapes and sizes: in-
side the blocks FM order wins, but in between the blocks
AFM order wins. However, much remains to be inves-
tigated about these exotic phases. In particular, only
recently [47] the first study of the dynamical spin struc-
ture factor S(q, ω) was provided, confirming the experi-
mental findings of the INS spectra of BaFe2Se3 in powder
form [31].
In this work, we will present a comprehensive descrip-
tion of the ground-state spin excitations - as measured
by the dynamical spin structure factor S(q, ω) - of the
block-magnetic states of the OSMP (“block-OSMP”). We
will introduce an effective model for the OSMP - the
generalized Kondo-Heisenberg Hamiltonian - which ac-
curately reproduces the static and dynamic properties of
this phase. We will show that the size of the FM indi-
vidual blocks has a drastic effect on the spin excitations
present in the system. Two distinctive modes are identi-
fied: (1) the dispersive acoustic mode spanned between
zero and the propagation wavevector qmax of the mag-
netic block, and (2) the localized optical mode between
qmax and pi. The former (acoustic) reflects the fact that
the spin excitations between the magnetic blocks – with
the blocks behaving as a rigid unit – dominate the spec-
trum at low-energies. The latter (optical) is attributed
to local excitations inside the block (or even within one
site of the block) regulated, for example, by the on-site
Hund exchange. Finally, we will also discuss simpler phe-
nomenological purely-spin models that can be used to
mimick the spin excitations of block-OSMP.
This publication is organized as follows. In Sec-
tion II, we introduce the orbital-selective Mott phase.
We will discuss the multi-orbital Hubbard model, the
emergent block magnetism, and the effective Hamiltonian
that simplifies the calculations. Section III contains the
main results: the dynamical spin structure factor S(q, ω)
within the various block-OSMP states. In Sec. III A and
Sec. III B our main results are presented, addressing var-
ious fillings, and various Hubbard and Hund couplings,
respectively. Finally, in Section IV effective phenomeno-
logical spin models are discussed. Conclusions are in Sec-
tion V. In Appendix A we present results for half-filling,
i.e. for the antiferromagnetically ordered states.
II. OSMP AND ITS PROPERTIES
Multi-orbital Hubbard model
The kinetic portion of the multi-orbital Hubbard
model on the chain geometry used here is given by
Hk = −
∑
γ,γ′,`,σ
tγγ′
(
c†γ,`,σcγ′,`+1,σ + H.c.
)
+
∑
γ,`
∆γ nγ,` ,
(1)
where c†γ,`,σ (cγ,`,σ) creates (destroys) an electron with
spin σ = {↑, ↓} at orbital γ of site `. tγγ′ denotes the
hoping amplitude matrix, and ∆γ stands for the crystal-
field splitting (energy potential offset of orbital γ) with
nγ,` =
∑
σ=↑,↓ nγ,`,σ being the total electron density at
(γ, `). In the most general case, the Fe-based materials
with Fe2+ valence should be modeled with 6 electrons on
five 3d-orbitals (three t2g-orbitals: dxy, dxz, dyz, and two
eg-orbitals: dx2−y2 , dz2). Accurate numerical treatment
of five fermionic bands (with on-site Hilbert space of 1024
states) is extremely hard, if not impossible, with current
wave-function based numerical techniques. However, in
Refs. 44 and 47 we have shown that magnetic properties
(both static and dynamic) of the OSMP can be accu-
rately described with a three-orbital Hubbard model [7]
with electronic filling nH = (n0 + n1 + n2)/3 = 4/3. In
the OSMP, the latter has two itinerant (metallic) bands,
each with nγ ' 1.5, and a localized band with strictly
one electron per site. Furthermore, in Refs. 46 and 48
3we showed that the static properties of OSMP can be re-
produced accurately with a two-orbital Hubbard model
with one itinerant and one localized orbital (with fill-
ing nH = 2.5/2 per site). In this manuscript, we will
show that this simplified two-orbital model can correctly
describe the energy-resolved properties as well. As a
consequence, we will adopt a diagonal hopping ampli-
tude matrix defined in orbital space γ with t00 = −0.5
and t11 = −0.15 in eV units and crystal-field splittings
∆0 = 0 and ∆1 = 0.8 eV (with a total kinetic energy
bandwidth W = 2.1 eV which we use as a unit of en-
ergy). Such choice of the wide and narrow band is mo-
tivated by ab initio calculations of the low-dimensional
iron-based materials from the 123 family [7, 44, 49]. Note
that we will consider the setup without inter-orbital hy-
bridization, i.e. tγγ′ ∝ δγγ′ . Consequently, the notion
of orbitals and bands is equivalent. This is not the case
for non-zero hybridization. However, our previous inves-
tigation shows that the overall physics is not affected by
realistically small finite tγ 6=γ′ .
The interaction portion of the multi-orbital model is
Hp = U
∑
γ,`
nγ,`,↑nγ,`,↓ + (U − 5JH/2)
∑
γ<γ′,`
nγ,`nγ′,`
− 2JH
∑
γ<γ′,`
Sγ,` · Sγ′,` + JH
∑
γ,γ′,`
(
P †γ,`Pγ′,` + H.c.
)
,(2)
where (i) the first term represents the on-site Hub-
bard repulsion U at each orbital, (ii) the second term
U − 5JH/2 describes the intra-orbital interaction, (iii)
the third term represents the ferromagnetic Hund cou-
pling JH between spins at different orbitals, and (iv)
the fourth term describes the on-site inter-orbital pair
hopping P †γ,` = c
†
γ,`,↑c
†
γ,`,↓. All these many terms emerge
from matrix elements of the Coulombic “1/r” interaction,
as explained in Ref. 50. To reduce the number of param-
eters in the model we will express JH as a fraction of
the interaction U . Typically, in iron-based superconduc-
tors the Hund interaction is estimated to be JH = U/4,
which we will adopt for most of the remaining discussion.
However, in Sec. III B we will also vary this parameter.
Although complicated, the Hamiltonian H = Hk +Hp
is the most generic form of the SU(2) symmetric multi-
orbital Hubbard model. It is evident that in addition
to the standard Hubbard repulsion U , the many-orbital
physics is controlled by the Hund interaction JH as well.
In Fig. 1(a) we present the generic U -JH phase diagram
of this model unveiled in Refs. 44, 51–53. In addition
to the “standard” paramagnetic metal at U  W and
Mott insulator (MI) at U W , working at intermediate
U ∼ W and robust values of JH lead to phases unique
to multi-band systems, such as the orbital-selective Mott
phase. In the latter, one (or more) orbital localizes in the
Mott sense, while the remaining orbitals display metal-
lic behaviour with itinerant electrons. In addition, other
features of the Mott physics on the localized orbital were
identified within the OSMP: (i) decreased charge fluc-
tuations [46], (ii) reduced quasi-particle weight [54, 55],
Figure 1. (a) Hubbard-Hund interaction (U -JH) phase dia-
gram of the generic multi-orbital Hubbard model. At U W
(with W the kinetic energy bandwidth), the system is a para-
magnetic metal. At U  W , the system is a Mott insula-
tor. These two phases are separated, at robust Hund interac-
tion and intermediate U , by the orbital-selective Mott phase
with at least one orbital Mott localized and the other orbitals
displaying metallic behaviour. The schematic shapes of the
density-of-states are also shown. (b) Magnetic phase diagram
of the OSMP. At U < W , the system is paramagnetic for all
fillings. At the two limiting fillings in the plot, i.e. at half-
filling and at one electron above the band-insulator, the state
is antiferromagnetic with staggered spin. For large enough
repulsion U  W , ferromagnetic (FM) order is observed for
all non-integer values of the electronic filling. For U ∼W , the
system is in the block-magnetic phase. In between the latter
and FM, a block-spiral order dominates. Arrows indicate the
representative spin order.
and (iii) energy gap in the single-particle spectral func-
tion (different to the behaviour of the metallic bands with
finite spectral weight at the Fermi level) [48, 54].
Magnetic orders of OSMP
In the “standard” metallic state (as in the small U
single-orbital Hubbard model), the magnetic moments
S2 = S(S+ 1) are small. This is in contrast to the spin’s
behavior within OSMP in the metallic regime, with itin-
4erant electrons coexisting [44, 46, 48] with well-developed
local magnetic moments. Such coexistence creates a rich
magnetic phase diagram within OSMP.
In Fig. 1(b), we present a sketch of various magnetic
states, as reported for the two-orbital model discussed
in Ref. 46. As expected, at small U/W the system is
in the paramagnetic phase for all possible fillings nH.
At U >∼ W and special values of electronic filling, the
system also displays a standard behaviour. For example
at half-filling, nH = 2/2 (two electrons in two orbitals),
the system develops staggered pi-AFM order ↑↓↑↓↑↓↑↓.
As explained in Appendix A, due to the presence of Hund
coupling which maximizes the local magnetic moment
S2max = 2, the two-spinon continuum of the half-filled
single-band Hubbard model is not present. In the other
limit i.e. nH = 3/2 one of the bands (i.e, γ = 0) is doubly
occupied and exhibits band insulating behaviour while
the other resembles an AFM state with S2max = 3/4. In
between the aforementioned dopings, 2/2 < nH < 3/2,
and at large enough value of interaction such as U W ,
the spins always order ferromagnetically (FM) ↑↑↑↑↑↑↑↑.
Interestingly, when the interaction is of the same order
as the kinetic energy, U ∼ W , the system develops the
novel magnetic order described before, with FM islands
(or blocks) of various sizes AFM coupled. This is the
so-called block-magnetism with a typical example being
↑↑↓↓↑↑↓↓. Sketches of the reported magnetic orders of
this type are in the top panel of Fig. 2. The FM phase and
block-magnetic phase are separated by an exotic block-
spiral phase [48] where blocks maintain their character
and start to rotate rigidly. We refer the interested reader
to Ref. 48 for details about this novel frustrated state
which will not be addressed further in this publication.
The spin excitations of the block-OSMP in the multi-
orbital Hubbard model are the primary focus of this
work. Previous efforts [45, 46] identified that the elec-
tronic filling of the system controls the size and shape
of the magnetic blocks. Starting with an AFM Mott
insulator (MI) state for U >∼W at half-filling, upon elec-
tron doping nH > 2/2 all additional electrons are placed
in the metallic orbitals rendering the system an orbital-
selective Mott insulator. Such a behaviour continues un-
til the itinerant orbitals are fully occupied and exhibit
band-insulating behaviour. For the two-orbital model,
this is the case for nH = 3/2 (three electrons per site).
However, note that a more complicated situation could
emerge with more orbitals. For example, for three or-
bitals [45], three different OSMP phases were identified
varying doping, with bands being (i) two metallic and one
localized, (ii) one metallic and two localized, and (iii) one
metallic, one localized, and one doubly occupied.
Nevertheless, since the electron doping predominantly
affects the itinerant bands, the block-magnetism is con-
trolled by the filling of the metallic orbitals. The posi-
tion of the maximum qmax of the static spin structure
factor S(q) = 〈Sq · Sq〉 (where Sq =
∑
` exp(i`q)S`),
proved to be a good first measure of the block-magnetism
[44, 46]. In such a case, S(q) develops a sharp maximum
Figure 2. Static structure factor S(q) of the magnetic orders
present in the block-OSMP regime. Top panel: sketch of spin
alignment with wavevector qmax = pi/l for l = 1, 2, 3, 4. Bot-
tom panel: S(q) of the static spin structure factor for a given
qmax. The presented data have 0.5 offset (top to bottom) for
clarity. Arrows for qmax = 1/3 and qmax = 1/4 indicate addi-
tional Fourier modes present for block-magnetic order. Data
reproduced from Ref. 46.
at wavevector qmax = 2kF (see Fig. 2, i.e. at the Fermi
wavevector of the metallic band). For the two-orbital
Hubbard model on the chain geometry, the latter is given
by 2kF = pin0. It is important to note that although qmax
follows the noninteracting (U → 0) value of kF, the mag-
netism of OSMP is an effect of competing energy scales
induced by the interaction U : (i) OSMP itself is an ef-
fect of the interactions; (ii) The magnetic moments S2 are
well developed in the block-OSMP, a signature of large-
U physics; (iii) Fermi instability at 2kF is just a short-
range feature of S(q) in the U → 0 limit. On the other
hand, the block-magnetism resembles S(qmax) ∝ log(L)L
scaling (with L as a system size), as expected for a low-
dimensional system with quasi-long-range order.
Let us comment now on the specific magnetic orders
present in the block-OSMP. The most interesting cases
are realized when the maximum of S(q) occurs at an in-
teger fraction of pi, i.e. at qmax = pi/l with l = 1, 2, 3, . . . .
In such cases, the spins perfectly align inside FM islands
of equal size which are AFM coupled, as in the top panel
of Fig. 2. Note that the standard AFM order (l = 1
realized for nH = 2/2, i.e. two electrons in the two-
orbital model), namely ↑↓↑↓↑↓↑↓, is not an OSMP but a
Mott insulator instead. Probably the most robust block
case occurs at l = 2 (nH = 2.5/2 per site), i.e. for the
↑↑↓↓↑↑↓↓ state realized in BaFe2Se3 [31]. Numerical re-
sults indicate [46] that l = 3 and 4 are also stable (at
nH = 2.66/2 and nH = 2.75/2 in two orbitals, respec-
tively). As sketched in Fig. 1(b) the range of couplings
where the block-magnetic phase is stable narrows for fill-
ings close to the band-insulator, i.e. for large l values of
large magnetic islands. In practice, it is unknown how
large is the maximum possible size of the blocks. Our re-
5sults also indicate [46] that adding SU(2) breaking terms
could stabilize large blocks in the system. Another type
of block states develop for systems where the maximum
of S(q) happens at qmax = mpi/n with n/m /∈ Z. For ex-
ample, for qmax = 3pi/4 the perfect pattern ↑↑↓↑↓↓↑↓↑↑
was observed [46]. It is, however, unclear if for a generic
m/n ratio, the magnetic islands form perfectly periodic
arrangements or the system enters phase separation. To
study such cases unambiguously, we need system sizes L
much larger than the magnetic unit cell (of size l), beyond
the scope of this work.
Finally, note that the various discussed magnetic or-
ders are deduced based on the spin correlations 〈S` · Sγ〉
(and their Fourier transforms) and not on the basis of lo-
cal expectation values such as 〈Sz` 〉. The latter is always
0 in a finite cluster due to SU(2) rotational invariance.
Correspondingly, the block states are not merely a com-
bination of domain walls, and the term FM magnetic is-
land should be considered as the magnetic region of FM
correlations. Investigations using exact diagonalization
[47] indicate that at least 50% of the ground-state within
pi/2 block-OSMP is of the singlet form | ↑↑↓↓〉 − | ↓↓↑↑〉.
Consequently, it is instructive to view the block-magnetic
phase as a Ne´el-like state of the enlarged magnetic unit
cell (due the to correspondence to pi-AFM order of single-
band Mott insulator physics), namely with quantum fluc-
tuations between adjacent blocks possible.
Effective model for OSMP
The multi-orbital Hubbard model requires a consid-
erable numerical effort to be accurately described. For
exact wave-function based methods, such as full diago-
nalization, Lanczos, or DMRG the exponential growth of
the Hilbert space [dim(H) = 4ΓL where Γ is the number
of orbitals] limits the available system sizes L which can
be considered. For example, with the first two methods
mentioned above, only a few sites on a moderate-sized
computer cluster can be studied. Consequently, there is
a considerable interest in establishing an effective model
for OSMP to perform calculations with a reasonable com-
putational effort. Here we will briefly describe the gen-
eralized Kondo-Heisenberg (gKH) model. We will show
that this model can capture the essential physics of the
multi-orbital Hubbard model in the OSMP regime.
The rationale behind the effective Hamiltonian dis-
cussed here is that within the OSMP the charge degrees
of freedom are frozen at the localized orbital and they can
be traced out by the Schrieffer-Wolff transformation [56].
Let us consider the two-orbital Hubbard model (as de-
fined above) at electronic filling nH = 2.5/2 per site and
its orbital γ-resolved single-particle spectral function
Aγ(q, ω) =
1
pi
∑
`
ei`q Im 〈c†γ,`
1
ω− −H + GS cγ,L/2〉
+
1
pi
∑
`
ei`q Im 〈cγ,`
1
ω− +H − GS c
†
γ,L/2〉 ,(3)
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Figure 3. Single-particle spectral function function A(q, ω).
(a,b) are for the two-orbital Hubbard model and (c) for
the generalized Kondo-Heisenberg model at electronic filling
nH = 2.5/2 and nK = 3/2, respectively. In both cases L = 48
is used. (a) is in the paramagnetic regime U/W = 0.1, and
(b) in the block-OSMP regime U/W = 1.0. (c) Results for the
OSMP effective Hamiltonian (generalized Kondo Heisenberg
model) at U/W = 1.0. The right panels of (a-c) are the cor-
responding density of states (DOS). (d) Comparison of DOS
between the two models. In all calculations we used frequency
resolution ∆ω = 0.02 [eV] and broadening η = 2∆ω.
where cγ,` =
∑
σ cγ,`,σ, ω
− = ω − iη, and 〈·〉 ≡ 〈gs| · |gs〉
with |gs〉 the ground-state vector with energy GS. The
function defined above is directly measurable in ARPES
experiments. In Fig. 3(a) we present results for A(q, ω) in
the paramagnetic regime U/W = 0.1. Here, the spectral
function resembles the tight-binding U = 0 solution, with
wide and narrow cosine-like functions (from using large
t0 and small t1).
Increasing the interaction U changes the spectral func-
tion drastically. In the block-OSMP at U/W = 1 [see
Fig. 3(b)] the previously narrow γ = 1 band splits in
two around the Fermi level F, while the γ = 0 orbital
remains itinerant with states at F [see the density-of-
states (DOS) on the right-hand-side of Fig. 3(a-c)]. Sim-
ilar features for the A(q, ω) spectra were also reported
6for the three-orbital Hubbard model [21]. The splitting
of the γ = 1 orbital resembles the upper and lower Hub-
bard bands of the single-orbital Hubbard model. Note
that at the intermediate value U = W discussed here,
the spectral gap of the localized orbital γ = 1 is already
robust ∼ 8t1, while the corresponding Hubbard repulsion
is U/t1 = 14. Within this localized band, charge fluctua-
tions are heavily suppressed [46] and double occupancies
can be traced out, which is standard at large U . Such a
procedure was already implemented in Ref. [46] for the
two-orbital Hubbard model resulting in the generalized
Kondo-Heisenberg (gKH) Hamiltonian
HK = −t00
∑
`,σ
(
c†0,`,σc0,`+1,σ + H.c.
)
+ U
∑
`
n0,`,↑n0,`,↓
+ K
∑
`
S1,` · S1,`+1 − JK
∑
`
S0,` · S1,` , (4)
where K = 4t211/U and JK = 2JH. The electronic filling
of the effective Hamiltonian is either nK = nH − 1 or
nK = 3−nH due to the particle-hole symmetry of Eq. (4).
For a finite crystal-field splitting ∆γ 6= 0 such symmetry
is not present in the multi-orbital Hubbard model Eq. (1).
In Fig. 3(c), A(q, ω) of the gKH model at U/W = 1 is
shown. The behaviour of the itinerant orbital is clearly
accurately captured by our effective Hamiltonian [see also
Fig. 3(d) for the DOS comparison between the models].
III. SPIN EXCITATIONS OF BLOCK-OSMP
In the previous section, we showed that the general-
ized Kondo-Heisenberg model correctly captures the elec-
tronic properties of the block-OSMP state. Here, we will
show that the same holds for the dynamical spin correla-
tions, and we will use the gKH model to comprehensibly
study the properties of the block-OSMP spin spectrum.
The zero-temperature dynamical spin structure factor
S(q, ω) is defined as:
S(q, ω) =
1
pi
∑
`
ei`q Im 〈S` 1
ω− −H + GS SL/2〉 . (5)
Here S` =
∑
γ S`,γ is the total spin at site `. The
above quantity is directly related to the differential cross-
section measured by INS experiments. Before discussing
the new spin spectra of block-OSMP, let us briefly de-
scribe previous findings for S(q, ω) using the 1D three-
orbital Hubbard model [47] at electronic filling nH = 4/3
per orbital. For such filling the system develops a sharp
peak at q = pi/2 in the static S(q), reflecting the ↑↑↓↓
order, in qualitative agreement with the BaFe2Se3 INS
spectra [31]. Two distinctive characteristics of S(q, ω)
were reported: (i) a low-frequency acoustic mode with
strongly wavevector-dependent intensity spanning from
q = 0 to q ' pi/2, and vanishing weight for q >∼ pi/2.
These excitations resembled the two-spinon continuum
(known from the S = 1/2 1D Heisenberg model) of the
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Figure 4. Comparison of the dynamical spin structure fac-
tor S(q, ω) between (a) the two-orbital Hubbard and (b)
the generalized Kondo-Heisenberg models, as calculated for
L = 48 , JH/U = 0.25 , U = W , and nH = 2.5/2 (nK = 1/2).
(c) Frequency dependence of S(q, ω) for q = pi/2 and q = pi.
effective magnetic unit cell, i.e., the Brillouin zone con-
structed from two sites; (ii) a novel optical mode at high-
ω spanning from q ' pi/2 to q = pi. The latter was at-
tributed to the influence of the on-site Hund coupling
(see the discussion in Sec. III B).
Our results for the two-orbital Hubbard model shown
in Fig. 4(a) display very similar features. Consequently,
based on the single-particle and spin spectra results dis-
cussed here, it is clear that already the two-orbital Hamil-
tonian can capture the essence of the spin dynamical
properties in the OSMP state. Furthermore, in Fig. 4(b),
we show similar calculations now within the gKH model.
From the presented results it is clear that the effec-
tive Hamiltonian accurately reproduces the multi-orbital
findings [see also Fig. 3(d) and Fig. 4(c)]. This allows us
to use the former to perform a comprehensive study of
the spin excitations across OSMP. All results discussed in
this work were obtained using the DMRG method with
a single-center site approach with up to M = 1200 states
kept [57–60]. The dynamical correlation functions were
calculated with the dynamical-DMRG method [61–63],
evaluated directly in terms of frequency via the Krylov
decomposition [63, 64]. The frequency resolution, if not
otherwise stated, is chosen as ∆ω = ωmax/50 where ωmax
is the maximum frequency presented for a given figure,
7while the broadening is set to η = 2∆ω. Open boundary
conditions are assumed.
A. Filling dependence
In this subsection we present one of the main re-
sults of this publication: the spin excitations of several
block-magnetic orders. In particular, we will emphasize
novel results gathered for magnetic orders ↑↑↑↓↓↓ and
↑↑↑↑↓↓↓↓, with wavevectors pi/3 and pi/4, respectively.
As already discussed, initial investigations [46] of the
static spin structure factor S(q) revealed that for the elec-
tronic filling nK = 1/l with integer l the gKH model
develops quasi-long-range block-magnetic order with the
maximum of S(q) at qmax = pi/l (see Fig. 2). In Fig. 5
we present the dynamical spin structure factor S(q, ω)
for l = 2, 3 and 4. Several conclusions can be obtained
directly from the presented results:
(i) The high-frequency optical mode is present for all con-
sidered fillings. Interestingly, the range in the wavevector
space of this mode changes with nK. Our results clearly
show that it has finite weight for qmax <∼ q < pi with van-
ishing intensity in 0 < q <∼ qmax.
(ii) The low-frequency acoustic mode has the largest in-
tensity at (qmax , ω → 0). Furthermore, for all considered
fillings, we can observe a dispersion of spin excitations in
the range 0 < q < qmax. For the pi/2-block case, all low-
frequency weight is contained within this regime. How-
ever, the spectrum of the pi/3- and pi/4-block-magnetic
orders reveal additional features with smaller intensity in
the vicinity of wavevector pi.
To understand the appearance of acoustic weight away
from the range 0 < q < qmax consider the Fourier
transforms of the corresponding classical Heaviside-like
spin patterns ↑↓↑↓, ↑↑↓↓, ↑↑↑↓↓↓, and ↑↑↑↑↓↓↓↓, namely
pi/l with l = 1, 2, 3, 4, respectively. The classical stag-
gered pi/1 pattern obviously has only one sharp (δ-peak)
Fourier mode at q = pi. Similarly, one can show that
the pi/2-block will have a single δ-mode at pi/2 [see
Fig. 6(a,d)]. On the other hand, the Fourier analysis
of the pi/3-block pattern indicates that besides the ex-
pected pi/3-mode, there is an additional contribution at
q = pi [see Fig. 6(b,d)]. Two modes can also be also found
for the pi/4-pattern, with δ-peaks at wavevectors pi/4 and
3pi/4 [Fig. 6(c,d)]. For the generic block pattern of size l
(perfect pi/l-block) the Fourier analysis always yields two
components: the leading one pi/l- and secondary pi−pi/l-
mode or pi-mode, for even or odd l, respectively.
Returning to the quantum gKH results, it is evident
from Fig. 5 that the intensity of the leading propaga-
tion vector is dominant. However, the secondary modes
predicted by the classical analysis, although with smaller
weight, are clearly visible. Also, the additional Fourier
modes can be observed in the static structure factor (see
arrows in Fig. 2), although they are obscured by the op-
tical mode since S(q) = (1/pi)
∫
dω S(q, ω). If in the fu-
ture a material is found with pi/3- or pi/4-block spin or-
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Figure 5. (a-c) Dynamical spin spin structure factor S(q, ω)
in the orbital-selective Mott regime corresponding to the (a)
pi/2-block ↑↑↓↓, (b) pi/3-block ↑↑↑↓↓↓, and (c) pi/4-block
↑↑↑↑↓↓↓↓ phases. Results shown are for L = 48 sites,
U/W ' 1, and JH/U = 0.25 using the generalized Kondo-
Heisenberg model. White lines are fits to the dispersion re-
lation ωA(q) = J˜ | sin(q nK)| (with J˜ = 0.035, 0.011, 0.003 for
nK = 1/2, 1/3, 1/4, respectively).
der, finding in neutron scattering these secondary peaks
in addition to the dominant one at qmax would provide
a clear verification of the block nature of the magnetic
order. Reciprocally, if instead of blocks we would have
a simple sine-wave arrangement of spins with wavector
qmax, the extra δ-peaks would be missing. The secondary
peaks and the optical modes provide the smoking gun of
pi/3- or pi/4-block order.
(iii) Finally, let us comment on the energy range in which
the dynamical spin structure factor S(q, ω) carries a sub-
stantial weight. Our results presented in Fig. 5 indicate
that the frequency scale of all of the modes is strongly de-
pendent on the electronic filling nK and, as consequence,
on the size of the magnetic block l. In order to extract
the leading energy scale we fit the acoustic mode to the
simple dispersion given by
ωA(q) = J˜ | sin(q nK)| , (6)
with only one free parameter J˜ which represents the effec-
tive energy scale of the acoustic spin excitation involving
8Figure 6. (a-c) Fourier components of the classical spin pat-
terns for the pi/l-block states, with l = 2, 3, 4. Lines rep-
resent the components of the Fourier transform, while color
(gray) arrows represent spins which contribute (do not con-
tribute) to a given mode. Boxes represent the latter within
one magnetic unit cell. (d) Fourier transforms of the classical
pi/l-block patterns. δ-functions where broaden by a Gaussian
kernel for better clarity in the plot.
small rotations of the block orientations.
In Fig. 7 we show the dependence of J˜ on the electronic
filling nK, as extracted from the results in Fig. 5 and
Fig. 12 from the Appendix A. Surprisingly, the energy
scale J˜ changes a couple orders of magnitude between
nK = 1 and nK = 1/4, i.e. between the pi/1-block (stag-
gered AFM ↑↓↑↓) and the pi/4-block ↑↑↑↑↓↓↓↓. More
specifically our results, see inset of Fig. 7, indicate that
the overall energy scale J˜ decreases by one order of mag-
nitude at each doubling of the magnetic unit cell. The
filling dependence of J˜ can be phenomenologically ap-
proximated by J˜ ∝ exp(nK). Regardless of fittings, it
is clear that the energy scale of the block-magnetism J˜
becomes much lower than the lowest explicit energy scale
present in the Hamiltonian, namely the exchange K of
the localized spins. As a consequence, we believe that the
block-magnetism is an emergent phenomena and cannot
be deduced easily from the individual constituents of the
model. When various phases are in competition, small
energy scales typically emerge due to frustration effects
that are not explicit in our model but nevertheless exist
in the system.
B. Hubbard and Hund coupling dependence
As discussed in previous Sections, the characteris-
tic feature of the OSMP spin spectrum is the coexis-
tence of an acoustic dispersive mode with an optical
localized mode. In this Section we will discuss the U
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Figure 7. Electronic filling nK dependence of the overall en-
ergy scale J˜ of the dispersion relation ωA(q). Dashed lines rep-
resent fits to a phenomenological expression J˜ = a exp(b nK).
Inset is the same data but in a y-log scale. The dashed red
horizontal line represents the smallest explicit energy scale
present in the generalized Kondo-Heisenberg model, namely
the localized spin-exchange K.
and JH dependence of these modes at nK = 1/2, with
↑↑↓↓ block-magnetic order. Note that within the gKH
model as defined in Eq. (4), the localized spin-exchange
(K = 4t211/U) and the Hund interaction (JH = U/4) are
dependent on the Hubbard interaction U value. Here, we
will first describe the full U dependence of spin dynamics
S(q, ω) at fixed JH = U/4. Next, we will vary the ratio
JH/U at fixed U = W .
At weak interaction, U → 0, the gKH model does not
accurately describe multi-orbital physics because of the
assumption of having spin localization in one of the or-
bitals. Previous investigations showed [46] that the map-
ping is valid for U/W >∼ 0.5. At small U , the system is in
the paramagnetic state and the dynamical spin structure
factor S(q, ω) (not shown) resembles the U → 0 result of
the single-band Hubbard model at given filling nK.
Increasing the interaction U and entering the block-
phase at U ∼ W , the spin spectrum changes drastically
[see Figs. 8(a-d)]. Firstly, the spectral weight of the low-
energy dispersive mode shifts from the wavevectors range
pi/2 < q < pi to the region around q ' pi/2 (for general
filling the spectral weight accumulates at q ' 2kF as ev-
ident from the results in Fig. 5). This transfer of weight
reflects the emergence of the block-magnetic order ↑↑↓↓
at propagation wave-vector qmax = 2kF. Consequently,
in the block-OSMP, the low-energy short-wavelength q >
pi/2 spin excitations are highly suppressed. This indi-
cates that at low energy spin excitations within the mag-
netic unit cell (within the magnetic island) cannot occur
because they require more energy, and the spectrum is
thus dominated by excitations between different blocks.
The second characteristic feature upon increasing the
interaction U is the appearance of the high-frequency,
seemingly momentum-independent, optical band. As
shown in Figs. 8(c-d), for U ∼ Uc ' 0.8W - in paral-
lel to the shift of the weight previously described - the
dispersion ω(q) of the spin excitations is heavily mod-
ified in the short-wavelength limit. Namely, increasing
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Figure 8. (a-f) Hubbard U and (g-l) Hund exchange JH dependence of the dynamical spin structure factor S(q, ω), calculated
for L = 48 and nK = 1/2. Panels (a-f) depict results for U/W = 0.6, . . . , 1.4 and JH/U = 0.25, while panels (g-l) for
JH = 0.1, . . . , 0.35 and U/W = 1. The white line in panels (f) and (l) indicate the ωO(q) = 0.051 + 0.005| sin(2q)| dispersion.
the interaction up to U ∼ Uc increases and flattens
the ω(pi/2 < q < pi) features. It is interesting to note
that previous studies [46] of the static structure factor
S(q) indicate that the system enters the block-OSMP at
U ' Uc. For U > Uc the flat band “detaches” from the
dispersive portion of ω(q) and creates a novel momentum-
independent mode ωO. Further increasing the interac-
tion strength U/W leads to the increase of the frequency
where this optical mode is observed [see Figs. 8(d-f) and
also Figs. 9(a) where the detailed frequency dependence
of S(q = pi, ω) is presented]. Simultaneously, the energy
span of the acoustic mode ωA(q) decreases. The latter
qualitatively resembles the usual behaviour of spin su-
perexchange in the Mott limit, i.e., J˜ ∝ 1/U .
Although our numerical data indicate a smooth
crossover between the paramagnetic and block-OSMP
phases, we cannot exclude sharp transitions between the
blocks of the former. For example, as shown in Figs. 8(d-
f) and Figs. 8(j-l) the main features of the | sin(qnk)|-like
dispersion (also for q > qmax = pi/2 with vanish weight)
persist deep into the block-OSMP regime. As a conse-
quence, at U ∼ Uc the matrix elements Sq>pi/2 of the
dispersive energy levels are suppressed, behaving oppo-
sitely to the flat energy band that increases. In this sce-
nario the flat optical mode appears at the transition to
block-OSMP. Nevertheless, in both cases, the presence of
the optical mode ωO implies the presence of the block-
OSMP state where the spin excitations are dispersive for
long-wavelengths and localized for short-wavelengths.
Up to now, we have discussed the interaction U depen-
dence of the full dynamical spin structure factor S(q, ω)
within the gKH model. However, it is instructive to ex-
amine the specific effect of JH on S(q, ω), which ferro-
magnetically couples the spins at different orbitals in a
direct way. As a consequence, in the rest of this subsec-
tion, we fix U/W = 1 (and corresponding K), and we
vary the JH/U ratio solely for the nK = 1/2 filling.
Similarly to the U → 0 limit, the small Hund exchange
leads to paramagnetic behaviour. When JH → 0 the
multi-orbital Hubbard model decouples into two single-
band Hubbard chains: one with U/t0 ∼ 5 and one with
U/t1 ∼ 16 (for U/W = 1). Again we want to stress
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Figure 9. (a,b) Frequency ω dependence of the dynamical
spin structure factor S(q, ω) at q = pi as calculated for L = 48
sites. In (a) U/W = 0.6, 0.7, . . . , 1.4 (top to bottom) at fixed
JH/U = 0.25, while in (b) U/W = 1.0 is fixed and we vary
JH/U = 0.10, 0.15, . . . 0.35 (top to bottom). (c) Hund JH
(bottom x-axis) and interaction U/W (top x-axis) depen-
dence of the position of the maximum in S(q = pi, ω), at
fixed U/W = 1 and JH/U = 0.25, respectively. In addition
we show data for the model with JH = 0.25W while varying
U/W . See text for details.
that this region is only crudely represented by the gKH
model since the latter assumes localized electrons at the
narrow band. Such scenario is depicted in Fig. 8(g) for
JH/U = 0.1 and resembles the S(q, ω) spectrum before
entering the block-OSMP [e.g., compare with Fig. 8(b)].
Increasing JH, with results depicted in Fig. 8(g-i), leads
to the already discussed shift of the spectral weight from
short- to long-wavelengths (from pi/2 < q < pi to q <
pi/2 for nK = 1/2 with qmax = pi/2). Similarly, as with
regards to the U -dependence, with increasing JH the flat
momentum-independent mode smoothly develops in the
pi/2 < q < pi region at high-ω [see Fig. 8(h-j)].
Interestingly, in the block OSMP, the dispersive mode
ωA(q) is weakly dependent on JH, opposite to the be-
haviour of the optical mode, as shown in Fig. 9(b). Such
behaviour indicates that the localized spin excitations ωO
are predominantly controlled by the the local Hund ex-
change JH. Further insight can be gained from the anal-
ysis of the position of the maximum ωpimax of the optical
mode at q = pi. The later is shown in Fig. 9(c) vary-
ing the U/W and JH interactions. It is evident from the
presented results that ωpimax increases with JH. A similar
behavior is observed with increasing U , however, this be-
haviour is again caused by the increasing Hund coupling
due to the JH = U/4 relation. On the other hand, when
the Hund exchange is fixed to JH/W = 0.25 [the full
S(q, ω) data is not shown] changing U leads to a much
weaker dependence of the position of the optical mode in
the block-OSMP region.
Finally, it is worth noting that for large JH the
optical band develops a narrow sine-like dispersion. This
is depicted in Fig. 8(f) (for U = 1.4W = 2.94 [eV]
and JH = 0.25U = 0.735 [eV]) and in Fig. 8(f)
(U = W = 2.1 [eV] and JH = 0.35U = 0.735 [eV]).
Although the energy range of the acoustic modes
changes (due to varying U), it is clear that the
optical bands behave similarly for both parameter
sets. The latter can be described with a simple form
ωO(q) = ω0 + J˜O sin(q/2), with ω0 the frequency offset
and J˜O = 0.005 [eV] providing a very small dispersion.
This indicates that the excitations contributing to the
optical mode can propagate within the magnetic unit
cell for large values of the Hund exchange.
IV. EFFECTIVE SPIN MODELS
The competing energy scales present in the block-
OSMP render the spin dynamics nonperturbative. For
example, as was shown in Sec. III A, the effective spin
exchange of the acoustic mode decreases by over one or-
der of magnitude just by doubling the magnetic unit cell.
The strong correlation between electronic density and the
block size could naively indicate that the spin exchange
is “simply” mediated by the Ruderman-Kittel-Kasuya-
Yosida like interaction. However, the latter is the per-
turbative limit of JH → 0, while in the block-OSMP the
value of the Hund interaction is significant. On the other
hand, the behaviour of the optical mode, discussed in
the last section, while controlled by the Hund exchange
cannot be deduced from the JH →∞ limit. As a conse-
quence, in the intermediate coupling regime of our focus
– which also is the important physical regime for iron-
based superconductors – it is not possile to derive ana-
lytically in a controlled manner an effective Heisenberg-
like Hamiltonian for the block-OSMP region. Instead,
in this Section, we will discuss simple phenomenological
models which can be used by experimentalists to analyze
the neutron scattering spectrum.
The INS spectrum of the powder BaFe2Se3 sample was
analyzed [31] within the spin-wave theory using a FM-
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Figure 10. (a) Sketch of the FM-AFM alternating Heisenberg
model Halter, (7). (b) Dynamical spin structure factor S(q, ω)
of the S = 1 1D alternating Heisenberg model with L = 64,
JFM = JAFM = 1, and δω/JFM = 10
−2.
AFM alternating model of the form
Halter =
∑
i
(−JFM S2i−1 · S2i + JAFM S2i · S2i+1) ,
(7)
i.e. with alternating FM and AFM exchanges along the
ladder legs of similar magnitude JFM ' JAFM, reflect-
ing the ↑↑↓↓ spin arrangement [see sketch in Fig. 10(a)].
Our results presented in Fig. 10(b) indicate that the
FM-AFM alternating model has significant low-energy
spectral weight in the q > pi/2 range, a feature not ob-
served in the gKH result (compare with Fig. 5). As a
consequence, we believe that this model is not sufficient
to describe the more fundamental multi-orbital Hubbard
model results, in spite of the fact that an optical mode
nicely appears in the correct wavevector range.
Another approach to the modeling of the block mag-
netism should be followed. Consider now a longer-range
phenomenological Heisenberg model with FM nearest-
neighbour exchange −J1 and AFM exchange JN acting
at the distance equal to the block length N (see sketches
in Fig. 11), i.e.,
H1N = −J1
∑
i
Si · Si+1 + JN
∑
i
Si · Si+N . (8)
From the perspective of the block-magnetism, the above
Hamiltonian has two candidates for classical ground-
state: the FM state | ↑↑↑↑〉 with energy 0 = −J1 + JN ,
and the classical Heaviside-like block state of size N , i.e.,
| ↑↑↓↓〉 for N = 2, | ↑↑↑↓↓↓〉 for N = 3, etc., with energy
0 = −J1(N − 2)/N − JN . Clearly, for JN/J1 > 1/N the
latter has lower energy.
Although such classical estimates are not necessar-
ily accurate for the behaviour of the quantum ground-
state, our results presented in Fig. 11 for S = 1/2 and
J1 = JN = 1 indicate that the low-energy dispersive
(acoustic) modes can be properly described by the J1-
JN model (8) for all considered block sizes. In Fig. 11(a)
Figure 11. Dynamical spin structure factor S(q, ω) calcu-
lated for the 1D J1-JN model H1N , (8), corresponding to
(a) N = 2, (b) N = 3, and (c) N = 4 (J1 = JN = 1, L = 64,
δω/J1 = 10
−2). On top of each panel we present a schematic
representation of each J1-JN model.
we show results for N = 2, i.e. for the pi/2-block ↑↑↓↓. It
is clear from the data that the J1-J2 model properly ac-
counts for the transfer of weight to the long-range wave-
lengths with accumulation of weight around ∼ pi/2. Fur-
thermore, similarly to the gKH model results, the spin ex-
citations of the J1-J2 model are gapless. Also, it is worth
noting that: (a) the J1-J2 model was used in Ref. [47] to
describe the spin spectrum of the three-orbital chain and
two-orbital ladder systems, and (b) a similar model with
leading consecutive FM and AFM interactions was used
in the analysis [48] of the block-spiral state [i.e. the state
stable in the vicinity of block-magnetism, see Fig. 1(b)].
The agreement between the gKH and J1-JN spin spec-
tra goes beyond the ↑↑↓↓ order. In Figs. 11(b) and (c)
we show results corresponding to the pi/3- and pi/4-block
magnetic order, i.e., N = 3 and N = 4, respectively. In
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all considered cases, the spectral weight is spanned be-
tween 0 and qmax = pi/N wavelengths, in accord with
the qmax = pi/l of a given block size l. Finally, the J1-JN
model accounts also for the additional Fourier compo-
nents of the block-ordered systems, i.e. the additional
small spectral weight at pi−pi/l or pi wavevector for even
or odd l, respectively (see Fig. 6).
Although the J1-JN model properly reproduces the
acoustic modes, the optical (localized) excitations are not
present in this model. This is a drawback compared to
the FM-AFM alternating model (7) as evident from the
results presented in Fig. 10(b). In summary, in spite of
our attempts we could not find a simple “toy model” that
could reproduce all the features contained in our analysis
of the multi-orbital Hubbard model in the intermediate
coupling range needed to stabilize the block states.
V. CONCLUSIONS
To summarize, we studied the spin dynamics of
the block-magnetic order within the orbital-selective
Mott phase of the one-dimensional generalized Kondo-
Heisenberg model. Specifically, we investigated the dy-
namical spin structure factor S(q, ω) varying various sys-
tem parameters, such as the electron density nK, the
Hubbard interaction U , and the Hund exchange JH. We
have shown that the acoustic dispersive mode is strongly
dependent on the electronic filling, reflecting the prop-
agation vector qmax of the given block-magnetic order.
Also, due to competing energy scales present in the sys-
tem, the spin-wave bandwidth of this mode is strongly
dependent on the size of the latter and becomes ab-
normally small for large clusters. We have also stud-
ied the evolution of the optical mode of localized exci-
tations which is predominantly controlled by the Hund
exchange, a property unique to the multi-orbital systems
within OSMP. Finally, we have discussed possible phe-
nomenological spin models to analyze the INS spectrum
of block-magnetism.
Our results provide motivation to crystal growers
to search for appropriate candidate materials to re-
alize block magnetism beyond the already-confirmed
BaFe2Se3 compound. Furthermore, our analysis of the
exotic dynamical magnetic properties of block-OSMP un-
veiled here, particularly the exotic coexistence of acoustic
and optical spin excitations, serves as theoretical guid-
ance for future neutron scattering experiments.
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Appendix A: Antiferromagnetic state
Let us consider the half-filled case nK = 2/2, i.e. two
electrons per site in a two-orbital model. In this case, a
Mott insulator state with S2max ∼ 2, i.e. spin ∼ 1, is the
ground state. Although this fully charge gapped AFM
state (for U >∼ W ) does not belong to OSMP, it can
S
(q
,ω
)
Frequency ω [eV]
0.0
0.1
0.2
F
re
q
u
en
cy
ω
[e
V
]
0
2
4
6
8
(a) Kondo-Heisenberg nK = 1
0 pi/4 pi/2 3pi/4 pi
Wavevector q
0.0
0.1
0.2
F
re
q
u
en
cy
ω
[e
V
]
(b) S = 1 AFM J ≃ 0.07 [eV]
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Figure 12. Dynamical spin structure factor S(q, ω) of the
half-filled antiferromagnetic state. (a) Results for the gen-
eralized Kondo-Heisenberg at nH = 1 and U/W = 1, using
L = 48 sites. The dashed line is a fit to the sine-like dis-
persion, namely ωA(q) = 0.2 sin(q). (b) S(q, ω) of the S = 1
isotropic Heisenberg model with J = 0.07 [eV]. (c) Compari-
son of results between the gKH and S = 1 Heisenberg models
at wavevectors q = pi/2 and q = pi.
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be viewed as a limiting case of block-magnetism with
a magnetic unit cell of length l = 1 (a pi/1-block). In
Fig. 12(a) we show results for nK = 1 calculated using
the gKH model at U/W = 1. Evidently, the OSMP high-
frequency optical mode is missing because the block has
size one. In addition, the results do not resemble the two-
spinon continuum expected in the “usual” Mott phase of
the single-band S = 1/2 Hubbard model. Instead, the
S(q, ω) displays the single magnon-like mode characteris-
tic of the S = 1 1D AFM Heisenberg model (AHM) with
energy dispersion ωA(q) ' 0.2 sin(q) [65]. In Fig. 12(b)
we present results for S(q, ω) directly using the S = 1
antiferromagnetic Heisenberg model with spin-exchange
J = 0.07 [eV]. The good agreement between these models
[see Fig. 12(c)] can be easily explained by the large Hund
coupling that aligns ferromagnetically spins on different
orbitals and favors the S = 1 state at each site. These
results are in agreement with the recent proposal [66] of
a generalized AffleckKennedyLiebTasaki-like state (that
provides a qualitative understanding of the S = 1 Heisen-
berg chain [67, 68]) as a ground-state of the two-orbital
Hubbard model at half-filling.
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