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Abstract
Some properties of the star product of the Weyl type (i.e. associated with
the Weyl ordering) are proved. Fedosov construction of the ∗−product on a 2–
dimensional phase space with a constant curvature tensor is presented. Eigenvalue
equations for momentum p and position q on a 2-dimensional phase space with
constant curvature tensors are solved.
PACS numbers: 03.65.Ca
1 Introduction
The traditional formulation of quantum mechanics, in which the space of pure states is a
complex Hilbert space H and observables are represented by self-adjoint operators acting
onH, is mainly applied for systems, whose classical phase spaces are R2n. In other cases the
Dirac quantization programme [1] is out of work [2], [3]. To deal with quantum description
of systems with nontrivial phase spaces it is necessary to use other methods: geometric
quantization [4], [5], quantization by Stratonovich–Weyl kernels [6]–[9] or deformation
quantization. We shall apply the last formalism.
In the deformation quantization approach, observables and states are represented by
functions or generalized functions on the cotangent manifold T ∗M, where M is a given
manifold called the base space. The space T ∗M plays here the role of phase space of the
system under our consideration.
∗On leave of absent from Tech. Univ. of  Lo´dz´, Poland
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The basic idea in the deformation quantization method is the replacement of the
standard commutative product of functions by a noncommutative product, usually called
the star product and denoted by ∗. This replacement is called ‘deformation’ and the
∗–product (or deformed product) depends on a parameter, usually the Planck constant
~.
Information about a state of a system is represented by some functional over a space of
observables. In case of the phase space R2n such a functional is called the Wigner function,
so we shall use this term although the functional representing a quantum state in fact
need not be a function on T ∗M, but it is often a generalized function or distribution.
The formulation of quantum mechanics on phase space was first proposed by Wigner
in the 30’s [10] and later by Moyal [11] but the progress of this method was fostered in
70’s by Agarwal, Wolf [12] and by Bayen et al [13]. Since that time several monographs
have been written on this subject [14]–[18].
In the case of the flat phase space R2n the ∗–product was defined by Groenewald [19]
and Moyal [11]. This is the reason, why for systems with phase space R2n the ∗− product
is also known as the Moyal product.
In this work, we study physical systems with curved phase spaces. To do it we use
the Fedosov procedure [20, 21] of the construction of the ∗− product for any symplectic
space. This approach to the deformation quantization has been propagated by many
authors [22]–[25]. Another methods of construction of quantum mechanics on Poisson
manifolds can be found in [26]–[28].
For the same physical system there exist many ∗–products (see [12, 29]). Such a
multitude is the consequence of the choice of ordering [30, 31]. In this paper we consider
the Weyl ordering. The ∗–product for this ordering is called ∗–product of the Weyl type
but we will simply call it ∗–product.
In classical mechanics we have two fundamental structures: a symplectic manifold
that plays the role of phase space and a Hamilton function on this manifold. In quantum
mechanics a new element appears: curvature of the phase space. This curvature affects
the definition of a ∗–product. It means that starting from the same classical phase space
we are able to build different quantum systems.
There is not a unique way to construct a geometric structure on T ∗M.We have chosen
our construction based on the following assumptions:
1.i. we equip the phase space T ∗M with some symplectic structure ω only. We do not
define any metric structure on it;
1.ii. the Riemannian structure defined on the base space M affects the symplectic con-
nection on T ∗M. The precise definition of the influence mentioned above is presented
in section 4.1.
This paper consists of two parts. The first one includes some basic information and
properties necessary to deal with a problem solved in the second part. We start with the
foundations of the Fedosov formalism. We define the Weyl algebra bundle V, construct the
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abelian connection in V and build the ∗–product of observables. We introduce the trace
density and the theorem (2.6), which give us the opportunity to compute this density in
some cases. We do not present the full mathematical structure of Fedosov idea but only the
basic ideas that will allow us to follow the computations done in next paragraphs. Section
2 contains some properties of the ∗–product necessary for our further consideration.
The main part of our work consists in the application of the Fedosov formalism to
a 2–dimensional (2–D) phase space with globally constant curvature tensor. This is the
most elementary generalization of the phase space R2 under conditions ( 1.i, 1.ii). We
consider the case of constant curvature tensor instead of the constant scalar curvature
because for every symplectic manifold the scalar curvature vanishes.
We shall look for the eigenvalues and the Wigner eigenfunctions of the momentum and
the position on such a phase space. To find the eigenvalue equations of the momentum and
the position, we follow the route proposed by Fedosov. We start from the construction of
some symplectic connection ∇ compatible with assumptions ( 1.i, 1.ii) on T ∗R. Having
this connection, we build an abelian connection in the Weyl algebra bundle V. Finally
using the abelian connection, we present and solve the eigenvalue equation for momen-
tum p. This equation is a differential equation in an infinite range, which cannot be easily
solved. For this reason we substitute it by the eigenvalue equation for p2, which is similar
to the modified Bessel equation. We find its solution and prove that the obtained result is
really the eigenfunction of the momentum. By analogy, we write the eigenvalue equations
for momentum p and position q for a phase space with constant positive curvature tensor.
We compare our results with the solutions for the flat symplectic space R2 and show that
eigenfunctions of the momentum and position in the flat case are limits of the solutions
obtained for the curved phase spaces analyzed by us. We also explain, why the presented
considerations cannot be reduced to the problem of the eigenvalues of momentum and
the position on R2, although all the ∗–products on every 2–D symplectic space are equiv-
alent. We present also the eigenvalue equation and its solution for the position. Some
computations are rather long so we decided to present them in Appendices.
The formulas appearing in the Fedosov definition of star product are very pleasant
for numerical analysis, hence some of the results presented in this contribution have been
computed by using ‘Mathematica 4.0’. There is a more completed version with eight
figures that the interested reader can request to the authors
2 The ∗–product on curved phase spaces
This section contains the basic information necessary for later use. It is presented in
the form of a set of useful formulas rather than a rigorous presentation of mathematical
aspects of construction of the star product. The reader interested in details and proofs
should see [20] or [21].
Let T ∗M be a 2n–D cotangent bundle over a manifold M. The manifold T ∗M is
equipped with some symplectic structure ω, which in local coordinates is written as
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ω =
1
2
ωijdq
i ∧ dqj, i, j = 1, . . . , 2n. (2.1)
Assume that T ∗M is the phase space of some physical system.
Definition 2.1. An observable F (qi), i = 1, . . . , 2n, is a real smooth function on T ∗M.
We do not distinguish between classical and quantum observables. Both of them are
defined in the same way.
Let us start constructing the ∗–product on the symplectic manifold T ∗M. For every
point p ∈ T ∗M, we define some formal series with respect to a parameter denoted by ~
a :=
∞∑
l=0
~
kak,i1...ilX
i1
p
· · ·X il
p
, k ≥ 0. (2.2)
For l = 0, we put a = ~kak.
The symbols in the formula (2.2) mean: ~ is a positive parameter, that we identify
with the Planck constant; X1
p
, . . . , X2n
p
are the components of an arbitrary fixed vector
belonging to the tangent space Tp(T
∗M) to the symplectic manifold T ∗M at the point p.
The components X1
p
, . . . , X2n
p
have been written in the natural basis
(
∂
∂qi
)
p
determined
by the chart (Wλ, ̺λ), such that p ∈ Wλ ; ak,i1...il are the components of some covariant
tensor symmetric with respect to indices (i1, . . . , il) in the basis dq
i1 ⊗ · · · ⊗ dqil.
Let V (Xp) be the set of all elements of kind (2.2) at the point p ∈ T ∗M. Then, the
tetrad (V (Xp),C,+, ·) is a linear space. In V (Xp) we define a new product ‘◦’:
a ◦ b :=
∞∑
t=0
(
i~
2
)t
1
t!
ωi1j1 · · ·ωitjt ∂
ta
∂X i1p . . . ∂X itp
∂tb
∂X
j1
p . . . ∂X
jt
p
. (2.3)
The tensor ωij fulfills the equation
ωijωjk = δ
i
k, (2.4)
where ωjk are the coefficients of the symplectic form (2.1) in the basis dq
i ⊗ dqj. The
definition of the ◦–product is chart independent.
Theorem 2.1. The pair (V (Xp), ◦) is an associative noncommutative algebra with unit.
We will denote it by V(Xp) and call it the Weyl algebra. The unit in V(Xp) is just a
formal series equal to 1.
Let us consider the set
V :=
⋃
p∈T ∗M
V(Xp). (2.5)
The new object V has the structure of the vector bundle. Its base space is the manifold
T ∗M and the fibre is isomorphic to the vector space (V (Xp),C,+, ·). Moreover the fibre
is also an algebra. The bundle V is known as the Weyl bundle. We are able to define
differential forms with values in V.
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Definition 2.2. The m–differential form with values in the Weyl bundle V is given by
the expression
a =
∞∑
l=0
~
kak,i1...il,j1...jm(q
1, . . . , q2n)X i1 · · ·X ildqj1 ∧ · · · ∧ dqjm, (2.6)
where 0 ≤ m ≤ 2n.
Here, ak,i1...il,j1...jm(q
1, . . . , q2n) is a smooth tensor field symmetric with respect to in-
dices (i1, . . . , il) and antisymmetric with respect to (j1, . . . , jm). To simplify the notation
we will omit the coordinates (q1, . . . , q2n).
The product of forms like (2.6) is the multiplication (2.2) of elements of the algebra
V and the external product ‘∧’ of forms.
Definition 2.3. The commutator of the forms a ∈ V ⊗ Λm1 and b ∈ V ⊗ Λm2 is a form
[a, b] ∈ V ⊗ Λm1+m2 defined by
[a, b] := a ◦ b− (−1)m1·m2b ◦ a. (2.7)
The form a ∈ V ⊗ Λm is called central, if for every b ∈ V ⊗ Λ the commutator [a, b]
vanishes. It is possible to prove that only forms which do not contain elements X i are
central.
To construct the ∗–product on T ∗M requires a new operator δ∗ : V⊗Λm → V⊗Λm−1.
The full explanation of this step requires representation of a ∈ V ⊗ Λm in a form similar
to the Hodge–De Rham decomposition, so we shall present only final formulas.
Definition 2.4. The operator δ∗ : V ⊗ Λm → V ⊗ Λm−1 fulfills the relation
δ∗a := Xk
(
∂
∂qk
)
⌋a. (2.8)
Having δ∗, we define a new operator δ−1 as
δ−1 :=
{
δ∗
m+l
for l +m > 0
0 for l +m = 0.
(2.9)
By l we denote the degree of expression in X i and by m the degree of the form. The sum
l +m is the range of the tensor ak,i1...il,j1...jm.
Let us define the parallel transport on T ∗M.
Definition 2.5. The symplectic connection ∇ on the phase space T ∗M is a torsion-free
connection satisfying the condition
∇Xω = 0, (2.10)
where X ∈ T (T ∗M) is a tangent vector to an arbitrary curve along which the form ω is
parallel transported.
5
In a local chart, the expression (2.10) has the form
ωij;k = 0, (2.11)
where the semicolon ‘;’ stands for the covariant derivative.
In Darboux coordinates the formula (2.11) is equivalent to the system of equations
ωij;k = −Γlikωlj − Γljkωil = Γjik − Γijk = 0. (2.12)
We define
Γijk := ωilΓ
l
jk. (2.13)
In Darboux coordinates the coefficients Γijk are symmetric with respect to indices (i, j, k).
Theorem 2.2. A symplectic connection is not unique ( [20],[21],[29]). In local coordinates
the difference between two symplectic connections Γijk and Γ˜ijk
∆ijk := Γijk − Γ˜ijk (2.14)
is a tensor symmetric with respect to indices (i, j, k).
Definition 2.6. The exterior covariant derivative ∂ : V ⊗ Λm −→ V ⊗ Λm+1 is a linear
operator defined by the formula
∂a := dqr ∧ a;r, a ∈ V ⊗ Λm. (2.15)
In the original Fedosov paper [20] the operator ∂ is called ‘the connection on the
bundle V’.
Let d be the exterior derivative and let Γ be the 1− form of connection equal to
Γ =
1
2
ΓijkX
iXjdqk. (2.16)
Theorem 2.3. In a Darboux atlas, the exterior covariant derivative is given by
∂a = da+
1
i~
[Γ, a]. (2.17)
The curvature of the connection Γ is defined as the 2− form
R = dΓ +
1
2i~
[Γ,Γ]. (2.18)
In local coordinates
R =
1
4
ωimR
m
jklX
iXjdqk ∧ dql, (2.19)
where
Rmjkl :=
∂Γmjl
∂qk
− ∂Γ
m
jk
∂ql
+ ΓujlΓ
m
uk − ΓujkΓmul. (2.20)
The coefficients Γijk are determined by the elements Γijk via relation (2.13).
It is possible to show that for every form a ∈ V ⊗ Λm, the second exterior covariant
derivative is given by
∂(∂a) =
1
i~
[R, a]. (2.21)
To construct the Moyal product we need to create some new ‘flat’ connection on T ∗M.
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Definition 2.7. The connection ∇˜ in the bundle V is called abelian, if the exterior co-
variant derivative D defined by the formula
Da := da+
1
i~
[Γ˜, a], (2.22)
fulfills the equation
D(Da) =
1
i~
[Ω, a] = 0 (2.23)
for every a ∈ V ⊗ Λ. Here Γ˜ is the 1−form representing the abelian connection ∇˜ in a
Darboux chart (W̺, ϕ̺) and Ω is the curvature of the connection Γ˜
Ω := dΓ˜ +
1
2i~
[Γ˜, Γ˜]. (2.24)
Formally, any abelian connection is similar to a flat one because in both cases
a;sd = a;ds for 1 ≤ s, d ≤ 2n.
However the abelian curvature can be a central form different from 0.
Let us assume that the exterior covariant derivative with an abelian connection Γ˜ can
be written in the form
Da = ∂a +
1
i~
[r + ωijX
idqj, a], (2.25)
where r ∈ V ⊗ Λ1.
One can show that if δ−1r = 0, then r is defined by the recurrent formula
r = δ−1R + δ−1
(
∂r +
1
i~
r2
)
. (2.26)
The first element in the series r is the 1-form δ−1R. The square r2 is computed in the
bundle V, so r2 = r ◦ r.
The following theorem holds.
Theorem 2.4. The set of forms a ∈ V ⊗ Λ such that Da = 0 is a subalgebra VD ⊗ Λ, of
the algebra V ⊗ Λ.
Let σ(a) be a ‘projection’ of a 0–form a ∈ V onto the phase space T ∗M, i.e. a mapping
assigning to a its components that do not contain X1, . . . , X2n. The mapping σ is unique.
It is possible to construct a relation between some subset of smooth functions FS(T ∗M)
on T ∗M and 0–forms belonging to VD. The mapping from VD onto FS(T ∗M) is just the
projection σ to the inverse mapping we will denote by σ−1.
We used the phrase ‘some subset of smooth functions’ because for functions containing
negative powers of the deformation parameter ~ the mapping σ−1 may not exist. From
the other side, we do not want to restrict ourselves to functions which are series in ~
because Wigner functions usually contain negative powers of ~.
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Theorem 2.5. Every smooth function F ∈ FS(T ∗M) defines uniquely the element
σ−1(F ) of the bundle VD such that σ (σ−1(F )) = F.
The element σ−1(F ) fulfills the recurrent relation
σ−1(F ) = F + δ−1
(
∂(σ−1(F )) +
1
i~
[r, σ−1(F )]
)
. (2.27)
Now we are able to construct the ∗–product on T ∗M.
Definition 2.8. Let F1, F2 ∈ FS(T ∗M). The star product of F1, F2 is defined by
F1 ∗ F2 := σ
(
σ−1(F1) ◦ σ−1(F2)
)
. (2.28)
Although the above definition and theorems presented in this section are valid for
functions belonging to FS(T ∗M), we will apply these results to generalized functions.
Let W (qi) be the functional representing the state of a quantum system. We call it
the Wigner function for this state. The average value of an observable F (qi) in W (qi) is
defined as
〈F 〉 =
∫
T ∗M
W (qi) ∗ F (qi)t(qi)dq, (2.29)
where dq = dq1 · · · dq2n. The integral (2.29) represents the relation
〈Fˆ 〉 = Tr(Fˆ · ˆ̺), (2.30)
the operator ˆ̺ is the density operator. Of course the operation ‘Tr’ does not depend on
the order of the operators, so that the same property must be fulfilled by the integral
(2.29). The function t(qi) is responsible for the following fact: for any two functions
F1(q
i), F2(q
i), for which the integral∫
T ∗M
F1(q
i) ∗ F2(qi)t(qi)dq (2.31)
is well defined, the following relation holds∫
T ∗M
{F1(qi), F2(qi)}M t(qi)dq = 0. (2.32)
The symbol {F1(qi), F2(qi)}M denotes the Moyal bracket
{F1(qi), F2(qi)}M := 1
i~
(
F1(q
i) ∗ F2(qi)− F2(qi) ∗ F1(qi)
)
. (2.33)
Definition 2.9. The function
t(qi) = t0(q
i) + ~t1(q
i) + ~2t2(q
i) + . . . ∈ C∞(T ∗M) (2.34)
is called trace density.
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The trace density is connected with an object known as the trace of the Weyl algebra.
Definition 2.10. Let VDc ⊂ VD be an ideal consisting of compactly supported flat sections.
A linear functional on VDc with values in formal Laurent series with negative powers of ~
not exceeding n = 1
2
dimT ∗M is called a trace if it vanishes on commutators. Thus,
Tr a =
∞∑
k=0
~
k−nck, (2.35)
where ck ∈ C are constant coefficients and
Tr (a ◦ b) = Tr (b ◦ a) for a, b ∈ VDc . (2.36)
Theorem 2.6. For any smooth function F ∈ FS(T ∗M) such that Tr(σ−1(F )) exists the
following relation holds
Tr(σ−1(F )) = (2π~)−n
∫
T ∗M
F (qi)t(qi)dq. (2.37)
The construction of the trace density function in the general case is very complicated.
The reader can find the full algorithm in [21]. In our case, it is sufficient to use the
following statement:
Theorem 2.7. For every algebra VD there exists a trace density (2.34) fulfilling (2.37).
The coefficients t0(q
i), t1(q
i), . . . are polynomials in the symplectic curvature tensor Rijkl
and its covariant derivatives.
3 Properties of the ∗–product
In this section, we present some general properties of the ∗–product of functions on T ∗M
and of the ◦–multiplication of forms. We are not going to present a systematical review of
these concepts. We shall only mention properties used in next paragraphs. Other results
can be found in [32].
Theorem 3.8. The commutator [a, b] of forms a ∈ V ⊗Λm and b ∈ V ⊗Λw contains only
terms with odd number of derivatives in X i.
Proof
The ◦–product is bilinear and, therefore, it is sufficient to analyze the multiplication
of two terms
a = ak,u1...ul,j1...jm(q
1, . . . , q2n)Xu1 · · ·Xuldqj1 ∧ · · · ∧ dqjm
b = bz,v1...vd,r1...rw(q
1, . . . , q2n)Xv1 · · ·Xvddqr1 ∧ · · · ∧ dqrw .
To simplify the notation we will omit the variables (q1, . . . , q2n).
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From the definition (2.3) of the ◦–product
a ◦ b =
∞∑
t=0
(
i~
2
)t
1
t!
ωi1p1 · · ·ωitpt ∂
t(ak,u1...ul,j1...jmX
u1 · · ·Xul)
∂X i1 . . . ∂X it
× ∂
t(bz,v1...vd,r1...rwX
v1 · · ·Xvd)
∂Xp1 . . . ∂Xpt
(dqj1 ∧ · · · ∧ dqjm) ∧ (dqr1 ∧ · · · ∧ dqrw).
(3.1)
Analogously,
b ◦ a =
∞∑
t=0
(
i~
2
)t
1
t!
ωi1p1 · · ·ωitpt ∂
t(bz,v1...vd,r1...rwX
v1 · · ·Xvd)
∂X i1 . . . ∂X it
× ∂
t(ak,u1...ul,j1...jmX
u1 · · ·Xul)
∂Xp1 . . . ∂Xpt
(dqr1 ∧ · · · ∧ dqrw) ∧ (dqj1 ∧ · · · ∧ dqjm).
(3.2)
We sum with respect to the indices i1, . . . , it, p1, . . . , pt, so that we are able to exchange
symbols ig ↔ pg for g = 1, . . . , t. Now
∞∑
t=0
(
i~
2
)t
1
t!
ωi1p1 · · ·ωitpt ∂
t(bz,v1...vd,r1...rwX
v1 · · ·Xvd)
∂X i1 . . . ∂X it
· ∂
t(ak,u1...ul,j1...jmX
u1 · · ·Xul)
∂Xp1 . . . ∂Xpt
=
∞∑
t=0
(
i~
2
)t
1
t!
ωp1i1 · · ·ωptit ∂
t(bz,v1...vd,r1...rwX
v1 · · ·Xvd)
∂Xp1 . . . ∂Xpt
· ∂
t(ak,u1...ul,j1...jmX
u1 · · ·Xul)
∂X i1 . . . ∂X it
=
∞∑
t=0
(−1)t
(
i~
2
)t
1
t!
ωi1p1 · · ·ωitpt ∂
t(bz,v1...vd,r1...rwX
v1 · · ·Xvd)
∂Xp1 . . . ∂Xpt
·∂
t(ak,u1...ul,j1...jmX
u1 · · ·Xul)
∂X i1 . . . ∂X it
.
(3.3)
Moreover,
(dqr1∧· · ·∧dqrw)∧(dqj1∧· · ·∧dqjm) = (−1)w·m(dqj1∧· · ·∧dqjm)∧(dqr1∧· · ·∧dqrw). (3.4)
Substituting (3.3) and (3.4) into the definition of commutator [a, b] (see 2.7) we obtain
the relation
[a, b] = 2
∑∞
t=0
(
i~
2
)2t+1 1
(2t+1)!
ωi1p1 · · ·ωi2t+1p2t+1 ∂2t+1(ak,u1...ul,j1...jmXu1 ···Xul )
∂Xi1 ...∂Xi2t+1
×∂2t+1(bz,v1...vd,r1...rwXv1 ···Xvd)
∂Xp1 ...∂Xp2t+1
(dqj1 ∧ · · · ∧ dqjm) ∧ (dqr1 ∧ · · · ∧ dqrw),
(3.5)
so that only terms with odd number of derivatives in X i appear in the commutator [a, b].
The following corollaries are conclusions of the theorem (3.8):
Corollary 3.1. The commutator [a, b] of two real forms a ∈ V ⊗ Λm and b ∈ V ⊗ Λw is
purely imaginary.
Corollary 3.2. Assume that the 1−form Γ of the symplectic connection ∇ is real. Then
the 1−form Γ˜ of the abelian connection
Γ˜ = Γ + ωijX
idqj + r,
where r is defined by the formula (2.26) with δ−1r = 0, is also real.
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Proof
It is sufficient to show that for a real 1−form Γ the 1− form r is real too.
From the relation (2.18) and the theorem (3.8), we can see that the 2-form of the
symplectic curvature R is real for the real Γ. Using the linearity of the operator δ−1, the
expression (2.17) of the exterior covariant derivative ∂ and the fact that r2 = 1
2
[r, r], we
can conclude that r is real.
Corollary 3.3. Assume that the 1−form of connection Γ is real. The 0-form σ−1(F )
representing the real function F is also real.
This property is a consequence of the formula (2.27) of the mapping σ−1(F ), the
corollary (3.2) and the theorem (3.8).
Theorem 3.9. The real part of the Moyal product F1 ∗F2 of two observables is symmetric
and the imaginary part of F1 ∗ F2 is skew-symmetric under the interchange of the order
of functions, i.e.
Re(F1 ∗ F2) = Re(F2 ∗ F1) Im(F1 ∗ F2) = −Im(F2 ∗ F1). (3.6)
Proof
From the definition (2.1) of an observable and the corollary (3.3), 0–forms σ−1(F1) and
σ−1(F2) are real. In the product F1 ∗ F2 (from (2.28)), only elements σ−1(F1) ◦ σ−1(F2)
not including X i’s are important.
Let us look on the multiplication of two 0-forms
a = ak,u1...ulX
u1 · · ·Xul, b = bz,v1...vlXv1 · · ·Xvl, (3.7)
which appear in σ−1(F1) and σ−1(F2) respectively. Now
σ(a ◦ b) =
(
i~
2
)l
1
l!
ωi1p1 · · ·ωilpl ∂
l(ak,u1...ulX
u1 · · ·Xul)
∂X i1 . . . ∂X il
· ∂
l(bz,v1...vlX
v1 · · ·Xvl)
∂Xp1 . . . ∂Xpl
(3.8)
and
σ(b ◦ a) =
(
i~
2
)l
1
l!
ωi1p1 · · ·ωilpl ∂
l(bz,u1...ulX
u1 · · ·Xul)
∂X i1 . . . ∂X il
· ∂
l(ak,v1...vlX
v1 · · ·Xvl)
∂Xp1 . . . ∂Xpl
. (3.9)
Changing the indices us ↔ vs in the formula (3.9) we obtain
σ(b ◦ a) =
(
i~
2
)l
1
l!
ωi1p1 · · ·ωilpl ∂
l(bz,v1...vlX
v1 · · ·Xvl)
∂X i1 . . . ∂X il
· ∂
l(ak,u1...ulX
u1 · · ·Xul)
∂Xp1 . . . ∂Xpl
. (3.10)
But ωi1p1 = −ωp1i1 , so that from (3.8) and (3.10) we can see that
σ(a ◦ b) = (−1)lσ(b ◦ a). (3.11)
If l is even, the element σ(a ◦ b) is real, for l odd we have that σ(a ◦ b) is imaginary. This
fact along (3.11) gives us the proof of the theorem 3.9.
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4 Quantization of a 2–D phase space with constant
curvature tensor
Using the information contained in previous sections, we shall accomplish the main task
of this contribution, the quantization of momentum and position on the 2–D phase space
T ∗R with a constant curvature tensor.
4.1 Symplectic connection ∇ and abelian connection ∇˜ on T ∗R
Let R be our configuration space. We cover the configuration space by the atlas {(R, ˜̺)}
consisting of one chart (R, ˜̺). The Riemannian connection characterized by the coefficient
Γ111 vanishes. In the atlas {(R, ˜̺)}, information about dynamics of the system is given by
the vector from the cotangent space T ∗
p
(R)
[p, (R, ˜̺), p], (4.1)
where p is the momentum coordinate at the point p ∈ R in the natural basis defined by
the chart (R, ˜̺). We do not put any constraints on the system, hence its phase space is
the cotangent bundle
T ∗R =
⋃
p∈R
T ∗
p
(R). (4.2)
This 2–D space is equipped with some symplectic structure ω. The atlas {(R, ˜̺)} on the
configuration space determines an atlas {(R2, ̺)} on the space T ∗R. The diffeomorphism
̺ is defined by
̺(p) := (q, p) ∀p ∈ T ∗R. (4.3)
In the chart (R2, ̺) the symplectic form is
ω = dp ∧ dq (4.4)
and the Poisson tensor
ωij =
(
0 1
−1 0
)
. (4.5)
The atlas {(R2, ̺)} is an example of the proper Darboux atlas (see [29]). Coordinates
(q, p) are called proper Darboux coordinates or induced coordinates. In all the charts in a
proper Darboux atlas on a symplectic manifold T ∗M (dim T ∗M = 2n), the coordinates
qi, 1 ≤ i ≤ n, determine points on the basic manifold M and qi+n = pi 1 ≤
i ≤ n, denote momenta in natural coordinates. The transition functions are the point
transformations
Qj = Qj(qi) , Pj =
∂qi
∂Qj
pi. (4.6)
The relations (4.6) define proper Darboux transformations. Proper Darboux charts pre-
serve the difference, obvious from physical point of view, between spatial coordinates and
momenta. Topologically, the space T ∗R is homeomorphic to R2. Although T ∗R is also
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equipped with some additional structure: the symplectic form. Moreover, we do not define
any metric structure on the phase space. With the form ω defined as (4.4), we connect the
geometric structure on T ∗R characterized by some connection, its torsion and curvature,
which will be different from the Riemannian structure of R2. This is the reason why there
is no sense to talk about the shape of T ∗R and to analyze its properties as features of
some manifold embedded in the metric space R3. As we mentioned in the previous sec-
tion, the symplectic connection is not defined uniquely. In this paper we use the method
for the construction of the symplectic connection presented in [29]. Another choice has
been proposed in [33]. The index ‘1’ is assigned to the spatial coordinate q and ‘2’ to
the momentum p. The construction is performed in the atlas {(R2, ̺)}. The coefficient
Γ211 vanishes because this element is determined by the Riemannian connection on the
configuration space and we have chosen the chart (R, ˜̺) in such a way that Γ111 = 0. The
coefficients Γ122 and Γ222 transform like tensors under proper Darboux transformations
and there are not any extra restrictions on them, hence they are chosen to be zero. There
is no reasonable physical restrictions on the form of the coefficient Γ111. The case Γ111 = 0
is trivial. We are going to analyze the situation when Γ111 = p, i.e., this coefficient is a
linear function of p. The manifold T ∗R is covered by the one chart (R2, ̺), so we need not
use a partition of unity to define Γ111 globally.
The 1-form of the connection can be written
Γ =
1
2
pX1X1dq. (4.7)
The 2-form of the curvature is given by
R = −1
2
X1X1dq ∧ dp, (4.8)
so that, the phase space T ∗R has constant symplectic curvature. The nonvanishing ele-
ments of the symplectic curvature tensor are
R1112 = −R1121 = −1
4
. (4.9)
The Ricci tensor on a symplectic manifold is defined as
Kij := ω
klRlikj (4.10)
and in our case the only one nontrivial component of Kij is the term
K11 =
1
4
. (4.11)
The scalar of curvature is given by the contraction
K := ωjiKij, (4.12)
which is equal zero. This result is true for any symplectic manifold (see [34]). Having the
1-form of the connection defined by the expression (4.7), we are able to build the abelian
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connection. At the beginning, we compute the series r defined by (2.26). The first term
in the recurrent expression (2.26) is
δ−1R =
1
8
X1X1X2dq − 1
8
X1X1X1dp. (4.13)
Using the theorem (3.8) and the formula (2.26) we can see that in the series r appear two
kind of terms only:
(−1)m+1a2m+1(X1)2mX2dq, (−1)ma2m+1(X1)2m+1dp, m ∈ N− {0}.
The element a3, being the starting point for a2m+1 ∈ R, is determined by δ−1R and from
(4.13) equals to
a3 =
1
8
. (4.14)
It is easy to check that the coefficients a2m+1 for m > 1 are given by the recurrent formula
a2m+1 =
1
2m+ 2
m−1∑
g=1
(2g + 1) · a2g+1 · a2m−2g+1. (4.15)
The explicit form of a2m+1 is related to the so called Catalan numbers and it is given by
the equation
a2m+1 =
2
m
(
2m− 2
m− 1
)
1
16m
for m ≥ 1. (4.16)
Remembering that the abelian connection Γ˜ is a sum of three expressions (see (2.25)):
Γ, r and −X1dp+X2dq we obtain the following relation
Γ˜ = −X1dp+X2dq + 1
2
pX1X1dq − 1
8
X1X1X1dp+ 1
8
X1X1X2dq
+ 1
128
X1X1X1X1X1dp− 1
128
X1X1X1X1X2dq
− 1
1024
X1X1X1X1X1X1X1dp+ 1
1024
X1X1X1X1X1X1X2dq − · · ·
(4.17)
The abelian connection is an infinite series. In none of the terms belonging to Γ˜ the
Planck constant ~ appears.
4.2 The eigenvalue equation for momentum p
In the previous section, we found the abelian connection on the symplectic space T ∗R with
constant curvature tensor. The expression (4.17) enables us to write eigenvalue equations
for observables. Let us start with constructing the explicit form of the eigenvalue equation
for momentum p. The general form of this equation is
p ∗Wp(q, p) = p ·Wp(q, p), (4.18)
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where p denotes the eigenvalue of p andWp(q, p) is the Wigner function for the eigenvalue
p. Using the iterative relation (2.27) we find the general formula for σ−1(p). After a simple
but rather long computation, we arrive to the expression
σ−1(p) = p+X2 + 1
2
pX1X1 + 1
8
X1X1X2
− 1
128
X1X1X1X1X2 + 1
1024
X1X1X1X1X1X1X2 − · · ·
(4.19)
Every coefficient b2m+1 appearing in the term b2m+1X
1 · · ·X1︸ ︷︷ ︸
2m
X2 for m > 0 can be ex-
pressed in the form
b2m+1 = (−1)m+1a2m+1, (4.20)
where the numbers a2m+1 are defined by (4.15) with the initial condition (4.14).
Much more complicated is the problem of finding the general formula of the series
σ−1(Wp) representing the Wigner function Wp(q, p).
Let us start from the computation of terms including i~2s+1 in the eigenvalue equation
(4.18). Using (4.19), we deduce that
(i~)2s+1A2s+1(q, p) = σ (b2s+1(X1)
2sX2 ◦ w0,1,2sX1(X2)2s
+ b2s−1(X1)2s−2X2 ◦ ~2w2,1,2s−2X1(X2)2s−2 + · · ·+X2 ◦ ~2sw2s,1,0X1) .
(4.21)
The functions As(q, p) are the coefficients of the odd powers of ~ in the expansion of
p∗Wp(q, p). The coefficients bs are defined in (4.20). The numbers wa,b,c are the coefficients
of ~a(X1)b(X2)c in the span of σ−1(Wp(p, q)).
For s ≥ 1,
~
2sw2s,1,0X
1 =
(
~
2
)2s
(−1)s+1 (2s)!
2s+ 1
b2s+1w0,1,2sX
1 + · · ·
+
(
~
2
)2s
(−1)1+1 (2 · 1)!
2 · 1 + 1b3w2s−2,1,2X
1.
(4.22)
Carrying (4.22) into (4.21) we obtain
A2s+1(q, p) = 0 for s ≥ 1. (4.23)
It means that the only complex term appearing in the product p ∗Wp(q, p) is the element
i~A1(q, p) = i~
∂Wp(q, p)
∂q
. (4.24)
The proof of (4.23) and (4.24) can be found in Appendix A. The Wigner function must
be real, hence the element A1(q, p) vanishes.
We conclude that the function Wp(q, p) depends only on p. Instead of looking for
the general form of the expression σ−1(Wp(q, p)), we are interested in the formula for
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σ−1(Wp(p)). In σ−1(Wp(p)) only terms with even power of ~ appear and they can be
written in the recurrent form
w2k,0,c =
1
c
dw2k,0,c−1
dp
+
k∑
t=1
1
4t
(2t + c)!
c!
a2t+1w2k−2t,0,2t+c, k, c ≥ 0. (4.25)
The coefficients a2t+1 are defined by (4.14) and (4.15). For k = 0, we put the sum in (4.25)
equal 0. Moreover, it is possible to prove that the projection σ keeps from the product
σ−1(p) ◦ σ−1(Wp(p)) only terms of the form
σ
(
1
2
pX1X1 ◦ w2k,0,2~2kX2X2
)
= −~
2k+2
4
p w2k,0,2. (4.26)
Taking into account (4.24) and (4.26), we arrive to the conclusion that the eigenvalue
equation for Wp(p) is the infinite differential equation
p ·
(
Wp(p)− 1
8
~
2d
2Wp(p)
dp2
− 1
128
~
4d
4Wp(p)
dp4
− · · ·
)
= p ·Wp(p). (4.27)
Notice that, although the product p ∗Wp(p) is abelian, the expression on the left side of
the equation (4.27) is not simply p ·Wp(p).
The eigenvalue equation for momentum p is a differential equation of infinite degree.
There is no general method of solving such equations. Therefore, we decided to look for
the solution of the eigenvalue equation of p2. As p · p = p ∗ p (which is not true for
p · p · p 6= p ∗ p ∗ p), the Wigner function fulfilling the equation (2.24) satisfies also the
relation
p2 ∗Wp(p) = p2Wp(p). (4.28)
After a long but elementary computation (see Appendix B), we can see that the above
relation is the modified Bessel equation
1
4
~
2p2
d2Wp(p)
dp2
+
1
4
~
2p
dWp(p)
dp
+ (p2 − p2)Wp(p) = 0. (4.29)
The general solution of (4.29) is a linear combination of the following form
Wp(p) = A · I 2ip
~
(
2p
~
) +B ·K 2ip
~
(
2p
~
) (4.30)
where I 2ip
~
(2p
~
) is the modified Bessel function with complex parameter 2ip
~
and K 2ip
~
(2p
~
)
is the modified Bessel function of the second kind with parameter 2ip
~
. This solution is
defined for arguments 2p
~
> 0 (see [35]).
Notice that the deformation parameter ~ appears in the denominator of the argu-
ment. We must be very careful because this fact may cause the nonexistence of the series
σ−1(Wp(p)).
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Until this moment, it was not necessary to use any explicit form of the functional
action 〈W (q, p), F (q, p)〉 where F (q, p) is some function on T ∗R. In the general case
〈W (q, p), F (q, p)〉 :=
∫
T ∗R
W (q, p) ∗ F (q, p)t(q, p)dqdp. (4.31)
From theorem 2.7 we can see that in our example the trace density t(q, p) is constant, so
we can write
t(q, p) = 1. (4.32)
The straightforward consequence of this fact is that the ∗–product used by us is closed
([36], [37]).
Let us come back to the equation (4.30). The function A · I 2ip
~
(2p
~
) is complex. Its real
part grows up to infinity for x → ∞ and hence it is not normalizable. The imaginary
part of I 2ip
~
(2p
~
) is proportional to K 2ip
~
(2p
~
). Because of these reasons we affirm that the
only physically acceptable solution of (4.29) is
Wp(p) = B ·K 2ip
~
(
2p
~
). (4.33)
However, solutions defined on the whole R are required. It is impossible to define the
solution of the equation (4.29) on the whole axis. The problem is that the modified
Bessel function of the second kind is not defined for the value of the argument p = 0.
Moreover, limp→0+ K 2ip
~
(2p
~
) does not exist.
Let us assume that the Wigner function Wp(p) is some generalized function over the
Schwartz space S(p) of test smooth functions tending to 0 for p → ±∞ faster than the
inverse of any polynomial.
We define the Wigner function Wp(p) as:
4.i. for p < 0 we put
Wp(p) =
{
4
π~
cosh pπ
~
K 2ip
~
(−2p
~
) for p < 0
0 for p ≥ 0;
(4.34)
4.ii. For p > 0, we have
Wp(p) =


0 for p ≤ 0
4
π~
cosh pπ
~
K 2ip
~
(2p
~
) for p > 0
(4.35)
4.iii. and finally for p = 0:
W0(p) =
{
2
π~
K0(
−2p
~
) for p < 0
2
π~
K0(
2p
~
) for p > 0.
(4.36)
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The coefficients 4
π~
cosh pπ
~
or 2
π~
cosh pπ
~
appear as the result of normalization, i.e. we
require that ∫ ∞
−∞
1 ·Wp(p)dp = 1. (4.37)
The reason for not integrating over dq is that our Wigner function does not depend
on q. We can see that the Wigner eigenfunction of momentum p is a locally summable
function.
As we mentioned before for p 6= 0 there is no limp→0+ K 2ip
~
(2p
~
). However, the functions
4
π~
cosh pπ
~
K 2ip
~
(−2p
~
) and 4
π~
cosh pπ
~
K 2ip
~
(2p
~
) are bounded. The consequence of this fact is
that (4.34) and (4.35) are solutions of (4.29).
Indeed, let p > 0. For every test function ϕ(p) ∈ S(p) we have
〈〈pdWp(p)
dp
, ϕ(p)〉〉 =
∫ ∞
0
p
4
π~
cosh
(pπ
~
) d
dp
(
K 2ip
~
(
2p
~
)
)
ϕ(p)dp.
Integrating the above expression by parts we obtain
〈〈pdWp(p)
dp
, ϕ(p)〉〉 = p 4
π~
cosh
(pπ
~
)
K 2ip
~
(
2p
~
)ϕ(p)|∞0
−
∫ ∞
0
4
π~
cosh
(pπ
~
)
K 2ip
~
(
2p
~
) ·
(
ϕ+ p
dϕ(p)
dp
)
dp.
The expression p 4
π~
cosh
(
pπ
~
)
K 2ip
~
(2p
~
)ϕ(p)|∞0 vanishes. Thus, we can see that as general-
ized function
p
dWp(p)
dp
=


0 for p ≤ 0
p 4
π~
cosh pπ
~
d
dp
(
K 2ip
~
(2p
~
)
)
for p > 0.
(4.38)
Analogously, we can show that
p2
d2Wp(p)
dp2
=


0 for p ≤ 0
p2 4
π~
cosh pπ
~
d2
dp2
(
K 2ip
~
(2p
~
)
)
for p > 0.
(4.39)
Putting (4.38) and (4.39) into (4.29), we arrive to the conclusion that (4.35) really
fulfills (4.29). For p < 0 the proof is analogous.
If p = 0 we have the limit
lim
p→0+
K0(
2p
~
) =∞
but
lim
p→0+
pK0(
2p
~
) = 0
and
lim
p→0+
p2
d
dp
K0(
2p
~
) = 0.
18
Thus following the way presented in the above proof, we see that also (4.36) is the
solution of (4.29) for p = 0.
To be precise, at this moment we only know that the generalized functions (4.34)–
(4.36) are solutions of (4.29). To give a physical interpretation to (4.34)–(4.36), we must
prove that series σ−1 (Wp(p)) exist for every p and that they fulfill not only (4.29) but
also (4.27). The general expression for σ−1 (Wp(p)) for every of the solutions (4.34)–
(4.36) is very complicated so we concentrate only on those terms appearing in the product
σ−1(p) ◦ σ−1 (Wp(p)) . As we have shown, the expression for w2k,0,2 is defined by (4.25).
Introducing a new variable z = 2p
~
, we can see that the coefficient of X2X2 equals to
∞∑
k=1
4ka2k+1
d2kWp(z)
dz2k
. (4.40)
We first consider the case p = 0. From (4.16) we can see that it is necessary to analyze
the expression
TW0(z) :=
∞∑
m=1
2
m
(
2m− 2
m− 1
)
1
4m
d2mW0(z)
dz2m
. (4.41)
We know that W0(z) is a tempered distribution and we would like to prove that so is
TW0(z). To do that, we use the Fourier transform. To avoid any misunderstandings we
remind the basic definitions and results connecting with the Fourier transform (compare
[38]).
For every ϕ(p) ∈ S(p)
F [ϕ](λ) :=
∫ +∞
−∞
e−2πiλpϕ(p)dp. (4.42)
The Fourier transform F [U ](λ) of a tempered distribution is a tempered distribution
fulfilling the equation
〈F [U ], ϕ〉 = 〈U,F [ϕ]〉, (4.43)
for every test function ϕ(λ) ∈ S(λ). The consequences of (4.42) and (4.43) are the follow-
ing relations
F [d
mU
dpm
] = (2πiλ)mF [U ], (4.44)
F [δ] = 1, (4.45)
F [d
mδ
dpm
] = (2πiλ)m. (4.46)
Let us compute now the Fourier transform of (4.41). Using (4.44) we obtain
F [TW0(z)] =
(
1−
∞∑
m=1
2
m
(
2m− 2
m− 1
)
1
4m
(2πiλ)2m
)
F [W0(z)]. (4.47)
The infinite power series
1−
∞∑
m=1
2
m
(
2m− 2
m− 1
)
1
4m
(2πiλ)2m
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is the MacLaurin series of the function√
1 + (2πλ)2. (4.48)
Hence, formally
F [TW0(z)] =
√
1 + (2πλ)2F [W0(z)]. (4.49)
Also, we know that [39]
F [W0(z)] = 1√
1 + (2πλ)2
(4.50)
which finally gives that
F [TW0(z)] = 1. (4.51)
With (4.45) we conclude that
TW0(z) = δ(z). (4.52)
We have proved that TW0(z) is really a tempered distribution. It is obvious that
2
~
δ(2p
~
)
is the solution of (4.27) for p = 0 and we remember that the equation (4.27) is a straight-
forward consequence of the fact, that the coefficient at X2X2 is equal to (4.41).
Doing similar computations, it is possible to prove that TWp(z) is a tempered distri-
bution also for p 6= 0 and that the equation (4.27) is fulfilled. Moreover, in those cases
the relation (4.27) may be interpreted as a regularization of the distribution TWp(z).
We were able to use the Fourier transform because the cotangent space T ∗QR in every
point Q belonging to the configuration space is a metric space.
The constant and negative curvature on the phase space T ∗R divides this space in
two separable subspaces: with positive values of the momentum and with negative ones
respectively. The Wigner eigenvalue functions Wp with positive p vanish for p < 0 and
with negative p Wp(p) is zero for p > 0. Only the solution for the eigenvalue p = 0 is
defined on the whole axis R. The Wigner function Wp(p) depends only on the variable p,
but it is not a distribution function in statistical sense [15]. For some positively defined
observables F (p)
〈Wp(p), F (p)〉 < 0.
The Wigner eigenfunctions (4.34)–(4.36) fulfill orthogonality relations
〈〈Wp1(p) ∗Wp(p), ϕ(p, p)〉〉 =
1
2π~
∫ +∞
−∞
ϕ(p1, p)dp (4.53)
for every ϕ(p, p) ∈ S2(p, p).
The behavior of the Wigner eigenfunctions for p 6= 0 on both sides of the point 0 seems
to be completely different, but in fact due to fast oscillations of the Bessel functions in a
neighborhood of 0 their contribution to integrals∫ +∞
−∞
Wp(p)ϕ(p)dp
is negligible.
20
The example analyzed before is a particular choice of G in the 2–form of curvature
R = −G2X1X1dq ∧ dp, (4.54)
where G is some positive constant.
In such a case the spectrum of the observable p is the whole axis R and the Wigner
functions are generalized functions:
4.iv. for p < 0
Wp(p) =
{
4
Gπ~
cosh pπ
G~
K 2ip
G~
(−2p
G~
) for p < 0
0 for p ≥ 0;
(4.55)
4.v. for p > 0 we have
Wp(p) =


0 for p ≤ 0
4
Gπ~
cosh pπ
G~
K 2ip
G~
( 2p
G~
) for p > 0;
(4.56)
4.vi. and for p = 0 we put
W0(p) =
{
2
Gπ~
K0(
−2p
G~
) for p < 0
2
Gπ~
K0(
2p
G~
) for p > 0.
(4.57)
For G → 0+ all of these solutions tend to δ(p − p) (for details see the Appendix C).
This result is natural because for G = 0 the phase space T ∗R is simply R2.
In a similar way we deal with the space T ∗R equipped with the curvature form
R = U2X1X1dq ∧ dp, (4.58)
where U, as before, is some positive constant.
The eigenvalue equation for p2 is
p2Wp(p) +
1
4
U2~2p
dWp(p)
dp
+
1
4
U2~2p2
d2Wp(p)
dp2
= p2Wp(p). (4.59)
The general solution of it is
Wp(p) = A · J 2p
U~
(
2p
U~
)
+B · Y 2p
U~
(
2p
U~
)
(4.60)
where A,B are some real numbers and J 2p
U~
(
2p
U~
)
and Y 2p
U~
(
2p
U~
)
are the Bessel functions
of the first and second kind, respectively.
It seems that every real number is the eigenvalue of momentum p and the Wigner
eigenfunctions are generalized functions
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4.vii. for p < 0
Wp(p) =
{
2
U~
J 2|p|
U~
(−2p
U~
) for p < 0
0 for p ≥ 0;
(4.61)
4.viii. for p > 0
Wp(p) =


0 for p ≤ 0
2
U~
J 2p
U~
( 2p
U~
) for p > 0
(4.62)
4.ix. and for p = 0
W0(p) =
1
U~
J0(
2p
U~
). (4.63)
Unlike the case of the phase space with curvature (4.54), the momentum p is not a test
function for (4.61)–(4.63). The generalized functions (4.61)–(4.63) fulfill the distributed
eigenvalue equation (4.18) although the integral∫ +∞
−∞
p ·Wp(p)dp (4.64)
is not convergent. The generalized functions (4.61)–(4.63) tend to δ(p − p) for U →
0+. Notice that we can obtain results almost immediately (4.61)–(4.63) substituting into
(4.55)–(4.57) G = iU or G = −iU. It is natural because (4.54) turns into (4.58) for G = iU
or G = −iU.
4.3 Quantization of position q
Let us consider the problem of eigenvalues and Wigner eigenfunctions of the position q
on the manifold T ∗R with a constant curvature of the kind (4.54). The generalization of
the results obtained in the case of constant curvature (4.58) is straightforward.
Let us assume, as in the previous paragraph, that G is some positive constant. The
eigenvalue equation
q ∗Wq(q, p) = qWq(q, p) (4.65)
for the position q separates in two parts: the real part
q ·Wq(q, p) = qWq(q, p) (4.66)
and the imaginary part
1
2
~
∂Wq(q, p)
∂p
+
1
48
G2~3
∂3Wq(q, p)
∂p3
+ · · · = 0, (4.67)
where the symbol q denotes the eigenvalue of the position q.
Let us start with the equation (4.67). Multiplying it by 2
~
, introducing a new variable
z = p
G~
and defining wq(q, z) :=
∂Wq(q,z)
∂z
, we obtain the formula
wq(q, z) +
1
24
∂2wq(q, z)
∂z2
+ · · · = 0. (4.68)
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This is in fact a homogeneous linear differential equation of infinite degree. Its solution
does not depend on the parameter q and the factor G. The limG→0+ wq(q, z) must be 0,
so the only one acceptable solution of (4.68) is wq(q, z) = 0 for every q. We see that the
Wigner eigenfunction Wq(q, z) depends only on q. From (4.66) we immediately obtain
that
Wq(q, z) = δ(q − q) ∀q. (4.69)
After similar considerations for the space with 2− form of curvature (4.58), we conclude
that the eigenvalues of the observable q are all of them real numbers and that their Wigner
eigenfunctions are of the form (4.69). The eigenfunctions Wq(q) depend only on q and
possess the same form as for the flat space R2 with Γ = 0.
5 Conclusions
In the case studied by us the ∗–product of the Weyl type is a closed product. Spectra of
both observables q, p are continuous and equal to R. Moreover in the limit for the 2–form
of curvature tending to 0∓, Wigner eigenfunctions go to the flat solutions δ(p − p) and
δ(q − q).
The Moyal bracket of q and p is
{q, p}M = 1 (5.1)
which is the same as in the flat case and it is equal to the Poisson bracket {q, p}P .
It is known (see [40, 41]) that on every 2–D symplectic space all of ∗–products are
equivalent, i.e. that for every two products ∗(1) and ∗(2) there exists such a differential
operator Tˆ that
F (q, p) ∗(1) G(q, p) = Tˆ−1
(
TˆF (q, p) ∗(2) TˆG(q, p)
)
. (5.2)
On the manifold T ∗R we could define ∗–product as
F (q, p) ∗G(q, p) := F (q, p) exp
(
i~
2
↔
P
)
G(q, p) (5.3)
where
↔
P:=
←
∂
∂q
→
∂
∂p
−
←
∂
∂p
→
∂
∂q
. (5.4)
Such a definition of the ∗–product is used on R2 in a system of coordinates in which the
1–form of the connection vanishes.
It is much easier to do any computations using the product defined by the formula
(5.3) than those proposed by us. However, the explicit form of the operator Tˆ is unknown
in general as there is no a constructive form to define it. In fact it is more logical to do all
of calculations in a physically motivated coordinate system although these computations
may be complicated.
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Appendix A: Proof of the formulas (4.23) and (4.24)
The 0–form, σ−1(p), belonging to the bundle VD can be written as
σ−1(p) = p+
1
2
pX1X1 +
∞∑
s=0
b2s+1(X
1)2sX2, (A.1)
where the coefficients b2s+1, s ≥ 1 are defined by the formula (4.20). For s = 0, we choose
b1 = 1. The factors b2s+1 are real numbers and they do not depend on the deformation
parameter ~.
We know that the Wigner eigenfunction Wp(q, p) is real and differentiable in the sense
of theory of distributions. It means that in general
σ−1(Wp(q, p)) =
∞∑
s=0
∞∑
a=0
∞∑
b=0
~
2sw2s,a,b(X
1)a(X2)b. (A.2)
The coefficients w2s,a,b are some real distributions over the test functions defined on R
2.
The real character of w2s,a,b is a straightforward consequence of (3.3). From the same
corollary, we deduce that only even powers of ~ appear in (A.2).
The eigenvalue equation for momenta (4.18) is a formal series in ~
p ∗Wp(q, p) =
∞∑
s=0
(i~)sAs(q, p). (A.3)
The functions As(q, p) with 0 ≤ s depend on p,Wp(q, p) and their derivatives. We are
interested in the explicit form of As(q, p) for odd values of s. From the definition of the
star product, we obviously have
p ∗Wp(q, p) = σ
(
σ−1(p) ◦ σ−1(Wp(q, p))
)
. (A.4)
From the expression σ−1(p)◦σ−1(Wp(q, p)) only elements not containing X ’s give a contri-
bution to As(q, p). It means that an element from the series σ
−1(p) containing (X1)a(X2)b
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gives a contribution to p ∗Wp(q, p) only if it is multiplied by w2s,a,b(X1)b(X2)a. More-
over, to obtain the functions A2s+1(q, p) with odd index 2s + 1 the additional condition
b+ a = 2k + 1, k ≤ s must be fulfilled. Looking at (4.19), we see that
(i~)2s+1A2s+1(q, p) = σ (b2s+1(X
1)2sX2 ◦ w0,1,2sX1(X2)2s
+ b2s−1(X1)2s−2X2 ◦ ~2w2,1,2s−2X1(X2)2s−2 + · · ·+X2 ◦ ~2sw2s,1,0X1) .
(A.5)
Let us analyze more carefully the term σ (b2p+1(X
1)2pX2 ◦ w2k,1,2pX1(X2)2p) . From the
definition (2.3) of ◦–product we see that
σ
(
b2p+1(X
1)2pX2 ◦ w2k,1,2pX1(X2)2p
)
= b2p+1w2k,1,2p(ω
12)2pω21
(
i~
2
)2p+1
(2p)!(2p)!
(2p+ 1)!
.
(A.6)
Using (4.5) we obtain that formula (A.6) equals
(−1)b2p+1w2k,1,2p
(
i~
2
)2p+1
(2p)!
2p+ 1
. (A.7)
We see that the right side of the equation (A.5) is the sum
s∑
p=0
(−1)b2p+1w2s−2p,1,2p~2s−2p
(
i~
2
)2p+1
(2p)!
2p+ 1
. (A.8)
Comparing (A.5) and (A.8) we see that
A2s+1(q, p) =
s∑
p=0
(−1)b2p+1w2s−2p,1,2p 1
i2s−2p
1
22p+1
(2p)!
2p+ 1
=
s∑
p=0
(−1)s−p+1b2p+1w2s−2p,1,2p 1
22p+1
(2p)!
2p+ 1
=
(−1)s+1
2
(
w2s,1,0 +
s∑
p=1
(−1)−pb2p+1w2s−2p,1,2p 1
22p
(2p)!
2p+ 1
)
. (A.9)
Let us consider the element ~2sw2s,1,0X
1. From the recurrent relation (2.27) using the
definition (2.9) of the operator δ−1, we deduce that only three kinds of terms may generate
this element.
• The derivative ∂w2s,0,0
∂q
. Here we should note that this term is different from 0 only
for s = 0. Indeed, the elements w2s,0,0, s > 0, can be obtained only from terms on
which the operator δ−1 acts. This operator generates X ’s.
• The element w2s,1,0 itself. Note that the following commutator gives
[X2dq, w2s,1,0X
1] = 2ω21
(
i~
2
)
w2s,1,0dq
(4.5)
= −(i~)w2s,1,0dq. (A.10)
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• The expressions w2s−2p,1,2p, s ≥ p ≥ 1, through their commutators with r (2.26).
Indeed in the commutator [r, w2s−2p,1,2p] the following element also appears
2(−1)p+1 a2p+1 w2s−2p,1,2p (ω12)2p ω21
(
i~
2
)2p+1
1
(2p+ 1)!
(2p)!(2p)!dq,
and using (4.5) and (4.20) we can write the above expression as
− b2p+1 w2s−2p,1,2p 1
22p
(i~)2p+1
(2p)!
2p+ 1
dq. (A.11)
Taking together (A.10) and (A.11) we see that for s ≥ 1
~
2sw2s,1,0X
1 =
δ−1
i~
(
−i~ ~2s w2s,1,0dq −
s∑
p=1
b2p+1 w2s−2p,1,2p
1
22p
(i~)2p+1
(2p)!
2p+ 1
dq
)
.
So, finally
w2s,1,0X
1 = −
s∑
p=1
(−1)p b2p+1 w2s−2p,1,2p 1
22p
(2p)!
2p+ 1
. (A.12)
Putting (A.12) into (A.9) we obtain that
A2s+1(q, p) =
{ −1
2
w0,1,0 if s = 0,
0 if s > 0.
(A.13)
Appendix B: Proof of the relation (4.29)
Let us start our considerations with the analysis of the recurrent formula
cm =
m−1∑
i=1
C(i,m− i)cicm−i (B.1)
where the coefficients C(i,m− i) fulfill the following relation:
C(i,m− i) + C(m− i, i) = 1, 1 ≤ i ≤ m− 1. (B.2)
It is easy to note that the coefficients a2m+1 defined by (4.15) with the initial condition
a3 =
1
8
are of the kind (B.1). We need only to write
cm = a2m+1 for m ≥ 1.
Due to the fact that the equation (B.2) holds, each formula of the form (B.1) is equivalent
to the following one
cm =
1
2
m−1∑
i=1
cicm−i. (B.3)
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The eigenvalue equation for the momentum p (4.27) may be written as
− p · LWp(p) = pWp(p), (B.4)
where L denotes the differential operator
L =
( ∞∑
i=0
a2i+1~
i d
2i
dp2i
)
. (B.5)
The coefficients a2i+1 for i ≥ 1 are defined by the formula (4.16). For i = 0 we put
a1 = −1.
The eigenvalue equation for p2 = p ∗ p is
p · L (p · LWp(p)) = p2Wp(p). (B.6)
The relation holds
dkpU(p)
dpk
= p
dkU(p)
dpk
+ k
dk−1U(p)
dpk−1
, k ∈ N (B.7)
where U(p) denotes a differentiable function of p. Applying (B.5) and (B.7) we see that
p · L (p · LWp(p)) = p2
∞∑
m=0
∞∑
k=0
a2m+1a2k+1~
2m+2k d
2m+2kW (p)
dp2m+2k
+ 2p
∞∑
m=0
∞∑
k=0
m a2m+1a2k+1~
2m+2k d
2m+2k−1W (p)
dp2m+2k−1
,
(B.8)
where the coefficient of ~2n d
2nW (p)
dp2n
is
s2n = p
2
n∑
m=0
a2m+1a2n−2m+1. (B.9)
In the case n > 0 we can write (B.9) as
s2n = p
2
(
n−1∑
m=1
a2m+1a2n−2m+1 + 2a2n+1a1
)
. (B.10)
The factors a2m+1 fulfill the recurrent relation (B.3) and a1 = −1. Hence, we obtain that
s2n =


p2 for n = 0,
−1
4
p2 for n = 1,
0 for n > 1.
(B.11)
By r2n we will denote the coefficients appearing in (B.8) associated with ~
2n d
2n−1W (p)
dp2n−1
r2n = 2p
n∑
m=0
m a2m+1a2n−2m+1. (B.12)
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For n > 0 we can write
r2n = 2p
(
n−1∑
m=1
m a2m+1a2n−2m+1 + na2n+1a1
)
. (B.13)
Again the sum on the right side is an expression of the type (B.3) m+(n−m)
n
= 1. So, we
can see that
r2n =


0 for n = 0,
−1
4
p for n = 1,
0 for n > 1.
(B.14)
Taking together (B.11) and (B.14) we finally obtain that
p · L (p · LWp(p)) = p2Wp(p)− 1
4
p ~2
dW (p)
dp
− 1
4
p2 ~2
d2W (p)
dp2
. (B.15)
Appendix C: The flat limit of Wigner eigenfunctions
for momentum p
Let us consider first the phase space with a constant curvature tensor like (4.54). For the
eigenvalue p > 0, the Wigner eigenfunction Wp(p) is defined by the formula (4.56). The
Fourier transform of Wp(p) equals (see (4.42))
F [Wp](λ) =
∫ ∞
0
4
Gπ~
cosh
(pπ
G~
)
K 2ip
G~
(
2p
G~
)
e−2πiλpdp. (C.1)
Using the Mathematica programme we can see that
F [Wp](λ) = 1
sinh
(
pπ
G~
)√
1 +G2 ~2 π2 λ2
sinh
(
pπ
G~
− 2ip
G~
arcsinh(πG~λ)
)
. (C.2)
Let us compute the limit of the function F [Wp](λ) for G→ 0+ in the distributional sense.
Take the test function ϕ(λ) ∈ S(λ). The relation holds
sinh
(
pπ
G~
− 2ip
G~
arcsinh(πG~λ)
)
= 1
2
(
exp (pπ
G~
) exp (−2ip
G~
arcsinh(πG~λ))− exp (−pπ
G~
) exp (2ip
G~
arcsinh(πG~λ))
)
.
(C.3)
For any real p, G, ~, λ the following inequalities are true∣∣∣∣exp (−2ipG~ arcsinh(πG~λ))
∣∣∣∣ ≤ 1,
∣∣∣∣exp (2ipG~ arcsinh(πG~λ))
∣∣∣∣ ≤ 1. (C.4)
Then,
〈〈F [Wp](λ), ϕ(λ)〉〉 =
∫ +∞
−∞
F [Wp](λ)ϕ(λ)dλ. (C.5)
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Using (C.3), we can write∫ +∞
−∞
F [Wp](λ)ϕ(λ)dλ =
∫ +∞
−∞
exp (pπ
G~
) exp (−2ip
G~
arcsinh(πG~λ))
2 sinh
(
pπ
G~
)√
1 +G2 ~2 π2 λ2
ϕ(λ)dλ
+
∫ +∞
−∞
exp (−pπ
G~
) exp (2ip
G~
arcsinh(πG~λ))
2 sinh
(
pπ
G~
)√
1 +G2 ~2 π2 λ2
ϕ(λ)dλ.
(C.6)
We have the estimation (see (C.4))∣∣∣∣∣
∫ +∞
−∞
exp (2ip
G~
arcsinh(πG~λ))√
1 +G2 ~2 π2 λ2
ϕ(λ)dλ
∣∣∣∣∣ <
∫ +∞
−∞
|ϕ(λ)|dλ. (C.7)
The function ϕ(λ) belongs to the Schwartz space, so the integral
∫ +∞
−∞ |ϕ(λ)|dλ is conver-
gent. Let it be equal to A. It means that the absolute value of the second term of the
integral (C.6) is not bigger than
exp (− ppi
G~
)
2 sinh( ppiG~ )
A. But
lim
G→0+
exp (−pπ
G~
)
2 sinh
(
pπ
G~
)A = 0, (C.8)
hence, in the limit G→ 0+ only the first integral in (C.6) can be different from 0.
Let us analyze the expression∫ +∞
−∞
exp (−2ip
G~
arcsinh(πG~λ))√
1 +G2 ~2 π2 λ2
ϕ(λ)dλ, (C.9)
appearing in the first part of 〈〈F [Wp](λ), ϕ(λ)〉〉 (C.5). Introducing the new variable
defined by z = arcsinh(πG~λ)
Gπ~
and remembering that d arcsinh(x)
dx
= 1√
1+x2
we obtain that (C.9)
is ∫ +∞
−∞
exp (−2iπpz)ϕ
(
sinh (πG~z)
πG~
)
dz. (C.10)
The following property holds ∣∣∣∣sinh (πG~z)πG~
∣∣∣∣ ≥ |z|. (C.11)
The function ϕ(z) belongs to the Schwartz space, hence for every k ∈ N it is possible to
find a real number z0 so that for every z fulfilling the inequality |z| > z0 the relation
|ϕ(z)| <
∣∣∣∣ 1zk
∣∣∣∣ (C.12)
holds. According to (C.11), if |z| > z0, it is also true that∣∣∣∣ϕ
(
sinh (πG~z)
πG~
)∣∣∣∣ <
∣∣∣∣ 1zk
∣∣∣∣ . (C.13)
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Let k = 2. The function
F (z) :=
{
max(−∞,+∞) |ϕ| for|z| < z0,
1
z2
for|z| > z0
(C.14)
is integrable and for all G > 0 ∣∣∣∣ϕ
(
sinh (πG~z)
πG~
)∣∣∣∣ ≤ F (z) (C.15)
and the Lebesgue theorem ([42]) implies that
limG→0+
[∫ +∞
−∞
exp (−2iπpz)ϕ
(
sinh (πG~z)
πG~
)
dz
]
=
∫ +∞
−∞
[
lim
G→0+
exp (−2iπpz)ϕ
(
sinh (πG~z)
πG~
)]
dz.
(C.16)
Moreover,
lim
G→0+
sinh (πG~z)
πG~
= z (C.17)
and, finally, we can write the limit of the integral (C.10) when G→ 0+ as∫ +∞
−∞
exp (−2iπpz)ϕ(z)dz. (C.18)
Using the relation
lim
G→0+
exp
(
pπ
G~
)
2 sinh
(
pπ
G~
) = 1 (C.19)
from (C.6) according to (C.8), (C.18) and (C.19), we conclude that
lim
G→0+
∫ +∞
−∞
F [Wp](λ)ϕ(λ)dλ =
∫ +∞
−∞
exp (−2iπpλ)ϕ(λ)dλ. (C.20)
It means that
lim
G→0+
F [Wp](λ) = exp (−2iπpλ). (C.21)
We recall that
exp (−2iπpλ) = F [δ(p− p)], (C.22)
hence, the flat limit of the Wigner eigenfunction Wp(p) of momenta p for positive eigen-
value p is just δ(p− p).
The proof for the case p < 0 is analogous.
In the situation in which p = 0, the Fourier transform is
F [W0](λ) = 1√
1 +G2 ~2 π2 λ2
, (C.23)
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hence
〈〈F [W0](λ), ϕ(λ)〉〉 =
∫ +∞
−∞
1√
1 +G2 ~2 π2 λ2
ϕ(λ)dλ. (C.24)
Since the function ϕ(λ) ∈ S(λ), for every k ∈ N it is possible to find such λ0 that for every
λ fulfilling the inequality |λ| > λ0 the relation (C.12) holds. Let k = 2. The function F (λ)
defined as (C.14) is integrable and for all G > 0∣∣∣∣ 1√1 +G2 ~2 π2 λ2ϕ(λ)
∣∣∣∣ ≤ F (λ). (C.25)
This gives with the Lebesgue theorem that
lim
G→0+
[∫ +∞
−∞
1√
1 +G2 ~2 π2 λ2
ϕ(λ)dλ
]
=
∫ +∞
−∞
[
lim
G→0+
1√
1 +G2 ~2 π2 λ2
ϕ(λ)
]
dλ,
which means that
lim
G→0+
F [W0](λ) = 1 (C.26)
and, hence
lim
G→0+
W0(p) = δ(p). (C.27)
The case in which the curvature is given by (4.58) is more difficult for rigorous mathe-
matical analysis. Hence, we have decided to present an intuitive proof that indicates that
Wigner eigenfunctions (4.61)–(4.63) should tend to Dirac deltas when U goes to 0+.
As we can easily check for p > 1, fast oscillations appear and their frequency increases
if U tends to 0+. It means that for U ’s close to 0 the integrals∫ +∞
1
2
U~
J 2
u~
(
2p
U~
)
ϕ(p)dp
are arbitrarily small for each test function ϕ(p). Moreover, for p < 1, the function
2
U~
J 2
u~
(
2p
U~
)
goes to 0 as U → 0+.
Taking into account these properties of the function 2
U~
J 2
u~
(
2p
U~
)
we arrive to the
conclusion that for U ’s close to 0 the integrals∫ ∞
0
2
U~
J 2
u~
(
2p
U~
)
ϕ(p)dp ≃
∫ 1+ǫ
1−ǫ
2
U~
J 2
u~
(
2p
U~
)
ϕ(p)dp, (C.28)
where ǫ is some real positive number. Let us consider the difference∣∣∣∣
∫ ∞
0
2
U~
J 2
u~
(
2p
U~
)
ϕ(p)dp−
∫ 1+ǫ
1−ǫ
2
U~
J 2
u~
(
2p
U~
)
ϕ(p)dp
∣∣∣∣ < A, (C.29)
where A is any fixed positive real number. Let us solve the inequality (C.29) for two
fixed positive numbers U1, U2 such that U1 < U2. The minimal ǫ1 fulfilling (C.29) for U1
is smaller than ǫ2 being the minimal number for which (C.29) holds in case U = U2.
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For each fixed ǫ integrals ∫ 1+ǫ
1−ǫ
2
U~
J 2
u~
(
2p
U~
)
dp (C.30)
go to 1 as U → 0. So, we can say that in fact the flat limit of (4.63) is the Dirac delta
δ(p− p).
Similar considerations can be done for p < 0 and p = 0.
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