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Abstract
We use techniques of proof mining to extract a uniform rate of metastability (in the sense of Tao)
for the strong convergence of approximants to fixed points of uniformly continuous pseudocontractive
mappings in Banach spaces which are uniformly convex and uniformly smooth, i.e. a slightly
restricted form of the classical result of Reich. This is made possible by the existence of a modulus
of uniqueness specific to uniformly convex Banach spaces and by the arithmetization of the use of
the limit superior. The metastable convergence can thus be proved in a system which has the same
provably total functions as first-order arithmetic and therefore one may interpret the resulting proof
in Go¨del’s system T of higher-type functionals. The witness so obtained is then majorized (in the
sense of Howard) in order to produce the final bound, which is shown to be definable in the subsystem
T1. This piece of information is further used to obtain rates of metastability to results which were
previously only analyzed from the point of view of proof mining in the context of Hilbert spaces, i.e.
the convergence of the iterative schemas of Halpern and Bruck.
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1 Introduction
Let (X, ‖·‖) be a real Banach space, C ⊆ X be a nonempty bounded closed convex subset and T : C → C
be a nonexpansive mapping. For t ∈ (0, 1) and x ∈ C, let xt be the unique fixed point of the strict
contraction
Tt : C → C, Tt(y) := tT (y) + (1− t)x.
In 1967, Browder [9] and Halpern [33] independently proved in the case where X is a Hilbert space
that for t → 1, the path (xt) strongly converges and its limit is the fixed point of T which is closest to
x, i.e. Px, where P : C → Fix(T ) is the metric projection onto Fix(T ). Both proofs for the strong
convergence do not readily generalize even to the class of Lp spaces (other than L2).
That the strong convergence does hold in this case was finally shown in 1980, when Reich established
in the celebrated paper [60] that it actually holds in any uniformly smooth space. Moreover, Reich
showed that the limit is Qx, where Q is the unique sunny nonexpansive retraction Q : C → Fix(T ).
This result has subsequently been extended in many ways including the context of families of operators
[1, 2, 3].
The significance of Reich’s theorem is twofold:
• It provides for the first time an algorithmic approach to the construction of sunny nonexpansive
retractions. This aspect is highlighted e.g. in [21, 1].
• Many important iterative algorithms in nonlinear analysis are shown to be strongly convergent
by proving that they asymptotically approach (xtn) (for some suitable sequence (tn) ⊆ (0, 1)
converging to 1).
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We start discussing the first item in more detail. Nonexpansive retractions were first considered by Bruck
in [11], who showed – using Zorn’s lemma – that Fix(T ) is a nonexpansive retract of C, whenever X is
a real reflexive strictly convex Banach space. This result was generalized further in [12], in particular,
to reflexive Banach spaces which have the conditional fixed point property for nonexpansive mappings
which e.g. includes all uniformly smooth spaces. Since metric projections onto closed convex subsets are
nonexpansive only in Hilbert spaces, nonexpansive retractions are, already for Lp spaces (again, other
than L2), very different from metric projections and may not even exist although the metric projection
does. For example, Bruck showed in [14] that no real Banach space X with dimX ≥ 3 has a bounded
smooth subset E ⊂ X with nonempty interior which is the range of a nonexpansive retraction Q : X → E
unless X is a Hilbert space.
Retractions Q : C → E ⊆ C are called sunny if the property
∀x ∈ C ∀t ≥ 0 (Qx+ t(x−Qx) ∈ C → Q(Qx+ t(x−Qx)) = Qx)
holds. In smooth Banach spaces, for a retraction Q to be nonexpansive and sunny it is necessary and
sufficient for the variational inequality (where j denotes the single-valued normalized duality map)
∀x ∈ C ∀y ∈ E (〈x−Qx, j(y −Qx)〉 ≤ 0)
to hold, which in Hilbert spaces characterizes the metric projection. Thus, the relevance of sunny
nonexpansive retractions is that they are in many respects the right substitute for the metric projection
outside Hilbert spaces. From this characterization it follows that there is at most one sunny nonexpansive
retraction Q : C → E in smooth spaces (in [13], Bruck used the term ‘nonexpansive projection’ instead
of the nowadays common name ‘sunny nonexpansive retraction’). If X is even uniformly smooth and
strictly convex and E = Fix(T ) is the fixed point set of a nonexpansive mapping T : C → C, then
the unique sunny nonexpansive retraction Q : C → Fix(T ) necessarily exists [13]. Bruck’s proof is,
however, highly nonconstructive. Reich’s theorem establishes that the sunny nonexpansive retraction
can be obtained as the limit of objects xt which are constructively available (since Banach’s fixed point
theorem is constructive). Our logical analysis of the proofs due to Morales of Reich’s theorem implies
that the pointwise existence of sunny nonexpansive retracts can be carried out in a logically fairly weak
formal system (see Remark 6.6) which is of foundational interest.
As stated in the second item above, the great relevance of Reich’s theorem for algorithmic purposes
can also be seen from the fact that it implies the strong convergence of important iterative algorithms:
in [33], the so-called Halpern iteration (starting from some x0 ∈ C and using u ∈ C as anchor)
xn+1 := λn+1u+ (1− λn+1)Txn
is considered for (λn) ⊂ [0, 1] and – in Hilbert spaces – shown to converge to Pu for the metric
projection P : C → Fix(T ) under very restrictive conditions on (λn). In a milestone paper [67],
Wittmann generalized this to much more general sequences (λn) including for the first time the case
λn := 1/(n + 1). If T is linear and u = x0, then xn coincides (for this choice of (λn)) with the
ergodic average 1
n+1
∑n
i=0 T
ix0 and so Wittmann’s theorem is a nonlinear generalization of the classical
von Neumann mean ergodic theorem, while remaining strongly convergent (without linearity, the usual
ergodic averages are known to converge only weakly by results due to [6] and [26]). In [62], Wittmann’s
theorem is generalized to uniformly smooth Banach spaces by reducing the strong convergence of (xn) to
that of (xt) and then applying Reich’s theorem (in fact, [62] considers a somewhat larger class of spaces).
For Halpern’s more restrictive sequences (λn), this had already been shown in [60].
Reich [60] established his theorem not only for nonexpansive mappings but even for set-valued
accretive operators satisfying the range condition which, in particular, covers the important class of
continuous pseudocontractions, introduced by Browder [8], which extend the class of nonexpansive
mappings and which play a crucial role in the abstract formulation of Cauchy problems. For pseudocontractions
one can no longer use the Halpern iterative schema but has to apply a more complicated schema due to
Bruck [15]
xn+1 := (1− λn) xn + λnTxn − λnθn (xn − x1)
for suitable sequences (λn), (θn) in [0, 1]. In [18], it is shown that for Lipschitzian pseudocontractions
(a class which still strictly generalizes the class of nonexpansive mappings and which contains the class
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of strict pseudocontractions due to [10]) the strong convergence of the Bruck iteration schema can be
shown using the strong convergence of (xt), i.e. again by reduction to Reich’s theorem.
Furthermore, recently, in [4], a Halpern-type variant of the famous proximal point algorithm was
shown to strongly converge by a similar reduction.
These and many other results point to the paramount significance of this result of Reich. In this
paper, we give for the first time a quantitative account of it. From results of Neumann [56] on the
Halpern iteration and the aforementioned connection with the convergence of (xt) (which was treated
quantitatively in [46]), it follows that even for the case of Hilbert spaces, in fact, already for X := R
and C := [0, 1], there are simple computable mappings T : C → C for which (xn) := (x1− 1
n+1
) with the
anchor point x := 0 does not have a computable rate of convergence. In this situation, the next best
thing one can hope for is an effective so-called rate of metastability – in the sense of Terence Tao [65, 66],
the name having been suggested to him by Jennifer Chayes – i.e. a function Θ : N× NN → N such that
(∗) ∀k ∈ N ∀g ∈ NN ∃N ≤ Θ(k, g)∀n,m ∈ [N,N + g(N)]
(
‖xn − xm‖ < 1
k + 1
)
,
where [N,N + g(N)] := {N,N + 1, N + 2, . . . , N + g(N)}, whose complexity reflects the computational
content of the original convergence proof from which it is extractable by proof-theoretic methods (see
[40]). Note that (∗) provides a quantitative form of
∀k ∈ N ∀g ∈ NN ∃N ∈ N ∀n,m ∈ [N,N + g(N)]
(
‖xn − xm‖ < 1
k + 1
)
,
which, noneffectively, is equivalent to the ordinary Cauchy property of (xn). In proof theory, the
metastable version of the original Cauchy statement is known as the Kreisel no-counterexample interpretation
[50, 51]. General so-called logical metatheorems due to [39, 27, 40, 23, 46, 31] guarantee the extractability
of explicit effective bounds, in particular of rates of metastability, for large classes of proofs and provide
algorithms for their actual extraction from a given proof based on modern variants and extensions of
Go¨del’s [30] famous functional (‘Dialectica’) interpretation. Moreover, these bounds only depend on X ,
C and T via ‘majorizing’ data (such as moduli of smoothness on X or of uniform continuity of T and
norm bounds on the elements of C). These developments are all part of the research program of ‘proof
mining’, that aims to apply these logical techniques to proofs in a broad range of areas of mainstream
mathematics, such as nonlinear analysis, convex optimization, commutative algebra, ergodic theory or
topological dynamics; the standard introduction to the field is [40], while more recent surveys are [42, 43].
For the Hilbert space case of the problem at hand, such Θ’s of low primitive recursive complexity
have already been extracted both for the Browder-Halpern theorem and for Wittmann’s theorem in [41],
and an alternative way of using proof mining to derive these and related results was recently explored
in [25].
However, a quantitative analysis of Reich’s generalization to Banach spaces had been a major
challenge of the ‘proof mining’ paradigm for about ten years. The present paper, which for the first
time succeeds in achieving such an analysis, is the technically most complex extraction of a metastability
bound for a strong convergence theorem in analysis which has ever been carried out. The enormous
complexity of the final bound reflects the profound combinatorial and computational content of Reich’s
deep theorem.
More specifically, in the present paper, we extract for the first time a rate of metastability for
the convergence of (xt) for uniformly continuous pseudocontractions within the class of Banach spaces
which are uniformly smooth and uniformly convex (which covers all Lp spaces for 1 < p < ∞). Using
quantitative results extracted already in [46], this also gives the first explicit rate of metastability for
the extension (due to [62]) of Wittmann’s theorem to this class of spaces as well as, using quantitative
results from [49], the first rate of metastability for Bruck’s iteration for this class. All previous results
only considered the class of Hilbert spaces (or geodesic generalizations of Hilbert spaces such as CAT(0)
spaces [45] or CAT(κ) spaces for κ ≥ 0 [52]). As predicted by general logical metatheorems from [40, 46],
the rate of metastability (in the case where tn := 1 − 1n+1 ) only depends (in addition to ε and g) on a
norm bound b on the elements in C, on moduli τ , η of uniform smoothness and convexity, respectively,
of X and on a modulus θ of uniform continuity of T .
Our extraction of Θ analyzes the proof of Reich’s theorem given in 1990 by Morales [55]. This proof
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uses that the continuous convex function
F (z) := lim sup
n→∞
‖xtn − z‖2,
where (tn) is a sequence in (0, 1) which converges to 1, attains its infimum on the closed convex bounded
set C since X is reflexive, being uniformly smooth. (Reich’s original proof [60] produced the operator F
as the limit of a subsequence, which was shown to be well-defined in [61]; later developments of the idea,
even to this day, generally use a simplification of this by applying a Banach limit to the original sequence
– see, e.g., [17, 16, 64]; to our knowledge, the above definition – lifted from the theory of asymptotic
centers [22] – was first used by Morales in this context and afterwards picked up by few other authors.)
The proof then continues by forming the set of all points on which F attains its infimum, showing that
this set is invariant under the action of (the resolvent of) T and thus (the resolvent, and therefore) T
has a fixed point in this set. (The detour via the resolvent is not needed for nonexpansive mappings.) In
the deductive framework to which the known proof-theoretic bound extraction methods apply, it is not
clear how to define F as an object given as we do not have a term which assigns to a bounded sequence
of reals its lim sup (in technical terms this is due to the fact the functional interpretation of having such
a term has no solution by majorizable functionals; only if X would be assumed as separable – which we
have to avoid, however, for general reasons discussed in [40] as this prevents the extraction of uniform
bounds – then using the continuity of F it would be enough to define F on a dense sequence and this
could be done in our setting). So we aim to replace the use of F as an object by
(∗∗) ∀z ∈ C ∃a ∈ R+ (a = lim sup
n→∞
‖xtn − z‖2),
where ‘a = lim supn→∞ ‖xtn − z‖2’ is logically complex, namely it is a so-called Π03 statement.
This makes it difficult to formalize the above arguments in a setting which only allows one to use (∗∗).
That is why we add the additional assumption that X is a uniformly convex Banach space which yields
that F is a uniformly convex function. This is usually used to prove that asymptotic centers are unique
in this class of spaces, and we show that one can construct (by way of Proposition 2.4) a modulus of
uniqueness for the infimum problem stating that – given ε > 0 – there is a δ > 0 such that δ-approximate
infima points are ε-close to each other (for more details, see e.g. its use in Claims 2 and 3 of the proof
in Section 3). It is then sufficient to consider only δ-infima points instead of actual infima points. The
resulting proof can then be shown to be formalizable with the use of arithmetical comprehension which
already guarantees the extractability of a rate of metastability which is definable in the calculus T +B0,1,
where T is the system of the Hilbert-Go¨del [34, 30] primitive recursive functionals of finite type and B0,1
is the schema of Spector’s [63] bar recursion (of lowest type). We then show that the use of real limsup’s
can be replaced – using a process of arithmetization, see [36] and Remark 4.1 – by that of ε-limsup’s
whose existence can be shown using just induction (more precisely, using Π02-induction, to which it is
equivalent and which – by Parsons [58] – has a solution in the fragment T1 of T ).
Since the existence of δ-infima of F also requires only induction, it follows from this that one gets a
rate of metastability which is primitive recursive in the extended sense of T. The analysis of the δ-infima
argument shows that T2 suffices. When the details of the extraction are all carried out, it turns out that
for the particular instances of that argument used, actually T1 suffices, which, therefore, is the complexity
of our final bound. The statement (∗) with this explicit bound provides a finitary version (in the sense
of Tao) of the theorem that (xt) converges to the sunny nonexpansive retraction Qx of x (and so, in
particular, also of the existence of Q itself) since the latter can be derived from (∗) by an elementary
proof. In particular, it follows that only a single instance of Π01-comprehension is needed (or, as seen
from the viewpoint of constructive mathematics and in the presence of Π01-AC
0,0 choice for numbers, only
the Σ01 law of excluded middle) to derive the theorem. We believe that our analysis exhibits the explicit
numerical content of the existence proof for Q. Only future research will show whether the complexity
class T1 is the best possible or whether an ordinary primitive recursive rate Θ ∈ T0 can be achieved (or
even whether a close examination of our bound might show that it can already be defined in T0, see
Remark 6.3).
The next section introduces the preliminary notions used to discuss and prove our result, namely on
uniformly convex and uniformly smooth spaces, and on nonexpansive retractions and pseudocontractions.
Highlights include the modulus of convexity for the squared norm of a uniformly convex space – which
has as an immediate consequence the uniform convexity of the function F discussed above – as well
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as the introduction of the resolvent gT of a continuous pseudocontraction T that allows one to use
nonexpansiveness arguments as needed. Section 3 details the way to an intermediate proof of the main
result where the use of F as an operator has been eliminated and only ε-infima of it are needed, which
are made useful by means of the modulus of uniqueness. In Section 4 even this use of F in the form of
pointwise limsup’s is removed, as they are replaced with approximate limsup’s. Some care must be taken
to ensure that approximate limsup’s may be shown to exist using just induction (Proposition 4.3) and
that they are useful for our purposes (Lemma 4.5). Finally, in Section 5, the higher-order portions of the
witness extraction are carried out, yielding a highly complex, though structured, realizer. In Section 6
this realizer is progressively majorized in order to obtain our goal, namely a rate of metastability. It
is argued there both that this final bound Θ is expressible in T1 and that the metastability statement
is a true finitization (again in the sense of T. Tao) of the full form of the original strong convergence
statement. Playing the role of an epilogue, Section 7 presents two completions by means of our result
of proof mining analyses which had only been carried partially (in the sense that a rate of metastability
was produced assuming such a rate for (xtn) be given which so far was known only in the Hilbert space
case), namely the strong convergence of the iterations of B. Halpern and R. E. Bruck.
2 Preliminaries
2.1 Classes of Banach spaces
2.1.1 Uniformly convex spaces
Definition 2.1 (cf. [19, 20]). Let X be a Banach space. We call the function δX : (0, 2] → R, defined,
for all ε ∈ (0, 2], by:
δX(ε) := inf
{
1−
∥∥∥∥x+ y2
∥∥∥∥ ∣∣ ‖x‖ = ‖y‖ = 1, ‖x− y‖ ≥ ε}
“the” modulus of convexity of X.
The following result shows that this modulus can be obtained in a less strict way.
Proposition 2.2 ([53, p. 60]). Let X be a Banach space. Then, for all ε ∈ (0, 2],
δX(ε) = inf
{
1−
∥∥∥∥x+ y2
∥∥∥∥ ∣∣ ‖x‖ ≤ 1, ‖y‖ ≤ 1, ‖x− y‖ ≥ ε} .
Corollary 2.3. Let X be a Banach space. TFAE:
(a) for all ε ∈ (0, 2], δX(ε) > 0.
(b) there is an η : (0, 2]→ (0, 1] (called “a” modulus of convexity) such that for all ε ∈ (0, 2] and all
x, y ∈ X with ‖x‖ ≤ 1, ‖y‖ ≤ 1 and ‖x− y‖ ≥ ε one has that∥∥∥∥x+ y2
∥∥∥∥ ≤ 1− η(ε).
(One can, obviously, for the implication “(a) ⇒ (b)”, put, for all ε, η(ε) := δX(ε).) In this case, X is
called uniformly convex.
The following is an application of a recent proof mining result of Bacˇa´k and the first author, specifically
[5, Proposition 3.2], itself a quantitative version of a theorem of Za˘linescu [70, Theorem 4.1]. We remark
that a similar kind of result (i.e. with a different modulus) may be obtained by adapting an argument
from [69, Section 2] to work with η instead of δX . The non-quantitative version may also be found in
the statement of [68, Theorem 2], but the proof given there is highly non-constructive.
Proposition 2.4. Let X be a uniformly convex Banach space having η as a modulus and let b ≥ 12 . Put,
for all ε ∈ (0, 2],
ψb,η(ε) := min

(
min
(
ε
2 ,
ε2
72bη
2
(
ε
2b
)))2
4
,
ε2
48
η2
( ε
2b
) .
Then, for all ε ∈ (0, 2]:
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(a) ψb,η(ε) > 0.
(b) for all x, y ∈ X with ‖x‖ ≤ b, ‖y‖ ≤ b, ‖x− y‖ ≥ ε, we have that∥∥∥∥x+ y2
∥∥∥∥2 + ψb,η(ε) ≤ 12‖x‖2 + 12‖y‖2.
Proof. We may assume that x, y 6= 0.We seek to apply [5, Proposition 3.2]. We need, then, only to pass
from x to x‖x‖ and from y to
y
‖y‖ and then to put r := b, α := ‖x‖, β := ‖y‖ and Φ to be the squaring
function. To obtain the conclusion, one has to verify that, for an arbitrary r > 0, the squaring function
has on the interval [0, r] the function ε 7→ ε24 as a modulus of uniform convexity, ε 7→ ε2r as a modulus of
uniform continuity and ε 7→ ε2 as a modulus of uniform increasingness.
2.1.2 Smooth and uniformly smooth spaces
Definition 2.5. Let X be a Banach space. We define the normalized duality mapping of X to be
the map J : X → 2X∗, defined, for all x ∈ X, by
J(x) := {x∗ ∈ X∗ | x∗(x) = ‖x‖2, ‖x∗‖ = ‖x‖}.
A Banach space X is called smooth if for any x ∈ X with ‖x‖ = 1, we have that for any y ∈ X with
‖y‖ = 1, the limit
lim
h→0
‖x+ hy‖ − ‖x‖
h
(1)
exists. This condition has been proven to be equivalent to the fact that the normalized duality mapping
of the space, J : X → 2X∗ , is single-valued – and we shall denote its unique section by j : X → X∗.
Therefore, for all x ∈ E, j(x)(x) = ‖x‖2 and ‖j(x)‖ = ‖x‖. Hilbert spaces are smooth, and clearly
j(x)(y) is then simply 〈y, x〉, for any x, y in the space. Because of this, we may consider the j to be a
generalized variant of the inner product, sharing some of its nice properties. We shall generally denote,
for all spaces X , all x∗ ∈ X∗ and y ∈ X , x∗(y) by 〈y, x∗〉. In addition, the homogeneity of j – i.e. that
for all x ∈ X and t ∈ R, j(tx) = tj(x) – follows immediately from the definition of the duality mapping.
Remark 2.6. These notions of smoothness were introduced in [20], under the name of flattening.
Lemma 2.7 (cf. [59, Lemma 1]). Let X be a smooth space and x, y ∈ X. Then
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, j(x+ y)〉
Proof. We have that
‖x+ y‖2 = 〈x+ y, j(x+ y)〉
= 〈x, j(x + y)〉+ 〈y, j(x+ y)〉
≤ ‖x+ y‖‖x||+ 〈y, j(x+ y)〉
≤ 1
2
(‖x‖2 + ‖x+ y‖2) + 〈y, j(x+ y)〉,
from which the conclusion follows.
Definition 2.8 ([53, Definition 1.e.1.(ii)]). Let X be a Banach space. We call the function ρX : (0,∞)→
R, defined, for all t > 0, by
ρX(t) := sup
{‖x+ y‖+ ‖x− y‖
2
− 1 ∣∣ ‖x‖ = 1, ‖y‖ = t} ,
“the” modulus of smoothness of X. We remark that for all t, 0 ≤ ρX(t) ≤ t.
The following characterization is immediate.
Proposition 2.9. Let X be a Banach space. TFAE:
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(a) lim
t→0
ρX (t)
t
= 0.
(b) there is a τ : (0,∞)→ (0,∞) (called “a” modulus of smoothness) such that for all ε > 0 and all
x, y ∈ X with ‖x‖ = 1, ‖y‖ ≤ τ(ε) one has that
‖x+ y‖+ ‖x− y‖ ≤ 2 + ε‖y‖.
In this case, X is called uniformly smooth.
Remark 2.10. A uniformly smooth space is smooth, and this condition is equivalent to the limit in (1)
being attained uniformly in the pair of variables (x, y).
Remark 2.11. Unlike in the case of convexity, “the” modulus of smoothness is not “a” modulus of
smoothness.
Proposition 2.12 (cf. [46, Proposition 2.5]). Let X be a uniformly smooth Banach space with modulus
τ . Put, for all b > 0 and ε > 0,
r1(ε) := min(ε, 2), r2(b) := max(b, 1), ωτ (b, ε) :=
r1(ε)
2
12r2(b)
· τ
(
r1(ε)
2r2(b)
)
.
Then for all b > 0, ε > 0 and all x, y ∈ X with ‖x‖ ≤ b and ‖y‖ ≤ b, if ‖x − y‖ ≤ ωτ (b, ε) then
‖j(x)− j(y)‖ ≤ ε.
In the PhD thesis of Be´nilan [7, p. 0.5, Proposition 0.3], it is shown that the norm-to-norm uniform
continuity on bounded subsets of an arbitrary duality selection mapping is in fact equivalent to uniform
smoothness. A more recent proof which uses ideas due to Giles [28] may be found in [48, Appendix A].
2.2 Classes of mappings
In this section, we fix a smooth Banach space X and C ⊆ X a closed, convex, nonempty subset.
2.2.1 Nonexpansive mappings and sunny nonexpansive retractions
Definition 2.13. A map Q : C → X is called nonexpansive if for all x, y ∈ C, ‖Qx−Qy‖ ≤ ‖x− y‖.
Let E ⊆ C be nonempty.
Definition 2.14. A map Q : C → E is called a retraction if for all x ∈ E, Qx = x.
Definition 2.15. A retraction Q : C → E is called sunny if for all x ∈ C and t ≥ 0,
Q(Qx+ t(x −Qx)) = Qx, if Qx+ t(x−Qx) ∈ C.
Proposition 2.16 ([29, Lemma 1.13.1]). Let Q : C → E be a retraction. Then Q is sunny and
nonexpansive if and only if for all x ∈ C and y ∈ E,
〈x−Qx, j(y −Qx)〉 ≤ 0.
Proposition 2.17. There is at most one sunny nonexpansive retraction from C to E.
Proof. Let Q1 and Q2 be two such retractions. Let x ∈ C. It follows that
〈x−Q1x, j(Q2x−Q1x)〉 ≤ 0
and
〈x−Q2x, j(Q1x−Q2x)〉 ≤ 0.
Using the homogeneity of j and then summing up, it follows that ‖Q2x − Q1x‖2 ≤ 0 and therefore
Q1x = Q2x.
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2.2.2 Pseudocontractions
Definition 2.18. Let T : C → C. We call a function θ : (0,∞) → (0,∞) a modulus of continuity
for T if for all ε > 0 and x, y ∈ C with ‖x− y‖ ≤ θ(ε), we have that ‖Tx− Ty‖ ≤ ε.
Remark 2.19. A map T : C → C has a modulus of continuity iff it is uniformly continuous.
Definition 2.20 ([8, Definition 1]). A map T : C → C is called a pseudocontraction if for all x, y ∈ C
and t > 0, we have that
t‖x− y‖ ≤ ‖(t+ 1)(x− y)− (Tx− Ty)‖. (2)
Proposition 2.21. Any nonexpansive map is a pseudocontraction.
Proof. Let T : C → C be nonexpansive. Let x, y ∈ C and t > 0. We have that(
1 +
1
t
)
‖x− y‖ ≤
∥∥∥∥(1 + 1t
)
(x− y)− 1
t
(Tx− Ty)
∥∥∥∥+ 1t ‖Tx− Ty‖
≤
∥∥∥∥(1 + 1t
)
(x− y)− 1
t
(Tx− Ty)
∥∥∥∥+ 1t ‖x− y‖,
so
‖x− y‖ ≤
∥∥∥∥(1 + 1t
)
(x− y)− 1
t
(Tx− Ty)
∥∥∥∥ .
Multiplying by t, we obtain our conclusion.
We have the following equivalence.
Proposition 2.22 ([8, Proposition 1]). Let T : C → C. Then T is a pseudocontraction if and only if
for all x, y ∈ C,
〈Tx− Ty, j(x− y)〉 ≤ ‖x− y‖2.
Definition 2.23 (cf. [32, (2.9)]). Let k ∈ (0, 1). A map T : C → C is called a k-strong pseudocontraction
if for all x, y ∈ C,
〈Tx− Ty, j(x− y)〉 ≤ k‖x− y‖2.
Proposition 2.24. Let T : C → C be a continuous pseudocontraction, k ∈ (0, 1) and u ∈ C. Define
the map U : C → C, by putting, for all x ∈ C, Ux := kTx+ (1 − k)u. Then U is a continuous k-strong
pseudocontraction.
Proof. We have that for all x, Tx = 1
k
Ux− 1−k
k
u, so for all x, y,〈
1
k
Ux− 1
k
Uy, j(x− y)
〉
≤ ‖x− y‖2,
from which our conclusion follows.
Proposition 2.25. Let k ∈ (0, 1) and T : C → C be a continuous k-strong pseudocontraction. Then T
has a unique fixed point.
Proof. If x and y are fixed points of T , ‖x − y‖2 ≤ k‖x− y‖2, so x = y. The existence of a fixed point
follows from [54, Proposition 3] and the convexity of C.
Definition 2.26. If T : C → C is a pseudocontraction, we define the map fT : C → X, for all x ∈ C,
by fT (x) := 2x− Tx.
Proposition 2.27. Let T : C → C be a continuous pseudocontraction. Then for all y ∈ C there is a
unique x ∈ C such that fT (x) = y.
Proof. Let y ∈ C. Define the map U : C → C, for all z ∈ C, by Uz := Tz+y2 . Then, by Proposition 2.24,
U is a continuous 12 -strong pseudocontraction. Since we have that for all x ∈ C, fT (x) = y iff Ux = x,
the conclusion follows by applying Proposition 2.25.
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Definition 2.28. If T : C → C is a continuous pseudocontraction, we define the map gT : C → C by
putting, for all y ∈ C, gT (y) to be the unique x ∈ C such that fT (x) = y.
Notation 2.29. For any function θ : (0,∞)→ (0,∞) and for any ε > 0, put θ˜(ε) := min ( ε4 , θ ( ε2)).
Proposition 2.30. Let T : C → C be a continuous pseudocontraction. Then:
(i) for all y ∈ C, fT (gT (y)) = y;
(ii) gT is nonexpansive;
(iii) for all x ∈ C, ‖x− gTx‖ ≤ ‖x− Tx‖;
(iv) gT and T have the same fixed points;
(v) if T is uniformly continuous with modulus θ, then for all x ∈ C and all ε > 0, with ‖x−gTx‖ ≤ θ˜(ε),
we have that ‖x− Tx‖ ≤ ε.
Proof. (i) Immediately, from the definition of gT .
(ii) Let x, y ∈ C and apply (2) for x 7→ gT (x), y 7→ gT (y) and t 7→ 1 to obtain – using (i) – that
‖gTx− gT y‖ ≤ ‖fTgTx− fT gT y‖ = ‖x− y‖.
(iii) Let x ∈ C and apply (2) for x 7→ x, y 7→ gT (x) and t 7→ 1 to obtain – again, using (i) – that
‖x− gTx‖ ≤ ‖fTx− fT gTx‖ = ‖fTx− x‖ = ‖x− Tx‖.
(iv) One direction follows from (iii). For the other, let p ∈ C be such that gT p = p. Then p = fT gT p =
fT p = 2p− Tp, so p is a fixed point of T .
(v) What follows is a quantitative version of the proof of (iv). If ‖x−gTx‖ ≤ θ
(
ε
2
)
, then ‖Tx−TgTx‖ ≤
ε
2 . Therefore, we have that
‖x− Tx‖ = ‖fTx− x‖ = ‖fTx− fT gTx‖
= ‖2(x− gTx)− (Tx− TgTx)‖
≤ 2‖x− gTx‖+ ‖Tx− TgTx‖
≤ 2 · ε
4
+
ε
2
= ε.
Definition 2.31. If T : C → C is a continuous pseudocontraction, we define the map hT : C → C by
putting hT := T if T is nonexpansive and hT := gT otherwise.
The map hT is defined purely for our convenience, as we could have used gT regardless of the status
of T , but we want to emphasize that if T is nonexpansive, then the use of T is sufficient.
Corollary 2.32. Let T : C → C be a continuous pseudocontraction. Then:
(i) hT is nonexpansive;
(ii) for all x ∈ C, ‖x− hTx‖ ≤ ‖x− Tx‖;
(iii) if T is uniformly continuous with modulus θ, then for all x ∈ C and all ε > 0, with ‖x−hTx‖ ≤ θ˜(ε),
we have that ‖x− Tx‖ ≤ ε;
(iv) hT and T have the same fixed points.
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3 The proof using limsup’s but only ε-infima
The main focus of this paper is the following theorem (here and below N∗ := {1, 2, 3, . . .}).
Theorem 3.1 (cf. [60]). Let X be a Banach space which is uniformly convex with modulus η and
uniformly smooth with modulus τ . Let C ⊆ X a closed, convex, nonempty subset. Let b ∈ N∗ be such
that for all y ∈ C, ‖y‖ ≤ b and the diameter of C is bounded by b. Let T : C → C be a pseudocontraction
that is uniformly continuous with modulus θ and x ∈ C. For all t ∈ (0, 1) put xt to be the unique point in
C such that xt = tTxt+ (1− t)x (which exists by Propositions 2.24 and 2.25). Then for all (tn) ⊆ (0, 1)
such that lim
n→∞
tn = 1 we have that (xtn) is Cauchy.
This theorem was first proven by Reich [60] without the assumption of uniform convexity. The
starting point of our investigations is the proof given by Morales [55], which we shall now illustrate, after
giving a preliminary lemma.
Lemma 3.2. Let (an), (bn) be two bounded sequences of reals. Then
lim inf
n→∞
(an − bn) ≤ lim sup
n→∞
an − lim sup
n→∞
bn.
Proof. We have that:
lim sup
n→∞
bn = lim sup
n→∞
(bn − an + an) ≤ lim sup
n→∞
(bn − an) + lim sup
n→∞
an = − lim inf
n→∞
(an − bn) + lim sup
n→∞
an.
Proof of the theorem. We first show that for all (tn) ⊆ (0, 1) such that lim
n→∞
tn = 1, there exist a
p ∈ Fix(T ) and (nk), strictly increasing, such that (xtnk )→ p. Put, for all n, xn := xtn . Then, for all n,
‖xn − Txn‖ = ‖tnTxn + (1− tn)x− Txn‖ = ‖(1− tn)(x − Txn)‖ ≤ (1− tn)b,
so limn→∞ ‖xn − Txn‖ = 0 and therefore (by Corollary 2.32.(ii)) limn→∞ ‖xn − hTxn‖ = 0. Define now
F : C → R+, for all z ∈ C, by F (z) := lim supn→∞ ‖xn − z‖. Let K be the set of minimizers of F .
Claim. There is a p ∈ K ∩ Fix(T ).
Proof of claim: Since F is convex and continuous, C is closed convex bounded nonempty, and X is
uniformly smooth, hence reflexive, we have that K 6= ∅. Let y ∈ K and z ∈ C. Then:
F (hT y) = lim sup
n→∞
‖xn − hT y‖ ≤ lim sup
n→∞
(‖xn − hTxn‖+ ‖hTxn − hT y‖)
≤ lim sup
n→∞
(‖xn − hTxn‖+ ‖xn − y‖)
≤ lim sup
n→∞
‖xn − hTxn‖+ lim sup
n→∞
‖xn − y‖
= F (y) ≤ F (z),
so hT y ∈ K. Since K is a closed convex bounded nonempty subset of a uniformly smooth space, and it
is invariant under the action of the nonexpansive mapping hT , we have that there is a p ∈ K ∩Fix(hT ),
so by Corollary 2.32.(iv), p ∈ K ∩ Fix(T ). 
We only sketch the remainder of the proof, since the details that will actually be used shall be given
later. Let ε > 0 and put r := x − p. Using the continuity of j, let µ ∈ (0, 1) be small enough such that
for any n, 〈r, j(xn−p)〉 ≤ ε+ 〈r, j(xn−p−µr)〉. (Note that p+µr = (1−µ)p+µx ∈ C.) By Lemma 2.7,
we have that ‖xn − p− µr‖2 ≤ ‖xn − p‖2 + 2〈−µr, j(xn − p− µr)〉. Summing up, we get that
〈r, j(xn − p)〉 ≤ ε+ 1
2µ
(‖xn − p‖2 − ‖xn − p− µr‖2),
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so by Lemma 3.2, lim infn→∞〈r, j(xn − p)〉 ≤ ε. Since ε was chosen arbitrarily and r = x− p, we easily
get that there is an (nk), strictly increasing, such that lim supk→∞〈x− p, j(xnk − p)〉 ≤ 0. We use that
T is a pseudocontraction to derive that for any n,
〈xn − x, j(xn − p)〉 = tn〈Txn − Tp, j(xn − p)〉+ tn〈p− x, j(xn − p)〉
≤ tn‖xn − p‖2 + tn〈p− x, j(xn − p)〉
= tn〈xn − x, j(xn − p)〉,
so that 〈xn − x, j(xn − p)〉 ≤ 0, which we sum up with the previous inequality to get that (xtnk )→ p.
To obtain the convergence of (xtn) for any (suitable, from now on) sequence (tn), it is clear that we
need only to show that there is a p such that for any (tn) there is an (nk) such that (xtnk ) → p. Fix
a canonical sequence, say sm := 1 − 1m+1 , for any m. By the previous argument, we have that there is
an (ml) and a p ∈ Fix(T ) such that (xsml ) → p. Now consider a sequence (tn). Again, by the above,
there is an (nk) and a q ∈ Fix(T ) such that (xtnk ) → q. What remains to be shown is that p = q. Let
ε > 0. Put, for all k, xk = xtnk . Let k0 be big enough such that ‖xk0 − q‖ ≤ ε2/4b and that (again,
using the continuity of j) 〈xk0 − x, j(q − p) − j(xk0 − p)〉 ≤ ε2/4. Using arguments like before, we get
that 〈q − x, j(q − p)〉 ≤ ε2/2 and similarly 〈p− x, j(p− q)〉 ≤ ε2/2, so ‖p− q‖ ≤ ε. 
It is now clear that the least elementary principles are used in the Claim, where appeal is made
to results of Banach space theory as established in a set-theoretic framework. From the point of a
quantitative analysis the most difficult argument is the proof of K 6= ∅ using the reflexivity of X. This
can be avoided as follows. In the light of the conclusion of the theorem, it is immediate that the function
F has a unique minimizer, namely the limit of (xtn), so a viable idea would be to get to this uniqueness
in an a priori way. This is where the additional hypothesis of uniform convexity helps us, through
Proposition 2.4, which gives a modulus of uniform convexity for the squared norm – and thus also for F –
that acts as a modulus of minimizer uniqueness for F which allows one to show the existence of an actual
minimizer as the limit of approximate minimizers, with this modulus providing a rate of convergence.
Let us see how these concepts come into play.
Second proof of the Claim. We divide this proof into a series of claims.
Claim 1. For all ε > 0 there is a y ∈ C such that for all z ∈ C:
• lim sup
n→∞
‖xn − y‖2 ≤ lim sup
n→∞
‖xn − z‖2 + ε;
• lim sup
n→∞
‖xn − hT y‖2 ≤ lim sup
n→∞
‖xn − z‖2 + ε.
Proof of claim: As before, we have that limn→∞ ‖xn− hTxn‖ = 0. Suppose that for all y ∈ C there is
a z ∈ C such that
lim sup
n→∞
‖xn − y‖2 > lim sup
n→∞
‖xn − z‖2 + ε.
Let yˆ ∈ C and put K := ⌈ b
ε
⌉
. Put, then, f1 := yˆ and for all i ∈ {1, . . . ,K} put fi+1 such that
lim sup
n→∞
‖xn − fi‖2 > lim sup
n→∞
‖xn − fi+1‖2 + ε.
Therefore,
b ≥ lim sup
n→∞
‖xn − f1‖2 > lim sup
n→∞
‖xn − fK+1‖2 +Kε ≥ Kε ≥ b,
which is a contradiction. Thus, there is a y ∈ C such that for all z ∈ C
lim sup
n→∞
‖xn − y‖2 ≤ lim sup
n→∞
‖xn − z‖2 + ε.
Now, we have, again as before, that
lim sup
n→∞
‖xn − hT y‖ ≤ lim sup
n→∞
‖xn − y‖,
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so, for all z ∈ C,
lim sup
n→∞
‖xn − hT y‖2 ≤ lim sup
n→∞
‖xn − y‖2 ≤ lim sup
n→∞
‖xn − z‖2 + ε.

Claim 2. For all ε > 0 there is a u ∈ C such that:
• for all z ∈ C, lim sup
n→∞
‖xn − u‖2 ≤ lim sup
n→∞
‖xn − z‖2 + ε;
• ‖u− Tu‖ ≤ ε.
Proof of claim: Take η1 := min
(
ε, 12ψb,η(θ˜(ε))
)
> 0. Apply Claim 1 for (tn) and η1 and put u to be
the resulting y. We have only to show that ‖u− hTu‖ ≤ θ˜(ε), since from that, using Corollary 2.32.(iii),
it follows that ‖u− Tu‖ ≤ ε. Suppose not. Then, for all n,
‖(xn − u)− (xn − hTu)‖ = ‖u− hTu‖ ≥ θ˜(ε),
so, for all n, by Proposition 2.4,∥∥∥∥xn − (u+ hTu2
)∥∥∥∥2 + ψb,η(θ˜(ε)) ≤ 12‖xn − u‖2 + 12‖xn − hTu‖2.
Then, applying the defining property of u, we get that
lim sup
n→∞
∥∥∥∥xn − (u+ hTu2
)∥∥∥∥2 + ψb,η(θ˜(ε)) ≤ 12 lim supn→∞ ‖xn − u‖2 + 12 lim supn→∞ ‖xn − hTu‖2
≤ lim sup
n→∞
∥∥∥∥xn − (u+ hTu2
)∥∥∥∥2 + η1,
which is a contradiction, since 0 < η1 ≤ 12ψb,η(θ˜(ε)). 
Again, we only sketch the remainder of this proof. For any m ∈ N∗, we fix a um such that for all
z ∈ C, lim supn→∞ ‖xn − um‖2 ≤ lim supn→∞ ‖xn − z‖2 + 1/m and ‖um− Tum‖ ≤ 1/m. We show that
(um) is Cauchy. Let ε > 0 and let m, p ≥ ⌈2/ψb,η(ε)⌉. Assume that ‖um − up‖ > ε. Then, for all n,
using Proposition 2.4 as before,
lim sup
n→∞
∥∥∥∥xn − (um + up2
)∥∥∥∥2 + ψb,η(ε) ≤ 12 lim supn→∞ ‖xn − um‖2 + 12 lim supn→∞ ‖xn − up‖2
≤ lim sup
n→∞
∥∥∥∥xn − (um + up2
)∥∥∥∥2 + 12ψb,η(ε),
which is a contradiction. It is then immediate that the limit of (um) satisfies our requirements. 
The next principles we can now remove from the proof are the ones that allowed us, for example, to
pass to the limit in the argument above. What we do is to show that the approximate solutions obtained
in Claim 2 are enough for the whole line of argument to go through, by essentially removing any ideal
point that would appear in the course of the proof by an approximate one. This is made possible again
by the use of Proposition 2.4, asserting that two δ-infima of F , for sufficiently small δ, must be ε-close.
Also, it is now clear that the resulting proof does no longer use the existence of F as a function but only
the existence of the individual limsup’s in the form
∀z ∈ C ∃a ∈ R+ (a = lim sup
n→∞
‖xtn − z‖2).
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As a result of this, the proof may be formalized in a deductive system to which the logical bound
extraction theorems, mentioned in the Introduction, apply – which is not clear if F would be needed as
an object (see also Remark 3.3 below).
Proof of the theorem using only the aforementioned principles. We presuppose the truth of Claim 2 in
the previous proof, i.e. that for all (tn) ⊆ (0, 1) such that lim
n→∞
tn = 1 and for all ε > 0 there is a u ∈ C
such that:
• for all z ∈ C, lim sup
n→∞
‖xtn − u‖2 ≤ lim sup
n→∞
‖xtn − z‖2 + ε;
• ‖u− Tu‖ ≤ ε.
Thus, we shall start the numbering of claims at 3.
Claim 3. For all (tn) ⊆ (0, 1) such that lim
n→∞
tn = 1 and for all ε > 0 there is a v ∈ C such that:
• for all z ∈ C, lim sup
n→∞
‖xtn − v‖2 ≤ lim sup
n→∞
‖xtn − z‖2 + ε;
• for all t ∈ (0, 1), 〈xt − x, j(xt − v)〉 ≤ ε.
Proof of claim: Take η2 := min
(
ε, 12ψb,η
(
ωτ
(
b, ε2b
)))
.
Apply Claim 2 for (tn) and η2 and put v to be the resulting u.
We have to show that for all t ∈ (0, 1), 〈xt − x, j(xt − v)〉 ≤ ε. Let t ∈ (0, 1) and put δ :=
min
(
η2,
ε(1−t)
2b
)
. Apply Claim 2 for (tn) and δ and put v
′ to be the resulting u, so in particular
‖v′ − Tv′‖ ≤ δ. We then obtain that
〈xt − x, j(xt − v′)〉 = 〈t(Txt − x), j(xt − v′)〉
= t〈Txt − Tv′, j(xt − v′)〉+ t〈Tv′ − v′, j(xt − v′)〉+ t〈v′ − x, j(xt − v′)〉
≤ t‖xt − v′‖2 + t‖Tv′ − v′‖‖xt − v′‖+ t〈v′ − x, j(xt − v′)〉
≤ t‖xt − v′‖2 + t〈v′ − x, j(xt − v′)〉+ tδb
≤ t〈xt − v′, j(xt − v′)〉+ t〈v′ − x, j(xt − v′)〉+ δb
= t〈xt − x, j(xt − v′)〉+ δb,
from which we get that
〈xt − x, j(xt − v′)〉 ≤ δb
1− t ≤
ε
2
. (3)
Suppose that ‖v − v′‖ ≥ ωτ (b, ε2b ), so, for all n,∥∥∥∥xn − v + v′2
∥∥∥∥2 + ψb,η (ωτ (b, ε2b)) ≤ 12‖xn − v‖2 + 12‖xn − v′‖2.
Then
lim sup
n→∞
∥∥∥∥xn − (v + v′2
)∥∥∥∥2 + ψb,η (ωτ (b, ε2b)) ≤ 12 lim supn→∞ ‖xn − v‖2 + 12 lim supn→∞ ‖xn − v′‖2
≤ lim sup
n→∞
∥∥∥∥xn − (v + v′2
)∥∥∥∥2 + η2,
which is a contradiction. So ‖v − v′‖ ≤ ωτ (b, ε2b ), i.e. ‖(xt − v) − (xt − v′)‖ ≤ ωτ (b, ε2b ). From that we
obtain
‖j(xt − v)− j(xt − v′)‖ ≤ ε
2b
and
〈xt − x, j(xt − v)− j(xt − v′)〉 ≤ ε
2b
· b = ε
2
. (4)
From (3) and (4) we derive our conclusion. 
Claim 4. For all (tn) ⊆ (0, 1) such that lim
n→∞
tn = 1 and for all ε > 0 there is a w ∈ C such that:
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• for all t ∈ (0, 1), 〈xt − x, j(xt − w)〉 ≤ ε;
• there exists (nk), strictly increasing, such that lim sup
k→∞
‖xtnk − w‖2 ≤ ε.
Proof of claim: Put µ := min
(
ωτ(b, ε3b )
b
, 14
)
and η3 := min
(
ε
3 , 2µ · ε3
)
.
Apply Claim 3 for (tn) and η3 and put w to be the resulting v. Denote, for all n, xn := xtn . We have
that, for all n,
〈xn − x, j(xn − w)〉 ≤ ε
3
. (5)
Put q := x− w. Since µ ∈ (0, 1), w + µq = (1 − µ)w + µx ∈ C. By Lemma 2.7, we have that
‖xn − w − µq‖2 ≤ ‖xn − w‖2 + 2〈−µq, j(xn − w − µq)〉. (6)
Since
‖(xn − w) − (xn − w − µq)‖ = ‖µq‖ ≤ µb ≤ ωτ
(
b,
ε
3b
)
,
we have that
‖j(xn − w) − j(xn − w − µq)‖ ≤ ε
3b
,
and so that
〈q, j(xn − w)〉 ≤ ε
3
+ 〈q, j(xn − w − µq)〉. (7)
From (6) and (7) we get that
〈q, j(xn − w)〉 ≤ ε
3
+
1
2µ
(‖xn − w‖2 − ‖xn − w − µq‖2).
Applying Lemma 3.2, we obtain that
lim inf
n→∞
〈q, j(xn − w)〉 ≤ ε
3
+
1
2µ
(
lim sup
n→∞
‖xn − w‖2 − lim sup
n→∞
‖xn − w − µq‖2
)
≤ ε
3
+
1
2µ
· 2µ · ε
3
=
2ε
3
,
and therefore that there exists (nk), strictly increasing, such that
lim
k→∞
〈q, j(xnk − w)〉 ≤
2ε
3
,
so in particular, noting also that q = x− w,
lim sup
k→∞
〈x− w, j(xnk − w)〉 ≤
2ε
3
.
Using (5), we derive lim sup
k→∞
‖xnk − w‖2 ≤ ε, i.e. our conclusion. 
Claim 5. For all ε > 0 there is a g ∈ C such that for all (tn) ⊆ (0, 1) with lim
n→∞
tn = 1, there exists (nk),
strictly increasing, such that
lim sup
k→∞
‖xtnk − g‖ ≤ ε.
Proof of claim: Put
η4 := min
 ε224 , ε4482b2 , ω
2
τ
(
b, ε
2
24b
)
4

and, for all m, sm := 1− 1m+1 .
Apply Claim 4 for (sm) and η4 and put g to be the resulting w. In particular, there is (ml), strictly
increasing, such that lim sup
l→∞
‖xsml − g‖2 ≤ η4.
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Let now (tn) be chosen arbitrarily such that lim
n→∞
tn = 1. Apply Claim 4 for (tn) and η4 and put g
′
to be the resulting w. In particular, there is (nk), strictly increasing, such that lim sup
k→∞
‖xtnk − g′‖2 ≤ η4.
We have that for all k,
〈xtnk − x, j(xtnk − g)〉 ≤ η4 ≤
ε2
24
.
Take a k0 sufficiently large such that
‖xtnk0 − g
′‖ ≤ lim sup
k→∞
‖xtnk − g′‖+min
 ε2
48b
,
ωτ
(
b, ε
2
24b
)
2
 .
We have that
‖xtnk0 − g
′‖ ≤ ε
2
48b
+
ε2
48b
=
ε2
24b
and that
‖(xtnk0 − g)− (g
′ − g)‖ = ‖xtnk0 − g
′‖ ≤
ωτ
(
b, ε
2
24b
)
2
+
ωτ
(
b, ε
2
24b
)
2
= ωτ
(
b,
ε2
24b
)
,
so
‖j(xtnk0 − g)− j(g
′ − g)‖ ≤ ε
2
24b
.
Therefore
〈g′ − x, j(g′ − g)〉 ≤ 〈g′ − xtnk0 , j(g
′ − g)〉+ 〈xtnk0 − x, j(g
′ − g)〉
≤ b · ‖xtnk0 − g
′‖+ 〈xtnk0 − x, j(xtnk0 − g)〉
+ 〈xtnk0 − x, j(g
′ − g)− j(xtnk0 − g)〉
≤ b · ε
2
24b
+
ε2
24
+ b · ε
2
24b
=
ε2
8
.
Similarly, we obtain that
〈g − x, j(g − g′)〉 ≤ ε
2
8
.
Summing up, we get that 〈g−g′, j(g−g′)〉 ≤ ε24 , so ‖g−g′‖ ≤ ε2 . Since lim supk→∞ ‖xtnk−g′‖2 ≤ ε
2
24 ≤ ε
2
4 ,
we have
lim sup
k→∞
‖xtnk − g‖ ≤ lim sup
k→∞
‖xtnk − g′‖+ ‖g − g′‖ ≤
ε
2
+
ε
2
= ε,
i.e. our conclusion. 
Claim 6. For all ε > 0 there is an h ∈ C such that for all (tn) ⊆ (0, 1) with lim
n→∞
tn = 1, we have that
lim sup
n→∞
‖xtn − h‖ ≤ ε.
Proof of claim: Apply Claim 5 for ε and put h to be the resulting g. Let now (tn) be chosen arbitrarily
such that lim
n→∞
tn = 1.
Suppose that lim sup
n→∞
‖xtn − h‖ > ε. Then there is an η > 0 such that for all N there is an n ≥ N +1
such that ‖xtn −h‖ > ε+η, so there is an (nk), strictly increasing, such that for all k, ‖xtnk −h‖ > ε+η.
By the defining property of h, we get that there is a (kl), strictly increasing, such that
lim sup
n→∞
‖xtnkl − h‖ ≤ ε,
so there is an L such that for all l ≥ L,
‖xtnkl − h‖ ≤ ε+ η,
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which contradicts the defining property of (nk). 
Claim 7. For all (tn) ⊆ (0, 1) with lim
n→∞
tn = 1, we have that the sequence (xtn) is Cauchy.
Proof of claim: Denote, for all n, xn := xtn . We want to show that for all ε > 0 there is an N such
that for all m,n ≥ N , ‖xn− xm‖ ≤ ε. Let ε > 0. By applying Claim 6 for ε4 , we obtain an h ∈ C having
the property that there is an N such that for all n ≥ N ,
‖xn − h‖ ≤ ε
4
+
ε
4
=
ε
2
.
Take n,m ≥ N . Then
‖xn − xm‖ ≤ ‖xn − h‖+ ‖xm − h‖ ≤ ε
2
+
ε
2
= ε,
i.e. our conclusion. 
This last claim is exactly our desired statement. 
Remark 3.3 (for logicians; we use the terminology from [40]). An inspection of the proof of the Cauchy
property and hence of the metastability of (xtn) in this section shows that it can be carried out in the
formal system WE-PAω[X, ‖ · ‖, η, JX , ωX , C]+CAar where WE-PAω[X, ‖ · ‖, η, JX , ωX , C] is defined as
in [40, (17.68)] and then augmented by the normalized duality mapping JX and the modulus of uniform
smoothness ωX as in [46]. CAar denotes the schema of arithmetic comprehension which is needed to
show the existence of lim sup
n→∞
‖xtn − y‖2. From the logical metatheorems in [40, 46] and Theorems 11.11
and 11.13 in [40] it follows that one can extract a rate of metastability for the Cauchy property of (xtn)
which is definable in Go¨del’s calculus T of primitive recursive functionals of finite type augmented by
Spector’s bar recursion B0,1 of lowest type. In the next section we will show that even the use of B0,1
can be avoided.
4 The proof using approximate limsup’s
In this section we, in particular, show that the use of limsup’s can be replaced by that of ε-limsup’s whose
existence can be established by induction (for logicians: Π02-induction). As a result of this, the proof can
even be formalized without arithmetic comprehension and so the extractability of a primitive recursive
(in the sense of Go¨del’s T ) rate of metastability is guaranteed (see Remark 3.3). We also exhibit the
finitary content of the actual use of approximate limsup’s made in the proof.
Remark 4.1. The process of eliminating lim sup’s by an arithmetical principle in this section is in
line with [36, Proposition 5.9] where such an arithmetization of the use of limsup’s to T1 is shown to
be possible in a certain restrictive deductive context and by [38, Theorem 6.1] it is optimal. In [40,
Section 17.9], the approach is shown to work also within the framework of abstract spaces. In our
context, however, we cannot directly apply these results as the limsup’s are used in the presence of e.g.
inductions going beyond quantifier-free induction. However, as usual in the context of ordinary proofs,
the arithmetization can nevertheless be carried out without problems and we suspect that this could be
explained in terms of logical metatheorems by treating the inductions used as implicative assumptions
and using that the method behind these arithmetizations works for arbitrary (arithmetical) formulas
as long as certain monotonicity conditions are fulfilled (see [37]). Nevertheless, we leave this for future
research to clarify.
4.1 The arithmetized version of limits superior
Definition 4.2. Let (an) be a sequence of reals and ε > 0. A number a ∈ R is called an ε-approximate
limsup (or simply an ε-limsup) for (an) if:
• for all n there is an m such that an+m ≥ a− ε;
• there is a j such that for all l, aj+l ≤ a+ ε.
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What makes approximate limsup’s suitable for proof mining is that they admit an existence proof
which uses only Π02-induction.
Proposition 4.3 (Π02-IA). For all b, k ∈ N and for all sequences of reals (an) contained in the interval
[0, b], there is a p ∈ N with 0 ≤ p ≤ b · (k + 1) such that p
k+1 is a
1
k+1 -limsup of (an).
Proof. Let b, k and (an) be as in the statement.
Claim. There is a p ∈ N with 0 ≤ p ≤ b · (k + 1) such that it is not the case that for all j there is an l
with aj+l >
p−1
k+1 implies that for all j there is an l with aj+l >
p
k+1 .
Proof of claim: Assume towards a contradiction that the opposite holds, i.e. for all natural numbers
p smaller or equal to b · (k + 1), we have that Q(p) implies Q(p + 1), where Q(p) is the Π02 statement
that for all j there is an l such that aj+l >
p−1
k+1 . Since Q(0) holds trivially, we have by Π
0
2-induction
that Q(b · (k + 1) + 1). But that states that for all j there is an l such that aj+l > b, clearly false. 
Take p as in the Claim. Then 0 ≤ p ≤ b · (k + 1) and:
(i) for all n there is an m such that an+m >
p−1
k+1 , so an+m ≥ pk+1 − 1k+1 ,
(ii) there is a j such that for all l, aj+l ≤ pk+1 , so aj+l ≤ pk+1 + 1k+1 ,
i.e. p
k+1 is a
1
k+1 -limsup of (an).
Remark 4.4. One can even show, as mentioned in the Introduction, that this statement is equivalent
to Π02-induction. To do that, we tweak the argument used in the proof of [38, Theorem 6.1], whose
statement affirms that the existence of limsup’s (without function parameters) implies Π02-induction, to
also work with rational approximate limsup’s, i.e. in the form given in Proposition 4.3. The limsup
hypothesis is used two times: once in Claims 1-3 and once when it yields Σ01-induction as the first stage
of a bootstrapping process. The second application does not pose any serious problems, while the first
one is a bit more involved, since the statements of Claims 1-3 must be adjusted. Set, for any k ∈ N∗,
L(k) := 4k(k + 1) > 0. One then requires in Claims 2 and 3 from a to be a rational 1
L(k) -limsup and
a rational 1
L(k+1) -limsup of (q
f
n), respectively, while the new Claim 1 states that for any k, p ∈ N∗ with
p ≤ k and for any rational a ∈ [0, 1] which is a 1
L(k) -limsup of (q
f
n), the following are equivalent:
(i) a ≥ 1
p
− 1
L(k) ;
(ii) a > 1
p+1 +
1
L(k) ;
(iii) for all n there is an m ≥ n with f(m) < p.
The proof then goes through.
It is not sufficient that one can prove the existence of approximate limsup’s, we must also show that
they can play the role that is required of them. The following lemma is crucial in this regard, as it proves
that one can extract specific sequence ranks that are needed in a later analysis of a proof, whereas the
values of the approximate limsup’s may be discarded.
Lemma 4.5. Let ε > 0. Let (an), (bn) and (cn) be sequences of reals and q, q
′ and r be ε4 -limsup’s of
them, respectively. If q ≤ r + ε2 and q′ ≤ r + ε2 , then for all N there is a k such that aN+k ≤ cN+k + ε
and bN+k ≤ cN+k + ε.
Proof. By the definition of the approximate limsup, we have that:
• there is a j such that for all l, aj+l ≤ q + ε4 ;
• there is a j′ such that for all l, bj′+l ≤ q′ + ε4 ;
• for all n there is an m such that cn+m ≥ r − ε4 , and in the following we denote this m depending
on n as mn.
17
Let N ∈ N. We set k := j + j′ +mN+j+j′ . Then we have that
aN+k = aN+j+j′+mN+j+j′ ≤ q +
ε
4
≤ r + 3ε
4
≤ cN+j+j′+mN+j+j′ + ε = cN+k + ε,
and similarly, that bN+k ≤ cN+k + ε.
We will be using the following weaker forms of the above lemma.
Corollary 4.6. Let ε > 0. Let (an) and (cn) be sequences of reals and q and r be
ε
4 -limsup’s of them,
respectively. If q ≤ r + ε2 , then for all N there is a k such that aN+k ≤ cN+k + ε.
Corollary 4.7. Let ε > 0. Let (an), (bn) and (cn) be sequences of reals and q, q
′ and r be ε4 -limsup’s of
them, respectively. If q ≤ r + ε2 and q′ ≤ r + ε2 , then there is a k such that ak ≤ ck + ε and bk ≤ ck + ε.
4.2 Replacing limsup’s by approximate limsup’s
We consider, in this section, α : N→ N and γ : N→ N∗ such that:
• for all n and all m ≥ α(n), tm ≥ 1− 1n+1 ;
• for all n, tn ≤ 1− 1γ(n) .
In the case that for all n, tn = 1− 1n+1 , we may take, for all n, α(n) := n and γ(n) := n+ 1.
New proof of the theorem. Again, we divide the proof into a series of claims.
Claim I. Let (sn) ⊆ (0, 1) and ε > 0. Then there is a y ∈ C and a q ∈ Q such that q is an ε4 -limsup of
(‖xsn − y‖2) and such that for all z ∈ C and r ∈ Q with r being an ε4 -limsup of (‖xsn − z‖2), q ≤ r+ ε2 .
Proof of claim: Denote, for all n, xn := xsn . Assume towards a contradiction that for all y ∈ C and
q ∈ Q with q being an ε4 -limsup of (‖xn − y‖2) there is a z ∈ C and an r ∈ Q such that r is an ε4 -limsup
of (‖xn − z‖2) and r < q − ε2 . Let now z1 ∈ C be arbitrary and r1 be an ε4 -limsup of (‖xn − z1‖2). Put,
for all n ≤
⌈
2b2
ε
⌉
+ 2, zn+1 and rn+1 be the z and the r obtained by applying the assumption to zn and
rn playing the roles of y and q, respectively. Then, since r1 ≤ b2 + ε2 , and by the assumption, for each
n ≤
⌈
2b2
ε
⌉
+ 2, we have that rn+1 < rn − ε2 , we get that for all n ≤
⌈
2b2
ε
⌉
+ 3, rn ≤ b2 − (n− 2) ε2 . If we
choose n :=
⌈
2b2
ε
⌉
+ 3, we obtain that b2 − (n− 2) ε2 ≤ − ε2 , contradicting the fact that rn is an ε4 -limsup
of a sequence of nonnegative reals. 
Denote, for all n, xn := xtn . We shall prove the Cauchyness of the sequence in its “metastable”
formulation, namely: for all ε > 0 and all g : N → N there is an N such that ‖xN − xN+g(N)‖ ≤ ε.
Let, therefore, ε > 0 and g : N → N. From this point on, we shall use the following notations (where
n, c, d ∈ N and p ∈ C):
sp,g(n) :=
{
n, if ‖xn+g(n) − p‖ ≤ ‖xn − p‖,
n+ g(n), otherwise.
xpn := xsp,g(n)
ν4(ε) := min
{
ε4
9216b2
, ω2τ
(
b,
ε2
96b
)
,
ε2
16
}
δ(ε) := min
ωτ
(
b, ν4(ε)3b
)
b
,
1
4

p(ε) := min
{
ν4(ε)
3
,
ε2
96
}
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ν2(ε) :=
1
2
ψb,η
(
ωτ
(
b,
p(ε)
2b
))
β(c, ε) :=
p(ε)
2bγ(c)
q(p, c, d, ε) := min {β(c, ε), β(sp,g(d), ε)}
ν1(p, c, d, ε) :=
1
2
ψb,η(θ˜(q(p, c, d, ε))).
Claim II. There are w, w′, v, v′ ∈ C and k, k′, l, l′, h, h′ ∈ N such that:
• ‖xk − w‖2 − ‖xk − w − δ(ε)(x − w)‖2,
‖xwk′ − w′‖2 − ‖xwk′ − w′ − δ(ε)(x− w′)‖2 ≤ 2ν4(ε)δ(ε)3 ;
• ‖xl − w‖2 −
∥∥xl − v+w2 ∥∥2, ‖xl − v‖2 − ∥∥xl − v+w2 ∥∥2,
‖xl′ − w′‖2 −
∥∥∥xl′ − v′+w′2 ∥∥∥2, ‖xl′ − v′‖2 − ∥∥∥xl′ − v′+w′2 ∥∥∥2 ≤ ν2(ε);
• h, h′ ≥ α
(⌈
max
{
2b√
ν1(w,k,k′,ε)
, 8b
2
ν1(w,k,k′,ε)
}⌉)
;
• ‖xh − v‖2 −
∥∥xh − v+hT v2 ∥∥2, ‖xh′ − v′‖2 − ∥∥∥xh′ − v′+hT v′2 ∥∥∥2 ≤ ν1(w,k,k′,ε)2 .
Proof of claim:
A. The construction of w and k.
We apply Claim I for (tn) and u := min
{
2ν4(ε)δ(ε)
3 , ν2(ε)
}
. We obtain w ∈ C and qw ∈ Q such
that qw is an
u
4 -limsup of (‖xn − w‖2) and for all z ∈ C and qz ∈ Q with qz being an u4 -limsup of
(‖xn − z‖2) we have that qw ≤ qz + u2 .
By the above applied to z := w + δ(ε)(x− w) and qz an u4 -limsup of (‖xn − z‖2), we get after using
Corollary 4.6 that there is a k such that
‖xk − w‖2 − ‖xk − w − δ(ε)(x − w)‖2 ≤ u ≤ 2ν4(ε)δ(ε)
3
.
B. The construction of w′ and k′.
We apply Claim I for (tsw,g(n)) and u. We obtain w
′ ∈ C and qw′ ∈ Q such that qw′ is an u4 -limsup
of (‖xwn −w′‖2) and for all z ∈ C and qz ∈ Q with qz being an u4 -limsup of (‖xwn − z‖2) we have that
qw′ ≤ qz + u2 .
By the above applied to z := w′+ δ(ε)(x−w′) and qz an u4 -limsup of (‖xwn − z‖2), we get after using
Corollary 4.6 that there is a k′ such that
‖xwk′ − w′‖2 − ‖xwk′ − w′ − δ(ε)(x − w′)‖2 ≤ u ≤
2ν4(ε)δ(ε)
3
.
C. The construction of v and h.
We apply Claim I for (tn) and u
′ := min
{
ν1(w,k,k
′,ε)
2 , ν2(ε)
}
. We obtain v ∈ C and qv ∈ Q such
that qv is an
u′
4 -limsup of (‖xn − v‖2) and for all z ∈ C and qz ∈ Q with qz being an u
′
4 -limsup of
(‖xn − z‖2) we have that qv ≤ qz + u′2 .
By the above applied to z := v+hT v2 and qz an
u′
4 -limsup of (‖xn−z‖2), we get after using Corollary 4.6
that there is an h ≥ α
(⌈
max
{
2b√
ν1(w,k,k′,ε)
, 8b
2
ν1(w,k,k′,ε)
}⌉)
such that
‖xh − v‖2 −
∥∥∥∥xh − v + hT v2
∥∥∥∥2 ≤ u′ ≤ ν1(w, k, k′, ε)2 .
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D. The construction of l.
Since qw is a
u
4 -limsup of (‖xn − w‖2), it is also a ν2(ε)4 -limsup of (‖xn − w‖2). Similarly, qv is a
ν2(ε)
4 -limsup of (‖xn − v‖2).
Put z := v+w2 and take qz to be a
min{u,u′}
4 -limsup of (‖xn − z‖2).
Since qz is also a
u
4 -limsup of (‖xn − z‖2),
qw ≤ qz + u
2
≤ qz + ν2
2
and similarly
qv ≤ qz + ν2
2
.
Also take note that qz is a
ν2(ε)
4 -limsup of (‖xn − z‖2). By Corollary 4.7, we get that there is an l
such that
‖xl − w‖2 −
∥∥∥∥xl − v + w2
∥∥∥∥2 , ‖xl − v‖2 − ∥∥∥∥xl − v + w2
∥∥∥∥2 ≤ ν2(ε).
E. The construction of v′ and h′.
We apply Claim I for (tsw,g(n)) and u
′. We obtain v′ ∈ C and qv′ ∈ Q such that qv′ is an u′4 -limsup
of (‖xwn − v′‖2) and for all z ∈ C and qz ∈ Q with qz being an u
′
4 -limsup of (‖xwn − z‖2) we have that
qv′ ≤ qz + u′2 .
By the above applied to z := v
′+hT v
′
2 and qz an
u′
4 -limsup of (‖xwn − z‖2), we get after using
Corollary 4.6 that there is an h′0 ≥ α
(⌈
max
{
2b√
ν1(w,k,k′,ε)
, 8b
2
ν1(w,k,k′,ε)
}⌉)
such that
‖xwh′
0
− v′‖2 −
∥∥∥∥xwh′0 − v′ + hT v′2
∥∥∥∥2 ≤ u′ ≤ ν1(w, k, k′, ε)2 .
Put h′ := sw,g(h
′
0) ≥ h′0 ≥ α
(
max
{
2b√
ν1(w,k,k′,ε)
, 8b
2
ν1(w,k,k′,ε)
})
. Then
‖xh′ − v′‖2 −
∥∥∥∥xh′ − v′ + hT v′2
∥∥∥∥2 ≤ ν1(w, k, k′, ε)2 .
F. The construction of l′.
Since qw′ is a
u
4 -limsup of (‖xwn − w′‖2), it is also a ν2(ε)4 -limsup of (‖xwn − w′‖2). Similarly, qv′ is a
ν2(ε)
4 -limsup of (‖xwn − v′‖2).
Put z := v
′+w′
2 and take qz to be a
min{u,u′}
4 -limsup of (‖xwn − z‖2).
Since qz is also a
u
4 -limsup of (‖xwn − z‖2),
qw′ ≤ qz + u
2
≤ qz + ν2
2
and similarly
qv′ ≤ qz + ν2
2
.
Also take note that qz is a
ν2(ε)
4 -limsup of (‖xwn − z‖2). By Corollary 4.7, we get that there is an l′0
such that
‖xwl′
0
− w′‖2 −
∥∥∥∥xwl′0 − v′ + w′2
∥∥∥∥2 , ‖xwl′0 − v′‖2 −
∥∥∥∥xwl′0 − v′ + w′2
∥∥∥∥2 ≤ ν2(ε).
Put l′ := sw,g(l
′
0). Then
‖xl′ − w′‖2 −
∥∥∥∥xl′ − v′ + w′2
∥∥∥∥2 , ‖xl′ − v′‖2 − ∥∥∥∥xl′ − v′ + w′2
∥∥∥∥2 ≤ ν2(ε).
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We are now done. 
Claim III. Let w, w′, v, v′ ∈ C and k, k′, l, l′, h, h′ ∈ N be as in Claim II. If we put N := k′, then
‖xN − xN+g(N)‖ ≤ ε. (One notices here that the part of the proof corresponding to this claim will not
need further inspection, as it is enough to obtain a value for k′ in an analysis of Claim II.)
Proof of claim: We will further divide the proof of this claim into sub-claims.
Sub-claim 1. We have that:
• ‖xh − v‖2 −
∥∥xh − v+hT v2 ∥∥2, ‖xh − hT v‖2 − ∥∥xh − v+hT v2 ∥∥2,
‖xh′ − v′‖2 −
∥∥∥xh′ − v′+hT v′2 ∥∥∥2, ‖xh′ − hT v′‖2 − ∥∥∥xh′ − v′+hT v′2 ∥∥∥2 ≤ ν1(w, k, k′, ε).
Proof of sub-claim: First, we remark that:
‖xh − Txh‖ = ‖thTxh + (1− th)x− Txh‖ = ‖(1 − th)(x− Txh)‖ ≤ b(1− th),
so, using Corollary 2.32.(ii),
‖xh − hTxh‖ ≤ b(1− th)
and, by Corollary 2.32.(i),
‖xh − hT v‖ ≤ ‖hT v − hTxh‖+ ‖xh − hTxh‖ ≤ ‖xh − v‖+ b(1− th).
Now we may write:
‖xh − hT v‖2 ≤ ‖xh − v‖2 + b2(1− th)2 + 2b · b(1− th)
≤
∥∥∥∥xh − v + hT v2
∥∥∥∥2 + ν1(w, k, k′, ε)2 + b24b2
ν1(w,k,k′,ε)
+
2b2
8b2
ν1(w,k,k′,ε)
≤
∥∥∥∥xh − v + hT v2
∥∥∥∥2 + ν1(w, k, k′, ε)2 + ν1(w, k, k′, ε)4 + ν1(w, k, k′, ε)4
=
∥∥∥∥xh − v + hT v2
∥∥∥∥2 + ν1(w, k, k′, ε).
Similarly, one may show that ‖xh′ − hT v′‖2 −
∥∥∥xh′ − v′+hT v′2 ∥∥∥2 ≤ ν1(w, k, k′, ε). 
Sub-claim 2. We have that:
‖hTv − v‖, ‖hT v′ − v′‖ ≤ θ˜(q(w, k, k′, ε)).
Proof of sub-claim: Suppose that ‖hT v − v‖ ≥ θ˜(q(w, k, k′, ε)). Then
‖(xh − v)− (xh − hT v)‖ = ‖hT v − v‖ ≥ θ˜(q(w, k, k′, ε)),
so ∥∥∥∥xh − v + hT v2
∥∥∥∥2 + ψb,η(θ˜(q(w, k, k′, ε))) ≤ 12‖xh − v‖2 + 12‖xh − hT v‖2
≤
∥∥∥∥xh − v + hT v2
∥∥∥∥2 + 12ψb,η(θ˜(q(w, k, k′, ε))),
which is a contradiction, since ψb,η(θ˜(q(w, k, k
′, ε))) > 0.
Similarly, one shows that ‖hT v′ − v′‖ ≤ θ˜(q(w, k, k′, ε)). 
Sub-claim 3. We have that:
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• 〈xk − x, j(xk − w)〉, 〈xwk′ − x, j(xwk′ − w′)〉 ≤ ν4(ε)3 ;
• 〈xwk′ − x, j(xwk′ − w)〉, 〈xk − x, j(xk − w′)〉 ≤ ε
2
96 .
Proof of sub-claim: Since ‖hT v − v‖ ≤ θ˜(q(w, k, k′, ε)), we have, using Corollary 2.32.(iii), that
‖Tv − v‖ ≤ q(w, k, k′, ε). We now compute:
〈xk − x, j(xk − v)〉 = 〈tk(Txk − x), j(xk − v)〉
= tk〈Txk − Tv, j(xk − v)〉+ tk〈Tv − v, j(xk − v)〉 + tk〈v − x, j(xk − v)〉
≤ tk‖xk − v‖2 + ‖Tv − v‖‖xk − v‖+ tk〈v − x, j(xk − v)〉
≤ tk‖xk − v‖2 + tk〈v − x, j(xk − v)〉+ b‖Tv − v‖
≤ tk〈xk − v, j(xk − v)〉+ tk〈v − x, j(xk − v)〉 + b‖Tv − v‖
= tk〈xk − x, j(xk − v)〉+ b‖Tv − v‖,
from which we obtain
〈xk − x, j(xk − v)〉 ≤ b
1− tk ‖Tv − v‖
≤ b
1− tk · q(w, k, k
′, ε)
≤ b
1− tk · β(k, ε) =
b
1− tk ·
p(ε)
2bγ(k)
≤ p(ε)
2
.
Suppose now that ‖w − v‖ ≥ ωτ
(
b, p(ε)2b
)
. Then
‖(xl − w)− (xl − v)‖ = ‖w − v‖ ≥ ωτ
(
b,
p(ε)
2b
)
and so ∥∥∥∥xl − v + w2
∥∥∥∥2 + ψb,η (ωτ (b, p(ε)2b
))
≤ 1
2
‖xl − v‖2 + 1
2
‖xl − w‖2
≤
∥∥∥∥xl − v + w2
∥∥∥∥2 + 12ψb,η
(
ωτ
(
b,
p(ε)
2b
))
,
which is a contradiction, since ψb,η
(
ωτ
(
b, p(ε)2b
))
> 0.
Therefore
‖(xk − w)− (xk − v)‖ = ‖w − v‖ ≤ ωτ
(
b,
p(ε)
2b
)
,
so
‖j(xk − w) − j(xk − v)‖ ≤ p(ε)
2b
.
We have then
〈xk − x, j(xk − w)〉 ≤ 〈xk − x, j(xk − v)〉+ 〈xk − x, j(xk − w) − j(xk − v)〉
≤ p(ε)
2
+ b · p(ε)
2b
= p(ε).
Similarly, taking into account, when needed, that
q(w, k, k′, ε) ≤ β(sw,g(k′), ε),
we obtain the other three inequalities. 
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Sub-claim 4. We have that:
‖xk − w‖2, ‖xwk′ − w′‖2 ≤ ν4(ε).
Proof of sub-claim: By Lemma 2.7, we have:
‖xk − w − δ(ε)(x− w)‖2 ≤ ‖xk − w‖2 + 2〈−δ(ε)(x− w), j(xk − w − δ(ε)(x− w))〉.
Given that, as before, δ(ε) ∈ (0, 1) and so w + δ(ε)(x − w) = (1 − δ(ε))w + δ(ε)x ∈ C, and that
‖(xk − w) − (xk − w − δ(ε)(x− w))‖ = ‖δ(ε)(x− w)‖ ≤ δ(ε) · b ≤ ωτ
(
b,
ν4(ε)
3b
)
,
we get that
‖j(xk − w)− j(xk − w − δ(ε)(x− w))‖ ≤ ν4(ε)
3b
.
Therefore (using the first item in Claim II),
‖xk − w‖2 = 〈xk − w, j(xk − w)〉
≤ 〈xk − x, j(xk − w)〉+ 〈x − w, j(xk − w) − j(xk − w − δ(ε)(x− w))〉
+ 〈x− w, j(xk − w − δ(ε)(x− w))〉
≤ ν4(ε)
3
+ b · ν4(ε)
3b
+
1
2δ(ε)
(‖xk − w‖2 − ‖xk − w − δ(ε)(x − w)‖2)
≤ 2ν4(ε)
3
+
1
2δ(ε)
· 2ν4(ε)δ(ε)
3
= ν4(ε).
In a similar way, using the fact that 〈xwk′ − x, j(xwk′ − w′)〉 ≤ ν4(ε)3 , we obtain the other inequality to
be proven. 
Sub-claim 5. We have that ‖xwN − w‖ ≤ ε2 .
Proof of sub-claim: We know that ‖xwk′ − w′‖ ≤ ε
2
96b . Since
‖(xwk′ − w) − (w′ − w)‖ = ‖xwk′ − w′‖ ≤ ωτ
(
b,
ε2
96b
)
,
we have that
‖j(xwk′ − w)− j(w′ − w)‖ ≤
ε2
96b
and so
〈w′ − x, j(w′ − w)〉 ≤ 〈w′ − xwk′ , j(w′ − w)〉 + 〈xwk′ − x, j(w′ − w)− j(xwk′ − w)〉
+ 〈xwk′ − x, j(xwk′ − w)〉
≤ b · ε
2
96b
+ b · ε
2
96b
+
ε2
96
=
ε2
32
.
Similarly, using xk as the “pivot”, we get that 〈w − x, j(w − w′)〉 ≤ ε232 , so
〈w − w′, j(w − w′)〉 ≤ ε
2
16
,
i.e.
‖w − w′‖ ≤ ε
4
.
We can now compute:
‖xwN − w‖ = ‖xwk′ − w‖ ≤ ‖xwk′ − w′‖+ ‖w − w′‖ ≤
ε
4
+
ε
4
=
ε
2
,
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which is what we wanted. 
It follows immediately, by the definition of xwN , that max{‖xN − w‖, ‖xN+g(N) − w‖} ≤ ε2 . To finish
the proof of the claim, we see that
‖xN − xN+g(N)‖ ≤ ‖xN − w‖+ ‖xN+g(N) − w‖ ≤ ε
2
+
ε
2
= ε,
which also finishes the proof of the theorem. 
5 The extraction of the witness
5.1 The logical analysis of Claim I
The first proposition in this section, Proposition 5.1, is the (partial) functional interpretation of Proposition 4.3,
i.e. of the existence of ε-limsup’s using only functionals definable in the fragment T1 (which only contains
the recursor constants R0 and R1) of Go¨del’s T . This analysis was obtained with the crucial guidance
of the functional interpretation of induction from [58].
We then give in Proposition 5.2 the (partial) functional interpretation of the proof of Claim I, i.e. the
existence of ε-infima for approximate limsup’s, by functions definable in T2 (as now also R2 is used). Since
the functional interpretation of the Claim II, which only uses the existence of approximate limsup’s and
plain logic plus elementary arithmetic, can be interpreted already in T1, this guarantees the extractability
of a rate of metastability definable in T2.
In the following we use, for any n,m ∈ N, the notation n ·− m to denote n − m if n ≥ m and
0 otherwise. We also use the usual conventions when defining higher-order functionals and write e.g.
‘JUM(b · (k + 1) ·− PUM)’ instead of ‘J(U,M, b · (k + 1) ·− P (U,M))’. Occasionally, we also use the
λ-notation λx1, . . . , xn.t[x1, . . . , xn] from functional programming, for a term t[x1, . . . , xn] depending on
the variables x1, . . . , xn, to denote the function: (x1, . . . , xn) 7→ t[x1, . . . , xn].
Proposition 5.1. Let b, k ∈ N and (an) be a sequence of reals contained in the interval [0, b]. Define
the following functionals:
WUM0 :=NN 0
1.
WUM(n+ 1) :=NN λy.U(WUMn, y, n).
JUM0 :=N 0.
JUM(n+ 1) :=N M(WUM(b · (k + 1) ·− n), JUMn, b · (k + 1) ·− n).
PUM :=N

the least natural number p ≤ b · (k + 1) such that
aJUM(b·(k+1)+1 ·−p)+WUMp(JUM(b·(k+1)+1 ·−p)) >
p−1
k+1
and aJUM(b·(k+1) ·−p)+WUM(p+1)(JUM(b·(k+1) ·−p)) ≤ pk+1 , if there is one,
0, otherwise.
NUM :=NN WUM(PUM).
TUM :=N JUM(b · (k + 1) ·− PUM).
Then, for all U,M : NN × N× N→ N, we have that 0 ≤ PUM ≤ b · (k + 1) and:
(i) aM(NUM,TUM,PUM)+(NUM)(M(NUM,TUM,PUM)) ≥ PUMk+1 − 1k+1 ;
(ii) aTUM+U(NUM,TUM,PUM) ≤ PUMk+1 + 1k+1 .
Proof. We start with the following claim, analogous to the one in the proof of Proposition 4.3.
Claim. There is a p ∈ N with 0 ≤ p ≤ b · (k + 1) such that it is not the case that
aJUM(b·(k+1)+1 ·−p)+WUMp(JUM(b·(k+1)+1 ·−p)) >
p− 1
k + 1
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implies that
aJUM(b·(k+1) ·−p)+WUM(p+1)(JUM(b·(k+1) ·−p)) >
p
k + 1
.
Proof of claim: Assume towards a contradiction that the opposite holds, i.e. for all natural numbers
p smaller or equal to b · (k + 1), we have that Q(p) implies Q(p+ 1), where Q(p) is the statement that
aJUM(b·(k+1)+1 ·−p)+WUMp(JUM(b·(k+1)+1 ·−p)) >
p− 1
k + 1
.
Since Q(0) holds trivially, we have by induction that Q(b · (k + 1) + 1). But that states that
aJUM0+WUM(b·(k+1)+1)(JUM0) > b,
which clearly is false. 
Take p to be minimal with this property. Then p = PUM , by the definition of the latter, so clearly
0 ≤ PUM ≤ b · (k + 1). We prove the remaining conclusions.
(i) Since PUM < b · (k + 1) + 1, we may write b · (k + 1) + 1 ·− PUM = (b · (k + 1) ·− PUM) + 1, so
JUM(b · (k + 1) + 1 ·− PUM) = JUM((b · (k + 1) ·− PUM) + 1)
=M(WUM(PUM), JUM(b · (k + 1) ·− PUM), PUM)
=M(NUM,TUM,PUM)
and
WUM(PUM)(JUM(b · (k + 1) + 1 ·− PUM)) = NUM(M(NUM,TUM,PUM)).
Thus,
aM(NUM,TUM,PUM)+(NUM)(M(NUM,TUM,PUM)) >
PUM − 1
k + 1
=
PUM
k + 1
− 1
k + 1
.
(ii) Since
JUM(b · (k + 1) ·− PUM) = TUM
and
WUM(PUM + 1)(JUM(b · (k + 1) ·− PUM)) =WUM(PUM + 1)(TUM)
= U(WUM(PUM), TUM,PUM)
= U(NUM,TUM,PUM),
we have that
aTUM+U(NUM,TUM,PUM) ≤ PUM
k + 1
≤ PUM
k + 1
+
1
k + 1
.
The proof is finished.
The following is a logical analysis of Claim I in the second proof (using approximate limsup’s) of
Theorem 3.1 and uses as an ingredient the functional interpretation of the existence of approximate
limsup’s. Here, and in the remainder of the paper, we shall frequently use numerical indices to refer to
components of tuples.
Proposition 5.2. Let b ∈ N∗. Let X be a Banach space, C ⊆ X be a set of diameter at most b and
(xn) ⊆ C. Let ε > 0. Let z1 ∈ C be arbitrary. Define the following functionals (where any O denotes a
constant zero function):
(M(Ω, 0), U(Ω, 0)) := (O,O).
(M(Ω, x+ 1), U(Ω, x+ 1)) := λp, y, L,m.(Ω5,6(M(Ω, x), U(Ω, x), p, y, L,m)).
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I :=
⌈
2b2
ε
⌉
.
M(Ω) := λL,m, p.((M(Ω, I + 1))(p, z1, L,m)).
U(Ω) := λL,m, p.((U(Ω, I + 1))(p, z1, L,m)).
Ψ˜(Ω, 0) := (M(Ω, I), U(Ω, I), P (U(Ω),M(Ω)), z1, N(U(Ω),M(Ω)), T (U(Ω),M (Ω))).
Ψ˜(Ω, x+ 1) := (M(Ω, I ·− (x+ 1)), U(Ω, I ·− (x+ 1)),Ω1−4(Ψ˜(Ω, x))).
In the above, P , N and T are the functionals defined in Proposition 5.1, customized by instantiating their
free parameters with b 7→ b2, k 7→ ⌈4
ε
⌉
and (an) 7→ (‖xn − z1‖2). We continue to use in the following the
notation k :=
⌈
4
ε
⌉
.
Then, for any Ω there is an i < I such that if we denote
(U˜ , N˜ , p, y, L,m) := Ψ˜(Ω, i)
and
(r, z, L˜, m˜, u, n) := Ω(Ψ˜(Ω, i)),
we have that
0 ≤ p ≤ b2 · (k + 1), ‖xu+L(u) − y‖2 ≥
p
k + 1
− ε
4
and ‖xm+n − y‖2 ≤ p
k + 1
+
ε
4
and that if
0 ≤ r ≤ b2 · (k+1), ‖x
U˜(r,z,L˜,m˜)+L˜(U˜(r,z,L˜,m˜))− z‖2 ≥
r
k + 1
− ε
4
and ‖x
m˜+N˜(r,z,L˜,m˜)− z‖2 ≤
r
k + 1
+
ε
4
then
p
k + 1
≤ r
k + 1
+
ε
2
.
In order to obtain a true realizer, we now put, for any Ω, i(Ω) to be the least i < I which realizes the
above (in order to define it properly as a functional, we put it to be 0 in the “impossible” case that there
isn’t one, as in the definition of P in Proposition 5.1) and Ψ(Ω) to be Ψ˜(Ω, i(Ω)).
Proof. Assume towards a contradiction that the opposite holds, i.e. there is an Ω such that if we denote
for all x ≤ I,
(U˜I−x, N˜I−x, pI−x, yI−x, LI−x,mI−x) := Ψ˜(Ω, x)
and
(rI−x, zI−x, L˜I−x, m˜I−x, uI−x, nI−x) := Ω(Ψ˜(Ω, x)),
then for all x < I, if
0 ≤ pI−x ≤ b2 · (k+1), ‖xuI−x+LI−x(uI−x)−yI−x‖2 ≥
pI−x
k + 1
− ε
4
and ‖xmI−x+nI−x −yI−x‖2 ≤
pI−x
k + 1
+
ε
4
then
0 ≤ rI−x ≤ b2 · (k + 1),
‖x
U˜I−x(rI−x,zI−x,L˜I−x,m˜I−x)+L˜I−x(U˜I−x(rI−x,zI−x,L˜I−x,m˜I−x))
− zI−x‖2 ≥ rI−x
k + 1
− ε
4
,
‖x
m˜I−x+N˜I−x(rI−x,zI−x,L˜I−x,m˜I−x)
− zI−x‖2 ≤ rI−x
k + 1
+
ε
4
and
rI−x
k + 1
<
pI−x
k + 1
− ε
2
.
Remark that for all x ≤ I,
(U˜I−x, N˜I−x) = (Ψ˜(Ω, x))1,2 = (M(Ω, I − x), U(Ω, I − x)).
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In addition,
pI = P (U(Ω),M(Ω)), yI = z1, LI = N(U(Ω),M(Ω)), mI = T (U(Ω),M(Ω)).
We now derive that for all x < I,
(rI−x, zI−x, L˜I−x, m˜I−x) = Ω1−4(Ψ˜(Ω, x))
= (Ψ˜(Ω, x+ 1))3−6
= (pI−x−1, yI−x−1, LI−x−1,mI−x−1)
and
U˜I−x(rI−x, zI−x, L˜I−x, m˜I−x) = U˜I−x(pI−x−1, yI−x−1, LI−x−1,mI−x−1)
= Ω5(Ψ˜(Ω, x+ 1))
= (Ω(Ψ˜(Ω, x+ 1)))5
= uI−x−1,
together with the corresponding statement N˜I−x(rI−x, zI−x, L˜I−x, m˜I−x) = nI−x−1. Therefore, what
we know is that for all x < I, if
0 ≤ pI−x ≤ b2 · (k+1), ‖xuI−x+LI−x(uI−x)−yI−x‖2 ≥
pI−x
k + 1
− ε
4
and ‖xmI−x+nI−x −yI−x‖2 ≤
pI−x
k + 1
+
ε
4
then
0 ≤ pI−x−1 ≤ b2 · (k + 1),
‖xuI−x−1+LI−x−1(uI−x−1) − yI−x−1‖2 ≥
pI−x−1
k + 1
− ε
4
,
‖xmI−x−1+nI−x−1 − yI−x−1‖2 ≤
pI−x−1
k + 1
+
ε
4
and
pI−x−1
k + 1
<
pI−x
k + 1
− ε
2
.
We shall now prove by induction that for all x ≤ I,
0 ≤ pI−x ≤ b2 ·(k+1), ‖xuI−x+LI−x(uI−x)−yI−x‖2 ≥
pI−x
k + 1
− ε
4
and ‖xmI−x+nI−x−yI−x‖2 ≤
pI−x
k + 1
+
ε
4
.
It remains to show the base case (x = 0): we apply Proposition 5.1 for U(Ω) and M(Ω). Using
M(Ω)(N(U(Ω),M(Ω)), T (U(Ω),M(Ω)), P (U (Ω),M(Ω))) =M(Ω)(LI ,mI , pI)
=M(Ω, I + 1)(pI , yI , LI ,mI)
= Ω5(M(Ω, I), U(Ω, I), pI , yI , LI ,mI)
= Ω5(U˜I , N˜I , pI , yI , LI ,mI)
= Ω5(Ψ˜(Ω, 0))
= uI
and - similarly -
U(Ω)(N(U(Ω),M(Ω)), T (U(Ω),M(Ω)), P (U (Ω),M(Ω))) = nI ,
we see that what we obtain is that
0 ≤ pI ≤ b2 · (k + 1), ‖xuI+LI(uI ) − yI‖2 ≥
pI
k + 1
− 1
k + 1
and ‖xmI+nI − yI‖2 ≤
pI
k + 1
+
1
k + 1
.
Using that 1
k+1 ≤ ε4 , we obtain that
0 ≤ pI ≤ b2 · (k + 1), ‖xuI+LI(uI) − yI‖2 ≥
pI
k + 1
− ε
4
and ‖xmI+nI − yI‖2 ≤
pI
k + 1
+
ε
4
,
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i.e. what we wanted. The induction case follows immediately by our assumption. Therefore we have
that for all x < I,
pI−x−1
k + 1
<
pI−x
k + 1
− ε
2
,
so
p0
k + 1
<
pI
k + 1
− I · ε
2
.
Since by construction pI ≤ b2 · (k + 1) and 0 ≤ p0k+1 , what we obtain is
0 < b2 − I · ε
2
,
contradicting the fact that I =
⌈
2b2
ε
⌉
.
5.2 The logical analysis of Claim II
In the sequel, we shall denote by (here x stands for the sequence (xn))
A(x, δ, U˜ , N˜ , p, y, L, r, z, L˜, m˜, u, t)
the statement that (where we write k :=
⌈
4
δ
⌉
)
0 ≤ p ≤ b2 · (k + 1), ‖xu+L(u) − y‖2 ≥
p
k + 1
− δ
4
and ‖xt − y‖2 ≤ p
k + 1
+
δ
4
and that if
0 ≤ r ≤ b2 · (k+1), ‖x
U˜(r,z,L˜,m˜)+L˜(U˜(r,z,L˜,m˜)) − z‖2 ≥
r
k + 1
− δ
4
and ‖x
m˜+N˜(r,z,L˜,m˜)− z‖2 ≤
r
k + 1
+
δ
4
then
p
k + 1
≤ r
k + 1
+
δ
2
.
We will also make the parameters (xn) and ε > 0 (though not b) in the Ψ from Proposition 5.2
explicit in what follows. Thus, Proposition 5.2 states that for any (xn) ⊆ C, ε > 0, g and f , if we put
(w, k) := Ψ(x, ε, (g, f)),
i.e., in particular, w is a 5-tuple – corresponding to (U˜ , N˜ , p, y, L) in the above definition – whereas k is
a number (and also, we add for clarity, g returns a 5-tuple – corresponding to (r, z, L˜, m˜, u) – while f
returns a number), then
A(x, ε, w, g(w, k), k + f(w, k)).
5.2.1 Preparation
In the proposition below, the eight items correspond to the eight inequalities involving the sequence (xn)
that must be satisfied in Claim II.
Proposition 5.3. Let X be a Banach space, b ∈ N∗ and C ⊆ X be a set of diameter at most b. Let
(xn) ⊆ C. Then there is a Φ such that for any Ψ having the property that for any (yn) ⊆ C, δ > 0, g
and f , if we put
(w, k) := Ψ(y, δ, (g, f))
then one has
A(y, δ, w, g(w, k), k + f(w, k)),
we have that for any u, u′, g, g′, f , f ′, ι, and ϕ, if we put
(w, k, w′, k′, v, v′, l, l′, h, h′) := Φ(Ψ)(u, u′, g, g′, f , f ′, ι, ϕ)
we have that
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(i) A(x, u, w, g0(w, k), k + f0(w, k));
(ii) A(ϕ(w), u, w′, g′0(w, k, w
′, k′), k′ + f ′0(w, k, w
′, k′));
(iii) A(x, u′(w, k, w′, k′), v, g1(w, k, w
′, k′, v, h), h+ f1(w, k, w
′, k′, v, h));
h ≥ ι(w, k, w′, k′);
(iv) A(x, u′(w, k, w′, k′), v, g2(w, k, w
′, k′, v, l), l+ f2(w, k, w
′, k′, v, l));
(v) A(x, u, w, g2(w, k, w
′, k′, v, l), l+ f2(w, k, w
′, k′, v, l));
(vi) A(ϕ(w), u′(w, k, w′, k′), v′, g′1(w, k, w
′, k′, v′, h′), h′ + f ′1(w, k, w
′, k′, v′, h′));
h′ ≥ ι(w, k, w′, k′);
(vii) A(ϕ(w), u′(w, k, w′, k′), v′, g′2(w, k, w
′, k′, v′, l′), l′ + f ′2(w, k, w
′, k′, v′, l′));
(viii) A(ϕ(w), u, w′, g′2(w, k, w
′, k′, v′, l′), l′ + f ′2(w, k, w
′, k′, v′, l′)).
Take notice that:
1. By the discussion at the beginning of this subsection, we already have such a Ψ, but its form is not
relevant for this proposition.
2. The exact form of the Φ will be given over the course of the proof.
Proof. We shall first derive a purely qualitative version of the above. Namely, let u, u′, g, g′, f , f ′, ι, ϕ.
We will show that there exist w, k, w′, k′, v, v′, l, l′, h, h′ such that (i)-(viii) hold. It will then follow,
by the functional interpretation, that these objects can be explicitly constructed. The first step will be
to prove the “non-metastable” version of our hypothesis, which we do in the following claim.
Claim. For all (yn) ⊆ C and δ > 0, there are w and k such that for all z and m,
A(y, δ, w, z, k +m).
Proof of claim: Suppose the opposite, so there are (yn) ⊆ C and δ > 0 such that for all w and k there
are z and m, such that it is not the case that
A(y, δ, w, z, k +m).
Put, for any w and k, (g, f)(w, k) to be such a z and m. Then, for all w and k,
A(y, δ, w, g(w, k), k + f(w, k)).
If we now put (w, k) := Ψ(y, δ, g, f), we contradict our hypothesis. 
If we apply the Claim to (x, u), we get w and k such that for all z and m,
A(x, u, w, z, k +m), (8)
from which we get (i). Apply then the Claim to (ϕ(w), u) to get w′ and k′ such that for all z and m,
A(ϕ(w), u, w′, z, k′ +m),
from which we get (ii). Now apply the Claim to (x, u′(w, k, w′, k′)) to get v and h0 such that for all z
and m,
A(x, u′(w, k, w′, k′), v, z, h0 +m). (9)
Put h := h0 + ι(w, k, w
′, k′). Then we have that for all z and m,
A(x, u′(w, k, w′, k′), v, z, h+m),
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and so we get (iii). Let l := k + h0. From (9), we have that for all z and m,
A(x, u′(w, k, w′, k′), v, z, l+m),
from which we get (iv). Similarly, from (8), we have that for all z and m,
A(x, u, w, z, l +m),
from which we get (v). Afterwards, v′, l′ and h′ – and thus (vi), (vii) and (viii) – are obtained in a
similar manner. 
Now we proceed to the construction of Φ. Since the above proof used only pure logic and the
basic properties of the operation of addition, it follows by the soundness theorem of the functional
interpretation that Φ can be constructed out of just λ-terms, + and case distinction. When we shall
majorize Φ to get our final bound, the case distinction will disappear, being replaced by the maximum.
This is why we do not need to solve the case distinction further (which we could, by using suitable
rational approximations, in order for the Φ to be fully constructive).
For conceptual clarity, we shall split the proof analysis into two distinct parts, the purely logical one
and the “mathematical” one (which uses addition). Define the following functionals:
Ξ(ξ, ξ′)(g, f)(x) := (g(x1−5, x6 + ξ(x)), ξ
′(x) + f(x1−5, x6 + ξ(x)))
ξ0(x) := x6 ξ1(x) := ι(x1−4) ξ2(x) := x2 ξ
′
2(x) := x4
(g˜1, f˜1) := Ξ(ξ1, ξ1)(g1, f1) (g˜2, f˜2) := Ξ(ξ2, ξ2)(g2, f2) (g˜3, f˜3) := Ξ(ξ2, ξ0)(g2, f2)
(g˜′1, f˜
′
1) := Ξ(ξ1, ξ1)(g
′
1, f
′
1) (g˜
′
2, f˜
′
2) := Ξ(ξ
′
2, ξ
′
2)(g
′
2, f
′
2) (g˜
′
3, f˜
′
3) := Ξ(ξ
′
2, ξ0)(g
′
2, f
′
2)
Claim. There exist w, k, w′, k′, v, h˜, v′, h˜′ such that
(i’) A(x, u, w, g0(w, k), k + f0(w, k));
(ii’) A(ϕ(w), u, w′, g′0(w, k, w
′, k′), k′ + f ′0(w, k, w
′, k′));
(iii’) A(x, u′(w, k, w′, k′), v, g˜1(w, k, w
′, k′, v, h˜), h˜+ f˜1(w, k, w
′, k′, v, h˜));
(iv’) A(x, u′(w, k, w′, k′), v, g˜2(w, k, w
′, k′, v, h˜), h˜+ f˜2(w, k, w
′, k′, v, h˜));
(v’) A(x, u, w, g˜3(w, k, w
′, k′, v, h˜), k + f˜3(w, k, w
′, k′, v, h˜));
(vi’) A(ϕ(w), u′(w, k, w′, k′), v′, g˜′1(w, k, w
′, k′, v′, h˜′), h˜′ + f˜ ′1(w, k, w
′, k′, v′, h˜′));
(vii’) A(ϕ(w), u′(w, k, w′, k′), v′, g˜′2(w, k, w
′, k′, v′, h˜′), h˜′ + f˜ ′2(w, k, w
′, k′, v′, h˜′));
(viii’) A(ϕ(w), u, w′, g˜′3(w, k, w
′, k′, v′, h˜′), k′ + f˜ ′3(w, k, w
′, k′, v′, h˜′)).
Proof of claim: Define w, k, w′, k′, v, h˜, v′, h˜′ in the following way:
(gv, fv)(q) :=
{
(g˜1, f˜1)(q), if it is not the case that A(x, u
′(q1−4), q5, g˜1(q), q6 + f˜1(q)),
(g˜2, f˜2)(q), otherwise.
av(r) := Ψ(x, u
′(r), λs.(gv, fv)(r, s)).
(gv′ , fv′)(q) :=
{
(g˜′1, f˜
′
1)(q), if it is not the case that A(ϕ(q1), u
′(q1−4), q5, g˜
′
1(q), q6 + f˜
′
1(q)),
(g˜′2, f˜
′
2)(q), otherwise.
av′(r) := Ψ(ϕ(r1), u
′(r), λs.(gv′ , fv′)(r, s)).
(gw′ , fw′)(q) :=
{
(g′0, f
′
0)(q), if it is not the case that A(ϕ(q1), u, q3, g
′
0(q), q4 + f
′
0(q)),
(g˜′3, f˜
′
3)(q, av′(q)), otherwise.
aw′(r) := Ψ(ϕ(r1), u, λs.(gw′ , fw′)(r, s)).
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(gw, fw)(q) :=
{
(g0, f0)(q), if it is not the case that A(x, u, q1, g0(q), q2 + f0(q)),
(g˜3, f˜3)(q, aw′(q), av(q, aw′(q))), otherwise.
(w, k) := Ψ(x, u, (gw, fw)).
(w′, k′) := aw′(w, k).
(v, h˜) := av(w, k, w
′, k′).
(v′, h˜′) := av′(w, k, w
′, k′).
We first apply the hypothesis on Ψ to (x, u, (gw, fw)). Since (w, k) = Ψ(x, u, (gw, fw)), we have that
A(x, u, w, gw(w, k), k + fw(w, k)). (10)
Suppose that it is not the case that
A(x, u, w, g0(w, k), k + f0(w, k)). (11)
Then, by the definition of (gw, fw), we have that (gw, fw)(w, k) = (g0, f0)(w, k), so, by (10), we have that
(11) holds, which is a contradiction. Therefore (11) holds, so (gw, fw)(w, k) = (g˜3, f˜3)(w, k, w
′, k′, v, h˜)
and
A(x, u, w, g˜3(w, k, w
′, k′, v, h˜), k + f˜3(w, k, w
′, k′, v, h˜)). (12)
We have thus proven the first and fifth item on our list. The other three pairs of items are proven in the
same way, by applying the hypothesis on Ψ to
(ϕ(w), u, λs.(gw′ , fw′)(w, k, s)),
(ϕ(w), u′(w, k, w′, k′), λs.(gv′ , fv′)(w, k, w
′, k′, s)),
and
(x, u′(w, k, w′, k′), λs.(gv, fv)(w, k, w
′, k′, s)),
successively. 
To finish the proof, we need only to use the w, k, w′, k′, v, v′ already obtained in the claim and then
to put
h := h˜+ ι(w, k, w′, k′), h′ := h˜′ + ι(w, k, w′, k′),
l := k + h˜, l′ := k′ + h˜′.
Then the items (i)-(viii) follow from the corresponding ones in the claim by a simple verification using
the above definitions and the earlier ones of g˜, g˜′, f˜ and f˜
′
.
Remark 5.4. The case distinctions made in defining the various functions in the proof of the claim
above (and also in some proofs below) serve to achieve that the value produced simultaneously satisfies
two requirements. This is reminiscent of the treatment of the logical contraction axiom A → A ∧ A
in Go¨del’s functional (‘Dialectica’) interpretation [30]. In the end, when computing the bound we are
interested in by a process of majorization (monotone functional interpretation, see [40]), we can always
just take the maximum of the two values and so the case distinctions are not needed to be computed but
serve to justify why the bound is correct. Alternatively, the correctness of taking the maximum can also be
argued for by using the so-called bounded functional interpretation [24] which globally changes the whole
interpretation whereas we prefer our local verification as this does not require to actually spell out the
general interpretation.
Lemma 5.5. Let b ∈ N∗, X be a Banach space, C ⊆ X be a set of diameter at most b and (xn) ⊆ C.
Assume that there are suitable δ, δ′, δ˜, w, w′, q, m, n, z, N , T , P , k, U , M such that:
(i) A(x, δ, w, q,m+ n); A(x, δ′, w′, q,m+ n);
(ii) 0 < δ ≤ δ˜; 0 < δ′ ≤ δ˜;
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(iii) z = q2;
(iv) N , T and P are the functionals defined in Proposition 5.1, customized by instantiating their free
parameters with b 7→ b2, k 7→
⌈
4
min(δ,δ′)
⌉
and (an) 7→ (‖xn − z‖2);
(v) k =
⌈
4
min(δ,δ′)
⌉
;
(vi) (U,M), for an arbitrary argument v, has the following value: if it is not the case that
0 ≤ v3 ≤ b2 · (k + 1), ‖xm+v1(m) − z‖2 ≥
v3
k + 1
− 1
k + 1
and ‖xv2+v1(m) − z‖2 ≤
v3
k + 1
+
1
k + 1
,
then (v1(m),m), else if it is not the case that
0 ≤ v3 ≤ b2 · (k + 1), ‖xw1(v3,z,v1,v2)+v1(w1(v3,z,v1,v2)) − z‖2 ≥
v3
k + 1
− 1
k + 1
and
‖xv2+w2(v3,z,v1,v2) − z‖2 ≤
v3
k + 1
+
1
k + 1
,
then (w2, w1)(v3, z, v1, v2), else (w
′
2, w
′
1)(v3, z, v1, v2);
(vii) (q1, q3, q4) = (P,N, T )(U,M);
(viii) q5 = 0;
(ix) n = NUM(m).
Then we have that
‖xm+n − w4‖2 − ‖xm+n − z‖2 ≤ δ˜ and ‖xm+n − w′4‖2 − ‖xm+n − z‖2 ≤ δ˜.
Proof. By the definition of A, we have that
0 ≤ w3 ≤ b2 · (k + 1), ‖xw5(0) − w4‖2 ≥
w3
k + 1
− δ
4
and ‖xm+NUM(m) − w4‖2 ≤ w3
k + 1
+
δ
4
and that if
0 ≤ PUM ≤ b2 · (k + 1), ‖xw1(PUM,z,NUM,TUM)+(NUM)(w1(PUM,z,NUM,TUM)) − z‖2 ≥
PUM
k + 1
− δ
4
and
‖xTUM+w2(PUM,z,NUM,TUM) − z‖2 ≤
PUM
k + 1
+
δ
4
then
w3
k + 1
≤ PUM
k + 1
+
δ
2
.
The second instance of A shows that
0 ≤ w′3 ≤ b2 · (k + 1), ‖xw′5(0) − w′4‖2 ≥
w′3
k + 1
− δ
′
4
and ‖xm+NUM(m) − w′4‖2 ≤
w′3
k + 1
+
δ′
4
and that if
0 ≤ PUM ≤ b2 · (k + 1), ‖xw′
1
(PUM,z,NUM,TUM)+(NUM)(w′
1
(PUM,z,NUM,TUM)) − z‖2 ≥ PUM
k + 1
− δ
′
4
and
‖xTUM+w′
2
(PUM,z,NUM,TUM) − z‖2 ≤ PUM
k + 1
+
δ′
4
then
w′3
k + 1
≤ PUM
k + 1
+
δ′
2
.
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By Proposition 5.1 and the condition on (N, T, P ), we get that
0 ≤ PUM ≤ b2 · (k + 1),
‖xM(NUM,TUM,PUM)+(NUM)(M(NUM,TUM,PUM)) − z‖2 ≥ PUM
k + 1
− 1
k + 1
and
‖xTUM+U(NUM,TUM,PUM) − z‖2 ≤
PUM
k + 1
+
1
k + 1
.

(13)
By the condition on (U,M), if it is not the case that
0 ≤ PUM ≤ b2 · (k + 1), ‖xm+NUM(m) − z‖2 ≥ PUM
k + 1
− 1
k + 1
and
‖xTUM+NUM(m) − z‖2 ≤ PUM
k + 1
+
1
k + 1
,
 (14)
then (U,M)(NUM,TUM,PUM) = (NUM(m),m). By (13), it follows that (14) holds, contradicting
our assumption. Therefore, indeed, (14) holds. Suppose now that it is not the case that
0 ≤ PUM ≤ b2 · (k + 1),
‖xw1(PUM,z,NUM,TUM)+(NUM)(w1(PUM,z,NUM,TUM)) − z‖2 ≥
PUM
k + 1
− 1
k + 1
and
‖xTUM+w2(PUM,z,NUM,TUM) − z‖2 ≤
PUM
k + 1
+
1
k + 1
.

(15)
Then (U,M)(NUM,TUM,PUM) = (w2, w1)(PUM, z,NUM,TUM). By (13), it follows that (15)
holds, contradicting our assumption. Therefore, indeed, (15) holds. In particular, since 1
k+1 ≤ δ4 ,
0 ≤ PUM ≤ b2 · (k + 1), ‖xw1(PUM,z,NUM,TUM)+(NUM)(w1(PUM,z,NUM,TUM)) − z‖2 ≥
PUM
k + 1
− δ
4
and
‖xTUM+w2(PUM,z,NUM,TUM) − z‖2 ≤
PUM
k + 1
+
δ
4
.
Thus, (U,M)(NUM,TUM,PUM) = (w′2, w
′
1)(PUM, z,NUM,TUM). Yet again, by (13), it follows
that
0 ≤ PUM ≤ b2 · (k + 1), ‖xw′
1
(PUM,z,NUM,TUM)+(NUM)(w′
1
(PUM,z,NUM,TUM)) − z‖2 ≥ PUM
k + 1
− 1
k + 1
and
‖xTUM+w′
2
(PUM,z,NUM,TUM) − z‖2 ≤ PUM
k + 1
+
1
k + 1
,
so, since 1
k+1 ≤ δ
′
4 ,
0 ≤ PUM ≤ b2 · (k + 1), ‖xw′
1
(PUM,z,NUM,TUM)+(NUM)(w′
1
(PUM,z,NUM,TUM)) − z‖2 ≥ PUM
k + 1
− δ
′
4
and
‖xTUM+w′
2
(PUM,z,NUM,TUM) − z‖2 ≤ PUM
k + 1
+
δ′
4
.
Therefore, we have that
w3
k + 1
≤ PUM
k + 1
+
δ
2
and
w′3
k + 1
≤ PUM
k + 1
+
δ′
2
.
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We may now compute:
‖xm+n − w4‖2 = ‖xm+NUM(m) − w4‖2
≤ w3
k + 1
+
δ
4
≤ PUM
k + 1
+
3δ
4
≤ ‖xm+NUM(m) − z‖2 + 3δ
4
+
1
k + 1
≤ ‖xm+NUM(m) − z‖2 + δ˜,
= ‖xm+n − z‖2 + δ˜,
and similarly we obtain
‖xm+n − w′4‖2 ≤ ‖xm+n − z‖2 + δ˜,
so we are done.
The following corollary is simply the instantiation of Lemma 5.5 above for δ′ := δ, δ˜ := δ and w′ := w.
Corollary 5.6. Let b ∈ N∗, X be a Banach space, C ⊆ X be a set of diameter at most b and (xn) ⊆ C.
Assume that there are suitable δ, w, q, m, n, z, N , T , P , k, U , M such that:
(i) A(x, δ, w, q,m+ n);
(ii) δ > 0;
(iii) z = q2;
(iv) N , T and P are the functionals defined in Proposition 5.1, customized by instantiating their free
parameters with b 7→ b2, k 7→ ⌈4
δ
⌉
and (an) 7→ (‖xn − z‖2);
(v) k =
⌈
4
δ
⌉
;
(vi) (U,M), for an arbitrary argument v, has the following value: if it is not the case that
0 ≤ v3 ≤ b2 · (k + 1), ‖xm+v1(m) − z‖2 ≥
v3
k + 1
− 1
k + 1
and ‖xv2+v1(m) − z‖2 ≤
v3
k + 1
+
1
k + 1
,
then (v1(m),m), else (w2, w1)(v3, z, v1, v2);
(vii) (q1, q3, q4) = (P,N, T )(U,M);
(viii) q5 = 0;
(ix) n = NUM(m).
Then we have that
‖xm+n − w4‖2 − ‖xm+n − z‖2 ≤ δ.
5.2.2 The extraction of the quantities in Claim II
We will now show how to prove Claim II in the second proof of Theorem 3.1 (the one that uses
approximate limsup’s). We use the notations introduced before the statement of that claim.
We will now define u, u′, g, g′, f , f ′, ι, ϕ.
I. The definition of u and ϕ.
These quantities are defined analogously to the corresponding ones in (the proof of) Claim II. First
put
u := min
{
2ν4(ε)δ(ε)
3
, ν2(ε)
}
For the ϕ, we just have to extract the point w (i.e. the second component) from w and then form
the sequence (xwn ) as before.
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II. The definition of g0 and f0.
Consider some arbitrary (U˜ , N˜ , p, y, L,m) for their arguments.
Let z be y+ δ(ε)(x− y) and N , T and P be the functionals defined in Proposition 5.1, customized
by instantiating their free parameters with b 7→ b2, k 7→ ⌈ 4
u
⌉
and (an) 7→ (‖xn − z‖2). We continue
to use in the following the notation k :=
⌈
4
u
⌉
. We define (U,M), for an arbitrary argument v, in
the following way: if it is not the case that
0 ≤ v3 ≤ b2 · (k + 1), ‖xm+v1(m) − z‖2 ≥
v3
k + 1
− 1
k + 1
and ‖xv2+v1(m) − z‖2 ≤
v3
k + 1
+
1
k + 1
then put their value as (v1(m),m), else put it as (N˜ , U˜)(v3, z, v1, v2). Finally, put the value of g0
to be (PUM, z,NUM,TUM, 0) and the value of f0 to be (NUM)(m).
III. The definition of g′0 and f
′
0.
Consider some arbitrary (U˜ , N˜ , p, y, L,m, U˜ ′, N˜ ′, p′, y′, L′,m′) for their arguments.
Let z be y′+ δ(ε)(x− y′) and N , T and P be the functionals defined in Proposition 5.1, customized
by instantiating their free parameters with b 7→ b2, k 7→ ⌈ 4
u
⌉
and (an) 7→ (‖xyn − z‖2). We continue
to use in the following the notation k :=
⌈
4
u
⌉
. We define (U,M), for an arbitrary argument v, in
the following way: if it is not the case that
0 ≤ v3 ≤ b2 · (k + 1), ‖xm′+v1(m′) − z‖2 ≥
v3
k + 1
− 1
k + 1
and ‖xv2+v1(m′) − z‖2 ≤
v3
k + 1
+
1
k + 1
then put their value as (v1(m
′),m′), else put it as (N˜ ′, U˜ ′)(v3, z, v1, v2). Finally, put the value of
g′0 to be (PUM, z,NUM,TUM, 0) and the value of f
′
0 to be (NUM)(m
′).
IV. The definition of u′ and ι.
Consider some arbitrary (w, k, w′, k′) for their arguments.
Put
k˜ := k + f0(w, k) and k˜
′ := k′ + f ′0(w, k, w
′, k′).
Now put the value of u′ to be
min
{
ν1(w2, k˜, k˜
′, ε)
2
, ν2(ε)
}
and the one of ι to be
α
max
 2b√
ν1(w2, k˜, k˜′, ε)
,
8b2
ν1(w2, k˜, k˜′, ε)


 .
V. The definition of g1 and f1.
These are defined similarly to (g0, f0) and (g
′
0, f
′
0), with the caveat that we need access to (w, k, w
′, k′)
in order to work with the value u′(w, k, w′, k′) when defining the corresponding N , T and P .
VI. The definition of g2 and f2.
These will play a role in the application of Lemma 5.5, so we step carefully through their definition.
Consider some arbitrary (U˜ , N˜ , p, w, L,m, U˜ ′, N˜ ′, p′, w′, L′,m′, U˜ ′′, N˜ ′′, p′′, v, L′′, l) for their arguments.
Let z be v+w2 and N , T and P be the functionals defined in Proposition 5.1, customized by
instantiating their free parameters with b 7→ b2, k 7→
⌈
4
min{u,u′(w,k,w′,k′)}
⌉
and (an) 7→ (‖xn − z‖2).
We continue to use in the following the notation k :=
⌈
4
min{u,u′(w,k,w′,k′)}
⌉
. We define (U,M), for
an arbitrary argument v, in the following way: if it is not the case that
0 ≤ v3 ≤ b2 · (k + 1), ‖xm+v1(m) − z‖2 ≥
v3
k + 1
− 1
k + 1
and ‖xv2+v1(m) − z‖2 ≤
v3
k + 1
+
1
k + 1
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then (v1(m),m), else if it is not the case that
0 ≤ v3 ≤ b2 · (k + 1), ‖xU˜(v3,z,v1,v2)+v1(U˜(v3,z,v1,v2)) − z‖2 ≥
v3
k + 1
− 1
k + 1
and
‖x
v2+N˜(v3,z,v1,v2)
− z‖2 ≤ v3
k + 1
+
1
k + 1
,
then put their value as (N˜ , U˜)(v3, z, v1, v2), else put it as (N˜
′′, U˜ ′′)(v3, z, v1, v2). Finally, put the
value of g2 to be (PUM, z,NUM,TUM, 0) and the value of f2 to be (NUM)(m).
VII. The definition of g′1 and f
′
1.
These are defined similarly to (g1, f1).
VIII. The definition of g′2 and f
′
2.
These are defined similarly to (g2, f2).
Now that we have defined u, u′, g, g′, f , f ′, ι, ϕ, put
(w, k, w′, k′, v, v′, l, l′, h, h′) := Φ(Ψ)(u, u′, g, g′, f , f ′, ι, ϕ)
and apply Proposition 5.3.
Claim II then follows by applying Corollary 5.6 four times and Lemma 5.5 two times, and then
performing some simple computations similar to the ones in the original proof of the claim. The relevant
fact here is that the N that witnesses the metastability property is equal to
k′ + f ′0(w, k, w
′, k′).
6 The rate of metastability
When one has reached the end of the previous section, one can rightfully say that one is in the possession
of a formula witnessing, for any ε and g, the rank corresponding to the metastable reformulation of the
Cauchy property (depending on additional parameters of the problem). It is however not an effective
formula and not uniform at all as it depends on all the data of the problem. However by a process of
majorization one easily obtains a bound (called a rate of metastability in the Introduction) which is both
effective and highly uniform in the sense that it – in addition to ε and g – only depends on the norm
bound b and the moduli η, τ , Θ, α, and γ but not on X , C, T , or (tn) themselves. In order to explain
this approach, however, we need to first make a detour into the details of the calculus of functionals in
which our final bound will be expressed.
The system T of Hilbert-Go¨del, mentioned in the Introduction, is a system of functionals of finite
types. Those finite types are defined inductively in the following way: there is a primitive type of
natural numbers, and if we have two types ρ and τ , we have a type denoted by ρ→ τ of functions from
elements of type ρ to elements of type τ . Therefore, there is e.g. a type of functions f : NN → N(NN).
Product types are not built into the system, but they can be emulated by currying, i.e. the identification
of AB×C with (AB)C . The functionals themselves are given by terms in this system, which are built
up inductively by repeated application of variables and of constants for zero and successor, for basic
combinatory operations, and lastly for recursion over natural numbers.
The crucial notion that we will make use of in the following is the one of majorization, introduced
by Howard [35]. Majorization is a family of binary relations, i.e. on elements of each type ρ one has a
relation ρ. It is defined inductively and, moreover, hereditarily: for two natural numbers n and m one
has n N m iff n ≥ m and if f and g are of type ρ → τ then f ρ→τ g iff for all m, n of type ρ with
m ρ n one has f(m) τ g(n). For example, to any f : N → N, we associate the function fM : N → N,
defined for any n ∈ N, by
fM (n) := max
0≤i≤n
f(i),
and it is immediate that fM NN f – we say of fM that it majorizes or is a majorant for f . Not all
elements of higher types admit a majorant, but all the constants of T do, and by heredity this extends
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to all terms (containing only variable of types N,N→ N) of T . As an illustrating example, if f is defined
recursively by a schema like the following (suppressing the type information and ignoring the definitions
of a and g):
f(0) := a
f(n+ 1) := g(n, f(n))
then if a∗ and g∗ are majorants for a and g, respectively, it is easy to check that the function f∗ defined
by
f∗(0) := a∗
f∗(n+ 1) := max(a∗, g∗(n, f∗(n)))
majorizes f .
There is one further issue we need to take care of. In order to formalize arguments involving e.g.
Banach spaces, one needs to extend (as was first done in [39]) the type system with a new primitive type
X corresponding to elements of such a space. To any such extended (‘abstract’) type ρ one can then
associate an ordinary type ρ̂ simply by replacing all the X ’s with N’s. Majorization is then defined [27]
on each abstract type ρ as a binary relation between elements of type ρ̂ and those of type ρ, as follows:
first we have that for any x ∈ X and n ∈ N, n X x iff n ≥ ‖x‖ and then one continues in the same
hereditary manner as on the ordinary types.
As a consequence of all this, if one would majorize all the functionals that play a role into the
definition of the witness obtained earlier, one would get a chance at finding a purely numerical (and
thus uniform) rate of metastability in the sense defined above, after all the case distinctions are removed
in favour of taking the corresponding maximum. This is what we will now proceed to do in a stepwise
fashion.
First, we majorize the functionals introduced in Proposition 5.1. Those have three hidden parameters:
the sequence itself, which is only used directly when defining P , and so it completely disappears by
majorization, the k, which we show here explicitly, and the upper bound, which we instantiate with
b2, since that is the greatest possible bound on the sequences for which the approximate limsup’s are
obtained. Since the P is trivially majorized by b2 ·(k∗+1), we omit it, since we can replace it by this value
in its further appearances. Note that only the N∗ and the T ∗ will play a role in further developments.
W ∗U∗0 := O.
W ∗U∗(n+ 1) := λy.U∗(W ∗U∗n, y, n).
J∗U∗M∗k∗0 := 0.
J∗U∗M∗k∗(n+ 1) :=M∗(W ∗U∗(b2 · (k∗ + 1)), J∗U∗Mk∗n∗, b2 · (k∗ + 1)).
N∗U∗M∗k∗ :=W ∗U∗(b2 · (k∗ + 1)).
T ∗U∗M∗k∗ := J∗U∗M∗k∗(b2 · (k∗ + 1)).
We now do the same for the functionals in Proposition 5.2. Remark the added explicit parameter l∗.
We specify that the variables p∗, y∗ and m∗ are of type N, L∗ is in NN and the fifth and sixth components
of Ω∗ take values in N (this will be relevant for the calibration of the exact level of recursion that is
needed to define these objects). Again, the only functional which we will use later is Ψ∗, the rest of them
only serve to define it.
(M∗, U∗)(Ω∗, 0) := (O,O).
(M∗, U∗)(Ω∗, x+ 1) := λp∗, y∗, L∗,m∗.(Ω∗5,6((M
∗, U∗)(Ω∗, x), p∗, y∗, L∗,m∗)).
I∗(l∗) := 2b2(l∗ + 1).
(M
∗
, U
∗
)(l∗,Ω∗) := λL∗,m∗, p∗.((M∗, U∗)(Ω∗, I∗(l∗) + 1)(p∗, b, L∗,m∗)).
Ψ˜∗(l∗,Ω∗, 0) := ((M∗, U∗)(Ω∗, I∗(l∗)), 4b2 · (l∗ + 1), b, (N∗, T ∗)((U ∗,M∗)(l∗,Ω∗))(4l∗ + 3)).
Ψ˜∗(l∗,Ω∗, x+ 1) := max(Ψ˜∗(l∗,Ω∗, 0), ((M∗, U∗)(Ω∗, I∗(l∗)),Ω∗1−4(Ψ˜
∗(l∗,Ω∗, x)))).
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Ψ∗(l∗,Ω∗) := Ψ˜∗(l∗,Ω∗, I∗(l∗)).
Now we begin the most intricate portion of the majorization procedure, namely the treatment of the
functions defined in the final part of the previous section. We make some remarks in order to convince
the reader of the plausibility of the solution given below. First of all, since ϕ yields a sequence which is
bounded by b, it is trivially majorized, so we may omit it, like before with the P . In that same vein, we
may omit some parameters if the majorant does not actually depend on them. For example, a majorant
for g′0 will now no longer depend on w, and moreover it can be replaced by the same majorant as for g0,
provided that w∗ and k∗ are replaced in applications by w′∗ and k′∗. A case distinction may be replaced
by a (pointwise) maximum (the verification is as immediate as for the recursion example given before),
whereas when majorizing small real numbers δ > 0 the maximum is, obviously, replaced by a minimum.
For all undefined quantities below, see sub-section 5.2.2, as well as the notations introduced before the
statement of Claim II in Section 4.
(N∗1 , T
∗
1 )U
∗M∗ := (N∗, T ∗)U∗M∗
⌈
4
u
⌉
(U∗1 ,M
∗
1 )(w
∗, k∗, r) := (max(r1(k
∗), w∗2(r3, b, r1, r2)),max(k
∗, w∗1(r3, b, r1, r2))).
(g∗0 , f
∗
0 )(w
∗, k∗) :=
(
b2
(⌈
4
u
⌉
+ 1
)
, b, (N∗1 , T
∗
1 )((U
∗
1 ,M
∗
1 )(w
∗, k∗)), 0, N∗1 ((U
∗
1 ,M
∗
1 )(w
∗, k∗))(k∗)
)
.
ν∗1 (m,n) :=
1
2
min
c≤max(m,n+gM (n))
ψb,η(θ˜(β(c, ε))). k˜
∗(w∗, k∗) := k∗ + f∗0 (w
∗, k∗).
u′∗(w∗, k∗, w′∗, k′∗) := min
(
1
2
ν∗1 (k˜
∗(w∗, k∗), k˜∗(w′∗, k′∗)), ν2(ε)
)
.
ι∗(w∗, k∗, w′∗, k′∗) := αM
max
 2b√
ν∗1 (k˜
∗(w∗, k∗), k˜∗(w′∗, k′∗))
,
8b2
ν∗1 (k˜
∗(w∗, k∗), k˜∗(w′∗, k′∗))


 .
(N∗2 , T
∗
2 )(w
∗, k∗, w′∗, k′∗)U∗M∗ := (N∗, T ∗)U∗M∗
⌈
4
u′∗(w∗, k∗, w′∗, k′∗)
⌉
.
(g∗1 , f
∗
1 )(w
∗, k∗, w′∗, k′∗, v∗, h∗) :=
(
b2
(⌈
4
u′∗(w∗, k∗, w′∗, k′∗)
⌉
+ 1
)
, b,
(N∗2 , T
∗
2 )(w
∗, k∗, w′∗, k′∗)((U∗1 ,M
∗
1 )(v
∗, h∗)),
0, N∗1 (w
∗, k∗, w′∗, k′∗)((U∗1 ,M
∗
1 )(v
∗, h∗))(h∗)
)
.
(N∗3 , T
∗
3 )(w
∗, k∗, w′∗, k′∗)U∗M∗ := (N∗, T ∗)U∗M∗
⌈
4
min(u, u′∗(w∗, k∗, w′∗, k′∗))
⌉
.
(U∗2 ,M
∗
2 )(w
∗, k∗, v∗, l∗, r) := (max(r1(k
∗), w∗2(r3, b, r1, r2), v
∗
2(r3, b, r1, r2)),
max(k∗, w∗1(r3, b, r1, r2), v
∗
1(r3, b, r1, r2))).
(g∗2 , f
∗
2 )(w
∗, k∗, w′∗, k′∗, v∗, l∗) :=
(
b2
(⌈
4
min(u, u′∗(w∗, k∗, w′∗, k′∗))
⌉
+ 1
)
, b,
(N∗3 , T
∗
3 )(w
∗, k∗, w′∗, k′∗)((U∗2 ,M
∗
2 )(w
∗, k∗, v∗, l∗)), 0,
N∗3 (w
∗, k∗, w′∗, k′∗)((U∗2 ,M
∗
2 )(w
∗, k∗, v∗, l∗))(l∗)
)
.
We now majorize the functionals appearing in the proof of Proposition 5.3. First, we treat the
arithmetical shuffling stage.
Ξ(ξ, ξ′)(g, f)(x) := (g(x1−5, x6 + ξ(x)), ξ
′(x) + f(x1−5, x6 + ξ(x)))
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ξ0(x) := x6 ξ
∗
1 (x) := ι
∗(x1−4) ξ2(x) := x2 ξ
′
2(x) := x4
(g˜∗1 , f˜
∗
1 ) := Ξ(ξ
∗
1 , ξ
∗
1)(g
∗
1 , f
∗
1 ) (g˜
∗
2 , f˜
∗
2 ) := Ξ(ξ2, ξ2)(g
∗
2 , f
∗
2 ) (g˜
∗
3 , f˜
∗
3 ) := Ξ(ξ2, ξ0)(g
∗
2 , f
∗
2 )
(g˜′∗2 , f˜
′∗
2 ) := Ξ(ξ
′
2, ξ
′
2)(g
∗
2 , f
∗
2 ) (g˜
′∗
3 , f˜
′∗
3 ) := Ξ(ξ
′
2, ξ0)(g
∗
2 , f
∗
2 )
Finally, we may treat the purely logical stage, where taking the maximum replaces the case distinctions.
What we need to take care of is that the instance of (g∗0 , f
∗
0 ) majorizing (g
′
0, f
′
0) is applied to its proper
arguments, namely (here) q∗
3−4
.
(g∗v , f
∗
v )(q
∗) := max((g˜∗1 , f˜
∗
1 )(q
∗), (g˜∗2 , f˜
∗
2 )(q
∗)).
a∗v(r
∗) := Ψ∗
(⌈
1
u′∗(r∗)
⌉
, λs.(g∗v , f
∗
v )(r
∗, s)
)
.
(g∗v′ , f
∗
v′)(q
∗) := max((g˜∗1 , f˜
∗
1 )(q
∗), (g˜′∗2 , f˜
′∗
2 )(q
∗)).
a∗v′(r
∗) := Ψ∗
(⌈
1
u′∗(r∗)
⌉
, λs.(g∗v′ , f
∗
v′)(r
∗, s)
)
.
(g∗w′ , f
∗
w′)(q
∗) := max((g∗0 , f
∗
0 )(q
∗
3−4
), (g˜′∗3 , f˜
′∗
3 )(q, a
∗
v′(q
∗)).
a∗w′(r
∗) := Ψ∗
(⌈
1
u
⌉
, λs.(g∗w′ , f
∗
w′)(r
∗, s)
)
.
(g∗w, f
∗
w)(q
∗) := max((g∗0 , f
∗
0 )(q
∗), (g˜∗3 , f˜
∗
3 )(q
∗, a∗w′(q
∗), a∗v(q
∗, a∗w′(q
∗))).
(w∗, k∗) := Ψ∗
(⌈
1
u
⌉
, (g∗w, f
∗
w)
)
.
(w′∗, k′∗) := a∗w′(w
∗, k∗).
As before, one obtains the final bound of
k′∗ + f∗0 (w
′∗, k′∗),
which, taking care of the dependencies in the formula just produced, we may denote as
Θ′b,η,τ,θ,α,γ(ε, g).
This, however, is not a rate of metastability in the sense that the notion was defined in the Introduction,
but it may be easily converted into one. We remark that (suppressing the indices) Θ′ depends on the g
only via gM and, moreover, the only property of gM that is used is that it is a majorant for g. Therefore,
for any h such that for any n, h(n) ≤ g(n), since then gM is also a majorant for h, Θ′(ε, g) is a bound on
the (least) N such that ‖xN − xN+h(N)‖ ≤ ε. The uniformity of the bound having been already taken
care of, we may allow the h to depend on the sequence itself, and so
h(n) := argmax
0≤i≤g(n)
‖xn+i − xn‖
is a valid choice (note that this h can be made constructive by using suitable rational approximations).
We may then simply put
Θb,η,τ,θ,α,γ(ε, g) := Θ
′
b,η,τ,θ,α,γ
(ε
2
, g
)
to obtain our main result, which is expressed as follows.
Theorem 6.1. Let X be a Banach space which is uniformly convex with modulus η and uniformly smooth
with modulus τ . Let C ⊆ X a closed, convex, nonempty subset. Let b ∈ N∗ be such that for all y ∈ C,
‖y‖ ≤ b and the diameter of C is bounded by b. Let T : C → C be a pseudocontraction that is uniformly
continuous with modulus θ and x ∈ C. For all t ∈ (0, 1) put xt to be the unique point in C such that
xt = tTxt + (1− t)x. Let (tn) ⊆ (0, 1), α : N→ N and γ : N→ N∗ be such that:
• for all n and all m ≥ α(n), tm ≥ 1− 1n+1 ;
• for all n, tn ≤ 1− 1γ(n) .
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Denote, for all n, xn := xtn . Then, for all ε > 0 and g : N → N there is an N ≤ Θb,η,τ,θ,α,γ(ε, g) such
that for all m,n ∈ [N,N + g(N)], ‖xm − xn‖ ≤ ε.
Thus, we have obtained a rate of metastability which is definable in the subsystem of T containing
at most type two recursion, which we denote by T2. Note that in order for our bound to be properly
said to be defined in that calculus, one must take care that only natural numbers and functionals thereof
are used in the definition. The most prominent examples of this sort are that one cannot work with an
ε > 0 and must instead use a natural approximation k standing for ε := 1
k+1 , and also that the moduli
of convexity, smoothness and continuity must also operate with and return natural numbers having this
interpretation. This is straightforward to arrange (see also the metatheorems in [40, 46] which use the
respective moduli in this form).
A closer look at the bound shows that type two recursion is only used in the definition of (M∗, U∗)
needed in defining Ψ∗ because of the argument L∗ which is in turn used by Ω∗ . The concrete instances
of Ω∗ to which Ψ∗ is applied in the final stage, however, do not depend on that parameter, as it may be
gleamed from a very careful examination. To see this, it is crucial to note that the functionals (U∗i ,M
∗
i )
do not depend on the fifth components of w∗, v∗ which play the role of L∗. (That these functionals
depend neither on the third nor the fourth component of w∗, v∗ is not surprising since these can be easily
majorized in terms of b and b/ε for the respective error ε which corresponds to the definition of the first
and second components of the g∗i ’s.) Therefore one may replace that recursion by a (simpler) type one
recursion1. Note also that the primitive recursion of Ψ˜∗ actually only concerns the components 3-6 (the
first two ones have constant values) which are of types N, N, NN and N – so that this is a recursion of
type NN. Actually, using again that the Ω∗1−4’s to which this recursion is applied do not depend on the
type NN component Ψ˜∗5 of Ψ˜
∗, one can see that in the case at hand it reduces to a recursion of type N.
We also remark, that in the situation at hand, the functional M∗ (and hence M
∗
) actually is constantly
0 since the respective Ω∗5 functionals, namely the fifth components of the g
∗
i ’s, are 0.
Corollary 6.2. The bound Θb,η,τ,θ,α,γ(1/(k + 1), g), providing a rate of metastability for the resolvents
of continuous pseudocontractive operators in Banach spaces which are uniformly convex and uniformly
smooth, is definable in T1 as a functional in the parameters b, η, τ , θ, α, γ, k, g.
Remark 6.3. A detailed analysis of the structure of our rate of metastability might actually reveal – in
line with Lemma 4 in [57] – that the remaining type-1 recursions (to define N∗, T ∗ and U∗) are applied
to type-2 functionals which are so simple (w.r.t. their dependence on the function argument) that our
bound could be defined already in T0. We have to leave this for future research.
Remark 6.4. In the special case where the mapping is nonexpansive and has a fixed point, we may
trivially remove the boundedness condition as follows: let G ⊆ X a closed, convex, nonempty subset. Let
U : G → G be nonexpansive with a fixed point p and x ∈ G. Let b ∈ N∗ be such that ‖x − p‖ ≤ b/2
and ‖p‖ ≤ b/2. For all t ∈ (0, 1) put xt to be the unique point in G such that xt = tUxt + (1 − t)x.
Let (tn), α, γ be as before. Denote, for all n, xn := xtn . Then, for all ε > 0 and g : N → N there is
an N ≤ Θb,η,τ,id,α,γ(ε, g) such that for all m,n ∈ [N,N + g(N)], ‖xm − xn‖ ≤ ε. To see this, put C to
be the intersection of G with the closed ball centred on p with radius b/2. Clearly C is closed, convex
and nonempty. Set T to be U restricted to C, whose image is by nonexpansiveness also in C. Clearly,
the diameter of C is bounded by b, all elements of C are bounded by b and x ∈ C, so we may apply
Theorem 6.1.
We now argue that the quantitative metastability of the sequence (xtn) is indeed a finitization in the
sense of Tao of the following theorem (which is a somewhat restricted form of the main result in [60]).
Theorem 6.5 ([60]). Let X be a Banach space which is uniformly convex and uniformly smooth, C ⊆ X
a closed, convex, bounded, nonempty subset, T : C → C be a uniformly continuous pseudocontraction
and x ∈ C. For all t ∈ (0, 1) put xt to be the unique point in C such that xt = tTxt + (1 − t)x. Then
for all (tn) ⊆ (0, 1) such that lim
n→∞
tn = 1 we have that (xtn) converges to a fixed point of T , which we
denote by Qx. In addition, the map Q : C → Fix(T ) thus defined is a sunny nonexpansive retraction
(and therefore the unique such one).
1On the other hand, in the applications of Ψ that were used to obtain the actual realizer, the parameter L played a
nondisposable role in the case distinction, but one can also make the remark that L cannot play another role because in
the proof of Lemma 5.5, the corresponding ‘≥’ statements within the A’s were never used.
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For this we now show that the metastability of (xtn) implies in an elementary way the above theorem:
using just logic (and quantifier-free choice from N to N) the metastability of (xtn) implies that (xtn) is
Cauchy, and therefore, since X is complete and C is closed, it is convergent (in the context of reverse
mathematics, the latter fact uses arithmetical comprehension – in fact a single use of Π01-comprehension
– to get a fast converging subsequence as required to obtain the actual limit). It is clear that the limit
does not depend on the (tn), so we can unambiguously dub it Qx. For the rest of the proof, we fix a (tn)
and denote, for all n, xn := xtn . That Qx is a fixed point follows from the continuity of T and the fact
(proven already in the beginning off Section 3) that
lim
n→∞
‖xn − Txn‖ = 0,
whose trivial proof we recall here:
‖xn − Txn‖ = ‖tnTxn + (1− tn)x− Txn‖ = ‖(1− tn)(x − Txn)‖ ≤ (1− tn)b.
If x is already a fixed point, then clearly for all n, xn = x and therefore Qx = x. We have thus shown
that Q is a retraction. To show that Q is sunny and nonexpansive, we seek to apply Proposition 2.16.
Let p ∈ Fix(T ). Then
xn − p = tnTxn + (1− tn)x− p
= tn(Txn − p) + (1− tn)(x − p)
= tn(Txn − Tp) + (1− tn)(x − p).
Now we reuse parts of the argument from Claim 3 in the last proof from Section 3. We have that
‖xn − p‖2 = tn〈Txn − Tp, j(xn − p)〉+ (1 − tn)〈x− p, j(xn − p)〉
≤ tn‖xn − p‖2 + (1− tn)〈x − p, j(xn − p)〉,
so
‖xn − p‖2 ≤ 〈x− p, j(xn − p)〉
and therefore, using that j is homogeneous,
〈x − xn, j(p− xn)〉 ≤ 0.
By passing to the limit, using the continuity of j, we get that
〈x−Qx, j(p−Qx)〉 ≤ 0,
which is what we needed to show.
Remark 6.6 (for logicians; we use the terminology from [40]). As mentioned already, the proof of the
metastability of (xtn) in Section 4 shows that it can be carried out in the formal system WE-PA
ω[X, ‖ ·
‖, η, JX , ωX , C]. Note that the noneffective definition of the function sp,g can easily be avoided by
using suitable rational approximations of ‖xn+g(n) − p‖ and ‖xn − p‖. From this, the proof above of
the convergence of (xtn) only requires classical logic, a fixed (in the parameters T , x, (tn) needed to
define (‖xtn‖)) sequence QF-AC0,0− of instances of QF-AC0,0 (in the terminology of reverse mathematics:
∆01-CA) and (a single use of) Π
0
1-CA. Both QF-AC
0,0 and Π01-CA can (with classical logic) be combined
into Π01-AC
0,0.
Let us now specify the amount of classical logic needed when using the intuitionistically unproblematic
principle AC0,0. By applying negative translation to the above proof of the Cauchyness of (xtn) we obtain
in WE-HAω[X, ‖ · ‖, η, JX , ωX , C]+QF-AC0,0− +M0−
∀k ∈ N¬¬∃n ∈ N ∀m, m˜ ≥ n (‖xtm − xtm˜‖ ≤ 1/(k + 1))
(here M0 denotes the Markov principle for numbers). Hence,
Σ02-DNE : ¬¬∃n ∈ N ∀m ∈ NAqf (n,m)→ ∃n ∈ N ∀m ∈ NAqf (n,m) (Aqf quantifier-free)
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(which also covers M0) suffices. Using the closure of WE-HAω[X, ‖ · ‖, η, JX , ωX , C]+AC0,0 + Σ01-LEM
under the rule of Σ02-DNE (proven similarly as in [47, Section 3]) one can conclude that even (a fixed –
in the parameters mentioned – sequence Σ01-LEM− of instances of)
Σ01-LEM : ∃n ∈ NAqf (n) ∨ ¬∃n ∈ NAqf (n)
suffices (when added to WE-HAω[X, ‖ · ‖, η, JX , ωX , C]+AC0,0− ) to prove the Cauchyness and – in turn –
the convergence of (xtn) and the variational inequality (characterizing sunny nonexpansive retractions)
from Proposition 2.16.
7 Applications
The convergence of the resolvents, which form an implicit iteration schema, plays a role in proving the
strong convergence of some explicit iteration schemas designed to compute fixed points of some nonlinear
operators.
One such schema is the Halpern iteration [33]. If T : C → C is a mapping, x, u ∈ C and (λn) ⊆ (0, 1),
the Halpern iteration corresponding to this data is the sequence (xn), defined by:
x0 := x, xn+1 := λn+1u+ (1 − λn+1)Txn.
The convergence of this sequence for nonexpansive self-mappings of closed convex bounded nonempty
subsets C of uniformly smooth Banach spaces was obtained by Shioji and Takahashi [62] under Wittmann’s
conditions on (λn) and analyzed from the point of view of proof mining by the first author and Leus¸tean
[46], modulo the resolvent convergence. We are now in a position to complete this analysis under the
additional hypothesis that X is uniformly convex.
Theorem 7.1 (cf. [46, Theorem 3.2]). Let X be a Banach space which is uniformly convex with modulus
η and uniformly smooth with modulus τ . Let C ⊆ X a closed, convex, nonempty subset. Let b ∈ N∗ be
such that for all x ∈ C, ‖x‖ ≤ b and the diameter of C is bounded by b. Let T : C → C be a nonexpansive
mapping and x, u ∈ C. Put θ := idN and put α and γ to be the functions defined, for all n, by α(n) := n
and γ(n) := n+ 1. Let (λn) ⊆ (0, 1) be such that:
• ∑∞n=0 λn =∞ with rate of divergence β1;
• limn→∞ λn = 0 with rate of convergence β2;
• ∑∞n=0 |λn+1 − λn| <∞ with Cauchy modulus β3.
Denote by (xn) the Halpern iteration corresponding to this data. Let Σ be defined by [46, Theorem 3.2].
Then, for all ε ∈ (0, 2) and g : N → N there is an N ≤ Σ(ε, ωτ , g, b,Θb,η,τ,θ,α,γ, β1, β2, β3) such that for
all m,n ∈ [N,N + g(N)], ‖xm − xn‖ ≤ ε.
An explicit iteration schema that is in addition amenable to pseudocontractions is the Bruck iteration
[15]. If T : C → C is a mapping, x ∈ C and (λn), (θn) ⊆ (0, 1) such that for all n, λn(1 + θn) ≤ 1, the
Bruck iteration corresponding to this data is the sequence (xn), defined by:
x1 := x, xn+1 := (1 − λn)xn + λnTxn − λnθn(xn − x).
The convergence of this sequence in some general framework containing the case of Lipschitzian
pseudocontractive self-mappings of closed convex bounded nonempty subsets C of uniformly convex and
smooth Banach spaces was obtained by Chidume and Zegeye [18] under some conditions on (λn) and
(θn) and then analyzed from the point of view of proof mining by Ko¨rnlein and the first author [49],
again modulo the resolvent convergence. We now complete their analysis.
Theorem 7.2 (cf. [49, Corollary 2.10]). Let X be a Banach space which is uniformly convex with modulus
η and uniformly smooth with modulus τ . Let C ⊆ X a closed, convex, nonempty subset. Let b ∈ N∗ be
such that for all x ∈ C, ‖x‖ ≤ b and the diameter of C is bounded by b. Let T : C → C be a Lipschitzian
pseudocontraction of constant L and x ∈ C. Let (λn), (θn) ⊆ (0, 1) satisfy the Chidume-Zegeye conditions.
Denote by (xn) the Bruck iteration corresponding to this data. Let χ, h and Ψ be defined as in [49]. Put
θ to be multiplication by L and for all n, γ(n) := h(n) + 1. Then, for all ε ∈ (0, 2) and g : N → N there
is an N ≤ χM (Θb,η,τ,θ,χ,γ ( ε2 , g))+Ψ(ε) + 1 such that for all m,n ∈ [N,N + g(N)], ‖xm − xn‖ ≤ ε and
for all l ≥ N , ‖xl − Txl‖ ≤ ε.
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Proof. The only issue that needs additional justification is that χ and γ are the required moduli for the
auxiliary sequence tn = 1/(1+ θn) used in the original relative metastability proof. This is shown in the
first lines of the proof of [49, Theorem 2.8].
Another application of the rate of metastability extracted in this paper is given in [44], where it
is used to construct a rate of metastability for the strongly convergent Halpern-type Proximal Point
Algorithm in uniformly convex and uniformly smooth Banach spaces from [4].
8 Acknowledgements
The authors have been supported by the German Science Foundation (DFG Project KO 1737/6-1).
References
[1] A. Aleyner, S. Reich, An explicit construction of sunny nonexpansive retractions in Banach spaces.
Fixed Point Theory Appl. 2005, no. 3, 295–305, 2005.
[2] A. Aleyner, S. Reich, A note on explicit iterative constructions of sunny nonexpansive retractions
in Banach spaces. J. Nonlinear Convex Anal. 6, 525–533, 2005.
[3] A. Aleyner, S. Reich, Implicit and explicit constructions of sunny nonexpansive retractions in Banach
spaces. J. Math. Appl. 29, 5–16, 2007.
[4] K. Aoyama, M. Toyoda, Approximation of zeros of accretive operators in a Banach space. Israel J.
Math. 220, no. 2, 803–816, 2017.
[5] M. Bacˇa´k, U. Kohlenbach, On proximal mappings with Young functions in uniformly convex Banach
spaces. J. Convex Anal. 25, 1291–1318, 2018.
[6] J.-B. Baillon, Un the´ore`me de type ergodique pour les contractions non line´aires dans un espace de
Hilbert. C.R. Acad. Sci. Paris Se`r. A-B 280, 1511–1514, 1975.
[7] P. Be´nilan, Equations d’e´volution dans un espace de Banach quelconque et applications. The`se
Orsay, 1972.
[8] F. E. Browder, Nonlinear mappings of nonexpansive and accretive type in Banach spaces. Bull.
Amer. Math. Soc. 73, 875–882, 1967.
[9] F. E. Browder, Convergence of approximants to fixed points of nonexpansive nonlinear mappings in
Banach spaces. Arch. Rational Mech. Anal. 24, 82–90, 1967.
[10] F. E. Browder, W. V. Petryshyn, Constructions of fixed points of nonlinear mappings in Hilbert
space. J. Math. Anal. Appl. 20, 197–228, 1967.
[11] R. E. Bruck, Nonexpansive retracts of Banach spaces. Bull. Amer. Math. Soc. 76, 384–386, 1970.
[12] R. E. Bruck, Properties of fixed-point sets of nonexpansive mappings in Banach spaces. Trans. Amer.
Math. Soc. 179, 251–262, 1973.
[13] R. E. Bruck, Nonexpansive projections on subsets of Banach spaces. Pacific J. Math. 47, 341–355,
1973.
[14] R. E. Bruck, A characterization of Hilbert space. Proc. Amer. Math. Soc. 43, 173–175, 1974.
[15] R. E. Bruck, A strongly convergent iterative solution of 0 ∈ U(x) for a maximal monotone operator
U in Hilbert space. J. Math. Anal. Appl. 48, 114–126, 1974.
[16] R. E. Bruck, W. A. Kirk, S. Reich, Strong and weak convergence theorems for locally nonexpansive
mappings in Banach spaces. Nonlinear Anal. 6, no. 2, 151–155, 1982.
[17] R. E. Bruck, S. Reich, Accretive operators, Banach limits, and dual ergodic theorems. Bull. Acad.
Polon. Sci. Se´r. Sci. Math. 29, no. 11-12, 585–589, 1981.
[18] C. E. Chidume, H. Zegeye, Approximate fixed point sequences and convergence theorems for
Lipschitz pseudocontractive maps. Proc. Amer. Math. Soc. 132, 831–840, 2004.
[19] J. A. Clarkson, Uniformly convex spaces. Trans. Amer. Math. Soc. 40, no. 3, 415–420, 1936.
43
[20] M. Day, Uniform convexity in factor and conjugate spaces. Ann. of Math. (2) 45, no. 2, 375–385,
1944.
[21] T. Domı´nguez-Benavides, G. Lo´pez-Acedo, H.-K. Xu, Construction of sunny nonexpansive
retractions in Banach spaces. Bull. Austral. Math. Soc. 66, no. 1, 9–16, 2002.
[22] M. Edelstein, The construction of an asymptotic center with a fixed-point property. Bull. Amer.
Math. Soc. 78, 206–208, 1972.
[23] P. Engra´cia, Proof-theoretical studies on the bounded functional interpretation. Available online at:
http://hdl.handle.net/10451/1626. PhD Thesis, Universidade de Lisboa, 2009.
[24] F. Ferreira, P. Oliva, Bounded functional interpretation. Ann. Pure Appl. Logic 135, 73–112, 2005.
[25] F. Ferreira, L. Leus¸tean, P. Pinto, On the removal of weak compactness arguments in proof mining.
Adv. Math. 354, 106728, 55 pp., 2019.
[26] A. Genel, J. Lindenstrauss, An example concerning fixed points. Israel J. Math. 22, 81–86, 1975.
[27] P. Gerhardy, U. Kohlenbach, General logical metatheorems for functional analysis. Trans. Amer.
Math. Soc. 360, 2615–2660, 2008.
[28] J. R. Giles, Classes of semi-inner-product spaces. Trans. Amer. Math. Soc. 129, 436–446, 1967.
[29] K. Goebel, S. Reich, Uniform convexity, hyperbolic geometry, and nonexpansive mappings.
Monographs and Textbooks in Pure and Applied Mathematics, 83, Marcel Dekker, Inc., New York,
1984.
[30] K. Go¨del, U¨ber eine bisher noch nicht benu¨tzte Erweiterung des finiten Standpunktes. Dialectica
12, 280–287, 1958.
[31] D. Gu¨nzel, U. Kohlenbach, Logical metatheorems for abstract spaces axiomatized in positive
bounded logic. Adv. Math. 290, 503–551, 2016.
[32] K. Gustafson, Stability inequalities for semimonotonically perturbed nonhomogeneous boundary
problems. SIAM J. Appl. Math. 15, no. 2, 368–391, 1967.
[33] B. Halpern, Fixed points of nonexpanding maps. Bull. Amer. Math. Soc. 73, 957–961, 1967.
[34] D. Hilbert, U¨ber das Unendliche. Math. Ann. 95, no. 1, 161–190, 1926.
[35] W. A. Howard, Hereditarily majorizable functionals of finite type. In: A. S. Troelstra (ed.),
Metamathematical Investigation of Intuitionistic Arithmetic and Analysis. Lecture Notes in
Mathematics 344, pp. 454–461, Springer, Berlin, 1973.
[36] U. Kohlenbach, Arithmetizing proofs in analysis. In: J. M. Larrazabal, D. Lascar, G. Mints (eds.),
Logic Colloquium ’96, Springer Lecture Notes in Logic 12, 115–158, 1998.
[37] U. Kohlenbach, On the arithmetical content of restricted forms of comprehension, choice and general
uniform boundedness. Ann. Pure Appl. Logic 95, no. 1-3, 257–285, 1998.
[38] U. Kohlenbach, Things that can and things that cannot be done in PRA. Ann. Pure Appl. Logic
102, 223–245, 2000.
[39] U. Kohlenbach, Some logical metatheorems with applications in functional analysis. Trans. Amer.
Math. Soc. 357, 89–128, 2005.
[40] U. Kohlenbach, Applied proof theory: Proof interpretations and their use in mathematics. Springer
Monographs in Mathematics, Springer, 2008.
[41] U. Kohlenbach, On quantitative versions of theorems due to F. E. Browder and R. Wittmann. Adv.
Math. 226, 2764–2795, 2011.
[42] U. Kohlenbach, Recent progress in proof mining in nonlinear analysis. IFCoLog Journal of Logics
and their Applications 10, 3357–3406, 2017.
[43] U. Kohlenbach, Proof-theoretic methods in nonlinear analysis. In: B. Sirakov, P. Ney de Souza, M.
Viana (eds.), Proceedings of the International Congress of Mathematicians 2018 (ICM 2018), Vol. 2
(pp. 61–82). World Scientific, Singapore, 2019.
[44] U. Kohlenbach, Quantitative analysis of a Halpern-type Proximal Point Algorithm for accretive
operators in Banach spaces. Submitted.
44
[45] U. Kohlenbach, L. Leus¸tean, Effective metastability of Halpern iterates in CAT(0) spaces. Adv.
Math. 231, 2526–2556, 2012. Addendum in: Adv. Math. 250, 650–651, 2014.
[46] U. Kohlenbach, L. Leus¸tean, On the computational content of convergence proofs via Banach limits.
Philosophical Transactions of the Royal Society AVol. 370, Issue 1971 (Theme Issue ‘The foundations
of computation, physics and mentality: the Turing legacy’), 3449–3463, 2012.
[47] U. Kohlenbach, P. Safarik, Fluctuations, effective learnability and metastability in analysis. Ann.
Pure Appl. Log. 165, 266–304, 2014.
[48] D. Ko¨rnlein, Quantitative results for Halpern iterations of nonexpansive mappings. J. Math. Anal.
Appl. 428, no. 2, 1161–1172, 2015.
[49] D. Ko¨rnlein, U. Kohlenbach, Rate of metastability for Bruck’s iteration of pseudocontractive
mappings in Hilbert space. Numer. Funct. Anal. Optimiz. 35, 20–31, 2014.
[50] G. Kreisel, On the interpretation of non-finitist proofs, part I. J. Symbolic Logic 16, 241–267, 1951.
[51] G. Kreisel, On the interpretation of non-finitist proofs, part II: Interpretation of number theory,
applications. J. Symbolic Logic 17, 43–58, 1952.
[52] L. Leus¸tean, A. Nicolae, Effective results on nonlinear ergodic averages in CAT(κ) spaces. Ergodic
Theory Dynam. Systems 36, 2580–2601, 2016.
[53] J. Lindenstrauss, L. Tzafriri, Classical Banach spaces II: Function spaces. Springer-Verlag,
Berlin-New York, 1979.
[54] R. H. Martin, Differential equations on closed subsets of a Banach space. Trans. Amer. Math. Soc.
179, 399–414, 1973.
[55] C. H. Morales, Strong convergence theorems for pseudo-contractive mappings in Banach space.
Houston J. Math. 16, 549–558, 1990.
[56] E. Neumann, Computational problems in metric fixed point theory and their Weihrauch degrees.
Log. Method. Comput. Sci. 11, 44 pp., 2015.
[57] C. Parsons, On a number theoretic choice schema and its relation to induction. In: A. Kino, J.
Myhill, R. E. Vesley (eds.), Intuitionism and Proof Theory: Proceedings of the Summer Conference
at Buffalo, N.Y., 1968 (pp. 459–473), Studies in Logic and the Foundations of Mathematics 60,
North Holland, Amsterdam-London, 1970.
[58] C. Parsons, On n-quantifier induction. J. Symbolic Logic 37, 466–482, 1972.
[59] W. V. Petryshyn, A characterization of strict convexity of Banach spaces and other uses of duality
mappings. J. Funct. Anal. 6, 282–291, 1970.
[60] S. Reich, Strong convergence theorems for resolvents of accretive operators in Banach spaces. J.
Math. Anal. Appl. 75, 287–292, 1980.
[61] S. Reich, Product formulas, nonlinear semigroups, and accretive operators. J. Funct. Anal. 36, no.
2, 147–168, 1980.
[62] N. Shioji, W. Takahashi, Strong convergence of approximated sequences for nonexpansive mappings
in Banach spaces. Proc. Amer. Math. Soc. 125, 3641–3645, 1997.
[63] C. Spector, Provably recursive functionals of analysis: a consistency proof of analysis by an extension
of principles formulated in current intuitionistic mathematics. In: J. C. E. Dekker (ed.), Recursive
function theory (Proceedings of Symposia in Pure Mathematics Vol. V), pp. 1–27, AMS, Providence,
R.I., 1962.
[64] W. Takahashi, Y. Ueda, On Reich’s strong convergence theorems for resolvents of accretive operators.
J. Math. Anal. Appl. 104, no. 2, 546–553, 1984.
[65] T. Tao, Soft analysis, hard analysis, and the finite convergence principle. Essay posted May 23, 2007.
Appeared in: T. Tao, Structure and Randomness: Pages from Year One of a Mathematical Blog.
AMS, 298 pp., 2008.
[66] T. Tao, Norm convergence of multiple ergodic averages for commuting transformations. Ergodic
Theory Dynam. Systems 28, 657–688, 2008.
45
[67] R. Wittmann, Approximation of fixed points of nonexpansive mappings. Arch. Math. (Basel) 58,
486–491, 1992.
[68] H.-K. Xu, Inequalities in Banach spaces with applications. Nonlinear Anal. 16, 1127–1138, 1991.
[69] Z.-B. Xu, G. F. Roach, Characteristic inequalities of uniformly convex and uniformly smooth Banach
spaces. J. Math. Anal. Appl. 157, no. 1, 189–210, 1991.
[70] C. Za˘linescu, On uniformly convex functions. J. Math. Anal. Appl. 95, no. 2, 344–374, 1983.
46
