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Abstract 
 
This work introduces a new integrated flood modelling tool in urban areas by coupling a 
hydrodynamic model with a hydrological model in order to overcome the drawbacks of 
each individual modelling approach, i.e. high computational costs usually associated 
with hydrodynamic models and less detailed physical representations of the underlying 
flow processes corresponding to hydrological models. 
Crucial to the simulation process is to first divide the catchment hydraulic and 
hydrological zones where the corresponding model is then applied. In the hydrological 
zones that have more homogeneous land cover and relatively simple topography, a 
conceptual lumped model is applied to obtain the surface runoff, which is then routed 
by a group of pre-acquired ‘unit hydrographs’ to the zone border, for high-resolution 
flood routing in the hydraulic zones with complex topographic features, including roads, 
buildings, etc. In hydraulic zones, a full 2D hydrodynamic model is applied to provide 
more detailed flooding information e.g. water depth, flow velocity and arrival time.  
The new integrated flood modelling tool is validated in Morpeth, the North East of 
England by reproducing the September 2008 flood event during which the town was 
severely inundated following an intense rainfall event. Moreover, the coupled model is 
investigated and evaluated according to the effects from temporal and spatial resolutions, 
friction, rainfall, infiltration, buildings and coupling methods. In addition, the model is 
also employed to implement flood damage estimations with different scenarios of the 
upstream storage and flood defences in the town centre.  
Whilst producing similar accuracy, the new model is shown to be much more efficient 
compared with the hydrodynamic model depending on the hydrological zone percentage. 
These encouraging results indicate that the new modelling tool could be robust and 
efficient for practitioners to perform flood modelling, damage estimation, risk 
assessment and flood management in urban areas and large-scale catchments. 
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Chapter 1 Introduction 
1.1 Background 
A flood is defined as a temporary covering of water on land not normally covered by 
water (The European Union, 2007). It is also defined in Oxford dictionary that an 
overflow of a large amount of water beyond its normal limits, especially over what is 
normally dry land. Floods are generally categorised by their causes, and these categories 
comprise of: fluvial floods, pluvial floods, coastal floods, sewer floods and groundwater 
floods. Fluvial floods spread over the floodplain along watercourses, and are usually 
caused by breaching or overtopping boundaries, e.g. flood defences. Pluvial floods arise 
from intense precipitation falling over impermeable or saturated surfaces with 
inadequate drainage capacity. Coastal floods are associated with unusually high tides or 
surges which may be triggered by storms, earthquakes, etc. Sewer floods occur when 
sewer systems are blocked or their capacity is insufficient. Groundwater floods 
generally result from the rise of groundwater tables above ground surface levels after 
prolonged heavy rainfall. A flood event could be a joint occurrence caused by any 
number of these reasons. 
Floods can help improve soil fertility, maintain natural irrigation, replenish wetland 
ecosystems and recharge groundwater. However, floods also have plenty of adverse 
impacts. In many countries and regions, flooding is one of the most frequent and the 
most destructive natural disasters which can cause huge economic, social, 
environmental and ecological losses, and even threaten human lives. For instance, 
flooding can damage properties, farmland, infrastructure and transportation, interrupt 
power supplies, and also cause pollution. The indirect effects of flooding may lead to 
water supply shortages, spread of diseases, loss of food stockpiles and psychological 
damage (König et al., 2002).  
A growing number of severe floods have been witnessed over the past two decades in 
the UK. In the autumn of 2000, tropical cyclones caused heavy rainfall and 
consequently severe flooding across the UK. The worst affected areas were Kent and 
Sussex in October; and Shropshire, Worcestershire and Yorkshire in November. The 
successive series of floods caused two deaths and the inundation of 7,406 properties 
with a total economic loss of £500 million (Met Office, 2014). In January 2005, Carlisle 
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experienced the worst flood since 1822, in which 1,844 properties were flooded and 
2,700 homes were affected. The flood directly caused three deaths and over £400 
million of economic losses. Two years later, England and Wales were hit by severe 
flooding which caused 14 deaths and left thousands of people suffering prolonged 
misery. More than 55,000 homes and 6,000 businesses were flooded, resulting in the 
highest number of search-and-rescue missions in the UK since the Second World War 
(Marsh and Hannaford, 2007). Furthermore, the Association of British Insurers (2007) 
noted that 165,000 claims totalling £3 billion were reported. In September 2008, serious 
flooding hit the North East of England, and in the town of Morpeth alone, 
approximately 1,000 properties were inundated. Nationwide flood events occurred 
during the course of 2012 and through the winter into 2013 which caused at least nine 
deaths and the economic loss of about £1 billion. In Tyne and Wear, on 28th June 2012, 
50mm rain fell in around two hours, equivalent to the average rainfall for the whole 
month of June. The heavy storm occurred during the afternoon rush hour, resulting in 
widespread travel chaos. Notably, the Central Railway Station and the Metro system 
were closed, and many buses were either seriously delayed or cancelled. The flood also 
lead to around 500 properties suffering internal flooding (Newcastle City Council, 
2013). A more recent flood episode in the UK occurred between December 2013 and 
January 2014 as a result of clustered and persistent storms. The exceptional winter 
storms triggered the highest tide in eastern and southern England since January 1953 
requiring substantial evacuation efforts, as seen in Lincolnshire, and causing wetland 
damage, such as in Norfolk. Thereafter, high rainfall and a sharp increase in river flow 
were witnessed in South West England followed by severe floodplain inundations, 
which caused major disruptions to households, businesses and infrastructure. 
Furthermore, in Sussex and Hampshire, groundwater flooding occurred. The delayed 
response to the rainfall contributed further flooding in vulnerable aquifer areas (Met 
Office, 2014). 
Flooding is not exclusive to the UK, but is also an international problem. China has 
experienced many devastating flood events during the last several decades due to either 
natural weather patterns or human conflict. The flood event of 1998 is an example, 
almost the whole catchment area of the Yangze River and also the Songhua River  
experienced intense and prolonged rainfall leading to severe floodplain inundation, and 
the economic loss of over 150 billion Yuan (1 GBP ≈ 15 CNY in 1998). A recent 
significant flood event in China was the ‘7.21 Beijing flood’ in 2012, which caused 79 
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deaths and the economic loss of 11.64 billion Yuan (1 GBP ≈ 10 CNY in 2012). In 
Europe, extreme flooding occurred after consistent heavy rain in late May and early 
June 2013, which primarily hit Germany, Czech Republic and Austria. Additionally, 
Switzerland, Slovakia, Belarus, Poland, Hungary and Serbia were affected to a lesser 
extent. The east coast of Australia has also suffered from flooding problems. For 
example, in December 2010, a series of floods affected Queensland, forcing the 
evacuation of thousands of people. Damage was estimated at around 2.38 billion 
Australian dollars (1 GBP ≈ 1.5 AUD in 2010). Other flood-prone countries include 
United States, Bangladesh, India, Pakistan, and Thailand, etc.  
The increase in flood risk is generally caused by two main reasons: climate changes and 
human activities (Ashley et al., 2007).  Researchers are increasingly concerned in 
exploring the effects of climate changes (Hunt, 2002; Dale, 2005; Lehner et al., 2006), 
and the topic has also been a focus amongst governments around the world. The 
Intergovernmental Panel on Climate Change (IPCC) (2007) concluded that global 
warming would lead to increasing probability of extreme events including severe 
droughts, heavy storms, substantial sea level rise and changing weather patterns, and the 
changes in precipitation  and  temperature  would  cause  changes  in  runoff. Met Office 
(2009) also indicated that global warming and the subsequent climate changes would 
result in more frequent and more intense heat waves, floods, storms, droughts and 
wildfires. In the UK, the future changes in precipitation are highly uncertain which 
results in the uncertainty of flood wave formations. Quantifying the changes in flooding 
driven by climate change is still a very challenging research topic.  
Intensive human activities are another reason of the increasing flood risks. Public and 
private developments physically change floodplains, interfere with the spatial 
distributions of water resources, and also put pressures on other natural resources. 
Deforestation and urbanization inevitably lead to land cover degradation and the 
reduction of water storage capacity, which subsequently increases the vulnerability of 
cities to floods. Hundecha and Bárdossy (2004) indicated an obvious increase in surface 
flow during a summer storm as a result of urbanisation. Waheed and Chukwuemeka 
(2010) investigated the Kaduna river floodplain, and concluded that increasing 
urbanisation was the main cause  of the more frequent flood events.  
The Department for Environment, Food and Rural Affairs (DEFRA) (2011) reported 
that around 5.2 million (one in six) residential and commercial properties in England 
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were estimated to be in areas of high flood risk in 2009. With the progression of climate 
changes and human activities, it is predicted that over the next 100 years, river and 
coastal flood risks could increase between two and 20 times, and the resulting annual 
economic losses in the UK could increase from about £1.4 billion to £21 billion by the 
2080s (Evans et al., 2004). However, people continue to reside in flood plains even 
when they are aware of the increasing flood risk because the proximity to water bodies 
is beneficial for water supplies, agriculture, transportation and trading. For this reason, a 
compromise must be made between the benefits of living in floodplains and 
vulnerability to the danger of flooding. The Environment Agency (2009a) showed that 
55% of residents living in flood prone areas in England realised the risks of flooding 
and three out of five of them had taken actions to prepare for potential flooding and 
minimise their losses. Completely eliminating flood risks is technically and 
economically impossible, so the management of flood risk is recommended to avoid or 
mitigate the adverse impacts of floods on individuals and communities (Pitt, 2008). 
1.2 Flood Risk Management 
Flood risk management in many countries and regions has been established to monitor, 
warn, control and prevent flooding, and the management expenditure is generally far 
less than the losses caused by floods. The European Union has promoted flood risk 
management plans through the Floods Directive (The European Union, 2007), and its 
member states, including the UK, are obliged to assess whether their coast lines and 
water courses are at risk from flooding, to map the extent of flood risk in these areas, 
and to take measures to reduce the flood risk. The Flood and Water Management Act of 
2010 requires local authorities in the UK to produce Surface Water Management Plans 
(SWMPs) for areas with high flood risk. The ‘Making Space for Water’ programme was 
initiated by DEFRA (2005) in order to improve flood risk management methods, and 
mitigate environmental, social and economic pressures. In addition, the UK Flood Risk 
Management Research Consortium (FRMRC) was set up and supported by Engineering 
and Physical Sciences Research Council (EPSRC) along with other funders, to support 
multi-disciplinary research in order to enhance flood risk management.  
Assessing flood risk is an indispensable step in flood risk management. The information 
about when, where and to what extent floods will occur should be estimated by different 
modelling tools. This kind of information can help generate flood risk maps, aid in 
development planning and design, and in the preparation of emergency plans. The Pitt 
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review (2008) suggested that the Environment Agency should cooperate with other 
institutions to develop techniques and tools to model surface water flooding.  
There are two main kinds of modelling methods to assess flood risks: physical models 
and mathematical models. Physical models simulate the physical processes of floods 
through experiments. With the recent advance in computational power and increase in 
the availability of data, mathematical models which conceptualise flooding problems 
into numerical approximations are now being widely used. Among the mathematical 
models, hydraulic models solving the governing flow equations, derived from mass and 
momentum conservation, are the most popular. These models are able to simulate the 
propagation of flood waves along river channels and over floodplains with complex 
topography, and provide important flood information including: inundation extent, 
water depth, flow velocity and arrival time. In practice, the majority of floods can be 
considered as shallow flows for which vertical flow acceleration can be neglected 
leading to a 2D representation of the flow. A number of researchers have shown that 2D 
hydraulic models are capable of providing sufficient details of gradually varying flow 
(e.g. Bates and de Roo, 2000; Yu and Lane, 2006a; Hunter et al., 2007). Among these 
models, full 2D hydrodynamic models solving the full shallow water equations have 
proved to be the most effective in representing flows in different regimes including 
subcritical flows, transcritical flows, supercritical flows and shock-like flow 
discontinuities, and are accurate in dealing with wetting-drying problems over a 
complex domain topography (e.g. Anastasiou and Chan, 1997; Liang et al., 2008; Ai 
and Jin, 2009; Kesserwani and Liang, 2010).  
1.3 Urban Flood Simulations  
Urban areas are usually subject to flooding from a number of sources including fluvial 
flooding, pluvial flooding, sewer flooding, coastal flooding and even groundwater 
flooding. Compared with flooding in rural areas, greater runoff can be produced in 
urban areas owing to the large areas of impermeable surfaces which place more pressure 
on drainage networks. Furthermore, urban areas are more vulnerable to flooding and 
may suffer more losses due to dense populations and well developed infrastructure. The 
concept of Integrated Urban Drainage Management (IUDM) has been introduced to 
consider flooding from all sources in urban areas (DEFRA, 2005). Robust flood 
modelling tools are in demand to predict flooding and manage flood routes in urban 
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areas (Evans et al., 2004). The aforementioned full 2D hydrodynamic models could be 
an effective tool for these purposes (Hunter et al., 2008). 
One of the major requirements for urban flood modelling is to represent urban 
landscape features including urban topography as well as structural features such as 
buildings and fences which are important with regard to the flow direction and flood 
attenuation. Recently, topographic data, available through Light Detection And Ranging 
(LiDAR) combined with Ordnance Survey (OS) MasterMap land use data, has made it 
possible to describe urban landscape variations in a high-resolution digital form. Yu and 
Lane (2006a) have demonstrated that a reduction in resolution may have considerable 
influence on the representation of fine-scale structures and hence affect simulation 
results. For example, the loss of representation of paths between buildings may lead to 
false flow directions. Evans (2010) has investigated the problem of to what extent 
resolution can be decreased whilst maintaining the representation of the urban landscape 
features. In general, modelling of urban flooding must be carried out at a resolution of 
better than  5 × 5 metres or so  (Mark et al., 2004).  
The aforementioned full 2D hydrodynamic models, which are based on mass and 
momentum conservation, can provide a detailed physical description of flood waves, 
but generally require sophisticated computational methods to provide reliable and stable 
numerical solutions. This inevitably incurs considerable computational cost especially 
for high- resolution simulations in urban areas. The balance between computational 
accuracy and efficiency needs to be achieved in practical applications to urban flood 
simulations.  
1.4 Research Gap 
Substantial research efforts have been made to improve the computational efficiency of 
full 2D hydrodynamic models. Hydraulic models with reduced complexity achieve 
better computational efficiency by omitting certain terms in the full momentum 
equations (e.g. Bates and de Roo, 2000; Hunter et al., 2007). Adaptive mesh refinement 
techniques can adjust mesh resolution according to surface features and flow regimes 
(e.g. Berger and Colella, 1989; Liang, 2012), and thereby improve the computational 
efficiency. Recently, parallel programming approaches (e.g. Neal et al., 2009; Smith 
and Liang, 2013)  have been utilised to better harness computing power, and achieve a 
significant acceleration in processing time. The above methods have been widely used, 
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but there are still several limitations. Reduced complexity hydraulic models may be less 
effective to simulate complex flow regimes; with dynamically adaptive mesh refinement 
techniques it can be difficult to achieve mass conservation and well-balanced conditions 
at the same time; and all three of the above methods are much less efficient when 
applied to large-scale catchments. 
Hydrological models are another type of mathematical model. They are widely used in 
rural catchments which cost less computational time by representing less detailed 
physical processes, but can provide reasonable simulating capability. Coupling 
hydrodynamic models with hydrological models may overcome the shortcomings of 
either type of the modelling approaches. The main shortcomings of the two approaches 
are: high computational cost usually associated with hydrodynamic models and a less 
detailed physical representation of underlying flow processes corresponding to 
hydrological models. Enhanced computational efficiency in urban flood simulations is 
therefore expected at the price of losing a detailed physical description of underlying 
processes in the certain parts of the floodplain. Moreover, hydrological models can 
reproduce the runoff production processes, which hydrodynamic models are generally 
incapable of, including precipitation, evapotranspiration, infiltration and interception, 
etc. Although hydrodynamic and hydrological models have been separately used in 
many practical applications, coupling of these two types of models for urban flood 
simulations are still not many in literature. The current coupled models generally only 
consider a point link, such as a river inlet, between hydrological model and 
hydrodynamic model. There is a need to appropriately couple the hydrodynamic and 
hydrological models to offer more effective urban flood simulations by considering 
surface runoff from the hydrological zones to flooding in hydraulic zones, and also save 
computational costs.  
1.5 Aim and Objectives 
The aim of this work is to develop a robust and efficient tool for practitioners to 
perform urban flood modelling by coupling a hydrodynamic model with a hydrological 
model. 
The aims can be specified into the following objectives: 
1) Review the main hydrodynamic models, hydrological models and existing methods 
to balance computational accuracy and efficiency. 
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2) Collect and process data for the selected research site. 
3) Develop an approach to divide the research site into hydraulic and hydrological zones 
according to the design flood event and land cover.  
4) Develop a coupled hydrodynamic and hydrological model. 
5) Configure the coupled model for paralleling computing with Open Multiple 
Processing (OpenMP). 
6) Validate the coupled model through a selected flood event in the research site. 
7) Evaluate the effect on the coupled model from modelling resolutions, bed friction, 
rainfall, infiltration, buildings and coupling methods, etc.  
8) Implement the flood damage estimation under different scenarios of the upstream 
storage and flood defences in the research site. 
9) Identify the limitations of the coupled model and indicate the need for future research.  
1.6 Thesis Outline 
Chapter 1 briefly introduces the background of flood risk management, discusses the 
problems in urban flood simulations, explains the aim and objectives of this work and 
outlines the thesis structure.  
Chapter 2 presents a comprehensive literature review of the main hydrodynamic models, 
hydrological models and existing methods to balance computational accuracy and 
efficiency. 
Chapter 3 describes the methodology which is employed in this work, mainly including 
the descriptions of the selected hydrodynamic model and hydrological model as well as 
the coupling methods.  
Chapter 4 introduces the research site to which the coupled model is applied. In addition, 
it addresses data needs, and describes the data collection and processing. 
Chapter 5 focuses on the presentation and discussion of the modelling results.  
Chapter 6 draws conclusions upon the current research and identifies future work. 
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Chapter 2 Literature Review 
In this chapter, full 2D hydrodynamic models are firstly reviewed in the context of flood 
modelling. Despite the satisfactory computational accuracy they achieved, the high 
computational cost is the main disadvantage, limiting their practical applications for 
large-scale simulations that cover a whole city or catchment. Different means to 
improve the computational efficiency of full 2D hydrodynamic models are thereafter 
discussed, of which coupling hydrodynamic models with hydrological models is a 
promising way to resolve this problem. Herein, the main types of hydrological models 
and existing coupling methods are reviewed and discussed. Finally, a new coupled 
model is proposed, and relevant techniques employed in this model are also reviewed. 
2.1 Full 2D Hydrodynamic Models 
Hydraulic models may be classified into one, two and three-dimensional models. 1D 
hydraulic models generalise a river channel into a number of cross sections 
perpendicular to the channel centreline, and the floodplain is regarded as extended cross 
sections. These models can provide good descriptions of flood routing for in-bank flows 
and are widely used in practice. Examples of well-known 1D hydraulic modelling 
systems include ISIS (Halcrow & Wallingford, 1997), MIKE11 (Danish Hydraulic 
Institute, 2001) and  HEC-RAS (US Army Corps of Engineers, 2010). However, due to 
the high level of simplification, 1D models are incapable of accurately reproducing 
floodplain inundations and flows over complex topography. On the contrary, 3D 
hydraulic models, like FLUENT (Fluent Incorporated Company, 2006) and MIKE 3 
(Danish Hydraulic Institute, 2011), involve full representations of flow processes in 
three-dimensions. These models may potentially provide better representation of the 
physical flow processes and hence more accurate results, but they are also 
computationally demanding due to the complex model structures. In reality, for the 
majority of floods, water depth can be considered small, compared to the wave length 
and horizontal dimensions of the physical domain. The vertical variation of flow 
velocity may be neglected to give rise to a two-dimensional approximation. Therefore, 
2D shallow water models are adequate to provide sufficient details for most flood 
events.   
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Among 2D hydraulic models with different levels of complexity, hydrodynamic models 
that consider the full terms of shallow water equations have proved to be powerful in 
modelling transient flow phenomena with high computational accuracy. Examples of 
the commercial full 2D hydrodynamic models include TELEMAC-2D (Division for 
Research and Development of the French Electricity Board, 2000),  MIKE21 (Danish 
Hydraulic Institute, 2011), RMA2 (US Army Engineer Research and Development 
Center, 2006), TUFLOW (BMT WBM, 2010), DIVAST (Dillon, 1988) and so on. 
MIKE21 and TUFLOW adopt the Alternating Direction Implicit (ADI) technique to 
integrate the governing equations of mass and momentum conservation in the time-
space domain, which work well when flows are slow and smooth. However, the ADI 
technique is inadequate to describe supercritical flows or transcritical flows that can be 
commonly found in dam breaks, levee breaches and flash floods (Liang et al., 2007b). 
DIVAST utilises the finite difference method (FDM) (Fennema and Chaudhry, 1990) to 
solve full 2D shallow water equations; while RMA2 and TELEMAC-2D adopt the 
finite element method (FEM) (Bates and Anderson, 1993). However, compared with the 
finite volume method (FVM) (Zhao et al., 1994; Caleffi et al., 2003), it is usually 
difficult for FDM to maintain local mass and momentum conservation, and is time-
consuming for the FEM to construct shock-capturing schemes. 
A robust full 2D hydrodynamic model for flood simulations should be： 
 Able to simulate different types of flow including transcritical flows, subcritical 
flows,  supercritical flows, shock-like flow discontinuities, and tidal surges  
 Well-balanced to cope with complex topographic features in a natural terrain, 
and this means that the fluxes and slope source terms are balanced without 
spurious momentums (Greenberg and Leroux, 1996) 
 Effective and accurate in dealing with wetting and drying without predicting 
negative water depths 
Liang (2010) has developed such a robust model, in which, the well-balanced full 2D 
shallow water equations are explicitly solved by a Godunov-type finite volume scheme 
(Alcrudo and Garcia-Navarro, 1993) with the interface fluxes evaluated by Harten Lax 
and van Leer-Contact (HLLC) approximate Riemann solver (Toro et al., 1994), and 
numerical stability of the model is controlled by the Courant-Friedrichs-Lewy (CFL) 
criterion. Additionally, a non-negative water depth reconstruction approach is used to 
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deal with the wetting and drying front. In order to avoid spurious oscillations an implicit 
scheme is utilised to discretise the friction source term. This full 2D hydrodynamic 
model has been validated (Liang, 2011; Wang et al., 2011a) for different flow regimes, 
and to trace wetting and drying fronts over complex bed topography, preventing 
negative depth predictions. Other full 2D hydrodynamic models, e.g. which are 
equipped with a Godunov-type finite volume scheme (Begnudelli and Sanders, 2007; 
Song et al., 2011; Hou et al., 2013) or TVD-MacCormack finite different scheme 
(Liang et al., 2007c) may also meet the above criteria for robust models.  
Even if full 2D hydrodynamic models can simulate and predict floods with relatively 
high computational accuracy, there is a common problem in practice that they may be 
computationally expensive, especially in the following conditions for flood risk 
assessment:  
 Flood simulations for a large-scale catchment 
 High-resolution simulations for urban inundations   
 The prediction of flood frequency with a large number of simulations, e.g. 
Monte Carlo method (Rahman et al., 2002). 
In such cases, measures need to be taken to improve the computational efficiency of full 
2D hydrodynamic models. 
2.2 Hydrological Models 
There are several different classification methods for hydrological models, including 
linear or non-linear; stochastic or deterministic; lumped or distributed (Beven, 2012).  
With regard to the representations of physical processes, hydrological models can be 
classified into empirical, conceptual and physically based models. This is one of the 
most often used classification methods. 
Empirical models or black-box models describe a real system with a mathematical 
relationship between the input e.g precipitation and output e.g. outflow hydrograph with 
parameters that may not have physical meanings, but the relationship is based on 
statistics and implicitly represents the underlying physical system. Empirical models are 
straightforward and easy to be implemented, and are quite useful in the catchments with 
sufficient data. The ARMA (Auto-Regressive Moving Average) model (Tesfaye et al., 
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2006) and ANN (Artificial Neural Network) model (Hsu et al., 1995) belong to this 
category.   
 
Figure 2.1 Structure of the ANN model (Kumar et al., 2012). 
Conceptual models or grey-box models representing limited processes in the 
hydrological system are a trade-off between empirical and physically based models.  
Conceptual models simplify hydrological processes by a series of conceptual elements. 
These can be described by non-linear reservoir equations, considering physical 
representations in a highly simplified form. Conceptual models are quite popular 
because they are much easier to set up than physically based models, and can provide 
more reliable simulations than empirical models. Examples of this type of models are 
SWM (Stanford Watershed Model) (Crawford and Linsley, 1966) and HBV 
(Hydrologiska Byråns Vattenbalansavdelning) model (Bergström, 1995).   
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Figure 2.2 Schematic diagram of HBV model (SMHI, 2006). 
Physically based models or white box models describe hydrological processes by 
considering as many physical processes as necessary. Based on the governing physical 
theory, these models are complicated to develop, which require a considerable amount 
of data and computational time as well as heavy work on parameterisation. SHE 
(Système Hydrologique Européen) model (Abbott et al., 1986) and IHDM (Institute of 
Hydrology distributed model) (Beven et al., 1987) are two examples of this class. 
 
Figure 2.3 Schematic diagram of a grid-based catchment discretisation as in SHE model 
(Refsgaard and Storm, 1995). 
14 
 
Another classification method is according to the spatial scale of catchments. In this 
aspect, hydrological models can be classified into lumped, semi-distributed and 
distributed models.  
Lumped models treat the whole catchment as a homogenous unit ignoring spatial 
variations, so heterogeneities can not be represented by catchment-averaged parameters. 
The lumped models are usually used to fill missing data and extend existing data. There 
are many lumped models available in literature, e.g. SWM (Stanford Watershed Model) 
(Crawford and Linsley, 1966), IUH (the Institute of Hydrology) Lumped Model (Nash 
and Sutcliffe, 1970). 
Semi-distributed models lie between lumped and distributed models. These calculate the 
average runoff production in sub-catchments, and route the runoff within and between 
sub-catchments to the outlet of the whole catchment. Kite and Kouwen (1992) validated 
that semi-distributed models outperformed lumped models because they related the 
parameter values to different sub-catchment conditions, and hence produced a more 
reasonable representation of the whole catchment. HBV model, HYMAS (Hydrological 
Model Application System) (Hughes and Sami, 1994), SWAT (Soil Water Assessment 
Tool) model (Arnold et al., 1998) and TOPMODEL (Beven and Kirkby, 1979) are 
examples of this class.    
Distributed models, or fully distributed models divide the whole catchment into cells 
where calculations are implemented. Therefore, the spatial variations of catchments can 
be better considered compared with semi-distributed models. The aforementioned SHE 
model and IHDM are two examples of distributed models. 
Based on the above review, in general physically based distributed models are the most 
powerful among different hydrological models because physical processes and spatial 
variations are well represented. However, like hydrodynamic models, they are difficult 
to develop and cost much computational time.  
2.3 Main Approaches to Improve Computational Efficiency  
Many efforts in balancing computational accuracy and efficiency have been reported in 
literature, and these may be classified into mathematical, numerical and computing 
methods. 
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2.3.1 Simplified models 
A number of simplified models for inundation modelling, which aim to improve 
computational efficiency by omitting certain terms in the momentum equations of the 
full 2D shallow water formulation and using less complex numerical schemes,  have 
proliferated over the last decades (e.g. Bates and de Roo, 2000; Hunter et al., 2007; 
Bates et al., 2010). These models solve the kinematic, diffusion and partial inertial 
equations, which can be regarded as a progression in complexity towards full dynamic 
equations, and provide the different levels of simulating abilities (Hunter et al., 2007).  
Taking 1D momentum equation as an example, it can be used to demonstrate the 
different levels of complexity of the dynamic equations: 
              0)(
11
0
2
















fxx
xx SSg
x
h
g
t
Q
AA
Q
xA
, 
 
(2.1) 
                                                              Kinematic wave 
                                                          Diffusion wave 
                                               Partial inertial wave                                                                                                                                     
                                                        Dynamic wave 
where t denotes time; x is the Cartesian coordinate; Qx is the discharges; A is the cross-
sectional area; h is the water depth; g is the gravity acceleration; S0x is the slope term, 
and Sfx is the friction force term. 
The most basic form of the momentum equation (Cunge et al., 1980) is the kinematic 
wave approximation which neglects dynamic and pressure terms by assuming that flows 
are primarily influenced by gravity, and the frictional force is balanced with the gravity 
force. The kinematic wave theory was developed by Lighthill and Whitham (1955a; 
1955b) and used to describe the propagation of flood waves in long rivers. Almost at the 
same time,   developed an approximate method with the kinematic wave assumption for 
routing steady and uniform flows in open channels with any shape of cross section. 
Both sets of research can be credited as the first proposals of the kinematic wave 
approximation. Since then the kinematic wave theory has been applied to a variety of 
hydrological processes (Singh, 1996; Singh, 2001). Examples of its application involve 
overland and channel flows, base flows, movement of glaciers, erosion and sediment 
transport, etc. However, this theory can only give a reasonable level of accuracy for 
simple flow regimes.  
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A more practical simplification is the diffusion wave approximation achieved by 
eliminating the dynamic terms of the momentum equations for simulating steady but 
non-uniform open channel flows. The diffusion wave concept was firstly introduced by 
Cunge et al. (1980). Govindaraju et al. (1988a; 1988b) did a lot of research on the 
diffusion wave approximation, and obtained an analytical approximation in the form of 
a cubic approximation providing upper and lower boundaries for its applications. 
Parlange et al. (1989) for the first time compared the predictive results under steady 
state conditions from the kinematic wave approximation and the diffusion wave 
approximation, and investigated the differences between them. A number of successful 
diffusion wave models (DWMs) or zero inertial models (ZIMs) for flood simulations 
have been reported in literature (e.g. Cunge et al., 1980; Bates and de Roo, 2000; 
Horritt and Bates, 2001; Horritt and Bates, 2002; Bradbrook et al., 2004; Yu, 2005; Yu 
and Lane, 2006a; Yu and Lane, 2006b; Hunter et al., 2008; Wang et al., 2011b). Among 
these models, LISFLOOD-FP (Bates and de Roo, 2000) and JFLOW (Bradbrook et al., 
2004) are two popular ones. Despite their successes, concerns have been raised over the 
lack of inertial terms. One such concern may involve the control of time steps. 
‘Chequerboard’ type oscillations may be generated, as shown in Figure 2.4, unless the 
constant time step is small enough, where water in one particular cell drains into the 
adjacent cell in a single large time step and flows back again in the next time step 
(Cunge et al., 1980).  
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 Figure 2.4 Illustration of chequerboard oscillations between two adjacent cells (Hunter 
et al., 2005).  
To avoid this instability, a flow limiter, which sets the maximum flow that can occur 
between cells, is required. This prevents too much water from leaving a given cell in a 
single time step. However, the flow limiter displays a strong dependence on the selected 
cell size and time step, but is not sensitive to the bed friction. The adaptive time 
stepping proposed by Hunter et al. (2005) may be an alternative to the flow limiter, 
where an optimum time step is calculated in every iteration, by using the Von Neumann 
condition. This time step is therefore adaptive during the course of a simulation and 
independent of the initial choice of the time step. However, later work by Hunter et al. 
(2006) found the computational cost increased dramatically when the adaptive stepping 
scheme was implemented for higher-resolution grids because the optimum time step 
reduced quadratically with decreasing cell sizes. Due to the necessity for a stricter time 
step control to maintain stability, the effect of diffusion wave approximations in saving 
computational time is not obvious for higher-resolution simulations.  
Hunter et al. (2008) suggested that inclusion of inertial terms in diffusion wave 
equations may allow the use of a larger time step, and consequently less computational 
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time. Inertial terms consist of two parts: the local acceleration term and the convective 
acceleration term. Based on the diffusion wave approximation, a partial inertial model 
(also known as local inertial model, or simple inertial model) has been set up by 
including the local acceleration term which makes the water being modelled less likely 
to cause oscillations. The convective acceleration term is excluded because in many 
floodplains flow advection is relatively unimportant especially for gradually varying 
flow conditions (Hunter et al., 2007; Bates et al., 2010). This model has been validated 
by several numerical cases against field data, analytical solutions, and the solutions of 
simplified and full shallow water equations. (Dottori and Todini, 2011; Fewtrell et al., 
2011; Neal et al., 2011; de Almeida et al., 2012).  The behaviour in saving 
computational time for higher-resolution simulations compared with the diffusion wave 
approach is satisfactory. In addition, the partial inertial scheme performs better in 
computational efficiency than the dynamic wave scheme due to the omission of 
convective acceleration terms. De Almeida and Bates (2013) presented an extended 
view on the application of the partial inertial approximation to several flow problems, 
showing the scheme could provide relatively accurate and efficient results to the lower 
range of subcritical flows and the upper range with mild water depth gradients.  
In summary, reduced complexity models are designed to perform specific tasks by 
ignoring certain flow processes. In general, the simplified equations and numerical 
schemes remove computational burdens and thereby are less computationally expensive 
compared with full 2D shallow water equations. Yet it should be understood that the 
aforementioned simplified forms of full 2D shallow water equations have their own 
limitations and only account for parts of the hydraulic processes. Table 2.1 summarises 
the hydraulic conditions which different forms of the shallow water equations account 
for. When a flood event involves complex flow regimes, e.g. transcritical flows, 
supercritical flows or shock-like flow discontinuities, full 2D shallow water equations 
are essential to correctly evaluate the flooding processes. In these cases, alternative 
ways to reduce computational burdens for full 2D hydrodynamic models are required. 
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Flow conditions Kinematic 
wave 
Diffusion 
wave 
Partial inertial 
wave 
Dynamic 
wave 
Wave translation Yes Yes Yes Yes 
Backwater No Yes Yes Yes 
Wave attenuation  No Yes Yes Yes 
Flow acceleration No No Partially Yes 
Shock-like flow No No No Yes 
Table 2.1 Different levels of account for the different forms of shallow water equations. 
 
2.3.2 Adaptive mesh refinement techniques 
An effective way to improve the computational efficiency of full 2D hydrodynamic 
models is to optimise computational nodes by using adaptive mesh refinement (AMR) 
techniques (Berger and Oliger, 1984; Berger and Colella, 1989). The basic idea is to 
produce higher-resolution meshes and reproduce local flow phenomena in regions of 
interest such as boundaries, around shocks and areas with complicated topography or 
structures. For the remaining parts of the domain lower-resolution computational 
meshes are maintained. Higher computational efficiency can be therefore achieved with 
significantly fewer overall computational nodes, when compared with their uniform 
mesh-based counterparts. AMR techniques can be performed on either structured or 
unstructured meshes. Unstructured meshes are extensively used owing to the high 
flexibility and robustness for dealing with complex domain geometries and boundaries 
(Sleigh et al., 1998; Skoula et al., 2006). However, the associated data structures are 
generally more complicated. For example, the information of both nodes and faces 
needs to be sorted and stored, and a connectivity matrix is required to define the 
adjacent neighbours for each control volume. Furthermore, refinements based on 
unstructured meshes require significant computational effort in order to find 
neighbouring nodes and also ensure local grid quality.  These drawbacks may be 
avoided or mitigated by using structured meshes.  
There are several techniques for structured mesh-based refinements, three of which are 
based on Cartesian grids: the block-structured method  (Berger and Oliger, 1984; 
Ivanenko and Muratova, 2000; Baeza and Mulet, 2006), the hierarchical method  
(Rogers et al., 2001; Rogers et al., 2003; Liang et al., 2004; Krámer and Józsa, 2007; 
Liang and Borthwick, 2009) and the cell-based structured method (Ji et al., 2010). 
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However, all these methods implement local mesh refinements by using data structures 
with different levels of complexity, and inevitably necessitate computational overheads 
to store and search these data structures. It is desirable to develop a data structure free 
method to minimize the overheads for manipulating local mesh refinements.  Recently, 
Liang (2012) proposed a new AMR method with no data structures needed, where all 
neighbours of each cell are determined entirely by a simple algebraic relationship. As a 
result, the computational cost may be reduced compared with the aforementioned AMR 
methods with data structures. 
Despite the successes of AMR methods in saving computational time for full 2D 
hydrodynamic models, the difficulty in maintaining mass conservation and well-
balanced conditions to some extent limits the development of this kind of method for a 
wider range of applications (Popinet, 2012; Hou et al., 2014). 
2.3.3 Parallel computing 
With the rapid development of computing resources, it is becoming popular to enhance 
the modelling efficiency through different computing architectures, of which parallel 
computing is one of the most popular techniques. Parallel computing allows 
independent parts of a program to be executed simultaneously by processors, and 
thereby significantly saving computational time.  
There are two main architectures to implement parallelisation including distributed 
memory and shared memory. For the distributed memory architecture, each processor 
has its own private memory and is connected to other processors through networks. 
Different processors are used as parts of a large cluster to calculate different elements of 
a whole task utilising high-throughput computing systems to facilitate the work (e.g. 
Condor, Cloud). This architecture is usually used to deal with coarse-grain parallelism 
where the target domain is decomposed into a set of subdomains, and then distributed to 
different processors. Tran and Hluchy (2004) introduced the approach to parallelising 
flooding models under the distributed memory architecture(Yu, 2010). An attempt at 
domain decomposition for the finite volume scheme in computational fluid dynamics 
was made by Pau and Sanders (2006b) with a multi-computer system. In this kind of 
configuration, the memory is scalable with the number of processors which means an 
increase in the number of processors will lead to an increase in memory sizes 
proportionally. However, data communication between processors needs to be dealt 
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with by message passing libraries such as Message Passing Interface (MPI) (Pau and 
Sanders, 2006a)and Parallel Virtual Machine (PVM) (Kowalik, 1994). For example, in 
the Godunov-type finite volume scheme, data on cells and their neighbours are required 
at each time step, but the information for neighbouring cells is not available for cells 
along boundaries if the domain is decomposed. In this case, the data interchange 
between subdomains is needed which is relatively difficult to implement.  
The alternative architecture of parallel computing is the shared memory architecture, in 
which multi-processors operate independently while still having access to a global 
memory space. It is generally used to deal with fine-grain parallelism which is achieved 
by distributing iterations over different processors. Neal et al. (2009) implemented a 
parallel version of the LISFLOOD-FP hydraulic model based on the application 
programming interface of OpenMP, demonstrating the parallel speed-up in domains 
with different sizes and resolutions. The primary advantage of using the shared memory 
parallelisation is that it is very simple to implement without largely changing existing 
serial codes. The disadvantage is the lack of scalability between memory and processors. 
Current trends seem to indicate that the hybrid distributed-shared memory architecture 
(Rabenseifner et al., 2009) will prevail in the future, but the increased complexity is a 
main disadvantage. 
Mapping general-purpose computation onto Graphics Processing Units (GPUs) requires 
the use of graphics hardware to solve applications which are not necessarily of graphic 
nature. This is called General-Purpose GPU (GPGPU). Compared to Central Processing 
Units (CPUs), there are typically much more computing units in GPUs, which leads to 
great improvements in computational efficiency. A validated CPU-based flood model 
was converted to NVIDIA’s CUDA version and run on two different NVIDIA graphics 
cards, which showed that equipping with GPUs increased the model’s performance, 
with speed-ups ranging from 3x to 6x on GeForce 8400GS, and 50x to 135x on Tesla 
T10 (Shankar et al., 2010). Smith and Liang (2013) employed OpenCL to develop a 
GPU-accelerated shallow flow modelling tool, which provided greater compatibility 
between different devices and hardware configurations than other popular alternatives, 
such as CUDA, with comparable performance levels. Similar to CPU-based 
parallelisation, the GPU-based one can also be conducted following the shared memory 
or distributed memory architecture. However, neither of them is easy to be implemented 
due to the complexity of using GPUs. The original serial codes need to be dramatically 
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updated to fit the requirement of GPU-based configurations. Besides, the data 
exchanges between GPUs and CPUs also require special considerations.  
2.3.4 Coupling hydraulic and hydrological models 
Apart from hydraulic models, other types of modelling tools such as hydrological 
models have been widely used to simulate and predict flows especially in rural 
catchments. The main advantage of hydrological models against hydraulic models is 
that they usually necessitate much less computational time due to a less detailed 
physical representation of underlying flow processes. The computational efficiency of 
hydraulic models may be improved at the price of losing detailed physical descriptions 
of certain parts of a catchment by coupling hydrological models. Furthermore, 
hydrological models can simulate the runoff production processes, which hydrodynamic 
models are usually not able to, including precipitation, evapotranspiration, infiltration 
and interception, etc.  
There are three main types of methods for coupling hydraulic and hydrological models: 
external coupling, internal coupling and full coupling (Morita and Yen, 2002).  
The simplest and most common type is external coupling which usually employs the 
pre-acquired hydrograph from hydrological models as the upstream and/or lateral 
boundary for the hydraulic models, to provide a one-way but seamless transition 
(Anselmo et al., 1996; Correia et al., 1998; Lastra et al., 2008; Gül et al., 2010; Bravo 
et al., 2012). This coupling type is widely applied in routing flow propagation through 
complicated river network systems (Whiteaker et al., 2006; Lian et al., 2007; Bonnifait 
et al., 2009; Mejia and Reed, 2011; Paiva et al., 2011; Kim et al., 2012; Lerat et al., 
2012). The upstream and lateral inflow in the river network can be obtained from 
hydrological models, while 1D hydraulic models are then used to reproduce the flow 
propagation within the river network. The reason why hydrological models are not 
utilised for simulating open channel flow is that they usually use simple flow routing 
methods focusing only on flood wave delays and attenuation such as the linear reservoir 
model (Coe, 2000) and Muskingum method (Chow, 1973). Another application of this 
coupling type is to simulate the inundation of ungauged urban catchments. Hydrological 
models offer the upstream inflow and/or lateral boundary for 2D hydraulic models to 
simulate the inundation within urban catchments. The hydraulic models can thereafter 
offer boundary conditions to downstream catchments for another hydrological 
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simulation (Moramarco et al., 2005). A similar idea of this coupling method has also 
been used in simulating water quality variables in rivers (Debele et al., 2008; Prinsen 
and Becker, 2011).  
Internal coupling has also been reported in literature (Thompson, 2004), and the 
governing equations for hydraulic models and hydrological models can be solved 
separately, with information at the shared boundaries updated and exchanged at each 
computational time step (Morita and Yen, 2002). Thompson (2004) linked MIKE-SHE 
hydrological model and MIKE 11 hydraulic model by several prescribed points along 
the river. Water levels calculated from MIKE 11 can be transferred to MIKE-SHE, and 
overland flows calculated by MIKE-SHE can be fed back to MIKE 11 by these points 
throughout the simulation.  
There is little literature which reports full coupling, due to the complication of 
reformulating governing equations for a coupled model and solving them as a whole.  
2.4 Developing a Coupled Model 
This study presents a new method for coupling hydraulic models with hydrological 
models in urban catchments which falls into the external coupling category. During a 
simulation, hydraulic and hydrological zones are firstly specified according to a design 
flood event and land cover where the corresponding model is applied. The runoff 
calculated by a lumped conceptual model, known as a Water Balance Model (WBM) 
(Walker and Zhang, 2002), in hydrological zones is routed with a group of pre-acquired 
‘unit hydrographs’ to the hydraulic cells at shared boundaries for higher-resolution 
simulations utilising the full 2D hydrodynamic model (Liang, 2010) in hydraulic zones.  
Compared with the current coupled models introduced in sub-section 2.3.4, the new 
coupled model in this study has following advantages: 
1) Dividing hydraulic and hydrological zones according to a design flood event and land 
cover is more reasonable for external coupling models because the division generally 
ensures one-way coupling where flows only occur from hydrological zones to hydraulic 
zones.  
2) Using a lumped conceptual hydrological model can improve computational 
efficiency as well as maintain reasonable representations of hydrological processes.  
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3) Distributed overland flows into hydraulic zones are well estimated by using a series 
of ‘unit hydrographs’ which are generated by pre-running a hydrodynamic model.  
4) The selected hydrodynamic model is able to simulate complex flow regimes, and 
deal with wetting and drying fronts over a complex topography preventing negative 
depth predictions. 
5) Inside hydraulic zones, hydrological elements such as precipitation and infiltration 
are also considered as the external source term of the continuity equation. 
6) Buildings in hydraulic zones are represented to consider their blockage effects and 
the effects of precipitation on their roofs. 
Herein, the techniques employed in this coupled model are briefly reviewed. 
2.4.1 Catchment division 
The most straightforward way to divide catchments into hydraulic and hydrological 
zones is based on bed elevation. Areas with relatively higher bed elevations can be 
preliminarily specified as hydrological zones, whilst other areas can be considered 
hydraulic zones. However, this method only offers a very rough division. A more 
thorough method is to use a Topographic Wetness Index (TWI) to represent the 
influence of topography on the propagation of floods (Beven and Kirkby, 1979; 
Ambroise et al., 1996; Ma et al., 2010). TWI considers not only bed elevations, but also 
takes into account local slopes. Hydrological zones are usually specified for areas with 
higher elevations and steeper slopes because they are less likely to be inundated, and the 
remaining areas are specified as hydraulic zones. However, the selection of TWI 
threshold value highly depends on experience. A more practical system, employed in 
this work, is to pre-run the hydraulic model on a lower-resolution grid with design 
rainfall and design hydrograph as the input, producing a rough flood extent map with a 
certain return period. The areas which are not inundated can be preliminarily specified 
as hydrological zones; whilst the rest of the domain specified as hydraulic zones. The 
preliminary division can be thereafter adjusted according to land cover data. 
2.4.2 Design rainfall and hydrograph 
The Intensity-Duration-Frequency (IDF) curves or Depth-Duration-Frequency (DDF) 
curves are a set of curves describing the relationship between rainfall intensity/rainfall 
depth and duration for different return periods. These are widely applied in estimating 
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the design rainfall. Each region may have different IDF/DDF curves depending on local 
meteorological and hydrological conditions. Faulkner (1999) proposed a DDF model 
with three concatenated line segments to represent rainfall changes with durations and 
return periods, and offered three formulae to evaluate the design rainfall for different 
durations. Other methods to construct IDF/DDF curves may involve using isopluvial 
maps (Reich, 1963; Froehlich, 2010) or more complex statistical models (Madsen et al., 
2002; Ariff et al., 2012). However, these methods produce either rainfall depth or 
rainfall intensity for the whole duration without analysing the distribution of the rainfall 
within the duration. A method within the Flood Studies Report (FSR) rainfall-runoff 
model (Houghton-Carr, 1999), based on recommended design rainfall profiles and 
cumulative profiles for the UK, is capable of distributing the rainfall depth for a given 
duration and a required return period and obtaining a UK design hyetograph. 
The design peak flow can be estimated in the easiest way, using a rational equation with 
the assumption that the frequency of the peak flow is equal to the frequency of the 
average rainfall intensity (Froehlich, 2010). A generalised logistic distribution using an 
L-moment method to evaluate the parameters has been introduced in the Flood 
Estimation Handbook (FEH) to produce flood frequency curves which represent a 
relationship between peak flows and return periods (Robson and Reed, 1999). However, 
these methods only focus on the design peak flow, and other attributes such as flood 
volumes and durations are not investigated.  
In many practical cases, the full design hydrograph is of interest. The relationship 
between peak flows and hydrograph volumes has been analysed from recorded data, and 
a large set of annual maxima synthetic hydrographs that keep the distributions of peaks, 
volumes and durations have been generated for reservoir design (Mediero et al., 2010). 
Another two popular methods to obtain design hydrographs are event-based method 
(Kjeldsen, 2007a) and continuous simulation method (Boughton and Droop, 2003). The 
former is to apply a design hyetograph into a rainfall-runoff model and obtain the 
corresponding design hydrograph with the same return period. The latter is to select the 
maximum annual hydrograph from a long synthetic runoff-time series which is obtained 
from a continuous simulation by a rainfall-runoff model with long synthetic rainfall 
time series as the input. These two methods have been examined and compared in terms 
of the peaks, volumes and durations of design hydrographs (Grimaldi et al., 2012). 
Despite that the event-based approach may underestimate the volume and duration of 
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the resulting hydrograph (Grimaldi et al., 2012), it is still widely adopted due to its 
simplicity and the wide availability of IDF/DDF curves. In the UK, an event-based 
Revitalised Flood Hydrograph (ReFH) Model, to estimate design hydrographs, has been 
proposed in FEH and widely tested in practical use (Kjeldsen, 2007a). 
2.4.3 Digital Elevation Model 
Digital Elevation Models (DEMs) play an important role in flood simulations. Field 
surveys and photogrammetry are traditional methods of obtaining terrain data which are 
both time consuming and labour-intensive. Nowadays, the LiDAR system, based on a 
combination of laser scanner, Global Positioning System (GPS) and an inertial 
measurement unit installed onto an aircraft, has become a main tool in obtaining high-
resolution digital elevation data (Raber et al., 2007). In the last decade, LiDAR has been 
significantly enhanced with laser pulse rates up to 100 kHz which improve data 
resolution from 3m to 25 cm, and reduce vertical elevation errors to 5 cm in relation to 
root mean square errors (RMSEs) (Fewtrell et al., 2011). The direct products of the 
LiDAR system are Digital Surface Models (DSMs), which contain  all features the laser 
beam strikes, including man-made objects (e.g. buildings, road lamps and bridges) and 
vegetation (Barber and Shortridge, 2005). Through different filter methods, all elements 
on the top of bare grounds can be removed and Digital Terrain Models (DTMs) are 
thereby produced. Both DTM and DSM need to be improved when used in flood 
simulations. For DTMs, the main surface features, like buildings, which may affect 
flood propagations, should be added to better represent floodplains. While for DSMs, 
surface features that may cause disturbance should be removed, such as bridges, 
bypasses and tree canopies along rivers.  
2.4.4 The representations of buildings  
Urban areas consist of many buildings which can not be neglected in order to reproduce 
accurate inundation results. There are several approaches representing buildings in 
urban flood simulations.  
Chen et al. (2012) introduced the building coverage ratio and the conveyance reduction 
factor to consider the effect of buildings in overland flow modelling based on the coarse 
grid. One drawback is that extra work needs to be done to calculate building areas and 
the maximum occupancy ratios of buildings on computational cell boundaries.  
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Another approach to represent buildings is to raise the friction coefficient for cells 
where buildings are located in order to consider the resistance they cause. The location 
of buildings can be identified using OS MasterMap land cover data. The value of the 
friction coefficient depends on the density of buildings (Syme, 2008). However, the 
selection of specific values is difficult and subjective, and a thorough model calibration 
is required. 
Liang et al. (2007a) and Soares-Frazão et al. (2008) introduced the concept of porosity 
into the shallow water equations and provided another way to represent buildings. The 
amount of water flowing through buildings is determined by the building porosity. This 
method can reflect the fact that buildings may allow flows to enter through doors and 
windows. However, porosity values are hard to specify and usually require time 
consuming calibrations.  
The ‘raised building method’ involves the raising of bed elevations where buildings are 
located to a reasonable height in DTMs, or to filter out other features while keeping 
buildings in DSMs. Fewtrell et al. (2008) used this method to compare the model 
behaviours based on different grid resolution. A similar approach is called ‘threshold 
method’ where a building is represented by a threshold of elevation above which water 
will occupy (Schubert and Sanders, 2012). The main limitation of these methods are 
that 3D flow patterns may be produced locally around buildings, which may not be 
properly described by 2D shallow water equations.  
‘Blocked building method’ is an alternative method which takes building cells out from 
the domain and insert a solid wall boundary around building outlines. Schubert et al. 
(2008) used this method to evaluate the effect of buildings showing that it could 
outperform ‘no building’ simulations especially in high-resolution modelling. Extra 
consideration should be taken over the rainfall occurring on the top of the buildings. 
2.4.5 Flood damage estimation  
Flood damage is the economic cost which is caused by floods. In the UK, current annual 
average flood damage is estimated at £1.4 billion (Foresight, 2014). The future flood 
damage is anticipated to be more serious in the UK. There is a wide range of research 
on flood damages to human health, infrastructure, buildings, vehicles and the 
environment (Jonkman and Kelman, 2005; Jonkman et al., 2008; Penning-Rowsell et al., 
2010; Xia et al., 2011). 
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Flood damages can be generally estimated by flood damage functions, which are based 
on the relationship between the economic damage and flood characteristics (mainly 
flood depth).  Damage functions are derived from practical data in different countries, 
for different flood types. In the UK, The Flood Hazard Research Centre (FHRC) has 
collected information about flood impact and has developed the flood damage 
estimation method, which provides guidance on appraising flood damage, including the 
economic loss relating to urban properties and infrastructure, etc.  (Penning-Rowsell et 
al., 2010) 
2.5 Summary 
In this chapter, different ways to improve computational efficiency of full 2D 
hydrodynamic models have been reviewed. Simplified models are useful and relatively 
easy to be implemented. However, they are incapable of reproducing flood events that 
involve complex flow regimes, because certain terms in the momentum equations 
within the full shallow water formulation have been neglected. This problem can be 
avoided by combining full 2D hydrodynamic models with AMR or parallel computing 
techniques. For AMR, it is sometimes difficult to maintain mass conservation and well-
balance conditions. Parallel computing techniques have proliferated recently with the 
development of computing resources. One such technique, the CPU-based OpenMP 
technique, is used in this study because of the ease of implementation and minimal code 
changes required for parallelisation. 
Another idea to improve computation efficiency is to couple full 2D hydrodynamic 
models with hydrological models. Different methods to couple models have been 
reviewed, among which, the external coupling type is the most often used one. In this 
work, a new coupling method of this type has been proposed. On one hand, a full 2D 
shallow flow model (Liang, 2010), which can simulate complex flow regimes, and deal 
with wetting and drying fronts over the complex bed topography preventing negative 
depth predictions, has been employed for high-resolution flood simulations in hydraulic 
zones. On the other hand, a lumped conceptual hydrological model known as Water 
Balance Model (WBM) (Walker and Zhang, 2002) and a ‘unit hydrograph’ method, 
which are quite simple and straightforward, have been used in hydrological zones, 
providing overland inflows to hydraulic zones through cells at the shared boundary. The 
advantages of the new coupled model are also listed. Finally, other techniques relating 
to the proposed coupled model have been reviewed. 
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Chapter 3 Methodology 
This chapter describes the main methods that are used in this study. Hydrological 
analysis is adopted to determine the specific sub-catchments which are of interest and 
will be used for modelling. These sub-catchments can be divided into hydraulic zones 
and hydrological zones according to a design flood event and land cover data. 
Thereafter, the details of the hydraulic model, hydrological model and coupling method 
are provided, followed by details of the model acceleration through the parallel 
computing technique. Finally, the flood damage estimation method is introduced to 
evaluate the economic losses caused by floods. 
3.1 Hydrological Analysis 
Hydrological analysis can help in understanding how water flows across an area, and is 
often used to obtain flow directions, extract stream information and delineate sub-
catchments. In this study, ESRI’s ArcGIS Hydrology Tool is utilised to implement the 
hydrological analysis in order to extract from the whole catchment the sub-catchments 
of interest, in which the research urban area is located. Sub-catchments are used as the 
computational domain as it is not necessary to run the models on the whole catchment 
when boundary conditions for the sub-catchments are known. Furthermore, it usually 
incurs high computational costs for models to be implemented over a large domain area 
especially when based on a relatively fine grid.  
Hydrological analysis is mainly based on the topography. Depressions, also called sinks, 
in DTMs, can be divided into ‘real’ and ‘fake’ depressions. The ‘real’ depressions are 
essentially those locations with lower ground elevation than the surrounding areas, 
typically including pools, reservoirs, etc. The ‘fake depressions’ are typically caused by 
data errors, which should be identified and filled prior to hydrological analysis (Figure 
3.1).  
 
Figure 3.1 Filling the depressions in the DTM. 
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Flow directions can be obtained from the filled DTM by the so-called ‘D8 method’ 
which assumes water in one cell can only flow into its neighbouring cell with the 
steepest slope (Jenson and Domingue, 1988). Figure 3.2 shows the eight values that 
represent the eight neighbouring cells into which water can flow in the ‘D8 method’. 
The flow directions that 1, 2, 4, 8, 16, 32, 64 and 128 represent are to the east, southeast, 
south, southwest, west, northwest, north and northeast, respectively.  
32 64 128 
16  1 
8 4 2 
Figure 3.2 Flow direction values in the ‘D8 method’. 
Flow accumulation values which represent the accumulated flow to each cell can be 
calculated by accumulating the weight for all cells that flow into each downslope cell. A 
stream network is then created by specifying a threshold for the accumulated flow, 
above which the corresponding cell is regarded as a stream cell. The stream network is 
combined with the flow directions to calculate the stream links, which link streams by 
the Strahler stream order (Strahler, 1952) and allocate each stream an individual number. 
In Strahler’s stream order system, the upstream segment of a stream network is 
considered low within the stream order, with the next segment downstream regarded as 
its parent and thus higher within the stream order. However, lower order segments 
joining a segment with higher order do not change the order of the higher stream 
(Figure 3.3). Sub-catchments are finally extracted by analysing the stream links and the 
flow directions. 
 
             Figure 3.3 Strahler stream order classification method (Strahler, 1952). 
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3.2 Catchment Division 
After the specific sub-catchments are extracted, hydraulic and hydrological zones 
should be specified where the corresponding model may be then applied respectively. In 
this work, a full 2D shallow flow model (Liang, 2010) is used with design rainfall and 
design hydrograph as the input to produce a design flood event. The sub-catchments are 
then divided into hydraulic and hydrological zones according to the inundation extent of 
a design flood event and land cover data.  
3.2.1 Design rainfall 
Design rainfall is estimated from DDF curves. The details of DDF curves for the UK 
can be found in the Flood Estimation Handbook (FEH) (Faulkner, 1999). Herein, a brief 
description is provided. In a DDF curve, rainfall duration is taken on a logarithmic scale 
along the x-axis, and rainfall depth is taken on a logarithmic scale along the y-axis. 
There are a group of curves for different return periods. From these curves, rainfall 
depth for a certain duration at a certain return period can be obtained. Figure 3.4 shows 
such a set of DDF curves. 
 
Figure 3.4 An example of DDF curves (Faulkner, 1999).   
In Figure 3.4, the shape and location of the lines are defined by six parameters C, D1, D2, 
D3 E0, F. Herein, C, D1, D2, D3 define the curve slope, and E0, F define the intercept of 
the curve with the y-axis. There are two sets of estimated values available for these 
parameters for UK catchments on the FEH CD-ROM 3 (CEH, 2009). One is the 
averaged values of the selected catchment for calculating the average rainfall depth on 
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the catchment; the other is the value for the 1 km grid point which can be used to 
estimate the rainfall depth at a certain point in the catchment. 
The design rainfall duration D (hours) is evaluated by: 
           )10001( +SAAR/×D=Tp , (3.1) 
where Tp is time-to-peak of unit hydrograph (hours); and SAAR is 1961-1990 standard-
period average annual rainfall (mm). 
280343
1990
600091 )1(561 .-.-..-p DPSBAR+URBEXT DPLBARPROPWET.=T , 
(3.2) 
where PROPWET is the proportion of time when soil moisture deficit was less than or 
equal to 6 mm during the period 1961-1990; DPLBAR is the mean drainage path length 
(km); URBEXT1990 is the extent of urban and suburban land cover (year 1990); and 
DPSBAR is the mean drainage path slope (m km-1).  
Design rainfall depth can be distributed within the design duration using an appropriate 
design rainfall profile. In rural catchments, a 75% winter profile has been adopted as the 
reference, which on average shows higher peaks than 75% of UK winter storms 
(Houghton-Carr, 1999). In urban catchments, 50% summer profile has been adopted as 
the reference, which on average shows higher peaks than 50% of UK summer storms 
(Houghton-Carr, 1999). These two symmetrical and bell-shaped rainfall profiles and the 
corresponding cumulative profiles are shown in Figure 3.5.  
                   
                                   (a)                                                                     (b) 
Figure 3.5 Recommended design rainfall profiles (a) and cumulative profiles (b) for 
summer and winter (Houghton-Carr, 1999). 
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The above methods are used to generate a design rainfall hyetograph within design 
duration for a certain return period, where a seasonal correction factor and an areal 
reduction factor can be applied to consider the effects from seasons and areas.  
3.2.2 Design hydrograph 
A lumped conceptual rainfall-runoff model, the Revitalised Flood Hydrograph (ReFH) 
model (Kjeldsen, 2007b), is used in this study to produce the inflow design hydrograph 
based on upstream design rainfall and initial soil moisture content. The ReFH model is 
considered to be an updated version of the FSR/FEH model (Houghton-Carr, 1999). 
Particularly, the ReFH model has improved the description of hydrological processes 
and undated the analytical techniques. 
After the estimates of upstream design rainfall, further estimates of net rainfall, runoff 
routing and base flows are implemented by three components of the ReFH model: the 
loss model, the routing model and the base flow model.  The loss model is used to 
calculate the fractional rainfall that is turned into the direct runoff, which is then routed 
to the outlet of the upstream catchment by a unit hydrograph in the routing model. The 
total flow at the outlet is thus calculated by adding the direct flow and the base flow. 
The hydrograph at the outlet of the upstream catchment also acts as the inflow 
hydrograph for the research domain. The structure of ReFH model is shown in Figure 
3.6. 
 
Figure 3.6 The schematization of ReFH model (Kjeldsen, 2007b). 
There are six parameters in ReFH model: Cini is the initial soil moisture content (mm); 
Cmax  is the maximum soil moisture content (mm); BF0 is the initial base flow (m
3/s); BR 
34 
 
is the ratio of base flow recharge to runoff; BL is the base flow recession constant; and 
Tp is time-to-peak of unit hydrograph (hours). 
These parameters are estimated by catchment descriptors from FEH CD-ROM 3. The 
relationship between the ReFH model parameters and catchment descriptors are listed in 
Equations 3.2-3.5 (Kjeldsen, 2007b): 
        
240950
max 7596
.-.  PROPWETBFIHOST.C  , (3.3)    
                                                   
        
013
1990
530210470 )1(525 .-.-.. +URBEXTPROPWETDPLBARBFIHOST.BL= , (3.4) 
        
36.008.175.3  PROPWETBFIHOSTBR  , (3.5) 
where BFIHOST is the base flow index from the ‘Hydrology of Soil Types’ 
classification (Boorman et al., 1995). 
To support the dissemination of the ReFH model, the Environment Agency funded the 
Centre for Ecology and Hydrology (CEH) to develop a series of software tools 
including a ReFH spreadsheet (CEH, 2005) which is employed in this study. By 
importing upstream catchment descriptors from FEH CD-ROM 3 and setting flood 
return periods, time steps and design duration, etc. an upstream design rainfall 
hyetograph can be obtained as mentioned in sub-section 3.2.1. Thereafter, an inflow 
design hydrograph can be generated by running the model with the design upstream 
rainfall hyetograph as the input.    
3.2.3 Hydraulic and hydrological zones 
Before actual simulations, the full 2D shallow flow model (Liang, 2010) is utilised with 
design rainfall in the research domain and an inflow design hydrograph as the inputs to 
produce a design flood event. To save computational time, this work can be 
implemented in a lower-resolution grid, which does not largely affect the inundation 
results. The areas inundated by fluvial floods in a design flood event are preliminarily 
regarded as hydraulic zones, while the rest of the domain is specified as hydrological 
zones. For the type of one-way external coupling, flow from hydraulic zones to 
hydrological zones is not expected. Therefore, areas less likely to be inundated, with 
relatively higher elevations and steeper local slopes, are usually specified as 
hydrological zones.  
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The preliminary division can be further adjusted according to the land cover data. Green 
land (e.g. parks and golf courses) may be specified as hydrological zones, while 
hydraulic zones may cover impermeable surfaces in urban areas (e.g. rivers, roads, 
squares).  
Notably, however, catchment division is still to some extent subjective and based on the 
modeller’s experience, even though inundation extent and land cover are still important 
references. An example of this would be when determining whether local inundations 
are caused by fluvial or pluvial floods, or dividing an area which is mixed with 
buildings and grassland. Consequently, there are no absolutely correct division schemes, 
and different modellers may give slightly different divisions.  
3.3 Hydraulic Models 
In this section, the full 2D shallow flow model (Liang, 2010), the original partial inertial 
model (PIM) (Bates et al., 2010), and two improved PIMs (Zhang et al., 2014) are 
introduced and compared in terms of modelling accuracy and efficiency.   
3.3.1 Full 2D shallow flow model 
With the assumption of hydrostatic pressure, and omitting the viscous terms, the well-
balanced shallow water equations in differential hyperbolic conservation form can be 
written as:  
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The vectors representing conservative variables, fluxes and source terms are given by 
(Liang and Borthwick, 2009): 
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where t denotes time; x and y are the Cartesian coordinates; η represents water level; uh 
and vh are the unit width discharges; h, u and v are the water depth and velocity 
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components in the two Cartesian directions, respectively; and ss is the external source 
term in shallow water equations. The density of water is given by ρ; zb is the bed 
elevation; and g is the gravitational acceleration. 
The effect of bed roughness on flows is determined by the bed friction stress terms τbx 
and τby, which can be estimated using: 
                          22 vuuC fbx   , and 
22 vuvC fby   . 
       (3.8) 
The bed roughness coefficient Cf can be evaluated using 
312 hgnC f  , where n is the 
Manning coefficient. Cf is equal to zero in dry areas with h < 10
-10 m. 
The above shallow water equations are solved using a finite volume shock-capturing 
Godunov-type scheme (Toro, 2001), and an explicit time-marching conservative 
formula is used to discretise Equation 3.6 and update the flow variables to the next time 
step:  
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,           (3.9) 
where k is the time level; i and j are cell indexes in the x- and y-direction; ∆x and ∆y 
correspond to cell size in the x- and y- direction; and ∆t is the time step. 
Herein, first-order approximations for the face values of flow variables are used, with a 
non-negative depth reconstruction technique for wetting and drying (Liang, 2010), and 
fluxes through the four interfaces of each computational cell are evaluated by HLLC 
approximate Riemann solver (Toro, 2001).  
In order to update the flow variables to a new time step, the source terms should be 
evaluated in the proper way. There are three kinds of source terms in Equation 3.6: 
external source terms, bed slope source terms and bed friction source terms. The external 
source terms may be rainfall, infiltration, etc. The bed slope source terms can be 
discretised by a central-differencing scheme (Liang, 2010). The bed friction source 
terms can be explicitly solved by Equation 3.8, but the friction forces may be 
exaggerated to reverse the flow direction when the bed roughness coefficient Cf  is large 
enough, caused by either a very large Manning coefficient or very shallow water depth 
near the wet-dry front. To avoid such numerical instability, a splitting-point implicit 
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scheme (Bussing and Murman, 1988; Fiedler and Ramirez, 2000) is used to evaluate the 
bed friction source terms (Liang and Marche, 2009; Liang, 2010).  
Despite the use of an implicit scheme to calculate the bed friction source terms, the 
overall numerical scheme to solve Equation 3.6 is explicit, and its numerical stability is 
governed by the CFL criterion (Courant et al., 1967). The time step, ∆t, may be 
expressed by the following formula: 
                       ),min( yxr ttCt  . 
   (3.11) 
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     (3.12) 
where the Courant number is specified in the range 0 < 
rC  ≤ 1.   
Two types of boundary conditions are imposed in this study, i.e. open and slip boundary 
conditions.   
In open boundary conditions, the gradients of flow variables are assumed to be zero at 
the boundary: 
                          IOIOIO vvvvuuuuhh     ,   , . 
  (3.13) 
In slip boundary conditions, the normal velocity as well as the gradients of the water 
level and the tangential velocity is required to be zero at the boundary: 
                          IOIOIO vvvvuuuuhh     ,   , , 
   (3.14) 
where uu is the normal velocity; vv is the tangential velocity; and subscripts O and I 
represent the cell at outer boundary and inner boundary, respectively. 
3.3.2 Partial inertial models (PIMs) 
The PIMs solve the same continuity equation as the full 2D shallow flow model： 
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where qx = uh and qy = vh are the unit width discharges. 
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These unit width discharges are approximated using a simplified formula derived from 
the full momentum equation. The diffusion wave approximation indicates that the 
dynamic terms of the full momentum equations become insignificant and may be 
neglected without significantly affecting the physical description of many slow-varying 
overland flows (Hunter et al., 2007). In this work, the simplified momentum formula 
proposed by Bates et al. (2010) is adopted, which is derived from the above diffusion 
wave assumption by retaining some of the inertial effects.  
Assuming that the convection acceleration terms are negligible, the momentum equation 
can be simplified to become: 
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where 
t
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
  is the local acceleration term; 
x
h
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  is the pressure force term; 
x
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
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slope source term representing the gravitational effect; and 
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h
qqgn x is the friction 
source term.  An explicitly discretised equation for qx may be derived as follows: 
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where Δη calculates the local difference in water level and q  returns the magnitude of 
q. Replacing t
x
q in the friction term with tt
x
q  to form a linear equation for the unknown
tt
x
q   creates a semi-implicit scheme to achieve better numerical stability (Bates et al., 
2010); Equation 3.17 may then be rearranged to give: 
                 3/72 /1 tt
t
tt
x
tt
x
hqtng
x
tghq
q






. 
  
   (3.18) 
This semi-implicit scheme can prevent the flow from changing direction under the 
condition of extremely high-friction force, which an explicit scheme can not. It also 
avoids the heavy computational burden of an iterative full-implicit scheme.  
From Equation 3.18, the well-balanced scheme can be preserved because zero velocities 
and invariant water surface gradient in still water can keep the water motionless at the 
next time step.  
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At each time step during a simulation, qx and qy (which may be similarly derived) are 
updated using Equation 3.18 and combined with Equation 3.15 to update the water level. 
In this work, Equation 3.15 is solved using a FVM based on the structured grid, which 
results in the following time-marching formula for updating the water level at a new 
time step: 
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where subscripts E, W, N, S represent the east, west, north and south interface of a cell, 
respectively.  
Taking the eastern interface as an example, 
Ex
q  is estimated using Equation 3.18 as:   
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Herein, the values of flow variables on the right-hand-side are obtained at time level k. 
The fluxes through the other three cell interfaces at time level k can be evaluated in a 
similar way. Subsequently, the updated discharges at the centre of cell (i, j) are simply 
evaluated by averaging the two associated fluxes: 
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In order to estimate the interface values of the flow variables in Equation 3.20, the face 
values at the left and right sides of the interface may firstly be approximated to be the 
same as the corresponding cell-centred values, which leads to a first order numerical 
scheme (Zhang et al., 2013). The left face values of the eastern interface are therefore 
given by: 
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Similarly, the corresponding right face values are: 
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The corresponding velocity components are then evaluated by: 
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In a dry cell (defined as h < 10–10 m) (Brufau and García-Navarro, 2003), the velocities 
are set to be zero directly and not evaluated by Equation 3.24. 
The original PIM reconstructs water depth at the interface by taking the difference 
between the maximum water level and the maximum bed elevation at either side of the 
interface as: 
            ),max(),max(
R
Eb
L
Eb
R
E
L
EE zzh   .  (3.25) 
This reconstruction maintains non-negative water depth in most situations. However, 
high velocities and negative water depth may still occur when the water surface gradient 
is large. For example, as shown in Figure 3.7 (b) when the difference between water 
levels at the left and right side of an interface becomes too large, a large flux can be 
generated as a result of Equation 3.20, which in turn calculates a negative water depth 
from Equation 3.19. In order to ensure non-negative water depth, water level, instead of 
water depth, should be reconstructed.  
 
       (a)                                (b)                                  (c) 
                   Figure 3.7 Three generalised configurations for wetting and drying. 
A single value of bed elevation at a cell interface is defined (Audusse et al., 2004) as: 
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The water depths at either side of the interface are then reconstructed as: 
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This ensures non-negative water depth. Based on Equations 3.26 and 3.27, the 
corresponding water level and unit width discharges are then reconstructed as:  
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In the above reconstruction, it is evident that the water level coincides with the bed 
elevation in a dry cell. If the dry cell has a bed elevation higher than the water level in a 
neighbouring cell, as shown in Figure 3.7 (c), a spurious flux will be calculated between 
the dry cell and the adjacent wet cell due to the higher water level on the dry side. To 
avoid this unphysical numerical flux, other than reconstructing the bed elevation and 
water levels by following Equations 3.26-3.28, the difference between the fake and 
actual water level must be identified and subtracted from the reconstructed values. A 
general formula for specifying this difference is given as follows: 
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The associated bed elevation and water levels are subsequently modified by subtracting 
∆z from their original values as: 
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These modified face values are then substituted into the right-hand side of Equation 3.20 
to calculate the flux, for which the interface values of the water depth and discharge (
Eh  
and Exq ) are also required. Similar to the original PIM, the maximum water depth from 
either side of the interface is used in this work. When deciding the interface discharge 
Ex
q , two options are available and tested herein: 
1) Take the maximum unit width discharge at either side of the interface: 
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This is essentially the same scheme as in the original PIM. Using the larger values in 
flux calculation may help to partly overcome the negative effect of neglecting the 
convective acceleration terms in the momentum equation. Together with the new non-
negative depth reconstruction, as proposed in the current work, this model is hereafter 
referred to as ‘improved PIM1’, and will be used to demonstrate the improvement 
achieved as a result of the water level reconstruction.  
2)  Take the average unit width discharge of both sides of the interface: 
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qqq  .   (3.32) 
A mathematical proof has shown that the original PIM is not able to produce a stable 
solution for domains dominated by large areas of low-friction land, and the adoption of 
an average face value of discharge may mitigate this problem by introducing extra 
numerical diffusion (de Almeida et al., 2012). Combined with the current water level 
reconstruction, this new scheme is referred to as ‘improved PIM2’ in the rest of the text, 
which will be tested for low-friction simulations.   
The time steps of PIMs are controlled by CFL criterion (Equations 3.11 and 3.12), and 
two boundary conditions are imposed, i.e. open and slip boundary conditions (Equations 
3.13 and 3.14). 
3.3.3 Model comparison 
In this sub-section, the full 2D shallow flow model, the original PIM, the ‘improved 
PIM1’ and the ‘improved PIM2’ are compared in terms of both accuracy and efficiency 
by applying them to simulate a hypothetical inundation event at Thamesmead, located at 
the south bank of the Thames River in the UK. The comparisons in more test cases can 
be found in the work of Zhang et al. (2014). In all of the simulations, g = 9.81 m/s2 is 
used. All simulations are performed on a standard personal desktop with an Intel(R) 
Core(TM) i5 CPU.  
Relative Root Mean Square Error (RMSE) and fit statistics (F1 and F2) are employed in 
this work to quantitatively analyse the results. Other statistics may include overall 
accuracy, Nash and Sutcliffe efficiency, mean residual, etc.  
The relative RMSE is calculated by:  
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     (3.33) 
where va represents any modelling flow variables including water level, water depth, 
flow velocity, etc; while 

va  denotes any benchmark flow variables; NN is the total 
number of computational cells. 
Fit statistics are used to evaluate the simulation of wet (1)/dry (0) states. The critical 
water depth to divide wet or dry states is set to be 0.1 m in this study (Aronica et al., 
2002). F1 represents the percentage of the cells with the matched wet-dry state between 
modelling results (M) and benchmark dataset (B):     
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When the cell states are both wet, 11,
MB
jiP  is given a value of 1, and otherwise 
11
,
MB
jiP is 
given a value of 0. When the cell states are both dry, 00,
MB
jiP  is given a value of 1, and 
otherwise 00,
MB
jiP is given a value of 0. F
1 ranges between 0 for no cells, with the wet-dry 
state matched between modelling results and benchmark dataset, and 1 for a perfect 
match of wet-dry states. There is a drawback in using F1 for the condition that the 
inundation area is much smaller than the whole domain area, because the large non-
flooding area within the domain may result in large values for  00,
MB
jiP  and F
1, which 
will overestimate the model performance.   
Another fit statistic F2 is used to estimate the percentage of the matched flood extent 
between modelling results (M) and benchmark dataset (B):     
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When the benchmark cell state is wet and the modelling cell state is dry, 01,
MB
jiP  is given 
a value of 1, and otherwise 01,
MB
jiP is given a value of 0. When the benchmark cell state is 
dry and the modelling cell state is wet, 10,
MB
jiP  is given a value of 1, and otherwise 
10
,
MB
jiP
is given a value of 0. F2 varies between 0, when there is no matched flood extent 
44 
 
between modelling results and benchmark data, and 1 for a perfect match of the flood 
extent. F2 focuses only on the active floodplain in the domain, and hence avoids the 
aforementioned drawback of F1. 
A processed 10 m bare-earth DTM as shown in Figure 3.8 is used to represent the 
selected 9000 m × 4000 m floodplain. A 150 m wide breach in the embankment is 
assumed to generate an inundation event. The flow hydrograph through the breach is 
shown in Figure 3.9. The whole floodplain with open boundary conditions is discretised 
by a uniform grid with 900 × 400 cells and a constant Manning coefficient n = 0.035 m-
1/3s is applied (Liang et al., 2008).     
 
Figure 3.8 Thamesmead floodplain map. 
 
Figure 3.9 Thamesmead inflow hydrograph. 
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Figure 3.10 displays the inundation maps at t = 10 hours produced by the four models, 
respectively. Full 2D shallow flow model is utilised as a reference as there is no 
measured data available for this case. With regard to flood extents, the original PIM and 
the ‘improved PIM1’ are in close agreement with the full 2D shallow flow model, but 
the ‘improved PIM2’ produces a smaller flood extent. This is related to the different 
methods these models employ to calculate the interface fluxes. In practical applications, 
the convective acceleration is generally in the same direction as the velocity and hence 
accelerates the flow, so the omission of convective acceleration terms usually slows 
down the flow propagation. Therefore using the maximum face value of discharge to 
calculate the interface fluxes can reduce, to some extent, the effect of omitting the 
convective acceleration terms. This generates more satisfactory results than taking the 
average face value in this case. In addition, for practical applications the bed friction is 
normally large enough to stabilise the solution, and taking the average face value as the 
interface flux may introduce unwanted numerical diffusion and slow down flow 
propagation. Because of this, the flux calculation scheme, as implemented in ‘improved 
PIM2’, may not be recommended for realistic flood simulations. 
                                                                   (a) 
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                                                                    (b)                                                                             
 
                                                                    (c)                                                                     
 
                                 (d)                                          
Figure 3.10 Thamesmead inundation: inundation maps predicted by the full 2D shallow 
flow model (a), original PIM (b), ‘improved PIM1’ (c) and ‘improved PIM2’(d). 
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In order to further compare the simulation results, the temporal changes in water depth 
and flow velocity are recorded at four gauge points as indicated in Figure 3.8 and 
compared in Figure 3.11 and Figure 3.12. Generally, the water depth and velocity 
predicted by the three PIMs follow the trend, as predicted by the full 2D shallow flow 
model, but deviation between the results is also evident, especially for the ‘improved 
PIM2’. Excellent agreement can be found between the original PIM and ‘improved 
PIM1’ in both water depth and flow velocity predictions, which implies that for 
practical conditions, where the bed slope and flow hydrodynamics change gently, the 
original PIM may be capable of producing non-negative water depths without the need 
for water level reconstruction. But obviously, this conclusion can only be drawn case by 
case. 
   
Figure 3.11 Thamesmead inundation: temporal change in the water depth at four gauge 
points. 
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Figure 3.12 Thamesmead inundation: temporal change in flow velocity at four gauge 
points. 
To further quantify the performance of the three PIMs, the relative RMSE and fit 
statistics (F1 and F2) are calculated for the whole simulation and plotted in Figure 3.13 
and Figure 3.14, with the numerical solution from the full 2D shallow flow model given 
as a reference. As can be seen in Figure 3.13(a), the relative RMSE of the water depth 
for the original PIM and ‘improved PIM1’ is below 25%. The behaviour of the 
‘improved PIM2’ is less satisfactory, with the maximum relative RMSE reaching nearly 
30%. Meanwhile, the capability of all three PIMs is not satisfactory in resolving the 
flow velocity, as shown in Figure 3.13(b), where the error may sometimes reach above 
100%. Again, the omission of convective acceleration terms is the main reason why 
these PIMs can not give reasonable predictions in the flow velocity. From the fit 
statistics (F1 and F2) presented in Figure 3.14, it can be seen that the correct state of 
wet-dry cells predicted by the original PIM can match up to 96% with the full 2D 
shallow flow model, and the flood extents predicted by these two models agree over 70% 
for  most of the simulation. The ‘improved PIM1’ is able to produce equally good 
results as the original PIM, but the ‘improved PIM2’ results are generally less 
impressive, compared with the other two PIMs. With respect to the computational time, 
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the original PIM, ‘improved PIM1’, ‘improved PIM2’ and full 2D shallow flow model 
took 3,491s, 3,574s, 3,576s and 4,717s, respectively, to complete the 10-hour simulation. 
The ‘improved PIM1’ and ‘improved PIM2’ require 2.3% more computational time 
than the original PIM and 1.3 times as fast as the full 2D shallow flow model. 
 
(a)                                                              (b)  
Figure 3.13 Thamesmead inundation: time histories of the relative RMSE for the water 
depth (a) and flow velocity (b). 
 
(a)                                                             (b) 
Figure 3.14 Thamesmead inundation: time histories of F1 (a) and F2 (b). 
In summary, the original PIM and ‘improved PIM1’ featuring different face value 
reconstruction techniques can produce similar simulation results without causing 
negative depth in practical conditions with a gentle bed slope and water gradient. Their 
performances are satisfactory in terms of predicting water depths and flood extents, 
when compared with the full 2D shallow flow model. Additionally, for practical 
applications the bed friction is normally large enough to stabilise the solution. The 
‘improved PIM2’ may introduce unwanted numerical diffusion and slow down flow 
propagation; therefore, it may not be recommended for practical flood simulations. In 
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terms of computational cost, due to the use of simplified governing equations and 
corresponding simple numerical scheme, PIMs can be 1.3 times as fast as the full 2D 
shallow flow model. However, this marginal efficiency improvement is obtained at the 
price of a relatively obvious loss in accuracy, particularly for the velocities. As a 
consequence, this work will select the full 2D shallow flow model for coupling 
purposes.  
3.4 Hydrological Model 
In this study, the lump conceptual Water Balance Model (WBM) (Walker and Zhang, 
2002) is utilised to calculate runoff production because of its simplicity and high 
efficiency. In the coupling method to be introduced in Section 3.6, the full 2D shallow 
flow model can also be coupled with other hydrological models which offer different 
levels of complexity. 
A conceptual view of the WBM model is shown in Figure 3.15, in which the catchment 
is treated as a container with an input, e.g. rainfall, and outputs, e.g. infiltration and 
evapotranspiration. The capacity of the container is the maximum surface storage of the 
catchment, which mainly depends on surface ponding and plant interception, etc. Once 
the water volume inside the container exceeds its capacity, surface runoff will 
immediately occur. Interflow and base flow are not considered in this study for 
simplification.  
                      
Figure 3.15 The conceptual representation of the Water Balance Model. 
The surface runoff per unit time can be evaluated by: 
             SSfEEPPRR  ,                                                                                      (3.36)     
 
Evapotranspiration     Rainfall 
     Infiltration 
Direct 
Runoff 
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where RR is the surface runoff; PP is the rainfall; EE is the evapotranspiration; f is the 
infiltration; and SS is the maximum surface storage. 
Noticeably, Equation 3.36 can not only be applied to hydrological zones for calculating 
the lumped runoff production, they can also be used in hydraulic zones to consider 
hydrological processes in each hydraulic cell. Thereafter they can be combined with the 
full 2D shallow flow model, with runoff production acting as the external source term.    
The hydrological elements in Equation 3.36 may be further simplified. Since this study 
concerns an event-based inundation across a relatively small urban catchment, 
evapotranspiration can be considered negligible. Additionally, the maximum surface 
storage can also be ignored since the areas which are classified as hydrological zones, as 
well as an individual cell in hydraulic zones, are usually covered by homogeneous 
topographic features. Infiltration in impermeable areas including rooftops is assumed to 
be zero, and in permeable areas it is estimated by the Green-Ampt equation (Heber 
Green and Ampt, 1911). 
              







 1
FF
K
dt
dFF
f asfs

 ,   
     
(3.37) 
where FF is the cumulative depth of infiltration; Ks   is the soil saturated hydraulic 
conductivity; f  is the  matric pressure at the wetting front; a  is the initial moisture 
content; s is the saturated moisture content. The parameter values for different soil 
textures can be referred to (Rawls et al., 1982; Rawls and Brakensiek, 1985). In 
addition, a sensitivity analysis needs to be implemented.  
3.5 Building Representation  
In this work, the buildings are represented by two methods, i.e. the ‘raised building 
method’ and the ‘blocked building method’, with rainfall on building tops distributed in 
a hydraulic and hydrological way, respectively.  
In the ‘raised building method’, bed elevations are raised by 10 meters where buildings 
are located. This height is a rough estimate of the average building height in the UK, but 
the value does not to be 10 meters, as long as it is high enough to prevent submerge. 
During the simulation, bed elevations are reconstructed as introduced in sub-section 
3.3.2 so that rain falling on the top of buildings can be routed by the full 2D shallow 
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flow model to the neighbouring cells without generating unrealistically large velocity 
(Sampson et al., 2013).  
In the ‘blocked building method’, buildings are blocked out from the domain and a solid 
wall is inserted around the building. Rainfall on building tops is proportionally 
distributed to the neighbouring cells, and the neighbouring cells receive the distribution 
as an external source term. Figure 3.16 demonstrates some typical conditions of rainfall 
distributions. Buildings are represented in blue tones, and their neighbouring cells are 
represented in orange tones. The different orange tones represent different rainfall depth. 
Condition (a) may sometimes happen when building polygons in an OS MasterMap are 
converted into building rasters (see details in sub-section 4.3.4), and need to be 
eliminated from the domain by raising the central cell to the same elevation as the 
surrounding buildings. Conditions (b), (c) and (d) show rainfall distributions for a single 
building, and the proportion distributed to the neighbouring cells depends on the amount 
of building cells they are next to. For example, the central cell in Condition (d) is 
adjacent to three building cells and hence receives three portions of the total rainfall on 
the top of its neighbouring building. Conditions (e) and (f) demonstrate rainfall 
distributions for more than one building. The communal neighbouring cells of different 
buildings can obtain rainfall distributions from all buildings they are next to. The 
proportion also depends on the amount of neighbouring building cells they are next to. 
For example, in Condition (e), the central cell can receive rainfall distributions from its 
left and right neighbouring buildings with one portion from each. This rainfall 
distribution is a hydrological method. 
     
     
     
       
                                 
              (a)                                                      (b)                                                       (c) 
 
                                                 
 
  
 
 
            
              (d)                                                     (e)                                                         (f)                    
                Figure 3.16 Typical conditions of rainfall distributions on building tops. 
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3.6 Coupling Method 
The external coupling method is utilised in this study, which generally employs the 
surface runoff hydrograph from the hydrological model as the upstream and/or lateral 
boundary for the hydraulic model, to provide a one-way but seamless transition. Herein, 
the ‘unit hydrographs’ (‘UH’) for zone border cells are pre-generated by running a 
spatially-distributed hydrodynamic model in the hydrological zones (the left part in 
Figure 3.17). Thereafter, surface runoff production in hydrological zones is calculated 
using the WBM hydrological model. The resulting runoff production is then routed, by 
the UH method, to the hydraulic cells at the border of hydraulic and hydrological zones 
for the following higher-resolution simulations by the full 2D shallow flow model in 
hydraulic zones (the right part in Figure 3.17). The flow from hydraulic zones to 
hydrological zones is not considered because, when dividing the catchment in Section 
3.2, the hydrological zones are specified as those areas that are unlikely to be inundated 
due to their relatively high bed elevations and steep slopes. 
                                                                   (a)                                                                               
 
 
 
 
 
 
 
 
Hydrological zone Hydraulic zone 
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                                                                     (b) 
Figure 3.17 The schematization of the coupling method: pre-run (a) and post-run (b). 
The unit hydrograph is usually the hypothetical response of a catchment at the outlet to 
a unit input of uniform net rainfall. In this work, the concept of a unit hydrograph has 
been extended, and is not only limited to the catchment outlet, but also to the catchment 
zone border. In order to generate a ‘unit hydrograph’ at the zone border, the 
hypothetical net rainfall (10mm for 15 minutes)  is applied to the hydrological zones, 
and the full 2D shallow flow model is used to simulate the surface flow and record 
hydrographs at each bordering cell. These hypothetical hydrographs can be regarded as 
a group of generalised unit hydrographs. During real simulations, these ‘unit 
hydrographs’ can be scaled and superimposed according to real runoff production in the 
hydrological zones (shown in Figure 3.18), and provide accumulative hydrographs 
along the zone border. As the directions of these accumulative hydrographs are 
unknown, they are taken as external source terms in the full 2D shallow flow model for 
simulations in hydraulic zones. 
 
Figure 3.18 The unit hydrograph method (VICAIRE, 2006). 
 
 
 
 
 
 
 
 
Hydraulic zone 
Hydrological zone 
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As well as the ‘UH’ method, another routing method is to use the ArcGIS Hydrology 
Tool. Each cell at the zone border accumulates flows from a certain number of upstream 
cells, and the accumulated flow can be calculated based on the topography and the flow 
direction, as introduced in Section 3.1. Subsequently, the lumped surface runoff in 
hydrological zones can be distributed to bordering cells in proportion to their 
accumulated flow as the external source term in the hydrodynamic model. The main 
drawback of this method is that the travel time of runoff is neglected, and this method is 
thus only employed as an alternative to the ‘UH’ method for comparison purposes. 
3.7 Model Validation 
In this work, the hydrodynamic model and hydrological model are not separately 
validated because each model is only used to simulate flood events in parts of the 
catchment, and may not generate overall modelling results individually. If the coupled 
model is validated, the corresponding hydrodynamic model and hydrological model are 
also regarded to be validated.  
Ideally, validation of the coupled model would be done by comparing model results 
with observed field data.  However, such a dataset sometimes is only limited to a certain 
number of locations. In order to validate the coupled model globally, other than 
observed field data, spatially distributed data from post-event investigations can be 
employed as benchmarks data sets, as well as results from the full 2D hydrodynamic 
model. The potential limitations of post-event investigation data are introduced in 
Chapter 4.  
Relative Root Mean Square Error (RMSE) and Fit Statistics (F1 and F2) which have 
been introduced in Section 3.3 are employed to assess the global performances of the 
coupled model.  
3.8 Model Parallelisation 
In this work, the coupled model is further accelerated by combining OpenMP, owing to 
the ease of implementation and minimal code changes required to conduct parallel 
simulations. 
OpenMP is an Application Processing Interface (API) that contains a collection of 
complier directives, library routines and environment variables for shared memory 
parallel programming with C, C++ or Fortran, in most operating systems including 
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Windows NT and Unix, etc. It is jointly defined and endorsed by a group of major 
computer hardware and software vendors. In this study, OpenMP 2.5 is used which was 
released in 2005. Since then, more advanced versions have been released with the latest 
version of OpenMP 4.0 in 2013. However, additional functions, such as task level 
parallelization are attempted in the current study. 
OpenMP uses a fork-join model for parallel executions (Hermanns, 2002), shown in 
Figure 3.19. An OpenMP program begins with a serial process, and the code is executed 
by only one thread until this master thread encounters a parallel region. A team of 
parallel threads are then created with unique thread numbers starting from zero. The 
program is executed in parallel by these threads. After the parallel region, the code is 
executed again by only one thread. Figure 3.20 demonstrates a general OpenMP code 
structure.  
In this study, OpenMP is implemented in the Intel Visual Fortran Studio environment. 
The original Fortran code is updated by adding several OpenMP directives, and this is 
relatively easy to do compared with other parallel computing techniques, such as GPU-
based parallelisation. The code blocks that can be computed in parallel, within the full 
2D shallow flow model and the coupled model, may involve evaluating the wet/dry 
state of cells, obtaining bed friction source terms, calculating flow variables in a new 
time step and updating flow variables, because in these blocks the calculation in each 
cell of the domain is independent and can be done simultaneously.  
 
 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                  Figure 3.19 The fork-join model used by OpenMP. 
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                           Figure 3.20 The general OpenMP code structure. 
3.9 Flood Damage Estimation 
Flood damage estimation is implemented in this work in order to explore the impact of 
alleviation options. The Flood Hazard Research Centre (FHRC) depth-damage curves 
(Penning-Rowsell et al., 2010) are employed to estimate the flood damages. In this 
study, only building damages are considered. The curves for residential buildings and 
commercial buildings are illustrated in Figure 3.21. These curves are obtained by FHRC 
through collecting a huge amount of information about the economic losses caused by 
inundations of different kinds of buildings in the UK, and these curves are sector-
averaged.  
 (a)                       
PROGRAM HELLO 
INTEGER VAR1, VAR2, VAR3 
Serial Code 
…… 
Beginning of a parallel section. 
!$OMP PARALLEL PRIVATE(VAR1, VAR2), SHARED(VAR3) 
Parallel section executed by all threads 
…… 
!$OMP END PARALLEL 
All threads join master thread 
Resume serial code 
…… 
END 
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          (b) 
Figure 3.21 FHRC depth-damage curves for residential buildings (a) and commercial 
buildings (b). 
The process of flood damage estimation is demonstrated in Figure 3.22. There are three 
steps: obtain land cover data, calculate the inundation depth and estimate flood damage 
through depth-damage curves.  
 
 
Figure 3.22 The schematization of the assessment of flood damage (Rijkswaterstaat, 
2005). 
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3.10 Summary 
This chapter has introduced the main methods that are involved in this work. The sub-
catchments of interest can be extracted through hydrological analysis, and can be 
divided into hydraulic and hydrological zones, where the corresponding model is 
applied according to a design flood event and land cover data. The full 2D shallow flow 
model and WBM model have been selected for hydrodynamic and hydrological 
modelling, and are coupled by the ‘UH’ method. The coupled model speed can be 
increased by OpenMP parallel computing techniques. Finally, the FHRC depth-damage 
curve has been introduced to estimate flood damage. 
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Chapter 4 Research Site and Data 
The research site of this study is Morpeth in North East England, UK. This chapter first 
introduces the background of Morpeth and the Wansbeck Catchment, where Morpeth is 
situated. The location of Morpeth means it is vulnerable to flooding, and it has suffered 
from many floods in history. The most severe flood event happened in September 2008, 
the details of which are also introduced in this chapter. Since this event, the 
Environment Agency has made investments to maintain, upgrade and build structural 
facilities across the town, in order to mitigate flood risks. In addition, many researchers 
have attempted to take non-structural measures to better simulate, predict, assess, and 
manage floods in this area, and this study is one such piece of work. In the rest of this 
chapter, the collection and processing of the relevant data used in this study are also 
presented.   
4.1 Background of the Research Site 
Morpeth is an ancient market town in North East England, UK. It is about 24 km north 
of Newcastle upon Tyne and 19 km west of the North Sea (Figure 4.1). Northumberland 
County Council has been located in Morpeth since 1981.The population is 14,403 
according to the 2011 Census.  
 
Figure 4.1 The location map of Morpeth . 
The town was established in the 8th century in the loop of the Wansbeck River, for easy 
access to water and convenient transportation. The Wansbeck Catchment (Figure 4.2) 
covers 331 km2, and the catchment area upstream of Morpeth is approximately 287.3 
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km2 (CEH, 2014). The catchment has gentle topography and relatively low altitude with 
the mean elevation of 163 m above Ordnance datum (AOD), relative to the average sea 
level at Newlyn, Cornwall, UK. Other main descriptors of the catchment are listed in 
Table 4.1.  
 
Figure 4.2 The location map of the Wansbeck Catchment (Environment Agency, 2005a). 
Catchment descriptor Wansbeck value 
BFIHOST 0.34 
DPLBAR 34.2 km 
DPSBAR 49.6 m/km 
PROPWET 0.42 
SAAR 779 mm 
URBEXT1990 0.0119 
Table 4.1 The descriptors of the Wansbeck Catchment (CEH, 2009).  
The catchment average lag time, i.e. the time lapse between the gravity centre of rainfall 
and peak discharge, is only 11 hours as a result of rapid urbanisation and low 
permeability soil types in the Wansbeck Catchment (JBA Consulting, 2010). This is 
assumed by FEH, and may vary based on storm patterns. The Wansbeck River has two 
main tributaries: Font River and Hart Burn. Hart Burn flows into Upper Wansbeck 
River, and Upper Wansbeck River and Font River converge in the town of Mitford, 
forming the Lower Wansbeck which then travels through the towns of Morpeth and 
Ashington before flowing into the North Sea. In Morpeth itself, the Wansbeck River is 
joined by three small tributaries, i.e. Cotting Burn, Church Burn, and Postern Burn. The 
main reach of the Wansbeck River has an active floodplain ranging from 100 m to 300 
m in width. Morpeth is located in this floodplain (Environment Agency, 2005b). The 
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town location means that it is vulnerable to flooding, and 1,407 properties have been 
identified as at risk in the town centre (Environment Agency, 2009b).  
 
The flood risk map (Figure 4.3) provided by the Environment Agency demonstrates the 
area at risk of flooding, at two different levels of severity, if there were no flood 
defences in place. In the figure, dark blue shows the area that could be affected by 1 in 
100 year fluvial floods or 1 in 200 year coastal floods; while light blue shows the 
additional area that could be affected by severe floods of 1 in 1000 years.  
 
Figure 4.3 The flood risk map of Morpeth (Environment Agency, 2013b). 
 
      Figure 4.4 The flood warning map of Morpeth (Environment Agency, 2013a). 
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Combined with the flood risk map, the Environmental Agency has also provided a flood 
warning map (Figure 4.4) and a flood alert map (Figure 4.5). Flood warning areas are 
areas considered to be at particular risk from flooding, and residents who receive a flood 
warning should take immediate action. Flood alerts are issued when flooding is possible, 
and residents living in flood alert areas should prepare for flooding.  
 
 
    Figure 4.5 The flood alert map of Morpeth (Environment Agency, 2013a). 
Throughout history, Morpeth has experienced many flood events with varying levels of 
severity. Between 1863 and 1903, buildings in the town were inundated on 12 occasions 
(Archer, 1992). After this, severe flood events did not happen until the 1960s. The most 
recent flood events occurred in 2008 and 2012. In 1963 a combination of rainfall and 
snowmelt resulted in severe inundations, which caused 482 flooded houses (Archer, 
1992). Following this event, flood defences against 1 in 50 year flood event were built 
on the north bank to protect the main business district in Morpeth. Residential areas at 
Middle Greens on the south bank were also protected by flood defences (Environment 
Agency, 2007). However, with climate change and intensive human activities, this 
design standard of the flood defences is no longer high enough. In 2008 and 2012, these 
flood defences were overtopped by the more severe floods.  
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4.2 September 2008 Flood Event 
Between 4th and 6th September 2008, North East England was hit by a very heavy storm, 
shown in Figure 4.6. Morpeth weather station recorded 152.3 mm of rainfall equivalent 
to 235% of the average rainfall for September (Met Office, 2008a). 
The catchment was already almost saturated due to the antecedent rainfall of July and 
August, which caused more surface runoff and quickly rising river levels and discharges 
(JBA Consulting, 2009). The peak discharge reached 357 m3/s at Mitford flow station, 
located about 2.2 km upstream of Morpeth. The high upstream discharge combined with 
local overland inflow led to the overtopping and damage of flood defences for the first 
time since they were built about 50 years ago. As a result, Morpeth experienced its 
worst flood on record, which was evaluated by the Environment Agency (2009a) as a 1 
in 137 year flood event. The manhole near Church Burn was forced open, and Cotting 
Burn also flooded.  A timeline of this flood event is shown in Figure 4.7. 
 
Figure 4.6 The rainfall map of UK during 04th-06th September 2008 (Met Office, 2008a). 
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                         Figure 4.7 The summarised timeline of the September 2008 flood event in Morpeth (JBA Consulting, 2009). 
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Figure 4.8 The main inundation areas in Morpeth during the September 2008 flood 
event (Parkin, 2010). 
The town centre has been classified into five main areas according to different flooding 
mechanisms (Parkin, 2010). 
 Mitford Road – Houses prevented water from draining to the river. 
 High Stanners – Flooding limited the access to emergency services. 
 Central Morpeth – The flood defences played an important part in the early 
stages of flooding.  
 Middle Greens – Flooding occurred behind the flood defences. 
 Low Stanners – Rapid flooding was caused by the overtopping of the flood 
defences. 
A combination of pluvial, fluvial and sewer floods inundated more than 950 properties 
in the town centre, and another 90 properties throughout the borough. These properties 
included St George’s Church, Riverside Leisure Centre, the town’s main library, the 
emergency ambulance station and the health centre in Gashouse Lane, etc. All road 
networks within the town centre were largely affected. Emergency services including 
fire fighters, ambulance crews, the Royal Air Force (RAF), the Royal National Lifeboat 
Institution (RNLI) and the British Red Cross dealt with a huge number of calls for 
assistance from public. Hundreds of residents were forced to evacuate, and many of 
them were not able to live in their home for months. It was estimated that damage could 
exceed £10 million (Coolgeology, 2013) . 
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Figure 4.9 The selected pictures of Morpeth during the September 2008 flood event 
(Parkin, 2010). 
After this flood event, the Environment Agency invested £2.25 million to maintain 
flood defences, strengthen culverts and remove deposited gravels (Environment Agency, 
2011). A further flood alleviation scheme with £21 million investment is underway 
which involves building new defences, upgrading the existing defences and storing 
flood water upstream of Morpeth. The main purpose of this scheme is to mitigate flood 
problems from the Wansbeck River by raising the current design standard to protect the 
town against a 1 in 137 year flood event, the same as the September 2008 flood event in 
Morpeth.  
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4.3 Data 
Data needed in the work are classified into two kinds: non-spatial data and spatial data. 
Non-spatial data include rainfall, discharge, water depth, etc.; while spatial data include 
DTM, land cover, soil type, etc. Table 4.2 shows the data used in this study. It should be 
aware of the data uncertainties in rainfall, flow, river bathymetry and field observation 
data, etc.  
Data Reference Purpose 
Rainfall Environment Agency Model input 
Discharge Environment Agency Model input 
DTM Environment Agency Providing basic topography  
Buildings OS MasterMap 
Considering the effect of 
buildings on modelling results 
Flood defences Field work Upgrading the basic topography 
Land cover map OS MasterMap 
1, Classifying hydraulic and 
hydrological zones  
2, Classifying permeable and 
impermeable surfaces 
Soil type map 
1, British Geological Society 
2, National Soil Resources 
Institute 
Obtaining general infiltration 
parameters  
Water depth at critical 
points 
2008 Morpeth Flood Summary 
Report 
Model validation 
Inundation extent map 2008 Morpeth Flood Summary 
Report 
Model validation 
Table 4.2 The data used in this study. 
4.3.1 Rainfall 
The rain gauges in the Wansbeck Catchment are illustrated in Figure 4.4, and detailed in 
Table 4.3. 
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Figure 4.10 The location map of rain gauges in the Wansbeck Catchment (Ward, 2008). 
Rain gauges 
Start 
year 
End 
year 
Easting Northing 
Gauge 
Type 
Average 
Rainfall 
(mm/a) 
Collected 
Data 
Hart Burn 
006168 
1968 1985 408800 586400 Storage 887 1968-1985 
Wallington 
Hall 
005784 
1983 1994 403500 584300 TBR 663 
1983-1994 
 
Wallington 
Log 
005782 
1994 current 403636 584441 TBR 663 
2008 .9 
2009.7-2010.9 
Harwood 
Burn 006076 
2002 current 397585 590299 Storage 887 
2002.11-
2007.10 
Harwood 
Burn 006077 
2002 current 397585 590299 TBR 840 
2002.11-
2007.10 
2008.9-
2009.12 
 
Font 
Reservoir 
006403 
1982 current 405208 593767 TBR 758 
1982-2007 
2008.9-
2009.12 
 
Font 
Reservoir 
006404 
1979 current 405208 593767 Storage 866 1979-2007 
Morpeth Park 
006734 
1970 2007 420079 585656 Storage 712 1970-2007 
Newbiggin 
STW 
005588 
1999 current 430534 586884 TBR 606 
1999.4-2008.1 
2008.9-2011.1 
Table 4.3 The details of rain gauges in the Wansbeck Catchment (Ward, 2008). 
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From Table 4.3, it can be seen that some rain gauges were not in use during the 
September 2008 flood event. The available rainfall data for this event was mainly 
provided by four rain gauges: Wallington Log, Harwood Burn, Font Reservoir and 
Newbiggin STW. The inverse distance weighting method is utilised to obtain the 
rainfall data at Morpeth town centre. The resulting data is the weighted average of 
rainfall data from the four rain gauges, and the weight depends on their inverse 
distances from the town centre. The simplest form of the inverse distance weighing 
method is called Shepard's method (Shepard, 1968). The equation is shown as follows: 
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where ii is the index of rain gauges; nn is the total number of rain gauges; dis is the 
distance between rain gauges and  Morpeth town centre; w is the weight of rain gauges; 
pow is power of inverse distance. 
The resulting hourly rainfall is demonstrated in Figure 4.12.The highest daily rainfall of 
72.75 mm occurred on 6th September corresponding to the day when the peak flow 
occurred. 
4.3.2 Discharge 
The discharge data was obtained from the nearest flow station (Mitford, 22007) about 
2.2 km upstream of Morpeth town centre (Figure 4.2). It is located at the confluence 
point of Upper Wansbeck River and Font River with an upstream catchment area of 
approximately 282.03 km2 (CEH, 2009).  
A flat-V weir with a central flume at Mitford town has been in place since 1966. The 
side slope is 1:25, and overall width is 18 m with the central flume 3.0 m wide 
(HiFlows-UK, 2014). The structure of Mitford flow station is shown in Figure 4.11. 
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Figure 4.11 The structure of Mitford flow station (Ward, 2008). 
The discharge data for the September 2008 flood event is available at 15 minute 
intervals. The peak discharge of 357 m3/s was recorded on 6th September (Figure 4.12). 
These data sets are used as inflow for the research site, providing the upstream 
boundary of the model. Time zero in the model is set to be 16:00 on the 5th of 
September. Unfortunately, the discharge data for Cotting Burn, Church Burn, and 
Postern Burn are not avaible for this flood event. 
 
 Figure 4.12 The rainfall and discharge data for Morpeth during 4th-11th September 2008. 
4.3.3 DTM and flood defences 
DTM data are provided by the Environment Agency with varying spatial resolutions. A 
2 m × 2 m DTM is mainly used in this study as the basic topography representation of 
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the model, while other resolutions are also used to analyse the effects on modelling 
results from different spatial resolutions. The resulting DTM has been validated using 
two sets of ground control point data, showing the RMSE is only about 20 cm (Parkin, 
2010). 
In the DTM, river bed elevations are not well represented as the light reflects at water 
surfaces in the LiDAR technique. This problem has been solved by Asfaw (2010) who 
has improved the DTM with river cross section surveys. As well as this, the width of the 
flood defences is less than 1m, and may not be well represented in the 2 m × 2 m DTM. 
Field work has been carried out in order to measure the location and the height of the 
flood defences using a Trimble R8 GNSS device and the measuring tape (Figure 4.13). 
These flood defences were very important in retaining water inside the channel during 
the early stages of this flood event, and need to be added to the DTM (Figure 4.14).     
 
    Figure 4.13 The field work to measure the height of the flood defences in Morpeth. 
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Figure 4.14 The improved DTM of Morpeth town centre with the representations of the 
river beds and the flood defences. 
4.3.4 Buildings 
Buildings play an important part during flood events in urban areas. Two methods of 
representing buildings in this study have been introduced in Section 3.5. Regardless of 
which method is used, building outlines and locations are required. This data can be 
obtained from OS MasterMap (Figure 4.15). 
 
     Figure 4.15 The outline and location of buildings in Morpeth. 
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Using the Analysis Tool, Data Management Tool and Conversion Tools in ArcGIS, 
building polygons can be converted into a raster, and allocated individual numbers 
(Figure 4.16) for further use in the model.  
 
                       Figure 4.16 The building raster map of Morpeth with the individual number.  
4.3.5 Land cover 
Land cover data is obtained from OS MasterMap. The portal to download the 
MasterMap topography layer is shown in Figure 4.17. All available layers are 
downloaded to provide a detailed land cover of Morpeth.  
  
Figure 4.17 The land cover download interface (EDINA Digimap, 2013). 
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The downloaded data is visualised and analysed by InterpOSe and ArcGIS, and the 
resulting land cover raster map is shown in Figure 4.18. All green land, including 
natural surfaces, rough grassland, scrubs, marsh reeds, etc. are displayed in different 
shades of green ranging from light green to dark green. These areas are regarded as 
permeable areas, and possibly classified as hydrological zones if they are of relatively 
high elevation and steep slopes.   
 
Figure 4.18 The land cover raster map of Morpeth. 
4.3.6 Soil type 
A digital map of soil types is not directly available, so a superficial geology map is used 
to infer soil types, because certain associations can be made between soil types and 
superficial geology (Ward, 2008). 
The 1:625,000 superficial geology map is available at British Geological Society. 
Figure 4.19 shows that in Morpeth the superficial geology consists of ‘sand and gravel’, 
‘clay, silt and sand’ and ‘diamicton’, and their distribution is also provided.   
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Figure 4.19 The superficial geology map of Morpeth. 
The Soil Site Report of the National Soil Resources Institute is then downloaded and 
employed to provide the associated soil types for the superficial geology. From Figure 
4.20 it can be seen that two types of soil are associated: dunkeswick and nercwys.  
 
                                     Figure 4.20 The soil association map of Morpeth. 
According to the soil descriptions, these soil types can be thereafter associated with 
United States Department of Agriculture (USDA) soil texture (Figure 4.21). The 
process of soil type identification is shown in Table 4.4. 
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Figure 4.21 The USDA soil texture. 
Geology 
type 
Conversion 
to Soil 
HOST Soil description 
USDA soil 
texture 
Sand and 
gravel 
Dunkswick 24 
Slowly permeable seasonally 
waterlogged fine loamy and fine loamy 
over clayey soils  
Clay loam 
Clay, silt 
and sand 
Dunkswick 24 
Slowly permeable seasonally 
waterlogged fine loamy and fine loamy 
over clayey soils 
Clay loam 
Diamicton Nercwys 21 
Deep fine loamy soil with slowly 
permeate sub-soils and slight seasonal 
waterlogging 
Sandy clay 
loam 
                                          Table 4.4 The soil type identification of Morpeth. 
The resulting digital soil type map is illustrated in Figure 4.22.  
 
Figure 4.22 The soil type raster map of Morpeth. 
78 
 
Based on the USDA soil texture, the general Green-Ampt infiltration parameters can be 
obtained (Rawls et al., 1982; Rawls and Brakensiek, 1985), shown in Table 4.5. Due to 
the almost saturated soil prior to the flood event, the initial moisture content can be set 
the same as the saturated moisture content in the model.  
USDA 
soil texture 
Saturated moisture 
content θs  
(cm3/cm3) 
Saturated hydraulic 
conductivity  Ks  
(cm/h) 
Matric pressure at the 
wetting front Ψƒ  
(cm) 
Clay loam 0.464 0.10 20.88 
Sandy clay 
loam 
0.398 0.15 21.85 
Table 4.5 Green- Ampt soil parameter estimates. 
4.3.7 Field observation data 
A post-event investigation has been carried out by Parkin (2010), and has provided 
flood water depth data and inundation extent maps at specific times throughout the 
flood event. About 2,000 pieces of information including photographs, videos and 
emails have been collected from the witnesses of the flood event. The best quality 
information is the photographs that clearly describe the date/time and location, and 
show measurable features to estimate water levels.  
 
Figure 4.23 The reconstructed inundation extent map of Morpeth at 5pm 6th September, 
2008 (Parkin, 2010). 
In order to ensure there was enough data to interpolate water levels across the town 
centre, and obtain water surface maps, water levels were grouped and corrected to 
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specific times (11am, 1pm, 3pm, 5pm 6th September 2008) assuming the same rising 
rate with the available water level at Oldgate Bridge. The inverse distance weighting 
method was utilised to interpolate the corrected water levels, and obtain water surface 
maps. Water depths data and inundation extent maps at specific times were 
reconstructed using water surface maps together with DTM data. The inundation extent 
maps at intermediated times (12pm, 2pm, 4pm 6th September 2008) were averaged by 
the maps at the adjacent time.  
 
Figure 4.23 shows one of these maps at 5pm 6th September. Morpeth Flood Action 
Group has reviewed the inundation extent maps and provided further clarifications. 
More details can be found in (Parkin, 2010).  
 
The field observation data provided by the post-event investigation is useful to validate 
the model in this study. However, adequate scrutiny should be given to the accuracy of 
this data because false conclusions may be drawn resulting from inaccurate field 
observation data. It should be considered that there are several limitations in both 
collecting flood information and reconstructing inundation extent maps in the post-
event investigation (Parkin, 2010; Erickson, 2011): 
 
1. The quality of the collected information was not always good. Some did not have 
specific date/time or location attached, while some did not have identifiable features to 
estimate flood levels. These were not suitable for direct quantitative use, and needed 
further estimations by comparing with other information.  
2. The spatial distribution of the collected information was unbalanced. The collected 
information was concentrated close to the river in the town centre where the 
interpolated flood levels obtained from the inverse distance weighting method were 
more reliable than other areas with limited pieces of information. 
3. The level recorder used to obtain the observed data may introduce errors. 
4. The assumption that flood levels rose at the same rate across the town centre may 
cause uncertainties in flood levels due to local topographic variations, especially in 
areas with dense buildings. 
5. The post-event investigation was supported by the Environment Agency debris data 
reflecting the maximum inundation extent (at 5pm) which could be regarded most 
reliable. However, the debris data can not represent the progression of the flood, which 
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means the inundation extent maps at 11am, 1pm, 3pm are less accurate. The least 
accurate inundation extent maps are those at 2pm and 4pm due to the average of the 
maps at the adjacent time. The use of remote sensing data such as Synthetic Aperture 
Radar (SAR) imagery may provide more reliable inundation extent maps. 
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Chapter 5 Results and Discussion 
This chapter presents and discusses the main modelling results. The sub-catchments of 
interest within the Wansbeck Catchment are firstly extracted. These are then divided 
into hydraulic zones and hydrological zones according to a 1 in 200 year flood event 
and land cover data. Model simulations using the full 2D shallow flow model and the 
coupled model are implemented and discussed in both Morpeth town centre and the 
extracted sub-catchments. Additionally, the coupled model is investigated and evaluated 
in Morpeth town centre, and is also employed to estimate flood damage under the 
Morpeth Flood Alleviation Scheme.  
5.1 Sub-catchments Extraction 
Morpeth is located in the lower part of the Wansbeck Catchment. A common way to 
demonstrate the advantages of the coupled model is to run it for the whole catchment, 
and compare the modelling results with either post-event measurement data or 
alternative numerical predictions, obtained from the full 2D shallow flow model. 
However, it usually incurs high computational cost for the full 2D shallow flow model 
to be implemented over such a large domain area especially when it is based on a 
relatively fine grid. Rather than using the whole Wansbeck Catchment, running these 
two models on the sub-catchments where Morpeth is located can produce a reasonable 
alternative method of validation. Furthermore, it may take much less computational 
time, and make the full 2D shallow flow model more practical due to the much smaller 
domain area.  
 
Figure 5.1 The filled 5 m × 5 m DTM of the Wansbeck Catchment. 
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In order to identify the relevant sub-catchments, the DTM for the Wansbeck Catchment 
is first extracted from a larger DTM map, and sinks in the DTM are filled in order to 
calculate the correct flow directions, as shown in Figure 5.1. 
The flow direction in each cell can be evaluated by the ‘D8 method’ based on the filled 
DTM, as shown in Figure 5.2. 
 
Figure 5.2 The flow directions of the Wansbeck Catchment. 
Once the flow directions are obtained, the flow accumulation can then be derived. In 
order to create a stream network on the basis of the flow accumulation result, an 
accumulation threshold of 7,000 is set. If the accumulated flow value of a cell is above 
the threshold, the cell is then regarded as a stream cell. This threshold is obtained by 
trial and error so as to generate a more reasonable stream network, which includes main 
streams and tributaries and excludes some small tributaries. The resulting stream 
network is illustrated in Figure 5.3. 
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Figure 5.3 The stream network of the Wansbeck Catchment. 
After this the stream network is integrated with the flow direction in order to calculate 
the stream link, which allocates each stream an individual number and links them by the 
stream order (Figure 5.4). 
 
Figure 5.4 The stream link of the Wansbeck Catchment. 
The sub-catchments can be generated using the stream link and the flow directions as 
illustrated in Figure 5.5. 
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Figure 5.5 The sub-catchments of the Wansbeck Catchment. 
There are 109 sub-catchments within the Wansbeck Catchment, seven of which directly 
affect Morpeth. From Figure 5.6, the effect of the sub-catchments upstream of point ‘A’ 
can be represented by the discharge at Mitford flow station. The sub-catchments 
downstream of point ‘B’ do not affect Morpeth. In this condition, the seven sub-
catchments with the total area of 19.16 km2 between point ‘A’ and ‘B’ are separated 
from the whole catchment, shown in the red outline in Figure 5.6. The coupled model 
and the full 2D shallow flow model will be run and compared in this selected catchment 
area. 
 
Figure 5.6 The extracted sub-catchments in the Wansbeck Catchment. 
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5.2 Catchment Division 
The extracted sub-catchments should be divided into hydraulic and hydrological zones 
in which the corresponding models are applied. The design rainfall and design 
hydrograph, with the return period of 200 years, are first obtained using DDF curves 
and the ReFH model for the Wansbeck Catchment. A design flood event is then 
generated by the full 2D shallow flow model based on the design rainfall and design 
hydrograph. The resulting flood extent together with the land cover is employed as a 
reference to divide the catchment into hydraulic and hydrological zones. The estimated 
return period of the largest recorded flood event in Morpeth was 1 in 137 years, so the 1 
in 200 year design flood event herein is appropriate to offer the catchment a division 
reference. 
5.2.1 Design rainfall 
The design rainfall can be acquired using DDF curves for the Wansbeck Catchment.  It 
can be assumed that the extracted sub-catchments can be represented by a 1km grid 
point when calculating the rainfall for a certain duration and return period.   
A point with the grid reference (419024, 586042) around the centre of the extracted sub-
catchments has been selected, and its nearest 1 km grid point (419000, 586000) is used 
to obtain the rainfall DDF parameters, shown in Table 5.1.  
DDF curve 
parameter 
C D1 D2 D3 E F 
Value -0.02 0.421 0.393 0.258 0.267 2.33 
Table 5.1 The DDF parameters for the selected 1 km grid point. 
The resulting DDF curves are illustrated in Figure 5.7. From these curves the DDF 
design rainfall for a certain duration and return period can be obtained. The parameters 
can be exported into the ReFH spreadsheet, and the DDF design rainfall is then 
discounted by multiplying an areal reduction factor (0.98) and a seasonal correction 
factor (0.74) to obtain the corrected design rainfall, shown in Table 5.2. The design 
rainfall hyetographs can be generated for a 13-hour duration, as shown in Figure 5.8. 
According to the aforementioned assumption, these hyetographs can represent the 
design rainfall in the extracted sub-catchments. 
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Figure 5.7 DDF curves for the selected 1 km grid point. 
Return Period 
(a) 
DDF design rainfall 
(mm) 
Design rainfall 
(mm) 
Peak rainfall 
(mm) 
200 94.6 68.6 13.4 
Table 5.2 The design rainfall depth for 13 hours in the extracted sub-catchments. 
 
 
Figure 5.8 The design rainfall hyetograph in the extracted sub-catchments. 
5.2.2 Design hydrograph 
The design hydrograph at the Mitford flow station is acquired for the 1 in 200 year 
flood event. The design rainfall is first calculated according to the same method given in 
sub-section 5.2.1, for the catchment upstream of the Mitford flow station, as shown in 
Figure 5.9. 
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Figure 5.9 The catchment upstream of the Mitford flow station. 
Based on the design rainfall, the ReFH model is employed to generate the design 
hydrograph with the catchment descriptors in Table 5.3. AREA is the catchment area 
(km), and other descriptors have been introduced in sub-section 3.2.1. 
The September 2008 flood event, evaluated as 1 in 137 year event by the Environment 
Agency, is used here as a reference to adjust the resulting design hydrograph, illustrated 
in Figure 5.10. 
Descriptors AREA PROPWET SAAR BFIHOST DPLBAR DPSBAR URBEXT1990 
Value 282 0.45 794 0.347 20.15 50.8 0.0005 
Table 5.3 The relevant descriptors for the catchment upstream of the Mitford flow 
station. 
 
                          Figure 5.10 The design hydrograph at the Mitford flow station. 
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5.2.3 Design flood event 
The design flood event can be produced by the full 2D shallow flow model based on the 
above design rainfall hyetograph and design inflow hydrograph to specify the hydraulic 
and hydrological zones on the extracted sub-catchments. When classifying the zones, 
only rough inundation extent is required and so simulations can be performed on coarse 
meshes of 5 m × 5 m resolution to reduce computational cost. Before running the full 
2D shallow flow model, a steady state in the river channel, driven by a steady low 
inflow at the inlet is obtained as the initial condition for the full 2D shallow flow model. 
A global error is defined (Zhou et al., 2001): 
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where 
k
jih ,  and 
1
,
k
jih  represent the local water depth at the current and previous time level, 
and  GE< 5×10-6 is taken as the convergence criterion for the steady state.  
The steady state is achieved with 10 m3/s of constant inflow after about 10 hours, and 
the initial water depth is displayed in Figure 5.11. 
 
Figure 5.11 The water depth at the initial steady state in the extracted sub-catchments. 
 
Based on the steady initial state, the 1 in 200 year design flood event is generated by the 
full 2D shallow flow model, and the inundation extent is displayed in Figure 5.12.  
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Figure 5.12 The inundation extent of the 1 in 200 year design flood event in the 
extracted sub-catchments. 
The fluvial inundation area can be preliminarily regarded as a hydraulic zone, and local 
adjustments may be made according to the land cover. For example, in Figure 5.12, the 
inundation area around point ‘A’ may be caused by local rainfall, but it is still included 
in the hydraulic zone because it is mostly covered by buildings and close to the fluvial 
inundation area. As mentioned in sub-section 3.2.3, due to its subjective nature, there is 
no accurate solution for the division of the catchment, but the inundation extent map 
and land cover can act as important references. The hydraulic zone for the 1 in 200 year 
design flood event is outlined in Figure 5.12. The remaining areas in the domain are 
regarded as the hydrological zone.  
5.3 Simulations in Morpeth Town Centre 
The September 2008 flood event is used in this work to validate the full 2D shallow 
flow model as well as the coupled model. Post-event measurement data is taken as the 
reference. The extracted sub-catchments are discretised by a fine uniform grid with 2 m 
× 2 m resolution in order to represent the complex urban topography. This will 
inevitably incur a huge amount of computational time, especially for the full 2D shallow 
flow model, due to the size of the domain. In this section, the two models are applied to 
Morpeth town centre with domain dimensions of 1.45 km × 0.9 km. For validation, it 
has been assumed that the modelling results in the extracted sub-catchments’ domain 
are not significantly affected by the reduction in domain size. Furthermore, it is also 
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assumed that the effects on the modelling results from buildings, Manning coefficient, 
etc. are consistent in the sub-catchments’ domain and the town centre domain. 
Following this, further model validation will be conducted in the extracted sub-
catchments’ domain in Section 5.5. 
Seven critical points throughout the town centre are selected to record the time history 
of water depths and flow velocities, shown in Figure 5.13. The points are located in the 
five main inundation areas as introduced in Section 4.2, in order to better represent the 
inundation process. More details of the critical points are documented in Table 5.4.  
Table 5.4 The details of the critical points in Morpeth town centre. 
 
Figure 5.13 The location map of the critical points in Morpeth. 
An initial steady state in the river channel is achieved with a 10 m3/s constant inflow 
after approximately a 10-hour simulation. The convergence criterion for the steady state 
Critical 
point 
Location Easting Northing Description 
1 Mitford Road 419223 586162 
Between houses, to assess flow 
between buildings 
2 High Stanners 419549 586138 
River breaks out of banks across the 
green area and floods houses 
3 High Stanners 419571 585979 
Undefended area next to river and 
hydrological zone 
4 
Central 
Morpeth 
419818 585764 Undefended area next to river 
5 Low Stanner 420123 586085 Located in a small lane 
6 Middle Greens 420222 585820 
Extensive surface water flooding and 
leakage through flood defences 
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has been described in sub-section 5.2.3. Since the return period of the September 2008 
flood event is evaluated as 137 years, the catchment division scheme from the 1 in 200 
year design flood event is considered suitable for the simulations. Buildings are 
represented by raising the bottom to a single elevation of 10 meters. An initial Manning 
coefficient of 0.02 m-1/3 s and a Courant number of 0.8 are used. Infiltration is not 
considered at this stage. For all simulations, g = 9.81 m/s2. 
Before simulations, the full 2D shallow flow model is employed to record the ‘unit 
hydrographs’ at the hydraulic and hydrological zone border under a uniform net rainfall 
of 10 mm for 15 minutes in the hydrological zone of the town centre domain.  
 
Figure 5.14 sketches an example of a ‘unit hydrograph’ at one bordering cell. The ‘unit 
hydrograph’ is then scaled and superimposed, according to the real net rainfall to 
generate an accumulative hydrograph at the zone border, shown in Figure 5.15. The 
observed rainfall in the catchment does not catch the rainfall intensity for the ‘unit 
hydrograph’, so the peak in the accumulative hydrograph is lower. There are a group of 
accumulative hydrographs at the zone border forming the lateral inflow from the 
hydrological zone to the hydraulic zone.  
 
Figure 5.14 An example of the ‘unit hydrograph’ at the zone border in the town centre 
domain. 
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Figure 5.15 An example of the accumulative hydrograph at the zone border in the town 
centre domain. 
Simulations for 50 hours starting at 4pm on the 5th September are implemented by the 
coupled model and the full 2D shallow flow model based on a standard desktop PC with 
an Intel(R) Core(TM) i5 CPU.  
The inundation maps at 11am, 1pm, 3pm and 5pm on 6th September from the coupled 
model are compared with the ones from the post-event investigation and also the full 2D 
shallow flow model. These maps are illustrated in Figure 5.16-Figure 5.19.  
                                                                         (a)                                                                         
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                                                                         (b) 
 
                                                                     (c) 
Figure 5.16 Inundation maps at 11 am in the town centre domain: (a) post-event   
investigation (Parkin, 2010), (b) full 2D model, (c) coupled model.  
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                                                                        (a) 
 
                                                                        (b) 
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                                                                   (c) 
Figure 5.17 Inundation maps at 1pm in the town centre domain: (a) post-event                                                                              
investigation (Parkin, 2010), (b) full 2D model, (c) coupled model. 
 
 
                                                                     (a)                                      
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                                                                         (b)  
 
                                                                       (c)  
Figure 5.18 Inundation maps at 3pm in the town centre domain: (a) post-event                                                                             
investigation (Parkin, 2010), (b) full 2D model, (c) coupled model. 
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                                                                         (a) 
 
                                                                       (b) 
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                                                                   (c)  
Figure 5.19 Inundation maps at 5pm in the town centre domain: (a) post-event                                                                             
investigation (Parkin, 2010), (b) full 2D model, (c) coupled model. 
The full 2D shallow flow model has produced quite similar inundation extents with the 
coupled model within the hydraulic zone at 11am and 1pm. However, at 3pm the 
inundation extent from the coupled model is larger at the left bank in Central Morpeth 
and at the right bank in High Stanners. At 5pm, this difference becomes marginal again. 
This may be explained by the coupling method used in the coupled model. Using a ‘unit 
hydrograph’ in the coupled model may route the flow from the hydrological zone to the 
hydraulic zone faster than using shallow water equations within the full 2D shallow 
flow model, and therefore the flow from the hydrological zone predicted by the coupled 
model may join the fluvial flood in the hydraulic zone earlier, at around 3pm resulting 
in a larger inundation extent. However, this effect is less pronounced when the rainfall 
is reducing, and at 5pm the two inundation extents become similar again, after the 
intense rainfall terminates.   
When compared with the post-event investigation inundation maps, the two simulated 
inundation extents, from both the coupled model and the full 2D shallow flow model are 
larger at 11am and 1pm. A closer match has been produced for flood extents at 3pm. At 
5pm the simulated inundation extents from both models achieve the closest overall 
match with the post investigation survey. Generally, larger events have been predicted 
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than those recorded. This may be because both models do not account for the effects of 
infiltration or the drainage system. Both of these factors are significant in early hours of 
the inundation when the soil is not fully saturated and the drainage system is under 
capacity. Infiltration will be considered in sub-section 5.4.4., while the effects of the 
drainage system will be investigated in future work.  Another cause of this discrepancy 
might be limitations in the measured data, as mentioned in sub-section 4.3.7. The EA 
debris data can not represent the full flood propagation process, and this means that the 
maximum inundation extent (at 5pm) is likely to be much more reliable than the records 
at other times. 
Water depths at the seven critical points are recorded by both models, and sketched in 
Figure 5.20. For all the critical points, the water depths generally rise until reaching a 
peak, and then fall. After this, the water depths increase again to a second but smaller 
peak before a final decrease. The ‘twin peak’ shape of the water depths at critical points 
may be as a result of the similar shape of the inflow hydrograph, shown in Figure 4.12. 
The water depths from the coupled model match reasonably well with the ones from the 
full 2D shallow flow model at P1, P4, P6 and P7.  
  
                                    (a)                                                                (b) 
 
                                      (c)                                                                  (d) 
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                                   (e)                                                                       (f) 
                                                                              
                                                                    (g) 
Figure 5.20 The time histories of water depth at the critical points in the town centre 
domain. 
                                                                              
However, obvious deviations can be spotted in P2, P3 and P5, where the coupled model 
generally produces larger depths than the ones from the full 2D shallow flow model. As 
can be seen in Figure 5.13, P2, P3 and P5 are located relatively nearer to the zone 
border than the other critical points, and are therefore more influenced by lateral inflow 
from the hydrological zone. The faster routing method of ‘unit hydrograph’ may explain 
the larger depth as well as the shorter arrival time that are predicted by the coupled 
model. From Figure 5.21, the maximum water depths from the coupled model at P2, P3, 
P4, P5 are slightly larger than the ones from the full 2D shallow flow model. From 
Figure 5.22, the flood predicted by the coupled model arrives at P1, P2, P5 earlier.   
When compared with the measured water depths in the post-event investigation, 
obvious discrepancy can be found. Results from both models are deeper than the 
measured data at P6 and P7, and shallower at P1 and P2. The full 2D shallow flow 
model performs better at P3 and P5, while the coupled model behaves better at P4. 
Negating elements of the draining process along with limitations of the measured data 
may be the reason for these differences.      
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        Figure 5.21 Maximum water depths at the critical points in the town centre domain. 
 
                  Figure 5.22 Arrival times for the critical points in the town centre domain. 
Velocity field maps from both models at 5pm 6th September have been displayed in 
Figure 5.23, but no comparison was made due to the unavailability of field 
measurements. The results from the two models seem to be similar in the hydraulic zone. 
Two areas, ‘A’ and ‘B’ are selected to investigate the local velocities. The zoomed-in 
views of areas ‘A’ and ‘B’ are illustrated in Figure 5.24. Area ‘A’ is located in the 
meandering segment of the channel, and area ‘B’ is situated in the floodplain. As can be 
seen, in area ‘A’ the velocity produced by the coupled model matches quite well with 
those produced by the full 2D shallow flow model, in both magnitude and direction, 
because the flow regime in the river channel is primarily affected by the upstream 
inflow rather than by the lateral inflow from the hydrological zone. The velocity 
agreement in area ‘B’ is less satisfactory, as a discrepancy in flow direction can be 
found. With regard to magnitude, the velocity from the full 2D model is larger in the 
west part of the area, while the velocity from the coupled model is larger in the east part 
of the area after the ‘L’ turn.  
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                                 (a)                                                                (b) 
Figure 5.23 Velocity field maps at 5pm in the town centre domain: (a) full 2D model, (b) 
coupled model. 
 
      
                                 (a)                                                                (b) 
Figure 5.24 The zoomed-in view of velocity field maps at 5pm in the town centre 
domain: (a) area ‘A’, (b) area ‘B’. 
Three typical critical points are selected to display the time history of velocities in 
Figure 5.25. The coupled model’s results follow the same pattern with those of the full 
2D shallow flow model, but the magnitude is relatively smaller. That may be because in 
the coupled model the direction of the lateral inflow at the zone border is neglected, and 
the inflow is treated just as a source point. However, the velocity simulated by the 
coupled model is not always smaller, as the flow in the hydrological zone is more 
quickly routed to the hydraulic zone by the ‘unit hydrograph’. This has been confirmed 
by Figure 5.24(b). Evident deviations can be seen at the critical points located closer to 
the zone border, e.g. P3, and a good alignment can be achieved at those located far from 
the zone border, e.g. P4 or in the river channel, e.g. P7.  
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                                    (a)                                                                  (b) 
 
                                                                          (c) 
Figure 5.25 The time histories of flow velocity at the critical points in the town centre 
domain. 
In order to globally evaluate the model performance in the town centre domain, 
statistics such as RMSE, F1 and F2 are calculated with the assumption that a water depth 
less than 0.1 m can be regarded as dry, and the absolute value of flow velocity smaller 
than 0.1 m/s can be treated as zero in order to prevent unreasonably large relative 
RMSEs. Table 5.5 shows the results from both models with the post-event investigation 
data as a reference. At 5pm when the measured data are considered most reliable, it can 
be seen that the relative RMSEs for water depth are below 25%. F1 and F2 are above 80% 
and 75%, respectively. However, at other times, the statistics are less satisfactory; the 
largest relative RMSE for water depth is over 40%, and the smallest F1 and F2 are below 
76% and 50%, respectively. Apart from the aforementioned limitations in the measured 
data and the omission of the infiltration and drainage systems, the domain size might be 
another cause of this. The overland inflows from outside the town centre domain are not 
considered in both models, which will be avoided in Section 5.5 when taking the 
extracted sub-catchments as the computational domain.  
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Time Model  Relative RMSE(h) (%) F1 (%) F2 (%) 
11am 
Full 2D model 39.2 87.7 51.7 
Coupled model 40.4 86.1 48.2 
1pm 
Full 2D model 34.0 83.8 61.3 
Coupled model 35.9 83.3 56.6 
3pm 
Full 2D model 28.8 76.5 66.9 
Coupled model 30.2 75.5 62.6 
5pm 
Full 2D model 22.8 85.1 78.4 
Coupled model 24.3 83.2 76.1 
Table 5.5 Statistics of modelling results in the town centre domain (benchmark: post-
event investigation data). 
 
                                   (a)                                                                   (b) 
 
                                   (c)                                                                  (d) 
Figure 5.26 Statistics of the coupled model’s results in the town centre domain: (a) 
Relative RMSE for water depth, (b) Relative RMSE for flow velocity, (c) F1, (d) F2  
(benchmark: full 2D shallow flow model’s results).  
From Table 5.5, the coupled model performs less satisfactorily than the full 2D shallow 
flow model. The differences are sketched in Figure 5.26. The full 2D shallow flow 
model’s results are taken as a reference. The RMSEs for water depth and flow velocity 
start to rise sharply before 9pm on 5th September to a certain value, and vary gradually, 
up and down, with maximum values of around 18% and 25%, respectively. F1 and F2 
begin to fall before 9pm on 5th September followed by a rise, and then gradually 
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fluctuate with minimum values of around 95% and 80%, respectively. These errors, 
reflected by the statistics, are considered reasonable and acceptable.  
In terms of computational time, the coupled model runs about twice as fast as the full 
2D shallow flow model, shown in Table 5.7. This is reasonable as the number of 
computational cells used for the full 2D shallow flow model is about 2.3 times as many 
as the coupled model uses, shown in Table 5.6. Total cells include all cells inside and 
outside the computational domain. Domain cells include only cells inside the domain, 
and these are the computational cells for the full 2D shallow flow model. Hydraulic 
cells are the cells inside the hydraulic zone, and these are the computational cells for the 
coupled model. Hydrological cells are the cells inside the hydrological zone, which are 
usually treated as a lumped area. 
Cell type Cell number 
Total cells 326,250 
Domain cells  326,250 
Hydraulic cells 144,124 
Hydrological cells 182,126 
                        Table 5.6 The number of cells in the town centre domain. 
Simulation 
Time 
(hours) 
CPU Time (hours)  
Improved efficiency Full 2D model Coupled model 
25        405.2            182.5 2.2x 
50        744.6            368.6 2.0x 
Table 5.7 Computational costs in the town centre domain. 
The coupled model is hence preferable due to its high computational efficiency whilst 
maintaining the satisfactory accuracy. 
In order to further save computational time, OpenMP is employed to implement parallel 
computations based on a dual-core CPU. With the same level of computational accuracy, 
parallel computations can achieve approximately 1.5 times acceleration compared to 
serial computations, as shown in Table 5.8. For this reason, OpenMP is used for all of 
the remaining simulations in this chapter.   
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Computing type       Model 
            CPU Time  
               (hours) 
Average 
improved 
efficiency 
by OpenMP 
25-hour 
simulation 
50-hour 
simulation 
Serial 
computation 
Full 2D model 405.2 744.6       ----- 
Coupled model 182.5 368.6 
      ----- 
 
Parallel 
computation 
Full 2D model 246.4 567.2      1.5x 
Coupled model 116.8 283.6      1.4x 
Table 5.8 Computational cost comparison between serial and parallel computations in 
the town centre domain. 
5.4 Evaluation of the Coupled Model in Morpeth Town Centre 
In this section, the coupled model is evaluated in order to investigate the effects of 
temporal and spatial resolutions, Manning coefficient, rainfall, infiltration, buildings 
and coupling methods. For all statistical calculations, e.g. RMSE, F1, F2, the post-event 
measurement data at 5pm 6th September are utilised as the reference. 
5.4.1 Resolution  
The effect of the temporal and spatial resolution on the coupled model is researched in 
this sub-section. Three Courant numbers are selected, 0.2, 0.4, 0.8, to investigate the 
impact of temporal resolution, while three cell sizes are employed; 2 m × 2 m, 4 m × 4 
m, 10 m × 10 m, to explore the influence of spatial resolution. 
The inundation extents at 5pm on 6th September with different temporal resolutions 
match fairly well with each other. However, the ones with different spatial resolutions 
show some discrepancies, as shown in Figure 5.27. The inundation extent is larger with 
the increasing cell size, probably because the low spatial resolution may not be able to 
properly represent the urban topography, leading to more diffusive numerical results.  
The relative RMSE for water depth listed in Table 5.9 indicates the model’s 
performance under different resolutions. The temporal resolution has a marginal and 
consistent effect on water depth, while the spatial resolution influences the water depth 
dramatically. The order of accuracy for water depths with varied cell sizes is close to 1. 
This is the same as the order of the coupled model. The water depth error is plotted 
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against the cell size in a logarithmic coordinate axis (shown in Figure 5.28) to 
demonstrate the grid convergence. 
 
Figure 5.27 Inundation maps at 5pm with three different spatial resolutions in the town 
centre domain. 
Courant 
number  
Relative RMSE(h) Cell size (m2) Relative RMSE(h) Order 
0.2 24.1% 2 × 2 24.3%          ----- 
0.4 24.2% 4 × 4 42.6%          0.81 
0.8 24.3% 10 × 10 87.1%          0.78 
Table 5.9 Statistics of the coupled model’s results with different temporal and spatial 
resolutions in the town centre domain. 
 
Figure 5.28 Grid convergence of the coupled model in the town centre domain. 
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In terms of computational efficiency, less time is required with a larger Courant number 
or larger cell size, because longer time steps can be achieved through Equation 3.11 and 
3.12, and also fewer computational cells are used to discretise the domain when the cell 
size is larger, shown in Table 5.10 and Table 5.11. In order to balance accuracy and 
efficiency, a Courant number of 0.8 and the cell size of 2 m × 2 m are regarded to be the 
most favourable choices.  
Courant 
number 
Total cell 
number 
Domain 
cell 
number 
Hydraulic 
cell number 
Hydrological 
cell number 
CPU time 
(hours) 
25-hour 
simulation 
50-hour 
simulation 
0.2 326,250 326,250 144,124 182,126 402.9 1029.2 
0.4 326,250 326,250 144,124 182,126 219.2 552.5 
0.8 326,250 326,250 144,124 182,126 116.8 283.6 
Table 5.10 Computational costs for the coupled model with different temporal 
resolutions in the town centre domain. 
Cell size   
   (m2) 
Total cell 
number  
Domain 
cell 
number 
Hydraulic 
cell number  
Hydrological 
cell number 
CPU time 
(hours) 
25-hour 
simulation 
50-hour 
simulation 
2 × 2 326,250 326,250 144,124 182,126 116.8 283.6 
4 × 4 81,675 81,675 34,342 47,333 13.7 34.6 
10 × 10 13,050 13,050 5,504 7,546 1.1 2.8 
Table 5.11 Computational costs for the coupled model with different spatial resolutions 
in the town centre domain. 
5.4.2 Manning coefficient 
A uniform Manning coefficient of 0.02 m-1/3s has been initially selected for the whole 
town centre domain, but this selection is not sensible as the friction effect may vary 
depending on land cover. Ideally, a spatially distributed Manning coefficient would 
reflect the frictional variation throughout the domain. However, when implementing a 
sensitivity analysis, the Manning coefficient for each land cover type needs to be 
perturbed resulting in a huge number of combinations (Wilson and Atkinson, 2003). For 
simplicity, only two classes of land cover are employed for the sensitivity analysis in 
this work, i.e. channel and floodplain. For each land cover a range of Manning 
coefficients, from 0.02 m-1/3s to 0.08 m-1/3s with an increment of 0.02 m-1/3s, are applied 
to explore how the coupled model’s results are affected by friction. 
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As can be seen in Figure 5.29, the results are more sensitive to the Manning coefficient 
in the channel than in the floodplain. This is primarily because the flood wave 
development and propagation are influenced by the underlying elevation data more than 
the friction, as uneven topography creates or blocks flood pathways (Wilson and 
Atkinson, 2003; Ozdemir et al., 2013). Compared with the floodplain, the river bed 
variation is relatively gentle, and thus the effect of friction is more pronounced. More 
satisfactory results are achieved with decreasing Manning coefficient in the river 
channel, as larger river conveyance can be realised which may compensate for the 
limitation of representing the meandering river channel with square cells. Additionally, 
compared to water depth, flood extent is less sensitive to friction as is concluded in the 
work of Ozdemir et al. (2013). 
The Manning coefficients 0.02 m-1/3s for the river channel and 0.06 m-1/3s for the 
floodplain are recommended for the town centre domain in order to optimise 
simulations. 
       
                                        (a)                                                                     (b) 
 
 (c)                                                                   
Figure 5.29 Statistics of the coupled model’s results with different Manning coefficients 
in the town centre domain.   
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5.4.3 Rainfall  
Uniform rainfall has been applied throughout the town centre domain for this work, as 
the flood event resulted from a prolonged frontal rainfall system over a large area (Met 
Office, 2008b), which reduced its spatial variations. Simulations are run with and 
without rainfall so as to investigate the effect of the rainfall on the modelling results.  
As Figure 5.30 demonstrates, the inundation extent at 5pm is more extensive with the 
inclusion of rainfall. This is as expected as a larger volume of water is retained within 
the domain, shown in Figure 5.31. The average difference of 6.2% suggests that the 
pluvial flood has limited impact in comparison with the dominant fluvial flood. 
However, the consideration of rainfall can identify the localized risk from pluvial 
flooding. It is not that obvious in Figure 5.30 as inundation from the river may cover 
some localized pluvial flooding. An inundation extent map in the earlier time at 11am 
has been shown as Figure 5.32, where the purple colour may indicate the areas 
vulnerable to the pluvial flooding risk, e.g. Mitford Road, and the right bank of the river 
in Middle Green. 
 
Figure 5.30 Inundation maps at 5pm with and without rainfall in the town centre domain. 
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Figure 5.31 The water volume in the hydraulic zone with and without rainfall in the 
town centre domain. 
 
Figure 5.32 Inundation maps at 11am with and without rainfall in the town centre 
domain. 
5.4.4 Infiltration 
Infiltration in the permeable surfaces may contribute to alleviate flooding as less runoff 
can be produced with water infiltrating into the subsurface. The Green-Ampt equation 
(Equation 3.37) is used in this work to calculate infiltration. There are four parameters 
in the equation, i.e. Ks, f , s and a . Initially, the domain is almost saturated due to 
the antecedent rainfall in July and August so a  is approximated as s . In this case, the 
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only parameter that affects infiltration is Ks. As mentioned in sub-section 4.3.6, the 
domain consists of two soil types: clay loam and sandy clay loam. These correspond to 
two different saturated hydraulic conductivities, Ks1 and Ks2.  The general values of Ks 
for the two soil types are listed in Table 4.5. A sensitivity analysis is conducted with Ks 
for each soil type ranging from 0.05 cm/h to 0.2 cm/h with an increment of 0.05 cm/h. 
This generates sixteen combinations for evaluating model results. 
Figure 5.33 shows the coupled model’s results are quite insensitive to Ks2 because the 
sandy clay loam covers only the northeast corner of the domain, and the rest is covered 
by clay loam, as shown in Figure 4.22. With an increase in Ks1, the F
1 and F2 statistics 
also increase which indicates a better match between the coupled model’s results and 
the post-event measurement data in terms of wet-dry states. The relative RMSE for 
water depth reduces first and thereafter increases with the smallest relative error of 23.5% 
when Ks1 is around 0.1cm/h. Although the results are affected by the different Ks1, they 
are not considered too sensitive. The changes are only 2.5%, 1.2% and 1.2% for the 
relative RMSE, F1, and F2 when Ks1 varies from 0.05 cm/h to 0.2 cm/h. This is mainly 
due to the initially almost saturated soil. 
         
(a)                                                                   (b)  
 
                                                                       (c) 
Figure 5.33 Statistics of the coupled model’s results with different saturated hydraulic 
conductivity in the town centre domain.             
113 
 
 
Figure 5.34 The water volume in the hydraulic zone with and without infiltration in the 
town centre domain. 
The water volume in the hydraulic zone with and without infiltration is sketched in 
Figure 5.34. The average difference is merely 2.5%.      
No evident differences can be found in the inundation map at 5pm with and without the 
consideration of infiltration, as fluvial flooding may mask the effects of infiltration, as 
shown in Figure 5.35. The inundation map at 11am provides a better understanding of 
the effect of infiltration. In Figure 5.36, slight difference can be noticed at the right bank 
in Middle Greens which can be recognised as a result of the infiltration.    
 
Figure 5.35 Inundation maps at 5pm with and without infiltration in the town centre 
domain. 
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Figure 5.36 Inundation maps at 11am with and without infiltration in the town centre 
domain.  
5.4.5 Buildings 
This sub-section discusses how building representations affect the accuracy and 
efficiency of the coupled model. Two kinds of building representations: raised buildings 
and blocked buildings, as introduced in Section 3.5 are employed here.    
 
Figure 5.37 Inundation maps at 5pm with different building representations in the town 
centre domain. 
From Figure 5.37, it is clear that the inundation is more extensive if there are no 
buildings, as the clear pathways can convey floods faster and further. Some areas where 
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buildings should be located are also inundated as the buildings have been removed from 
the domain. In general, the inundation extents are fairly similar between using raised 
buildings and blocked buildings. A local inundation at Mitford Road (highlighted in 
Figure 5.37) is illustrated in Figure 5.38. This inundation shows that blocked buildings 
may produce slightly larger inundation extents around buildings. The rainfall on the 
tops of blocked buildings is proportionally distributed to the neighbouring cells 
immediately, while the rainfall on the tops of raised buildings flows to the neighbouring 
cells naturally with a time delay, and this may explain the slightly larger inundation 
around the building. 
 
Figure 5.38 Local inundations at 5pm with different building representations in the town 
centre domain. 
The critical point P1 is situated between two buildings, and is hence chosen to evaluate 
the local effect of the building representations. As can be seen in Figure 5.39, the arrival 
times for all simulations are similar, but it is slightly earlier if no buildings are 
considered in the domain as the flood can propagate faster without blockage. This could 
be the reason why the maximum water depth is smaller than the other two simulations.  
Furthermore, the maximum water depth using raised buildings is shallower than using 
blocked buildings as some rainfall may still be retained on the tops of the buildings.  
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Figure 5.39 The time histories of water depth at the critical point P1 with different 
building representations in the town centre domain. 
The statistics of the coupled model’s results with different building representations are 
displayed in Table 5.12. The results using raised buildings are slightly better which can 
be attributed to the more sensible rainfall distribution compared to the blocked building 
method. The results when buildings are excluded match best with the post-event 
measurement data, and this was not anticipated. One possible reason may be that data 
for most areas in the post-event measurement inundation map are acquired from a 
limited number of measured data by interpolation, and no buildings are accounted 
during this process. As a result, some of the buildings in the post-event measurement 
inundation maps (Figure 5.16(a), Figure 5.17(a), Figure 5.18(a), Figure 5.19(a)) include 
flood water on the tops of the buildings, which in reality would not have occurred.  
Table 5.12 Statistics of the coupled model’s results with different building 
representations in the town centre domain. 
When discussing the computational efficiency, the time cost by the full 2D shallow flow 
model using raised buildings is used as the reference. From Table 5.13, using blocked 
buildings is more efficient than using raised buildings as fewer hydraulic cells are 
involved in the computation. As a trade-off between accuracy and efficiency, blocked 
buildings are preferable. Additionally, with the same number of hydraulic cells, raised 
buildings consume more time than no buildings as local flow velocities around raised 
Building representation type Relative RMSE(h) (%) F1 (%) F2 (%) 
No buildings 21.8 86.5 79.2 
Raised buildings 24.3 83.2 76.1 
Blocked buildings 26.5 82.9 75.9 
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buildings may be larger, causing smaller computational time steps through Equation 
3.11 and 3.12.  
Building type 
Total 
cell 
number 
Domain 
cell 
number 
Hydraulic 
cell 
number 
Hydrological 
cell number 
CPU time 
(hours) Average 
improved 
efficiency 
 
25-hour 
simulation 
50-hour 
simulation 
No buildings 326,250 326,250 144,124 182,126 110.1 274.3 2.2x 
Raised 
buildings 
326,250 326,250 144,124 182,126 116.8 283.6 2.1x 
Blocked 
buildings 
326,250 326,250 127,484 198,766 103.2 241.7 2.4x 
Raised 
buildings 
(Full 2D 
model) 
326,250 326,250 326,250 0 246.4 567.2 ----- 
Table 5.13 Computational cost comparison between different building representations 
in the town centre domain. 
5.4.6 Coupling method 
Two coupling methods in Section 3.6 are assessed in this sub-section, in terms of the 
accuracy and efficiency of the coupled model. The ‘unit hydrograph’ method is referred 
as ‘coupling method 1’, while the method using the ArcGIS Hydrology Tool is referred 
as ‘coupling method 2’. 
As shown in Figure 5.40, the inundation extents are quite similar using the two coupling 
methods. A local inundation at Mitford Road (highlighted in Figure 5.40) is displayed in 
Figure 5.41. Herein, ‘coupling method 2’ generates slightly a larger inundation extent 
near the zone border. This is because the rainfall in the hydrological zone is 
immediately distributed to border cells proportionally and travel time of runoff is 
negated. In ‘coupling method 1’ the propagation process is described by the ‘unit 
hydrograph’.  
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Figure 5.40 Inundation map at 5pm with different coupling methods in the town 
centre domain. 
 
Figure 5.41 Local inundations at 5pm with different coupling methods in the town 
centre domain. 
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Figure 5.42 The time histories of water depth at the critical point P5 with different 
coupling methods in the town centre domain. 
Critical point P5 is close to the zone border, and is hence suitable to investigate the local 
effect of the coupling methods. As can be seen in Figure 5.42, the water depth rises 
slightly earlier to a higher peak followed by a quick recession when using ‘coupling 
method 2’ as a result of the negation of the runoff travel time.   
In order to obtain a global view, some statistics are calculated and listed in Table 5.14, 
which shows that using ‘coupling method 1’ can achieve better accuracy than using 
‘coupling method 2’. This is because the ‘UH’ routing method in the hydrological zone 
of ‘coupling method 1’ is more reasonable than the direct distributions of the rainfall in 
‘coupling method 2’.  
Coupling method Relative RMSE(h) (%) F1 (%) F2 (%) 
Method 1 24.3 83.2 76.1 
Method 2 25.9 82.9 75.3 
Table 5.14 Statistics of the coupled model’s results with different coupling methods in 
the town centre domain. 
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Coupling 
method 
Total 
cell 
number 
Domain 
cell 
number 
Hydraulic 
cell 
number 
Hydrological 
cell number 
CPU time 
(hours) Average 
improved 
efficiency 
 
25-hour 
simulation 
50-hour 
simulation 
Method 1 326,250 326,250 144,124 182,126 116.8 283.6 2.1x 
 Method 2 326,250 326,250 144,124 182,126 115.9 283.1 2.1x 
 Full 2D 
model 
326,250 326,250 326,250 0 246.4 567.2 ---- 
Table 5.15 Computational cost comparison between different coupling methods in the 
town centre domain. 
With regard to computational efficiency, the time cost by the full 2D shallow flow 
model is used as the reference. As can be seen in Table 5.15, using both coupling 
methods cost similar computational time due to the identical hydraulic cell number and 
almost equal complexity. 
5.5 Simulations in the Extracted Sub-catchments 
In Section 5.3 and Section 5.4, the coupled model has been preliminarily validated and 
evaluated. In order to save computational time, the simulations have been implemented 
in Morpeth town centre over 1.3 km2 instead of the extracted sub-catchments, with the 
assumption that modelling results are not significantly affected by the reduced domain 
size, and the effect is consistent in the sub-catchments’ domains and the town centre 
domain.  
In this section, the assumption is examined by applying the full 2D shallow flow model 
and the coupled model in the extracted sub-catchments and comparing the modelling 
results. In addition, the coupled model can also be further validated. A resolution of 2 m 
× 2 m and 2,541 × 4,097 cells are used to discretise the extracted sub-catchments. The 
seven selected gauge points in Figure 5.13 are still used herein to record the time 
histories of the water depth and flow velocity. An initial steady state in the river channel 
is achieved with 10 m3/s constant inflow after about 10-hour simulation. Other details 
such as the building representation, the catchment division scheme, computing power, 
etc. are all the same as the ones in Section 5.3 for fair companions.  
Before simulations are carried out, the full 2D shallow flow model is used to record the 
‘unit hydrographs’ at the hydraulic and hydrological zone border under a uniform net 
rainfall of 10 mm for 15 minutes in the hydrological zone. Figure 5.43 displays an 
121 
 
example of two sets of ‘unit hydrographs’ in one border cell which are produced by pre-
running the full 2D shallow flow model with the extracted sub-catchments and the town 
centre as the domain, respectively. The unit hydrographs are then scaled and 
superimposed according to the real net rainfall to generate accumulative hydrographs 
from the hydrological zone to the hydraulic zone, as illustrated in Figure 5.44.  
 
Figure 5.43 An example of the ‘unit hydrographs’ at the zone border in the extracted 
sub-catchments’ domain and the town centre domain. 
 
Figure 5.44 An example of the accumulative hydrographs at the zone border in the 
extracted sub-catchments’ domain and the town centre domain. 
As can be seen in Figure 5.43 and Figure 5.44, the increase of domain size can 
accumulate a larger amount of flow into the hydraulic zone, which leads to larger ‘unit 
hydrographs' and subsequently larger accumulative hydrographs when using the 
extracted sub-catchments as the computational domain.  
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Since huge computational time is required when full 2D model is applied in the 
extracted sub-catchments, a 25-hour simulation is conducted for this condition to 
reproduce the rising limb of the flood. The inundation maps in the extracted sub-
catchments at 11am, 1pm, 3pm and 5pm on 6th September produced by the full 2D 
shallow flow model and the coupled model are illustrated in Figure 5.45-Figure 5.48. 
 
                                                                     (a) 
                                                                    (b) 
Figure 5.45 Inundation maps at 11 am in the extracted sub-catchments’ domain: (a) full 
2D model, (b) coupled model. 
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    (a) 
 
(b) 
Figure 5.46 Inundation maps at 1pm in the extracted sub-catchments’ domain: (a) full 
2D model, (b) coupled model. 
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                                                                         (a) 
                                                                         (b) 
Figure 5.47 Inundation maps at 3pm in the extracted sub-catchments’ domain: (a) full 
2D model, (b) coupled model. 
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                                                                        (a)
                                                                      (b) 
Figure 5.48 Inundation maps at 5pm in the extracted sub-catchments’ domain: (a) full 
2D model, (b) coupled model. 
In the hydraulic zone, the inundation extents from the coupled model match reasonably 
well with the ones from the full 2D model at all times. Compared with the inundation 
maps interpolated from the measured data (Figure 5.16(a), Figure 5.17(a), Figure 
5.18(a), Figure 5.19(a)), generally both modelling results seem to be slightly more 
extensive at 11am, 1pm and 3pm. The best agreement is achieved at 5pm. This is 
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consistent with the inundation maps in the town centre domain. The omission of the 
drainage system is the main reason for the larger inundation extents. Another reason 
may be the negation of infiltration, but it is quite limited as discussed in sub-section 
5.4.4.   
The effect of the changing domain size on the modelling inundation extent can be 
evaluated by comparing the inundation maps from the model with the town centre 
domain and the extracted sub-catchments’ domain. For example, the comparison 
between Figure 5.19(c) and Figure 5.48(b) can assess the effect of the domain size on 
the inundation extent obtained by the coupled model. In general, both models produce 
less extensive flood extents when the sub-catchments are used as the computational 
domain than when the town centre is used. This is opposite to the anticipation that more 
extensive flood extents should be predicted in the extracted sub-catchments’ domain, as 
more rainfall is considered. One possible reason to explain this phenomenon is that the 
same inflow hydrograph at Mitford flow station is employed for the two domain 
conditions. This is correct when the sub-catchments are used as the domain. However, 
the inlet of Morpeth town centre is actually approximately 2.2 km downstream of the 
flow station, and imposing the inflow hydrograph directly may cause earlier or larger 
inundations.  
 
Figure 5.49 The time histories of water depth at the critical point P3 in the extracted 
sub-catchments’ domain and the town centre domain. 
The critical point P3 near the zone border is selected to investigate the local effect on 
the water depth and flow velocity from using the different domains. In Figure 5.49, in 
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the extracted sub-catchments’ domain, the water depth predicted by the coupled model 
is generally larger than the one by the full 2D shallow flow model. This is because the 
flow in the hydrological zone can be routed to the zone border faster by the coupled 
model. Comparisons about the maximum water depth and arrival time in Table 5.16 
confirm this, and also demonstrate the consistency of the effect on modelling results 
with using the model in the town centre domain. 
 
Extracted sub-catchments’ domain Town centre domain 
Maximum depth 
(m) 
Arrival time 
(hour) 
Maximum depth 
(m) 
Arrival time 
(hour) 
Full 2D model 1.12 20.67 1.02 19.68 
Coupled Model 1.21 19.01 1.13 19.44 
Table 5.16 The maximum water depth and the arrival time at the critical point P3 in the 
extracted sub-catchments’ domain and the town centre domain.   
  
                                (a)                                                                   (b) 
Figure 5.50 Velocity field maps at 5pm in the extracted sub-catchments’ domain: (a) 
full 2D model, (b) coupled model. 
     
                                      (a)                                                              (b) 
Figure 5.51 The zoomed-in view of velocity field maps at 5pm in the extracted sub-
catchments’ domain: (a) area ‘A’, (b) area ‘B’. 
Velocity field maps from both models at 5pm 6th September are illustrated in Figure 
5.50. Similar velocity fields can be found in the hydraulic zone. Local velocities at the 
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same areas ‘A’ and ‘B’ with Figure 5.23 are studied. The zoomed-in views are 
displayed in Figure 5.51.  As it is located in the river channel, the flow regime of area 
‘A’ is mainly affected by the upstream inflow. Therefore, marginal deviations of the 
velocities are predicted by the full 2D shallow flow model and by the coupled model. 
The velocity match in area ‘B’ is less satisfactory, as discrepancies in both magnitude 
and direction can be found. Generally, the velocity from the full 2D shallow flow model 
is larger in the whole area ‘B’. This may be because in the coupled model the direction 
of the lateral inflow at the zone border is ignored, and the inflow is treated only as a 
source point. Figure 5.52 shows that at critical point P3, the velocities from the two 
models rise in the extracted sub-catchments’ domain following a similar trend.  
 
Figure 5.52 The time histories of flow velocity at the critical point P3 in the extracted 
sub-catchments’ domain and the town centre domain. 
Relative RMSE and Fit statistics (F1 and F2) are adopted in order to evaluate the global 
performance of the coupled model in the extracted sub-catchments’ domain. As can be 
seen in Table 5.17, the full 2D shallow flow model performs better than the coupled 
model in the extracted sub-catchments’ domain at all times, as physical details in the 
hydrological zone are considered. Compared with statistics obtained when the town 
centre is used as the domain, shown in Table 5.5, the changing size of the domain has a 
consistent impact on the models’ results. Furthermore, the statistics for the sub-
catchments’ domain are better than the town centre domain, as all the rainfall in the sub-
catchments is included and the flow station, where the inflow hydrograph is generated, 
is exactly located at the inlet of the sub-catchments’ domain.  
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Table 5.17 Model comparison in the extracted sub-catchments’ domain (benchmark: 
post-event investigation data) 
        
                             (a)                                                                         (b) 
        
                             (c)                                                                        (d) 
Figure 5.53 Statistics of the coupled model’s results in the extracted sub-catchments’ 
domain: (a) Relative RMSE for water depth, (b) Relative RMSE for flow velocity, (c) F1, 
(d) F2  (benchmark: full 2D model’s results).  
The differences between the coupled model and the full 2D shallow flow model in the 
extracted sub-catchments’ domain are sketched in Figure 5.53 with the full 2D shallow 
flow model’s results as the reference. The RMSEs for water depth and flow velocity 
begin to rise sharply before 9pm on 5th September to about 25%, and thereafter fluctuate 
Time Model Relative RMSE (%) F1 (%) F2 (%) 
11am 
Full 2D model 33.2 92.1 64.2 
Coupled model 37.6 89.6 59.1 
1pm 
Full 2D model 27.5 88.2 69.9 
Coupled model 30.1 85.4 65.3 
3pm 
Full 2D model 21.7 82.1 74.8 
Coupled model 24.2 79.2 70.2 
5pm 
Full 2D model 16.2 89.3 83.4 
Coupled model 19.1 86.5 79.6 
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gradually with maximum values of around 25% and 30%, respectively. Generally, F1 
decreases with a minimum value about 92%, and F2 decreases first and then increases 
with the minimum value about 75%. Although these errors shown by the statistics are 
acceptable, they are greater than those in the town centre domain as shown in Figure 
5.26. In the extracted sub-catchments’ domain, a larger area with relatively complicated 
topography and also the uncertainties introduced by rainfall and infiltration, may bring 
more errors to the models. It can therefore be expected that larger deviations are found 
compared to those found herein when using the town centre as the computational 
domain. 
The full 2D shallow flow model costs a huge amount of time in the sub-catchments’ 
domain to carry out a 25-hour simulation. Because of this the simulation is interrupted 
after reproducing the rising limb of the flood. As can be seen in Table 5.19, the 
efficiency of the coupled model has been dramatically improved against the full 2D 
shallow flow model when compared with the one in the town centre domain, due to the 
larger percentage of hydrological cells, shown in Table 5.18.   
Cell type Cell number 
Total cells 10,410,477 
Domain cells 4,789,781 
Hydraulic cells 269,480 
Hydrological cells 4,520,301 
                 Table 5.18 The number of cells in the extracted sub-catchments’ domain. 
Simulation 
Time 
(hours) 
CPU Time (hours)  
Improved efficiency Full 2D model Coupled model 
25 2137.4 175.2 12.2x 
50 ------ 397.0 ----- 
          Table 5.19 Computational costs in the extracted sub-catchments’ domain.  
5.6 Damage Estimations under the Morpeth Flood Alleviation Scheme 
A flood alleviation scheme is currently underway in Morpeth and is being carried out by 
the Environment Agency. It mainly includes constructing a storage facility to store 
flood water upstream of Morpeth, and building/refurbishing flood defences in the town 
centre alongside the Wansbeck River. In this section, flood damages to buildings, 
including building fabric and household inventory, etc. are roughly estimated before and 
after the flood alleviation scheme. The estimation is based on limited information about 
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the storage and flood defences being built, and is intended to demonstrate how this 
construction may mitigate floods and reduce damages.  
5.6.1 Damage estimation under three inflow scenarios with upstream storage 
The design volume of the upstream storage is 1.4 million m3, of which the flood control 
volume can be used to regulate the inflow hydrograph by reducing the peak discharge. It 
is assumed that the outflow from the storage is equal to the river flow until a certain 
large discharge is reached. After this the outflow rate is limited in order to store flood 
water (Ward, 2008). Based on the actual inflow hydrograph in the September 2008 
flood event, three control volume percentages,  60%, 80%, 100%,  are selected leading 
to three corresponding inflow scenarios, i.e. ‘inflow scenario 1’, ‘inflow scenario 2’, 
‘inflow scenario 3’, shown in Figure 5.54. The percentage is set to be as high as 
possible because the storage is mainly designed for the purpose of flood storage. 
 
Figure 5.54 Three inflow scenarios under Morpeth flood alleviation scheme. 
A 50-hour simulation has been carried out by the coupled model in the Morpeth town 
centre domain, under the three inflow scenarios, with all other modelling conditions 
kept the same as the ones in Section 5.3. The flood inundation maps at 5pm are 
illustrated in Figure 5.55. The inundation extent reduces with the increasing control 
volume of the storage, especially when the percentage reaches 100% of the total volume.   
The FHRC depth-damage curves are employed to estimate the flood damages to 
buildings under the actual inflow and the three inflow scenarios, and evaluate the effect 
of the storage on alleviating flood damages. The economic losses caused by the building 
damage are listed in Table 5.20.  
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Figure 5.55 Inundation maps at 5pm with different inflow scenarios in the town centre 
domain. 
Scenarios 
Peak 
discharge 
(m3/s) 
Affected building areas 
(m2) 
Economic losses 
(£: million) 
Total 
economic 
losses 
(£: 
million) 
Residential 
building 
Commercial 
building 
Residential 
building 
Commercial 
building 
Actual 
inflow 
357 50,360 24,012 7.97 2.62 10.59 
Inflow 
scenario 1 
277 42,832 23,102 6.42 2.31 8.73 
Inflow 
scenario 2 
258 37,841 17,674 5.68 1.77 7.45 
Inflow 
scenario 3 
251 21,143 15,018 3.17 1.5 4.67 
Table 5.20 The economic losses caused by the building damages with three inflow 
scenarios in the town centre domain.  
The total economic losses with the actual inflow is £10.59 million, which is generally in 
line with the estimation in Section 4.2. Flood damage can be alleviated after the 
construction of the storage, and a larger flood control volume may achieve lesser flood 
damage, consequently causing smaller economic losses. The improvement between 
‘inflow scenario 3’ and ‘inflow scenario 2’ is significant, 100% flood control volume is 
therefore recommended. 
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5.6.2 Damage estimation under three flood defence scenarios 
The location of the design flood defences, under the Morpeth flood alleviation scheme, 
can be seen in Figure 5.56. As no data about the height of the design flood defences is 
currently available, three scenarios: ‘flood defence scenario 1’, ‘flood defence scenario 
2’, and ‘flood defence scenario 3’ are set up for the design flood defence height of 0.5 m, 
1 m and 1.5 m, respectively. 
 
                                                                      (a) 
 
                                                                     (b) 
Figure 5.56 The location of the design flood defences under Morpeth flood alleviation 
scheme: (a) engineering map (Morpeth Flood Action Group), (b) schematization. 
The simulation has been implemented by the coupled model for 50 hours in Morpeth 
town centre domain, under the three flood defence scenarios, with all other modelling 
conditions kept the same as the ones in Section 5.3. The flood inundation maps at 5pm 
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are displayed in Figure 5.57. The inundation extent decreases with the increasing height 
of the flood defences, and an impressive improvement can be found when the height is 
1.5 m.  
 
Figure 5.57 Inundation maps at 5pm with different flood defence scenarios in the town 
centre domain. 
The FHRC depth-damage curves are utilised to estimate damages to buildings from 
inundations under the three flood defence scenarios as well as the scenario with the 
original flood defences. The economic losses caused by building damage are listed in 
Table 5.21. 
Scenarios 
Design 
flood 
defence 
height (m) 
Affected building areas 
(m2) 
Economic losses 
(£: million) 
Total 
economic 
losses 
(£: million) 
Residential 
building 
Commercial 
building 
Residential 
building 
Commercial 
building 
Original 
flood 
defence 
----- 50,360 24,012 7.97 2.62 10.59 
Flood 
defence 
scenario 1 
0.5 48,152 21,448 7.62 2.34 9.96 
Flood 
defence 
scenario 2 
1 46,148 16,644 7.31 1.81 9.12 
Flood 
defence 
scenario 3 
1.5 38,712 13,884 6.13 1.51 7.64 
Table 5.21 The economic losses caused by the building damages with three flood 
defence scenarios in the town centre domain. 
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The newly built flood defences can mitigate fluvial flooding, and thus reduce the 
economic losses. Larger flood defence height leads to smaller damages to the buildings, 
and thereby fewer economic losses. When compared with the effect of the upstream 
storage, flood defences seem to perform less effectively in reducing economic losses.  
5.6.3 Damage estimation under the combination of upstream storage and flood 
defences 
The inflow scenario with a control volume of 100% and the flood defence scenario with 
a height of 1.5 m are combined as a new scenario as both have shown the most 
satisfactory performance when investigated separately. The coupled model is used to 
simulate the September 2008 flood event in Morpeth town centre domain for 50 hours. 
No fluvial inundations have been found in the town centre during the simulation, which 
suggests the combination of the newly built storage and flood defences may be capable 
of protecting the town centre from the flood event of at least this level, i.e. 1 in 137 
years.  
5.7 Summary  
The full 2D shallow flow model and the coupled model have been applied to simulate 
the real flood event in both Morpeth town centre and the extracted sub-catchments. Both 
models have performed reasonably well when compared with the post-event 
investigation data. The coupled model can save a lot of computational time compared to 
the full 2D shallow flow model while keeping a reasonable level of accuracy. The 
coupled model has been investigated and evaluated in terms of the effects from 
modelling resolution, bed friction, rainfall, infiltration, buildings and coupling methods 
in the town centre domain. Finally, the coupled model has also been employed to 
estimate the flood damage under the Morpeth Flood Alleviation Scheme. 
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Chapter 6 Conclusions and Future Work 
Despite the advantages of the full 2D hydrodynamic models, in representing the physics 
of flood waves and delivering the required flow details with relatively high accuracy, 
they usually necessitate sophisticated numerical methods, and thus incur high 
computational burdens. Therefore, techniques for improving computational efficiency 
are required to provide reasonable numerical solutions within manageable and practical 
timescales.  
A number of mathematical, numerical and computing methods have been implemented 
to improve full 2D hydrodynamic models, in order to balance the modelling accuracy 
and efficiency. Coupling the full 2D hydrodynamic models with hydrological models 
represents one of these approaches, which achieves a more efficient performance at a 
cost of sacrificing detailed physical descriptions of certain parts of a catchment.  
This work has developed a new modelling system by routing the surface runoff, which 
is produced by a lumped conceptual model WBM, in the hydrological zone through a 
group of pre-acquired ‘unit hydrographs’ to the border cells. High-resolution 
simulations are carried out later in the hydraulic zone by the full 2D hydrodynamic 
model. The coupled model has accounted for the contribution of the surface runoff in 
hydrological zone rather than only the runoff through the river to the inundation in 
hydraulic zone.  
In this work, an approach to specify hydraulic and hydrological zones has been 
developed according to the design flood event and land cover. Based on this division 
approach, the full 2D hydrodynamic model and the coupled model, equipped with 
OpenMP for parallel computation, have been validated through a real flood event in 
both an urban area and larger-scale catchment. Furthermore, the coupled model has 
been adequately investigated and evaluated with regard to the effects of modelling 
resolutions, bed friction, rainfall, infiltration, buildings and coupling methods. Finally, 
the coupled model has been employed to estimate the flood damage under different 
scenarios, for the upstream storage and flood defences in the town centre.  
The rest of this chapter will conclude the results of the work, indicate the main 
capabilities and limitations of the newly developed coupled model, and recommend 
future work. 
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6.1 Conclusions  
6.1.1 Model validation  
The full 2D shallow flow model and the coupled model have been applied to simulate a 
real flood event, in both the town centre and the larger-scale sub-catchments for model 
validation. 
 
In the town centre domain, both models have performed reasonably well when 
compared with post-event investigation data, even if more extensive inundation extents 
have been produced, due to the omission of the drainage system effect. With regards to 
modelling accuracy, the coupled model has been found less satisfactory than the full 2D 
shallow flow model, and deviations near the zone border are larger than in the rest of 
the domain. In general, larger water depths as well as shorter arrival times near the zone 
border have been predicted by the coupled model as a faster routing speed may be 
caused when using ‘unit hydrographs’. In addition, the coupled model has generally 
produced smaller flow velocities because the direction of the lateral inflow at the zone 
border is omitted, and the inflow is treated just as a source point with no initial velocity. 
However, these discrepancies between the two models are not significant. In terms of 
modelling efficiency, the coupled model has achieved 2 times acceleration against the 
full 2D shallow flow model, which can be attributed to the use of the hydrological 
model in parts of the domain.  
In the sub-catchments’ domain, the conclusions are consistent with the ones drawn from 
the town centre domain. Furthermore, in the sub-catchments’ domain both models have 
performed better when compared with the post-event investigation data because all 
rainfall over the sub-catchments has been considered, and the inflow hydrograph is 
more accurate. However, the deviations between the shallow flow model and the 
coupled model are greater than those in the town centre domain, which indicates that in 
the sub-catchments’ domain, a larger area with relatively complicated topography and 
uncertainties introduced by rainfall and infiltration may bring more uncertainties to the 
models. The coupled model runs about 12 times as fast as the full 2D shallow flow 
model in the sub-catchments’ domain because a larger percentage of the area in the 
domain has been specified as a hydrological zone where a hydrological model is applied. 
This indicates that the coupled model can be used in a large-scale catchment with 
relatively high efficiency. In addition, the benefit will become more obvious if more of 
138 
 
the flooding is due to surface runoff from hydrological zone rather than fluvial 
inundation. 
6.1.2 Model evaluation  
The coupled model has been further investigated and evaluated with regard to the 
effects of modelling resolutions, bed friction, rainfall, infiltration, buildings and 
coupling methods in the town centre domain.  
 
The temporal resolution has a marginal and consistent effect on modelling results, while 
the spatial resolution significantly affects the results. Coarser spatial resolutions lead to 
larger modelling errors due to the limitation of representing urban topography, and the 
error converges with a decrease in cell size. In addition, finer temporal or spatial 
resolutions usually cost higher computational time.  
In terms of bed friction, the results are less sensitive to the Manning coefficients in the 
floodplain than in the channel, which is because in the floodplain the dramatically 
changing bed elevation rather than the bed friction plays the most important part in the 
flood routing. Better results are obtained with the decreasing Manning coefficients in 
the river channel as larger river conveyance can be achieved which may compensate the 
limitation of representing the meandering river channel with square cells. Furthermore, 
flood extent is less sensitive than water depths to the bed friction.   
Inclusion of rainfall during the flood event can result in a slightly larger inundation 
extent, and the effect is limited by the dominant fluvial inundation. However, the 
consideration of rainfall can assist in identifying the localized risk from pluvial flooding. 
With regard to infiltration, the coupled model’s results are not quite sensitive to the 
saturated hydraulic conductivity, which suggests the limited effect from infiltration in a 
flood event with initially almost saturated soil. 
Exclusion of buildings leads to earlier flood arrivals, smaller maximum water depths 
and more extensive inundation extents as the clear pathways can route floods faster and 
further. In general, the inundation extents agree favourably between using raised 
buildings and blocked buildings, and using blocked buildings may produce slightly 
larger inundation extents around buildings and also larger water depths, due to the 
immediate distribution of the rainfall on building tops. As a result of the more sensible 
rainfall distribution method, the coupled model using raised buildings performs more 
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satisfactorily than the one using blocked buildings. With respect to computational 
efficiency, using blocked buildings is more efficient than using raised buildings as the 
number of hydraulic cells is reduced in the computation.  
Two coupling methods have been assessed in this work. The one using ‘unit 
hydrographs’ is referred as ‘coupling method 1’; while the one adopting ArcGIS 
Hydrology Tool is referred as ‘coupling method 2’. The inundation extents match 
closely between using the two coupling methods, but slightly larger inundation extents 
and earlier flood arrivals, as well as larger water depths near the zone border, can be 
predicted by using ‘coupling method 2’. This is due to the distribution of rainfall in the 
hydrological zone to bordering cells, without considering the travel time of the runoff.  
Compared with the post-event investigation data, using ‘coupling method 1’can achieve 
better accuracy than using ‘coupling method 2’ owing to the more reasonable routing 
method in the hydrological zone. Using both coupling methods cost similar 
computational time as a result of the identical hydraulic cell number and the almost 
equal complexity. 
6.1.3 Damage estimations  
Finally, the coupled model has been employed to implement damage estimations under 
different scenarios of upstream storage and flood defences in the town centre. In general, 
a larger percentage of the flood control volume for the upstream storage, or larger 
height of the design flood defences can produce a lesser inundation extent, and thus 
result in smaller economic losses. The effect of upstream storage may be more 
impressive than flood defences. Moreover, the combination of upstream storage and 
flood defences can significantly reduce flood risks.  
In summary, the new modelling system could provide a robust and efficient tool for 
practitioners to perform flood modelling, damage estimation, risk assessment and flood 
management in urban areas and large-scale catchments.  
6.2 Recommendations and Future Work 
The coupled model is recommended to be used in other site following the steps below: 
1) Collect spatial and non-spatial data, and implement hydrological analysis to 
separate the relevant catchment. DTM and rainfall data are of the most 
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importance. From experience, buildings are recommended to be represented by 
‘blocked building’ method. 
2) Run the full 2D shallow flow model on a coarse grid to work out the initial 
inundation extent for a design flood event.  
3) Divide hydrological zone and hydraulic zone by the above inundation extent and 
land cover data/ urban area map. 
4) Run the full 2D shallow flow model with 10 mm effective rainfall as the input 
for 15 minutes to obtain a group of ‘unit hydrographs’ at the zone border. 
5) Run the coupled model for your observed/design event. 
Although considerable work has been done to develop, validate and evaluate the 
coupled model, there is still some future work required to further improve its modelling 
accuracy and efficiency.  
With respect to enhancing modelling accuracy, the following work may be worth 
investing future efforts: 
1) Developing a more robust method for the catchment division.  
In this work, the catchment is divided into hydraulic and hydrological zones according 
to the design flood event and land cover. However, due to subjectivity, there is no 
accurate solution for this division. Actually, in some aforementioned simulations the 
fluvial flood in the hydraulic zone has reached the zone border, which should be 
avoided by either resorting to a larger hydraulic zone or developing a more robust 
catchment division method. 
2) Coupling the current models with a sewer model to consider the flow in the drainage 
systems.  
Both the full 2D shallow flow model and the coupled model have produced larger 
inundation extents than the post-event measurement data in either the town centre 
domain or the sub-catchments’ domain due to the omission of the drainage system’s 
effect. In future work, a sewer model to simulate flows in drainage systems is necessary.   
3) Improving the hydrological model and upgrading the coupling method accordingly.  
In this work, local pluvial flooding in the hydrological zone can not be recognised as the 
lumped hydrological model is employed. A physically based and fully distributed 
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hydrological model might be a better choice for this purpose, but the improvement in 
efficiency may not be significant as this type of model also costs much computational 
time. The coupling method may need to be upgraded according to the features of the 
new hydrological model.  
Other recommendations to improve modelling accuracy may involve including more 
features in the DEM, considering the spatial variability of rainfall and evaluating the 
effect from tributaries, etc.  
With respect to improving computational efficiency, the coupled model is suggested to 
combine with high-performance computing hardware, e.g. GPU, and advanced 
computational techniques, e.g. adaptive grids, to achieve further accelerations. 
In summary, the author would recommend this model of use by the flood modelling 
community. This model could be of great use in large catchment across the world where 
large cities are prone to fluvial flooding. The ability to represent a range of flood 
management options is made easier with this model.  
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