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basal ganglia; reward; motion discrimination; functional magnetic resonance imaging BRAINS MAKE PREDICTIONS about upcoming events to optimize behavioral choices (Llinas 2002) . Prior information about likely outcomes can bias behavioral choice as can contextual information such as the likelihood of reward, allowing individuals to maximize the ratio of effort to reward. Reward anticipation can influence motivational states, decision making, and behavior. This transfer, from anticipation to action, is thought to involve the basal ganglia (Kawagoe et al. 1998; Lau and Glimcher 2008; Lauwereyns et al. 2002; Mogenson et al. 1980; Samejima et al. 2005; Satoh et al. 2003; Takikawa et al. 2002) . Basal ganglia and frontal lobes form a corticostriatal system involved in both motor control and reward learning, making this network ideally suited to bias actions and decisions in favor of potentially rewarding outcomes. Dopamine plays a key role in this process, as dopamine released in the striatum by reward predicting cues appears to drive and promote the appropriate reward-seeking behavior (Goto and Grace 2005; Nicola et al. 2005; Phillips et al. 2003) .
In recent models, it has been proposed that simple decisions involve an accumulation of neural activity building to a decision threshold (Bogacz and Gurney 2007; Carpenter and Williams 1995; Cisek 2007; Cisek et al. 2009; Lo and Wang 2006; Ratcliff 1978; Reddi et al. 2003; Shadlen et al. 1996; Usher and McClelland 2001) . Tradeoffs between speed and accuracy can be achieved by raising or lowering the decision threshold or by changing the accumulation rate. Modifying these parameters (decision threshold and accumulation rate) based on prior information is a simple strategy to link anticipation and behavior. Recent human imaging evidence has implicated the frontal lobes (Domenech and Dreher 2010) along with the striatum (Forstmann et al. 2008; Forstmann et al. 2010) in the incorporation of predictive information to modulate decision parameters. Lo and Wang (2006) devised a computer simulation of a commonly used decision-making task in which an individual has to detect the direction of motion of dots on a computer screen. In their model, the cerebral cortex accumulates visual motion information until a motor response is triggered. They showed that the basal ganglia could modify the decision threshold and proposed that dopamine afferents to the striatum, carrying reward information, could affect response speed by modulating corticostriatal synaptic strength. Inspired by this model, we designed the following functional MRI (fMRI) experiment for human subjects.
We conducted rapid event-related fMRI in subjects performing a version of the moving dots task (Fig. 1 ) on two occasions, once after ingestion of an amino acid mixture deficient in dopamine precursors and once after ingestion of a nutritionally balanced control mixture. Because monetary reward on successful trials will activate dopaminergic regions (Knutson et al. 2001) , and because lowering dopamine transmission can decrease preferential responding for rewards (Frank et al. 2004; Leyton et al. 2007) , we designed and pilot tested our task to be easy enough to yield a constant success rate across conditions, allowing us to attribute any changes in fMRI signal to lowered dopamine rather than performance differences. Our results show that the possibility of obtaining a monetary reward leads to activation of the corticostriatal system during an anticipatory period, which, in turn, predicts a change in the decision threshold during the decision period. This link between anticipatory corticostriatal activation and subsequent decision threshold was abolished by transient lowering of dopamine levels.
METHODS

Subjects
Twenty healthy right-handed subjects (mean age: 23.6 Ϯ 4.4 yr, range: 19 -34 yr, 11 men and 9 women) were recruited for the study; however, three subjects (1 man and 2 women) had to be eliminated from the final analysis because one fell asleep during scanning and two regurgitated the amino acid drink. No subject had a history of neurological or psychiatric disorders. Only nonsmokers and social smokers (Ͻ5 cigarettes/day) participated. Social smokers were asked to refrain from smoking for at least 24 h before each scan. Drug use, with the exception of occasional marijuana (less than once a month), was an exclusion criterion, and subjects were asked to refrain from using marijuana 1 wk before each session. All subjects gave informed consent to the protocol, which was reviewed and approved by the Research Ethics Boards of the Montreal Neurological Institute.
Acute Dopamine Precursor Depletion
Dopamine transmission was lowered using the acute phenylalanine/tyrosine depletion (APTD) method (Leyton et al. 2000 (Leyton et al. , 2004 Nagano-Saito et al. 2008 ). This method reduces dopamine levels by at least 30%, based on studies in animals (McTavish et al. 1999b ) and humans (Leyton et al. 2004) . Subjects were tested twice, on separate days, at least 3 days apart. The day before each test session, subjects ate a low-protein diet provided by the investigators and fasted after midnight. On the test days, subjects arrived at 9:00 AM and had blood samples drawn to measure plasma amino acid concentrations. They ingested one of two amino acid drinks in a randomized, double-blind manner. One drink was a nutritionally balanced amino acid mixture (BAL), and the other was tyrosine and phenylalanine deficient (APTD) but otherwise identical. Peak dopamine reduction occurs during a period 4 -6 h after ingestion of the amino acid mixture (Leyton et al. 2004) . After ingestion of the amino acid drink, at ϳ9:40 AM, subjects remained awake in a room with relatively neutral videos and reading material available to them until they performed simple reaction time (RT) tasks (described below), starting at 12:40 PM, in the same room, to assess the effect of tyrosine depletion on pure motor function. This was followed by fMRI scanning starting at 1:30 PM. At the end of the fMRI test session, at 3:00 PM, subjects had a second blood sample drawn to measure plasma amino acid concentration. Eight subjects received BAL on the first day, and nine subjects received APTD first. All female subjects except one participated while in the follicular phase of their menstrual cycle. Subjective effects of amino acid drinks were measured with the bipolar profile of mood states (POMS) (Lorr et al. 1982) at the time of arrival at the laboratory, immediately before the fMRI scan, and after the fMRI scan.
Motion Discrimination Task
The task involved detecting the direction of horizontal motion of a random-dot stimulus (Fig. 1) . A proportion of the dots moved either to the left or the right, and the subject's task was to indicate the direction with a button press as soon as they thought they knew it. There were two types of trials based on the probability of motion: in 75/25 trials one direction had a 75% chance of being the correct one, and in 50/50 trials the two directions were equiprobable. There were an equal number of leftward and rightward motion trials for each type. The actual outcomes were consistent with the stated probabilities. The motion probability was conveyed to subjects at the start of each trial, before the dots appearing on the screen, with a 500-ms audiovisual (AV) cue. There were three AV cues: a descending musical scale with a blue triangle indicated a 75% chance of motion to the left, a musical chord with a green star indicated 50/50 probability, and an ascending scale with a red circle indicated a 75% chance of motion to the right. Subjects learned the cues beforehand, and there was no feedback during fMRI. In addition, trials could be rewarded or not, as indicated by the color of the screen background: white for nonreward and yellow for reward. In rewarded trials, subjects received 20 cents for every correct response, which amounted to roughly $25 per session (subjects also received $100 for participating in the experiment, irrespective of performance). Thus, for every trial, the AV cues informed subjects of the likely coherent direction and the possibility of obtaining a monetary reward for a correct decision. Only the 75/25 trials were rewarded (when correctly performed), and half of these (one-third of all trials) were reward trials. There were equal numbers of 75/25 left, 75/25 right, and 50/50 trials. All subjects learned the cues well at least 3 days before the first fMRI session and were reminded of them in a 10-min training session before the scan on each scanning day. Cue-outcome combinations were identical for all subjects and sessions. After the AV cue, subjects looked at a square in the center of the screen, in which 500 sky blue dots moved randomly for a variable duration between 500 and 1,500 ms (random motion period). After this anticipation period, all dots turned purple, indicating that a portion of the dots started moving coherently to the left or right. The percentage of dots exhibiting coherent motion was constant for each subject (3-8%) but individually adjusted to produce similar performance for all subjects. We adjusted the percentage of dots exhibiting coherent motion so that subjects would complete between 100 and 120 trials in one 8-min run, with a success rate above 90%. The coherence was adjusted based on a test session on a separate day before the scan. Coherence was varied repeatedly until subjects achieved a 90% or better success rate with at least 100 responses per 8-min session and faster RT to the 75% direction than the 25% direction. Subjects were asked to indicate the coherent motion direction by pressing one of two buttons using the right index and middle fingers. They were told to press the answer button as soon as they had decided on the dot motion and were encouraged to try to be as accurate and as fast as possible in responding. After each response, the next AV cue was shown after a 1,100-ms intertrial interval.
The visual stimuli were projected on a screen at the foot of the MRI couch. Subjects viewed this screen via a mirror placed on the head coil. All dots were presented inside a square of 14 ϫ 14 cm at the default setting. When the participants preferred, it was zoomed by 20%. The distance between the isocenter of the head coil of the MRI camera and the screen was 127 cm. Thus, the degree of view was between 12.3 and 14.7°. The diameter of each dot was 1/40 of the square. Note that while the number of coherent dots was constant throughout each trial, the particular assignment of which dots were coherent changed on every video frame to prevent visual tracking of individual dots that would render the task trivial. Note that the variable duration of the random motion period introduces jitter into the fMRI design, thus desynchronizing fMRI data acquisition from the neural events related to task performance. The task was programmed in LabView (National Instruments). Fig. 1 . Task design. After an audiovisual cue, subjects looked at a square in which sky blue dots moved randomly. After a randomized duration between 500 and 1,500 ms, the dots turned purple, indicating that a portion of them started moving coherently to the left or right. Subjects were asked to indicate the perceived direction of coherent motion by pressing either a left or right button using the index and middle fingers of their right hand.
Simple RT Tasks
Before the fMRI, at 12:40 PM, subjects were asked to carry out two simple RT tasks. The aim of these two tests was to investigate the effect of APTD on motor function. The two tasks were as follows: after a fixation period (1 s), one orange circle appeared on the computer screen. After a waiting interval, the circle turned green, and subjects had to press a key on the computer as rapidly as possible. In the first RT task, the waiting interval was randomly varied from 1 to 5 s. This task lasted 5 min. The second RT task had constant waiting intervals of 1 s and lasted 3 min. The data from these two tasks were analyzed with two-way repeated-measures ANOVA (task ϫ drink). These tasks were programmed in LabView (National Instruments).
fMRI Scanning
Subjects were scanned at the Montreal Neurological Institute using a 3-T Siemens (Erlangen, Germany) Magnetom Trio MRI scanner. Each scanning session began with three sets of acquisition of echoplanar T2*-weighted images with blood oxygenation level-dependent (BOLD) contrast (echo time: 30 ms, flip angle: 90°) followed by a high-resolution, T1-weighted, three-dimensional volume acquisition for anatomic localization (1-mm 3 voxel size). After the anatomic scan, four more sets of BOLD acquisitions were performed. The first and the second to last BOLD acquisitions were resting state measurements to be reported elsewhere; therefore, a total of five BOLD acquisitions were conducted for the motion discrimination task in each session. The volumes were acquired continuously every 2.4 s within each run, and 200 volumes were acquired for each run. Volumes contained 40 slices each of 3.5 mm thickness (matrix size: 64 ϫ 64 pixels, voxel size: 3.5 ϫ 3.5 ϫ 3.5 mm 3 ). Stimulus presentation and scanning were synchronized at the beginning of each run.
Behavioral Analyses
Motion discrimination task (fMRI). Individual average response times and accuracy were analyzed with repeated-measures ANOVA. The effect of reward and directional precue were investigated with three-way repeated-measures ANOVA, with reward ϫ directional probability ϫ drink as factors.
Decision-making scores: T-index and A-index.
An influential theory of decision making is the "accumulation to threshold" model (Bogacz and Gurney 2007; Carpenter and Williams 1995; Lo and Wang 2006; Ratcliff 1978; Shadlen and Newsome 1996; Usher and McClelland 2001) . According to this model, neural activity associated with each of two possible decisions grows at a rate related to the sensory evidence for each choice, and decisions are made when one of these reaches a threshold. Here, we assume that the sensory evidence signal grows linearly to a fixed threshold at a rate that is subject to Gaussian noise, a model referred to by Carpenter as the "linear approach to a threshold with an ergodic rate" (LATER) (Reddi et al. 2003) . (Please see http://www.cudos.ac.uk/later.html for details of the model and analysis.) Carpenter and Williams (1995) fit this model to human response time distributions and used "reciprobit plots" to show that prior probability modified the decision threshold. We used this approach to define a threshold index (T index) and an accumulation rate index (A index) from individual distributions of response times for the rewarded and nonrewarded 75/25 trials and the 50/50 trials (Fig. 2) . Excessively fast responses (RTs Ͻ 150 ms) were removed to improve the fit (R 2 Ͼ 95% for all subjects and conditions). Repeatedmeasures ANOVA was used to assess the effect of amino acid drink, directional probability, and reward on these indexes.
Preprocessing of fMRI Data
BOLD data were preprocessed using the NIAK package (http:// code.google.com/p/niak/). Images from each run were realigned to the 100th volume of the first run to correct for head motion. An average BOLD image was then generated and aligned linearly to the anatomic MRI (Collins et al. 1994) . The spatial transformation parameters thus obtained were used to realign each individual BOLD image to the anatomic MRI. These images were then smoothed using a 6-mm full-width half-maximum isotropic Gaussian kernel. Statistical analysis was performed using fmristat (Worsley 2005; Worsley et al. 2002) running in Matlab (The Mathworks, Natick, MA). The first two volumes in each run were discarded. The statistical analysis was based on a linear model with correlated errors. The design matrix of the linear model was first convolved with a hemodynamic response function modeled as a difference of two gamma functions timed to coincide with the acquisition of each slice (Glover 1999) . Temporal drift was removed by adding a cubic spline in the design matrix (one covariate per 2 min of scan time).
Fig. 2. Theshold index (T index) and accumulation rate index (A index).
A, top: decision-making theories explain the asymmetrical distribution of response times as resulting from a noisy process of accumulation to a threshold. The jagged line represents a single instance of the decision variable (which is reflected in neuronal activity), which triggers a decision when a threshold is reached. The reaction time (RT) depends on the rate of evidence accumulation and the decision threshold. Bottom, histogram of all responses. B: individual distribution of response times after each of the precues (from one subject). This corresponds to the bottom histogram from A. C: data from B plotted using a reciprobit scale where the x-axis is 1 Ϫ k/RT (where k ϭ 10 ms) and the y-axis is the cumulative probability (indicated in SD). The A index is the intersect of the fitted line with infinity and is a measure of accumulation speed. The T index is the slope and is a measure of the decision threshold. [Modified from Carpenter and Williams (1995) 
fMRI Data Analysis
After preprocessing of the BOLD data, a general linear model using least squares was applied to produce estimates of effects and their SDs at each voxel. Individual runs were combined using a fixed-effect analysis. The resulting effects and SD images were then nonlinearly transformed into the standard proportional stereotaxic space of the Montreal Neurological Institute (ICBM152 template) using the parameters of the anatomic MRI to template transformation, which was computed using a feature matching algorithm (Collins et al. 1994; Zijdenbos et al. 2002) . In the second step, subject data were combined using a mixed-effects linear model. A random-effects analysis was performed by first estimating the ratio of the random-effects variance to the fixed-effects variance and then regularizing this ratio by spatial smoothing with a Gaussian filter. The variance of the effect was then estimated by the smoothed ratio multiplied by the fixed-effects variance. The amount of smoothing was chosen to achieve 100 effective degrees of freedom.
For statistical analysis of fMRI data, we defined the following nine events: 1) AV cue period, 2) random motion period for 50/50 trials, 3) random motion period for 75/25 trials without reward (NR75/25), 4) random motion period for 75/25 trials with reward (R75/25), 5) decision and response period for 50/50 trials (from the start of coherent dot motion to the response), 6) decision and response period for 75/25 nonreward trials to the direction of the 75% cue (res-NR75), 7) decision and response period for 75/25 nonreward trials to the direction of the 25% cue (res-NR25), 8) decision and response period for 75/25 trials with reward to the direction of the 75% cue (res-R75), and 9) decision and response period for 75/25 trials with reward to the direction of the 25% cue (res-R25).
We were interested in the effects on brain activity of reward availability and directional probability during the random motion and decision and response periods. For this purpose, the following contrasts were calculated: 1) R75/25 Ϫ NR75/25 and 2) res-R75 Ϫ res-NR75. We report both the within-and between-condition results. For the within-condition analysis (BAL and APTD separately), all peaks at a threshold of P Ͻ 0.05 (false discovery rate corrected) are reported. This approach guards against false positives to achieve a false discovery rate inferior to 0.05 (Genovese et al. 2002) . For the between-condition analysis (comparison between BAL and APTD), to reduce the likelihood of false negatives, all peaks at a threshold of P Ͻ 0.001 (t Ͼ 3.17) with at least 10 contiguous activated voxels are reported, to correct for multiple comparisons (Forman et al. 1995) . Although the study design was counterbalanced with respect to order of the BAL and APTD sessions, we repeated the fMRI analyses using scan session order (BAL first or APTD first) as a covariate, to exclude the possibility of order effects on our results.
To investigate the relationship between brain activity and perceptual decision making, we then generated t-maps using T index and A index differences as covariates for the R75/25 Ϫ NR75/25 (random dot period, reward minus nonreward) and res-R75 Ϫ res-NR75 (coherent motion period plus decision, reward minus nonreward) contrasts, respectively. We also calculated correlations between individual fMRI effect sizes from regions of interest and differences in T index or A index from the two contrasted events. Activation peaks in each contrast in each condition (BAL and ATPD) were picked out separately, and the individual mean effect size of the peak and its six surrounding voxels (total of 56 mm 3 ) were calculated for each individual and condition. These regional effect sizes were used to plot correlations between the change in T index and change in brain activation (reward minus nonreward). Finally, we further investigated the relationship among dopaminergic status, reward, and T index using a 2 ϫ 2 general linear model to generate a statistical map of the correlation between the change in T index (continuous variable) and brain activation (dependent variable) with session (BAL and APTD) and reward (present or not) as categorical variables. For these difference maps, all peaks at a threshold of P Ͻ 0.001 with Ͼ10 contiguous voxels are reported.
RESULTS
Effect of Tyrosine Depletion
APTD treatment reduced the plasma levels of dopamine precursors. Morning tyrosine levels were 55.8 Ϯ 11.7 and 56.2 Ϯ 11.6 mol/l on BAL and APTD days, respectively. After fMRI scanning, they were 130.2 Ϯ 42.4 and 11.7 Ϯ 3.4 mol/l, respectively. For phenylalanine, the morning levels were 49.8 Ϯ 8.7 and 51.1 Ϯ 8.0 mol/l for BAL and APTD, respectively, and 74.2 Ϯ 34.6 and 9.8 Ϯ 3.4 mol/l, respectively, after the fMRI sessions. Repeated-measures ANOVA indicated a significant condition difference between BAL and APTD (F ϭ 119.2, P Ͻ 0.001; and F ϭ 56.0, P Ͻ 0.001) and a condition ϫ time interaction (F ϭ 118.8, P Ͻ 0.001; and F ϭ 51.5, P Ͻ 0.001) for tyrosine and phenylalanine, respectively. The tyrosine-to-large neutral amino acid ratio, a measure of brain tyrosine availability, was unchanged during the BAL session (mean Ϯ SD: 0.103 Ϯ 0.008 before drinking the solution, 0.100 Ϯ 0.023 after scanning, 3% change, P ϭ 0.61) but reduced significantly after APTD (0.105 Ϯ 0.015 before drinking the solution, 0.009 Ϯ 0.004 after scanning, 91% reduction, P Ͻ 0.001).
There was no drink effect on mood as measured by POMS (Lorr et al. 1982 ) (P Ͼ 0.6). A main effect of time on the clearheaded-confusion index of the POMS was observed (F ϭ 3.890, P ϭ 0.031), indicating a gradual decrease in clearheaded scores in both conditions. For the other five POMS indexes, there were no effects of time or time ϫ drink interactions.
Behavioral Results
Simple RT tasks. There was no drink effect on the two simple RT tasks. In the first RT task, with the variable waiting time from 1 to 5 s, the mean RT was 0.313 Ϯ 0.030 and 0.324 Ϯ 0.031 s for BAL and APTD, respectively. In the second RT task, during which the waiting time was constant, the mean RT was 0.195 Ϯ 0.075 and 0.189 Ϯ 0.065 s for BAL and APTD, respectively. Repeated-measures ANOVA indicated a main effect of task (F ϭ 58.579, P Ͻ 0.001), showing shorter RTs for the constant interval task. No drink effect was observed (F ϭ 0.118, P ϭ 0.736).
Motion detection task. All subjects performed between 500 and 600 trials during the 5 fMRI runs, with an average of 568 trials/session (570 trials for BAL and 566 trials for APTD). Individual average response times and accuracy are shown in Fig. 3 . Three-way repeated-measures ANOVA (reward ϫ directional probability ϫ drink) indicated a reward effect on response time and accuracy: during rewarded trials, subjects took longer to respond (F ϭ 7.551, P ϭ 0.014) and their accuracy was improved (F ϭ 4.548, P ϭ 0.049). A reward ϫ directional probability interaction was observed on accuracy (F ϭ 5.620, P ϭ 0.031), indicating reward-induced improvement for the unexpected (25%) direction. Neither a main effect of drink (BAL vs. APTD) nor interaction with drink were observed in any of the performance measures (P Ͼ 0.1). The correlations of the improvement in accuracy for the R25 (compared with NR25) and the increase in RT for R25 (compared with NR25) were borderline significant (R ϭ 0.38, P ϭ 0.06 by one-tailed test) and nonsignificant (R ϭ 0.18, P ϭ 0.24) for BAL and ATPD, respectively.
We defined the T index and A index from individual distributions of responses (Fig. 2) . Average T index and A index values for different trials are shown in Fig. 3 . Three-way repeated-measures ANOVA (reward ϫ directional probability ϫ drink) showed a significant effect of probability on the T index (19.360, P Ͻ 0.001) and a marginal effect of drink on the A index (F ϭ 3.511, P ϭ 0.077). The T index was lower for movements to expected targets. The A index was higher in the BAL condition.
fMRI Results
Activation peaks are shown in Tables 1 and 2 for the anticipation and decision-making periods, respectively.
Reward-and dopamine-dependent activation during the random motion period (R75/25 vs. NR75/25) . In rewarded trials, observing random motion was associated with stronger activation (compared with nonrewarded trials) in visual areas, including the fusiform gyrus and middle temporal (MT) area (Watson et al. 1993 ) and the anterior insula extending to the ventrolateral prefrontal cortex (VLPFC) ( Table 1) . Additionally, in the BAL condition only, activation was observed in the ventral striatum (nucleus accumbens and ventral putamen), sublenticular extended amygdala, and components of the frontal corticobasal ganglia thalamocortical loop, including the left dorsolateral prefrontal cortex (DLPFC), caudate nucleus, premotor cortex, and bilateral thalamus (Fig. 4) . Activation was also observed in the posterior cingulate gyrus (PCG), parahippocampal gyrus, and cerebellum bilaterally in BAL. There was no activation in these regions in APTD even at a threshold of P Ͻ 0.01 uncorrected. Direct comparison demonstrated significantly greater reward-related activation of the ventral striatum, caudate nucleus, sublenticular extended amydala, and parahippocampal gyrus in BAL during this anticipatory period (Table 3) .
To test our main hypothesis, we generated t-maps of activity during the random motion period using the T index difference (reward minus nonreward) as a covariate. Significance was set at P Ͻ 0.001 uncorrected, for 10 or more contiguous voxels, and peaks were observed in the right anterior insula (x,y,z,t ϭ 36,16,4,4.20; cluster size ϭ 86 voxels), right VLPFC (x,y,z,t ϭ 58,12,10,4.23; cluster size ϭ 62 voxels), the left PCG (x,y,z,t ϭ Ϫ6,Ϫ32,26, 3.62; cluster size ϭ 12 voxels), the right ventral striatum (x,y,z,t ϭ 6,10,Ϫ4,4.19; cluster size ϭ 38 voxels), right caudate (x,y,z,t ϭ 22,16,8,3.80; cluster size ϭ 91 voxels), and left DLPFC (x,y,z,t ϭ Ϫ38,14,26,4.27; cluster size ϭ 108 voxels) in BAL only (Fig. 5 ). There were no significant peaks in the APTD condition. To plot the relationships, effect sizes from regions of interest were extracted and correlated to the change in T index (Fig. 6) . No significant correlation was observed in APTD for any region. No significant correlation was observed with the difference of the A index and regional activation.
Finally, to confirm the mediating effect of dopamine depletion on the relationship between reward-related corticostriatal activation and the change in T index, we designed a 2 ϫ 2 model with the T index difference as a continuous covariate, change in BOLD as the dependent variable, and session (BAL vs. APTD) and reward (present or absent) as independent categorical variables. The t-map thus generated demonstrated an effect of session with greater activation in BAL than APTD in the bilateral dorsolateral prefontal cortex, anterior insula/ VLPFC, caudate, thalamus, supplementary motor area, and intraparietal sulcus (IPS) ( Table 4 ). This demonstrates that dopamine depletion significantly reduced the correlation between reward-related corticostriatal activation and the rewardrelated change in T index in those brain areas.
Reward-and dopamine-dependent activation during the decision period (res-R75 vs. res-NR75).
During the decision period of rewarded trials compared with nonrewarded trials, there was extensive activation of the visual areas, including the primary visual cortex and numerous extrastriate visual areas, and the intraparietal sulcus ( Fig. 7 and Table 2 ). In the APTD session, activation was also observed in the lateral prefrontal cortex. Condition comparison indicated significantly greater activation in the primary and extrastriate visual areas and the IPS during APTD compared with BAL (Table 3) . A significant negative correlation was observed between the right IPS activation and the difference of A index in the BAL condition only (r ϭ Ϫ0.50, P ϭ 0.042). The t-map using the A index difference as a covariate for BAL demonstrated a negative peak in the right IPS (x,y,z,t ϭ 30,Ϫ58,50,4.16; cluster size ϭ 3 voxels). This correlation remained when we repeated the analysis using RT as a confounding covariate.
Directional anticipation . Directional anticipation did not lead to significant activation during either the random dot period or the decision period.
Order effects. We investigated whether undergoing APTD or BAL in the first session affected the results. Behaviorally, there was no order effect on RT, accuracy, T index, and A index (P Ͼ 0.1). The fMRI data were reanalyzed with order covaried out. The results were essentially unaffected. For the random motion period, the peaks are identical (with insignificant changes in coordinates or t-values). For the decision period, a few more peaks reached significance in visual areas already implicated: the cuneus, fusiform gyrus, and occipital gyri.
DISCUSSION
We investigated how prior and contextual information modulate brain activity and performance during a motion discrimination task and whether this is influenced by dopamine. There were three main findings. First, on potentially rewarded trials, subjects waited longer to respond, which was associated with improved accuracy when the stimuli moved to the unexpected direction. Second, during the BAL session only, reward availability led to increased BOLD activation in the ventral striatum and the motor/prefrontal corticostriatal loop during the random motion period, correlating with an increase of the decisionmaking threshold (T index). This finding implicates the basal ganglia in changing the decision threshold when reward is available. Third, tyrosine depletion eliminated corticostriatal activation during anticipation, including the ventral striatum, and its correlation with the T index. We also found activation of the IPS during the decision period in both sessions, but only in BAL did this activation inversely correlate with the accumulation rate (A index). After dopamine depletion, IPS activation was greater. Our results point to a dopamine-dependent effect of reward availability on the setting of the decision threshold, mediated via the corticostriatal system.
In our study, reward anticipation activated mesolimbic projection sites, including the ventral striatum (Fig. 4) as well as cortical regions belonging to the motor and associative corticostriatal loop, namely, the DLPFC and lateral premotor cortex. Numerous fMRI studies have implicated the ventral striatum in reward processing (Abler et al. 2006; Delgado et al. 2000; Knutson et al. 2001) . Pessiglione et al. (2006) found that BOLD signal in the striatum resembled a reward prediction error signal during a learning task and that both the BOLD signal and learning rate were similarly affected by pharmacological manipulations of dopamine neurotransmission. Our study extends this result by showing that striatal dopamine released during reward anticipation may also improve reward gain by biasing perceptual systems involved in evidence accumulation. The activation of both the mesolimbic ventral striatum and premotor and prefrontal areas by reward precues is consistent with a model of the striatum as a hub for the transfer of reward information from the ventral striatum to motor and associative cortical areas where cognitive control and motor planning are enacted (Haber et al. 2000) . Interestingly, the two lateral prefrontal regions identified here (Table 1) also demonstrated an interaction of reward availability and cognitive control in a different decision-making task (Kouneiher et al. 2009) . Similarly, in a sensory detection task with a variable reward, fMRI activity in the frontal cortex correlated with a modeled decision variable (Summerfield and Koechlin 2010). The cortical areas implicated included the same anterior insula/ VLPFC region identified here as showing activity that correlated with the change in T index and a lateral prefrontal area that was more anterior than ours. Finally, in another fMRI paradigm where predictive information was conveyed implicitly to subjects, the anterior cingulate cortex was involved in changing the decision threshold based on prior information (Domenech and Dreher 2010) . This anterior cingulate area was quite close to a peak implicated in changing the threshold in our task, labeled as supplementary motor area in Table 4 . Taken together, these results support a model in which activity in these frontal areas serves to bias the decision threshold before the accumulation of evidence. Our data extend these findings by demonstrating that this phenomenon also involves the basal ganglia and appears to be dopamine dependent. It is usually assumed that the striatal BOLD signal detected in reward experiments represents dopamine neuron firing, largely because it closely resembles, in temporal profile, the reward prediction error signal detected in dopamine neuron cell recordings in monkeys (McClure et al. 2003; Schultz 1998) . However, to date, no experimental evidence had tested this assumption by depleting dopamine levels during fMRI. Here, we demonstrate that lowering vesicular dopamine using APTD abolishes the BOLD reward response in the corticostriatal Fig. 4 . Effect of reward on activation induced during the random motion period (R75/25 Ϫ NR75/25) for the BAL (left) and APTD (right) conditions. From top to bottom, coronal sections were taken at y ϭ 10 mm, illustrating the ventral striatum and precentral gyrus, y ϭ 24 mm, illustrating the ventrolateral prefrontal cortex and anterior insula, and y ϭ 44 mm, illustrating the dorsolateral prefrontal cortex. system, supporting its dopaminergic nature. It remains unclear, however, whether reward-related changes in BOLD are directly due to dopamine neuron firing or to indirect factors, such as an influence of dopamine on glutamatergic corticostriatal activity. Mesolimbic dopamine motivates the individual to work for reward (Bardgett et al. 2009; Salamone et al. 2007 ). Here, we observed increased RT (slowing down) along with an improvement in accuracy on rewarded trials, especially when dots moved in the unexpected direction. This effect was likely mediated by the basal ganglia, as indicated by the positive correlation between the anticipatory activation in the ventral striatum and corticostriatal loop and the reward-induced increase of the decision-making threshold (T index). Although tyrosine depletion did not affect the T index change, it did reduce the correlation between corticostriatal activation and the change in threshold. At first glance, our findings appear inconsistent with the notion that mesolimbic activity generally leads to more vigorous responding (Niv et al. 2007 ) and with studies that showed faster responses for reward trials compared with nonreward trials in animals (Lauwereyns et al. 2002; Satoh et al. 2003; Takikawa et al. 2002; Watanabe et al. 2001 ) and humans (Dreher et al. 2006; Wittmann et al. 2005) , along with involvement of the basal ganglia. Our result is consistent, however, with models that implicate the basal ganglia in slowing down responding in situations of response conflict or uncertainty (Frank 2006) . We note that in two recent fMRI studies, reward anticipation increased response time in a cognitive task (Kouneiher et al. 2009 ) and, in a sensory discrimination task, reward precues improved performance accuracy in a dopamine-dependent manner (Pleger et al. 2009 ). Note, however, that decision-making speed and response vigor are not necessarily correlated: in monkeys, making a manual response to obtain the more valuable of two rewards was associated with a slower decision but a more vigorous movement (Samejima et al. 2005) . Therefore, we propose that activation of the mesolimbic system and frontal corticostriatal thalamic loop influences motivational processes by optimizing action based on context and that it can do so without necessarily increasing reaction speed. In other words, when the context demands it, anticipatory striatal activity can slow down the behavioral response. This is in line with extensive experimental evidence in animals showing that the activity of dopaminergic and striatal neurons predicts reward-related choice behavior (Apicella 2007; Kawagoe et al. 1998; Lau and Glimcher 2008; Morris et al. 2006; Samejima et al. 2005; Shimo and Hikosaka 2001; Takikawa et al. 2002; Tobler et al. 2005) and that neurons in the striatum encode the reward value of available actions, the value of the eventually chosen action, and the current context for reward (Lau and Glimcher 2008; Lauwereyns et al. 2002; Shimo and Hikosaka 2001) .
Our results are broadly consistent with the computational modeling study of Lo and Wang (2006) , in which the setting of the decision threshold to maximize reward rate was dependent on the strength of prefrontal-striatal synaptic communication. Note, however, that, in the Lo and Wang model, corticostriatal activity promotes faster responding by disinhibiting motor execution areas and lowering the decision threshold. Similarly, in a moving dot task similar to ours, Forstmann et al. (2008) found that when subjects were instructed to respond faster, there was activation of the motor corticostriatal system (dorsal striatum and presupplementary motor area) and a concomitant reduction in the response threshold. Our results extend these theoretical and experimental findings by showing that the striatum can also promote slower responding and an increased response threshold. That we found this effect when the dots moved to the unexpected direction is consistent with models in which decision threshold increase by the basal ganglia is engaged in situations of response conflict (Bogacz and Gurney 2007; Frank 2006) . Note that basal ganglia circuitry can both facilitate and inhibit cortical motor regions via the direct and indirect pathways, depending on task specifics (Frank 2006) . Interestingly, patients with Parkinson's disease, who have a severe reduction in basal ganglia dopamine, demonstrate an impairment of motion detection using similar tasks (Ezzati et al. 2010; Trick et al. 1994) .
Response speed is also dependent on the information accumulation rate (A index). Dopamine may also be involved in regulating accumulation speed. Here, we found that reward availability led to increased activation in the IPS during the decision period (when dot motion became coherent). Furthermore, there was a correlation between IPS activation and a reduction of the A index only in the BAL condition. During tasks in which motion perception is reported through saccades, motion sensitive extrastriate visual areas, such as area MT, pass information to the lateral intraparietal area (LIP), which lies within the IPS, where decision plans are enacted on the basis of gradually accumulating neural activity (Roitman and Shadlen 2002; Newsome 1996, 2001 ). This may explain why IPS activation in our study was correlated with the A index. LIP neurons tuned to each potential action increase their activity until a threshold is reached, at which point the decision is made. RT is a function of accumulation speed and decision threshold (Carpenter and Williams 1995) . Increased motion coherence increases LIP activity (Roitman and Shadlen 2002) , perhaps because of greater signal-to-noise ratio of the incoming motion information. Moreover, activity in LIP is modulated by attention (Bisley and Goldberg 2003; Ipata et al. 2006) , reward value of the action (Platt and Glimcher 1999) , and a priori information on motion likelihood (Yang and Shadlen 2007) .
We observed a significant inverse correlation, during the decision phase, between activation in the IPS and the A index difference induced by reward, but only in the BAL condition. This may seem counterintuitive since a higher A index indicates faster neural accumulation and therefore a higher firing rate of IPS neurons; however, recall that the BOLD signal is a measure of inputs to an area rather than local neuronal firing rate (Logothetis and Wandell 2004) . A reduction in BOLD in the IPS could result from an enhanced signal-to-noise ratio of motion information from area MT, under the influence of cortical dopamine (Seamans and Yang 2004) , leading to more focused information arriving to the IPS. Moreover, the increase in A index in this situation could be explained by increased gain of IPS neuron firing in response to the increased signal to noise. Indeed, gain modulation by afferent synaptic inputs has been reported (Chance et al. 2002) . These authors found that a balanced reduction in excitatory and inhibitory inputs to a neuron increased the gain in the relationship between driving currents and firing rate. If this occurred in the IPS, reduced excitatory and inhibitory afferent inputs (i.e., reduced "noise") could lead to lower BOLD signal but a concomitant increase in the A index. Dopamine may affect the accumulation rate in the IPS via one of several routes. The LIP and caudate are connected by a corticostriatal loop (Saint-Cyr et al. 1990) , and accumulation activity has been detected in caudate neurons (Ding and Gold 2010) . However, dopamine could also modulate afferent inputs to the IPS directly (Seamans and Yang 2004) or indirectly via PFC to parietal top-down influences (Andersen and Cui 2009; Coe et al. 2002; Monosov et al. 2008; Pesaran et al. 2008) .
After reward precues, relatively greater activation was observed during the random motion and the decision period under both the BAL and APTD conditions in visual areas including the cuneus, fusiform gyrus, middle occipital gyrus, and area MT. This likely represents top-down modulation of visual attention during reward trials (Krawczyk et al. 2007; Rowe et al. 2008 ), a process that was not affected in this experiment by the induction of a low dopamine state. Greater activity in area MT before dot motion has been shown to favor the perception of coherent motion (Hesselmann et al. 2008) . We also found greater activation in the PCG on reward trials (Table 1) , and this effect was dopamine dependent (Table 4 ). The PCG connects bidirectionally with the PFC and thalamus and projects to the striatum (Baleydier and Mauguiere 1980; Amaral 2003, 2007; Mufson and Pandya 1984; Vogt and Pandya 1987) . Therefore, the PCG response may reflect a dopamine-mediated effect of reward on attention to visual motion (Antal et al. 2008; Buchel et al. 1998 ).
There are limitations to our study. First, we designed the experiment to ensure identical performance rates across the two dopamine conditions. To achieve this, the task was deliberately made easy by adjusting the coherence rate for each participant to achieve an over 90% success rate. It was deemed important for subjects to successfully complete almost every trial during fMRI because errors can cause two problems: 1) it is difficult to extract T index or A index information from error and no-response trials, although not impossible (Noorani et al. 2011) ; and 2) because dopaminergic signals are known to encode a reward prediction error, errors and successes themselves lead to dopamine signaling. In other words, a difference in error rate between the two dopamine conditions would have caused a confound in interpreting BOLD signal differences in dopaminergic areas. By matching performance across conditions, we can assume that differences in fMRI signals on the two test days are due to the lowered dopamine and not to differences in performance.
Nonetheless, the absence of a performance effect of tyrosine depletion must temper the interpretation of our results. While we found that reducing dopamine levels significantly altered the relationship between corticostriatal activation on rewarded trials and the subsequent decision threshold at the neural level, confirmation of the behavioral relevance of this effect is lacking here. Similarly, the fact that tyrosine depletion reduced the accumulation rate without affecting RT suggests that this effect may not be substantial. One way to address this issue would be to repeat this experiment while significantly varying task difficulty to induce more errors.
A second potential drawback is the possibility that the amino acid manipulation is not dopamine specific, as norepinephrine is synthesized from dopamine. However, the APTD method has been reported to decrease dopamine release in rodents (McTavish et al. 1999b ) and humans (Leyton et al. 2004; Montgomery et al. 2003) without decreasing either resting (McTavish et al. 1999b) or stimulated (McTavish et al. 1999a ) norepinephrine release in rodents or nighttime melatonin release in humans (Moja et al. 1996) , a measure of norepinephrine tone.
