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Resumo 
Desenho de Grafos é uma área recente que trata do desenvolvimento de técnicas e de algoritmos 
para construir representações geométricas ele grafos, atendendo, em geral, a critérios estéticos. 
A atividade de desenhar grafos implica em muitas dificuldades; entre elas, verificamos que 
a satisfação de alguns critérios estéticos envolve freqüentemente problemas NP-difíceis e que, 
em muitos casos, os critérios são conflitantes entre si. Em função disso, heurísticas têm sido 
desenvolvidas e amplamente utilizadas para obter bons desenhos. 
No presente trabalho, descrevemos nma nova abordagem para desenhar grafos, que se baseia 
na combinação de heurísticas utilizando um tipo de organização de agentes conhecido como 
Time Assíncrono. 
A abordagem é capaz de produzir desenhos melhores do que as heurísticas isoladas, e é 
flexível pois pode ser aplicada para trabalha.r com muitos critérios estéticos e com várias classes 
de grafos. 
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Abstract 
Graph Drawing is a new area that deals with thc dcvelopment oftechniques and algorithms whose 
major concern is the geometric represcntations of graphs. These geometric representations must 
follow a set of aesthetic criteria in a "nice" way. 
The activity of drawing graphs run into many dificulties, for example: the problem of sa-
tisfying some aesthetic criteria is often NP-hard and, in most cases, there are some conflitcs 
among the criteria. This justifies the wide use of hcuristics to produce good drawings. 
In this work we show a new approach to clraw graphs. This approach focuses on the combi-
nation of different heuristics in a specific organization of agents, called Asynchronous Team. 
The approach achicves bctter drawings thall the heuristics alone, and it can be applied to 
work with several aesthetic criteria for dra\ving many classes of graphs. 
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Capítulo 1 
Introdução 
1.1 Desenho de Grafos: Importância e Aplicações 
Grafos são estruturas simples, formadas por um conjunto de vértices e um conjunto de arestas 
utilizados para representar a relação entre objetos físicos ou abstratos em diversas áreas do co-
nhecimento humano. O uso de grafos, muitas vezes, está associado à necessidade de expressá-los 
visualmente a fim de que possamos identificar c compreender as relações entre seus elementos. 
Entretanto, a visualização de um grafo não consiste apenas em exibir os seus vértices e arestas; é 
preciso também que o desenho produzido seja "legível". Em geral, considera-se que um desenho 
de um grafo é legível quando ele atende a determinados critérios estéticos tais como "simetria", 
distribuição uniforme dos vértices em uma dada região e poucos cruzamentos de arestas. Al-
goritmos para obter desenhos com essas características estéticas têm sido desenvolvidos e são 
estudados dentro de uma área de pesquisa denominada Desenho de Grafos. 
A área de Desenho de Grafos é bastante emergente e se preocupa com o desenvolvimento de 
técnicas e de algoritmos para construir representações geométricas de grafos visando satisfazer 
a certos critérios, em especial a critérios estéticos. As técnicas em Desenho de Grafos têm 
inúmeras aplicações, sendo empregadas, por exemplo, em Micro-eletrônica para desenho de 
circuitos VLSI; em Engenharia de Software para representar estruturas modulares de programas 
e da hierarquia entre classes de objetos (principalmente nas linguagens visuais e nas ferramentas 
de desenvolvimento de sistemas); em aplicações de CAD para facilitar a análise e a manipulação 
de dados; e ainda em sistemas de banco de dados e nas interfaces visuais. Em alguns desses ítens, 
basta abrir um livro que discorra sobre os mesmos para perceber que as figuras ou diagramas 
ilustrativos têm um bom traba.lho subjacente em desenho estético. 
A crescente utilização ele computadores e a adoção das interfaces gráficas como forma efi-
ciente de interação Homem-Máquina têm despertado muito interesse pela área ele Desenho ele 
Grafos, concorrendo para um amplo uso dos algoritmos disponíveis e para o desenvolvimento de 
novas técnicas e ferramentas [DETT94]. Atualmente, estudos sobre Desenho de Grafos são rea-
lizados em diversos ramos da Computaçã.o, envolvendo tópicos em Teoria dos Grafos, Geometria 
Computacional, Complexidade de Algoritmos. Banco de Dados e Interfaces. 
1 
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Apesar do grande interesse, inúmeras são as dificuldades que estão relacionadas com a tarefa 
de desenhar um grafo, como veremos a seguir. 
1.2 Dificuldades em Desenho de Grafos 
Uma das maiores dificuldades em Desenho de Grafos é obter desenhos bons ou quase ótimos em 
alguns critérios estéticos, tais como menor número de cruzamentos de arestas e número máximo 
de simetrias, os quais em geral são problemas NP-difíceis [DETT94, Ead89]. Além disso, os 
critérios são freqüentemente conftitantes entn~ si, não sendo possível satisfazer simultaneamente 
dois ou mais deles para uma dada classe de gra.fos. 
Uma outra dificuldade na área deve-se à subjetividade na definição do que seja um desenho 
legível. Para algumas pessoas, um desenho é legível quando apresenta poucos cruzamentos, 
enquanto que para outras isto ocorre quando ele exibe simetrias. Uma vez que a definição de 
qualidade de um desenho é um fator de interesse para o usuário, é comum deixar a ele a tarefa de 
escolher critérios estéticos. É preciso, no entanto, que existam algoritmos flexíveis, que possam 
ser ajustados a fim de produzirem desenhos de acordo com os critérios subjetivos escolhidos. 
O grande problema está exatamente no fato de que a maioria dos algoritmos para desenho en-
contrados na literatura apresentam pouca ou nenhuma flexibilidade, salvo raras excessões como 
algumas abordagens baseadas em Simulated Annealing e Algoritmos Genéticos. Mesmo 
assim, tais abordagens inserem novas dificuldades relativas à complexidade de se ajustar os seus 
parâmetros de convergência, além ele exigirem um elevado tempo computacional. Citamos como 
exemplo o trabalho de Mendonça em [dMN94]. onde os parâmetros de um Simulated Annealing 
são ajustados automaticamente inferindo a estética do usuário, porém, em detrimento do tempo 
de execução; esse trabalho demonstra a clifio1lclade de se configurar um sistema flexível para 
desenho de grafos. 
A complexidade dos problemas em Desenho ele Grafos e a existência de conflitos entre 
os critérios estéticos têm justificado o desenvolvimento de muitos algoritmos baseados em es-
tratégias heúristicas para encontrar soluções aproxi1na.das. I~ desejável, contudo, que os algorit-
mos não apenas produzam boas soluções, mas ta.m b(~m que sejam flexíveis, a fim de que possam 
ser aplicados a várias classes de grafos ou q uc atendam a um conjunto ele diferentes critérios 
estéticos. 
Na próxima seçao, sugerimos uma nova abordagem para desenhar grafos que se mostra 
flexível e que produz, em alguns casos, desenhos melhores os algoritmos encontrados na litera-
tura. 
1.3 A Utilização de Times Assíncronos 
Os Times Assíncronos são organizações fonna.das por vários agentes que se comunicam de ma-
neira assíncrona através de memórias compartilhadas, e que trabalham iterativamente originando 
fluxos cíclicos de dados. Os Times Assíncronos têm sido empregados, principalmente, na área 
de otimização combinatória para unir heurísticas diferentes, fazendo-as cooperar com o objetivo 
1.3. A Utilização de Times Assíncronos 3 
de conseguirem resultados prox1mos do ótimo. Aproveitando a idéia de combinar heurísticas, 
buscou-se, de modo semelhante, integrar algoritmos em Desenho de Grafos para obter desenhos 
com melhor qualidade estética. 
De fato, as estratégias heurísticas disponíveis para desenhar grafos possuem suas qualidades 
e deficiências. Algumas heurísticas geram bons desenhos para determinados critérios estéticos, 
enquanto que outras mostram-se melhores em outros aspectos. Mesmo para um critério estético 
específico, as heurísticas podem apresentar desempenho variável de acordo com o grafo a ser 
desenhado. Assim, a idéia de unir algoritmos diferentes é uma forma de superar as dificiências 
de cada heurística. 
A proposta original que deu início ao presente trabalho consistia em reunir heurísticas em um 
Time Assíncrono para desenhar Grafos Direcionados Acíclicos, satisfazendo a poucos critérios 
estéticos tais como: mostrar o mínimo de crnzamcutos ele arestas e apresentar arestas tão retas 
quanto possível. No entanto, foi observado que o uso ele Times Assíncronos não apenas produzia 
desenhos melhores do que as heurísticas isoladas, mas também apresentava flexibilidade. Deste 
modo, decidimos expandir a proposta, sugerindo nma abordagem geral que pudesse ser aplicada 
para atender muitos critérios estéticos e para manipular várias classes de grafos. 
Um dos objetivos deste trabalho é, portanto, descrever como heurísticas distintas podem ser 
combinadas em um Time Assíncrono, a fim de obterem desenhos melhores do que se executadas 
separadamente - característica esta qne chamamos ele sinergia. Estamos interessados, de um 
modo particular, em produzir desenhos que mostrem vários aspectos estéticos, os quais não são 
considerados todos por um único algoritmo de desenho, mas que podem ser satisfeitos devido 
à cooperação entre as heurísticas. O trabalho destaca que a abordagem é flexível e comenta 
outras vantagens como a facilidade de expansão c a possibilidade de se explorar paralelismo. 
O restante deste trabalho está organizado como segue: 
Alguns conceitos sobre Teoria ele Grafos, Desenho de Grafos e sobre Times Assíncronos são 
introduzidos no capítulo 2. 
No capítulo 3, propomos uma abordagem para desenhar grafos baseada na utilização de 
Times Assíncronos e sugerimos uma estrutura geral ele um time que atenda a esta finalidade. 
No capítulo 4, mostramos exemplos ele times para desenhar grafos gerais e grafos direcio-
nados, comentando os resultados obtidos. Discutimos também alguns aspectos de configuração 
dos times, relacionados com a elaboração de novos agentes, com a inclusão de critérios estéticos 
e com a organização de soluções na memória. 
No capítulo 5, concluímos a dissertação destacando as vantagens e desvantagens do uso 
de Times Assíncronos para Desenho ele Grafos. Propomos ainda alguns estudos deixados à 
posteriori. 
Capítulo 2 
Conceitos Gerais 
Neste capítulo, introduzimos os pnnCJpa!s conceitos sobre Desenho de Grafos e sobre Times 
Assíncronos empregados no decorrer da dissertação. 
Apresentamos inicialmente algumas definições básicas em Teoria dos Grafos. O leitor mais 
acostumado com estas definições poderá avançar diretamente para a seção 2.2 sem prejuízo do 
entendimento do trabalho. 
2.1 Grafos 
As definições que se seguem baseam-se na terminologia adota em [Bol78, ST81]. 
Um grafo G (não-direcionado1 ) é um par (11, E), onde V é um conjunto finito de pontos 
denominados vértices e E é um conjunto finito de arestas. Uma aresta e E E é um par não 
ordenado xy de vértices distintos de 11. A aresta e pode ser escrita como xy ou yx e indica que 
x e y são os extremos de e. Neste caso, diz<:mos flllC x e y são adjacentes e que a aresta xy é 
incidente em x e em y. O grau de um vértice :1: E V é definido como sendo o número de vértices 
de G adjacentes a x. 
Um caminho de um vértice x para um vértice y em um grafo G consiste de uma seqüência 
Sxy = (x = vo, vov1, v1, v1v2, . .. , v~.:-1v1.:, v~,;= y) onde ViVi+l são arestas de G (para i= 
O, 1, ... , k- 1) e v0 , ... , Vk são vértices ele G. Sem perda de generalidade, podemos omitir os 
vértices da seqüência. Deste modo, um cmninho de um vértice x para um vértice y é uma 
seqüência de arestas Sxy = ( vov1, v1 v2, ... , vi.:- I Vk ), onde vo = x, Vk = y, e ViVi+ I são arestas de 
G para i= O, 1, ... , k-1. Quando um caminho tem ambos os seus extremos iguais (v0 = vk), ele 
é chamado caminho fechado (ou ciclo). O r:omprimento ele um caminho Sxy é representado por 
ISxyl e é definido como sendo o número ele arestas da seqüência. A distância entre dois vértices 
x e y no grafo (também conhecida como dist/incia teór·ica) é dada pelo comprimento do menor 
caminho de x para y. 
Um grafo G é conexo se existe um cami nllo S,,Y para todo par de vértices distintos x e y de 
G. 
1 também chamado de grafo não-orienta.do 
!J 
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O centro teórico de um grafo não-direcionado G é representado por um vértice x cuja soma 
das distâncias de x a todos os demais vértices de G ó mínima. 
Dizemos que um grafo G' = (V', E') é um sv.bgrafo de G = (V, E), se V' Ç V e E' Ç E. 
Se G' contém todas as arestas de G cujos cxt remos são vértices de V', então G' é chamado de 
sv.bgrafo induzido de G. 
Um grafo H é dito gerado de um grafo G, notação H [;;; G, se H é um subgrafo de G, e 
quaisquer dois vértices u e v são adjacentes em Jf se c somente se forem adjacentes em G. 
Dois grafos são isomorfos se há uma concsponclência entre seus conjuntos de vértices que 
preserva a adjacência. Assim, G = (11, E) é isomorfo a G' = (V', E') se existe uma função 
bijetora cjJ: V--+ V', tal que :r;y E E implica. que ó(x)cjy(y) E E' e vice-versa. Naturalmente, 
grafos isormofos têm o mesmo número de vórtices c de arestas. 
De forma semelhante à definição de grafo não-direcionado, um grafo direcionado G é um 
par (V, E), onde V é um conjunto finito de vórtices e E é um conjunto de pares ordenados de 
vértices. Num grafo direcionado, uma aresta r = ( x, y) de E é dita discindente de x e incidente 
em y, respectivamente. O vértice y é dito adjo.cente a x. 
O grau de entrada de um vértice :z; d0 um grafo direcionado C é definido como sendo o 
número ele arestas que incidem em x. O grau de saída deste vértice é dado pelo número de 
arestas discidentes de x. O grau de x é definido como a soma entre o grau de entrada e o grau 
de saída de x. 
Um caminho direcionado de um vértic<' :r para um vértice y é uma seqüência de arestas 
Sxy = ((vo,vi), (v1 ,v2 ), ... , (vk_ 1, vk)), onde (vi,Vi+l) são arestas orientadas de G, para i= 
O, 1 .. . k- 1. Quando um caminho direcionado tem ambos os seus extremos iguais (vo = vk), 
ele é chamado caminho direcionado fechado (ou ciclo direcionado). Um grafo direcionado é 
dito acíclico (também conhecido por DJIG. do inglê"s "Directed Acyclic Graph") se não possui 
caminhos direcionados fechados. 
Se existe um caminho direcionado de um vértice :z: para um vértice y em um grafo direcionado 
G, então dizemos que y é alcançado por :z:. Definimos o conjunto alcançável do vértice x, notação 
Rx, como sendo o conjunto ele todos os vértices alcançáveis por x. 
Um grafo Gs não-direcionado é subjacente a um grafo direcionado G se Gs é obtido a partir 
de G removendo-se somente a orientação de suas arestas. 
Um grafo direcionado é fracamente conr:w se seu grafo subjacente for conexo. Os grafos di-
recionados fracamente conexos serão referenciados, neste trabalho, apenas por "grafos conexos", 
suprimindo-se o termo "fracamente". 
Para um grafo G = (V, E), direcionado 011 não-direcionado, denotamos por lVI e lEI os 
tamanhos dos conjuntos V e E, rcspPctiva!llente. O tamanho de um grafo G, notação IGI, 
consiste da soma lVI +lEI. 
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2.2 Desenho de Grafos 
Definições Básicas 
Um desenho bidimensional de um grafo G = (V, E) é uma função D : G --. JR2 que associa a 
cada vértice e aresta de G um objeto em /H'L. Neste trabalho, estamos interessados somente 
em desenhos bidimensionais de grafos. Omitiremos o adjetivo "bidimensional", ficando este 
subentendido. 
Intuitivamente, um algoritmo para dcscn h ar grafos geralmente tem como entrada uma re-
presentação de um grafo numa forma combinacional, como por exemplo uma matriz ou uma 
lista de adjacências, produzindo como saída um desenho através da escolha de uma localização 
no plano para os vértices e uma dada representação para as arestas. Este processo é ilustrado 
na figura 2.1. 
G=(V,E) 
V={ 1 ,2,3,4,5} 
E={ (1 ,2),(1 ,3),(2,3), 
(2,4 ),(2,5),(3,5), 
(4,5)} 
2 
Algoritmo 
4 
Figura 2.1: Algoritmo para desenhar grafos. 
Deste modo, um algoritmo básico em Desenho ele Grafos envolve três etapas: 
1. escolher um padrão gráfico para vérticPs c arestas; 
2. definir os critérios que determinam a qualidade estética elo desenho; 
3 
5 
3. e produzir um desenho segundo o pad rào gráfico adotado, a fim de satisfazer os critérios 
estéticos definidos. 
O padrão gráfico determina a forma. com que os vértices e as arestas sao representados 
geometricamente. Existem muitos padrões grá.ficos, sendo que, o mais comum é desenhar os 
vértices como círculos e as arestas como linhas poligonais2 . Os pontos onde as linhas poligonais 
mudam ele direção são chamados ele dobms ( ohserve a figura 2.2). 
Dentro do padrão de linhas poligonais existem duas configurações de particular interesse 
quanto à representação das arestas: cada aresta pode ser simbolizada por um único segmento de 
reta, e, neste caso, o desenho é chamado ele rlr:sr:nho em linhas retas (figura 2.3); ou cada aresta 
pode ser simbolizada por vários segmentos de retas ortogonais aos eixos elo plano, e o desenho 
é chamado de desenho ortogonal (figura 2.4). 
2 Alguns autores desenham as arestas como a.rco~ 
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/dobra 
Figura 2.2: Padrão gráfico de linhas poligonais. 
Figura 2.:3: Desenho em linhas retas . 
• 
'11111' •• 
Figura 2.4: Desenho ortogonal. 
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Algumas terminologias têm sido emprcga.cla.s para identificar certas propriedades visuais 
apresentadas pelos desenhos de grafos. De um modo geral, dizemos que um desenho é produzido 
sobre uma grade quando utilizamos uma regiã.o reticulada para desenhar vértices e pontos de 
dobra das arestas. 
Um desenho de um grafo direcionado em linhas poligonais é chamado de "upward" quando 
todas as suas arestas possuem pelo menos uma componente da linha poligonal voltada para cima 
e nenhuma componente volta para baixo3 . 
Desenhos que nã.o apresentam cruzamentos ele arestas e que nã.o possuem sobreposição de 
vértices em arestas são denominados de planares. 
É possível gerar um número infinito de desenhos diferentes para um mesmo grafo, indepen-
dente do padrão gráfico escolhido. Contudo, somente uma parcela desses desenhos têm alguma 
utilidade prática. 
Na maioria das vezes, entre todos os po:ssíveis desenhos, estamos interessados apenas naqueles 
que são "legíveis", ou seja, que ajudam na visualização dos vértices e arestas, e portanto na 
compreensão do grafo. 
Em outras situações, o importante 11ão é obter propriamente legibilidade, mas sim, atender a 
certas necessidades que facilitem o mapeamento direto do desenho em algum objeto de aplicação 
real. Citamos como exemplo o caso do projeto ele circuitos digitais, cujo objetivo maior é gerar 
diagramas elétricos com o mínimo possível de cruzamentos entre conexões. 
A escolha de qual subconjunto de desenhos é útil, pode ser uma atividade subjetiva, que 
varia de acordo com o gosto particular de cada usuário. Veja, por exemplo, os desenhos de um 
mesmo grafo direcionado apresentados na figura 2.5. Um grande número de pessoas pode achar 
mais interessante o desenho 2 . .5( a), uma vez que este exibe simetrias; no entanto, é possível que 
outras pessoas gostem mais do desenho 2 . .5( b). pois ele mostra arestas com orientação uniforme 
para baixo. 
(a) (b) 
Figura 2.5: Subjetividade na definição elo que seja um bom desenho. 
Com o objetivo de eliminar essa su bjctivicl acle, definimos um conjunto de critérios que in-
dicam quais são as características nos dcsen h os que nos agradam. Estes critérios são deno-
minados, "grosso modo", de critérios estéticos, por estarem freqüentemente relacionados com 
3 0 conceito de "upward" pode ser utilizado de forma mais intuitiva e abrangente para referenciar um desenho 
de um grafo direcionado em que todas as arestas estão voltadas para um único sentido, seja esse para baixo ou 
para cima. 
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características estéticas visuais. Apesar disso. eles podem refletir aspectos de outra natureza 
(não obrigatoriamente de caráter estético). 
Alguns exemplos de critérios estétícos ~erais utilizados são: 
• apresentar poucos cruzamentos de arestas, 
• exibir simetrias4 
• distribuir os vértices uniformemente no espaço desenhado, 
• mostrar arestas com comprimento uniforme c 
• dispor as arestas numa mesma direção. tanto quanto possível (no caso de grafos direcio-
nados). 
Podemos dizer que a qualidade de um clcscn h o está. associada ao grau de satisfação de um 
conjunto de critérios estéticos. Dependendo de quanto um desenho atende a certo critério, ele 
pode ser considerado como de boa ou ele má qualidade. A busca por desenhos de boa qualidade 
é comumente analisada na literatura como problemas de Otimização Multiobjetiva. 
Além de critérios estéticos, podemos definir também "restrições" para orientar a elaboração 
dos desenhos. As restrições estabelecem regras que elevem ser cumpridas a qualquer custo. Como 
exemplo: um conjunto de vértices eleve ser desenhado obrigatoriamente em uma certa posição ou 
de um modo específico; ou determinados vértices e arestas elevem ser desenhados seguindo um 
padrão gráfico diferente elos demais. Deste modo, uma restrição nunca deve ser desrespeitada, 
ao passo que um critério estético pode ser atenuado dentro ele um certo grau de tolerância. No 
presente trabalho, buscamos satisfazer n1ais a critérios estéticos elo que a restrições, em virtude 
da menor "rigidez" exigida por essa a.borcla~em c da existência de soluções de compromissos, 
explicadas mais adiante. 
A atividade de desenhar grafos em linhas poligonais divide-se em dois paradigmas: o po-
sicionamento elos vértices ("placement") c o roteamento das arestas ("routing"). O primeiro 
paradigma consiste em adotar um padrão gráfico para desenhar as arestas e encontrar uma loca-
lização para os vértices que atenda a alguns critérios estéticos ou restrições. O segundo consiste 
em fixar a posição dos vértices c satisfazer a critérios estéticos ou restrições roteando as arestas 
do grafo. 
A busca por desenhos ele boa qua.liclacle. tanto para problemas ele posicionamento como de 
roteamento, incorre em muitas clificulclaclcs. A principal dificuldade na área de Desenho Grafos 
segue do fato de que a obtenção de hons desenhos freqüentemente está associada a problemas 
NP-Dificeis [DETT94, Ead89]. 
Devemos observar, também, que nem sempre existe um desenho de um grafo que satisfaça 
de modo simultâneo dois ou ma.is critérios estéticos. Na verdade, é comum ocorrer situações em 
que a satisfação ampla de um determinado critério implica no relaxamento de outro. Quando 
4 Definimos simetria informalmente, mais pela fa.ciliclade ele sua visualização, como propriedades de rotação e 
reflexão elo desenho. 
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ocorre esse tipo de problema, dizemos que os critérios estéticos são conflitantes. Nas figuras 2.6 
e 2.7, ilustramos alguns exemplos de cmdlitos. 
A figura 2.6 mostra dois desenhos ele 11111 grafo completo ele 5 vértices. O desenho 2.6(a) 
possui o máximo de simetrias, contudo, apresenta rs cruzamentos . .Já o desenho 2.6(b) apresenta 
o mínimo de cruzamentos, entretanto exibe menos simetrias (o desenho 2.6(b) não possui a 
simetria de rotação vista no desenho 2.6( a)). 
(a) (b) 
Figura 2.6: Conflito entre os critérios de poucos cruzamentos e muitas simetrias. 
A figura 2. 7 mostra desenhos de um grafo di 1·ecionaclo acíclico. O desenho 2. 7( a) é "upward", 
enquanto o desenho 2. 7(b) é plana.r. O bservc que não existe um desenho desse grafo que seja 
planar e "upwa.rd" simultaneamente. 
(a.) (b) 
Figura. 2. 7: Conflito entre os critérios ele orientação uniforme e poucos cruzamentos. 
Muitos conflitos têm sido relatados na literatura [DII89] envolvendo critérios estéticos como: 
mínimo número de cruzamentos, mínima á.rca do desenho, mínimo número de dobras das arestas, 
máximo número de simetrias, maior resolução angular, entre outros. A existência de conflitos 
torna mais difícil a atividade de desenhar grafos sarisfazcndo um conjunto de critérios estéticos. 
Em geral, procura-se resolver os conflitos buscando por soluções de compromisso, as quais aten-
dem de forma equilibrada os diversos critérios pré-determinados [DH89, Tun93]. 
Face à complexidade dos problemas que envolvem a atividade de desenhar grafos, justifica-se 
o uso de heurísticas na produção de boas soluções. 
Um objetivo de singular importáncia. na área de Desenho ele Grafos é projetar algoritmos 
flexíveis, ou seja: algoritmos cuja inclusão de novos critérios estéticos ou cuja modificação para 
que trabalhem com outra classe de grafos não implique em um grade esforço de codificação. 
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Motivados pela vasta quantidade de heurísticas disponíveis para desenho de grafos [DETT94], 
propomos uma abordagem onde algoritmos silo organizados de modo que cooperem, produzindo 
bons desenhos, e de uma forma flexível 
A seguir, introduzimos algumas tócnicas referentes ao desenho de quatro classes genéricas de 
grafos, dando enfoque ao desenho de grafos gerais e de grafos direcionados. Esta escolha deve-se 
ao fato dessas duas classes serem alvo ele intensa pesquisa na área. 
2.2.1 Árvores 
Historicamente, as árvores estão entre as primeiras classes estudadas em Desenho de Grafos, em 
função da sua popularidade e ela simplicidade de sua estrutura. 
As técnicas para desenhar árvores consideram dois casos distintos: desenho de Árvores com 
Raiz ("Rooted Trees") e desenho de Árvores Livres ("Free Trees"). Em ambos os casos, é 
desejável a obtenção de desenhos planares em linhas poligonais. 
Árvores com Raiz 
As Árvores com Raiz representam hierarqllias. tais como diagramas organizacionais, árvores de 
busca, árvores de chamadas de sub-rotinas, etc. Entre os critérios estéticos para desenho de 
Árvores com Raiz podemos encontrar: 
• os vértices devem ser distribuídos sohre níveis hierárquicos horizontais, ele acordo com a 
sua profundidade na árvore; 
• para árvores binárias, os filhos esq11erdo e direito ele um vértice elevem ser desenhados, 
respectivamente, à esquerda e à direita do seu pai; 
• os pais elevem estar centralizados sobre seus filhos; 
• e a largura do desenho eleve ser mínima. 
Um dos primeiros trabalhos nessa área apareceu em [WS79], onde Wetherell e Shannon 
apresentaram um algoritmo para desenho de árvores binárias que satisfaz os três primeiros 
critérios mencionados. 
Posteriormente, Reingold e Tilford mostrararn em [RT81] que o algoritmo de Wetherell e 
Shannon poderia gerar desenhos muito mais largos elo que o necessário e com algumas outras 
características estéticas indesejáveis. Eles apresentaram então um novo algoritmo e incluíram os 
seguintes critérios: mostrar simetrias c desenhar su h-árvores isomorfas sempre do mesmo modo. 
Embora o algoritmo ele Reingold c Tilford obtenha resultados melhores do que aqueles apre-
sentados por Wetherell, ele não satisfaz ohrigatoriamcnte o critério de mínima largura. Um 
trabalho mais recente ele Sopwit e Reingolcl em [SR83] mostrou que a construção de um desenho 
ele uma árvore binária com largura mínima, tal que os vértices pais estejam centralizados sobre 
seus filhos e que sub-árvores isomorfas sejam congruentes (mesmo ângulo descrito pelas arestas 
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incidentes nos vértices pais e nos filhos) é um pmhlema NP-completo quando os vértices têm co-
ordenadas sobre uma grade. De outra forma, considerando o desenho sobre um espaço contínuo, 
o problema pode ser aproximado em tempo polinomial através de técnicas de programação 
linear. 
Árvores Livres 
Um maneira bastante elegante de se desenhar Árvores Livres consiste em escolher um vértice 
como raiz e aplicar um dos algoritmos nwncionados acima para construir um representação 
hierárquica em níveis. Em seguida, conv(~rte-se a representação em níveis para um desenho 
radial, onde o vértice raiz é colocado no centro da figura e os demais vértices são posicionados 
em círculos concêntricos de acordo com seus níveis [Ead92]. 
Alguns critérios estéticos de interesse para o desenho de Árvores Livres incluem: mostrar 
simetrias e apresentar arestas com comprimento uniforme. As arestas são desenhadas como 
linhas retas ou linhas ortogonais. 
Eades em [Ead92] apresenta estudos sobre desenho de Árvores Livres, destacando não apenas 
algoritmos para obter desenhos radiais, como também, a utilização do método Springs [Ead84, 
KK89J. O método Springs é muito conhecido e consiste em modelar o grafo como um sistema 
dinâmico de molas no JR2 , em que os vértices são associados a massas ligadas por molas. O 
comprimento e a constante elástica das JtiOlas dependem da distância teórica de seus vértices 
correspondentes. Uma simulação elas forças dP atração c repulsão entre as partículas é realizada 
para encontrar posições de mínima energia local do sistema, as quais estão associadas a desenhos 
do grafo. Devido à formulaçào do sistema. o método Springs consegue simetrias; entretanto, é 
discutível se ele pode ou nào evitar cruzanH~lltos de arestas, mesmo para o caso de árvores. Uma 
combinação interessante entre um a.lgoritmo para desenho radial e um algoritmo que implementa 
o método Springs é proposta por Eacles em [Eacl92]. O algoritmo resultante produz desenhos 
com características simétricas sem cruzamentos em todos os casos testados. 
Como no desenho de Árvores com Haiz. o desenho ele Árvores Livres também apresenta 
algumas dificuldades na satisfação de certos crit(~rios e:otéticos. Em especial, construir desenhos 
ortogonais de Árvores Livres onde os véticcs tôm coordenadas sobre uma grade, de tal modo que 
o comprimento da maior aresta seja minimizacla é um problema NP-difícil [BC87, Bra88, Gre89]. 
2.2.2 Grafos Planares 
Um grafo é dito planar se ele admite um desenho planar. 
A classe de grafos planares é certamente a lllais bem estudada na área de Desenho de Grafos 
devido a 2 fatores: a sua grande aplicação, principahnPnte, no projeto de circuitos VLSI, e devido 
ao fato de estar associada a muitos conceitos e problemas téoricos de fundamental importância 
em Teoria dos Grafos. 
Dentre as muitas formas gráficas de se desenhar grafos planares é bastante comum produzir 
desenhos em linhas retas. Segundo resultados apresentados em [Wag36, Far48, Ste51], todo 
grafo planar pode ser desenhado sem criJZanlcntos utilizando-se esse padrão. 
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Os algoritmos para construir desenhos de grafos planares em geral incluem os seguintes 
passos: 
1. teste de planarida.de, 
2. construção de uma representação planar c 
3. utilização da representação planar para produzir um desenho segundo algum padrão gráfi-
co. 
O teste de planaridade tem por objetivo verificar se o grafo a ser desenhado é de fato planar. 
A busca por um algoritmo que realizasse o teste de planaridade em tempo linear foi um desafio 
de grande interesse, até ser conseguido por Hopcroft c Tarjan [HT74]. 
Em geral, os algoritmos que testam a planarielacle podem ser modificados para construir 
uma representação planar do grafo. Tal representação é uma estrutura ele dados que descreve 
as adjacências entre as faces de um desenho planar, e pode ser utilizada para obter um desenho 
final sem cruzamentos de arestas. Deste Inodo, Ulll desenho de um grafo planar pode ser gerado 
em tempo linear modificando-se certos algoritmos de teste ele planaridade. 
Algumas convenções gráficas para o clesc11 h o de grafos planares foram introduzidas pela 
área de projetos de circuitos VLSI. Por exemplo. tornou-se comum desenhar os grafos planares 
sobre uma grade de baixa resolução, adotando-se um padrão gráftco ortogonal. Neste caso, 
alguns critérios estéticos desejados incluem: mini lllizar o número de dobras das arestas e a área 
ocupada pelo desenho. Entretanto, o prohlcnta de minimizar dobras é NP-difícil [GT95a]. 
Uma outra convenção motivada pelo projc~to ele circuitos VLSI é o conceito de representação 
de visibilidade, que consiste em representar os vértices ele um grafo por segmentos horizontais e 
as arestas por segmentos verticais que interceptam apenas os seus vértices extremos. 
Para os desenhos em linha reta, os critérios cstóticos mais utilizados incluem: minimizar o 
comprimento das arestas c maximizar a rcsol n<.)o angular. A resolução angular de um desenho 
em linha reta consiste no va.lor elo ángulo Jnínilllo formado por duas arestas incidentes em um 
mesmo vértice. O problema da rcsoluçã.o angular para desenhos em linha reta é NP-difícil 
[Gar95]. Outro problema relacionado co1n o padrão gráfico d<' linha reta consiste em obter um 
desenho planar fixando-se previamente o comprimento elas arestas, o qual também é NP-dicífil 
[EW90]. 
Um dos problemas em aberto para desenho de grafos plaiLares diz respeito ao desenvolvimento 
de algoritmos simples para teste de planariclade ctn tempo linear. Todos os algoritmos de teste de 
planaridade existentes são difíceis de serem entc11didos <'exigem muito esforço de implementação, 
o que limita o seu uso em sistemas práticos. 
Apesar da dificuldade de se implementar o teste de plana.ridade, algumas técnicas para 
desenhar grafos baseam-se no desenho de grafos planares, em função da existência de algoritmos 
que executam em tempo linear. A idéia principal 6 converter um grafo não planar em um grafo 
planar, através de um processo chamado ele pla1w.rizaçiio, e produzir um desenho utilizando-se 
um dos algoritmos conhecidos para grafos planares. A plana.rização pode ser realizada através 
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de algumas operações como a eliminação de vértices, eliminação de arestas ou separação de 
vértices. Em especial, a eliminação de arestas procma remover um conjunto de arestas de um 
grafo para torná-lo planar. Uma vez que ltcí interesse na obtenção do menor conjunto de arestas 
que devem ser eliminadas a fim de consc~guir planariclade, este método de planarização torna-se 
equivalente ao problema de encontrar o subymfo planar máximo, que é conhecido por ser NP-
difícil [GJ79]. Existem, no entanto, a.!goritlllos de tempo polinomial para computar um subgrafo 
planar maximal. 
2.2.3 Grafos Direcionados 
Muitas estruturas hierárquicas como, por exemplo, as redes PERT, os diagramas de chamada de 
subrotinas, os organogramas e os automatos finitos são representados por grafos direcionados, 
em particular, por grafos direcionados acíclicos (DAG's). 
A técnica mais comum para a construção de um desenho ele um grafo direcionado consiste 
em dispor os seus vértices em níveis de hierarquia, ele forma semelhante ao desenho de árvores 
com raiz. Os níveis são simbolizados por retas horizontais dispostas uma abaixo da outra, com 
espaçamento uniforme, e são numerados em ordem crescente partindo da reta mais baixa (nível 
lo) até a mais alta (nível lh)· Os vértices são associados aos níveis, de tal modo que as arestas 
fiquem voltadas para baixo, constituindo um desenho "upward" (na verdade "downward"). 
Obviamente uma representação "11pward" só 6 obtida quando o grafo não possui ciclos. Neste 
caso, uma ordenação topológica pode ser rC'alizada para estabelecer o nível de cada vértice. 
Já em desenhos de grafos direcionados COill ciclos, algumas arestas ficarão inevitavelmente 
voltadas para cima (ditas arestas "contrárias"). sendo importante minimizar esse efeito. 
Em geral, procura-se construir uma hierarquia em que todas as arestas conectam vértices 
em dois níveis consecutivos. Quando 11!1la arestas 6 muito longa e "corta" alguns níveis, ela é 
substituída por arestas menores, através da inclusão de védices falsos nos pontos de interseção 
com os níveis. As novas arestas são represc~ntadas por linhas retas que conectam vértices em 
níveis consecutivos e têm a mesma orientac).o da aresta original. Além disso, os vértices falsos 
não são exibidos no desenho. 
A utilização de vértices falsos permite obter desenhos com dobras nas arestas. Uma dobra 
ocorre quando as arestas que ligam 11111 vértÍe<' falso a seus adjacentes nos níveis imediatamente 
acima e abaixo não estão dispostas formando em linha reta. 
Um dos trabalhos pioneiros no desenho de grafos direcionados e que fez uso de níveis foi o de 
Sugiyama et al. em [STT81], onde é apresentado 11111 método para construir uma representação 
hierárquica, que envolve 3 passos: no lQ passo, os ciclos são removidos e o grafo resultante 
(acíclico) é hierarquizado, associando-se níveis a cada vértice; no 2Q passo, permuta-se a ordem 
dos vértices sobre os níveis, com o objetivo de reduz;ir o número de cruzamentos de arestas; no 
3Q passo, encontra-se uma posição definitiva para os vértices em cada nível, de forma que os 
eles fiquem melhor distribuídos ou q11c a clisUíncia de roteamento das arestas seja minimizada 
(procura-se reduzir o número de dobras das arestas oti torná-las verticais), sem alterar a ordem 
pré-estabelecicla no passo anterior. Finalnwnte, os ciclos dos grafo são restaurados e um desenho 
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final é produzido. 
Em cada passo do algoritmos de Sugiyama, tenta-se satisfazer um ou mais critérios estéticos, 
que são NP-difícies em sua grande maioria. 
No primeiro passo, por exemplo, a rewoçào de ciclos visa obter uma orientação uniforme 
das arestas. Na abordagem original de Sugiyama [STT81], essa remoção é feita condensando-se 
ciclos em vértices. No entanto, a técnica 1t1ais utilizada 0 inverter temporariamente a orientação 
de algumas arestas do grafo de modo que os ciclos sejam desfeitos. Nesta técnica, procura-
se inverter o menor número possível de ar<'stas, pois são exatamente tais arestas invertidas 
que ficarão voltadas para cima no desenho final. Esse problema é conhecido na literatura por 
Feedback Are Set Problern e é NP-difícil [G.TíD]. 
No segundo passo, o problema de minimizar cruzamentos também é NP-difícil, mesmo 
quando considerada uma hierarquia com apenas dois níveis e mantendo-se fixa a ordem dos 
vértices em um dos níveis [EW]. Sugiyama anresentou uma heurística para reduzir cruzamen-
tos, denominada de Baricentm, e que tem sido bastante utilizada em muitos algoritmos para 
desenho de grafos direcionados. Essa henrística. é explicada abaixo dada a sua importância. 
O Baricentro consiste em colocar os \·0rticcs de um nível em sua posição média (ou ba-
ricêntrica) em relação a seus adjacentes nun1 nível consecutivo. Um algoritmo que implementao 
Baricentro geralmente executa como segue: a posiçào dos vértices do nível mais alto lh é fixada 
e o Baricentro é aplicado para os vértices elo próximo 11Ívcl, lh-l, tomando como base os seus 
adjancentes em lh. Esse processo continua para os níveis abaixo, até que os vértices no nível 
lo sejam colocados em sua posição baricên1 rica. Em seguida, o mesmo processo é repetido de 
baixo para cima, iniciando no nível !0 . O Bariccntro é aplicado sucessivas vezes para cima e 
para baixo até que não se consiga ma.is redllí:ir o número de cruzamentos de arestas. 
Uma heurística semelhante ao llaricen tro é conhecida como !vi ediana e ex e cu ta colocando 
vértices na posição média entre os seus adjacentes wais à esquerda e mais à direita . 
Um outro critério estético importante. satisfeito em parte nos passos 1 e 2, consiste em 
distribuir os vértices uniformente sobre uma região, gerando desenhos que não sejam nem muito 
largos nem muito compridos. O problema ele encontrar uma disposição hierárquica que satisfaça 
de forma ótima esse critério é NP-difz'ál [Ead~D]. 
2.2.4 Grafos Gerais 
Tratamos, nesta seçã.o, ele grafos nã.o-clirccionados gerais, que abreviamos apenas por grafos 
gerazs. 
Esta categoria é composta dos grafos para os quais niio se dispõe de muita informação sobre 
sua estrutura, além do conhecimento de S(~us v{'rticcs c arestas. Construir desenhos para essa 
classe de grafos parece ser um tarefa dcsa.fiadora, visto que não existe nenhuma regra bem 
definida que indique onde posicionar os vértices. Tal situação é bem diferente daquela que 
caracteriza os grafos direcionados e as árvores, para os quais sabemos que as arestas devem ficar 
voltadas para baixo. 
Apesar dessa aparente dificuldade, algm1s critérios estéticos bastante intuitivos têm sido 
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propostos para desenhar grafos gerais como, por exemplo: mostrar muitas simetrias, distribuir 
os vértices uniforme e apresentar poucos cruzamentos. Em geral, a satisfação destes critérios 
implica em desenhos que ajudam na compn'ensào do grafo. Devemos observar, contudo, que 
alguns dos critérios estão relacionados com problemas NP-difíceis, tais como: identificar todas 
as simetrias apresentadas por um desenho [?\Ian9L Ivian90] e minimizar cruzamentos [GJ83]. 
Uma possível abordagem para desenhar grafos gerais consiste em transformá-los em uma 
outra classe de grafos e aplicar os algoritmos adequados a esta classe. Citamos como exemplo: 
planarização e orientação [DETT94]. O problema desta abordagem é que dificilmente são obtidos 
desenhos que possuam caractéristicas estéticas além daquelas implícitas nos algoritmos utiliza-
dos. Um outro problema é que os desenhos podem apresentar características não desejadas, 
comuns à classe para a qual o grafo foi convertido. 
Uma abordagem bastante promissora. que obtém bons desenhos, consiste em modelar o grafo 
como um sistema físico, onde os vértices são partículas sobre as quais atuam forças de atração e 
repulsão. Uma disposição inicial para cada vértice é escolhida e o sistema é simulado de modo 
a alcançar uma configuração final ele esta.bilida.de, associada a um desenho do grafo. O método 
Springs [Ead84, KK88] é um exemplo dessa abordagem. Um outro método, de caráter mais 
geral, que adota a modelagem ele um sistema físico é a proposta de Davidson e Harel [DH89] 
baseada em Simulatcd Annealing. A seguir aprcscntalllos esses dois métodos: 
Springs 
A primeira abordagem de um sistema energético como descrito no parágrafo anterior foi o método 
Springs proposto por Ea.des em [Ead811], c q 11e foi aperfeiçoado posteriormente por Kamada e 
Kawai em [KK88, KK89]. No método Springs. nm grafo é modelado como um sistema dinâmico 
ele molas no plano, em que cada vértice é representado por uma partícula e cada par ele vértices 
está conectado por uma mola. O comprimento c a constante elástica ela mola dependem da 
distância teórica entre os vértices correspond<~ntes no grafo. O objetivo é encontrar um estado 
ele baixa energia elo sistema, que esteja associado a. um bom desenho. O método trabalha 
basicamente como segue: dado uma configu ra<)o inicial aleatória, o vértice mais "crítico" (que 
contribui com a maior parcela de energia) ó Inovido para uma posição que minimiza a energia 
total elo sistema; os demais vértices são mantidos "congelados" na sua posição original. Esse 
passo é repetido sucessivamente para o próximo vórtice mais crítico, até que não haja mais 
vértices que contribuam com valores '·altos" i1 função ele energia. As posições para os vértices 
que minimizam a energia elo sistema são eucontr;Hlas através ela aplicação elo método ele Newton-
Raphson. 
O Springs é conhecido por gerar desenhos com muitas simetrias. Contudo, ele não trata o 
problema ele minimizar o número de cnizanientos de arestas, e muitos ajustes devem ser feitos 
para que o sistema não caia em um mínimo local [Lin92]. 
Proposta de Davidson e Harel Baseada em Simulated Annealing 
Simulated Annealing (SA) é um método (k otimização iterativo, formulado inicialmente por 
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Kirkpatrick et al [KJV83] e que se originou na l'vlecànica Estatística [MRR+53]. O método 
tenta escapar de mínimos locais utilizando operações análogas ao processo em que líquidos são 
esfriados até assumirem uma forma cristalina. processo esse chamado de annealing. 
A motivação do método segue ela observação elos princípios que regulam o processo annealing: 
se o esfriamento de um líquido for lento o suficiente, então as pequenas forças iônicas de cada 
átomo interagem e organizam a estrutura do líquido, atingindo uma forma chamada de cristal, 
que está associada ao estado de mínima energia do sistema. Entretanto, se este esfriamento for 
demasiadamente rápido, o sistema (líquido) assume uma forma amorfa que representa mínimos 
locais. 
Durante o annealing, o sistema obedece a distribuiçã.o de Boltzmann: 
que define uma distribuiçã.o de probabilidadt::s para estados de energia E, como uma função da 
temperatura Te da constante de Boltzman11 !.:. 
Metropolis e outros em [MRH+ 5:3] sugeri ra1n 11m procedimento para simular esse processo em 
uma dada temperatura através de uma seqiiência de movimentos que mudam o estado do sistema. 
Novos estados são obtidos dentro ela "viziuhanc;a" elo estado corrente, isto é, pertubando-se uma 
pequena parcela do sistema .. A regra básica do procedimento é que a probabilidade de passar 
de um estado com energia E 1 para um novo estado com energia E 2 é dada pela função: 
F:2-El 
p = 111in{ 1, t -~ }. 
Isto significa que o sistema sempre mnda para o novo estado se E2 < E1. Caso contrário, se 
E 2 > E 1 , o novo estado será aceito com probabilidade JJ. 
Um algoritmo para simular o annealiny, proposto por Kirkpatrick e outros em [KJV83], con-
siste em estabelecer um alto valor para a tc111pcratura Te ir diminuindo-o lentamente, enquanto 
se atinge um estado ele equilíbrio através da ;lplicação sucessiva de pequenas pertubações no 
sistema para cada valor de T. Os passos básicos ele um algoritmo para Simulated Annealing é 
apresentado na figura 2.8. Kirkpatrick c outros ntostrara.m que este processo pode ser aplicado 
para resolver problemas gerais de otimiza.ção. 
Desta forma, Davielson e Harel em [DII8D] fizeram nso de Simulated Annealing para desenhar 
grafos gerais. Eles definiram uma função ener~ética ele custo associada aos estados do sistema, 
que representa alguns critérios estéticos como: distribuição uniforme dos vértices sobre uma 
região de desenho, comprimento mínimo das arestas, mínimo número de cruzamentos, distância 
máxima entre vértices c arestas. A fnnçã.o ('JH'rg/'t.ica total de um estado a referente a um grafo 
G = (V, A) tem a seguinte forma: 
E(a) = À1 L 1/d;,/ + /\2 L 
'v'i,jEV 'v'iEV,k=l ,:2,:l,cl 
onde: d;j é a distância entre os vértices i (~ j. d;Rk é a distância entre o vértice i e a borda 
k da região retangular do desenho, l,. (> o con1primento da aresta r, X é o número total de 
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1. Escolha uma configuração inicial rr e uma temperatura inicial T; 
2. Repita (comumente um número fixo de vezes) 
(a) Escolha uma nova configuração rr' a partir da vizinhança de a; 
(b) Sejam E e E' os valores da função de custo (energia) de a e a', respectivamente; 
se Random < e(E-E')/T então faça rr ,_ a'; 
3. Decremente a temperatura T; 
4. Se uma condição ele parada for sa.tisfeita, então pare. Caso contrário, volte ao passo 2. 
Figura. 2.8: Algoritmo para Simulated Annealing. 
cruzamentos, dir é a distância entre o vértice i e a aresta T (com T não incidente a i), e )11 , 
>. 2 , •.. , ). 5 são constantes que ponderam as componentes ela função energética. O peso de cada 
componente ele energia determina a qualidade estética elos desenhos finais produzidos. 
Essa proposta, utilizando Simulated Annealing, é considerada uma elas abordagens existentes 
mais flexíveis para desenhar grafos, uma vez que um novo critério estético pode ser considerado 
através ela sua inclusão na função ele energia. 
Em contra-partida, o Simulatecl Annealing ó reconhecidamente lento [AK89] e exige inúmeros 
testes e ajustes delicados de configuraçào de seus parâmetros até que o sistema seja capaz de 
produzir bons desenhos. Entre os parâmetros que precisam ser configurados, citamos: a escolha 
dos pesos para os critérios, a taxa ele decréscimo ela temperatura e a definição da vizinhança 
entre os estados do sistema. 
Outras Abordagens 
Tunkenlang [Tun93] apresenta uma abordagem prá.tica para desenho de grafos gerais que faz uso 
de uma função energética semelhante àquela do Simulatecl Annealing de Davidson e Harel. A 
novidade nesta abordagem é que uma série dc• otimizações são implementadas a fim de agilizar a 
atividade de desenho. A principal otimização consiste em gerar o desenho de forma incrementai, 
adicionando-se um vértice por vez à figura parcialmente construída. A cada inclusão, realiza-se 
uma seqüência de passos iterativos para minimizar a energia elo sistema, reorganizando a posição 
elos vértices. A proposta ele Tunkelang caracteriza-se por "combinar" técnicas ele otimização, 
permitindo construir desenhos rapidamente. 
Uma outra abordagem para desenhar grafos gerais faz uso de Algoritmos Genéticos [BBS96, 
KA96]. Os Algoritmos Géneticos [Gol89] são processos ele busca baseados nas leis da seleção 
natural e da genética, e consistem de três operações básicas: seleção de uma subpopulação 
ele cromossomos a partir de uma populaçã.o inicial (os cromossomos simbolizam soluções do 
problema); aplicação ele operações genéticas de permutação e mutação sobre os cromossomos 
selecionados com o objetivo de gerar lllll conjllllto ele cromossomos filhos; e substituição dos 
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cromossomos pais pelos filhos com base em alguma regra de aptidão. 
O uso de Algoritmos Genéticos para. desenho de grafos sugere algumas vantagens como a 
possibilidade de se obter uma ''populaçào" de desenhos diferentes e o potencial de se explorar 
paralelismo. Entretanto, tem sido extremamente difícil codificar heurísticas inteligentes nesta 
abordagem, como também, ajustar os algorit1nos visando a convergência para boas soluções 
[BBS96, KA96J. 
2.2.5 Resumo da Complexidade dos Problemas 
Na tabela 2.1, relacionamos a complexidade de tempo ele a.lguns dos principais problemas em 
Desenho de Grafos. 
Observe que problemas aparentemente semelhantes podem ter complexidades diferentes. Por 
exemplo, tanto o teste para verificar se o graJo é acíclico (e, portanto, se permite um desenho 
"upward") quanto o teste de planaridaclc podclll ser feitos em tempo linear; no entanto, o teste 
de planaridade "upward" é NP-difícil. Planaridacle c estrutura acíclica são condições necessárias 
mas não suficientes para um desenho planar ··npward". 
Lembramos que alguns elos critérios estéticos mell(:ionados são dois a dois conflitantes. 
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Classe de Grafo I Problema Complexidade Referências 
árvore com raiz mmimizar are a de um ci<~SC!l h o NP-difícil [SR83] 
planar ''u pwarcl" ele !in lias retas 
sobre uma grade que mostre si-
metrias e isomorfismos ele sub-
arvores 
árvore livre mmimizar o com pri mcnto to- NP-difícil [BC87, 
tal/máximo ele arestas e111 um de- Bra88, 
senha ortogonal sobre um grade Gre89] 
(o grau máximo elos vértices ó 4) 
grafo planar obter um desenho ortogonal sobre NP-difícil [GT95a] 
uma grade com mínimo 11 ú mero 
de dobras ele arestas (o grau 
máximo elos vértices é 4) 
grafo planar gerar um desenho planar de li- NP-difícil [Gar95] 
nhas retas com resoluçi\.o angular 
máxima 
grafo planar obter um desenho planar ele li- NP-difícil [EW90] 
nhas retas com o com pri mcn to 
elas arestas prefixado 
grafo em 2 níveis minimizar cruzamentos de u rn de- NP-difícil [EW) 
senho em nível, com a ordem 
elos vértices ele lllll elos lllVCIS 
predefinida 
grafo direcionado teste de planariclacle "upward" NP-difícil [GT95b] 
grafo direcionado mmJmJzar altura e largura de NP-difícil [Ead89] 
um desenho em níveis ele liierar-
quia, distribuindo u nifomiCIIIcn te 
os vértices elo grafo 
grafo geral computar o número máxi n1o ele NP-difícil [Man91, 
simetrias em um clesen h o Man90] 
grafo geral minimizar cruzamentos NP-difícil [GJ83] 
grafo geral computar lllll sub grafo planar NP-difícil [GJ79] 
máximo 
grafo geral teste ele planaridacle O( /VI) D(/VI) (BL76, 
ET76, HT74, 
LEC67] 
grafo geral computar lln1 suhgrafo planar 0(/VI +lEI) D(IVI +lEI) [DT89, 
maximal HT93, La 94, 
Dji95] 
Tabela 2.1: Complexidade de alguns prohlemas em Desenho de Grafos. 
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2.3 Times Assíncronos 
2.3.1 Definições e Características 
Os Times Assíncronos ( on "A-Teams", do inglôs "Asynchronous Teams") [dST91, TdS92, dST93, 
dS93] têm sido utilizados com uma metodologia para tratar Problemas de Otimização Combi-
natória. Eles consistem de uma organização de agentes autônomos que se comunicam assincrona-
mente através de memórias compartilhadas (' que formam fluxos cíclicos de dados. Cada agente 
de um Time Assíncrono pode implementar 11111 algoritmo diferente para o problema em estudo. 
No entanto, tais agentes formam um "time" quando integrados na organização, cooperando entre 
si para obterem resultados melhores elo que quando executados individualmente. 
Neste trabalho, utilizamos a expressão "time'' para indicar um Time Assíncrono específico 
subentendido no texto. 
As principais propriedades que caracteriza1n os Times Assíncronos são: 
Autonomia dos agentes -não há um agente supervisor que controla ou influência a execução 
dos outros agentes. Cada. agente exccnta do modo independente e contribui com o seu 
trabalho para atingir um objetivo COinum. idém disso, novos agentes podem ser adiciona-
dos à organização e agentes aHtigos podem ser removidos sem necessidade de notificar os 
demais. 
Comunicação assíncrona - os agentes se comunicam sem haver sincronismo, trocando in-
formações através ele memórias compart.illlaclas. Os resultados gerados por um agente são 
armazenados nas memórias e podem ser recu pcraclos posteriormente. 
Fluxo cíclico de dados - os agentes a.cessam as memórias continua e iterativamente para ler e 
escrever informações. Nesse processo. clcc: formam um fluxo cíclico de dados que permitem 
a auto-realimentação elo time. 
Em geral, as memórias elos Times Assíncronos armazenam soluções (parciais ou completas) 
de algum problema. 
Um agente chamado ele iniciador é encarregado ele preencher as memórias com soluções 
iniciais para serem melhoradas pelo time. 
A maioria dos outros agentes trabalha produzindo uma nova solução com base nas soluções 
obtidas da memória. 
Uma vez que as memórias apresentam limitações em termos de tamanho, algumas soluções 
precisam ser eliminadas para dar lugar às novas soluções. Esta tarefa é feita por um agente 
especial denominado destruidor. 
Um exemplo de um Time Assíncrono genérico pode ser visto na figura 2.9, onde ilustramos 
uma organização composta de 2 memórias e () agcn t.cs. As memórias do time são representadas 
por retângulos. Os agentes são identificados por arcos saindo e entrando nas memórias, sendo 
que I é um agente iniciador, D é um agcut.e destruidor de soluções e A, B, E e F são agentes 
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Memória 2 
Figura 2.9: Representação gráfica de um Time Assíncrono 
que compõem novas soluções. Esta reprcsf'ntaçào gráfica é sugerida por Talukdar e Souza em 
[TdS92, dST93]. 
Observe a existência de fluxos cíclicos de dados no diagrama. Os agentes A e B produzem 
fluxos independentes, lendo e escrevendo soluções na memória 1; e os agentes E e F, em conjunto, 
originam um outro fluxo que interliga as mcJnórias 1 e 2. 
Nas próximas seções, descrevemos mais dctalhadamente as características das memórias e 
dos agentes que compõem os Times Assíncronos. 
Memórias 
Duas funções sao atribuídas às memórias dos times: armazenar dados e servir como meiO de 
comunicação entre os agentes. 
As memórias podem armazenar diversos tipos de dados, tais como: soluções completas e 
refinadas, soluções parciais (que servem para gerar soluções completas) e a descrição do problema. 
Qualquer outra informação útil para a execução do time também pode ser colocada na memória. 
A memória que armazena soluções completas c rcfmaclas é geralmente considerada a memória 
principal do time. Após o proccssame1tto. ela contém as melhores soluções que foram produzi-
das pela organização ele agentes. As outras Jncmórias, em sua grande maioria, atuam apenas 
como "buffers", armazenando temporariallJ('Jti c algumas soluções. Uma das características dos 
"buffers" é que eles não precisam ser iniciados ou terem as suas soluções removidas por agen-
tes destruidores, visto que estas atividades si.lo executadas pelos próprios agentes que lêem ou 
escrevem soluções. 
O tamanho de uma memória 0 claclo 1wlo nlÍn1ero máximo de soluções que ela comporta. 
Deve ser observado que o tamanho da memória principal é um parâmetro que influencia no 
desempenho do Time Assíncrono, uma vez que pode reduzir a diversidade de soluções. 
A diversidade é um fator importante pois indica que há soluções diferentes na memória e 
que, conseqüentemente, existe alguma chance de se produzir bons resultados. Quando o time 
apresenta pouca diversidade, ele tende a convergir para mínimos locais próximos às primeiras 
soluções obtidas, e dificilmente consegue encontrar soluções melhores. 
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Foi sugerido por Souza em [dS9:3]. com has(~ em resultados experimentais, que o tamanho das 
memórias deve ser proporcional ao tamanho da instância do problema para se atingir "razoável" 
diversidade. Memórias pequenas resulta111 en1 menos diversidade, ao passo que memórias gran-
des não interferem na qualidade dos resultados obtidos, embora demandem maior tempo de 
computação para produzirem as mesmas soluções. O tamanho ideal das memórias deve ser line-
armente proporcional ao tamanho da instância do problema, quando se trata de problemas de 
um único objetivo. No caso de problemas mult.iohjetivos, o time apresenta algumas diferenças, 
as quais são tratadas na seção 2.~{.2. Outro n'sldtaclo que convém mencionar é que o tamanho 
das memórias que funcionam como "buff"crs", em geral, não interferem no desempenho do time. 
Para que muitos dos agentes de um Time /\ssíncrono possam trabalhar, é necessário que 
a memória principal seja iniciada com soluções. Este processo pode ser feito preenchendo a 
memória com soluções produzidas d(~ forma aleatória ou com soluções geradas por algoritmos 
heurísticos disponíveis para o problema. A estratégia de iniciação aleatória proporciona uma 
maior diversidade de soluções, enquando que o outro método permite uma convergência mais 
rápida, ao custo de menos diversidade. É possível, ainda, efetuar um preechimento misto, em 
que parte das soluções é gerada aleatorianlcntc (~ pa.rte 6 gerada por algoritmos heurísticos. 
As soluções produzidas pelos agentes sào axaliaclas segundo algum critério qualitativo e 
dispostas na memória em ordem de qualidade. c\pós os dados na memória estarem ordenados, 
torna-se fácil obter uma informação específica co1no, por exemplo, a solução de melhor ou de 
pior qualidade. 
Agentes 
Os agentes sao os elementos ativos dos Times Assíncronos, responsáveis por realizar alguma 
tarefa. A estrutura de um agente consiste basicamente de três partes: uma interface para 
leitura de informações das memórias, um algoritnw para manipulação destas informações e 
uma interface para escrita das infonnaçôcs prod uziclas. 
A recuperação de uma. informa.ç~o 6 f'cit<l pela interface de leitura, geralmente, obtendo 
uma cópia dos dados armazenados nas me1nórias. A escolha. da informação a ser recuperada é 
direcionada por uma política de sclcçrlo. Const it ucm-se exemplos de políticas de seleção, algumas 
regras como: "ler a solução de melhor qualidark", "ler a solução de pior qualidade" ou "ler uma 
solução qualquer". 
Os algoritmos implementados pelos agentes podem ser métodos heurísticos, algoritmos exatos 
para resolver uma parte menor elo problema, ou algoritmos completamente aleatórios. Um 
agente pode, inclusive, implementar intcrna!llcnte um outro Time Assíncrono, sendo que esse 
detalhe não precisa ser mencionado na e~[wcifiç;\.o do time principal. De certo modo, o código 
do algoritmo deve ficar encapsulado no agcn1(' por uma interface bem definida, sendo de maior 
importância descrever apenas a sua fnncionalid<Hie. 
Os agentes do time comumente são classificados de acordo com a forma como manipulam as 
soluções armazenadas nas memórias. Entre os principais tipos de agentes, destacamos: 
• Agentes de Melhoria - Através da modificação ele uma solução inicial, estes agentes 
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produzem uma nova solução que pode ser qualitativamente melhor; 
• Agentes de Consenso - produzem uma nova solução utilizando o que duas ou mais 
soluções têm em comum. 
• Agentes de Construção - conc;trocnJ uma nova solução partindo da especificação do 
problema ou de uma solução incompleta; 
• Agentes de "Deconstrução" - produzem soluções parciais removendo informações de 
soluções completas. As soluções parciais podem ser utilizadas para compor novas soluções 
completas pelos algoritmos de Construçã.o. 
Outras categorias de agentes também podeJn ser identificadas e algumas das categorias que 
apresentamos podem ser dividas em su b-f!;rti pos de acordo com o problema tratado. 
Além de agentes para produzir novas solu<;ões, os Times Assíncronos também possuem agen-
tes para eliminar soluções antigas - os agentes destruidores. A tarefa de destruir soluções é 
explicada a seguir. 
Destruição de Soluções 
A destruição ele soluções é uma atividade ele ftindamental importância, não apenas porque abre 
espaço para que novas soluções sejam inseridas nas memórias, mas também porque favorece o 
processo de convergência dos Times Assíncronos. 
Através de Políticas de DestnlÍçrlo, os ap;entes destruidores escolhem as soluções que serão 
removidas das memórias. Essas políticas es1ào relacionadas com a qualidade das soluções, sendo 
comum eliminar soluções consideradas ''ponco promissoras". 
Entre as políticas de destruição mais conhecidas citamos: 
• destruição da pior solução - o agente destruidor sempre elimina a solução de pior 
qualidade; 
• destruição de qualquer solução com distribuição uniforme de probabilidade -
todas as soluções têm mesma chance c!<' serem eliminadas, exceto a de melhor qualidade, 
que tem probabilidade zero; 
• e destruição de soluções com distribuição linear de probabilidade - o agente 
segue uma distribuiçã.o de probabilidade para eliminar soluções, que cresce linearmente da 
melhor para a pior solução; a sulução d(' IIIelltor qualidade na memória tem probabilidade 
zero. 
A política que escolhe a pior solução proporciona uma convergência rápida, mas pode ocasi-
onar perda da diversidade . .Já a política que pcr1nite a escolha ele uma solução qualquer garante 
diversidade, embora aumente o tempo exiç;iclo para a convergência. Um compromisso entre a 
diversidade e o tempo ele convergência é conscp;uido adotando-se a política de destruição linear 
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de probabilidades. Esses resultados sao con!i rmados por Souza em [ dS93] e por Peixoto em 
[Pei95]. 
Nas próximas seções. apresentamos algu1na.s propriedades associadas com a vantagem de 
se utilizar Times Assíncronos. Em particular. comentamos sobre a capacidade de se obter 
sinergia, sobre a eficiência em escala da. organ izaçào de agentes e sobre o potencial para explorar 
paralelismo e distribuição. 
Sinergia 
Nos Times Assíncronos, cada agente pode escrever seus melhores resultados nas memórias e 
os outros agentes podem ler esses dados e 11tilizá-los para produzir novas soluções. Uma vez 
que isto é possível, há chances de que u 111 agc11te melhore ainda mais as soluções geradas pelos 
demais agentes, o que constitui uma forwa d(~ cooperação entre eles. 
Se os agentes cooperam e conseguem produzir soluções melhores do que quando executados 
isoladamente, então dizemos que há sinerr;in na organização. A sinergia é conseqüência do 
esforço conjunto dos agentes e implica qne o resultado produzido pelo time como um todo é 
maior do que a soma dos resultados gerados por cada agente. 
Portanto, uma das grandes vantangcs de ~(' utilizar Times Assíncronos é obter sinergia. 
Eficiência em Escala 
Uma outra característica dos Times Assíncronos 6 que eles são eficientes em escala. Segundo 
Talukdar e Souza [TdS92, TdS90] uma organ iza()io 6 eficiente em escala se ela é aberta (cresce 
facilmente) e se é efetiva no sentido de que seus membros cooperam conseguindo resultados 
melhores com a inclusão de novos agentes. 
Para facilitar a compreençã.o dos conceitos de eficiência em escala e de organização aberta 
e efetiva, suponha que p seja um atributo de performance como, por exemplo, a qualidade 
dos resultados obtidos ou uma medida de vclociclade, c que A seja um conjunto de agentes. 
Dizemos que uma organização é aberta para .I se qnalq ucr agente de A pode ser incluído nesta 
organização. Além disso, uma organização é rfcliva sobre A e p se ela faz com que os elementos 
de A cooperem entre si, melhorando os v;1lorcs de p. l\Jais especificamente, existe pelo menos 
uma ordem para se incluir os agentes na organizaçã.o que produza uma melhoria monotônica em 
p. Falamos assim que uma organização ó eficiente em escala sobre A e p se ela é aberta para A 
e efetiva sobre A e p. 
No te que a eficiência em escala possui um ponto de saturação, o que significa que a perfor-
mance não melhora indefinidamente com a i11clttsào de novos agentes. 
Paralelismo e Distribuição 
Os Times Assíncronos apresentam 111n a.lto grau ele paralelismo e são adequados ao processamento 
distribuído, como demonstrado por Souza cJll [ciS0:1]. A autonomia dos agentes e a comunicação 
assíncrona permitem executar os agentes Clll tllllil máqllina paralela ou distribuí-los sobre uma 
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rede de computadores, tendo-se o cuidado de 1nanter a integridade elas informações armazenadas 
nas memórias. 
Testes com paralelismo ele Times ;\ssíncronos sã.o apresentados por Souza em [dS93J e por 
Peixoto em [Pei95], e mostram um -'fJcrd up linear no tempo de resposta para se conseguir a 
melhor solução de certos problemas, em funçã.o do número de processadores utilizados. Parale-
lismo e distribuição podem ser explorados nos Tillles Assíncronos implementando-se os agentes 
como "threads" ou como processos independcl!tcs, (~utre outros meios. 
2.3.2 Aplicação de Times Assíncronos 
De um modo geral, os Times Assíncronos sã.o adequados para a resolução de uma classe de pro-
blemas denominada por Souza em [clS9:~] de Pm!Jlemas Multi-Algorítmicos (PMA). Essa classe 
envolve problemas para os quais: ( 1) não se coJJ hcce algoritmos que os resolvam de forma exata e 
em tempo polinomial; (2) existem algoritmos que conseguem obter uma solução aproximada ou 
uma solução infactívcl fácil de ser ajustada a soluções faciÍveis, utilizando métodos heurísticos ou 
de relaxação do problema; e (:nos algoritnJos (~xistcntes podem ser utilizados de modo iterativo 
a fim de melhorar continuamente as solur;õcs obtidas. 
Deste modo, muitos problemas de Otimi;:ar;ão, principalmente os de Otimização Combi-
natória, estão na classe PMA e permitem o uso de Times Assíncronos. 
Entre os trabalhos bem sucedidos con1 Ti!JJes Assíncronos, destacamos o seu emprego para 
resolver problemas TSP [dS93], para o pm.fcto r/c m.u.nipuladores de robôs [Mur92], para o dia-
gnóstico de falhas em sistemas de trm1smissâo rfp enagia elétrica [Che93], para o "Flow Shop 
Problern" [Pei95] e para o "Job Shop Schcduling Pm!Jlem" [Cav95]. 
Uma metodologia de especificação de Til!lcs Assíncronos para problemas de Otimização 
Combinatória foi apresentada por Peixoto cn1 [Pci95], no intuito de ajudar na construção de 
um A- Team. A metodologia prev(~ alguns p;1ssos como: especificação do problema; definição 
da representação e padrão de qualiclacle das soluções; adcquabiliclade dos problemas ao uso ele 
Times Assíncronos; classifica.çã.o dos algoritmos disponíveis; elaboração elas estrutura elo time, 
etc. 
Posteriormente, Rodrigues em [Rocl96, RdSD.'í] estendeu os trabalhos de Souza [clS93J e de 
Peixoto [Pei95], descrevendo como Times Assíncronos podem ser aplicados para tratar problemas 
ele Otimização Multiobjetiva. Alguns conceitos apresentados por Rodrigues são descritos na 
próxima seção, e são utilizados no capítulo :~ 11a abordagem para Desenho ele Grafos baseada no 
uso de Times Assíncronos. 
Times Assíncronos para Problemas l\1ultiobjetivos 
Um Problema ele Otimizaçã.o Multiohjet.iva pode ser definido do seguinte modo [HPYMSOJ: 
rninf(x) = {Il(.z:),h(x), ... ,fk(x)} 
s. a. g.,(.T) :S O, i= l,2, ... ,T 
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onde :r é um vetor s-dimencional de variáveis de decisão, as funções gi (i = 1, 2, ... , r) são 
restrições do problema e f 1 , h, .... , h são funções objetivo. 
Para tais problemas, os objetivos podem sn conflitantes entre si, não existindo uma solução 
ótima. A busca pela solução ótima ó portanto substituída pela tentativa de se encontrar soluções 
de compromisso, que satisfaçam de forma equilibrada os objetivos do problema. 
O uso Times Assíncronos foi proposto por Rodrigues em [Rod9G, RdS95] como um método 
para resolução de Problemas Multiobjetivos. Entre as vantagens oferecidas por esse método 
destacam-se: 
• geração de múltiplas soluções diferentes: 
• possibilidade de obtenção ele soluções de compromisso entre todos os objetivos envolvidos; 
• combinação dos objetivos em unJa 1Ínica função de modo a priorizar um ou mais deles, 
caso seja desejável; 
• utilização de múltiplos algoritmos, sendo que cada algoritmo satisfaz um objetivo específico 
ou um subconjunto de objetivos, ohtendo soluções melhores que as abordagens tradicionais; 
• além de implementação relativament<' rápida e fácil. 
Alguns conceitos elementares em Ot.imiza.<Jio rvi ui tiob jctiva foram utilizados por Rodrigues 
para avaliar e comparar as soluções geradas p<'los Tin1es Assíncronos. Os principais conceitos são 
os de "dominância" entre soluções e de ''solu<)o eficiente", os quais são apresentados a seguir: 
Dominância: sejam fi, i= 1, 2, ... , k, funçêíes objetivo a. serem analisadas, e sejaS o conjunto 
de todas as soluções factíveis para o problcnJa.; dado duas soluçõs Xa e Xb em S, se fi(xb) ~ 
fi(xa) para todo i e se a clesigualdaclc 0 C'striLa para algum i, então dizemos que Xb domina 
Xa, o que é denotado por Xb i>- :~:". 
Soluções que não se dominam duas a duas são chamadas de soluções equivalentes. 
Veja, na figura 2.10, um gráfico que descreve a. relaçã.o ele dominância entre seis soluções, 
identificadas por Xi, i= 1, 2, ... , G, segundo du;1s funções objetivos f1 e h· As soluções x1, x2 
e x3 são equivalentes e dominam as sol11çõcs r<~stantes, :r4 , xs e x5. As soluções x4 e xs são 
equivalentes, sendo que x 4 domina .1:r,. 
Solução Eficiente: uma solução :~:e E S ó dita eficiente se c somente se não existe uma outra 
solução x E S tal que fi(:~:)~ fi(:~:e) para todo i, i= 1,2, .. . ,k, e a desigualdade é estrita 
para algum i. 
Em outras palavras, um solução .T 0 é eficiente se nenhuma outra solução x E S domina Xe. 
Uma solução eficiente também é chamada cl<~ soluçâo nilo-dominada, e é conhecida na literatura 
como solução elo Pareto Ótimo. 
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A meta principal dos algoritmos para O ti mizaçã.o Ivlultiobjetiva, incluindo o uso de Times 
Assíncronos é, portanto, encontrar soluções do Pareto Ótimo, as quais representam as melhores 
soluções de compromisso existentes para 11111 determinado problema. 
Os Times Assíncronos apresentados por Hodrigues diferem dos times tradicionais na forma 
como as soluções são organizadas na me1nória. Cada nova solução produzida pelos agentes é 
comparada com as outras em termos de domin:mcia e inserida numa estrutura de camadas de 
soluções equivalentes. Rodrigues introduziu dois novos conceitos para formalizar a organização 
de soluções em camadas: 
Conjunto Não-Dominado: dado um conjunto )( ele soluções, definimos um conjunto não-
dominado de X, notação N D(X ), con1o scHdo constituído por solucões equivalentes em X 
que não são dominadas por nenhulll<l outra. solução em X. 
Dominância entre Conjuntos Não-Dominados: sejam dois conjuntos não-dominados 
N D 1 e N D 2 ; se toda soluçã.o de iV })2 for dominada por pelo menos uma solução de 
N D 1 , então dizemos que N ]) 1 domúw ]\'Ih_ (notaçã.o: N D 1 >-->-- N D2). 
Com base nessas definições, a memória é organizada como uma seqüência de camadas de 
conjuntos não-dominados. Cada camada possui um único conjunto, o qual mantêm uma relação 
de dominância entre os conjuntos elas camadas anteriores e posteriores. Mais especificamente, o 
melhor conjunto (que domina to elos os dc111 ais c que não é dominado por nenhum outro) ocupa 
a primeira posição ela memória, camada 1. O conjunto q ne ocupa a i-ésima posição, camada i, 
para 1 < i< c, é dominado pelo conjuHto das can1adas anteriores (1, 2, ... , i- 1) e domina os 
conjuntos das camada::; seguintes ('i+ 1, i+ 2, ... , c), com c o número de camadas. 
Na figura 2.11, mostramos várias soluções organizadas em conjuntos não-dominados e dis-
postos em camadas. As soluções pert.cn ccnt('S a um mesmo conjunto estão unidas por uma 
linha. 
A estrutura de camadas é dinâmica, ullla vez que as atividades de inserção e remoção ele uma 
solução na memória pode alterar a ordem de dominância entre soluções, fazendo com que novos 
conjuntos sejam construídos ou que couju11tos antigos sejam desfeitos. Rodrigues apresentou 
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camada 3 
f 1 (x) 
algoritmos para inserção e remoçào ele solnçôcs, atualizando as camadas em tempo quadrático 
no número de soluções na memória. Note <JllC para essas atividades não existe um algoritmo em 
tempo linear. 
A capacidade máxima da memória principal pode ser representada por s soluções distribuídas 
em c camadas. O maior número de camadas possível é .s; caso esse em que cada camada possui 
uma única solução. Por outro lado, o nwnor mí mero de camadas é 1, e ocorre quando todas as 
s soluções são equivalentes, formando um único conjuHt.o não-dominado. 
Foi comentado por Rodrigues em [Hoc!%] que a memória principal do time deve ser grande o 
suficiente para armazernar o maior número possível das melhores soluções de compromisso (per-
tencentes ao Pareto Ótimo). Entretanto, dependemlo da instância elo problema e elo número de 
objetivos a serem satisfeitos, a quantidade cl(' soluções do Pareto Ótimo pode ser elevada, sendo 
computacionalmente inviável determiná-lo com exatidão (para alguns experimentos, verificou-
se que o tamanho do Parcto Ótimo cresce exponencialmente com o tamanho da instância do 
problema e com o número ele objetivos). Neste caso, procura-se obter um conjunto não muito 
grande de soluções de compromisso (j1H' cstejalll distribuídas uniformemente por todo o espectro 
do Pare to Ótimo. U rn conjunto de solnçôcs com essas características é encontrado fazendo uso 
de Times Assíncronos. 
O acesso às soluções na memória pelos agentes elo tilllc ocorre através de políticas de seleção e 
de destruição, de forma semelhante ao l!loclo descrito nas seções anteriores. A diferença principal 
é que estas políticas enfocam regras para accc;;;o ~1s camadas. Citamos como exemplo as seguintes 
políticas: escolher uma camada qualqner, escolher a pior camada (última camada na memória), 
escolher uma camada com distribuição linear de probabilidades da pior para a melhor, etc. 
Uma vez escolhida a camada, pode-se tomar q ualqucr solução da mesma, visto que todas são 
equivalentes, ou escolher uma soluçã.o con1 hasc e1n algum outro critério como, por exemplo, 
escolher a solução que não seja dominada <'ll1 pelo menos p objetivos. 
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Adicionalmente às políticas de destrui\ão de soluções já conhecidas, Rodrigues propôs uma 
nova política que se baseia em uma distribuição triangular de probabilidades. Essa política 
obteve resultados melhores para a maioria elos testes realizados, representando um equilíbrio 
melhor entre o tempo de convergi'~ncia do timP <~ a diversidade de soluções na memória. 
Capítulo 3 
Uma Nova Abordagem 
Conforme observado no capítulo anterior, existe uma grande variedade de problemas em Dese-
nho de Grafos que são NP-difíceis e para os quais podemos encontrar uma gama de algoritmos 
heurísticos capazes de produzir boas soluçôcs. No entanto, tão importante quanto possuir algo-
ritmos para resolver um determinado problema, ó saber como e quando esses algoritmos devem 
ser utilizados. 
Na prática, ao nos depararmos com um problema a ser resolvido e com um conjunto de 
algoritmos adequados para o mesmo, tr('s ai1Prnativas podem ser consideradas: 
1. selecionar e aplicar apenas um elos alp;oritmos; 
2. selecionar vários algoritmos e aplicar cada um deles isoladamente; em seguida, identificar 
a melhor solução obtida; 
3. ou selecionar vários algoritmos e combiná-los ele tal modo que eles cooperem entre si para 
produzirem melhores soluçôes. 
Se soubermos antecipadamente qual algoritmo consegue o melhor resultado, então a primeira 
escolha parece ser a mais vantajosa. Cont1Hio. tH'lll sempre isto é possível. Na maioria das vezes, 
os resultados dos algoritmos variam ele acordo com a instáncia do problema, não havendo como 
prevê-los antes de sua execução. Pode ser tawbóm que cada algoritmo obtenha uma solução 
boa, com certas características desejáveis Cj11(~ não são encontradas nas soluçôes produzidas pelos 
demais algoritmos. 
Já na segunda alternativa, obtemos todas as boas e más soluçôes que podem ser geradas 
pelo conjunto de algoritmos. Um inconveniente com est<t abordagem é que ela exige um maior 
esforço computaciona.l, sendo que seleciona apenas as melhores soluções. 
A terceira alternativa, por sua vez, é a menos comum na resolução de problemas em Desenho 
de Grafos. No entanto, ela permite alcançar resultados superiores às outras alternativas; é 
possível, por exemplo, construir um programa que utilize várias estratégias heurísticas para 
obter soluções de melhor qua.lidacle, através da união ele dois ou mais algoritmos distintos. Esta 
:n 
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idéia nos motivou à utilização ele Times JÚ;sÍ!lcronos para desenhar grafos, o que é urna das 
principais contribuições deste trabalho. 
Muitos problemas em Desenho ele Grafos podem ser considerados como Multi-algorítmicos 
e, por conseqüência, possibilitam uma resolu<Ji.o através de Times Assíncronos. De fato, obser-
vamos que: 
• em geral, desenhar um grafo sob ccr1 os critérios estéticos é NP-difícil; 
• os conflitos entre critérios estéticos dific1IitanJ ainda mais a busca por bons desenhos; 
• existe uma grande quanticlado de algoritJHos heurísticos para desenhar grafos; 
• e muitos algoritmos podem ser usados de modo iterativo para melhorar continuamente um 
desenho. 
A combinação ele algoritmos para dcscnli <lr grafos nao é, contudo, urna proposta inédita. 
Conforme descrevemos na seção 2.2.1. Eades em [Eacl92] mostrou que um algoritmo Springs 
pode ser combinado com um algoritmo radiaL visando obter desenhos ele árvores livres sem 
cruzamentos e exibindo simetrias. 
No desenho ele grafos direcionados, o nd~toclo de Sugiyama e outros [STT81], constituído ele 
três passos, pode ser visto como uma proposta de se combinar algoritmos diferentes. Em cada 
passo, urna heurística específica é aplica.cla para satisfazer um determinado critério estético. 
Esses exemplos ilustram as vantagens de se comhinar heurísticas em Desenho de Grafos. No 
entanto, tais propostas possuem limitações. porque empregam seus algoritmos em seqüência e 
comumente para satisfazer um 1ínico critério <'stético por vez. Em função disto, a execução dos 
algoritmos é restrita ele modo a não "destruir'' as características estéticas alcançadas em etapas 
anteriores. Um outro ponto a ser obs<~rvado {,que essas propostas não foram apresentadas corno 
abordagem geral para combinação de algori1Jnos. Inas sim, corno soluções específicas para certos 
problemas. 
O presente trabalho caracteriza-se por u tili;;-:ar a combinação ele algoritmos através de Times 
Assíncronos como uma nova ahordagelll para desenhar grafos. 
Quando comparada com alguns métodos gerais empregados no desenho ele grafos, entre eles, 
a proposta de Davidson e Harcl [DJI89] que faz uso de Simulatecl Annealing, a nossa abordagem 
destaca-se por analisar os critérios estéticos scJn a necessidade de agrupá-los todos em uma única 
função energética (embora, isto pode ser feito se desejado). O uso de Times Assíncronos também 
possibilita a obtenção de mais de uma solução de compromisso de modo simultâneo e apresenta 
um elevado potencial parct paralelismo, tllll<t V('Z qne os agentes podem ser distribuídos sobre 
uma rede de computadores. 
Nossa abordagem também clifer<' das qtlc utilizam Algoritmos Genéticos por não haver ne-
cessidade de definir operadores de mutação e de permutaçã.o que sejam eficientes. As próprias 
heurísticas para desenho disponíveis na literatura podem ser integradas no time, sem exigir gran-
des mudanças em seu código. l'vlais do que isso, os Algoritmos Genéticos consistem em um único 
algoritmo ao passo que Times Assíncronos são conjuntos de algoritmos que trabalham ele modo 
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autônomo. Sob certos aspectos, um Time ,\ssíncrono pode ser visto como uma "generalização" 
de um Algoritmo Genético. Uma comparaçào n1ais detalhada envolvendo Times Assíncronos, 
Algoritmos Genéticos e Simulated Allncaling é nprcsentacla por Souza em [dS93]. 
Neste capítulo, descrevemos nossa aiJOrdagcm, descrevendo a estrutura c o funcionamento 
de Times Assíncronos voltados CIO Descnllo d(~ Grafos. Inicialmente, estabelecemos uma repre-
sentação para as soluções proch1zidas pelos age11tcs do time. 
Representação das soluções 
Uma solução para um problema em Desen li o de Grafos é constituída elas coordenadas de todos 
os vértices do grafo em estudo, obtidas ]Wia aplicação ele uma função do desenho. No caso do 
padrão gráfico de linhas poligonais, uma soluc}í.o deve possuir também os dados necessários para 
representar as dobras das arestas (caso ocoiT<l n1). 
3.1 Estrutura do Time 
As memórias, os agentes e o fluxo ele dados que colnpõem a estrutura básica dos Times Assíncro-
nos para desenhar grafos sã.o especificados a segu1r: 
3.1.1 Memórias 
As memórias são formadas por células. Cada dlula armazena uma solução (desenho) e in-
formações sobre a qualidade ela mesma. O tamanho elas memórias é dado pelo número máximo 
de células que elas possuem. As memórias dc'H~IIl ser grandes o suficiente para permitir uma 
alta diversidade das soluções. 
O processo ele iniciação elas memórias é a primeira atividade a ser realizada durante a 
execução do time e as soluções produzidas nesta. fase sã.o chamadas de soluções iniciais. As 
memórias podem ser iniciadas ele trôs modos diferentes, com base nas estratégias de preenchi-
mente descritas na seção 2.:3.1: 
• Aleatória- a memória é preenchida com soluções geradas aleatoriamente, escolhendo-se 
posições quaisquer para os vértices dentro ele uma região do plano. 
• Algotimos de Construção- a mcJJJÓria é JHccnchida com soluções geradas por algoritmos 
em Desenho de Grafos. 
• Mista- parte das soluções é obtida. de lllodo nlcatório e parte é gerada por algoritmos de 
construção. 
Essas estratégias apresentam vantangens c desvantagens quanto ao tempo exigido para a 
convergência e quanto ao grau ele cliversid<Hie da memória, conforme foi mencionado na seção 
2.3.1. 
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3.1.2 Agentes 
Cada agente do Time Assíncrono implcnwnt.a a.lgnn1 algoritmo para desenho de grafos e utiliza 
a representação de soluções especificada no início deste capítulo. 
A forma mais simples de se projetar um <lgcntc consiste em escolher um algoritmo da lite-
ratura e anexar ao mesmo um módulo de interface para acesso às memórias, quando então este 
agente estará pronto para ser adicionado ao tilllc. 
É preciso, contudo, tomar algumas pn~caJIÇÕes. entre elas, evitar que um agente passe muito 
tempo executando sem acessar as rncmórias. ( :nso isto ocorra, o agente não inter age suficiente-
mente com os demais e, por conseqii(~ncia. contribui pouco para a sinergia no Time Assíncrono. 
Quando um algoritmo é muito demorado. torna-se ideal implementar uma versão simplificada 
do mesmo que realize apenas uma parte do trabalho a que se destina. Um algoritmo iterativo, 
por exemplo, pode ser codificado ele modo a executar algumas poucas iterações por vez. Diz-se, 
neste caso, que a "granulariclade" elo algoritmo foi reduzida. 
Uma outra forma de modificar um algoritmo para que haja maior sinergia consiste em des-
carregar na memória as soluções intennediárias produzidas durante a sua execução. O objetivo 
é fazer com que essas soluções fiquem disponíveis a agentes mais interativos, enquanto agentes 
mais demorados continuam traballtnndo em r<~sulta.dos finais provavelmente melhores. 
De um modo geral. eleve-se fazer com q 11c o Time Assíncrono produza novas soluções a partir 
ele resultados contidos na memória, o CJUC' é conseguido implementando-se agentes de melhoria 
e de consenso, entre outros. Quando deseja-se incluir no time um algoritmo cujos resultados 
independem de uma solução inicial, duas escolhas podem ser feitas: utilizar este algoritmo 
como um agente iniciador ou buscar uma 1nodificação do mesmo que aproveite as características 
estéticas das boluções já obtidas. 
O acesso à memória pelos agentes clevC' ser d<•li11eado por uma política de seleção, de modo 
semelhante ao discutido na seção 2.:Ll. l·~ntn' as políticas disponíveis, é possível adotar a 
escolha de uma solução qualquer dentro de unia "camada" ele soluções selecionada ao acaso (a 
organização das soluções em camadas é C'xplicada mais adiante). Uma outra política pode ser a 
escolha das melhores soluçêíes na. memória. ,\ clcfi 11 içào da política de seleção apropriada para 
cada agente do time é um parâ.metro que dcv<• ser configurado ele acordo com o problema a ser 
resolvido. 
3.1.3 Fluxo de Dados 
A existência ele fluxos cíclicos ele dados <~n1 rc as memórias influi nos resultados produzidos 
pelos agentes, uma vez que garante o ''fePd-back" do time, tornando possível uma melhoria 
continua das soluções. Desta forma, faz-se nccC'sscírio que os agentes sejam organizados de modo 
a constituírem pelo menos um fluxo cíciclo d<~ dados. 
Um modo simples de construir 11111 Tini<~ :\ssíncrono com fluxos cíclicos é definir uma única 
memória, onde todos os agentes lêem e <'scn~vcin soluções. Um diagrama geral de um time para 
desenho de grafos com esta configuração pod<' sC'r visto na figura 3.1. 
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Figura 3.1: Fluxos cíclicos de dados em nm Tin1c Assíncrono geral para desenhar grafos. 
Osagentes A1 , A 2 , •• • , An originam fluxos cíclicos ao acessarem a memória para ler e escrever 
soluções. O agente I produz as solnções inicias do time, e o agente D é um destruidor de soluções. 
3.2 Avaliando a Qualidade das Soluções 
Com o objetivo de facilitar a avaliação dos desenhos produzidos pelo Time Assíncrono, deve ser 
associado a cada solução um vetor qnc indica a sna qualidade em termos do conjunto de critérios 
estéticos desejados. 
Mais especificamente, sejam (ji,G : S - IH. i = 1, 2, ... , k, funções de custo que medem 
a qualidade de uma solução no conjunto S de todas as soluções possíveis para um grafo G, 
em relação a k critérios estéticos; altos valores das funções indicam desenhos de pior qualidade 
no critério estético correspon(lente; dcfiniinos Qc; : S ----c, IRk como uma função que associa a 
cada elemento x em S, um vetor (Jc;(:z:) = (q1,r;(.?:),q2,c(x), ... ,qk,G(x)) de números reais, que 
denominamos de vetor· de qua.lidrulc. Quando o grafo estiver subtendido, utilizaremos a notação 
qi para indicar o valor da i-ésima coordenada do vetor de qualidade, e Q para indicar o vetor 
inteiro, omitindo o índice G. 
Fazendo uso dos vetores de qualidnde (' do conceito de dominância explicado na seção 2.3.2 
podemos comparar duas soluções e estabel(~ccr qnal delas é a "melhor". Deste modo, é possível 
agrupar soluções em uma estrutura de C<lliJ<ld<ls de conjuntos não-dominados, facilitando a pro-
cura pelas melhores ou piores soluções na IIJCJJJÓria. 
A tarefa de computar vetores de qualidade pode ser realizada pelos próprios agentes do time 
ao produzirem uma nova solução. Cada <lg<~ll1.(' calcula. o vetor de qualidade e escreve-o na 
memória juntamente com a solução corr(~Spondeutc, liberando o agente destruidor desta tarefa. 
Uma vez na memória, a solução é comJHHada com as clelll<Üs pelo agente destruidor, através dos 
vetores de qualidade, c é incluída em um conj111Jt,o nã.o-dominado. 
O uso de camadas de conjuntos nã.o-doinin<Jdos permite obter soluções de compromisso que 
satisfaçam os critérios estéticos em diferentes proporções, principalmente no caso de existência de 
conflitos. No entanto, a inclusão c a reJnoçào de uma soluçã.o na memória exigem ambas O(M2 ) 
operações (no pior caso) para atualizar os conjuntos IJão-dominados, onde M é o tamanho da 
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memória. Visando evitar esta complexidade. que pode ser significativa para memórias contendo 
muitas soluções e para numerosas itcra<;õcs dos <lgcntcs. daboramos uma nova forma de organizar 
as soluções em camadas. A constn1<;ào das caJnadas é feita utilizando-se um conceito que 
introduzimos, chamado de "nível de dOJninâ.ncia". c que é definido como segue: 
Nível de dominância: seja X um coJtjunto finito de soluções contido no conjuntoS de todas 
as soluções factíveis para nm detcnninado problema: definimos o nível de dominância de 
uma solução x E X, dado pela notac).o f'r• co1no sendo o número de soluções em X que 
dominam x. 
As soluções são agrupadas en1 ca!lladas de acordo com os seus níveis de dominância, de tal 
modo que soluções de mesmo nível fican1 na lllcsma camada. Além disso, para cada camada i, 
1 < i ::; c, as soluções em i possuelll uível de dominância maior que o das soluções na camada 
i- 1. 
O nível de dominância ele uma soluç<1.o :r informa claramente quantas soluções na memória 
são melhores do que x. Soluções com nível de dominância JL = O são as melhores encontradas 
pelo time, uma vez que nenhuma outra soluç<1o obtida possui qualidade superior a elas. Em 
contra-partida, soluções com alto nível de domin;wcia. podem ser consideradas "descartáveis", 
dado a existência de muitas soluções mclliorcs. 
A organização de soluções <~m conjuntos náo-dominados e em níveis de dominância não 
apresentam uma estrutura idôntica de camadas: soluções que pertecem a uma mesma camada 
numa abordagem podem ficar em camadas dif'<'rcntcs na outra. Veja um exemplo desta diferença 
na figura 3.2. No entanto, o melhor conjunto não-dominado é preservado na organização de 
soluções em níveis de domináncia, visto que toda soluçã.o do melhor conjunto não-dominado 
possui nível de dominância igual a O. 
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Figura 3.2: Estruturas ele camadas ele colljuntos não-dominados c de camadas de níveis de 
dominância. 
A principal vantagem elo uso de níveis <k dolllináncia está no tempo exigido para inserir 
ou remover uma solução na estrutura ele e<llll<Hias, o qual é linear no número de soluções na 
memória. 
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A inserção de uma nova solução envolve basicamente duas atividades: calcular o nível de 
dominância da nova solução e atualizar o nín~l de dominância de cada solução antiga da memória. 
Em seguida, todas as soluções são reunid<ls cn1 camadas com base nos seus níveis de dominância. 
Um algoritmo para inserção é apresentado 11a figma :3.:3. 
1. Seja y a nova solução a ser inserida no colljunio X de soluções na memória, lXI = M; 
JLy ~O; 
2. Para cada x E X faça: { calcule o~ níveis de dominância das soluções } 
Se x domina y 
{ly .._ Af ax(ft;r + I, f/y ); 
Senão 
Se y domina .r 
flx .._/La:+ 1; 
3. X f- X u {y }; 
4. Ordene as soluções em X com base no nín~l de dominância; 
5. Percorra as soluções em X a partir daquela que possui menor nível de dominância até aquela 
que possui maior nível, agrupando soluções de mesmo nível em uma mesma camada. 
Figura 3.3: Algoritmo para inserçã.o cl<' soluções em camadas de níveis de dominância. 
Os passos 1 e 3 elo algoritmo são realizados em tempo 0(1), enquanto que os passos 2 e 5 
exigem tempo O(M). O passo!( pode ser f<'ito ('Jll tc1npo O(Jo.;J) utilizando o algoritmo Counting 
Sort [CLR95] para ordenar as soluções. 
Uma vez que os níveis de dominància são 11 ú meros na faixa de 1 a M, a ordenação é possível 
em tempo linear através do Counting Sort, ao custo de ma.is espaço de memória. A complexidade 
total do algoritmo de inserçã.o é, portanto, O( J1/ ). 
Ao se remover uma solução, deve-se atualizar os níveis de dominância das soluções que 
permaneceram na memória e rcorgan izar cst as soluções em camadas. Apresentamos na figura 
3.4 um algoritmo para remoção ele solnçôcs. 
O passo 1 exige tempo O( 1 ). Os passos :} c ,j são idênticos aos passos 4 e 5 do algoritmo 
de inserção, respectivamente. Portanto. o algoritn1o para remoção também executa em tempo 
linear, O(M). 
O uso de níveis de dominância é uma contrihuiçào importante à estrutura de camadas pro-
posta por Rodrigues em [Rod96], porque dcn1anda menor tempo para inserir e remover soluções 
na memória, e possibilita analisar os critérios e~téticos separadamente, preservando o conjunto 
das melhores soluções de comproltlisso alcançado. 
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1. Seja y a solução a ser removida do conj1111to X ele soluções na memória, lXI = M; 
Xf--X-{y}; 
2. Para cada x E X faça: 
Se y domina x 
f.Lx f- f-Lx - 1; 
3. Ordene as soluções em X com base no nível de dominância; 
38 
4. Percorra as soluções em X a partir da que possui menor nível até a ele maior nível de 
dominância, agrupando soluçõ(~s ele Jll('Stno nível em uma mesma camada. 
Figura 3.4: Algoritmo para remoção d0 soluções em camadas de níveis de dominância. 
Critérios Estéticos Secundários 
A análise de critérios estéticos em coordenadas distintas do vetor de qualidade tem por objetivo 
satisfazer a tais critérios amplamente. sem a necessidade ele atribuir pesos para determinar 
uma importância relativa entre os mesmus, como faz a abordagem de Davidson e Harel em 
[DH89]. Assim, o time obtém soluções boas para cada critério isoladamente e produz soluções 
intermediárias de compromisso. 
Contudo, nem todos os critérios estéticos devem ser avalidados em coordenadas separadas 
do vetor de qualidade. Alguns critérios que challlamos de secundários somente são desejáveis 
se forem atendidos em conjunto com outros. Por exemplo, minimizar o número de dobras de 
arestas em linhas poligona.is é inten~ssantc apenas quando os desenhos também satisfazem alguns 
aspectos estéticos corno poucos cruzamentos c distribuição uniforme dos vértices. Desse modo, 
urna função f : S -+ IR que computa o nÚIIH~ro total de dobras de um desenho não pode 
ser utilizada sozinha em uma coordenada do vetor, pois permite que certas soluções anômalas 
sejam consideradas de boa qualidade pelo ti11tc. Um exemplo de caso anômalo é uma solução 
em que todos os vértices estão colapsados em tllll 1Ínico ponto do desenho. Tal solução possui 
um elevado número de cruzamentos c Ullla tná distribuição dos vértices, contudo, não apresenta 
dobras (uma vez que todas as arestas têm CO!Itprimcnto zero). Esta solução é ótima em número 
de dobras e seria incluída, por conseqüência. 110 mdhor conjunto de soluções produzidas, até 
que o time encontrasse uma nova solução sem dobras c com menos cruzamentos ou melhor 
distribuição de vértices. Ivf esu1o que uma sol u c)í.o melhor exista, em geral, os vértices ficam 
extremamente próximos um elos outros com o int11ito ele evitar as dobras. Um modo de resolver 
este problema consiste em combinar critérios estéticos secundários com critérios não secundários 
(que chamamos também ele critén:os Jn·inÓJHÚs) através de uma ponderação. 
Uma forma de se combinar um critério cst('tico secundário, representado por uma função 
de custo não-negativa z, com r critérios estéticos principais avaliados por funções não-negativas 
ft,f2, ... ,fr, consiste em definir 11111 VC'tor cl0 qualidade' (T+ 1)-dimensional e as funções: 
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Cf< ( .r ) = f, (:r ) 
para i = 1, 2, .... . ,. 
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onde qi informa o i-ésimo elemento do vetor de qualidade, e À é uma constante escolhida de 
tal modo que z(x) <<À para qualquer solucJw .1:. 
A função z permite diferenciar soluções con1 a mesma característica estética nos r critérios 
estéticos principais e com valores distintos para o critério secundário. 
A relação de dominância. entre soluçôes q uanclo tomamos apenas os critérios principais é 
mantida ao se incluir o critério secnnclário no vetor de qualidade. Isto significa que o time ainda 
pode encontrar o mesmo conjunto de solucJic's de compromisso anterior. A diferença é que essas 
soluções são agora ligeiramente tnelhoradas no q1Ie diz respeito à satisfação do outro critério 
estético. 
Um ponto a ser observado é que os critc',rios C'stóticos secundários não precisam ser combina-
dos com todos os critérios principais, mas apcn<IS com acrueles que são conflitantes aos mesmos. 
3.3 Destruição de Soluções 
Como já mencionamos antes, a destruição de soluções é uma atividade de fundamental im-
portância pois determina a convergência do tinw para hoas soluções. 
O agente destruidor deve implementar políticas ele destrnição de soluções baseadas na mani-
pulação de camadas. Dependendo do uso elo coJJceito de conjuntos não-dominadas ou de níveis 
de dominância para organizar as soluções na IIIC'JIICÍria, a operação de destruir uma solução pode 
ser feita em tempo linear ou quadrático. r<'SJH'cti,·aJnente. 
Uma nova política ele destruição foi despnvolvida para favorecer a busca por muitas soluções 
de compromisso. A política define a probahilicladc P( i) de escolha de uma camada i na memória, 
1 ::; i ::; c, como sendo: 
fJ(.) i-1 1 
= Tom(i)ltt ' 
onde Tam(i) é uma função que rctorna o n1Í1ncro de soluções na camada i, e 
l'li = '\'<' ~ L)=1 lom(J). 
Quando todas as camadas têm o mesn1o nÚnJCro de soluções, a política se comporta de modo 
análogo à de distribuição linear de prohabilidaclcs. Na medida em que o número de soluções em 
uma camada aumenta, menor é a c!JancP ela JIIC'sllla ser escolhida. Em um caso extremo, se o 
número de soluções cresce linearmente ela pri1ncira até a. 1Íltima. camada na memória, a política 
estabelece uma distribuiçào uniforme de proh;thilidacle. 
A nova política é adequada. ao liSO ele conjunto não-dominados, pois favorece a permanência 
na memória de muitas soluções equivakntes para serem melhoradas pelos agentes do time. 
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3.4 Execução do Time 
Antes que a maioria dos agentes comccetn a executar. um agente preenche a memona com 
soluções iniciais a serem melhoradas. A partir deste momento, todos os demais agentes ini-
ciam o seu trabalho, escolhendo urna solução da memória segundo alguma política de seleção e 
produzindo novas soluções. 
Sempre que o número de soluções tta. nwtnória atinge um certo limite (por exemplo, o tamanho 
máximo da memória), um agente destruidor elimiua uma solução, abrindo espaço para novas 
soluções. 
Cada agente é responsável por calcular o vct o r de qualidade das soluções que produz, redu-
zindo assim o tempo que o destruidor leva p<Ira comparar soluções e decidir quais delas devem 
ser eliminadas. 
O time permanece em execução ató que nenhuma mudança ocorra na melhor camada de 
soluções. Neste momento, a memória do tillle deve conter bons desenhos do grafo. 
3.5 Detalhes de Implementação 
Existem muitas formas de S(~ implementar os Times Assíncronos; contudo, enumeramos a seguir 
três modelos principais que estão relacionados ao modo como agentes podem ser codificados. 
São eles: 
1. procedimentos de um programa: agentes são implementados como procedimentos de 
um programa simples. As memóri<Is do ti me podem ser implemtadas como uma região de 
memória acessível a todos os agentes. 
2. threads: agentes são imple1ncntados cotno linhas de execuções independentes em um 
programa "multi-thread". l\'fccanismos de exclusão mútua devem ser empregados para 
garantir a integridade das informaçcws contidas nas memórias. 
3. programas independentes: agentes são itnplemcutados como programas independentes 
que acessam uma região de mcutória compartilhada. Um caso particular de implementação 
que adota este modelo, utiliza uma abordagem cliente-servidor em que os agentes sao 
programas clientes e as lltcmória são disponihilizacla por programas servidores. 
Entre os três modelos, o primeiro aprcscut<I a vantagem de uma fácil codificação. Entretanto, 
ele torna extremamente difícil a. execução em p<na.lclo de agentes possivelmente concorrentes. 
O segundo modelo também é de fácil codificação e permite explorar paralelismo executando 
o time sobre um sistema. operacional multi-tlm~ad em uma. máquina paralela. Neste modelo, os 
agentes podem ser "alocados" aos processadores disponíveis na máquina. 
No terceiro modelo, a codificaçào não (~ tào fácil como nas propostas anteriores, pois exige 
uma forma mais sofisticada de comunicação ctt1 n' os agentes c a memória. Além disso, a execução 
do time demanda maior esforço do Sistema OperacionaL com perda significativa de tempo no 
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escalonamento dos processos. A vantagen1 deste modelo é que ele permite executar o Time 
Assíncrono em uma rede ele computadores. distriiHJinclo os agentes por máquinas paralelas e/ou 
convencionais, a fim ele atingir um nlto gra11 de paralelismo. Outra vantagem é que novos agentes 
podem ser adicionados ao time sem a nccessid <l<ic de mudanças no código dos demais. 
Uma outra forma ele imp!cJnerlfar 11111 Tin1c .-\ssíncrono consiste em utilizar os modelos 2 e 
3 em conjunto: os agentes sã.o codificados como threads em um único programa, enquanto as 
memórias sã.o implementadas como um progran1a a parte; o acesso às memórias é feito através 
de uma abordagem cliente-servidor. A grandP van1agem deste modelo híbrido é a oportunidade 
de explorar paralelismo em mais ele llltl máquina parakla, com menos esforço para o Sistema 
Operacional no escalonamento dos agentes. Isto pode ser feito replicando-se o grupo de agentes 
sobre um rede de computadores (paralelos 011 nào ). 
Capítulo 4 
Aplicando a Abordagem 
Neste capítulo, exemplificamos a nossa <liJOrdagem apresentando um Time Assíncrono para 
desenhar grafos gerais e um time para grafos direcionados. Os agentes incluídos nos times não 
são os mais eficientes; no entanto, eles são adequados para mostrar a factibilidade da abordagem 
proposta. 
No final deste capítulo, comentamos ainda sobre algumas configuração da abordagem. 
4.1 Um Time Assíncrono para Desenhar Grafos Gerais 
Podemos combinar algoritmos Springs, Bariccntro e heurísticas aleatórias, de uma maneira sim-
ples e flexível em um Time Assíncrono, de modo que cooperem sinergeticamente permitindo 
desenhar grafos gerais com duas cara.ctcríst icas cst8ticas básicas, cujos problemas correspon-
dentes são conflitantes e NP-difíccis. O objctinl maior é mostrar como reduzir cruzamentos de 
arestas e, ao mesmo tempo, conseguir as sinwt rias proporcionadas pelo método Springs descrito 
na seção 2.2.4. 
Os resultados apresentados aq11i s;\o has<~<ldos em um trabalho inicial publicado em 
[dMdNdS96J. 
4.1.1 Padrão Gráfico e Critérios Estéticos 
O padrão gráfico que adotamos para os grafos gerais consiste no desenho de linhas retas, sendo 
que os vértices são representados como círcnlos. Este padrã.o é bastante comum para esa classe 
de grafos. 
Os critérios estéticos que dcscjaJnos s;Jtisfazcr s<1o basicamente dois: 
• máximo número de simelria8 c 
• mínimo número de cruzamenlrJs r:nlrr· ru·c slas. 
A simetria será aproximada pela função energética do modelo Springs de Kamada e Kawai 
em [KK88], que define a energia total do sisi<'J!la de molas como: 
4.1. Um Time Assíncrono para Desenhar (,'ralos Ucrais 43 
onde Pi e Pj são as coordenadas elos vút ices ~'i e Vj do grafo, respectivamente, para 1 ::::; 
i,j::::; n; lij é a distância euclidiana desejada cJttrc Vi e Vj, definida por lij = L* dij, sendo dij 
a distância teórica entre os vértices v; e ~'i· e /, uma constante que representa o comprimento 
desejado para as arestas; e o parâmetro k;.i 0 a constante elástica da mola entre Vi e Vj, dado 
por kij = ]( / dtj, com ]( uma constante. 
A minimização da energia E produz confi~t1raçôcs do sistema ele molas que estão associadas 
em geral a desenhos simétricos. Alguns outros critérios, tais como: comprimento uniforme de 
arestas, distribuição uniforme de vértin'" (' resolnçã.o angular, também estão "implícitos" no 
método Springs. 
4.1.2 Descrição do Time 
Combinamos o método Springs com heurísticas baseadas no método do Baricentro descrito por 
Sugiyama em [STT81] visando supera.r a dcficic'ttci<l do Springs em reduzir cruzamentos. Alguns 
agentes que provocam uma pertu h ação aleatória nos desenhos também foram adicionados ao time 
para aumentar a diversidade de soluções na ntcmória. Note que os agentes que implementamos 
não eliminam totalmente os cruzamentos. o q ti(' 6 exemplificado mais adiante. 
O Time Assíncrono que desenvolvemos possui S agentes c uma única memória, como ilustra 
a figura 4.1. Relembramos o leitor que a ntcntória é representada por um retângulo e os agentes 
são representados por arcos que entram e/ou sacnt da memória, dcnotanto leitura e/ou escrita 
de uma solução, respectivamente. O nome de identificaçã.o ele cada agente é colocado junto ao 
seu arco correspondente. 
Splmax Splrancl Rancll Rand2 
~~~ 1-lll n 
Ini~tRand l--------~----~----------~----~~~Destroyer . Memória . 
I_J U 
BClmax BClrand 
Figura 4.1: Um Time 1\ssínrrono para desenhar grafos gerais. 
Os agentes que integram o time são d(:t alhados a seguir: 
1. InitRand é o agente iniciador elo tilll('. Este agente preenche a memória com soluções 
iniciais, as quais são obtidas <'scolh('ndo-s(' coordenadas para cada vértice de mane1ra 
aleatória dentro ele uma região rcta11~111ar. 
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2. Splmax é uma implementação reclll;,ida do 1116.todo Springs proposto por Kamada e Kawai. 
O agente Splmax lê uma solução da IIICI11Óri;1 c move apenas um dos vértices mais críticos 
para uma posição que mínímiza a <'ll('rgia total do sistema. A nova solução é inserida na 
memória. 
3. Splrand é semelhante ao agente Sp i111aX. cont11clo escolhe um vértice qualquer para ser 
movido (caso este vértice não esteja e111 S('ll mínimo local). 
4. BClmax é um agente quc lê lllll<l solu<Jí.o <' d<~::;cohre o vértice que contribui com o maior 
número de cruzamento de arestas. E;.;se vértice ó colocado em sua posição baricêntrica com 
base nas coordenadas :z; e y ele seus adja('(~ntes. A solução resultante é escrita na memória. 
5. BClrand é semelhante ao age11tc li C: ilnax, contudo escolhe ao acaso um vértice a ser 
movido para a sua posiçào haricêntric<L A idóia ele funcionamento dos agentes BClmax e 
BClRand foi inspirada no método do llariu~ntro descrito na seção 2.2.3. 
6. Randl é um agente que li'• 11111<1 solll<).o <' ·'pertnba" a localização de um dos vértices 
escolhido ao acaso. Esse vértice (• 111oviclo para uma posição aleatória dentro de uma 
vizinhaça definida por uma regiiio retangular que contenha o desenho. A solução resultante 
é armazenada na memória. 
7. Rand2 é semelhante ao Rancll. exceto pelo fato ele que o vértice é movido dentro de uma 
vizinhança retangular menor, que rontc'llha o vértice mas não todo o desenho. Os agentes 
Randl e Rand2 não apenas favorcn'lll 11111a maior diversidade de soluções como também 
permitem explorar o espaço de solu<JH's na vizinhança da. solução atual. 
8. Destroyer é o agente destruidor de solu<JH~s. A política de destruição que utilizamos 
adota. uma distribuição linear de proh<lhilidades combinada com o tamanho das camadas 
de soluções na memória, wnfonnc <~xplicado no rapítulo ;3. Neste time, o agente destruidor 
também filtra as novas soluções, de• f'or111a a c\·ita.r que a memória. fique impregnada por 
desenhos muito parecidos (essa ativid<Hic é descrita mais adiante). 
O primeiro agente do Time Assíncro11o a ser executado 6 o iniciador InitRand. 
Em seguida, os dema,is agentes cntran1 <'111 cxccuçào. Estes agentes escolhem as células da 
memória que serão lidas e traba.lham de 111ancira autônoma. e iterativa sobre rópias de seus 
conteúdos, produzindo novas soluções. 
A política de seleção adotada pelos <lgcntcs Splmax c Rand2 consiste em sempre escolher 
a melhor camada de soluçõc~s da memória. Os d(~maifi agentes escolhem soluções em camadas 
quaisquer. 
Os resultados produzidos pdos agcnt<~s siío av;lliados associando-se a cada solução um vetor 
de qualidade bidimensional. O primeiro c!Pmcnto do vetor informa a energia do sistema de 
molas, e o segundo indica o número ele cr11;,anwntos ele arestas. As soluções são organizadas 
em camadas de conjuntos não-dominado.~ para liH'liJÓrias com até 400 células. Para memórias 
maiores percebemos que o tempo para inserir 011 remover uma solução é elevado (mais do que 
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o tempo que os agentes levam para produ;,ír a solu<)o) e, portanto, utilizamos o conceito de 
níveis de dominância. Uma compa.raç;1o <'111 re us resultados obtidos com o uso de conjuntos 
não-dominados e com o uso de níveis de do1nináncia ó apresentada posteriormente. 
No caso específico deste time para graJos gna.is, o agente destruidor filtra as novas soluções 
produzidas, de modo que somente soluçôes co1n <'Jwrgia menor ou com cruzamentos "distintos" 
em relação a alguma outra solução na mcn1ória sejam armazanadas. Isso é necessário para 
evitar o preenchimento da memória c0111 sol uçôes muitas parecidas, uma vez que uma pequena 
mudança na posição ele um vértice pode gerar llllla. novo desenho com os mesmos cruzamentos 
e com energia diferente da solução original. O agent<' destruidor filtra soluções implementando 
o algoritmo apresentado na figura <1.2: 
Seja y a nova solução a ser armazenada'"' lll<'lt1Ória.: 
Se existe uma solução x na memória com os tnesmos cruzamentos de y, isto é: as mesmas 
arestas se cruzam, 
Senão 
Se a energia Springs de y é nwnor que a eHergia ele :r 
Elimine x da memória e insir;1 y: 
Senão 
Descarte y; {não iusi r a y 11a lll<'llJÓria} 
Elimine uma soluçã.o da meJIIona llt.ili:?,a.ndo uma política convencional de destruição 
e insira y; 
Figura 1.2: Filtro ri<~ soluções. 
O teste para verificar se duas soluções poss ti<' lll os mesmos cruzamentos é feito de forma 
aproximada comparando-se a soma elos índi('(~S das arestas que se cruzam. O número referente 
a soma desses índices serve para difercncÍ<ll' ils soluções geradas pelos agentes. 
Uma vez iniciado, o time pcrmaucn' <'111 <'X(~Cu<.;ão até que nenhuma mudança significativa, 
em termos de simetria c de número de crnzalnentos, seja. feita no conjunto das melhores soluções 
contidas na memória (localizadas na camada J ). 
4.1.3 Resultados 
Nesta seção apresentamos alg;nns desenhos obtidos pelo time. 
A figura 4.3(a) mostra mna solução inicial, produzida pelo agente InitRand. As soluções 
iniciais são bastante aleatórias, o que proporciona uma grande diversidade de desenhos a serem 
escolhidos e melhorados. 
As figuras '1.3(b ), 4.3( c), 4.:l( d) c cl.:l( C') lliOSt ralll desenhos do mesmo grafo, produzidos pelo 
time a partir das soluções iniciais" 
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A figura 4.3(b) é um desenho típico f!;Prado pelo 111 étoclo Spriugs. Este desenho possui arestas 
de comprimento uniforme. exibindo si111c1rias c cxprcssando a topologia tridimensional do grafo. 
Já a figura 4.3(c) não possn1 cruzaJllCJI1ns. ('é 11111a solução impossível de ser obtida através 
do uso do método Springs isoladanH~I11<~. Dc fato. este desenho está associado a um alto valor 
energético no modelo ele molas 1 , e a sll<l oht r'llr:~o (, decorrente da sinergia entre os agentes do 
Time Assíncrono. A sinergia ocorre porq11e 11111 <1gc11te )(\uma solução gerada por algum outro, e 
a melhora segundo um critério estético qur~ não estava sendo satisfeito. A nova solução pode até 
ficar pior do que a original em certos critérios. mas é provável que seja melhor no critério para 
o qual foi trabalhada. Os desenhos 'l.:l( b) r' l.:l( c) representam soluções retiradas da camada 1 
(melhor conjunto de soluções obtido), entretanto. a memória contém soluções piores ilustradas 
pelos desenhos 4.3(d) e 4.3(c). Caso a nova solu<)o c a anterior não se dominem (em seus vetores 
de qualidade), então elas serão consideradas co111o soluções de compromisso equivalentes. A 
seguir fornecemos as respectivas strings quc 111ostram a ordem em que os agentes atuaram sobre 
as soluções (os números corrcspondcm it lllllll('r<IÇ<1o dos agentes apresentada na lista com início 
na página 43). 
(a) ( b) 
(e) 
Figura 4.:l: Dcscnhos de uma malha circular. 
Solução da figura 4.3(a): 
1* 
(c) 
1 0 desenho mostra aresta.s de coruprilllellt.o' dif('rt·rrt.c,, o que significa que algumas molas estão esticadas, 
enquanto que outras estão comprirnídasc 
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Solução da figura 4.3(b ): 
1447722522272472222222222227727222222222222222222222722277272222222222722222222 
2222222222222222222222222222222222222222222222222222223222222722222222222222222222 
2222222222222222222222222222222222222222222222222222222222222222222222222222222222 
2222222222222222222222222222222222222222222222722222222222222222222222222222222223 
2222222222222222222222222222222222222222222222222222222222222222222222222222222222 
22222222222222222222:32222222222222222222222222222222222222223222222222222222222222 
2222222222222322232223232222222222222222:)22:)2222222222222:3* 
Solução da figura 4.3( c): 
1447722522272472222222222227727222222222222222222222722277272222222222722222222 
2222222222222222222222222222222222222222222222222222223222222722222222222222222222 
2222222222222222222222222222222222222222222222222222222222222222222222222222222222 
2222222222222222222222222222222222222222222222722222222222222222222222222222222223 
222222222222222222222222222222222222222222:)-161435643646565643434777477777757747477 
77777777737777777757:377777275777777677-l772777-l77232777777277424227777772277* 
Solução da figura 4.3( d ): 
1447722522272472222222222227727222222222222222222222722277272222222222722222222 
2222222222222222222222222222222222222222222222222222223222222722222222222222222222 
2222222222222222222222222222222222222222222222222222222222222222222222222222222222 
2222222222222222222222222222222222222222222222722222222222222222222222222222222223 
22222222222222222222222222222222222:)5:)5:):)!j:);):):34 * 
Solução da figura 4 .3( c): 
1447722522272472222222222227727222222222222222222222722277272222222222722222222 
2222222222222222222222222222222222222222222222222222223222222722222222222222222222 
2222222222222222222222222222222222222222222222222222222222222222222222222222222222 
2222222222222222222222222222222222222222222222722222222222222222222222222222222223 
222222222222222222222222222222222222222222316-1435643646565643434777477777757747477 
77777777737777777757377777777777777777177:!():):! * 
Note que a ordem de excclJção dos ag/'ll1cs 6 coincidente com a intuição, por exemplo, 
na string referente ao desenho ,1.3(h) li;\ tJJna prcdomináncia final do agente Sp1max (agente 
2); este desenho poderia ser obtido atrav(~s do Jn0todo Springs separadamente. Entretanto, no 
desenho 4.3( c) vemos uma interação niélior CJI1 rc os <lgcntcs no final da string, resultando em uma 
solução que não pode ser obtida pelo tlt('todo Springs sozinho. As demais strings demosntram 
que os desenhos 4.3(d) e 4.3(e) são descendentes de algnllla das soluções intermediárias (geradas 
durante o processo, e provavelmente já clilllilla(Lis pelo agente Destroycr). Nenhum agente, 
exceto o agente InitRand, atuou sobre o dcs<'tiiiO l.:)(a). 
Como outro exemplo, observe. na fip;11r<1 l.-1, seis desenhos do grafo completo !(9 , os quais 
foram obtidos simultaneamente após <llp;tllll lcttl[lO ele cxecuçã.o do time. Os desenhos 4.4(a), 
4.4(b ), 4.4( c), 4.4( d), 4.4( e) e 11.4( f) estão a.pr('S<'II1.ados em ordem decrescente de simetrias e 
possuem, respectivamente, 106. 94. M\, 52, -1S c :)(i cru;;amentos. Estes desenhos ilustram como os 
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critérios estéticos podem ser conflitan1cs. poic. perdemos simetrias na medida em que reduzimos 
o número de cruzamentos. No entanto. o Tí1ne .\ssíncrono produziu um amplo espectro de 
soluções de compromisso. 
(a) (h) (c) 
(d) (e) (f) 
Figura :lA: ])c::;cnhos do graJo completo ](g. 
Na figura 4.5 vemos desenhos de um "cubo''. O desenho 4.5(b) possui resolução angular ruim, 
próximas a cruzamentos. Analisando o coniport;lniento do time, verificamos que os agentes 
tendem a reorganizar os vértices do desenho para que as arestas fiquem com comprimento 
uniforme, como apresentado na figma -1.-'í( ;1). ( 'on tudo, qualquer movimento de apenas um 
vértice por vez resulta em soluções com 11111 IllÍill<'I'O IIIaior de cruzamentos e alta energia inicial, 
as quais têm grande probabilidade de scre!ll eliminadas da memória. Deste modo, os agentes 
pioram a resolução angular baixando a energia tot;II da solução, sem criar novos cruzamentos. 
Em função dessa característica, cr~rtos dcsen h os com poucos cruzamentos não podem ser 
melhorados pelo time para exibir simetrias. cJnbora exista a possibilidade de tais soluções, como 
mostrado na figura 4.5(c). 
As figuras 4.6 e 4.7 ilustran1 outros desenhos obtidos pelo time. 
Aperfeiçoamentos do Time 
O Time Assíncrono da figura ''-1 nem sempre obt (~m uma solução com número mm1mo de 
cruzamentos, mesmo para gra.fos bastante simples. Por exemplo, as soluções planares para o 
grafo ilustrado na figura 4.~3 são obtidas <IIH'II<ls e111 algumas exccuções2 . A dificuldade de se 
2Para os demais grafos apresentados. o tilllc prodii!Íll ~oln<;<)cs com menor número de cruzamentos em todas 
as execuções que realizamos_ 
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(a) (b) (c) 
Figura 4.5: Desenhos de um cubo. 
(a) (b) 
Figura 4.6: Desenhos de nma malha com 5 retângulos. 
(a) (b) 
Figura 4.7: Desenhos da Rosa dos Ventos de nove pontas. 
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obter desenhos melhores deste grafo está associada a uma rápida convergência para a solução 
4.3(b) que representa um mínimo local. Os agentes HClmax e BClrand não conseguem desfazer 
certos tipos de cruzamentos, como, por exemplo, no caso dessa solução. 
A fim de aumentar a capacidade elo time em resolver cruzamentos incluímos dois novos 
agentes, os quais chamamos de "MoveE" c "Reducel·:". 
O agente MoveE lê uma solução da memória e escolhe aleatoriamente um par de arestas que 
se cruzam. Uma dessas arestas é movida3 para Ullla nova posição, paralela à anterior, de forma 
a eliminar o cruzamento. Este processo é ilnstado na figura 4.8. O agente escreve a nova solução 
na memória, mesmo que outros cruzamentos tenha tll sido gerados. 
Figura 4.8: Atividade rca.lizada pelo agente MoveE. 
O agente ReduceE desfaz cruzamentos reduzindo o comprimento de uma das arestas que 
se cruzam. O processo consiste em mover um dos vértices extremos de uma aresta para uma 
posição que elimine o cruzamento, como mostra a figura 4.9. 
Figura 4.9: Atividade realizada pelo agente ReduceE. 
Foram testes comparativos envolvendo o time original da figura 4.1 e o novo time incluindo 
os novos agentes. Cada time foi executado um certo número de vezes4 para desenhar o grafo da 
figura 4.3, e foi verificado quantas execuções obtiveram desenhos planares. O time incluindo os 
novos agentes obteve desenhos planares do grafo em 70% das execuções, enquanto que o time 
original obteve desenhos planares em 52% das execuções. A capacidade do time em remover 
cruzamentos de arestas foi portanto expandida com a utilização dos agentes MoveE e ReduceE. 
Uma outra idéia experimentada no time consistiu em utilizar uma nova função energética 
3 Mover uma arestas significa mover os seus vértices extremos. 
4 Realizamos 100 execuções dos times, iniciando a memória com um conjunto fixo de soluções. Testes com mais 
execuções apresentaram resultados comparativos semelhantes. 
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que permitisse obter desenhos simétricos com melhor resolução angular, como, por exemplo, 
Davidson e Harel em [DH89], considerando-se apenas as seguintes parcelas da função de energia: 
• critério de distribuição uniforme ele vértices, 
• critério de comprimento mínimo ele arestas e 
• critério de distância máxima entre vértices e arestas. 
O vetor de qualidade foi redefinido de modo que uma ele suas coordenadas representasse uma 
ponderação desses três critérios. Como resultado, a energia envolvendo a distância entre vértices 
e arestas melhorou significativamente a resolução angular. Veja na figura 4.10 um desenho do 
cubo obtido pelo time utilizando a nova. energia. 
Figura 4.10: Desenho de um cubo sem cruzamentos e com melhor resolução angular. 
4.2 Um Time Assíncrono para Desenhar Grafos Direcionados 
A mesma abordagem baseada em Times Assíncronos pode ser utilizada para desenhar grafos 
direcionados, como mostramos nesta seção. Obviamente, outros critérios estéticos e um padrão 
gráfico diferente devem ser levados em conta. 
4.2.1 Padrão Gráfico e Critérios Estéticos 
Para o desenho de grafos direcionados simbolizamos os vértices por retângulos contendo um 
número de identificação, e as arestas por linhas poligonais. Todas as arestas voltadas para baixo 
são desenhadas como linhas cheias, enquanto que as demais arestas são indicadas por linhas 
tracejadas. Um caso particular consiste elas an!stas horizontais, permitidas no time, que são 
desenhas como linhas cheias e com um seta informado a sua orientação. As arestas que não 
estão voltadas para baixo são chamadas neste capítulo ele arestas contrárias. 
De modo semelhante ao padrão frcqiiêntemente adotado na literatura, o desenho é gerado 
sobre uma grade, o que significa que as coordenadas elos vértices são valores inteiros. 
Quando uma aresta conecta vértices em níveis não consecutivos, ela é dividida em arestas 
menores e vértices falsos são inseridos no encontro da mesma com as linhas que defininem os 
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níveis intermediários, como foi descrito Ita seção '2.2.3. Este processo leva à construção de um 
novo grafo G' = (V', E'), a partir do grafo original G = (V, E), onde V' é o conjunto V acrescido 
dos vértices falsos, e E' é o conjunto E em que arestas longas foram substituídas por arestas 
menores resultantes da inseção de vértices falsos. 
Os critérios estéticos que desejamos satisfazer são os seguintes: 
1. minimizar o número de arestas contrárias (obter orientação uniforme), 
2. minimizar o número de cruzamentos entre arestas, 
3. minimizar o comprimento das arestas, 
4. minimizar o número de dobras das arestas e 
5. minimizar o número de vértices falsos. 
Os critérios estéticos principais para avaliar a qualidade dos desenhos são os de número 1 
e 2. Os critérios 3, 4 e 5 são secundários e elevem ser combinados em uma ponderação com os 
critérios principais, no intuito de impedir a produção de soluções anômalas. 
Impomos uma restrição ao time que consiste em evitar que dois vértices ocupem uma mesma 
posição sobre um nível. Quando isto ocorre, algnns vértices são movidos para uma nova posição 
à direita ou à esquerda, abrindo espaço para distribuir os vértices sobrepostos. 
4.2.2 Descrição do Time 
O time é formado por uma memória e doze agentes como mostra a figura 4.11. 
BC21 BCdown BCup FixV Collapse 
nnnnn 
In~~ ..... ~----~~---r~---.~----~.----r~ I . Memory 
DDDUD 
Destroyer 
! 
MoveE ReduceE DirE DirE-r Disturb 
Figura 4.11: Um Time Assíncrono para desenhar grafos direcionados. 
A função de cada agente é apresentada abaixo. 
1. InitRand é o agente iniciador. Este agente preenche a memória com soluções iniciais que 
são geradas de forma aleatória. 
2. BC2l implementa uma versão simplificada elo método do Baricentro descrito na seção 2.2.3 
para dois níveis. O agente BC2l lê uma. solução da memória e escolhe aleatoriamente 
dois níveis consecutivos que representamos aqui por l; e li+I· A ordem dos vértices do 
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nível l; é fixada, e o Baricentro é aplicado sobre o nível li+l· Em seguida, este processo é 
repetido fixando-se 1;+1 e aplicando o Baricentro para o vértices do nívell;. A nova solução 
produzida é escrita na memória. 
3. BCdown aplica o Baricentro sobre cada dois níveis consecutivos, partindo do nível mais 
alto até o mais baixo, mantendo sempr(' o nível superior fixo e aplicando o Baricentro para 
o nível inferior. Quando o agente atinge o nível mais baixo, a nova solução é escrita na 
memória. 
4. BCup é idêntico ao BCdown, exceto pelo fato ele trabalhar partindo do nível mais baixo 
até o mais alto, fixando o nível inferior c aplicando o baricentro no nível superior. 
5. FixV escolhe um vértice ao acaso e tenta movê-lo no mesmo nível para uma posição livre 
que reduza cruzamentos ou dobras das arestas. Se tal posição não existir, um outro vértice 
é escolhido. O agente conclui uma soluçào quando um vértice é movido ou quando todos 
os vértices foram testados. Se um vértice foi movido, o agente escreve a solução modificada 
na memória. 
6. Collapse "colapsa" dois níveis consecutivos, reduzindo assim o comprimento das arestas 
originais. Esta operação ocasiona uma contração elas arestas que possuem os seus extremos 
em cada um dos níveis a serem colapsados e pelo menos um destes extremos é um vértice 
falso. No caso de arestas em que a.m bos os extremos são vértices reais, elas serão colocadas 
na horizontal (com os seus vértices nun1 !llesmo nível). Se houver necessidade, este agente 
move vértices à direita ou à esquerda, de forma que 2 vértices não ocupem a mesma 
posição. A solução produzida é armazenada na memória. 
7. MoveE escolhe aleatoriamente um par de arestas que se cruzam (se existir algum) e move 
uma dessas arestas para uma nova posiç.:lo que elimine o cruzamento, de modo semelhante 
ao agente MoveE desenvolvido para grafos gerais. A aresta a ser movida é deslocada 
sobre o eixo formado pelos vértices extremos da outra aresta, sem modificar, contudo, a 
sua inclinação. O agente escreve a solução na memória, mesmo que novos cruzamentos 
tenham sido gerados. 
8. ReduceE escolhe aleatoriamente um par de arestas que se cruzam (se existir) e muda um 
de seus extremos para uma posição elimina o cruzamento. A solução gerada é escrita na 
memória. 
9. DirE lê uma solução e verifica se ela possui arestas contrárias. Caso afirmativo, escolhe 
uma dessas arestas e inverte a sua orientaçã.o através da seguinte regra: sejam lu e lv, 
respectivamente, os níveis dos vértices extremos u e v de uma aresta contrária; o vértice u 
é movido para o nível lv + 1 ou o vértice v é movido para o nível lu - 1, com escolha feita 
ao acaso. O agente escreve a soluçã.o resultante na memória. 
10. DirE-r é uma versão mais complexa do agente DirE. Ele escolhe uma aresta contrária 
(u,v) (se existir alguma), com 111 e lv os níveis dos vértices u e v, respectivamente, e move 
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todos os vértices do conjunto alcançável R,, de v para I lv - lu I + 1 níveis abaixo de sua 
posição. O vértice u não é movido, mesmo que ele pertença a Rv. O agente escreve a 
solução na memória. 
11. Disturb escolhe um vértice qua.lqucr c o move aleatoriamente para uma posição dentro 
da região retangular do desenho. A solução é escrita na memória. 
12. Destroyer elimina soluções da memória segundo a nova política de destruição discutida 
na seção 3.3. 
Todos os agentes adotam uma política ele seleção que determina a escolha de soluções em 
uma camada qualquer da memória. 
As soluções produzidas pelos agentes são compara.das umas com as outras através de vetores 
de qualidade de 4 coordenadas. As funções qj, para j = 1, 2, 5, 4, associadas às coordenadas de 
um vetor qualidade, são definidas como mostramos abaixo: 
fJ'2 =h, 
fJ3 =/\*(f, +h+ 1) +h, 
q4 = À * (h + h + 1) + !4 + fs, 
onde j;, i= 1, 2, ... , 5, são funções que determinam a qualidade de uma solução em cada um 
dos 5 critérios estéticos especificados na seção anterior, respectivamente; e À é uma constante 
estritamente maior que h(x) e j 4 (x) + .fs(:r) para toda solução x no conjuntoS de soluções 
factíveis para o problema. 
Os critérios estéticos 4 e 5 foram analisados em uma mesma coordenada do vetor de quali-
dade, pois são depedentes entre si. Na verdade, as curvas nas arestas (representadas pelo critério 
4) ocorrem quando alguns vértices falsos não produzem uma linha reta com os seus adjacentes 
nos níveis imediatamente acima e aba.ixo. 
Na próxima seção, apresentamos alguns desenhos gerados pelo Time Assíncrono. A maio-
ria dos grafos que utilizamos foram retirados ele uma lista de artigos sobre desenho de grafos 
direcionados. 
4.2.3 Resultados 
A figura 4.12 mostra alguns desenhos para pequenas modificações de um grafo encontrado em 
[SM91]. A figura 4.12(a) é o desenho original do grafo; as demais figuras são desenhos obtidos 
pelo time para um grafo modificado. A n111dança feita no grafo consistiu na inserção do vértice 
de número 8, que não aparece na figma original. 
Os desenhos iniciais produzidos pelo time possuem muitos cruzamentos e arestas contrárias. 
Na medida em que os agentes vão trabalhando, um conjunto de soluções melhores é obtido. 
Ao final do processo, o time encontra um amplo conjunto de soluções, que varia entre desenhos 
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com poucos cruzamentos e desenhos com pancas arestas contrárias, como ilustramos nas figuras 
4.12(b ), 4.12( c) and 4.12( d). 
A figura 4.12(b) tem 13 cruzamentos e 1 are:; ta voltada para cima (7 arestas contrárias, se 
considerarmos as que possuem orientaçã.o horinzontal). A figura 4.12( d) tem 4 cruzamentos e 
4 arestas voltadas para cima (4 arestas contrárias ao todo). O time encontra muitas soluções 
intermediárias como mostrado na figura LJ .1 :Z( c), com 8 cruzamentos e 3 arestas voltadas para 
cima (3 arestas contrárias). 
O critério estético de orientaçã.o uniforme é analisado pelo Time Assíncrono estabelecendo-se 
penalidades diferentes para as arestas contrárias. Mais especificamente, a penalidade de uma 
aresta horizontal é menor que a de lJma aresta voltada para cima. 
A Figura 4.13 mostra desenhos obtidos pelo time para o Forrester's World Dynamics Graph. 
Esse é um grafo popularmente usado em artigos sobre desenho de estruturas hierárquicos, como 
em [TDB88, GM89, For71]. A Figura ~L 13( a) tem 54 cruzamentos e 6 arestas voltadas para 
cima (8 arestas contrárias), a figura 4.1:3(b) tem 47 cruzamentos e 6 arestas voltadas para cima 
(11 arestas contrárias), a figura 4.13(c) tem :~4 cruzamentos e 7 arestas voltadas para cima 10 
arestas contrárias), e a figura 4.13( cl) tem 27 cruzamentos e 8 arestas voltadas para cima (13 
arestas contrárias). 
O último exemplo é um desenho de um gra.fo que expressa a árvore genealógica da família 
de sistemas Unix. Este grafo pode ser desenhado pelo Time Assíncrono sem cruzamentos e 
sem arestas contrárias como mostramos na figma 4.14. A abordagem original de Sugyiama não 
consegue um desenho planar deste grafo [STT8J ]. 
Aperfeiçoamentos do Time 
O time pode ser aperfeiçoado adicionando-se novos agentes para obter soluções melhores nos 
critérios estéticos. Um possível agente consiste em escolher duas arestas que se cruzam e trocar 
a ordem de seus vértices com relação aos níveis onde estão posicionados. Este processo é feito a 
partir do ponto em que ocorre o cruzamento, avançando para os níveis acima ou abaixo até que se 
alcance um vértice extremo à uma das arestas. Tal agente foi implementado e consegue resolver 
alguns cruzamento simples, como aqueles exibidos pelas arestas localizadas mais à direita nas 
figuras 4.13(a), 4.13(b) e 4.13(c). 
Outra melhoria no time também é conseguida modificando-se as funções que avaliam os 
critérios estéticos. Experimentamos, por exemplo, defmir pesos para as dobras das arestas de 
modo a penalizar dobras que ocorrem em pontos distantes ele vertices extremos. Com isso, 
arestas muito longas tendem a ficar mais retas no meio, facilitando a visualização do grafo. 
4.3 Características da Abordagem 
Comentamos, a seguir, alguns aspectos ele configuração dos Times Assíncronos para desenho de 
grafos. 
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(a) (b) 
(c) (d) 
Figura 4.12: Desenhos de um gra.fo que expressa a sintaxe da linguagem C. 
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Figura 4.13: Desenhos elo Forrester's Worlel Dynamics Graph. 
Figura 4.14: Desenho ela árvore g;encológica ela família ele sistemas Unix 
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Diferenciação de Soluções 
Um aspecto importante no desenvolvimento ele um Time Assíncrono para desenhar grafos é 
estabelecer o que diferencia uma solução das outras. Isto é necessário pois desejamos evitar que 
soluções idênticas sejam armazenadas na memória. 
A forma que escolhemos para diferenciar soluções foi compará-las pelos vetores de qualidade. 
Consideramos que duas soluções são diferentes se os seus vetores de qualidade são distintos em 
pelo menos uma coordenada. 
Em alguns casos comparamos também as soluções através da verificação das arestas que se 
cruzam; soluções que apresentam cruzamentos distintos são tomadas como diferentes, mesmo que 
possuam vetores de qualidade idênticos. Um caso em que essa diferenciação é útil ocorre quando 
o vetor de qualidade representa um único critério estético geral como, por exemplo, orientação 
uniforme ou mínimo número de cruzamentos. Estes critérios permitem muitas soluções boas de 
mesmo vetor de qualidade, que devem ser diferenciadas a fim de possibilitar a sua inclusão na 
memória. A verificação de cruzamentos é nma alternativa viável para diferenciar soluções. 
Sobre o Tamanho da Memória 
Comentamos no capítulo anterior que o tamanho das memórias deve ser proporcional ao tamanho 
do grafo a ser desenhado. Em particular, estabelecemos o tamanho das memórias como k * IGI, 
onde k é a dimensão dos vetores de qualidade associados às soluções, e IGI é tamanho do grafo. 
Essa relação foi escolhida empiricamente c mostrou-se suficiente para maioria dos grafos que 
desenhamos. Valores maiores para as memórias, em geral, aumentam o tempo de execução sem 
apresentar melhoria significativa da sinergi<t. elo time. 
Sobre os Agentes Incorporados aos Times Assíncronos 
Visando aumentar a interação entre os agentes, e conseqüentemente a sinergia do time, muitos 
algoritmos foram implementados em uma forma reduzida, executando um número limitado de 
iterações por vez. Verificamos, contudo, que o time ele algoritmos reduzidos nem sempre é 
capaz de produzir os mesmos desenhos que aqueles times que possuem algoritmos em sua versão 
completa. Por exemplo, o método Springs completo obtêm, em algumas execuções, o desenho 
de um toro mostrado na figura 4.15(a), ao passo que o Time Assíncrono formado pelos agentes 
Splmax e Splrand parece sempre cair no mínimo local de maior energia ilustrado na figura 
4.15(b ). A explicação para este fato é que a.s soluções produzidas por um agente são modificadas 
pelos demais, o que interfere no seu processo individual de busca por desenhos de qualidade. Em 
particular, o método Springs é bastante instável, pois pequenas mudanças na posição de alguns 
vértices direciona o sistema. para mínimos locais distintos. Deste modo, pode ser interessante 
incluir no time algoritmos completos ou executá-los em separado a fim de que obtenham desenhos 
sem a interferência dos outros algoritmos. 
Verificamos também que um Time Assíncrono formado por agentes simples demora para 
produzir bons desenhos nos critérios estéticos escolhidos. Em geral o conjunto de soluções evolui 
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(a) (b) 
Figura 4.1.5: Desenhos de um toro. 
muito lentamente por dois motivos: são necess;í.ria.s várias iterações dos agentes e um vetor de 
qualidade deve ser computado para cada nova solução obtida. Além disso, quando os agentes não 
implementam nenhuma estratégia de longo prazo para melhorar as soluções na memória, o time 
pode gerar resultados diferentes em outras execuções. Estas características foram observadas 
particularmente para o desenho de grafos direcionados com muitos vértices e arestas. 
Sobre os Critérios Estéticos 
Quando modelamos um critério estético através de uma função energética, uma pequena mu-
dança na posição de um vértice pode originar uma solução diferente. Caso isso ocorra, a nova 
solução é armazenada na memória, mesmo que seja numericamente parecida com as demais. 
Um problema que ocorre quando a memória fica cheia de soluções extremamente parecidas é 
a redução da diversidade. Este problema foi percebido durante o desenvolvimento do time para 
grafos gerais, sendo resolvido atráves da utilização de um filtro, como descrevemos na seção 
4.1.2. 
Deve ser observado, contudo, que o filtro pode dificultar a saída do time de um mínimo local, 
uma vez que descarta soluções com energia pior em relação a alguma outra solução na memória. 
O uso do filtro funcionou bem no caso ela energia do sistema Springs, entretanto, não deve 
ser considerado como uma altenativa geral para qualquer função energética. 
Camadas de Soluções e Políticas de Destruição 
Comparamos o uso de conjuntos não-dominados com a proposta baseada em níveis de dominância 
para organizar as soluções da memória em camadas. Como era previsto, a abordagem de níveis 
de dominância exigiu tempo menor para inserir ou remover uma solução. 
Quanto à capacidade de obtenção de bons desenhos, o desempenho das abordagens variou 
de acordo com a política de destruição utilizada. Testamos 3 políticas de destruição, cujos 
resultados podem ser vistos na tabela 4.1. Esta tabela mostra a capacidade do time de grafos 
gerais em obter desenhos planares do grafo de malha circular, ilustrado na figura 4.3. 
Observe que a proposta de níveis de domincíncia mostrou-se um pouco melhor que a aquela 
que utiliza conjuntos não-dominados, para as políticas de destruição baseadas em distribuição 
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Política de destruição % das execuções que ubtiveran1 desenhos planares 
Conjuntos não-dominados Níveis de dominância 
distribuição linear 26% 42% 
distribuição triangular '1% 6% 
nova política (distribuição 52% 32% 
linear combinada com o 
tamanho das camadas) 
Tabela 4.1: Teste das políticas de destruição envolvendo as abordagens para organizar soluções 
em camadas (uso de camadas de conjuntos não-dominados e de camadas de níveis de dominância. 
linear e em distribuição triangular. No entanto, o time que implementa conjuntos não-dominados 
e que adota a nova política de destruição obteve desenhos planares em uma porcentagem maior 
de execuções. 
Note também que a política ele destruição baseada em distribuição triangular de probabili-
dade não se mostrou muito eficaz. Verificamos que ela favoreceu a produção de soluções ele má 
qualidade nas últimas camadas ela. memória, consumindo espaço que poderia ser utilizado para 
armazenar soluções melhores. 
Tempo de Resposta 
Para obter as figuras elos grafos gerais apresentadas neste capítulo, cada instância do time levou 
entre 5 a 15 minutos, executando em um computador PC PENTIUM 200Mhz, com 32Mb ele 
memória RAM, sob sistema operacional Linux. Para o caso ele grafos direcionados, necessitamos 
cerca ele 120 minutos de processamento, sendo que, em algumas instâncias, esse tempo baixou 
para 40 minutos5 . 
Em muitas aplicações que desenham grafos exigindo interação com o usuário (como nas 
interfaces visuais), o tempo limite disponível para produzir um desenho é questão de segundos. 
Frente a essa característica, a abordagem baseada em Times Assíncronos apresenta um tempo 
de computação elevado e pode ser inadequada para algumas atividades. No entanto, o nosso 
objetivo é desenhar grafos encontrando um conjunto de boas soluções de compromisso que 
satisfaçam critérios estéticos NP-dijíceis e conflitantes, o que justifica uma maior tolerância 
quanto ao tempo ele processamento. Além disso, é possível implementar otimizações que agilizem 
a execução dos Times Assíncronos. Um tipo de otimização consiste em calcular o vetor de 
qualidade de uma nova solução aproveitando a.s informações disponíveis na solução original, lida 
da memória. A idéia é recomputar apenas a qualidade estética de parte do desenho que foi 
modificado. Outro modo ele reduzir o tempo de processamento seria explorando paralelismo 
através de um elos modelos de implementação descritos no capítulo 3. 
Vale dizer que implementamos os Times Assíncronos com a finalidade maior de demons-
trar a possibilidade de desenhar grafos através da combinação de heurísticas. Não houve, por 
5 A diferença de tempo de execução entre os times para grafos gerais e grafos direcionados deve-se à própria 
natureza do problema: no desenho de grafos direcionados, manipulamos adicionalmente vértices falsos e também 
atendemos a um número maior de critérios estéticos. 
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conseqüência, preocupação em desenvolver otimizações no código, o que significa que os agentes 
recalculam o número total de cruzamentos e verificam integralmente os demais critérios estéticas 
para cada nova solução gerada. 
Quanto ao modelo de implementação utilizado para codificar os times, optamos pelo enfo-
que de Programas Independentes. A escolha deste modelo foi determinada pela facilidade em 
configurar e experimentar diversas estrutmas de times, sem a necessidade de efetuar mudanças 
no código. 
Embora o modelo de Programas Independentes permita explorar paralelismo e distribuição, 
os times foram executados em uma única, rnáquina convencional, com os processos "agentes" e 
"memória" concorrentes. 
Capítulo 5 
Conclusão 
Avaliação da Abordagem 
A abordagem baseada em Times Assíncronos atinge sinergia, fazendo com que os agentes coo-
perem para obter desenhos melhores que se fossem executados sozinhos. Dependendo do grafo, 
os times produzem não apenas uma única solução, mas muitas soluções de compromisso que 
satisfazem os critérios estéticos em proporções diferentes. 
A abordagem mostrou-se flexível, uma vez que os vetores de qualidade podem ser modificados 
com facilidade para refletir novos critérios estéticos, e a idéia pode ser aplicada para desenhar 
diversas classes de grafos. 
Quando confrontado com abordagens tradicionais para Desenho de Grafos, o uso de Times 
Assíncronos destaca-se pelas seguintes razões: possibilita combinar as características estéticas 
inerentes a várias estratégias de desenho; pode ser estendido pela inclusão de novos agentes; é 
flexível; produz um espectro de boas soluções; e permite explorar paralelismo e distribuição dos 
agentes. 
Em contra-partida, a abordagem exige maior recurso computacional envolvendo gastos com 
memória e tempo de processamento. A exigência de memória é devida ao fato dos times ma-
nipularem simultaneamente muitas soluções. O tempo elevado deve-se à execução contínua 
dos diversos agentes e ao "overhea.d" cansado pela necessidade de se computar os vetores de 
qualidade. 
Uma das dificuldades encontradas na aplicaçào da abordagem foi o desenvolvimento de agen-
tes eficientes de consenso, isto é, agentes que combinem duas ou mais soluções da memória. 
Não foi possível projetar agentes de consenso que fossem capazes de reconhecer parte de duas 
soluções que são de boa qualidade c, depois, combiná-las em uma nova solução. Sentimos muita 
dificuldade em determinar o que é bom dentro de uma solução, e também, em tratar problemas 
de escalamento e de rotação elas soluções. A título de experimento, foi projetado um agente 
que combina ao acaso parte de duas soluções, no entanto, a inclusão deste agente no time não 
aumentou significativamente a sua sinergia. 
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Contribuições da Dissertação 
A principal contribuição deste trabalho c:onsiste !la abordagem que descreve como heurísticas 
em Desenho de Grafos podem ser combinadas de llloclo a obterem sinergia. 
Outra contribuição importante é a proposta ele agrupar soluções utilizando níveis de do-
minância, a qual possibilita obter um espectro ele soluções equivalentes, com tempo linear no 
tamanho da memória para inserir ou remover uma solução na estrutura ele camadas. 
Finalmente, o trabalho apresenta um nova política de destruição de soluções que combina 
distribuição linear de probabilidade com tamanho elas camadas, favorecendo a produção de um 
conjunto maior de soluções de compromisso. 
Sugestões para Trabalhos Futuros 
Existe um vasto número de aspectos ainda não estudados quanto a combinação de heurísticas 
de desenho por meio de Times Assíncronos. Em especial, outras configurações de times podem 
ser experimentadas, utilizando-se novos algoritmos ou um fluxo cíclico de dados diferente. Por 
exemplo, pode-se fazer uso da técnica ele dividir e conquistar para construir um desenho de um 
grafo partindo de desenhos de seus subgraJos. Já existem alguns estudos nesse sentido [GM89], 
os quais podem servir como base para o desenvolvimento de novos agentes e para a especificação 
de uma estrutura de memórias de soluções parciais. 
Uma outra proposta consiste em escolher uma nova representação para as soluções que não 
esteja associada às coordenadas dos vértices no plano. O objetivo é abstrair as características 
estéticas de maior interesse, permitindo pro c! uzir desenhos sem se deter em problemas de esca-
lamento ou de rotação das figuras. 
Além disso, uma investigação sobre a nova política de destruição apresentada e sobre o 
conceito de níveis de dominância eleve ser feita a fim de comprovar sua eficiência em obter 
bons desenhos para outros grafos e critérios estéticos. A nova política e o conceito de nível 
de dominância também podem ser testados em outras aplicações de Times Assíncronos, não 
obrigatoriamente em Desenho de Grafos. 
Finalmente, seria de grande interesse explorar diversas formas de paralelismo dos times, 
pois implementamos apenas o modelo ele programas independentes baseado em uma abordagem 
cliente-servidor. O modelo multi-threads ó um forte candidato a investigação, uma vez que 
máquinas paralelas são cada vez mais comuns. Naturalmente, o modelo híbrido oferece vantagens 
ainda maiores. 
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