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Abstract
The inverse eigenvalue problem for Toeplitz matrices (ITEP), concerning the reconstruction of a symmetric Toeplitz
matrix from prescribed spectral data, is considered. To numerically construct such a matrix the approach introduced by
Chu in (SIAM Rev. 40(1) (1998) 1{39) is followed. He proposed to solve the ITEP by using an isospectral ow whose
equilibria are symmetric Toeplitz matrices. In this paper we study the previous isospectral ow for reversed times and
we obtain some formal properties of the solution. The case n = 3 for ITEP is analytically investigated by following an
approach dierent from the one in (Chu, SIAM Rev. 40(1) (1998) 1{39). We prove that the ow globally converges to a
regular Toeplitz matrix starting from a tridiagonal symmetric and centro-symmetric matrix. Numerical experiments conrm
the above results and suggest their extension in higher dimension. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
One of the inverse eigenvalue problems is the structured inverse eigenvalue problem that con-
cerns the reconstruction of a matrix with a specied structure from prescribed spectral data. Inverse
eigenvalue problems arise in dierent applications such as geophysics, particle physics, circuit and
control theory.
We restrict our attention to the inverse eigenvalue problem for Toeplitz matrices (ITEP), when a
real symmetric Toeplitz matrix has to be constructed from a given set of eigenvalues.
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Landau in [5] gives a non constructive existence theorem of a symmetric Toeplitz matrix when
arbitrary real and distinct eigenvalues are assigned. Moreover he conjectures that in the subset of
regular Toeplitz matrices, ITEP solution is unique.
The computational question of numerically constructing such a matrix has been accomplished by
Laurie by linear-algebraic means in [6] and recently by Chu in [2]. Chu proposed to solve the
ITEP by using an isospectral ow whose equilibria are symmetric Toeplitz matrices. For this aim he
introduced a skew-symmetric operator k(X ) that is an annihilator of the subspace of all symmetric
Toeplitz matrices.
By following this approach, new formal properties of the isospectral ow are given and, for the
case n = 3, global convergence to a regular Toeplitz matrix is proved when the starting matrix is
tridiagonal symmetric and centro-symmetric. This paper is organized as follows.
In Section 2, some preliminary denitions and results are given. In particular, in the case n= 3,
we furnish a characterization of Toeplitz regular matrices.
In Section 3, we prove some formal properties of the isospectral ow and we furnish a strategy
to construct linear annihilators of Toeplitz matrices.
In Section 4, for the case n= 3, we investigate how the analytic solution of the isospectral ow
behaves in the subspace of centro-symmetric matrices, by following an approach dierent from the
one in [2]. We prove that, if X0 is a tridiagonal symmetric and centro-symmetric matrix, that is
distinct eigenvalues are considered, the global convergence of the isospectral ow dened by means
of Chu’s annihilator to a regular Toeplitz matrix holds.
In Section 5, we report some numerical experiments obtained by means of Cayley method (see
[3]) that is an isospectral ODE matrix solver. When the starting matrix is tridiagonal symmetric
and centro-symmetric, isospectral methods seem to furnish globally convergent schemes to a reg-
ular Toeplitz matrix. In this case, the centro-symmetry of the theoretical ow is preserved by the
numerical solution throughout the evolution.
2. Preliminary denitions and results
Let us consider the n-dimensional anti-identity matrix
J =
0
BBBB@
0    0 1
... 1 0
0
...
1 0    0
1
CCCCA :
For every n-dimensional vector u, we have
Ju = urev:
Denition 1. A vector u is even if u=urev. A vector u is odd if u=−urev. A matrix M is persymmetric
if JMJ =M T: A matrix M is centro-symmetric if JMJ =M: A Toeplitz symmetric matrix is dened
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as
T =
0
BBBBBBB@
c1 c2    cn−1 cn
c2 c1 c2
. . . cn−1
...
. . . . . . . . .
...
cn−1
. . . c2 c1 c2
cn cn−1    c2 c1
1
CCCCCCCA
:
Properties.
 The set of symmetric Toeplitz matrices is a subset of symmetric and centro-symmetric matrices.
 The eigenvector corresponding to a simple eigenvalue of a symmetric Toeplitz matrix is even or
odd.
 If  is an eigenvalue with multiplicity k of a symmetric Toeplitz matrix then there are k orthogonal
eigenvectors corresponding to  that alternate being even and odd.
Denition 2. Let T be a n-dimensional real symmetric Toeplitz matrix and for all k = 1; : : : ; n Tk
be the k-dimensional principal submatrix. Let the eigenvalues of Tk be ordered from the smallest to
the largest one. T is regular if for all k; Tk has distinct eigenvalues, the corresponding eigenvectors
alternate in parity and that one corresponding to the largest eigenvalue is even.
Theorem 1 (Landau [5]). If
1<2<   <n
are n real distinct values; then they are eigenvalues of a regularToeplitz matrix.
Proof. See [5].
Actually there is no globally convergent algorithm to calculate such a matrix. Moreover, Landau
conjectures its uniqueness.
We give the following characterization of regularity for three-dimensional symmetric matrix
Theorem 2. Let us consider the three-dimensional symmetric matrix
T =
0
@ c1 c2 c3c2 c1 c2
c3 c2 c1
1
A :
T is regular if and only if jc3j<c2.
Proof. The eigenvalues of T are given by
1 = c1 + 12c3 +
1
2
q
c23 + 8c22;
2 =−c3 + c1;
3 = c1 + 12c3 − 12
q
c23 + 8c22;
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and the corresponding eigenvectors are:
u1 =

1;
−c1 + 1 − c3)
c2
; 1

;
u2 = [− 1; 0; 1];
u3 =

1;
−c1 + 3 − c3)
c2
; 1

;
then
1>2>3 if and only if jc3j<c2:
Moreover, the eigenvectors of the two-dimensional principal submatrix alternate in parity if and only
if c2> 0.
3. Isospectral ows
To solve the ITEP, Chu in [2] proposed to consider an isospectral ow having as equilibria sym-
metric Toeplitz matrices. Isospectral ows arose in the study of ODEs with conservative properties.
For example see [1,7,3]. We recall the following
Denition 3. An autonomous dierential matrix problem
_X = F(X )X − XF(X ) = [F(X ); X ];
X (0) = X0 = X T0 ;
(1)
where F is a locally Lipschitz operator carrying symmetric matrices into skew-symmetric matrices,
is said to be isospectral.
Let X (t) be the solution of (1). We associate to (1) the non autonomous dierential problem
known as Flaschka formulation:
_U = F(X (t))U;
U (0) = I:
(2)
It is well known that U (t) is a unitary matrix and that X (t) veries
X (t) = U (t)X0U T(t): (3)
Hence the solution of (1) exists for all t, is symmetric and similar by a unitary transformation to
the initial matrix X0. Consequently, all eigenvalues of X (t) and all their functions, as the trace, the
Euclidean and Frobenius norm of X (t), are preserved.
3.1. Formal properties
We begin to study, the relation between some formal properties of the operator F(X ) and some
formal properties common to both the ow X (t) and the Flaschka solution U (t).
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In the following propositions let X (t) be the solution of the isospectral ow (1).
Proposition 1. Let H be a unitary matrix. If
HF(X )H T = F(HXH T);
then HX (t)H T is also solution of (1).
Proof. Let Y (t) = HX (t)H T. By dierentiating,
_Y =H _XH T = H (F(X )X − XF(X ))H T
=HF(X )(H TH)XH T − HX (H TH)F(X )H T
=F(HXH T)Y − YF(HXH T)
=F(Y )Y − YF(Y ):
Corollary 2. If the previous assumptions hold and if X0 = HX0H T; then for all t
X (t) = HX (t)H T:
Proof. The assertion follows from Proposition 1 and from the uniqueness of solution of (1).
Let us consider the solution Z(t) of the isospectral problem
_Z =−[F(Z); Z] = [Z; F(Z)];
Z(0) = X0:
(4)
It is easy to show that Z(t) = X (−t). Note that Chu in [2] considers this isospectral problem.
Therefore, his results concern the time reversed solutions of the problem (1).
Proposition 3. Let H be a unitary matrix. If
HF(X )H T =−F(HXH T);
then HX (t)H T is solution of (4).
Proof. Let us assume Y (t)=HX (t)H T. As in the previous proposition, by dierentiating, we obtain
_Y =H _XH T = H (F(X )X − XF(X ))H T
=HF(X )(H TH)XH T − HX (H TH)F(X )H T
=−F(HXH T)Y + YF(HXH T)
=−F(Y )Y + YF(Y ) =−[F(Y ); Y ] = [Y; F(Y )]:
Corollary 4. If the previous assumptions hold and if X0 = HX0H T; then for all t
X (−t) = HX (t)H T:
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Proof. The assertion follows from Proposition 3 and by the uniqueness of solution of (4).
Proposition 5. Let us consider the Flaschka dierential equation (2). In the same assumptions of
Corollary 2; for all t we have
U (t) = HU (t)H T:
Proof. Let V (t) = HU (t)H T. By dierentiating, we obtain
_V = H _UH T = H (F(X )U )H T = H (F(X )H THU )H T = F(HXH T)HUH T = F(X )V:
The assertion follows by the uniqueness of the solution of (2), since V (0) = I = U (0).
Proposition 6. In the same assumptions of Corollary 4; for all t we have
U (−t) = HU (t)H T:
Proof. Let _W = −F(Z)W; W (0) = I , the Flaschka equation associated to isospectral problem (4).
We recall that Z(t) = X (−t) and it is easy to show that W (t) = U (−t), where U (t) is solution of
(2).
Let V (t) = HU (t)H T. By dierentiating, we obtain
_V =H _UH T = H (F(X (t))U )H T = H (F(X (t))H THU )H T
=−F(HX (t)H T)HUH T =−F(X (−t))V =−F(Z)V:
The assertion follows by the uniqueness of the solution, since V (0) = I =W (0).
Note that, if the initial matrix X0 is diagonal, the results of Propositions 5 and 6 are referred to
the eigenvectors matrix U (t) of X (t).
3.2. Annihilator
Following Chu’s approach, we dene an annihilator as a real skew-symmetric linear operator
k(X ) that is zero if and only if X is a real symmetric Toeplitz matrix. The following proposition
holds (see also [2]):
Proposition 7. If the matrix X is symmetric and has distinct eigenvalues; then
[k(X ); X ]  0 if and only if X is Toeplitz
Proof. Suppose that the Lie bracket operator [; ]  0, that is k(X ) commutes with X . Since X has
distinct eigenvalues, k(X ) is a polynomial in X (cf. [4] p. 275). Therefore, due to the symmetry of
X , k(X ) is symmetric. But, since k(X ) is also skew-symmetric, then k(X ) is zero.
Therefore, if F(X ) is an annihilator and if X0 has distinct eigenvalues, Toeplitz matrices are the
only critical points of (1). In this case, if the ow X (t) for t ! 1 converges, then its limit is a
Toeplitz matrix.
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In order to study the convergence of X (t), rst of all we consider a strategy to construct a linear
annihilator of Toeplitz matrices.
 Let u be a vector of n(n− 1)=2 components given by all the dierences of consecutive elements
on each diagonal of X ;
 given an arbitrary non singular matrix M , we consider v=Mu;
 the elements of v are posed in arbitrary arrangement in the upper part of the skew-symmetric
matrix F(X ).
For example Chu’s annihilator k(X ) is dened as
ki; j =
8<
:
xi+1; j − xi; j−1 se 16i< j6n;
0 se 16i = j6n;
xi−1; j − xi; j+1 se 16j< i6n:
(5)
Let  be the diagonal matrix of dimension n with elements i = (−1)n−i and J the anti-identity
matrix. It is easy to show that the following properties are veried:
Jk(X )J = k(JXJ );
k(X )=−k(X): (6)
Proposition 8. Let us consider the problem (1) with F(X ) = k(X ). If X0 is a centro-symmetric
matrix; then X (t)= JX (t)J and U (t)= JU (t)J; for all t. If X0 =X0; for example X0 is diagonal
or it has zeros on odd diagonals; then X (−t) = X (t) and U (−t) = U (t); for all t.
Proof. The assertions follow by relations (6) and by using the results of Corollaries 2 and 4.
4. Critical points in the subspace of centro-symmetric matrices
In Proposition 8, for Chu’s annihilator (5), we have proved that if X0 is a centro-symmetric matrix,
then the solution X (t) remains centro-symmetric. If some eigenvalues of such X0 are coincident,
centro-symmetric non Toeplitz matrices can exist such that [F(X ); X ]  0. For n = 3 the study of
these critical points has been developed by Chu in [2] for the problem (4). In the following section
we obtain analogous results for the problem (1) by considering a dierent approach and we prove
the global convergence of the ow to a regular Toeplitz matrix if the starting matrix is tridiagonal.
4.1. Case n= 3
Let X0 be a symmetric and centro-symmetric matrix:
X0 =
0
@ x0 p0 w0p0 y0 p0
w0 p0 x0
1
A ;
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then, for all t,
X (t) =
0
@ x(t) p(t) w(t)p(t) y(t) p(t)
w(t) p(t) x(t)
1
A :
The dierential system (1) with (5) reduces to
_x =−2p(x − y);
_y = 4p(x − y);
_p= (x − y)2 + w(x − y);
_w =−2p(x − y):
(7)
Let u(t)= x(t)−y(t), for all t>0. We observe that _w= _u=3, then w= u=3+ c, where c=w0− u0=3.
The system (7) becomes
_p= 43u
2 + cu;
_u=−6pu: (8)
It is easy to show that an invariant set for (8) is given by
f(p; u) 2 R2 j(p; u) = 0g
with
(p; u) = 9p2 + 2u2 + 3cu− 9p20 − 2u20 − 3cu0:
For dierent values of the initial data,  describes ellipses with centre at (0;− 34c) and major axis
parallel to the u-axis in the phase portrait (p; u). Their intersections with p-axis are given by
p1;2 =
q
p20 +
2
9u
2
0 +
c
3u0:
The critical points (p; u) of this system are
p 2 R; u = 0; (9)
p = 0; u =−3
4
c: (10)
The rst equilibria (9) correspond to Toeplitz matrices as equilibria of (1). For xed c 6= 0,
the equilibrium (10) corresponds to the only centro-symmetric non Toeplitz matrix with coincident
eigenvalues, as equilibrium of (1).
We distinguish two cases: w0 6= 0 and w0 = 0.
w0 6= 0. For w0 6= u0=3 (c 6= 0), if p0; u0 are such that p1 and p2 have imaginary values, there is a
neighbourhood of (10) containing closed paths. Hence, periodic solutions arise and (10) is a center
for (8) (see [8]). In Fig. 1, periodic orbits are drawn by dashed line for c=10. If w0 =u0=3 (c=0),
ellipses are centered at origin, then no periodic orbits arise and Toeplitz matrices are the only critical
points, as shown in Fig. 2.
w0 = 0. In this case, X0 is a tridiagonal matrix.
For each xed u0 there are only critical points corresponding to Toeplitz matrices and it is easy
to see that no periodic orbits arise. In fact, in this case, for xed values of (p0; u0), the ellipse
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Fig. 1. −c = 10; w0 6= 0; Path solutions, (+) equilibria.
Fig. 2. −c = 0; w0 6= 0; Path solutions, (+) equilibria.
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Fig. 3. −w0 = 0; u0 = 1 | Path solutions, (0)− (p0; u0).
has centre in (0; u0=4) and the intersections p1 and p2 with u= 0 always exist. Fig. 3 reports path
solutions for u0 = 1 starting both with p0>0 and p0< 0.
By considering the behaviour of u in a neighbourhood of (9), it is easy to show that these
equilibria are attractive for p>0 and repulsive for p<0. Therefore, Toeplitz attractive equilibria
correspond to u= 0 and p = p1>0.
We state the following theorem concerning regularity of Toeplitz attractive equilibria.
Theorem 3. Let us consider p0; u0 and w0 such that p20 + u
2
0=9+w0u0=3>0. The Toeplitz matrices
corresponding to equilibria (9) are regular if and only if
p =
s
p20 +
u20
9
+
w0u0
3
>
w0 − u03
 : (11)
Proof. It is enough to apply the result of Theorem 2.
Under the hypothesis of the Theorem 3, if w0 6= 0 and w0 6= u0=3, the ow converges to a Toeplitz
matrix, but it is possible to choose values for (p0; u0) such that it is not regular.
Otherwise, if w0=u0=3 or w0=0, the inequality (11) is veried for all (p0; u0), then the isospectral
ow globally converges to a regular Toeplitz limit matrix.
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In conclusion, for n= 3 we have observed that:
 If X0 is a tridiagonal symmetric and centro-symmetric matrix, that is distinct eigenvalues are con-
sidered, the convergence of the isospectral ow dened by means of (5) to a regular Toeplitz
matrix has been proved using straightforward analysis arguments in two dimensions. Conse-
quently, to solve ITEP, a suitable algorithm solving the inverse eigenvalue problem for tridiagonal
centro-symmetric matrices is needed (see for example [6]).
 If w0 6= 0 the global convergence is not possible because periodic orbits exist.
These results suggest that similar arguments could be used to prove in higher dimension the
globally convergence of ITEP to a regular matrix, starting from a tridiagonal symmetric and centro-
symmetric matrix X0.
5. Numerical experiments
The Matlab routine used to check the regularity of a matrix is reported in the appendix. We order
the eigenvalues from the largest to the smallest and consequently the corresponding eigenvectors.
We construct n vectors rk of length n − k for k = 0; : : : ; n − 1. Each rk corresponds to the kth
principal submatrix Tk , and the element rik corresponds to the ith eigenvector ui of Tk , i = 1; : : : ; k.
The algorithm is such that rik = 0, if ui is even and r
i
k = 1, if ui is odd. For example, for a regular
matrix of dimension n= 5 the vectors rk are given by
r0 = [0 1 0 1 0];
r1 = [0 1 0 1];
r2 = [0 1 0];
r3 = [0 1];
r4 = [0]:
(12)
We perform numerical experiments solving the isospectral ow (1) by means of Cayley method
in Matlab environment on a Workstation Digital Alpha 500 Mhz.
For the three-dimensional case, as in [2], our numerical experiments show that theoretically de-
tected periodic solutions are repulsive, that is the ow, due to the numerical round-o errors, departs
from the invariant orbit and tends to a Toeplitz matrix.
In the following tests, we show that non regular Toeplitz matrices with p>0, that are attractive
in the subspace of centro-symmetric matrices, become repulsive in the wider space of symmetric
isospectral matrices. In fact, the ow X (t) departs from centro-symmetric matrices and then it returns
into this subspace asymptotically converging to a regular Toeplitz matrix.
Moreover, we observe that numerical isospectral methods seem to furnish globally convergent
schemes to regular Toeplitz matrices and to preserve the centro-symmetry of the theoretical ow
throughout the evolution, when we start from a tridiagonal symmetric and centro-symmetric matrix.
Fourth-order Cayley method with restart at each step h = 0:01 has been employed. We assume
that the ow equilibrium has been attained when kXk+1 − Xkk<10−7, where Xk is the numerical
approximation of X (tk) and k  k is the Frobenius norm.
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Fig. 4.
Fig. 5.
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Fig. 6.
Fig. 7.
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Fig. 8. Example 2 | kX (t)− JX (t)Jk.
Example 1.
_X = [k(X ); X ];
X (0) = X0;
(13)
where
X0 =
0
@ 2 1 51 1 1
5 1 2
1
A
and k(X ) is the Chu’s annihilator in (5). For this choice of X0 the relation (11) is not veried and
the ow should converge to a non regular Toeplitz matrix. The numerical solution behaves dierently
from the theoretical one and the graph of p(t) against u(t) is given in Fig. 4 for t 2 [0; 10]. The
ow tends to the following regular Toeplitz matrix
X  =
0
@ 1:7000 3:6308 0:98323:6308 1:7000 3:6308
0:9832 3:6308 1:7000
1
A :
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Table 1
Example 2: T (r)n
n= 4 n= 7 n= 10 n= 13 n= 16 n= 19 n= 22 n= 25 n= 28
1.5000 2.2857 3.0000 3.7692 4.5000 5.2632 6.0000 6.7600 7.5000
1.7991 2.1808 3.1782 3.8870 4.8248 5.5997 6.5114 7.3142 8.2113
−0.4169 −0.1765 −0.7837 −0.6303 −1.1895 −1.0540 −1.5976 −1.4708 −2.0066
1.2009 0.7060 0.9940 1.1310 1.3503 1.5575 1.7507 1.9849 2.1642
0.2743 −0.1781 0.1012 −0.2410 0.0081 −0.3126 −0.0753 −0.3869
0.3362 0.5785 0.5801 0.6919 0.7823 0.8656 0.9840 1.0533
0.7593 −0.1388 0.1615 −0.1718 0.0721 −0.2173 0.0087 −0.2651
0.4745 0.3655 0.4269 0.4691 0.4961 0.5721 0.5847
−0.1510 0.2601 −0.1229 0.1384 −0.1523 0.0806 −0.1854
0.7748 0.2817 0.3454 0.3635 0.3735 0.4372 0.4289
0.4343 −0.0900 0.2003 −0.0989 0.1439 −0.1146
0.1336 0.3152 0.2907 0.2997 0.3480 0.3329
1.2885 −0.0860 0.2526 −0.0846 0.1685 −0.0965
0.3464 0.2393 0.2530 0.2852 0.2635
−0.1247 0.3552 −0.0735 0.2032 −0.0805
0.6991 0.1959 0.2371 0.2500 0.2293
0.5836 −0.0664 0.2478 −0.0656
0.0239 0.2451 0.2176 0.2062
1.8123 −0.0698 0.3105 −0.0601
0.2994 0.1879 0.1927
−0.1142 0.4376 −0.0566
0.6686 0.1480 0.1931
0.7303 −0.0555
−0.0678 0.2126
2.3352 −0.0618
0.2752
−0.1085
0.6521
Fig. 5 reports the Frobenius norm kX (t) − JX (t)Jk that gives a measure of the centro-symmetry
of the solution. We have observed that this norm departs from zero only when the solution is very
close to the nonregular Toeplitz matrix.
Let
X0 =
0
@   0  
0  
1
A ;
where =4−p11; =−3+2p11; =
q
7
p
11− 11, the tridiagonal matrix with the same eigenvalues
of the previous starting matrix. The isospectral ow (13) converges to the same regular Toeplitz
matrix as is shown in Fig. 6 and it retains the centro-symmetry as shown in Fig. 7.
In the following examples we show how the previous solution behaviours seem to hold also in
higher dimension.
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Fig. 9. Example 3 | kX (t)− JX (t)Jk.
Example 2. Consider the problem (13) with initial condition given by a n  n tridiagonal centro-
symmetric matrix X0 having the following vectors a and b as main diagonal and sub-diagonal,
respectively: for n even
a=

n
2
; : : : ; 2; 1; 1; 2; : : : ;
n
2

; b=

1; 2; : : : ;
n
2
− 1; n
2
+ 1;
n
2
− 1; : : : ; 2; 1

;
for n odd
a=

n− 1
2
; : : : ; 2; 1;
n+ 1
2
; 1; 2; : : : ;
n− 1
2

; b=

1; 2; : : : ;
n− 1
2
− 1; n− 1
2
− 1; : : : ; 2; 1

:
Cases n= 4; 7; 10; 13; 16; 19; 22; 25; 28 are considered.
For each n, the ow converges to a regular Toeplitz matrix T (r)n , retaining the centro-symmetry as
shown in Fig. 8. The rst row (or column) of each Toeplitz limit matrix is given in Table 1.
Example 3. Consider the problem (13) with initial condition given by a symmetric perturbation of
a non regular Toeplitz matrix T (nr)n . For each n, we set T
(nr)
n =T
(r)
n , where  is the diagonal matrix
introduced in Section 3.2 and T (r)n is given in Table 1. Note that, of course, T
(nr)
n and T
(r)
n have the
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Table 2
Example 4: Eigenvalues
n= 4 n= 7 n= 10 n= 13 n= 16 n= 19 n= 22 n= 25 n= 28
2.2361 3.6396 5.3492 6.6127 8.3779 9.6011 11.3917 12.5943 14.3999
1.5858 4.1451 4.7511 7.0414 9.0858 9.9937 12.0247 12.9644 14.9879
4.4142 2.5240 6.2201 5.7015 7.8131 8.7797 10.8513 11.8267 13.8784
−2.2361 1.7000 7.0216 5.1114 9.7799 8.2733 12.6637 11.3661 15.5911
−0.6691 3.4999 8.3464 6.8613 11.0640 10.0317 13.9214 13.1360
−2.6197 2.3255 9.1371 5.9199 11.7007 9.1968 14.4842 12.3661
7.2802 0.1165 3.5768 11.0367 7.0047 13.6650 10.2377 16.4671
9.6248 2.5839 4.4794 6.2321 8.0268 9.5703 11.3414
−1.9215 0.2917 12.2447 4.4969 14.6548 8.0871 17.3504
−6.9872 −1.2312 3.1274 3.4429 6.9029 7.2213 10.3404
13.8871 1.1251 13.5211 5.3905 15.9414 18.5786
−4.7484 −0.7584 14.4733 16.1914 16.7134 9.0604
−7.3103 15.1971 1.1798 3.9518 5.3819 7.8275
−3.6378 −0.2252 17.6731 4.2958 19.7722
−6.4218 −3.2133 2.0370 18.8969 6.2756
−12.2306 −5.1233 0.2114 2.0479 4.7853
20.5450 −2.2442 19.9547 21.5101
−9.4156 20.8912 0.6989 2.9191
−12.3309 −4.6090 −2.0671 23.2069
−7.9586 −3.7545 1.1240
−11.2776 −7.2703 −1.1348
−17.6666 −9.4513 −3.3186
27.2219 26.6484
−14.3608 −6.1225
−17.5224 −8.8623
−12.5870
−16.3330
−23.2087
Table 3
Example 4: Equilibrium times
n= 4 n= 7 n= 10 n= 13 n= 16 n= 19 n= 22 n= 25 n= 28
t2 3.4 5.2 7.2 9.7 12.1 15.3 18.4 21.8 26.0
t3 12.6 12.7 30.6 35.2 39.3 57.5 60.3 80.3 79.7
t4 10.0 19.0 23.3 30.1 42.6 66.1 74.9 82.4 93.8
same eigenvalues. Hence, X0 = T (nr)n + Rn, where  = 10
−4 and Rn is any random n n symmetric
matrix uniformly distributed in [0; 1]; generated by the rand Matlab routine.
The numerical solution of the problem (13) departs from T (nr)n and tends to the symmetric regular
Toeplitz symmetric regular matrix T (r)n . Therefore, for each n, the non regular matrix T
(nr)
n seems to
be a repulsive equilibrium.
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Fig. 9 reports the Frobenius norm kX (t)−JX (t)Jk against the time t. Note that, as in the Example
1, the lost of centro-symmetry seems to be related to the instability of non regular Toeplitz matrices
as equilibria of (13).
Example 4. For each n, consider the problem (13) starting from the n n diagonal matrix X0 with
same eigenvalues of the tridiagonal matrix introduced in Example 2. Entries of X0 are reported in
Table 2. For each n, the numerical ow tends again to the regular Toeplitz matrix T (r)n .
In this case and in previous one, we have observed that ows need longer time to satisfy the
equilibrium criterium (kXk+1 − Xkk< 10−7) than in Example 2. In Table 3 equilibrium times t2 , t3
and t4 , referred to Examples 2{4, respectively, are compared.
6. Conclusions
Some formal properties of the isospectral ow (1) have been proved as tool to study the ITEP. In
the case n=3, we give a characterization of regular Toeplitz matrix and we investigate the analytic
behaviour of the solution of (1) in the subspace of centro-symmetic matrices.
If X0 is a tridiagonal symmetric and centro-symmetric matrix, that is distinct eigenvalues are
considered, the global convergence of the isospectral ow dened by means of (5) to a regular
Toeplitz matrix has been proved. In this way, we have shown how the solution of ITEP by means
of isospectral ows is strictly related to the regularity property of real symmetric Toeplitz matrices.
Numerical results show that for n = 3 non regular Toeplitz matrices, that are attractive in the
subspace of centro-symmetric matrices, become repulsive in the wider space of symmetric isospectral
matrices. Moreover, starting from a tridiagonal symmetric and centro-symmetric matrix, throughout
the evolution the numerical solution of (1) preserves the centro-symmetry of the theoretical ow.
These numerical results hold also in higher dimension. For this reason a further research is needed
to extend the theoretical results attained for n= 3.
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Appendix : a Matlab routine for regularity
function[Xnreg;Xreg; r] = regular(X )
n= size(X; 1);
r = zeros(n);
for k = n : −1 : 2;
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Xk = X (1 : k; 1 : k);
[v; d] = eig(Xk);
[y; i] = sort(diag(d));
w = v(:; i); eigenvectors arrangement
dd= diag(y); eigenvalues arrangement
Blocks regularity
for j = k : −1 : 1;
s(j) = w(1; j) + w(k; j);
if abs(s(j))<= 10−5; r(j; k) = 1; else; r(j; k) = 0; end
end
if r(k; k) = =1;
disp(‘nonregular matrix’),
Xnreg = X ; Xreg = [ ];
return
else
for j = k : −1 : 2;
d(j) = r(j; k)− r(j − 1; k);
if d(j) = =0;
disp(‘nonregular matrix’),
Xnreg = X ; Xreg = [ ];
return
end
end
end
end
disp(‘regular matrix’)
Xreg = X ; Xnreg = [ ];
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