Abstract: New iterative codes for identifying H-tensor are obtained. As an application, some sufficient conditions of the positive definiteness for an even-order real symmetric tensor, i.e., an even-degree homogeneous polynomial form are given. Advantages of results obtained are illustrated by numerical examples.
Introduction
Let C.R/ be the complex(real) field and N D f1; 2;
; ng. We call A D .a Consider the following positive definiteness identification problem [1] .
Problem 1.1. For a real valued polynomial f , how to check whether f is positive definite, i.e.,
f .x/ > 0 f or any x 2 R n ; x ¤ 0;
or not? Problem 1.1 appears in numerous application domains [6] [7] [8] . In particular, the positive definiteness of multivariate polynomial f plays an important role in the stability study of nonlinear autonomous systems via Lyapunov's direct method in automatic control [7, 9, 10] , such as the multivariate network realizability theory [11] , a test for Lyapunov stability in multivariate filters [12] , a test of existence of periodic oscillations using Bendixon's theorem [13] , and the output feedback stabilization problems [14] .
In 2005, Qi [1] defined the positive definiteness of a symmetric tensor A, i.e., we call A D .a i 1 i 2 i m / positive definite if the following mth-degree homogeneous polynomial f .x/ is positive definite:
where x D .x 1 ; x 2 ; : : : ; x n / 2 R n . Hence, we only research the positive definiteness of a symmetric tensor A instead of f .x/. Also in [1] , Qi presented the concept of H-eigenvalues, and used it to verify the positive definiteness of an even-order symmetric tensor (see Proposition 1). 
Now, some definitions and notation are given, which will be used in the sequel. 
then A is called a diagonally dominant tensor; if all strict inequalities in .3/ hold, then A is called a strictly diagonally dominant tensor. ; n:
then B is called the product of the tensor A and the matrix X . If A is not reducible, then we call A irreducible.
Let S be a nonempty subset of N and let N n S be the complement of S in N . Given an m-order n-dimensional complex tensor A D .a i 1 i 2 i m /, we denote 
It is well known that if
A is an H-tensor, and if A is an H-tensor, then N 3 ¤ ; [16] . So we always assume that both N 1 [ N 2 and N 3 are not empty. In addition, we also assume that A satisfies:
This article is organized as follows: In Section 2, New iterative codes for identifying H-tensors are obtained. As an application, some new sufficient conditions of the positive definiteness for an even-order real symmetric tensor are presented in Section 3. Numerical examples are given to verify the corresponding results.
Criteria for identifying H-tensors
In this section, we give new iterative codes for identifying H-tensors.
Lemma 2.1 ([15]).
If A is a strictly diagonally dominant tensor, then A is an H-tensor.
and strictly inequality holds for at least one i , then A is an H-tensor. 
then A is an H-tensor.
Proof. For all i 2 N 1 , we denote
and for all i 2 N 2 , we denote 
Hence, there exists a positive number " such that 0 < " < min min
Let the matrix X D d i ag.x 1 ; x 2 ; ; x n /, where
.
By Inequality (6), we have " C 
Finally, we consider i 2 N 3 . Since ja i i i j > R i .A/, we have
And by 
By Inequalities (11), (12) and " > 0, we get " > 1 
From Inequality (13), for any i 2 N 3 , we have 
Therefore, from Inequalities (7) (8) (9) (10) and (14), we obtain jb i i i j > R i .B/ for all i 2 N , and by Lemma 2.1, B is an H-tensor. Furthermore, by Lemma 2.3, A is an H-tensor. The proof is completed. 
in addition, a strict inequality holds for at least one i 2 N 1 [ N 2 , then A is an H-tensor.
Proof. Let the matrix X D d i ag.x 1 ; x 2 ; ; x n /, where
By the irreducibility of A, we have x i ¤ C1, then X is a diagonal matrix with positive diagonal entries. Let
Adopting the same procedure as in the proof of Theorem 2.4, we can obtain that jb i i i j R i .B/.8i 2 N /, and there exists at least an i 2
On the other hand, since A is irreducible, then B is also. Then by Lemma 2.2, we have that B is an H-tensor. By Lemma 2.3, A is an H-tensor. The proof is completed. we know that A satisfies the conditions .k D 2/ of Theorem 2.4, then A is an H-tensor.
An application
In this section, based on the criteria of H-tensors in section 2, we present new conditions for identifying the positive definiteness of an even-order real symmetric tensor.
From Proposition 2, Theorem 2.4 and Theorem 2.5, we obtain easily the following result. 
