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I. INTRODUCTION 
A classical improperly posed problem in the theory of partial differential 
equations is the problem of constructing a solution to the backwards heat equa- 
tion satisfying homogeneous boundary data, i.e., to find u such that 
%z = ut; -l<x<l, O<t<T, (l.la) 
u(-I, t) = U(1, t) = 0; O<ttTT, (l.lb) 
u(x, T) = b(x); -1 ,(x< 1, (I.lc) 
where 4 is a prescribed continuous function. Physically (l.la)-( 1.Ic) can be 
viewed as the problem of finding the temperature distribution for times t < T 
of a thin rod whose ends at x = &I are kept at OT, given a knowledge of the 
temperature distribution in the rod at time t = T. A considerable amount of 
effort has been devoted to this particular problem (cf. [S]) and one of the more 
satisfying approaches is that of quasi reversibility as initially developed by Lattes 
and Lions [a. On one version of this method the problem (1 .la)-(I .lc) is 
replaced by the perturbed problem 
smt + %x = *t; -l<x<l, O<t<T, (1.2a) 
u(-I, t) = u(l, t) = 0; O<t<T, (1.2b) 
u(x, T) = 4(x); -l<X<l, (1.2c) 
where E is a small parameter. Problem (1.2a)-(1.2~) is well posed in both the 
“forward” and “backward” directions in time and approximates the solution of 
(1.1 a)-( 1.1 c) in the L, norm, where it is assumed that 4 is measured to within a 
mean error, 6, and the accuracy of the approximation depends on 6 = E(S) 
being sufficiently small [5]. A particularly satisfying feature of (1.2a)-( 1.2b) is 
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that the solution can be readily obtained by the method of eiegenfunction 
expansions in the form 
m 





1 4+ d%r2 ’ U-3) 
where a, exp(--n2gT/(4 + &~s)) are the Fourier coefficients of4. For nume- 
rical examples using this method the reader is referred to [5]. 
A more reasonable physical model of the problem of heat conduction back- 
ward in time is to allow the medium to be nonhomogeneous. In this case the 
heat equation (1 .la) is replaced by 
(1.4) 
where a: and fi are sufficiently smooth positive functions defined on the interval 
[- 1, I], and the perturbed problem (1.2a)-( 1.2~) becomes 
~~(“(“)~)+~(“(“)~)=8(~)~; -l<x<l, O<t<T, 
(1.5a) 
24(-l, t) = U(1, t) = 0; O<t<T, (1.5b) 
4~ T) = 464; -l<X<l. (1.5c) 
It can again be shown [5] that for E sutliciently small, the solution of (1.5a)- 
(1.5~) approximates the solution of (1.4), (l.lb), (1.1~) in the L, norm. However, 
new problems now arise since the eigenfunction expansion of the solution to 
(1.5a)-(1.5b) isno longer a very practical method for constructing the solution 
of the perturbed problem. This is due to the fact that the sine functions are now 
replaced by the eigenfunctions of a Sturm-Liouville problem for an ordinary 
differental equation with variable coefficients and for E small the first few 
coefficients ofthe eigenfunction expansion are relatively arge. Hence the eigen- 
function expansion method for solving (1.5a)-(1.5c) requires the computation 
of a large number of eigenvalues and eigenfunctions of a differential equation 
with variable coefficients, thus making such an approach computationally 
impractical. The alternative approach to constructing a solution to (1.5a)- 
(1.5~) by the method of finite differences is also not practical in this case, since 
instabilities occur if T is not of the same order of magnitude as E (cf. [6J for 
examples in a closely related case). 
This paper is devoted to the derivation of a new method for approximating 
the solution to (1,5a)-( 1.5~) when E is a small parameter (and thus an approximate 
solution to the heat equations (1.4) satisfying the initial-boundary data (1.5b)- 
(1.5~)). Our approach is based on the construction of a complete family of 
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solutions to (1Sa) which one can obtain without having any knowledge of the 
eigenvalues and eigenfunctions of the above-mentioned Sturm-Liouville 
problem. Furthermore, our complete family of solutions is obtained in such a 
manner that approximations to each member of this family as E tends to zero are 
readily obtainable, and in this manner we avoid the restriction that T = O(E). 
Our analysis is based on the development of a potential theory for (1.5a) and 
the use of a theorem of Levinson on the completeness of certain sets of expo- 
nential functions. These topics will be discussed in Section II. The actual 
construction of our complete family of solutions is based on the use of trans- 
formation operators for differential equations (cf. [2, 71) and the evaluation of 
the fundamental solution to (1.5a) for small values of the parameter E. To this 
end, numerical methods for constructing the kernel of the above-mentioned 
transformation operator will be given in Section III, along with an asymptotic 
analysis of the fundamental solution to (1.5a). Having constructed a complete 
family of solutions, one can obtain an approximation to (1.5a)-(1.5~) as the 
solution of a straightforward minimization problem. 
II. TRANSFORMATION OPERATORS AND FUNDAMENTAL SOLUTIONS 
We first consider the problem of constructing a set of solutions to (1.5a)- 
(1.5~) that approximates given inz’tal data at t = 0. Since we are not using the 
method of partial eigenfunction expansions to construct our approximation, 
members of our set do not in general vanish on the sides x = fl of the rectangle 
- 1 < x < I,0 < t < T. We shall therefore also construct a set of solutions to 
(1.5a)-(1.5c) that vanish at t = 0 and approximate given boundary data on 
x = rt 1. The union of the above two sets provide us with a complete family of 
solutions to (1.5a) in the rectangle - 1 < x < 1, 0 < t < T. We note that the 
first initial-boundary value problem for (1.5a) is well posed in both the “back- 
ward” and “forward” direction in time [l]. Our method of constructing a 
complete family of solutions is based on the “forward” initial-boundary value 
probem since as we shall see it allows us to easily approximate members of this 
family for small values of the parameter E. 
To construct a set of solutions {u,Jx, t)}, such that (u&, 0)} is complete in 
L,(- 1, l), we first separate variables in (1.5a) to obtain solutions of the form 
wheref,(x) is a solution of 
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and the A, are as yet arbitrary real parameters. We now introduce the change of 
variables 
f&4 = (B(4 4W’” m(5), 
(2.3) 
and find that ~~(5) satisfies the ordinary differential equation 
(2.4) 
where 
P(X) = rw (4w~ 
r(x) = gdyx) (a@))-’ [l - $(Cx(x))-‘I. 
(2.5) 
We assume that [ = Z;(x) maps the interval [--I, l] onto [a, b]; by a renormaliza- 
tion we can assume without loss of generality that a = - 1, b = 1. 
We now observe that any solution of (2.4) may be represented in the form 
[2, 71 
Y&) = (I + T) h, 
= h,(5) + fc E(s, 0 h,(s) ds, 
(2.6) 
where E(s, t;) is the solution of the hyperbolic characteristic nitial value problem 
-f-G, - 4s - ~(5) E = 0, (2.7a) 
E(1, 0 = 4 lc ~(4 ds, (2.7b) 
EC-L 5) = 0, (2.7~) 
and h, is a solution of 
$ + hn2h, = 0. (2.8) 
The operator I + T is known as a transformation operator and has been exten- 
sively used to study problems in both ordinary differential equations [7] and 
parabolic partial differential equations [2]. If we now choose the sequence {An> 
such that 
0 < 42 < r(n + t); n = 1, 2,..., (2.9) 
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it follows from a theorem of Levinson [7, p. 41.51 that the set {e*iAJ} is complete 
in &(-I, l), and hence from (2.6) and the invertibility of the transformation 
operator I + T, the set 
yn*(() = (I + T) c?‘“’ (2.10) 
is also complete in&( - 1, 1). Hence the set of solutions {u%} of (1.5a), defined by 
%(X, t) = (P(x) “W”“Y?%*(5) exp (- 1 $;A,s ) J 
= ,’ (p(x))“” dx, 
s 
(2.11) 
can be used to construct a solution of (1.5a) that approximates U(X, 0) arbitrarily 
closely inL,( - 1, 1). Note, however, that in general we do not have un( - 1, t) = 
u,( 1, t) = 0, and hence we now turn our attention to constructing a set of 
solutions {z)~} to (1.5a) that vanish at t = 0 and are such that the set 
h(--lJ a x bdlJ 01 is complete in L,(O, T) X L,(O, T). 
In order to construct the set {z)~}, we shall first develop a potential theory for 
solutions of (1.5a) that vanish at t = 0. To this end we first define two solutions 
of (2.2) for h, = iw by the formulas 
fl(x; w) = (p(x)"(x))ll4 
exP(--w - 'lw) (I + T) e-m', (2.12a) 
fi(x; w) = (p(x)"(x))ll4 
exP(--w - ‘9) (I + T) &, (2.12b) 
where Si > 0, i = 1,2, are arbitrary constants. (The positive constants 6, , 6, , 
are introduced in order to ensure that the functionsf, , f2 , decay exponentially 
to zero as w tends to infinity-see Section III.) We now define fundamental 
solutions for (1.5a) by the formulas 
Iw(x, t) = - ; p (2.13) 
where the path of integration is a circle of radius 6 > 0 traversed counter- 
clockwise around the point w = (l/~)i/~. An elementary residue computation 
shows that 
K’“‘(x, 0) = 0, (2.14) 
and 
@(x, 0) = c-3’2f(x, l/P2). (2.15) 
BACKWARDS HEAT EQUATION 423 
Now let u be a solution of (1Sa) such that U(X, 0) = 0, ~(-1, t) = g(t), and 
u( 1, t) = h(t), where g and h are continuously differentiable functions prescribed 
on [0, 2’1. We shall show that for E sufficiently small there exist continuously 
differentiable d nsities pi and pa defined on [0, T], ~~(0) = pa(O) = 0, such that 
u can be represented in the form 
u(x, t) = l Kt(l)(x, t - T) F;(T) dT + Lt Kf)(x, t - 7) /A;(T) dT. (2.16) 
Indeed, if we integrate (2.16) by parts we see that ,LL~ and p2 satisfy the system 
of Volterra integral equations 
g(t) = Ktl’(- 190) PlW + Kj2’(- 1, 0) P2W 
+ 1” Kj;)( - 1, t - T) &T) dT + It Kt(;)( - 1, t - T) /L&T) dT, 
0 0 
(2.17) 
h(t) = K,(1)(1, 0)PI(t) + K12)(1,0) tL2(t) 
+ j-I Kj;)(l, t- T) pl(T) dT + St K,(;‘(l, t - T) &T) dT. 
0 0 
System (2.17) will have a unique set of solutions pL1 , pLz, provided 
o # det @(-LO) K,‘2’(-LO) 
KP)(l, 0) K,‘2)( 1,O) 
= c-“[fl(-1, l/G’“)fa(l, I/@) -fr(l, l/P)fa(-1, l/P)]. 
(2.18) 
However, from (2.12a), (2.12b) we have, integrating Te-at and T@ by parts, 
fr(-1; w) = e-+(/3(-1) a(-I))-“” [I + 0(1/w)], 
fr(1; C0) = 0 &e-+) , 
f2(-1; w) = 0 (‘e-+) ) 
w 
fi(l; 0~) = e-‘@@(l) LX(~))-“” [l + 0(1/0~)]. 
From (2.18), (2.19) we can conclude that 
(2.19) 
det @(-LO) K,(2’(-LO) 




= c3 exp - 7) (B(l) B(-1) 41) 4-l>)-“” [l + W’% 
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which is nonzero for E sufficiently small. Hence for E sufficiently small there exist 
densities ,LL~ and p2 such that u can be represented in the form (2.16). 
From the point of view of constructing a complete family of solutions there 
is no less of generality in assuming that the boundary data satisfied by u is in 
fact twice continuously differentiable, since the solution of initial-boundary value 
problems for (1.5a) depends continuously on their initial-boundary data [I]. 
(The “initial” data may be prescribed either at t = 0 or t = T.) In this case we 
can integrate (2.16) by parts and use numerical quadrature to conclude that on 
rectangle -1 < x < 1, 0 < t < T, u can be approximated uniformly by a 
linear combination of functions of the form 
v2Jx, t) = P’(x, t - Tn); Tn < t, 
= 0; t -c 7,) 
2&+1(X, t) = myx, t - Tn); 
(2.21) 
Tn < t, 
= 0; t<Tn, 
where {TV} is a dense equidistributed sequence of points on [0, T]. We note that 
by (2.14) the functions o, are continuous. We have now proved the following 
theorem. 
THEOREM. Let {A,} be a sequence of real numbers satisfring (2.9) and let {TV} 
be a dense equidistributed set of points on [0, T]. Then for E sujiciently small the set 
{uJ u {v%}, where u, and vu, are defined by (2.11) and (2.21), respectively, is a 
complete set of solutions to (1.5a) with respect to the L, norm defined over the base 
or top and the vertical sides of the rectangle - 1 < x < 1, 0 < t < T. 
Now let {#,}~zl denote the complete set of functions defined in the above 
theorem. In order to approximate the solution of (1.5a)-(1.5~) we minimize the 
functional 
and define the approximate solution to be xr==, c&,(x, t). Because (1.5a)-( 1.5c) 
is well posed, the minimization procedure indicated above is stable. In this 
minimization process, one should allow not only for the variation of the coeffi- 
cients c, but also for the basis functions I,L~ themselves, i.e., by considering T, , 
n = l,..., N and A, , n = I,..., N to be variables as well. We are thus led to the 
problem of finding the minimum of a function of the 4N variables Re c, , Im c, , 
h 7, 3 where 1 < n < N, and this can be accomplished by a variety of known 
meihods, for example, the conjugate gradient method. 
There remains one major problem in implementing the approximation 
scheme described above, and that is the actual construction of the functions 
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u, and v~, . The construction of the functions u, depends on constructing an 
approximation to the kernej E(s, 5) of the transformation operator I + T, and 
the construction of the functions v, depends on obtaining accurate approxima- 
tions to the fundamental solutions K(i)(x, t), i = 1,2, for small values of the 
parameter E. These topics will be taken up in the following section. 
III. THE APPROXIMATION OF E(s, 5) AND IW(x, t) 
We first consider the problem of approximating the function E. We note that 
the fundamental solutions K(“) also depend on knowing this function, and as will 
be seen shortly, the derivatives of E with respect to s as well. Hence we shall 
consider the problem of approximating both E and its derivatives with respect 
to s. 
A convenient approach for approximating E is to use the fact that it is a 
solution of the characteristic nitial value problem (2.7a)-(2.7c) and to appro- 
ximate the (unique) solution of this problem by the Cauchy-Euler Polygon 
Method as described by Diaz in [4]. T o implement this method we first make the 




and rewrite (2.7a)-(2.7c) inthe form 
L! - P(X + Y> 8 = 0, (3.2a) 
where 
E(O,Y) = 0, (3.2~) 
Jqx, Y) = EC” - Y, x + Y). (3.3) 
Now choose a sequence of subdivisions of the rectangle R = [0, u] x [0, b] for 
a and b sufficiently arge, i.e., for each (m, n) we form a subdivision (assuming 
both a and b are positive) 
O=x,,<x,,<-a-<x,,=a, 
0 = yl)'on < y1n < -*- < yn’nn = b, 
(3.4) 
and on each of the subrectangles, Rkl = [xRm , xk+r,,,J x [yrn , yr+&J, consider 
the “miniature problem” 
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subject to the initial data 
-@>YZ) = DkZ + BkZ(X - x,1; x;<x<x k-1, 
-f%k 9 Y> = DkZ + CkdY - Yz); 
(3.6) 
Yz GY eyz+1 Y 
where X~ = xRm , yI = yCn , and the constants B,, , Ckl , D,, are determined 
from the solutions in the adjacent subrectangles. Hence in R,, we have 
4 
&Y) = 4x - 4 (Y - yz) + &z(x - 4 + G(Y - rz> + hz . (3.7) 
On the subrectangles having sides on y = 0 the initial data, (3.2b), are linearly 
approximated, and on subrectangles having sides on x = 0, the data are chosen 
to be zeo. The general form of the solution in R,, has been given by Diaz [4] 
and in our case is 
k 2 
+ c 1 4-1,&i -Xi-l) (Yj - Y,-1) 
i=l j=l 
+ c A,,& - Xk) (Yj- Y&l) 
j=l 
k 
+ c &l&i - X6-1) (Y - YJ 
i=l 
+ A,,@ - x3 (Y - Yz), 
(3.8) 
where i&a = e(x, , 0) and E&x, y) is the approximate solution computed by 
subdividing R into m x n smaller rectangles. For more details of this approach, 
and in particular the convergence of En’,, to e as m and n tend to infinity, see [4]. 
We now want to approximate the derivatives of E with respect to s. To this 
end we again use the formulation (3.2a)-(3.2c) and rewrite this initial value 
problem as the integral equation 
&x, y) = & I5 /I(S) ds + j”‘j-* p(s + t) &s, t) ds dt. 
0 0 0 
(3.9) 
From our previous discussion we may consider i? to be known, and hence from 
the relation 
d”E(s, 5) d” 
7-= !&&I 4 (3.10) 
we can compute the derivatives of E with respect to s in a recursive fashion 
by applying (3.10) to (3.9). In order to perform this computation it is of course 
necessary to make the assumption that p is sufficiently smooth. 
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We now turn to the approximation of Ku) for small values of the parameter E. 
Such results are needed in order to evaluate the functions vn defined in (3.21). 
This problem is basically a problem in singular perturbation theory, since K@) 
is a solution of (1.5a) and, as we shall see shortly, there is in fact a boundary layer 
of width E at t = 0. We shall consider only the function K(1); the asymptotic 
analysis of Kt2) proceeds in exactly the same manner. We first consider the case 
when -1 < x < 1 and t = O(E). Then setting w = p/e1i2 and expanding 
exp(t/e(l - pa)) in its Taylor’s series, we have 
(+lE 
=yx, q = - x $ ,u-l,Jl(x; W2) exp &l: p2)) 4 
(3.11) 
@IF oz t m+j 
-- 
$12,. z. (??Tfl))! T- ’ ( 1 
where 
%&> = $ fl(x; p/~l’~) (1 - p2)-“-’ dp. 
l!L-II=6 
(3.12) 
Hence to evaluate,Ko) for t = 0( E we need to approximate a, for small values ) 
of E. From the definition of fr in terms of the transformation operator I + T 
and integration by parts, we have 
&n(x) = (B(x) +>>-“” [b,(5) + b,(S) c2 + .*. + b,,(5) EN-1’2l 
+ O(W exp[-(1 + 6, - I 5 I> (1 - 41h 
(3.13) 
where 
5 = lz (P(X))“‘” dx, (3.14) 
and 
bo(5) = 4,& exp [- -& (t; + 1 + h,] (1 -P~)-~-~ dp, 
b 12 (5) = d”-l-% 5)ds”-l If exp ILL-11=6 [ - -$ (5 + 1 + a,)] p-V - ~1~P-l dp 
_ d"-W--5,1) 
dsR-1 I exp lu-114 [ 
- 5 (4 + 1 + Q] 
x p-“(l - p2)-112-1 d/q n= I,2 ,..., N- 1. (3.15) 
We now need to evaluate the functions b, for - 1 < 5 < 1. Since we have 
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already shown how to compute the derivatives of E with respect to s, we need 
only compute integrals of the form 
I"-ll=& 
e-aop-n(] -p2)-m-1dp, (3.16) 
where 01 > 0. From [3] we have 
‘9 = (-l)aI,,m(~) = (-1)” $,U-i,=ae-~U(l - p2)-+l dp 
= (- ])“+12g (;)m+1’2 Km+l,2(a), 
(3.17) 
where JL,w~ denotes a modified Bessel function of the third kind, and since 
I,” and its derivatives with respect to cx decay exponentially as (Y tends to infinity 




2”-%z!(n - l)! s 
(a - t>n-l ~+l’~K,+~,,(t) dt. (3.18) cI 
Since 
m tm+l/2K,,,+l,z(t) = (2~r)l’~ e-t c (m + k)! P-1 
k=O K!(m - A)! 2*+1 ’ (3.19) 
the integral (3.18) can be reduced to the evaluation of integrals of the form 
s OD (a - t)n--l t”-G-t dt, (3.20) CY. 
and this can easily be done by integration by parts. 
We now turn to the evaluation of K(l) for -1 < x < 1 and t > E. From 
(2.12a) and (2.13), and knowing the transformation kernel E, one can accom- 
plish this by evaluating 
1 
-7 
i nz Iw-(l/c)"sI=L3 
exp C -w(l4 1 +Q+g+ (3.21) 
for small E, uniformly for - 1 < 5 < 1. But from [3], we have that for 01 on 






exp ( --OLw + 1 - &z ) dw 
=~exp(-%)[l+d,(~)+...+d,l(~~-l+O((~)N)], 
(3.22) 
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where the error term is uniform with respect to CZ, and the coefficients, d = 
dn(a/2t112), can be computed in terms of Hermite polynomials. In particular 
4 = f H4 (&)a 
(3.23) 
where H, denotes Hermite’s polynomial. Hence we have a uniform asymptotic 
approximation to (3.21) and therefore to the fundamental solution K(l). A 
similar analysis leads in the same manner to a uniform approximation to the 
fundamental solution IC2). 
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