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Abstract
We provide an axiomatic framework for the study of smooth extensions of gen-
eralized cohomology theories. Our main results are about the uniqeness of smooth
extensions, and the identification of the flat theory with the associated cohomology
theory with R/Z-coefficients.
In particular, we show that there is a unique smooth extension of K-theory and of
MU-cobordism with a unique multiplication, and that the flat theory in these cases
is naturally isomorphic to the homotopy theorist’s version of the cohomology theory
with R/Z-coefficients. For this we only require a small set of natural compatibility
conditions.
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1 Axioms
A smooth extension of a generalized cohomology theory E is a refinement Eˆ of the re-
striction of E to the category of smooth manifolds. The functor Eˆ is no longer homotopy
invariant. A class xˆ ∈ Eˆ(M) which refines the underlying topological class I(xˆ) ∈ E∗(M)
contains the information about a closed differential form R(xˆ) ∈ Ω∗cl(M,E
∗ ⊗Z R) which
represents the image of I(xˆ) under the natural map ch : E∗(M)→ H∗(M ;E∗⊗ZR). The
deviation of Eˆ from homotopy invariance is described by a homotopy formula (Lemma 1).
Let xˆ ∈ Eˆ∗+1([0, 1]×M) and f0, f1 : M → [0, 1]×M be the inclusions of the endpoints.
Then
f ∗1 xˆ− f
∗
0 xˆ = a(
∫
[0,1]×M/M
R(xˆ)) , (1)
where a is the natural transformation 1.1.A.4.
A typical and motivating example is the smooth extension ĤZ
∗
of integral cohomology.
The group ĤZ
2
(M) can be identified with the group of isomorphism classes [L, hL,∇L]
of hermitean line bundles on M with unitary connections with the tensor product as the
group operation. We have I([L, hL,∇L]) = c1(L) ∈ HZ2(M), the first Chern class of L,
and R([L, hL,∇L]) = − 1
2πi
R∇
L
∈ Ω2cl(M), the first Chern form. Unlike the first Chern
class c1(L) ∈ HZ2(M), the class [L, hL,∇L] ∈ ĤZ
2
(M) captures secondary information,
e.g. the holonomy of ∇L which might be non-trivial even if L is trivial and ∇L is flat.
Refined characteristic classes for flat bundles were one of the first motivations for the
introduction of ĤZ in [CS85].
The space of hermitean line bundles with unitary connections is the configuration space of
Maxwell field theory, i.e. the gauge theory with structure group U(1). In this field theory
the field strength is a closed two-form which satisfies the following quantization condition:
The integral of the field strength over cycles is required to be integral. In the past decade
the discussion of models of string theory with branes lead to field theories with p-form
field strength. Furthermore, the quantization conditions motivated the consideration of
underlying cohomology theories different from ordinary cohomology theory like K-theory,
see e.g. [Fre00], [FH00], [MW00].
The use of smoothly extended cohomology groups as configuration spaces in field theories,
the topological considerations in [HS05], and further developments on secondary invariants
(see e.g. [Bun02] and the literature cited therein) lead to the development of this circle
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of ideas to a mathematical theory. The present paper contributes to this theory by
presenting axioms for smooth extensions and showing that they imply uniqeness results
in many interesting cases.
We consider a generalized cohomology theory E represented by a spectrum E. It gives rise
to the Z-graded abelian group E∗ := E∗(∗) = π−∗E, and we define the Z-graded R-vector
space V := E∗⊗ZR. For a smooth manifoldM we define Ω∗(M, V) := C∞(M,Λ∗T ∗M⊗RV)
with the Z-grading by the total degree. To be more precise, in the case of infinite-
dimensional Vn we topologize Vn as a colimit of its finite-dimensional subspaces with
their canonical real vector space topologies. Locally an element of Ω∗(M, Vn) can then
be written as a finite sum
∑
j ωj ⊗ vj for collections of forms ωj ∈ Ω
∗(M) and elements
vj ∈ V
n. We let d : Ω∗(M, V) → Ω∗+1(M, V) be the de Rham differential, and we write
Ω∗cl(M, V) := ker(d : Ω
∗(M, V)→ Ω∗+1(M, V)) for the subspace of closed forms. We identify
H∗(M ; V) with the singular cohomology of M with coefficients in V. Integration over
simplices induces the natural transformation
Rham : Ω∗cl(M, V)→ H
∗(M ; V) .
It induces an isomorphism H∗dR(M ; V)
∼
→ H∗(M ; V). Furthermore, there is a canonical
natural transformation of cohomology theories
ch : E∗(X)→ H∗(X ; V) .
Definition 1.1 A smooth extension of the generalized cohomology theory E is a quadru-
ple (Eˆ, R, I, a), where
A.1 Eˆ is a contravariant functor from the category of smooth manifolds to Z-graded
abelian groups. Sometimes we will consider a version defined only on the category
of compact manifolds (possibly with boundary).
A.2 R is a natural transformation of Z-graded abelian group-valued functors
R : Eˆ∗(M)→ Ω∗cl(M, V) .
A.3 I is a natural transformation of Z-graded abelian group-valued functors
I : Eˆ∗(M)→ E∗(M) .
A.4 a is a natural transformation of Z-graded abelian group-valued functors
a : Ω∗−1(M, V)/im(d)→ Eˆ∗(M) .
These objects have to satisfy the following relations:
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R.1 R ◦ a = d
R.2 For all manifolds M the diagram
Eˆ∗(M)
I

R // Ω∗cl(M, V)
Rham

E∗(M)
ch // H∗(M ; V)
commutes.
R.3 For all manifolds M the sequence
E∗−1(M)
ch
→ Ω∗−1(M)/im(d)
a
→ Eˆ∗(M)
I
→ E∗(M)→ 0 (2)
is exact.
We now consider two smooth extensions (Eˆ, R, I, a) and (Eˆ ′, R′, I ′, a′) of E.
Definition 1.2 A natural transformation of smooth extensions is a natural trans-
formation of Z-graded abelian group valued functors Φ: Eˆ∗ → Eˆ ′∗ such that the following
diagram commutes for every manifold M :
Ω∗−1(M, V)
a // Eˆ∗(M)
Φ

I //
R
$$
E∗(M) Ω∗cl(M,E)
Ω∗−1(M, V)
a′ // Eˆ ′∗(M)
I′ //
R′
::
E∗(M) Ω∗cl(M,E)
.
We consider the inclusion of the base point ∗ → S1. It induces an embedding i : M →
S1 ×M for every manifold M . Let p : S1 ×M → M be the projection onto the second
factor. Since p ◦ i = idM we get splittings
Eˆ∗(S1 ×M) ∼= im(p∗)⊕ ker(i∗), E∗(S1 ×M) ∼= im(p∗)⊕ ker(i∗) .
Let ΣM+ be the suspension which is a space, not a manifold. There is a natural projection
q : S1 ×M → ΣM+ of spaces. It induces an isomorphism
q∗ : E˜∗(ΣM+)
∼
→ ker(i∗) ⊆ E∗(S1 ×M) .
Furthermore, there is the suspension isomorphism
σ : E∗−1(M)
∼
→ E˜∗(ΣM+) .
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Composing these isomorphisms with the projection onto ker(i) we get the integration map∫
: E∗+1(S1 ×M)
pr
→ ker(i∗)
(q∗)−1
→ E˜∗+1(ΣM+)
σ−1
→ E∗(M)
for the generalized cohomology theory E.
We introduce the notation SF (M) := F (S1 ×M) for a functor F defined on manifolds.
The integration ∫
: SE∗+1 → E∗
just defined is complemented by an integration map∫
: SΩ∗+1(. . . , V)→ Ω∗(. . . , V)
for differential forms which preserves the image and kernel of d.
Definition 1.3 A smooth extension with integration of E is a quintuple (Eˆ, R, I, a,
∫
),
where (Eˆ, R, I, a) is a smooth extension of E and
∫
is a natural transformation∫
: SEˆ∗+1 → Eˆ∗
such that
1.
∫
◦(t∗ × id)∗ = −
∫
, where t : S1 → S1 is given by t(z) := z¯.
2.
∫
◦p∗ = 0 and
3. the diagram
SΩ∗(M, V)
a //
∫

SEˆ∗+1(M)
∫

I //
R
''
SE∗+1(M)
∫

SΩ∗+1cl (M,E)
∫

Ω∗−1(M, V)
a // Eˆ∗(M)
I //
R
88
E∗(M) Ω∗cl(M,E)
commutes for all manifolds M .
We now consider two smooth extensions with integration (Eˆ, R, I, a,
∫
) and (Eˆ ′, R′, I ′, a′,
∫ ′
)
of E.
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Definition 1.4 A natural transfomation between two extensions with integra-
tion of E is a natural transfomation between smooth extensions Φ: Eˆ∗ → Eˆ ′,∗ such that
SEˆ∗+1(M)
∫

Φ // SEˆ ′∗+1(M)
∫
′

Eˆ∗(M)
Φ // Eˆ ′∗(M)
commutes for all manifolds M .
Assume now that E is a multiplicative cohomology theory. Then the functor E∗ has
values in graded commutative rings. In particular, E∗ is a Z-graded ring, and H∗(M ; V)
and Ω∗(M, V) are Z-graded rings as well. In this case we can make the following definition.
Definition 1.5 Amultiplicative smooth extension is a smooth extension (Eˆ, R, I, a)
such that Eˆ∗ takes values in Z-graded commutative rings, the transformations R and I
are multiplicative, and the identity
x ∪ a(α) = a(R(x) ∧ α) 1 , x ∈ Eˆ∗(M) , α ∈ Ω∗(M, V)/im(d)
holds true.
For every generalized cohomology theory E∗ represented by a spectrum E a smooth
extension (Eˆ, R, I, a) exists by the construction of Hopkins-Singer [HS05].
The historically first example of a smooth extension was constructed by Cheeger and
Simons in [CS85] for ordinary integral cohomology HZ (and more generally for HR for
discrete subrings R of R). These extensions of ordinary cohomology are multiplicative.
The classes in ĤR(M) were realized in [CS85] as differential characters. By now there
are various different constructions of the smooth extension of ordinary cohomology, e.g
by sheaf theory [Bry93] (under the name smooth Deligne cohomology), using geometric
cycles Gajer [Gaj97], cubical chains [DL05], or stratifold bordisms [BKS]. With differ-
ential characters the integration over S1 as in Definition 1.3, but also for general proper
submersions p : M → B is simple, but the product is complicated. In cochain models both
structures are involved, while in the sheaf-theoretic Deligne cohomology the product is
easy, but integration is complicated. In the stratifold bordism model both structures are
straight forward and explicit, and therefore this model is predestinated for the verification
of the projection formula
∫
p
(y ∪ p∗x) = (
∫
p
y) ∪ x, where y ∈ ĤR
∗
(M), x ∈ ĤR
∗
(B).
In view of the variety of constructions of a smooth extension of ordinary cohomology it is
a natural question whether all give equivalent results. This has been answered by [SS08],
1Observe, that R(x) ∧ dα = d(R(x) ∧ α) so that the right-hand side is well-defined.
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though a set of slightly different axioms is used2. Uniqueness also follows from the axioms
stated above by Theorem 3.10 if one takes the integration into account. This has first
been observed by Moritz Wiethaup (2006/2007). In both cases the smooth extension is
unique up to unique isomorphism. Moreover, we have uniqueness of the product by [SS08,
Thm. 1.3] or Theorem 4.6.
In [BSSW07] we give a geometric construction of smooth extensions of bordism theories.
We developed the details in the case of complex bordismMU . The method also applies to
other bordism theories, e.g. oriented bordism, MSpin orMSpinc-bordism or framed bor-
dism S. In all these cases we obtain a multiplicative extension and a theory of integration
for suitably oriented proper submersions. The particular importance of the case of com-
plex bordism theory comes from the Landweber exact functor theorem [Lan76]. It allows
to construct a multiplicative smooth extension for every complex oriented Landweber ex-
act cohomology theory. Examples are complex K-theory and certain elliptic cohomology
theories.
Using methods of local index theory in [BS07] we have constructed a Dirac operator model
of smooth K-theory which is again multiplicative and has a nice integration theory for
smoothly K-oriented proper submersions.
The presence of different constructions (at least two in the case of bordism theories [HS05]
and [BSSW07], and three in the case of K-theory [HS05], [BS07], [BSSW07]) raises again
the question whether they are equivalent. Moreover, for applications to topology, e.g.
constructions of secondary invariants, of particular importance is the identification of the
associated flat theory with the corresponding R/Z-theory.
To answer these questions is the main motivation and result of the present paper. Note
that all these examples are rationally even (Definition 3.5). The examples constructed
from MU by the Landweber exact functor theorem are only defined on the category of
compact manifolds. This is the reason for considering this case in the present paper, too.
Observe that the coefficients of a Landweber exact theory are torsion-free. Therefore a
rationally even Landweber exact cohomology theory is even. This is exactly the additional
assumption made in the statement of our uniqueness Theorems 3.10 and 4.6 in order to
cover smooth extensions which are only defined on compact manifolds.
Let us now formulate the main results of the present paper.
Theorem 1.6 (Thm. 3.10) Let E be a rationally even generalized cohomology theory
represented by a spectrum E. Let (Eˆ, R, I, a,
∫
) and (Eˆ ′, R′, I ′, a′,
∫ ′
) be two smooth ex-
tensions with integration. We assume that either the smooth extensions are defined on
the category of all smooth manifolds and the coefficients Em are countably generated for
all m ∈ Z, or that Em = 0 for all odd m ∈ Z and Em is finitely generated for all even
2In [SS08] the additional requirement is that the flat theory (Definition 5.2) is topological (Definition
5.4).
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m ∈ Z. Then there is a unique natural isomorphism
Φ: Eˆ → Eˆ ′
of smooth extensions with integration.
A multiplicative smooth extension of a rationally even cohomology theory has a canonical
integration by Corollary 4.3.
Theorem 1.7 (Cor. 4.4) Assume that (Eˆ, R, I, a) and (Eˆ ′, R′, I ′, a′) are two multiplica-
tive extensions of a rationally even generalized cohomology theory with countably generated
coefficients such that either both are defined on the category of all smooth manifolds or E∗
is even and degree-wise finitely generated. Then there is a unique natural isomorphism be-
tween these smooth extensions preserving the canonical integration. This transformation
is multiplicative.
At the moment we have no feeling how important the condition of E beeing rationally even
is. This theorem applies e.g. to multiplicative smooth extensions of ordinary cohomology,
all the bordism theories listed above and complex or real K-theory (for complex K-theory
also to the version defined on compact manifolds).
The flat theory
Eˆ∗flat(M) := ker
(
R : Eˆ∗(M)→ Ω∗cl(M, V)
)
is a homotopy invariant functor on smooth manifolds with values Z-graded abelian groups.
Theorem 1.8 (Thm. 5.5) Assume that E is rationally even with countably generated
coefficients. If (Eˆ, R, I, a,
∫
) is a smooth extension of E with integration which is defined
on all smooth manifolds (or alternatively, on all compact manifolds and E∗ is even and
degree-wise finitely generated), then there exists an isomorphism
Φflat : Eˆ
∗
flat
∼
→ ER/Z∗−1 .
For a more precise statement and the notation see Section 5. This theorem implies that
the additional axiom in [SS08] follows from our axioms together with the presence of
integration. Theorem 5.5 in particular states that the flat theory Eˆ∗flat is a generalized
cohomology theory. The essential additional datum turning a homotopy invariant functor
into a generalized cohomology theory is the boundary operator of a long exact Mayer-
Vietoris sequence. Theorem 5.5 is proven by a comparison with the Hopkins-Singer theory
[HS05]. In Section 7 we give an independent construction of the Mayer-Vietoris sequence.
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Theorem 1.9 (Thm. 7.11) If (Eˆ, R, I, a,
∫
) is a smooth extension of E with integra-
tion, then Eˆ∗flat has a natural long exact Mayer-Vietoris sequence. Its restriction to com-
pact manifolds is equivalent to the restriction to compact manifolds of a generalized coho-
mology theory represented by a spectrum.
Note that Theorem 1.9 does not require any additional assumptions, but it also does not
state that Eˆ∗flat is equivalent to ER/Z
∗−1. This equivalence can be derived again under
additional assumptions, now independently from [HS05], but at the cost of restricting to
compact manifolds.
Theorem 1.10 (Thm. 7.12) If (Eˆ, R, I, a,
∫
) is a smooth extension of E with integra-
tion and E∗ is torsion free, then we have a natural equivalence Eˆ∗flat
∼= ER/Z∗−1 of
functors restricted to the category of compact manifolds.
Acknowledgement: The basic questions for the present paper have been the topic of a PhD
project of Moritz Wiethaup (Go¨ttingen). Some basic ideas and first results are due to him.
In this paper we work out in detail and further develop the results of fruitful mathematical
discussions in Go¨ttingen arround 2006/2007.
2 Approximation of spaces by manifolds
The main technical problem of the present paper is the construction of a natural trans-
formation between two smooth extensions Eˆk, Eˆ ′k of a generalized cohomology Ek. This
requires to define a homomorphism Eˆk(M) → Eˆ ′k(M) for every smooth manifold in a
natural way. If the underlying topological functor Ek for fixed k ∈ Z would be represented
by a manifold E, naturality of the construction could be obtained by making one univer-
sal choice Eˆk(E)→ Eˆ ′k(E), only. Unfortunately, a generalized cohomology functor Ek is
rarely represented by a finite-dimensional manifold E. The idea for nevertheless cutting
down the amount of choices in order to secure naturality is to approximate the classifying
space E by a sequence of manifolds. Since in some examples our smooth extensions are
only defined on compact manifolds we take care of the case where such an approximation
can be realized by compact manifolds.
Recall that a map f : X → Y between pointed topological spaces is called n-connected if
f∗ : πk(X)→ πk(Y ) is an isomorphism for k < n and surjective for k = n.
Proposition 2.1 Let E be a connected pointed topological space. If E is simply connected
and πk(E) is finitely generated for all k ≥ 2, then there exist a sequence of compact pointed
manifolds with boundary (Ei)i∈N together with pointed maps κi : Ei → Ei+1, xi : Ei → E for
all i ∈ N such that
1. Ei is homotopy equivalent to an i-dimensional CW -complex,
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2. the map xi is i-connected,
3. κi : Ei →֒ Ei+1 is an embedding of a submanifold,
4. the diagram
Ei
xi ?
??
??
??
κi // Ei+1
xi+1
}}{{
{{
{{
{{
E
commutes,
5. for all finite-dimensional pointed CW -complexes X the induced map
colim([X, Ei])→ [X,E]
is an isomorphism.
Proof. We first construct a similar sequence (Ei)i∈N of connected finite CW-complexes
together with maps yi : Ei → E and σi : Ei → Ei+1 so that
1. Ei is an i-dimensional CW-complex,
2. the map yi is i-connected
3. σi : Ei →֒ Ei+1 is a cofibration,
4. the diagram
Ei
yi @
@@
@@
@@
σi // Ei+1
yi+1
}}{{
{{
{{
{{
E
commutes.
We let E1 be a point. Assume that we have constructed Ej for all 1 ≤ j < i such that
πj(Ej) is finitely generated. Then we have a surjective map
yi−1,∗ : πi−1(Ei−1)→ πi−1(E) .
We claim that
ker (yi−1,∗ : πi−1(Ei−1)→ πi−1(E))
is finitely generated. We have π1(E1) = 0. For j ≥ 2 we know that π1(Ej) = 0 by our
inductive assumption. The homotopy groups of a finite simply-connected CW -complex
are finitely generated (see e.g. [Hat]). Our kernel is finitely generated, since it is a subgroup
of a finitely generated abelian group. This finishes the verification of the claim.
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Let (γι : S
i−1 → Ei−1)ι∈I be a finite family of representatives of generators of the kernel
of yi−1,∗ : πi−1(Ei−1)→ πi−1(E). Then we define
E˜i := Ei−1 ∪(γι)ι∈I
⊔
ι∈I
Di .
The map yi−1 has an extension y˜i : E˜i → E. Note that y˜i,∗ : πj(E˜i) → πj(E) is now an
isomorphism for j < i.
Let (θλ : S
i → E)λ∈L be a finite set of generators for πi(E). We form
Ei := E˜i ∨
∨
λ∈L
Si ,
and we extend y˜i to yi : Ei → E using the maps θλ. Then yj,∗ : πj(Ei) → πj(E) is an
isomorphism for j < i and surjective for j = i.
We let σi−1 : Ei−1 → Ei be the inclusion.
We now construct the desired sequence of manifolds together with homotopy equivalences
zi : Ei → Ei such that
Ei
zi

κi // Ei+1
zi+1

Ei
σi // Ei+1
commutes.
We again start with a point E1 := ∗. Assume that we have constructed Ei−1. We choose an
embedding (Ei−1, ∂Ei−1) →֒ (Rn+,R
n−1), where R+ := {(x1, . . . , xn)|xn ≥ 0}, Rn−1 ⊂ Rn is
identified with the boundary {xn = 0}, and n is sufficiently large. We let p : U → Ei−1 be
the projection from a tubular neighbourhood. We choose smooth maps γ˜ι : S
i−1 → ∂U
so that zi−1 ◦ p ◦ γ˜ι ∼ γι. If we take n ≥ 2i, then we can assume after a homotopy that
these extend to a smooth embedding
⊔ι∈I γ˜ι :
⊔
ι∈I
Si−1 ×Dn−i → ∂U \ Rn−1 . (3)
We use these maps in order to define
E˜i := U ∪⊔ι∈I γ˜ι
⊔
ι∈I
Di ×Dn−i
(smooth out corners). The map zi−1 has a natural (up to homotopy) extension to z˜i : E˜i →
E˜i which is again a homotopy equivalence. By a similar procedure we form the boundary
connected sum Ei := E˜i
⊔
⊔λ∈LS
i × Dn−i and extend z˜i to zi : Ei → Ei which is again a
homotopy equivalence.
The map κi−1 : Ei−1 → Ei is the inclusion. Furthermore we let xi : Ei → E be the compo-
sition xi : Ei
zi→ Ei
yi
→ E. By construction, our sequence satisfies 1..4.
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Lemma 2.2 Property 5 holds true.
We work in the model category structure on pointed topological spaces T op∗ where
1. weak equivalences are π∗-equivalences,
2. fibrations are Serre fibrations,
3. cofibrations are defined by the left lifting property.
It is known that retracts of relative CW -extensions are cofibrations [Hov99, Thm. 2.4.19].
We consider the poset N as a category. The diagram category T opN∗ has a model category
structure with
1. level weak equivalences,
2. cofibrations (Xi) → (Yi) are characterized by the latching space condition, which
in this case reduces to the property that Xi ⊔Xi−1 Yi−1 → Yi is a cofibration for all
i ≥ 1,
3. fibrations are level fibrations.
We refer to [Hov99, Ch. 5.1] for details. It follows that a system (Xi) is cofibrant if all
maps Xi−1 → Xi are cofibrations.
The homotopy colimit hocolim : T opN∗ → T op∗ is the left derived functor of the colimit
colim : T opN∗ → T op∗.
By construction we have a weak equivalence colim(Ei) → E. Since the structure maps
Ei → Ei+1 are all cofibrations (since they are CW -extensions) the whole system (Ei) is
cofibrant in T opN∗ , and there is a homotopy equivalence hocolim (Ei)→ colim(Ei). The
map (Ei) → (Ei) is a level equivalence. If X is a finite-dimensional CW -complex, then
we have naturally induced isomorphisms
colim([X, Ei]) ∼= colim([X,Ei])
!
∼= [X, hocolim (Ei)] ∼= [X, colim(Ei)] ∼= [X,E] .
At the marked isomorphism we use the cellular approximation theorem and that X is
finite-dimensional. ✷
The property that E is simply connected has been used in order to conclude from the
fact that Ei is a finite simply-connected CW -complex that πi(Ei) is finitely generated.
Finiteness is needed since we want to approximate by compact manifolds. If we allow
non-compact manifolds, then essentially the same proof gives the following:
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Proposition 2.3 Let E be a topological space with countably many connected components
such that the groups πk(E, x) are countably generated for all k ≥ 1 and x ∈ E. Then there
exist a sequence of pointed manifolds (Ei)i∈N0 together with pointed maps κi : Ei → Ei+1,
xi : Ei → E for all i ∈ N0 such that
1. Ei is homotopy equivalent to an i-dimensional CW-complex,
2. the map xi is (i− 1)-connected,
3. κi : Ei →֒ Ei+1 is an embedding of a submanifold,
4. the diagram
Ei
xi ?
??
??
??
κi // Ei+1
xi+1
}}{{
{{
{{
{{
E
commutes ,
5. for all finite-dimensional pointed CW -complexes X the induced map
colim([X, Ei])→ [X,E]
is an isomorphism.
Proof. If E is not connected, then we can approximate the countably many components
of E separately. In the connected case we construct the CW -approximations (Ei, σi, yi)
as before, but starting the induction with i = 0 and E0 := ∗. Then we proceed with the
construction of the family (Ei, κi, xi). The only modification is as follows. In order to
find the embedding (3) we compose the embedding (Ei−1, ∂Ei−1) → (Rn+,R
n−1) with an
embedding (Rn+,R
n−1)→ (Rn+1+ ,R
n), and we use the extra dimension in order to separate
the images of the γ˜ι. If we want the manifolds Ei without boundary we can just remove
the boundary without changing the homotopy type. ✷
In the following we discuss further properties of the approximations found in Proposition
2.1 or 2.3. The first is a certain Mittag-Leffler condition. For j > i let κji := κj−1 ◦ · · · ◦
κi : Ei → Ej. We set κ
i
i := idEi . Let V :=
⊕
n∈Z V
n be some Z-graded abelian group and
let
H∗(X ; V) :=
∏
s+t=∗
Hs(X ; Vt)
denote the ordinary cohomology of the space X with coefficients in V.
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Lemma 2.4 For all i ∈ N0 and all l ≥ 1 we have the equality of subgroups of Hk(Ei; V)
κi+l,∗i H
k(Ei+l; V) = κ
∗
iH
k(Ei+1; V) .
Proof. Note that an i-connected map f : X → Y induces an isomorphism in cohomology
f ∗ : Hs(Y ;G) → Hs(X ;G) for s ≤ i − 1, and an injection for s = i, where G is an
arbitrary abelian group. Since Ei is i-dimensional we have
Hk(Ei; V) ∼=
⊕
s+t=k,s≤i
Hs(Ei; V
t) .
Note that κi+li is i-connected for all l ≥ 0. We therefore have for s ≤ i, j > i, l ≥ 1
Hs(Ej; V
t) ∼= κ
j+l,∗
j H
s(Ej+l; V
t). This implies for all l ≥ 1 that
κ∗iH
k(Ei+1; V) ∼= κ
∗
i ◦ κ
i+l,∗
i+1 H
k(Ei+l; V) ∼= κ
i+l,∗
i H
k(Ei+l; V) .
✷
Proposition 2.5 Let V be as above and E, (Ei)i≥0 as in Proposition 2.3. We consider a
class u ∈ H∗(E; V). There exists a sequence of forms ωi ∈ Ω
∗
cl(Ei, V) such that Rham(ωi) =
x∗iu and κ
∗
iωi+1 = ωi for all i ≥ 0.
Proof. We construct ωi inductively. Assume that ωj has been constructed for all j ≤ i.
There exists ω˜i+1 ∈ Ω
∗
cl(Ei+1, V) such that Rham(ω˜i+1) = x
∗
i+1u. Since κ
∗
iRham(ω˜i+1) =
κ∗ix
∗
i+1u = x
∗
iu there exists furthermore a form α ∈ Ω
∗−1(Ei, V) such that κ
∗
i ω˜i+1+dα = ωi.
Since κi is a closed embedding of a submanifold there exists an extension α˜ ∈ Ω
∗−1(Ei+1, V)
such that κ∗i α˜ = α. We then define ωi+1 = ω˜i+1 + dα˜. ✷
Let (Eˆ, R, I, a) be a smooth extension of a cohomology theory E. We assume that this
smooth extension is defined on all smooth manifold, or we assume that our approximation
(Ei, xi, κi) of E is by compact manifolds. We consider the Z-graded vector space V :=
E∗⊗R. By Proposition 2.5 we choose a sequence of closed forms ωi ∈ Ω∗cl(Ei, V) such that
Rham(ωi) = ch(x
∗
iu) and κ
∗
iωi+1 = ωi for all i ≥ 0.
Proposition 2.6 There exists a sequence uˆi ∈ Eˆ
∗(Ei) such that R(uˆi) = ωi, I(uˆi) = x
∗
iu
and κ∗i uˆi+1 = uˆi for all i ≥ 0.
Proof. First we choose for each i independently a class u˜i ∈ Eˆ
∗(Ei) such that R(u˜i) = ωi
and I(u˜i) = x
∗
iu. Note that u˜i is unique up to addition of a term a(αi) for αi ∈ H
∗−1(Ei, V).
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We now argue by induction over i using the Mittag-Leffler condition 2.4 that we can
modify our choice by uˆi := u˜i + a(αi) so that κ
∗
i uˆi+1 = uˆi.
Let us assume by induction that we have made the choice of uˆi, and that we have al-
ready chosen uˆ′i+1 ∈ Eˆ
∗(Ei+1) such that κ
∗
i (uˆ
′
i+1) = uˆi. Then κ
∗
i+1u˜i+2 − uˆ
′
i+1 = a(α) with
α ∈ H∗−1(Ei+1; V). It follows that κ
i+2,∗
i u˜i+2 − uˆi = a(κ
∗
iα). By 2.4 we can find a class
α˜ ∈ H∗−1(Ei+2; V) such that κ
i+1,∗
i (α˜) = κ
∗
i (α). We set uˆi+1 := uˆ
′
i+1+ a(α)− a(κ
∗
i+1α˜) and
uˆ′i+2 := u˜i+2 − a(α˜). Then we have κ
∗
i uˆi+1 = uˆi and κ
∗
i+1(uˆ
′
i+2) = uˆi+1. ✷
3 The natural transformation Φ
We consider a generalized cohomology theory E represented by a spectrum E. We consider
two smooth extensions (Eˆ, R, I, a) and (Eˆ ′, R′, I ′, a′) of E. Let us fix a degree k ∈ Z and
a classifying space Ek for the homotopy functor X 7→ E
k(X), e.g. the k-th space of the
spectrum E if the latter is an Ω-spectrum. In the present section we give a construction
of a natural transformation Φ: Eˆk → Eˆ ′k such that the following diagram commutes:
Ωk−1(M, V)
a // Eˆk(M)
Φ

I //
R
$$
Ek(M) Ωkcl(M, V)
Ωk−1(M, V)
a′ // Eˆ ′k(M)
I′ //
R′
::
Ek(M) Ωkcl(M, V)
.
We make one of the following two assumptions:
Assumption 3.1 1. Ek−1 = π1(Ek) = 0, the abelian groups E
m are finitely generated
for all m ≤ k, and the smooth extensions are defined on the category of compact
manifolds, or
2. the smooth extensions are defined on the category of all manifolds and the abelian
group Em is countably generated for all m ≤ k.
Note that πi(Ek) ∼= E
k−i. We choose an approximation (Ei, xi, κi) of Ek by smooth
manifolds as in Propositions 2.1 or 2.3. In case 1 we can assume that the Ei are compact.
Let u ∈ Ek(Ek) be the tautological class represented by the identity id ∈ [Ek,Ek]. We
choose a family of closed forms ωi ∈ Ω
k
cl(Ei, V) as in Proposition 2.5 such that Rham(ωi) =
ch(x∗iu) and κ
∗
iωi+1 = ωi for all i ≥ 0. Then by Proposition 2.6 we choose families of
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classes uˆi ∈ Eˆ
k(Ei), uˆ
′
i ∈ Eˆ
′k(Ei) such that R(uˆi) = R
′(uˆ′i) = ωi and I(uˆi) = I
′(uˆ′i) = x
∗
iu
and κ∗i uˆi+1 = uˆi, κ
∗
i uˆ
′
i+1 = uˆ
′
i for all i ≥ 0.
Now we can define the transformation Φ, which may depend on the choices made above.
Let M be a (compact in case 1) manifold and vˆ ∈ Eˆk(M). Note that I(vˆ) = f ∗u for some
f ∈ [M,Ek]. By Property 5 there exists an i ∈ N and a smooth map fi : M → Ei such
that f ∗i x
∗
iu = I(vˆ). Therefore there exists a unique α ∈ Ω
k−1(M, V)/im(ch) such that
a(α) + f ∗i (uˆi) = vˆ. We set
Φ(vˆ) := a′(α) + f ∗i (uˆ
′
i) .
Lemma 3.2 Φ is well-defined.
Proof. The only choice involved is the map fi. We can increase the index i to j without
changing Φk(vˆ) by replacing fi by fj := κ
j
i ◦ fi. Given fi and f
′
i′ then by property 2.1.5
(or 2.3.5, resp.) there exists j ≥ max{i, i′} such that κji ◦ fi and κ
j
i′ ◦ f
′
i′ are homotopic.
Thus let us assume that we have fj and f
′
j which are homotopic. Let H : I ×M → Ej
denote the homotopy. We define β :=
∫
I×M/M
H∗ωj ∈ Ω
k−1
cl (M, V)/im(ch). Then by the
homotopy formula (1) we have f ′,∗j (uˆj) = f
∗
j (uˆj)+a(β), but also f
′,∗
j (uˆ
′
j) = f
∗
j (uˆ
′
j)+a
′(β).
If α′ and Φ′(vˆ) denote the result for α and Φ(vˆ) for the choice f ′j , then we have α
′ = α−β.
But this implies
Φ′(vˆ) = a′(α′) + f ′,∗j (uˆ
′
j) = a
′(α)− a′(β) + f ′,∗j (uˆ
′
j) = a
′(α) + f ∗i (uˆ
′
i) = Φ(vˆ) .
✷
Lemma 3.3 We have by construction R′ ◦ Φ = R, I ′ ◦ Φ = I, and Φ ◦ a = a′.
Proof. Straightforward verifications. ✷
Lemma 3.4 Φ is natural.
Proof. For a moment we write ΦM , ΦN in order to indicate a possible dependence on
the underlying manifold. Let g : N → M be a smooth map between manifolds. Given
vˆ ∈ Eˆk(M) we must show that g∗ΦM (vˆ) = ΦN (g
∗vˆ). Note that ΦM(vˆ) = a
′(α) + f ∗i (uˆ
′
i),
g∗vˆ = a(g∗α) + g∗f ∗i (uˆi), and therefore ΦN (g
∗vˆ) = a′(g∗(α)) + g∗f ∗i (uˆ
′
i) = g
∗ΦM (vˆ). ✷
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Note that Φ as defined above is a natural transformation of set-valued functors. In general
it does not preserve the group structures. The deviation from additivity is a priory a
natural transformation
B˜ : Eˆk × Eˆk → Eˆ ′k
such that
Φ(vˆ + wˆ) = Φ(vˆ) + Φ(wˆ) + B˜(vˆ, wˆ) . (4)
which satistifies the cocycle condition and symmetry
B˜(uˆ, vˆ + wˆ) + B˜(vˆ, wˆ) = B˜(uˆ, vˆ) + B˜(uˆ+ vˆ, wˆ) , B˜(uˆ, vˆ) = B˜(vˆ, uˆ) .
Because of the identities
0 = Φ(vˆ + a(α))− a′(α)− Φ(vˆ) = B˜(vˆ, a(α))
0 = R′(Φ(vˆ + wˆ)− Φ(vˆ)− Φ(wˆ)) = R′(B˜(vˆ, wˆ)) (5)
0 = I ′(Φ(vˆ + wˆ)− Φ(vˆ)− Φ(wˆ)) = I ′(B˜(vˆ, wˆ))
it factors over a natural transformation
B : Ek(M)× Ek(M)→ Hk−1(M ; V)/im(ch) . (6)
Definition 3.5 We call the cohomology theory E rationally even, if Em ⊗Z Q = 0 for
all odd m ∈ Z.
Theorem 3.6 Let k ∈ Z be even. If E∗ is rationally even and one of 3.1.1 or 3.1.2 is
satisfied, then the transformation Φ: Eˆk → Eˆk,′ is additive.
Proof. The family (Ei×Ei, κi×κi)i≥0 of manifolds gives rise to a system of abelian groups
(Hk−1(Ei × Ei; V), (κi × κi)
∗)i≥0 indexed by Nop. The natural transformation B induces a
class
Bˆ ∈ lim
i
(Hk−1(Ei × Ei; V)/im(ch)) .
In detail, the ith component is the class
Bˆi := B(pr
∗
1x
∗
iu, pr
∗
2x
∗
iu) ∈ H
k−1(Ei × Ei; V)/im(ch) .
Proposition 3.7 We have Bˆ = 0.
Proof. We show this result by showing that lim(Hk−1(Ei × Ei; V)/im(ch)) = 0. We first
show a refinement of the Mittag-Leffler condition. We start with the following general
fact.
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Lemma 3.8 Let X be a CW -complex such that π2i+1(X) ⊗Z Q = 03 for i = 0, . . . , n.
Then H2i+1(X ;Q) = 0 for i = 0, . . . , n.
Proof. We first show that H2i+1(X ;Q) = 0 for i = 0, . . . , n. We assume the contrary.
Let k ∈ {0, . . . , n} be the smallest number such that H2k+1(X ;Q) 6= 0. We have the
Postnikov tower
X〈2k + 2〉 → X〈2k + 1〉 → · · · → X〈2〉 → X〈1〉 → X .
The fibre ofX〈2j〉 → X〈2j−1〉 is equivalent to an Eilenberg-MacLane spaceK(π2j−1(X), 2j−
2) which is rationally acyclic since π2j−1(X)⊗Z Q = 0. Therefore X〈2j〉 → X〈2j− 1〉 in-
duces a rational cohomology equivalence. The fibre of X〈2j+1〉 → X〈2j〉 is an Eilenberg-
MacLane space K(π2j(X), 2j − 1). With the Serre spectral sequence
H∗(X〈2j〉;H∗(K(π2j(X), 2j − 1);Q)) =⇒ H
∗(X〈2j + 1〉;Q)
and
H l(K(π2j(X), 2j − 1),Q) =
{
0 l 6∈ {0, 2j − 1}
Q l = 0, 2j − 1
we conclude that
H2k+1(X ;Q)→ H2k+1(X〈1〉;Q)→ · · · → H2k+1(X〈2k + 2〉;Q) = 0
is injective. This is a contradiction.
It now follows by duality that H2i+1(X ;Q) ∼= 0 for i ∈ {0, . . . , n}. ✷
Lemma 3.9 For every i ∈ N and all r ≥ i+ 1 we have
(κi+ri × κ
i+r
i )
∗Hk−1(Ei+r × Ei+r; V) = 0 .
Proof.For r ≥ i+1 the map xi+r : Ei+r → Ek is 2i+1-connected so that πl(Ei+r) ∼= πl(Ek) ∼=
Ek−l for all l ≤ 2i. In particular, π2l−1(Ei+r)⊗ZQ = 0 and hence π2l−1(Ei+r×Ei+r)⊗ZQ = 0
for all l ∈ N such that 2l−1 ≤ 2i. It follows from Lemma 3.8 thatH2l−1(Ei+r×Ei+r;Q) = 0
for all l ∈ N such that 2l−1 ≤ 2i. Since Ei×Ei is homotopy equivalent to a 2i-dimensional
complex and Vj = 0 for odd j we now have
(κi+ri × κ
i+r
i )
∗Hk−1(Ei+r × Ei+r; V)
∼= (κi+ri × κ
i+r
i )
∗
⊕
2l−1≤2i
H2l−1(Ei+r × Ei+r; V
k−2l)
= 0 .
3If X is not connected, then we require this for all its components.
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✷We now consider the system of exact sequences
0→ ch(Ek−1(Ei × Ei))→ H
k−1(Ei × Ei; V)→
Hk−1(Ei × Ei; V)
ch(Ek−1(Ei × Ei))
→ 0
indexed by Nop. We apply lim and get the exact sequence
lim
i
(Hk−1(Ei × Ei; V))→ lim
i
(
Hk−1(Ei × Ei; V)
ch(Ek−1(Ei × Ei))
)
→ lim
i
1(ch(Ek−1(Ei × Ei))) .
Now we have limi(H
k−1(Ei × Ei; V)) = 0 because of Lemma 3.9. The same lemma im-
plies that the subsystem ch(Ek−1(Ei × Ei)) ⊆ H
k−1(Ei × Ei; V) satisfies the Mittag-Leffler
condition so that lim1i (ch(E
k−1(Ei × Ei))) = 0. This implies
lim
i
(
Hk−1(Ei × Ei; V)
ch(Ek−1(Ei × Ei))
)
= 0
as required. ✷
We now show Theorem 3.6. Let vˆ, wˆ ∈ Eˆk(M). We choose i sufficiently large such that
there exist fvˆ, fwˆ : M → Ei with f
∗
vˆ (x
∗
iu) = I(vˆ) and f
∗
wˆ(x
∗
iu) = I(wˆ). Let j ≥ i be
such that there exists µ : Ei × Ei → Ej with µ
∗(x∗ju) = pr
∗
0x
∗
iu + pr
∗
1x
∗
iu. We choose
α ∈ Ωk−1(Ei × Ei, V) such that a(α) + µ
∗(uˆj) = pr
∗
0uˆi + pr
∗
1uˆi.
We further can choose fvˆ+wˆ : M → Ej as the composition fvˆ+wˆ = µ ◦ (fvˆ, fwˆ) so that
f ∗vˆ+wˆ(x
∗
ju) = I(vˆ + wˆ).
We now choose αvˆ, αwˆ, αvˆ+wˆ ∈ Ω
k−1(M, V) such that a(αvˆ)+f
∗
vˆ (uˆi) = vˆ, a(αwˆ)+f
∗
wˆ(uˆi) =
wˆ, and a(αvˆ+wˆ) + f
∗
vˆ+wˆ(uˆj) = vˆ + wˆ.
Then we have Φ(vˆ) = a′(αvˆ)+f
∗
vˆ (uˆ
′
i), Φ(wˆ) = a
′(αwˆ)+f
∗
wˆ(uˆ
′
i), and Φ(vˆ+ wˆ) = a
′(αvˆ+wˆ)+
f ∗vˆ+wˆ(uˆ
′
j). We now calculate using Φ(uˆi) = uˆ
′
i and
0 = B(pr∗0x
∗
iu, pr
∗
1x
∗
iu) = Φ(pr
∗
0uˆi + pr
∗
1uˆi)− Φ(pr
∗
0uˆi)− Φ(pr
∗
1uˆi)
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at the marked equality
Φ(vˆ + wˆ)− Φ(vˆ)− Φ(wˆ)
= a′(αvˆ+wˆ) + f
∗
vˆ+wˆ(uˆ
′
j)− a
′(αvˆ)− f
∗
vˆ (uˆ
′
i)− a
′(αwˆ)− f
∗
wˆ(uˆ
′
i)
= a′(αvˆ+wˆ) + (fvˆ, fwˆ)
∗µ∗(uˆ′j)− a
′(αvˆ)− f
∗
vˆ (uˆ
′
i)− a
′(αwˆ)− f
∗
wˆ(uˆ
′
i)
= a′(αvˆ+wˆ − αvˆ − αwˆ) + (fvˆ, fwˆ)
∗ (Φ(pr∗0uˆi + pr
∗
1uˆi)− a
′(α))
−f ∗vˆ (uˆ
′
i)− f
∗
wˆ(uˆ
′
i)
!
= a′(αvˆ+wˆ − αvˆ − αwˆ) + (fvˆ, fwˆ)
∗ (Φ(pr∗0uˆi) + Φ(pr
∗
1uˆi)− a
′(α))
−f ∗vˆ (uˆ
′
i)− f
∗
wˆ(uˆ
′
i)
= a′(αvˆ+wˆ − αvˆ − αwˆ) + f
∗
vˆ uˆ
′
i + f
∗
wˆuˆ
′
i − (fvˆ, fwˆ)
∗a′(α)
−f ∗vˆ (uˆ
′
i)− f
∗
wˆ(uˆ
′
i)
= a′(αvˆ+wˆ − αvˆ − αwˆ − (fvˆ, fwˆ)
∗α) .
Doing the same calculation starting with 0 = (vˆ + wˆ) − vˆ − wˆ (leave out the symbols Φ
and ′) we get 0 = a(αvˆ+wˆ−αvˆ−αwˆ− (fvˆ, fwˆ)
∗α). Since ker(a) = ker(a′) we conclude that
Φ(vˆ + wˆ)− Φ(vˆ)− Φ(wˆ) = 0 .
✷
Theorem 3.10 Let E be a rationally even generalized cohomology theory which is repre-
sented by a spectrum E. Let (Eˆ, R, I, a,
∫
) and (Eˆ ′, R′, I ′, a′,
∫ ′
) be two smooth extensions
with integration. We assume that either the smooth extensions are defined on the category
of all smooth manifolds and the groups Em are countably generated for all m ∈ Z, or that
Em = 0 for all odd m ∈ Z and Em is finitely generated for even m ∈ Z. Then there is a
unique natural isomorphism
Φ: Eˆ → Eˆ ′
of smooth extensions with integration.
Proof. Let us first show the existence of a natural transformation. We let Φk : Eˆk → Eˆ ′k
denote the component in degree k. Let Φ2k be the transformation obtained in Theorem
3.6. We extend Φ to odd degrees using integration.
Let i : M → S1×M be the embedding induced by a point in S1 and p : S1×M → M be
the projection. Because of p ◦ i = id we have a splitting
E∗(S1 ×M) ∼= p∗E∗(M)⊕ ker(i∗) .
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Let q : S1 × M → ΣM+ be the projection onto the suspension. It induces an identi-
fication ker(i∗) ∼= q∗E˜∗(ΣM+) ∼= E
∗−1(M) using the suspension isomorphism. We let
σ : E∗−1(M)→ E∗(S1 ×M) be the inclusion of this summand.
Assume that we already have constructed Φk. This is in particular the case for even k.
Let xˆ ∈ Eˆk−1(M) be given. Then we choose x˜ ∈ Eˆk(S1 ×M) such that
1.
∫
(x˜) = xˆ,
2. R(x˜) = dt ∧ pr∗R(xˆ),
3. I(x˜) = σ(I(xˆ)).
The following procedure shows that this choice can be made. We first choose a lift
x˜ ∈ Eˆk(S1 ×M) of σ(I(xˆ)) ∈ Ek(S1 ×M) so that 3 is satisfied. Then we add a(α) for a
suitable α ∈ Ωk−1(S1 ×M, V) in order to satisfy 2. Then xˆ−
∫
(x˜) ∈ a(Hk−1(M ; V)). We
can kill this difference by modifying α suitably. Here we use that
∫
(a(α)) = a(
∫
(α)) and∫
: Ω∗(S1 ×M, V)→ Ω∗−1(M, V) is surjective.
We now define
Φk−1(xˆ) :=
∫ ′
(Φk(x˜)) .
Let us check that this is well-defined. Note that another choice x˜′ satisfies x˜′ − x˜ = a(α)
with
∫
(a(α)) = 0. Furthermore,∫ ′
(Φk(x˜′)) =
∫ ′
(Φk(x˜+ a(α))) =
∫ ′
(Φk(x˜) + a(α)) =
∫ ′
(Φk(x˜)) .
Naturality of Φk−1 follows from naturality of the integration maps. Indeed, let f : N → M
be a smooth map and yˆ := f ∗xˆ. Then we can choose y˜ := (idS1 × f)
∗x˜. We get
Φk−1(yˆ) =
∫ ′
(Φk(f ∗x˜)) =
∫ ′
(idS1 × f)
∗Φk(x˜) = f ∗
∫ ′
(Φk(x˜)) = f ∗Φk−1(xˆ) .
Let us now discuss uniqueness of Φ2k. Assume that Ψ: Eˆ2k → Eˆ ′2k is a second natural
transformation of group-valued functors which is compatible with the transformations
R, I, a in the sense that
R′ ◦Ψ = R , I ′ ◦Ψ = I , a′ = Ψ ◦ a .
Then we consider the difference ∆ := Φ2k −Ψ. Compatibility with R shows that ∆ takes
values in Eˆ ′2kflat (see Definition 5.2). Compatibility with I in addition shows that ∆ takes
values in the subfunctor a′(H2k−1(. . . ; V)/im(ch)) ⊆ Eˆ ′2k. Finally, compatibility with a
implies that ∆ descends to a natural transformation
∆: E2k → H2k−1(. . . ; V)/im(ch) .
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We get an element
(∆(x∗iu)) ∈ lim
i
(H2k−1 (Ei; V)/im(ch))) .
The same argument as for Lemma 3.9 shows that the target group vanishes so that
∆(x∗iu) = 0 for all i ∈ N. But this implies that ∆ = 0. Indeed, if M is some manifold
and x ∈ E2k(M), then there exists an i ∈ N and f : M → Ei such that x = f ∗x∗iu. We
get ∆(x) = f ∗∆(x∗iu) = 0.
Recall that we have defined Φ2k using Theorem 3.6. Then we have extended the construc-
tion to odd degrees such that Φ2k−1 is chracterized by∫ ′
◦ Φ2k = Φ2k−1 ◦
∫
. (7)
We could use the construction above in order to construct another transformation Ψ: Eˆ2k →
Eˆ ′2k starting from Φ2k+1 so that ∫ ′
◦ Φ2k+1 = Ψ ◦
∫
.
By the uniqueness result we see that Ψ = Φ2k.
Therefore we have constructed a natural transformation of smooth extensions with inte-
gration. As such it is unique on the even part. Since the integration
∫
: Eˆ2k(S1 ×M)→
Eˆ2k−1(M) is surjective, the compatibility (7) implies uniqueness on the odd part, too. ✷
4 Multiplicative structures
In this section we assume that E is a multiplicative cohomology theory. Let (Eˆ, R, I, a)
be a smooth extension of E. We fix the unique e ∈ ker(i∗) ⊆ E1(S1) such that
∫
E
(e) =
1 ∈ E0, the unit of the ring E∗. We let ωe ∈ Ω
1
cl(S
1; V0) be the unique rotationally
invariant closed form such that Rham(ωe) = ch(e). In coordinates ωe = dt⊗ 1. Note that∫
S1
ωe = 1. Then we choose a lift eˆ ∈ Eˆ
1(S1) such that I(eˆ) = e and R(eˆ) = ωe. Note that
eˆ is determined uniquely up to elements of the form a(α) with α ∈ H0(S1; V)/im(ch). We
can assume that the representative α is constant. We see that eˆ is determined uniquely
up to a choice in V0/E0 ⊕ V−1/E−1.
We now want to modify the class eˆ such that q∗eˆ = −eˆ, where q : S1 → S1 is given by
q(z) = z¯. Apriori R(q∗eˆ + eˆ) = 0 and I(q∗eˆ + eˆ) = 0. Therefore q∗eˆ + eˆ = a(ρ) for
ρ ∈ H0(S1; V). We write ρ = ρ0 + ρ1 ∈ H
0(S1; V0) ⊕H1(S1; V−1). Since a(q∗ρ − ρ) = 0,
q∗ρ0 = ρ0 and q
∗ρ1 = −ρ1 we conclude that 2Rham(ρ1) = ch(r) for some r ∈ E
0(S1).
Then
q∗(eˆ− a(
1
2
ρ)) + eˆ− a(
1
2
ρ) = a(ρ−
1
2
ρ−
1
2
q∗ρ) = a(
1
2
(ρ− q∗ρ)) = a(ρ1) = a(
1
2
ch(r)) .
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If we replace eˆ by eˆ− a(1
2
ρ), then the new eˆ satisfies q∗eˆ+ eˆ = a(ρ1). The 2-torsion class
[Rham(ρ1)] ∈ V
−1/E−1 is independent of the choices. Indeed, if we change eˆ by eˆ + a(α)
for α ∈ H0(S1; V), then we can take the same ρ1.
Recall the inclusion i : M → S1 ×M and the projection p : S1 ×M → M . We finally
consider the condition i∗eˆ = 0. Of course, we have i∗eˆ = a(θ) for some θ ∈ H0(∗; V) ∼= V0.
If we replace eˆ by eˆ − p∗θ, then we get i∗eˆ = 0 retaining all the other conditions. The
ramaining choice for eˆ is V−1/E−1.
Definition 4.1 The class oEˆ := [Rham(ρ1)] ∈ V
−1/E−1 is called the obstruction class.
The obstruction class vanishes exactly if we can choose eˆ ∈ Eˆ1(S1) such that
R(eˆ) = dt⊗ 1 , I(eˆ) = e , i∗eˆ = 0 , q∗eˆ = −eˆ .
In this case eˆ is unique up to an element in V−1/E−1. The obstruction vanishes e.g. if
E−1 is torsion, and in this case eˆ is unique. We do not have any example of a smooth
extension with non-trivial obstruction class.
Proposition 4.2 If (Eˆ, R, I, a) is a multiplicative smooth extension with vanishing ob-
struction class oEˆ, then it has an integration.
Proof.
Using the class e we can make the decomposition
E∗+1(S1 ×M) ∼= im(p∗)⊕ ker(i∗) ∼= E∗+1(M)⊕ E∗(M)
more explicit. Namely, we can write the class x ∈ E∗+1(S1 × M) uniqely in the form
x = p∗u⊕ e× y with u ∈ E∗+1(M) and y ∈ E∗(M). Note that y =
∫
x.
We now use the decomposition
Eˆ∗+1(S1 ×M) = im(p∗)⊕ ker(i∗)
in order to define an integration which factors as∫
: Eˆ∗+1(S1 ×M)
pr
→ ker(i∗)→ Eˆ∗(M) .
It obviously satisfies the second condition 1.3.2∫
◦ p∗ = 0 .
Let xˆ ∈ ker(i∗). Then we can write I(xˆ) = e × y for a unique y ∈ E∗(M). We choose a
smooth lift yˆ ∈ Eˆ∗(M) and a form ρ ∈ Ω∗−1(S1×M, V) such that xˆ = eˆ× yˆ+ a(ρ). Then
we define ∫
xˆ := yˆ + a(
∫
ρ) .
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Let us show that
∫
is well-defined. If we choose another smooth lift yˆ′, then yˆ′ = yˆ+ a(θ)
for some form θ ∈ Ω∗−1(M, V). Since eˆ× yˆ′ = eˆ× yˆ+ eˆ× a(θ) = eˆ× yˆ + a(ωe × θ) we can
choose ρ′ = ρ− ωe × θ and our construction produces
yˆ′ + a(
∫
ρ′) = yˆ + a(θ) + a(
∫
ρ)− a(
∫
ωe ∧ θ) = yˆ + a(
∫
ρ).
Next we show that the construction is independent of the choice of ρ. If we choose ρ′,
then ρ′ = ρ + α such that α ∈ Ω∗−1(S1 ×M, V) is closed and Rham(α) = ch(u) for some
u ∈ E∗(S1 ×M). But then our construction produces
yˆ + a(
∫
ρ′) = yˆ + a(
∫
ρ) + a(
∫
ch(u)) = yˆ + a(
∫
ρ) + a(ch(
∫
u)) = yˆ + a(
∫
ρ) .
We have
I(
∫
xˆ) = I(yˆ + a(
∫
ρ)) = I(yˆ) = y =
∫
I(xˆ) .
Furthermore
R(
∫
xˆ) = R(yˆ + a(
∫
ρ)) =
∫
(ωe × R(yˆ)) + d
∫
ρ =
∫
(ωe ×R(yˆ) + dρ) =
∫
R(xˆ) .
Next we check that the integration is linear. Let xˆi ∈ ker(i
∗), i = 0, 1. We choose
yi ∈ E
∗(M) such that I(xi) = e × yi and smooth lifts yˆi ∈ Eˆ
∗(M). Then we find
ρi ∈ Ω
∗−1(S1 ×M, V) such that xˆi = eˆ × yˆi + a(ρi) for i = 0, 1. Note that xˆ0 + xˆ1 =
eˆ× (yˆ0 + yˆ1) + a(ρ0 + ρ1). It follows∫
(xˆ0 + xˆ1) = yˆ0 + yˆ1 + a(
∫
(ρ0 + ρ1)) =
∫
(xˆ0) +
∫
(xˆ1) .
If xˆ = eˆ× yˆ + a(ρ), then
(q × idM)
∗xˆ = q∗eˆ× yˆ + a((q × idM)
∗ρ) = eˆ× (−yˆ) + a((q × idM)
∗ρ) .
We get ∫
((q × idM)
∗xˆ) = −yˆ + a(
∫
(q × idM)
∗ρ) = −yˆ − a(
∫
ρ) = −
∫
xˆ .
Let us finally show that the integration is natural. Let f : N → M be a smooth map.
Then we can write f ∗xˆ = eˆ× f ∗yˆ + (idS1 × f)
∗ρ. It follows that∫
(f ∗xˆ) = f ∗yˆ + a(f ∗
∫
ρ) = f ∗
∫
(xˆ) .
✷
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If we change eˆ to eˆ′ = eˆ + a(u), u ∈ H1(S1; V−1)/im(ch) ∩H1(S1; V−1) ∼= V−1/E−1, then
we have
xˆ = eˆ′ × yˆ + a(ρ′) = eˆ× yˆ + a(u×R(yˆ) + ρ′) .
For the corresponding integration we get, using Rham(R(yˆ)) = ch(
∫
(I(xˆ))),∫
xˆ =
∫ ′
xˆ+ a(
∫
(u× R(yˆ))) =
∫ ′
xˆ+ a(u× ch(
∫
I(xˆ))) .
If V−1 6= 0, then we indeed may change the integration by modifying the choice of eˆ. If
E is rationally even, or more generally, if only E−1 is a torsion group, then of course
V−1 = 0.
Corollary 4.3 If (Eˆ, R, I, a) is a multiplicative extension of a generalized cohomology
theory such that E−1 is a torsion group, then there is a canonical choice of an integration.
We can now apply Theorem 3.10.
Corollary 4.4 Let (Eˆ, R, I, a) and (Eˆ ′, R′, I ′, a′) be two multiplicative extensions of a
rationally even generalized cohomology theory. We assume that either both extensions are
defined on the category of all smooth manifolds and the groups Em are countably generated
for all m ∈ Z, or they are defined on the category of compact manifolds , Em = 0 for all
odd m ∈ Z and Em is finitely generated for even m ∈ Z. Then there is a unique natural
isomorphism between these smooth extensions preserving the canonical integration.
Lemma 4.5 The integration defined above satisfies the projection formula∫
(xˆ ∪ p∗zˆ) = (
∫
xˆ) ∪ zˆ , xˆ ∈ Eˆ∗(S1 ×M) , zˆ ∈ Eˆ∗(M) .
Proof. We write xˆ = p∗uˆ + eˆ × yˆ + a(ρ). Then by construction
∫
xˆ = yˆ + a(
∫
ρ).
Furthermore
xˆ ∪ p∗zˆ = p∗(uˆ ∪ zˆ) + eˆ× (yˆ ∪ zˆ) + a(ρ ∧ R(p∗zˆ)) .
It follows that∫
(xˆ ∪ p∗zˆ) = yˆ ∪ zˆ + a(
∫
ρ ∧ p∗R(zˆ)) = yˆ ∪ zˆ + a((
∫
ρ) ∧ R(zˆ)) = (
∫
xˆ) ∪ zˆ .
✷
Theorem 4.6 The unique natural transformation of Corollary 4.4 is multiplicative.
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Proof. The argument is similar to the proof of Theorem 3.6. We transport the ∪-product
of Eˆ ′ to Eˆ using the natural transformation Φ: Eˆ → Eˆ ′. Thus we define
∪′ : Eˆev(M)⊗ Eˆev(M)→ Eˆev(M)
by
xˆ ∪′ yˆ := Φ−1(Φ(xˆ) ∪ Φ(yˆ)) .
The difference
∆(xˆ, yˆ) := xˆ ∪ yˆ − xˆ ∪′ yˆ
is a natural transformation of set-valued functors
Eˆev × Eˆev → Eˆev .
Since both ∪-products are compatible with R and I we conclude that ∆ actually has
values in the subfunctor a(Hodd(. . . ; V)/im(ch)). Furthermore, since both cup-products
are compatible with a the transformation factors as
∆: Eev ×Eev → a(Hodd(. . . ; V)/im(ch)) .
We approximate Ek by a family of manifolds Ek,i as in Proposition 2.1. Then we consider
compatible families uˆk,i ∈ Eˆ
k(Ek,i) as in Proposition 2.6. For even k, l we get a family of
elements
(∆(uˆk,i, uˆl,i))i≥0 ∈ lim
i
(Hodd(Ek,i × El,i)/im(ch)) .
The analog of Lemma 3.9 shows that this limit is trivial, so that ∆(uˆk,i, uˆl,i) = 0 for all i.
As in the proof of Theorem 3.10 we conclude that this implies ∆ = 0.
We now discuss multiplicativity in general. Let k be odd and l be even, xˆ ∈ Eˆk(M) and
yˆ ∈ Eˆl(M). Then we have, using the projection formula 4.5 and the compatibility of Φ
with integration,
Φ(xˆ ∪ yˆ) = Φ(
∫
(eˆ× (xˆ ∪ yˆ)))
=
∫
(Φ(eˆ× (xˆ ∪ yˆ)))
=
∫
(Φ((eˆ× xˆ) ∪ p∗yˆ))
=
∫
(Φ(eˆ× xˆ) ∪ Φ(p∗yˆ))
=
∫
(Φ(eˆ× xˆ) ∪ p∗Φ(yˆ))
= (
∫
Φ(eˆ× xˆ)) ∪ Φ(yˆ)
= Φ(
∫
(eˆ× xˆ)) ∪ Φ(yˆ)
= Φ(xˆ) ∪ Φ(yˆ) .
26
Similarly, if k and l are odd, then again using the projection formula and the case just
shown
Φ(xˆ ∪ yˆ) = Φ((
∫
eˆ× xˆ) ∪ yˆ)
= Φ(
∫
((eˆ× xˆ) ∪ p∗yˆ))
=
∫
(Φ((eˆ× xˆ) ∪ p∗yˆ))
=
∫
(Φ(eˆ× xˆ) ∪ Φ(p∗yˆ))
=
∫
(Φ(eˆ× xˆ) ∪ p∗Φ(yˆ))
= (
∫
Φ(eˆ× xˆ)) ∪ Φ(yˆ)
= Φ(
∫
(eˆ× xˆ)) ∪ Φ(yˆ)
= Φ(xˆ) ∪ Φ(yˆ) .
✷
5 The flat theory
Let (Eˆ, R, I, a) be a smooth extension of a generalized cohomology theory E. Let xˆ ∈
Eˆ∗+1([0, 1]×M) and f0, f1 : M → [0, 1]×M be induced by the inclusions of the endpoints.
Then we have the following homotopy formula.
Lemma 5.1 We have
f ∗1 xˆ− f
∗
0 xˆ = a
(∫
[0,1]×M/M
R(xˆ)
)
.
Proof. Let p : [0, 1] × M → M denote the projection. Then there exists a form ρ ∈
Ω∗([0, 1] ×M, V) such that xˆ = p∗f ∗0 xˆ + a(ρ). We have R(xˆ) = p
∗f ∗0R(xˆ) + dρ. Let us
write ρ = ρ0 + dt∧ ρ1 for t-dependent forms ρ0, ρ1 on M , where t is the coordinate of the
interval [0, 1]. We get
i∂tR(xˆ) = ∂tρ0 − dρ1 .
Integrating we get ∫
[0,1]×M/M
R(xˆ) = (ρ0)|t=1 − (ρ0)|t=0 − d
∫ 1
0
ρ1dt .
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We get
f ∗1 xˆ− f
∗
0 xˆ = a(f
∗
1ρ− f
∗
0ρ) = a((ρ0)|t=1 − (ρ0)|t=0) = a
(∫
[0,1]×M/M
R(xˆ)
)
.
✷
Definition 5.2 We define the flat theory as the subfunctor
Eˆ∗flat(M) := ker(R : Eˆ
∗(M)→ Ω∗cl(M,E)) .
Recall that a functor on manifolds is called homotopy invariant if it maps smoothly
homotopic smooth maps to the same morphisms. As an immediate consequence of the
homotopy formula we get:
Corollary 5.3 The flat theory Eˆflat is a homotopy invariant functor.
As a direct consequence of 1.1.R.3 and 1.1.R.1 the flat theory fits into the following natural
long exact sequence:
. . .
I
→ E∗−1(M)
ch
→ H∗−1(M ; V)
a
→ Eˆ∗flat(M)
I
→ E∗(M)
ch
→ H∗(M ; V)
a
→ . . . .
There is a natural topological candidate for the flat subfunctor which fits into a similar
sequence, see (8).
Recall the construction of the Moore spectrum MG for an abelian group G. We choose
a free resolution
0→
⊕
v∈V
Zv
α
→
⊕
w∈W
Zw → G→ 0
for suitable sets V,W . Then we define a map of spectra
αˆ :
∨
v∈V
S→
∨
w∈W
S
which realizes α in reduced integral homology, where we identifyHZ∗(
∨
v∈V S)
∼=
⊕
v∈V Zv
and HZ∗(
∨
w∈W S)
∼=
⊕
w∈W Zw. The isomorphism class of the Moore spectrum MG is
defined to fit into the distinguished triangle of the stable homotopy category∨
v∈V
S
αˆ
→
∨
w∈W
S→MG→ Σ
∨
v∈V
S .
Note that we can and will take MZ := S. We fix an element 1 ∈ G. We assume that
there is one generator w0 ∈ W which maps to 1 ∈ G. Then we let MZ → MG be the
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map given by the composition S→
∨
w∈W S→MG, where the first map is the inclusion
of the component with label w0.
For a spectrum E we define EG := E ∧MG. There is a natural identification E ∼= EZ
and an induced morphism E → ER. The spectrum ER also represents a cohomology
theory which admits a canonical isomorphism
ER∗(X) ∼= H∗(X ; V) .
We extend the natural map E→ ER to an exact triangle
Σ−1ER/Z→ E→ ER→ ER/Z
thus defining a spectrum ER/Z. Note that ER/Z ∼= E ∧MR/Z so that our notation is
consistent. The fibre sequence induces a long exact sequence in cohomology
. . . → E∗−1(M)→ ER∗−1(M)→ ER/Z∗−1(M)→ E∗(M)→ ER∗(M)→ . . . . (8)
In other words, it is very natural to conjecture that there is a natural transformation
Φflat : Eˆ
∗
flat(M)→ ER/Z
∗−1(M) so that the following diagram commutes
E∗−1(M) // ER∗−1(M) α // ER/Z∗−1(M) // E∗(M) // ER∗(M)
E∗−1(M)
ch // H∗−1(M ; V)
∼=
OO
a // Eˆ∗flat(M)
I //
Φflat
OO
E∗(M) ch // H∗(M ; V)
∼=
OO
(9)
Such a transformation automatically would be an isomorphism by the Five Lemma.
Definition 5.4 We say that the flat theory is topological if such a natural transforma-
tion Φflat exists.
Recall that, given a cohomology theory represented by a spectrum E, in [HS05, Definition
4.34] Hopkins and Singer have constructed a smooth extension (EˆHS, RHS, IHS, aHS).
Moreover they have shown that Eˆ∗HS,flat is topological. We use the notation
Φ∗HS,flat : Eˆ
∗
HS,flat(M)
∼
→ ER/Z∗−1(M)
for the natural isomorphism coming from [HS05, Equation (4.57)].
Theorem 5.5 Assume that the cohomology theory E is rationally even, and that Em is
countably generated for all m ∈ Z. If (Eˆ, R, I, a,
∫
) is a smooth extension of E with
integration which is defined on all smooth manifolds (or alternatively, on all compact
manifolds and E is even with E2m finitely generated for all m ∈ Z), then the flat functor
Eˆflat is topological.
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Proof. If we could assume that both theories have an integration then we could employ
Theorem 3.10. Unfortunately an integration for the Hopkins-Singer example has not been
worked out yet in detail with all the properties we need. Therefore we follow a different
path. We start with Theorem 3.6 which gives for all n ∈ Z an isomorphism
Φ2n : Eˆ2n
∼
→ Eˆ2nHS .
It restricts to an isomorphism
Φ2n : Eˆ2nflat
∼
→ Eˆ2nHS,flat
of flat theories. We get the required Φ2nflat : Eˆ
2n
flat(M)→ ER/Z
2n−1(M) as the composition
Φ2nflat : Eˆ
2n
flat(M)
Φ2n
→ Eˆ2nHS,flat(M)
Φ2nflat,HS
→ ER/Z2n−1(M) .
We want to extend this to odd degrees 2n− 1 so that the diagram
Eˆ2nflat(S
1 ×M)
Φ2nflat
))
Φ2n //
∫

Eˆ2nHS,flat(S
1 ×M)
∼=
Φ2n
HS,flat
// ER/Z2n−1(S1 ×M)
∫

Eˆ2n−1flat (M)
Φ2n−1
flat // ER/Z2n−2(M)
commutes.
Lemma 5.6 For all m ∈ N ∫
: Eˆmflat(S
1 ×M)→ Eˆm−1flat (M)
is surjective.
Proof. Let xˆ ∈ Eˆm−1flat (M). Then we first consider y := q
∗σ(I(xˆ)) ∈ Em(S1 ×M), where
q : S1 ×M → ΣM+ is the projection and σ : E
m−1(M) → E˜m(ΣM+) is the suspension
isomorphism. Since 0 = Rham◦R(xˆ) = ch◦I(xˆ) we see that I(xˆ) is a torsion element. Let
0 < N ∈ N be such that NI(xˆ) = 0. We choose a lift yˆ ∈ Eˆm(S1 ×M) so that I(yˆ) = y.
Then NI(yˆ) = 0 and thus Nyˆ = a(ρ) for some ρ ∈ Ωm−1(S1 ×M, V). We now replace yˆ
by yˆ − a(N−1ρ). Then still I(yˆ) = y, but in addition R(yˆ) = 0.
We have I(
∫
yˆ) =
∫
I(yˆ) =
∫
y = I(xˆ). Therefore
∫
yˆ−xˆ = a(θ) for some θ ∈ Ωm−2(M, V).
Moreover, dθ = R(
∫
(yˆ)) − R(xˆ) = 0. Note that
∫
(dt × θ) = θ and d(dt× θ) = 0. If we
further replace yˆ by yˆ − a(dt× θ), then
∫
yˆ = xˆ. ✷
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We now construct Φ2n−1flat : Eˆ
2n−1
flat (M)→ ER/Z
2n−2(M). Let xˆ ∈ Eˆ2n−1flat (M). Then we
choose by Lemma 5.6 an yˆ ∈ Eˆ2nflat(S
1 ×M) such that
∫
(yˆ) = xˆ. Then we define
Φ2n−1flat (xˆ) :=
∫
(Φ2nflat(yˆ)) .
We must show that this is well-defined. Let yˆ′ ∈ Eˆ2nflat(S
1 ×M) be such that
∫
yˆ′ = xˆ.
Then we must show that
∫
(Φ2nflat(yˆ)) =
∫
(Φ2nflat(yˆ
′)). Let uˆ = yˆ − yˆ′. It follows from∫
uˆ = 0, that I(uˆ) = p∗v for some v ∈ E2n(M). Since uˆ is flat we know that I(uˆ) is
torsion. Since p∗ : E2n(M) → E2n(S1 × M) is injective we conclude that v is torsion.
Therefore we can choose a lift vˆ ∈ Eˆ2nflat(M). We further find a form θ ∈ Ω
2n−1(S1×M, V)
such that p∗vˆ+a(θ) = uˆ. If we apply R to this equality, then we get dθ = 0. Furthermore,
from
∫
uˆ = 0 we get a(
∫
θ) = 0. Therefore Rham(
∫
θ) = ch(z) for some z ∈ E2n−2(M).
We choose w ∈ E2n−1(S1 ×M) such that
∫
(w) = z. Then∫
Rham(θ) = Rham(
∫
θ) = ch(
∫
w) =
∫
ch(w) .
We now calculate
Φ2nflat(uˆ) =
∫
(Φ2nHS,flat(Φ
2n(p∗vˆ + a(θ))))
=
∫
(Φ2nHS,flat(p
∗Φ2n(vˆ) + aHS(θ)))
=
∫
(p∗Φ2nHS,flat(Φ
2n(vˆ)) + Φ2nHS,flat(aHS(θ)))
=
∫
(a(Rham(θ)))
= a(
∫
(ch(w)))
= 0 .
This finishes the proof that Φ2n−1flat is well-defined.
Let us check that
H2n−2(M ; V)
a //
ρ∼=

Eˆ2n−1flat (M)
I //
Φ2n−1flat

E2n−1(M)
ER2n−2(M) α // ER/Z2n−2(M) c // E2n−1(M)
commutes.
First we consider x ∈ H2n−2(M ; V). We must show that
Φ2n−1flat ◦ a(x) = α ◦ ρ(x) .
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Let x = Rham(ω) for some ω ∈ Ω2n−2cl (M, V). Then we take dt× ω ∈ Ω
2n−1
cl (S
1 ×M, V) so
that
∫
(a(dt× ω)) = a(ω). Therefore
Φ2n−1flat (a(x)) =
∫
(Φ2nHS,flat(Φ
2n(a(dt× ω))))
=
∫
(Φ2nHS,flat(aHS(dt× ω)))
=
∫
(α(ρ(Rham(dt× ω))))
= α(
∫
(ρ(Rham(dt× ω))))
= α(ρ(
∫
(Rham(dt× ω))))
= α(ρ(Rham(ω)))
= α(ρ(x)) .
Next we consider xˆ ∈ Eˆ2n−1flat (M). We can choose a lift yˆ ∈ Eˆ
2n
flat(S
1 × M) such that∫
(yˆ) = xˆ and i∗yˆ = 0. Then we calculate
c(Φ2n−1flat (xˆ)) = c(
∫
(Φ2nHS,flat(Φ
2n(yˆ))))
=
∫
(c(Φ2nHS,flat(Φ
2n(yˆ))))
=
∫
(IHS(Φ
2n(yˆ)))
=
∫
(I(yˆ))
= I(xˆ) .
In Section 7 we will show independently of the Hopkins-Singer construction that the flat
theory of a smooth extension with integration gives rise to a generalized cohomology
theory which can be compared to ER/Z.
✷
6 Exotic additive structures
In Theorem 3.10 we have seen that a smooth extension of a rationally even cohomology
theory with integration is unique up to unique isomorphism. In this section we show
by example that if one disregards the integration there might be many different smooth
extensions.
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As an example we dicuss K-theory. This cohomology theory is even. The even part of
a smooth extension is unique up to isomorphism because of Theorem 3.6. In the present
section we show that one can change the additive structure of Kˆ1 in a non-trivial way.
For simplicity we consider K-theory and its smooth extension as two-periodic theories.
We start with a first example. Then we show that there are actually infinitely many
non-equivalent additive structures on Kˆ1.
Let us start with some smooth extension (Kˆ, R, I, a) of complex K-theory with additive
structure denoted by +. We define a new additive structure on Kˆ1(M) by
uˆ ∗ vˆ := uˆ+ vˆ + a(
1
2
ch(I(uˆ) ∪ I(vˆ))) , uˆ, vˆ ∈ Kˆ1(M) .
Let us verify associativity and commutativity.
(uˆ ∗ vˆ) ∗ wˆ = (uˆ+ vˆ + a(
1
2
ch(I(uˆ) ∪ I(vˆ)))) ∗ wˆ
= uˆ+ vˆ + a(
1
2
ch(I(uˆ) ∪ I(vˆ)) + wˆ + a(
1
2
ch(I(uˆ ∗ vˆ) ∪ I(wˆ))))
= uˆ+ vˆ + wˆ + a(
1
2
(ch(I(uˆ) ∪ I(vˆ)) + ch((I(uˆ) + I(vˆ)) ∪ I(wˆ))))
= uˆ+ vˆ + wˆ + a(
1
2
ch(I(uˆ) ∪ I(vˆ) + I(uˆ) ∪ I(wˆ) + I(vˆ) ∪ I(wˆ)))
. . .
= uˆ ∗ (vˆ ∗ wˆ)
uˆ ∗ vˆ = uˆ+ vˆ + a(
1
2
ch(I(uˆ) ∪ I(vˆ)))
= vˆ + uˆ+ a(
1
2
ch(I(vˆ) ∪ I(uˆ))) + a(ch(I(uˆ) ∪ I(vˆ)))
= vˆ ∗ uˆ .
Observe that this new additive structure is still compatible with the structure maps R, I, a.
In fact, the additional term a(1
2
ch(I(uˆ)∪I(vˆ))) is annihilated by R and I, and it vanishes
if e.g. uˆ = a(ω). Therefore, Kˆ1 with this new additive structure together with the old
Kˆ0 and the old structure maps gives rise to a smooth extension (Kˆ ′, R, I, a) of K-theory.
Proposition 6.1 The smooth extensions (Kˆ, R, I, a) and (Kˆ ′, R, I, a) are not equivalent.
Proof. Assume that there was a natural isomorphism Φ: Kˆ1 → Kˆ ′1 which is compatible
with R, I and a and such that
Φ(u+ v) = Φ(u) ∗ Φ(v) (10)
Note that K1 = K ′1 as set-valued functors. We define δˆ : Kˆ1 → Kˆ1 by
Φ(uˆ) = uˆ+ δˆ(uˆ) .
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Since Φ preserves R and I we see that δˆ has values in a(Hev(M ;R)/im(ch)). Furthermore,
since Φ is compatible with a we conclude that δˆ comes from a natural transformation
δ : K1(M)→ Hev(M ;R)/im(ch) , a(δ(I(uˆ))) = δˆ(uˆ) .
Equation (10) gives
δ(u+ v)− δ(u)− δ(v) = a(
1
2
ch(u ∪ v)) . (11)
We now consider the smooth manifold T 2 = S1 × S1. Let e ∈ K1(S1) ∼= Z be the
generator. Let p, q : T 2 → S1 be the two projections. Then we define u := p∗e and
v := q∗e. Note that Hev(T 2;R) ∼= R2 with basis {1, ori}, where ori ∈ H2(T 2;R) is
normalized such that 〈ori, [T 2]〉 = 1. Then the image of the Chern character is the
lattice ch(K0(T 2)) = Z〈1, ori〉 ⊂ R〈1, ori〉. We have ch(u ∪ v) = ori. In particular,
1
2
ch(u ∪ v) 6∈ im(ch) so that
a(
1
2
ch(u ∪ v)) 6= 0 . (12)
Let ∗ ∈ T 2 be a point. Then a(1
2
ch(u∪v))|∗ = 0. We define the smooth map r := pq : T
2 →
S1 using the group structure of S1. Then we have the identity of K-theory classes
u+v = r∗e. Since δ is a natural transformation we furthermore get δ(u) = δ(p∗e) = p∗δ(e).
Note that δ(e) ∈ H0(S1;R)/im(ch) ∼= R/Z. It follows that δ(u) = c1 for some con-
stant c ∈ R/Z. In the same way δ(v) = c1 and δ(u + v) = c1. Then we have
δ(u + v) − δ(u) − δ(v) = −c1. It follows from (11) by considering the restriction to
a point that c = 0 ∈ R/Z. But then δ = 0, and this contradicts (12). ✷
Theorem 6.2 There are infinitely many non-isomorphic smooth extensions of complex
K-theory.
Proof. We start with a smooth extension (Kˆ, R, I, a,
∫
) with integration, e.g the mul-
tiplicative smooth extension [BS07] with the integration given by Proposition 4.2. Since
K-theory is even, the associated flat theory is topological by Theorem 5.5, i.e. there is a
natural isomorphism
Φflat : Kˆ
∗
flat(M)
∼
→ KR/Z∗−1(M) .
In the following, in order to simplify the notation, we will actually identify the flat K-
theory with the R/Z-K-theory and will not write the isomorphism explicitly.
Different smooth extensions will be obtained by modifying the additive structure on Kˆ1.
Any other group structure ∗ : Kˆ1(M)× Kˆ1(M)→ Kˆ1(M) determines and is determined
by a natural transformation
Bˆ : Kˆ1(M)× Kˆ1(M)→ Kˆ1(M) , xˆ ∗ yˆ = xˆ+ yˆ + Bˆ(xˆ, yˆ) .
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Compatibility with R, I and a implies that Bˆ comes from a transformation
B : K1(M)×K1(M)→ Hev(M ;R)/im(ch) , a(B(I(uˆ), I(vˆ))) = Bˆ(uˆ, vˆ) .
Associativity and commutativity of ∗ are equivalent to the conditions
B(u, v + w) +B(v, w) = B(u, v) +B(u+ v, w) (13)
and
B(u, v) = B(v, u) . (14)
Let Z be the group of natural transformations of functors
B : K1(M)×K1(M)→ Hev(M ;R)/im(ch)
which satisfy the two conditions (13) and (14) for all manifolds M and u, v, w ∈ K1(M).
Given B ∈ Z, the new additive structure ∗ is given by
uˆ ∗ vˆ := uˆ+ vˆ + a(B(I(uˆ), I(vˆ))) , uˆ, vˆ ∈ Kˆ1(M) .
As in the proof of Proposition 6.1 we will write a natural transformation Φ: Kˆ1 → Kˆ1
with
Φ(xˆ+ yˆ) = Φ(xˆ) ∗ Φ(yˆ) (15)
in the form Φ(xˆ) = xˆ+ δˆ(xˆ) for a natural transformation
δˆ : Kˆ1(M)→ Kˆ1(M) .
Since Φ must preserve R, I and is compatible with a we again conclude that δˆ comes from
δ : K1(M)→ Hev(M ;R)/im(ch) , a(δ(I(uˆ))) = δˆ(uˆ) .
The equation (15) translates to
B(u, v) = δ(u+ v)− δ(u)− δ(v) , (16)
the analog of (11). Note that Φ is automatically an isomorphism by the Five-Lemma.
Let T ⊆ Z be the group of transformations of the form (16). Then the set of isomorphism
classes of additive extensions of K1 is in bijection with the quotient Z/T.
For i, j ∈ {0, 1, 2} let prij : K1 ×K1 ×K1 → K1 ×K1 be the projection onto the (i, j)
component and s01, s12 : K1×K1×K1 → K1×K1 the map which adds the first two or the
last two factors using the H-space structure representing the additive structure of K1(X).
Let G be a group valued functor on spaces which can be applied to K1 and the products
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with itself. The examples which we have in mind are G(X) := Hev(X ;R)/im(ch) or
G(X) := Hev(X ;R). The cocycle condition for r ∈ G(K1 ×K1) is defined to be
s∗12r + pr
∗
12r = pr
∗
01r + s
∗
01r . (17)
Furthermore, let F : K1 × K1 → K1 × K1 be the flip. The symmetry condition for
r ∈ G(K1 ×K1) is
F ∗r = r . (18)
Lemma 6.3 There is a canonical inclusion
i : Z →֒ Hev(K1 ×K1;R)/im(ch)
as the subgroup of all elements which satisfy the cocycle and symmetry conditions (17)
and (18).
Proof. We consider Hev(M ;R)/im(ch) ⊆ KR/Z0(M) in the natural way. Let (Ki)i∈N
be the approximation of K1 as in Proposition 2.1. The family of products (Ki × Ki)i∈N
is then a similar approximation of K1 × K1. We let U ∈ K
1(K1) be the tautological
element. Let B ∈ Z. The family (Bi)i∈N := (B(pr
∗
0(x
∗
iU), pr
∗
1(x
∗
iU)))i∈N is an element
(Bi) ∈ lim(KR/Z0(Ki ×Ki)). In view of the Milnor sequence
0→ lim1(KR/Z−1(Ki ×Ki))→ KR/Z
0(K1 ×K1)→ lim(KR/Z
0(Ki ×Ki))→ 0
we can choose a preimage B˜ ∈ KR/Z0(K1×K1). This preimage is unique up to phantom
elements (i.e. elements coming from the lim1-term, compare Definition 8.1), and therefore
unique by Corollary 8.9. We have exact sequences, natural in the space X ,
· · · → K0(X)→ KR0(X)
α
→ KR/Z0(X)
β
→ K1(X)→ . . . .
By construction we know that Bi ∈ KR/Z0(Ki × Ki) is in the image of α. Therefore
β((Bi)) = 0, and this implies that β(B˜) ∈ K
1
phantom(K1 × K1) ⊆ K
1(K1 × K1) (see
Definition 8.1). From Corollary 8.5 we get β(B˜) = 0 so that B˜ = α(B¯) for some B¯ ∈
KR0(K1 × K1) which is well-defined up to elements coming from K0(K1 × K1). If we
apply the Chern character, then we get a well-defined element
i(B) = ch(B¯) ∈ Hev(K1 ×K1;R)/im(ch) .
In this way we construct a map
Z→ Hev(K1 ×K1;R)/im(ch) .
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We now discuss injectivity. Assume that i(B) = 0. Then B˜ = 0, and this implies that
(Bi) = 0, i.e. Bi = 0 for all i ∈ N. We now show that this in turn implies B = 0.
Indeed, let M be a manifold and u, v ∈ K1(M). Then there exists an i ∈ N and maps
fu, fv : M → Ki such that u = f
∗
u(x
∗
iU) and v = f
∗
v (x
∗
iU). But then by naturality of B
B(u, v) = (fu, fv)
∗Bi = 0.
We now show that every element B ∈ Hev(K1×K1;R)/im(ch) which satisfies the cocycle
and symmetry conditions (17) and (18) is in the image of i. Indeed, B induces a natural
transformation B by B(u, v) := (u, v)∗B for all compact manifolds M and u, v ∈ K1(M)
considered here as homotopy classes of maps M → K1. One checks that B satisfies the
cocycle and symmetry conditions, and that i(B) = B. ✷
Let s : K1 × K1 → K1 be the H-space operation, i.e. the map which represents the
additive structure on K1(X).
Lemma 6.4 Under i : Z → Hev(K1 ×K1;R)/im(ch) the subgroup T ⊆ Z corresponds to
the subgroup of classes of the form s∗(x)− pr∗0x− pr
∗
1x for some x ∈ H
ev(K1;R)/im(ch).
Proof. We consider a natural transformation
δ : K1(M)→ Hev(M ;R)/im(ch) ⊆ KR/Z0(M)
of functors on manifolds. The family (δi)i∈N, δi := δ(xi) ∈ KR/Z0(Ki) gives rise to an
element (δi) ∈ lim(K
0
R/Z(Ki)). It again has a unique lift δ˜ ∈ KR/Z
0(K1) which is mapped
to a phantom class under KR/Z0(K1) → K1(K1). From Corollary 8.5 we conclude that
it belongs to the subgroup im(KR0(K1)→ KR/Z0(K1)) ⊆ KR/Z0(K1). If we apply the
Chern character we get a well-defined element δ¯ ∈ Hev(K1;R)/im(ch). Let Bδ denote
the transformation given by (16). Then i(Bδ) = s
∗(δ¯)− pr∗0δ¯ − pr
∗
1δ¯. Commutativity of
s means F ∗s∗ = s∗. Furthermore, associativity of s can be expressed as s∗01s
∗ = s∗12s
∗.
These two relations together with some obvious identities for the projections imply that
the image of s∗ − pr∗0 − pr
∗
1 satisfies the cocycle and symmetry conditions and therefore
belongs to i(Z). ✷
Since K is a ring spectrum with free H∗(K∗;Z) we get a Hopf ring H∗(K∗;Z) which has
been calculated e.g. in [CMS02]. In particular, the underlying graded ring
H∗(K1;Z) = Λ[b1, b3, . . . ]
is an exterior algebra with generators b2k−1 ∈ H2k−1(K1;Z). It is free over Z so that we
have by the Ku¨nneth formula H∗(K1 ×K1;Z) ∼= H∗(K1;Z)⊗Z H∗(K1;Z). We let
c2k+1 ∈ H
2k+1(K1;Z) ∼= HomAb(H∗(K1;Z),Z)
2k+1
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be dual to b2k+1 and so that it annihilates all decomposeables. Then we know that
H∗(K1;Z) ∼= Λ[[c1, c3, . . . ]]. Furthermore, we have the Ku¨nneth formula
H∗(K1 ×K1) ∼= Λ[[c1, c3, . . . ]]⊗ˆΛ[[c1, c3, . . . ]] .
We actually do not have to complete here since the cohomology is finitely generated in
every single degree. The sum s : K1 ×K1 → K1 gives a coproduct
s∗ : H∗(K1;Z)→ H
∗(K1;Z)⊗ˆH
∗(K1;Z) ,
and by construction the generators ci are primitive, i.e. they satisfy
s∗(ci) = ci ⊗ 1 + 1⊗ ci .
Lemma 6.5 If x ∈ H∗(K1;Z) is primitive, then x ⊗ x ∈ H2∗(K1 ×K1;Z) satisfies the
cocycle condition (17).
Proof. If we insert r := x⊗ x into the left hand side of (17) we get using primitivity of x
x⊗ x⊗ 1 + x⊗ 1⊗ x+ 1⊗ x⊗ x .
The right-hand side of (17) yields
x⊗ x⊗ 1 + x⊗ 1⊗ x+ 1⊗ x⊗ x .
✷
The following proposition immediately implies Theorem 6.2.
Proposition 6.6 The group Z/T has infinite order.
Proof. Recall that H∗(BU ;Z) ∼= Z[[c2, c4, . . . ]], where we index the Chern classes by their
degree. We furthermore have an injection H∗(BU ;Z) ⊂ H∗(BU ;Q) ∼= Q[[c2, c4, . . . ]]. On
the integral and rational cohomology of a space X we consider the compatible decreasing
filtrations
F kH∗(X ;Z) :=
∏
i≥k
H i(X ;Z) , F kH∗(X ;Q) :=
∏
i≥k
H i(X ;Z) .
Let chk(u) ∈ H
k(X ;Q) denote the degree k-component of the Chern character ch(u) ∈
H∗(X ;Q) of u ∈ K∗(X). If y ∈ K0(BU) satisfies ch(y) ∈ F 2kH∗(BU ;Q), then we know
that ch2k(y) ∈ H
2k(BU ;Z). In fact, more is known.
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Lemma 6.7 For all x ∈ H2k(BU ;Z) there exists u ∈ K0(BU) such that ch(u) ∈
F 2kH∗(BU ;Z) and ch2k(u) = x.
Proof. It has been shown by [Woo98] that for all 1 ≤ k ≤ n we have ch(ρk,n) ∈
F 2kH∗(BU(k);Q) and ch2k(ρk,n) = c2k, where ρk,n = λk(ρn − n), ρn is the class in
K0(BU(n)) of the universal bundle over BU(n), and λk is the kth λ-operation. Under
the map BU(n − 1) → BU(n) the restriction of ρn − n is ρn−1 − (n − 1). Therefore the
family of classes (ρn−n)n∈N defines an element ρ ∈ lim(K
0(BU(n)) ∼= K0(BU)). We have
ch(λkρ) ∈ F 2kH∗(BU ;Q) and ch2k(λkρ) = c2k. The class x ∈ H2k(BU ;Z) can be written
as x = p(c2, c4, . . . ), where p is a homogeneous integral polynomial in the classes c2i.
Using that ch is a ring homomorphism we see that we can choose u := p(λ1ρ, λ2ρ, . . . ).
✷
In the following we take the infinite unitary group U := colim(U(n)) as a model for
K1. The universal bundle U → EU
π
→ BU gives rise to a transgression TE : E˜
∗(BU) →
E˜∗−1(U) for every generalized cohomology theory E. Let us describe the transgression
geometrically. We assume that all spaces have base points. Let E be an Ω-spectrum
representing E. Let f : BU → Ek represent a class x ∈ E˜
k(BU). Since π∗x = 0 the
composition f ◦ π admits a zero homotopy H : I × EU → Ek. We identify U with the
fibre of π over the base point of BU . Then the restriction of H to I × U closes up
and defines a map ΣU → Ek, or equivalently, a map U → ΩEk ∼= Ek−1. This latter
map represents the class TE(x) ∈ E˜
k−1(U). The transgression is natural with respect to
transformations of cohomology theories φ : E∗ → F ∗, i.e we have φ ◦ TE = TF ◦ φ.
For all k ∈ N we choose classes u2k ∈ K0(BU) such that ch(u2k) ∈ F 2kH∗(BU ;Q) and
ch2k(u2k) = c2k. We further define v2k−1 := TK(u2k) ∈ K
−1(U) ∼= K1(U). Since ch : K →
HQ is a natural transformation of cohomology theories we have ch(v2k−1) = THQch(u2k).
The generators of
H∗(U ;Z) = Λ[[c1, c3, . . . ]]
are given by c2k−1 = THZ(c2k). Note that T (F
kH∗(BU ;Q)) ⊆ F k−1H∗(U ;Q). We con-
clude that ch(v2k−1) ∈ F
2k−1H∗(U ;Q) and ch2k−1(v2k−1) = c2k−1, compare also the ap-
pendix of [BS].
It is a well-known fact that the transgression T (x) ∈ H∗−1(U ;Q) of x ∈ H∗(BU ;Q) is
primitive. In order to see this one could consider a dual transgression in homology. One
easily observes geometrically that the transgression of a non-trivial Pontrjagin product
of homology classes gets annihilated. This implies that T (x) annihilates all non-trivial
Pontrjagin products of homology classes. This property is equivalent to primitivity.
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We consider the differential4 d : H∗(K1;R)→ H∗(K1 ×K1;R) given by
d(x) := s∗x− 1× x− x× 1 = s∗x− pr∗0x− pr
∗
1x ,
where s : K1 × K1 → K1 is the H-space structure as above. Note that H
∗(K1;R) ∼=
ΛR[[c1, c3, . . . ]] is generated by primitive elements. We considerH
∗(K1;Z) ∼= ΛZ[[c1, c3, . . . ]] ⊂
H∗(K1;R) as a subspace in the natural way.
Lemma 6.8 For i > 0 the differential d : H2i(K1;R)→ H2i(K1 ×K1;R) is injective. If
x ∈ H2i(K1;R) and d(x) ∈ H2i(K1 ×K1;Z), then x ∈ H2i(K1;Z).
Proof. Let I := {i1 < i2 < · · · < ir} be a sequence of odd integers. It determines a
monomial mI := ci1 . . . cir ∈ H
∗(K1;R). Using the primitivity of the ci we observe that
s∗(mI) =
∑
P⊔Q
l(P,Q)mP ⊗mQ ,
where the sum is taken over all partitions P ⊔ Q = {i1, . . . ir} and l(P,Q) ∈ {1,−1} is
the sign of the permutation determined by P,Q. It follows that
dmI =
∑
P⊔Q=I,P,Q 6=∅
l(P,Q)mP ⊗mQ .
If x =
∑
I 6=∅ aImI ∈ H
2i(K1;R) with aI ∈ R, then we have
d(x) =
∑
I 6=∅
aI
∑
P⊔Q=I,P,Q 6=∅
l(P,Q)mP ⊗mQ . (19)
As x is an even cohomology class, each I in this sum with aI 6= 0 has at least two elements
so that there exists at least one partition P ⊔Q = I with P and Q nonempty. We now see
that we can recover the aI from the right-hand side of (19). In particular, if the right-hand
side is integral, all the coefficients aI must be integral. ✷
Lemma 6.9 The images w4k−2 ∈ H
ev(K1 ×K1;R)/im(ch) of the classes
1
2
ch(v2k−1)× ch(v2k−1) ∈ H
ev(K1 ×K1;R)
generate an infinite sum of copies of Z/2Z in Z/T.
4The H-space K1 gives rise to the simplicial space B
•
K1 and the corresponding cobar complex
(H∗(B•K1;R), d) in cohomology. It is for this reason that we call d a differential.
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Proof. Since ch(v2k−1) = T (ch(u2k)) is primitive, the class w4k−2 satisfies the cocy-
cle condition (17) by Lemma 6.5. Since ch(v2k−1) is odd and ch(v2k−1) × ch(v2k−1) =
ch(v2k−1 × v2k−1) ∈ im(ch) and in addition 2w4k−2 = 0 we see that w4k−2 satisfies the
symmetry condition (18). It therefore remains to show that the w4k−2 are independent.
Assume that
∑r
i=1 aiw4i−2 = 0. We must show that all ai are even. We proceed by
induction. Let us assume that we have shown that ai = 2bi for i = 1, . . . k − 1. Then
0 =
∑r
i=k aiw4i−2 so that there are x ∈ K
0(K1 ×K1) and y ∈ H
∗(K1;R) such that
r∑
i=k
ai
2
ch(v2i−1)× ch(v2i−1) = d(y) + ch(x) .
Note that the left-hand side belongs to F 4k−2H∗(K1 ×K1;R), and that the lowest term
is ak
2
c2k−1× c2k−1. We claim that we can adjust y such that d(y) ∈ F
4k−2H∗(K1×K1;R).
Let j ∈ N be minimal such that d(y) ∈ F jH∗(K1 × K1;R). By the first assertion of
Lemma 6.8 the lowest term of d(y) is given by d(y)j = d(yj), where yj is the component
of y in degree j. If j < 4k − 2, then ch(x) ∈ F jH∗(K1 ×K1;R), and d(yj) = −chj(x).
We conclude that d(yj) is integral. By the second assertion of Lemma 6.8 we see that
yj is integral. Hence there exists u ∈ K
0(K1) such that chj(u) = yj. If we replace y by
y′ := y − ch(u) and x by x′ := x+ d(u), then we have d(y) + ch(x) = d(y′) + ch(x′), and
we have d(y′) ∈ F j+1H∗(K1 ×K1;R). If j = 4k − 2, then
ak
2
c2k−1 × c2k−1 = d(y4k−2) + ch4k−2(x) .
Since now ch(x) ∈ F 4k−2H∗(K1×K1;Q) we see that ch4k−2(x) is integral. In particular,
the coefficent of ch4k−2(x) in front of the monomial c2k−1 × c2k−1 must be integral. Since
this monomial does not occur in d(y) by the calculation (19) we see that ak
2
must be
integral, too. ✷
This finishes also the proof of Proposition 6.6 and therefore of Theorem 6.2. ✷
7 Mayer-Vietoris sequence
We consider a smooth extension with a natural integration (Eˆ, R, I, a,
∫
) of a generalized
cohomology theory E. It gives rise to the flat theory Eˆflat (Definition 5.2) which is a
homotopy invariant functor on the category of manifolds. In this section we show that it
is a generalized cohomology theory by constructing a Mayer-Vietoris sequence. If Eˆflat is
topological, then it is clearly a generalized cohomology theory. The point of the present
section is to give a construction of the Mayer-Vietoris sequence independently of Theorem
5.5 and hence of the Hopkins-Singer theory.
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In the present section we assume that the smooth extension is defined on the category of
all smooth manifolds. There is a version of the theory for smooth extensions defined on
compact manifolds (with boundary). In this case we must replace the words manifold by
compact manifold and finite-dimensional countable CW -complex by finite CW -complex
at the appropriate places. We indicate some further modifications as footnotes.
We consider a manifold M which is decomposed as a union of open submanifolds
M = U ∪ V , A := U ∩ V .5 (20)
We choose a smooth function χ : M → [−1, 1] such that
χM\V = −1 , χ|M\U = 1
6 .
Let ΣuA := [−1, 1]×A/ ∼ denote the unreduced suspension, where (t, a) ∼ (t′, a′) if and
only if t = t′ = 1 or t = t′ = −1 or t = t′ and a = a′. The equivalence classes in the first
two cases will be denoted by ∗+ and ∗−. We define a projection p : M → Σ
uA by
p(m) =


(χ(m), m) m ∈ A
∗− m ∈ U \ A
∗+ m ∈ V \ A

 7 (21)
The restriction p|U is zero-homotopic. Let us give the zero homotopy pU : I × U → Σ
uA
by an explicit formula:
pU(t,m) := (t+ (1− t)χ(m), m) .
We define the zero homotopy pV : I × V → Σ
uA of p|V by a similar formula. The decom-
position (20) gives rise to a Mayer-Vietoris sequence
· · · → Ek(M)→ Ek(U)⊕ Ek(V )→ Ek(A)
∂
→ Ek+1(M)→ . . . .
An explicit description of the boundary operator is as follows. We consider a class x ∈
Ek(A) which we assume to be represented by a map g : A→ Ek. Then using the projection
ΣuEk → ΣEk and the structure map ΣEk → Ek+1 we define Σg : Σ
uA→ ΣuEk → ΣEk →
Ek+1. The composition h := Σg ◦ p : M → Ek+1 represents ∂x ∈ E
k+1(M). It comes with
zero homotopies hU := Σg ◦ pU and hV := Σg ◦ pV of h|U and h|V . Over A we can glue
these zero homotopies to a map
hopU ♯hV : S
1 × A ∼=
[−1, 0]× A ⊔ [0, 1]× A
∼
hopU ⊔hV→ Ek+1 ,
5The modification in the case of a smooth extension defined on compact manifolds is as follows. We
assume that U and V are closed (with boundary), and that there are deformation retracts of U and V
onto compact U ′ ⊂ int(U) and V ′ ⊂ intV .
6If we must work with compact manifolds, then we require these condition with U ′, V ′ in place of
U, V .
7If we must work with compact manifolds, then the modified formula would involve the retractions of
U onto U ′ and V onto V ′.
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where hopU (t,m) = hU (−t,m). This map represents a class x˜ ∈ E
k+1(S1 × A) such that∫
x˜ = x.
Lemma 7.1 Let x ∈ Ek(M) be such that x|U = 0 and x|V = 0. Then there exists a
based manifold N , a class y ∈ Ek(N) with trivial restriction to the base point, a map
f : M → N such that x = f ∗y, and zero homotopies fU and fV of f|U and f|V .
In addition, if z ∈ Ek−1(A) is such that x = ∂z then we can choose f : M → N , y ∈ Ek(N)
and the zero homotopies fU and fV such that
∫
l∗y = z, where l := f opU ♯fV .
Even more specifically, if ∂z = x = 0, then we can choose these objects such that in
addition there exists a zero homotopy fM of f .
Proof. Let g : M → Ek represent the class x. Then there are zero homotopies gU : I×U →
Ek and gV : I × V → Ek of g|U and g|V . Since M , I ×U and I × V are finite-dimensional
manifolds there exists a countable finite-dimensional subcomplex X ⊆ Ek containing the
images of the maps g, gU and gV . Every countable finite-dimensional CW -complex is
homotopy equivalent to a smooth manifold. We choose such a manifold N with base
point together with mutually inverse homotopy equivalences s : N → X and r : X → N ,
and we define y ∈ Ek(N) as the class represented by the composition N
s
→ X → Ek.
We further set f˜ := r ◦ g, f˜U := r ◦ gU , and f˜V := r ◦ gV . Finally we first replace f˜ by
a homotopic smooth map. In the second step we replace the zero homotopies f˜U , f˜V by
smooth zero homotopies fU , fV of f|U , f|V .
If x = ∂z, then we can choose a map j : A → Ek−1 representing z and the map g as the
composition
g : M
p
→ ΣuA
Σj
→ ΣuEk−1 → Ek .
In this case the homotopies gU , gV are induced by the homotopies pU , pV . Then we proceed
as above.
Finally, if x = 0, then the map g admits a zero homotopy gM . We choose the finite
subcomplex X sufficiently large to capture the image of gM , too. Then we proceed as
above and let fM be induced by gM . ✷
Lemma 7.2 Let u ∈ Ek−1(U). Then there exists a based manifold N , a class y ∈ Ek(N)
vanishing on the base point, and a map l : ΣuU → N such that l∗y = σ(u). We can
assume that l is constant near the singular points of the unreduced suspension and smooth
elsewhere, and that the singular points ∗± are mapped to the base point ∗ of N .
Proof. Let Ek be as in the proof of Lemma 7.1. We choose a map g : Σ
uU → Ek which
represents the class σ(u) and maps ∗± to the base point. The map g factors over a
finite-dimensional countable subcomplex X which we approximate by a smooth manifold
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s : N → X , r : X → N such that the composition N
s
→ X → Ek represents y ∈ E
k(N)
and maps the basepoint ∗ ∈ N to the base point of Ek. We set l˜ := r ◦ g. Finally we
replace this by a homotopic map with the required properties. ✷
Lemma 7.3 Let u ∈ Ek−1(U) and v ∈ Ek−1(V ) be such that u|A = v|A. Then there exists
a based smooth manifold N , a class y ∈ Ek(N) vanishing on the base point, and maps
f : U → N and g : V → N such that u = f ∗y, v = g∗y, and there is a homotopy f|A ∼ g|A.
Proof. Let Ek be as in the proof of Lemma 7.1. Furthermore, let a : U → Ek and
b : V → Ek represent the classes u and v. Then there exists a homotopy h : a|A ∼ b|A. We
choose a finite-dimensional countable X ⊆ Ek over which the maps a, b and the homotopy
h factor. Then we choose a smooth approximation s : N → X , r : X → N by homotopy
equivalences, let y ∈ Ek(N) be represented by N
s
→ X → Ek, f˜ := r ◦ a, g˜ := r ◦ b, and
h˜ := r ◦ h. Then we first approximate f and g by smooth maps, and then choose the
smooth homotopy between f|A and g|A by adapting h˜. ✷
Let us now construct the boundary operator
∂ˆ : Eˆkflat(A)→ Eˆ
k+1
flat (M) .
Let xˆ ∈ Eˆkflat(A) be given. We set x := I(xˆ). Then by Lemma 7.1 there is a pointed
smooth manifold N , a class y ∈ Ek+1(N) with y|∗ = 0, and a smooth map f : M → N
such that
1. f ∗y = ∂x,
2. there are zero homotopies fU : I × U → N and fV : I × V → N of f|U and f|V ,
3. with l := f opU ♯fV : S
1 ×A→ N we have
∫
l∗y = x.
We choose a smooth lift yˆ ∈ Eˆk+1(N) which restricts trivially to the base point. Indeed,
if we choose some class yˆ ∈ Eˆk+1(N) such that I(yˆ) = y, then yˆ|∗ = a(c) for some
c ∈ Ωk(∗, V) ∼= Vk. We denote the constant zero form with value c on N by the same
symbol. If we replace yˆ by yˆ − a(c), then the restriction of the new yˆ to the base point
vanishes.
We furthermore choose a form ρ ∈ Ωk−1(A, V) such that∫
l∗yˆ + a(ρ) = xˆ .
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Finally, we choose forms ρU ∈ Ω
k−1(U, V) and ρV ∈ Ω
k−1(V, V) such that ρ = ρV |A− ρU |A.
Using these choices we define a form κ ∈ Ωk(M, V) by the description
κ|U :=
∫
I×U/U
f ∗UR(yˆ) + dρU , κ|V :=
∫
I×V/V
f ∗VR(yˆ) + dρV .
Note that κ is well-defined on A since(∫
I×V/V
f ∗VR(yˆ) + dρV
)
|A
−
(∫
I×U/U
f ∗UR(yˆ) + dρU
)
|A
=
∫
S1×A/A
l∗R(yˆ) + dρ
= R(xˆ)
= 0 .
We define
∂ˆxˆ := f ∗yˆ + a(κ) .
Lemma 7.4 ∂ˆxˆ is well-defined.
Proof. We show step by step that if we alter the choices going into the construction of
∂ˆxˆ we get the same result. We indicate the changed objects by a prime.
1. If we choose ρ′U and ρ
′
V such that ρ
′
V |A − ρ
′
U |A = ρ, then there exists a form θ ∈
Ωk−1(M, V) such that θ|U = ρU − ρ
′
U and θ|V = ρV − ρ
′
V . We thus get κ
′ = κ − dθ
and hence
∂ˆ′xˆ = f ∗yˆ + a(κ′) = f ∗yˆ + a(κ)− a(dθ) = f ∗yˆ + a(κ) = ∂ˆxˆ .
2. Let us choose another form ρ′ such that
∫
l∗yˆ+a(ρ′) = xˆ. Then ρ′ = ρ+θ with dθ = 0
and Rham(θ) = ch(u) for some u ∈ Ek−1(A). As for ρ we choose a decomposition
θU ∈ Ω
k−1(U, V) , θV ∈ Ω
k−1(V, V) , θV |A − θU |A = θ .
Furthermore, we set ρ′U := ρU + θU and ρ
′
V := ρV + θV . Then κ
′ = κ + λ, where
λ ∈ Ωk(M, V) is the closed form determined by λ|U = dθU and λ|V = dθV . Its
cohomology class is given by
Rham(λ) = ∂Rham(θ) = ∂ch(u) = ch(∂u) .
Therefore we have a(κ) = a(κ′). This implies ∂ˆ′xˆ = ∂ˆxˆ.
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3. If we choose another lift yˆ′, then yˆ′ = yˆ + a(θ) for θ ∈ Ωk(N, V). We get∫
I×U/U
f ∗UR(yˆ
′) =
∫
I×U/U
(f ∗UR(yˆ) + f
∗
Udθ) =
∫
I×U/U
f ∗UR(yˆ)−d(
∫
I×U/U
f ∗Uθ)−f
∗
|Uθ .
A similar formula holds true over V . Note that
∫
l∗yˆ′−
∫
l∗yˆ = a(
∫
l∗θ) and therefore
ρ′ − ρ =
∫
l∗θ. We can take ρ′U := ρU +
∫
I×U/U
f ∗Uθ and a similar formula over V .
We see that κ′ = κ− f ∗θ and hence
∂ˆ′xˆ = f ∗yˆ′ + a(κ′) = f ∗yˆ + a(f ∗θ) + a(κ− f ∗θ) = f ∗yˆ + a(κ) = ∂ˆxˆ .
4. Let N ′ be a smooth manifold with class y′ ∈ Ek+1(N) and smooth map u : N → N ′
such that u∗y′ = y. If f ′ = u ◦ f and f ′U = u ◦ fU and f
′
V = u ◦ fV , and we choose a
lift yˆ′ ∈ Eˆk+1(N ′) and take yˆ := u∗yˆ′, then we get ∂ˆ′xˆ = ∂ˆxˆ.
5. We now assume that we have a fixed manifold N with class y ∈ Ek+1(N) and
homotopic choices f ∼ f ′ and compatible homotopic choices of homotopies fU ∼ f
′
U
and fV ∼ f
′
V .
We then consider the decomposition I ×M = I × U ∪ I × V . The homotopies give
maps F : I×M → N and zero homotopies FU : I×I×U → N and FV : I×I×V →
N . Applying the construction of the boundary operator in this case gives a class
∂ˆ(pr∗Axˆ) ∈ Eˆ
k+1
flat (I×M) which restricts to the classes ∂ˆxˆ and ∂ˆ
′xˆ at the two boundary
components. By the homotopy invariance of the functor Ek+1flat we conclude that these
two classes coincide.
6. Finally assume that we have two choices (Nj , yj, fj , fj,U , fj,V ), j = 0, 1. Then
by a similar argument as in the proof of Lemma 7.1 there exists a third choice
(N, y, f, fU , fV ) together with maps uj : Nj → N and homotopies u
∗
jf ∼ fj and
compatible homotopic choices of homotopies u∗jfU ∼ fj,U and u
∗
jfV ∼ fj,V . By a
combination of 5 and 4 we conclude that the result for ∂ˆxˆ constructed with j = 0
coincides with the result for j = 1.
✷
Lemma 7.5 The boundary operator ∂ˆ : Ekflat(A)→ E
k+1
flat (M) is additive.
Proof. Let xˆi ∈ E
k
flat(A), i = 0, 1 be given. We do the construction of ∂ˆxˆi based on the
choice fi : M → Ni, yˆi ∈ Eˆ
k+1(Ni). Then we can use the choice N := N0 × N1 with the
class yˆ := pr∗0yˆ0 + pr
∗
1yˆ1, the map f := (f0, f1) and the zero homotopies fU = (f0,U , f1,U)
and fV = (f0,V , f1,V ) for the construction of ∂ˆ(xˆ1+ xˆ1). If we have choosen ρi,U , ρi,V , then
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ρU := ρ0,U + ρ1,U and ρV := ρ0,V + ρ1,V is an appropriate choice for the sum. We get
κ = κ0 + κ1 and finally ∂ˆxˆ = ∂ˆxˆ0 + ∂ˆxˆ1. ✷
Lemma 7.6 The boundary operator is natural.
Proof. Let M ♯ = U ♯ ∪ V ♯ be a decomposition of another manifold with a smooth map
φ : M ♯ → M such that φ(U ♯) ⊆ U and φ(V ♯) ⊆ V . Let A♯ := U ♯ ∩ V ♯. If xˆ ∈ Eˆkflat(A),
then we must show that
∂ˆ♯φ∗|A♯xˆ = φ
∗∂ˆxˆ .
We use the notation introduced in the construction of ∂ˆ.
We choose f ♯ := f ◦ φ : M ♯ → N . Then
f ♯y = φ∗f ∗y = φ∗∂x = ∂φ∗|A♯x .
For the zero homotopies we choose f ♯U := fU ◦φ|U♯ and f
♯
V := fV ◦φ|V ♯ . Then for the loop
we get l♯ = l ◦ (idS1 × φ|A♯) : S
1 ×A→ N . It follows that∫
l♯,∗y =
∫
(idS1 × φ|A♯)
∗l∗y = φ∗|A♯
∫
l∗y = φ∗|A♯(x) .
Hence we construct ∂ˆ♯ using f ♯ : M ♯ → N , the homotopies f ♯U , f
♯
V and the class yˆ. Indeed,
we can choose ρ♯ := φ∗|A♯ρ since∫
l♯,∗yˆ + a(φ∗|A♯ρ) = φ
∗
|A♯
∫
l∗yˆ + φ∗|A♯a(ρ) = φ
∗
|A♯xˆ .
Furthermore we can take ρ♯U := φ
∗
|U♯ρU and ρ
♯
V := φ
∗
|V ♯ρV which leads to κ
♯ = φ∗κ. After
all this we see that
∂ˆ♯φ∗|A♯xˆ = φ
∗∂ˆxˆ .
✷
Proposition 7.7 We have a long exact Mayer-Vietoris sequence
. . . Eˆkflat(M)
c
→ Eˆkflat(U)⊕ Eˆ
k
flat(V )
b
→ Eˆkflat(A)
∂ˆ
→ Eˆk+1flat (M)→ . . . .
Proof. The map c is given by
c(xˆ) := xˆ|U ⊕ xˆ|V .
The map b is defined by
b(xˆ⊕ yˆ) := yˆ|A − xˆ|A .
We first show that this is a complex.
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1. It is clear that b ◦ c = 0.
2. Next we show that c◦ ∂ˆ = 0. We have, using the homotopy formula Lemma 5.1 and
the vanishing of yˆ on the base point,
∂ˆxˆ|U = (f
∗yˆ)|U + a(κ)|U = −a(
∫
I×U/U
f ∗UR(yˆ)) + a(κ|U) = a(dρU) = 0 .
3. Next we verify that ∂ˆ ◦ b = 0. Let for example xˆ ∈ Eˆkflat(U) be given. Then we set
U ♯ := U and V ♯ = M and consider the second decomposition M = U ♯ ∪ V ♯ with
A♯ = U . The map φ = id : M → M respects these decompositions. By 2. we have
on the one hand ∂ˆ♯xˆ = (∂ˆ♯xˆ)|V ♯ = 0. On the other hand, by Lemma 7.6
∂ˆxˆ = ∂ˆφ∗xˆ = φ∗∂ˆ♯xˆ = 0 .
We now verify exactness.
1. Let xˆ ∈ Eˆkflat(A) be such that ∂ˆxˆ = 0. In this case f
∗yˆ + a(κ) = 0. By Lemma
7.1 we can in addition assume that there is a zero homotopy fM . We get by the
homotopy formula Lemma 5.1 and the vanishing of yˆ on the base point
0 = −a(
∫
I×M/M
f ∗MR(yˆ)) + a(κ) .
Hence there is a class mˆ ∈ Eˆk−1(M) such that
κ−
∫
I×M/M
f ∗MR(yˆ) = R(mˆ) . (22)
First we will make a modification which allows us to assume that R(mˆ) = 0. To
this end by Lemma 7.2 we choose a manifold NM , a class yM ∈ E
k−1(NM), and a
smooth map lM : Σ
uM → NM such that l
∗
MyM = −σ(I(mˆ)). We can assume that lM
is constant near the singular points and smooth elsewhere. We choose a smooth lift
yˆM ∈ Eˆ
k−1(NM). Then we set N
′ := N×NM and yˆ
′ := pr∗N yˆ+pr
∗
NM
yˆM . We further
define f ′ := f × ∗, f ′U := fU × ∗, f
′
V := fV × ∗, and we let f
′
M be the concatenation
of the homotopy fM × ∗ with the loop ∗ × lM ◦ p, where p : I ×M → Σ
uM is the
obvious projection. Then we have∫
I×M/M
f ′,∗MR(yˆ
′) =
∫
I×M/M
f ∗MR(yˆ) +
∫
I×M/M
l∗MR(yˆM) .
The closed form
∫
l∗MR(yˆM) represents the class −ch(I(mˆ)). Therefore, if we replace
fM by f
′
M , then we can improve (22) to
κ−
∫
I×M/M
f ∗MR(yˆ) = dσ
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for some form σ ∈ Ωk−2(M, V). If we change the forms ρU and ρV in the construction
of κ to ρU − σ|U and ρV − σ|V , then with the resulting new choice for κ we get
κ−
∫
I×M/M
f ∗MR(yˆ) = 0 .
We form the loops lV := f
op
M |V ♯fV : S
1 × V → N and lU := f
op
M |U♯fU : S
1 × U → N .
We define
uˆ :=
∫
l∗U yˆ + a(ρU) , vˆ :=
∫
l∗V yˆ + a(ρV ) .
Then we get
R(uˆ) =
∫
l∗UR(yˆ) + dρU
=
∫
I×U/U
f ∗UR(yˆ)−
∫
I×U/U
f ∗M |UR(yˆ) + dρU
= κ|U −
∫
I×U/U
f ∗M |UR(yˆ)
= 0
R(vˆ) = 0 .
Hence
uˆ ∈ Eˆk−1flat (U) , vˆ ∈ Eˆ
k−1
flat (V ) .
We now verify that
vˆ|A − uˆ|A = xˆ .
We have
vˆ|A− uˆ|A =
(∫
l∗V yˆ
)
|A
−
(∫
l∗U yˆ
)
|A
+a(ρ) =
(∫
l∗V yˆ
)
|A
−
(∫
l∗U yˆ
)
|A
+ xˆ−
∫
l∗yˆ .
It therefore suffices to show the following Lemma.
Lemma 7.8 (∫
l∗V yˆ
)
|A
−
(∫
l∗U yˆ
)
|A
=
∫
l∗yˆ . (23)
Proof.
We choose an embedding of S1∨˜S1 := S1 ∪{0}=∗ [0, 1] ∪{1}=∗ S
1 into R2 which is
smooth on the two copies of S1 and the interval and such that the interval intersects
the circles transversally. A smooth function on S1∨˜S1 is one which extends to a
smooth function on R2. We thus have the notion of a smooth map from S1∨˜S1
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to a manifold. Moreover, a map W → S1∨˜S1 from a manifold is smooth if the
composition W → S1∨˜S1 → R2 is smooth.
We furthermore choose an open neighbourhood W ⊂ R2 of S1∨˜S1 which admits
a smooth projection π : W → S1∨˜S1 which is a homotopy equivalence. We define
S1 × A∨˜AS
1 ×A := (S1∨˜S1 ×A) and set
˜lopU ∨ lV : W × A
π×id
→ S1 × A∨˜AS
1 × A
lopU ∨˜lV→ N ,
where the smooth map lopU ∨˜lV maps the part [0, 1]×A to the base point and is given
by lopU and lV on the left and right copies of S
1×A, respectively. We have a diagram
S1 × A ⊔ S1 × A
j⊔k

S1 × A
e

s //
a˜
$$b˜ **
W ×A
˜lopU ∨lV //
a

b

N
S1 ×A
lopU
33
lV
<<
where
a, b : W × A
π
→ S1 × A∨˜AS
1 ×A→ S1 ×A
are the projections which contract the left or right summand, respectively, and
j, k : S1 ×A→ S1 ×A∨˜AS
1 × A→W ×A
are the embeddings of the left and right summand. The usual coproduct map
S1 → S1 ∨ S1 gives rise to a smooth map
s : S1 ×A→ S1 ×A∨˜AS
1 × A→W ×A .
We first observe that j∗ ⊕ k∗ : E∗(W × A) → E∗(S1 × A) ⊕ E∗(S1 × A) and j∗ ⊕
k∗ : im(π∗)→ Ω∗(S1 × A, V)⊕ Ω∗(S1 × A, V) are injective, where
im(π∗) := a∗Ω∗(S1 × A, V) + b∗Ω∗(S1 × A, V) . (24)
Note that the definition of im(π∗) is a slight abuse of notation. Next we show that
j∗ ⊕ k∗ : Eˆ∗(W × A) → Eˆ∗(S1 × A) ⊕ Eˆ∗(S1 × A) possesses a certain injectivity,
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too. Let rˆ ∈ Eˆ∗(W ) be such that R(rˆ) ∈ im(π∗). If (j∗ ⊕ k∗)(rˆ) = 0, then R(rˆ) = 0
and I(rˆ) = 0. Therefore we can assume that rˆ = a(ρ) for some ρ ∈ Ω∗−1cl (W ). Since
j∗a(ρ) = 0 and k∗a(ρ) = 0 there exist classes s, t ∈ E∗−1(S1×A) such that ch(s) =
Rham(j∗ρ) and ch(t) = Rham(k∗ρ). Let i : A→ S1×A be induced by the base point of
S1. Since j◦i is homotopic to k◦i we have i∗j∗Rham(ρ) = i∗k∗Rham(ρ). We therefore
can in addition assume after modifying e.g. t by a torsion class coming from A that
i∗s = i∗t. But then there exists a class w ∈ E∗−1(W × A) such that j∗w = s and
k∗w = t. It follows that j∗ch(w) = j∗Rham(ρ) and k∗ch(w) = k∗Rham(ρ). This
implies that ch(w)− Rham(ρ) = 0 and hence a(ρ) = 0.
The composition e is homotopic to the loop l by a homotopy H . Indeed, the loop
e is the concatenation
f opU |A♯f
op
M |A♯fM |A♯f|V |A ,
where F op is the homotopy F run in the opposite direction. The homotopy H to
f opU |A♯f|V |A can thus be arranged symmetrically so that
∫
I×S1×A/S1×A
H∗ω = 0 for
every ω ∈ Ω(N).
Furthermore, the compositions lopU ◦a˜, lV ◦b˜ are homotopic to l
op
U and lV by homotopies
of the form GU = gU × idA and GV = gV × idA, where gU , gV : I × S
1 → S1. In
the following we use the symbol w in order to denote various constant maps to the
base point of N . We have
(˜lopU ∨ lV )
∗yˆ − (lopU ◦ a)
∗yˆ − (lV ◦ b)
∗yˆ = −w∗yˆ . (25)
Indeed, if we apply j∗ to the left-hand side we get
j∗(˜lopU ∨ lV )
∗yˆ − j∗(lopU ◦ a)
∗yˆ − j∗(lV ◦ b)
∗yˆ = −w∗yˆ .
Here we use
lopU ◦ a = j
∗(˜lopU ∨ lV ) , w = lV ◦ b ◦ j .
Similarly we get
k∗(˜lopU ∨ lV )
∗yˆ − k∗(lopU ◦ a)
∗yˆ − k∗(lV ◦ b)
∗yˆ = −w∗yˆ
We now use the injectivity of j∗⊕ k∗. Note that the curvature of both sides of (25)
are in im(π∗) as defined in (24).
Since the constant map w : S1×A→ N factors over the projection S1×A→ A we
have
∫
w∗yˆ = 0. We calculate
e∗yˆ = s∗(˜lopU ∨ lV )
∗yˆ = l∗yˆ + a(
∫
I×S1×A/S1×A
H∗R(yˆ)) = l∗yˆ .
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Furthermore,
e∗yˆ = s∗(lopU ◦ a)
∗yˆ + s∗(lV ◦ b)
∗yˆ − w∗yˆ = b˜∗l∗V yˆ − a˜
∗l∗U yˆ − w
∗yˆ ,
hence
e∗yˆ = l∗V yˆ + l
op,∗
U yˆ + a(
∫
I×S1×A/S1×A
G∗VR(yˆ))− a(
∫
I×S1×A/S1×A
G∗UR(yˆ))− w
∗yˆ .
We now apply
∫
and observe using
∫
lop,∗U yˆ = −
∫
l∗U yˆ and
∫
w∗yˆ = 0 that it suffices
to show that∫ ∫
I×S1×A/S1×A
G∗VR(yˆ) = 0 ,
∫ ∫
I×S1×A/S1×A
G∗UR(yˆ) = 0 .
Because of the special form of the homotopies GU and GV these integrals indeed
vanish. This finishes the verification of (23). ✷
2. Let xˆ ∈ Eˆkflat(M) be such that c(xˆ) = 0. This means that xˆ|U = 0 and xˆ|V = 0. Let
x := I(xˆ). We choose a based manifold N , a class y ∈ Ek(N) with trivial restriction
to the base point, and a smooth map f : M → N such that f ∗y = x and there are
zero homotopies fU : I × U → N , fV : I × V → N . We further choose a smooth
lift yˆ with trivial restriction to the base point and a form λ ∈ Ωk−1(M, V) such that
f ∗yˆ = xˆ+ a(λ). ¿From the homotopy formula Lemma 5.1 we get
0 = xˆ|U = −a(
∫
I×U/U
f ∗UR(yˆ)) + a(λ|U)
0 = xˆ|V = −a(
∫
I×V/V
f ∗VR(yˆ)) + a(λ|V ) .
Hence there exists classes uˆ ∈ Eˆk−1(U) and vˆ ∈ Eˆk−1(V ) such that∫
I×V/V
f ∗VR(yˆ) + λ|V = R(vˆ) ,
∫
I×U/U
f ∗UR(yˆ) + λ|U = R(uˆ) . (26)
We now show that by modifying the choices of f : M → N , y and the homotopies we
can assume thatR(uˆ) andR(vˆ) are exact. By Lemma 7.2 we choose a based manifold
NU , a class yU which vanishes on the base point, and a map lU : Σ
uU → NU such that
σ(I(uˆ)) = −l∗UyU . We can assume that lU is constant near the singular points of the
unreduced suspension. We adopt a similar choice for V . We further choose smooth
lifts yˆU and yˆV again vanishing on the base points. We consider N
′ := N×NU ×NV
with the class pr∗N yˆ + pr
∗
NU
yˆU + pr
∗
NV
yˆV and the map f
′ := f × ∗ × ∗. We further
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concatenate the homotopy (fU × ∗ × ∗) with the loop ∗ × lU × ∗ in order to get a
new zero homotopy f ′U of f
′
|U . We define f
′
V in a similar manner. We now observe
that ∫
I×V/V
f ′,∗V R(yˆ
′) =
∫
I×V/V
f ∗VR(yˆ) +
∫
I×V/V
l∗VR(yˆV )
and the closed form
∫
I×V/V
l∗VR(yˆV ) is in the cohomology class of −R(vˆ). A similar
calculation holds for U .
If we replace the old choices by the new choices we can now improve (26) to∫
I×V/V
f ∗VR(yˆ) + λ|V = −dρV ,
∫
I×U/U
f ∗UR(yˆ) + λ|U = −dρU . (27)
We define ρ := ρV |A − ρU |A and set
zˆ :=
∫
l∗yˆ + a(ρ) .
We calculate
R(zˆ) =
∫
l∗R(yˆ) + dρ
=
(∫
I×V/V
f ∗VR(yˆ)
)
|A
+ dρV |A −
(∫
I×U/U
f ∗VR(yˆ)
)
|A
− dρU |A
= −λ|V |A + λ|U |A
= 0 .
Hence zˆ ∈ Eˆk−1flat (A). Furthermore, if we construct ∂ˆzˆ using the choices fixed above
we get
κ|U =
∫
I×U/U
f ∗UR(yˆ) + dρU = −λ|U , κ|V = −λV .
This gives
∂ˆzˆ = f ∗yˆ − a(λ) = xˆ .
3. Finally we show exactness at Eˆkflat(U)⊕ Eˆ
k
flat(V ). Let
uˆ ∈ Eˆkflat(U) , vˆ ∈ Eˆ
k
flat(V )
be such that uˆ|A = vˆ|A. Let u := I(uˆ) and v := I(vˆ). By Lemma 7.3 we choose a
manifold N with a class y ∈ Ek(N), smooth maps f : U → N , g : V → N such that
f ∗y = u and g∗y = v, and there is a homotopy f|A ∼ g|A which we denote by h.
In a first step we show that we can choose a map e : M → N such that
e∗|Uy = u , e
∗
|V y = v . (28)
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In fact we can define
e(m) :=

 f(m) m ∈M \ Vh(χ(m)+12 , m) m ∈ A
g(m) m ∈M \ U

 . (29)
The relations (28) hold true since there are homotopies e|U ∼ f and e|V ∼ g.
We choose αU ∈ Ω
k−1(U, V) and αV ∈ Ω
k−1(V, V) such that
e∗|U yˆ + a(αU ) = uˆ , e
∗
|V yˆ + a(αV ) = vˆ .
We then have a(αV |A−αU |A) = 0 so that αV |A−αU |A = R(wˆ) for some wˆ ∈ Eˆ
k−1(A).
In the following we show that by modifying the homotopy h we can assume that
R(wˆ) is exact.
Using Lemma 7.2 we choose a based manifold N ′, a class y′ ∈ Ek−1(N ′), and a map
l : ΣuA→ N ′ such that l∗y′ = −σ(I(wˆ)). We can assume that l maps (t, a) ∈ ΣuA
to the base point if t ∈ [0, 1/4] or t ∈ [3/4, 1].
Without loss of generality we can assume that the homotopy h : I × A → N is
constant on the part [1/4, 3/4] × A. We now replace N by N˜ := N × N ′, y by
y˜ = pr∗Ny + pr
∗
N ′y
′, f by f˜ := f × ∗, g by g˜ := g × ∗ and h by h˜ : I ×A→ N˜ given
by
h˜(t, a) :=

 (h(t, a), ∗) t ∈ [0, 1/4](h(1/2, a), l(t, a)) t ∈ [1/4, 3/4]
(h(t, a), ∗) t ∈ [3/4, 1]

 .
Let e˜ : M → N˜ be the resulting map (29). Note that there is a homotopy dU from
e˜|U to e|U × ∗ and a similar homotopy dV from e˜|V to e|V × ∗. We furthermore set
ˆ˜y := pr∗N yˆ + pr
∗
N ′ yˆ
′ for some smooth lift yˆ′ ∈ Eˆk−1(N ′) which we arrange such that
yˆ′|∗ = 0. Since (e|U × ∗)
∗ ˆ˜y = e∗|U yˆ we can choose
α˜U := αU +
∫
I×U/U
d∗UR(ˆ˜y) , α˜V := αV +
∫
I×V/V
d∗VR(ˆ˜y).
We get
α˜V |A − α˜U |A = R(wˆ) +
∫
L∗R(ˆ˜y) ,
where L : S1×A→ N˜ is the loop L := dopU ♯dV . Note that we can choose dU and dV
such that prN ◦ L is constant. Therefore∫
L∗R(ˆ˜y) =
∫
L∗pr∗N ′R(yˆ
′) .
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We get for the cohomology classes
Rham(
∫
L∗pr∗N ′R(yˆ
′)) =
∫
ch(σ(I(wˆ))) = −ch(wˆ) .
If we replace the objects without a tilde by the objects with the tilde decoration,
then we can assume that αV |A − αU |A = dσ. We choose σU ∈ Ω
k−2(U, V) and
σV ∈ Ω
k−2(V, V) such that σV |A − σU |A = σ. Then we replace αU by αU − dσU and
αV by αV − dσV . After these changes we can assume that αV |A = αU |A, hence αU
and αV are restrictions of a global α ∈ Ω
k−1(M, V). We define
xˆ := e∗yˆ + a(α) .
Then
uˆ = xˆ|U , vˆ = xˆ|V .
It also follows that xˆ ∈ Ekflat(M). This provides the required preimage of the sum
uˆ⊕ vˆ.
✷
We now have a homotopy invariant functor Eˆ∗flat defined on smooth manifolds with a
natural Mayer-Vietoris sequence. It gives rise to a similar functor on the category of
finite-dimensional countable CW -complexes by the following proposition.
Proposition 7.9 A homotopy invariant functor
H : {smooth manifolds} → {Z− graded abelian groups}
with a natural Mayer-Vietoris sequence gives extends uniquely to a homotopy invariant
functor
h : {finite-dimensional countable CW-complexes} → {Z−graded abelian groups}
with a natural Mayer-Vietoris sequence.
Proof. For a proof we refer to [KS]. It uses the fact that diagrams of maps between
countable finite-dimensional CW -complexes can be approximated up to homotopy by
corresponding diagrams of manifolds. ✷
Also the following lemma is well-known.
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Lemma 7.10 A functor
h : {finite CW-complexes} → {Z− graded abelian groups}
with a natural Mayer-Vietoris sequence gives rise to a reduced cohomology theory h˜ on
the category of pointed finite CW -complexes.
Proof. For a finite pointed CW -complex X we define
h˜∗(X) := ker(h∗(X)→ h∗(∗)) .
To each map f : X → Y of pointed CW -complexes we get an induced map f ∗ : h˜∗(Y )→
h˜∗(X). Let C(X) := [0, 1]×X/{1}×X be the cone over X with its natural CW -structure.
Then we can write the unreduced suspension as
ΣuX = C(X) ∪X C(X) . (30)
The suspension isomorphism
σ : h˜∗(X)→ h˜∗(Σu(X))
is given by the boundary operator in the Mayer-Vietoris sequence associated to the de-
composed CW -complex (30). It is obviously natural. Finally, for each subcomplex A ⊆ X
the mapping cone sequence
A→ X → X ∪A C(A)
gives rise to an exact sequence
h˜∗(X ∪A C(A))→ h˜
∗(X)→ h˜∗(A) .
Indeed, this is a part of the Mayer-Vietoris sequence for the decomposition X ∪A C(A)
since h˜∗(CA) = 0. ✷
If h˜ is a reduced cohomology theory on the category of pointed finite CW -complexes, then
by [Swi02, Thm. 9.27] there exists a spectrum h which represents h˜. The isomorphism
class of this spectrum is well-defined. Furthermore by [Swi02, Thm. 9.27], a natural
transformation h˜ → h˜′ of reduced cohomology theories on finite CW -complexes can be
represented by a map of spectra h→ h′, which might be not uniquely determined.
If we apply these topological results Proposition 7.9, Lemma 7.10 to the flat theory Eˆ∗flat,
then we get a reduced cohomology theory U˜∗+1 on the category of pointed finite CW -
complexes which we can represent by a spectrum U whose isomorphism class is well-
defined. Since every compact manifold has the structure of a finite CW -complex we can
restrict the theory U˜∗ again to compact manifolds. We thus have shown:
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Theorem 7.11 If (Eˆ, R, I, a,
∫
) is a smooth extension of E with integration, then Eˆ∗flat
has a natural long exact Mayer-Vietoris sequence. Its restriction to compact manifolds
is equivalent to the restriction to compact manifolds of a generalized cohomology theory
represented by a spectrum.
We now compare Eˆ∗−1flat with ER/Z
∗. The natural transformation H∗−1(M ; V)→ Eˆ∗flat(M)
induced by a gives a natural transformation E˜R∗ → U˜∗ which can be represented by a
map of spectra ER→ U.
We now consider the diagram of distinguished triangles in the stable homotopy category
Fibre // ER //U // ΣFibre
E
OO


//
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ER // ER/Z
OO


// ΣE
OO


.
The fact that
E∗(M)
ch
→ H∗(M ; V)
a
→ Eˆ(M)
vanishes implies that the dotted arrow is trivial. This gives the dashed factorization
ER/Z → U which we extend to a map of triangles. Note that the dashed maps are not
necessarily unique.
Theorem 7.12 Assume that (Eˆ, R, I, a
∫
) is a smooth extension of a generalized coho-
mology with integration. If E∗ is torsion-free, then there exists a natural isomorphism
(not necessarily unique) of functors on compact manifolds ER/Z∗(M) → Eˆ∗−1flat(M) so
that
H∗−1(M ; V)
a //
∼=

Eˆ∗flat(M)
// E∗(M)

ER∗−1(M) // ER/Z∗−1(M)
∼=
OO
// E∗(M)
commutes
Proof. We know by Theorem 7.11 that there is a natural isomorphism Eˆ∗flat(M)
∼=
U∗−1(M). It suffices to check that the transformation ER/Z → U is an equivalence by
working on the level of homotopy groups. In other words, we must show that it induces
an isomorphism on coefficients. We know that
coker(a : ERk(M)→ Eˆk+1flat (M))
∼= Ek+1tors (M), ker(a : ER
n(M)→ Eˆn+1flat (M)) = im(ch) .
Therefore we have a morphism of exact sequences
Ek
ch // ERk // Uk // Ek+1tors
// 0
Ek
ch // ERk // ER/Zk //
OO
Ek+1tors
// 0
.
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If Ek+1tors = 0, then the morphism ER/Z
k → Uk is an isomorphism by the Five-lemma. ✷
8 Absence of Phantoms
In the proof of Proposition 6.2 we have used the fact that certain generalized cohomology
groups are free of phantoms. The absence of phantoms might be interesting also in other
cases where an approximation of an infinite loop space by manifolds is invoked. Therefore
we add this section. The results are probably well known, but we couldn’t find appropriate
references.
In the following we assume that E is a cohomology theory represented by a commutative
ring spectrum E. Let Z be a CW -complex.
Definition 8.1 We define the subspace of phantom classes E∗phantom(Z) ⊆ E
∗(Z) to
be the subspace of all classes φ ∈ E∗(Z) such that f ∗φ = 0 for all maps f : X → Z and
finite complexes X.
In the following we discuss various conditions implying the absence of non-trivial phantom
classes.
Proposition 8.2 If E∗(Z) is a free E
∗-module, then E∗phantom(Z)
∼= 0.
Proof. We equip E∗(Z) with the profinite filtration topology induced by the submodules
F aE∗(Z) := ker (E∗(Z)→ E∗(Za)), where (Za) is the system of all finite subcomplexes of
Z. On the other hand we equip DE∗(Z) := HomE∗(E∗(Z), E
∗) with the dual finite topol-
ogy generated by the submodules ker(DE∗(Z)→ DLb), where (Lb) runs over the system
of all finitely generated submodules of E∗(Z). With this topology the E
∗-module DE∗(Z)
is complete and Hausdorff. By [Boa95, Thm. 4.14] the evaluation E∗(Z)⊗ E∗(Z)→ E
∗
induces a topological isomorphism E∗(Z) → DE∗(Z). The fact that the profinite filtra-
tion topology on E∗(Z) is Hausdorff is equivalent to the absence of phantom classes. ✷
Lemma 8.3 E∗Phantom(Ek)
∼= 0 for E =MU or even k and E = K.
Proof. The cohomology theories MU∗ and K∗ are represented by ring spectra. We first
consider the case MU . In [RW74, Sec. 4] it is shown that MU∗(MUk) is a free MU
∗-
module (it actually has been calculated completely). We can therefore apply Proposition
8.2.
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For K-theory we we first note that K0 ∼= Z×BU , and that K∗(BU,Z) is a free Z-module
on even generators ([Koc96, Prop. 4.3.3 (d)]). This implies that K∗(K0) is a free K
∗-
module, and we can again apply Proposition 8.2. ✷
Proposition 8.4 If E∗(Z) is a free E
∗-module, then E∗Phantom(Z × Z)
∼= 0.
Proof. If E∗(Z) is a free E
∗-module, then so is E∗(Z ×Z). In fact, for every complex X
we have the Ku¨nneth isomorphism
E∗(Z)⊗E∗ E∗(X)
∼
→ E∗(Z ×X) .
This follows from the usual observation that E∗(Z)⊗E∗E∗(. . . )→ E∗(Z×. . . ) is a natural
transformation of homology theories which coincide on the point. Finally, we use the fact
that the tensor product of two free modules is again free. ✷
Corollary 8.5 If k is even, then
E∗Phantom(Ek × Ek)
∼= 0
holds true for E ∈ {MU,K}.
If X 7→ E∗(X) is a cohomology theory represented by a spectrum E, then let X 7→ E∗(X)
denote the associated homology theory. We define
E∗R(X) := HomAb(E∗(X),R) , E
∗
R/Z(X) := HomAb(E∗(X),R/Z) .
Since R and R/Z are injective abelian groups these constructions define cohomology
theories on the category of all topological spaces. Since they satisfy in addition the wedge
axiom they can be represented by spectra which we denote by ER and ER/Z.
Lemma 8.6 For every CW -complexX we have E∗R,phantom(X)
∼= 0 and E∗R/Z,phantom(X)
∼=
0.
Proof. Let us discuss the case of ER. The case of ER/Z is similar. It suffices to show that
E∗R(X)
∼= lim
a
E∗R(Xa) ,
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where (Xa) is the system of finite subcomplexes of X . We have X ∼= colima Xa. Since
homology is compatible with colimits and the HomAb(. . . ,R)-functor turns colimits in the
first argument into limits we get (compare [FL09, A.9])
E∗R(X) = HomAb(E∗(X),R)
∼= HomAb(E∗(colima Xa),R)
∼= HomAb(colima E∗(Xa),R)
∼= lim
a
HomAb(E∗(Xa),R) .
✷
The projection R→ R/Z induces a natural transformation of cohomology theories E∗R(X)→
E∗R/Z(X). It is given by a morphism of representing spectra ER → ER/Z.
Definition 8.7 The Andersen dual D(E) of the cohomology theory E is defined as the
cohomology theory represented by the spectrum D(E) obtained by the extension of the map
ER → ER/Z to a distinguished triangle in the stable homotopy catgeory
D(E)→ ER → ER/Z → ΣD(E) .
In [Joh83, p. 244] a morphism of distinguished triangles in the stable homotopy category
D(E) // D(E)R //
∼=

D(E)R/Z

∼=

// ΣD(E)
−1 ∼=

D(E) // ER // ER/Z // ΣD(E)
has been constructed so that the vertical maps are equivalences.
We now assume that Ek is finitely generated for every k ∈ Z. Since D is a duality
on cohomology theories with finitely generated coefficients [Joh83, Thm. 33] we get by
inserting D(E) in place of E and using D(D(E)) ∼= E that
E // ER //
∼=

ER/Z
∼=

// ΣE
∼=−1

E // D(E)R // D(E)R/Z // E
,
i.e. we get in particular isomorphisms
ER ∼= D(E)R, ER/Z ∼= D(E)R/Z . (31)
Combining (31) with Lemma 8.6 (applied to D(E) in the place of E) we get
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Corollary 8.8 If E is a cohomology theory represented by a spectrum such that Ek is
finitely generated for all k ∈ Z, then for every CW -complex X we have
ER∗Phantom(X) = 0 , ER/Z
∗
Phantom(X) = 0 .
Corollary 8.9 We have KR/Z0Phantom(K1 ×K1) = 0.
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