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Abstract
During the last decade, the use of parallel and distributed systems has become more common. In these systems, a
huge chunk of data or computation is distributed among many systems in order to obtain better performance. Dividing
data is one of the challenges in this type of systems. Divisible Load Theory (DLT) is proposed method for scheduling
data distribution in parallel or distributed systems. In many researches carried out in this field, it was assumed that
the used network topology is linear or one-level tree but that is not always true in real systems. In the large scale
networks, hierarchical topology is usually used. In this article, we propose a new method which includes a closed-
form formula to schedule jobs in a heterogeneous distributed computing system in which its network topology is
two-levels hierarchical system. The experiments show the calculated size for each processor is the best.
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1. Introduction
In recent years, there has been considerable specific attention given to solving large computation problems by
using distributed computing systems. The researches focused on the use of clusters of workstations, network of
workstations and grid environments as candidate systems to do this type of computation. One of the challenges in
this field is to find a closed-form formula for distributing data among processors so that the response time (time from
admitting job to completing it) is minimum. Methodologies, such as Markovian Queuing Theory, Circuit Theory and
Divisible Load Theory (DLT), have been presented for distributing data among processors in parallel and distributed
systems so that the response time (time from admitting job to completing it) is minimum.
DLT is based on a specific type of data known as Divisible Load Data. Arbitrarily divisible data are a large amount
of data which can be arbitrarily divided into desirable independent parts as each part can be processed separately
from the others. Many scientific and engineering applications have this characteristic. Some of these applications
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are massive experimental data processing, image processing, video processing, mathematical applications, network
scheduling, and biological applications [1].
Diﬀerent models were investigated in DLT researches [2, 1], each of which is made by some assumptions. One in-
stallment system with blocking and non-blocking mode communication [3], multi-installment system by non-blocking
communication modes [4], system with diﬀerent processor available time (SDPAT) [5], non-dedicated systems [6],
and others are some examples of the investigated models. One of the common network topologies in large scale net-
works (such as Internet) is the tree network topology. To use this type of network in parallel and distributed computing
systems, we should have a method for scheduling jobs.
In this research, we present a scheduling method to schedule jobs in a heterogeneous multi-installment system
with the tree network topology. The proposed method consider four necessary steps for scheduling multi-installment
systems. It attempts to find the proper number of processors, the proper number of installments, the size of the
assigned task for internal installments, and the size of the assigned task for last installment. Finally, we show that the
proposed formula is true.
The remainder of this paper is organized as detailed below. Section 2 presents related works. Our model and
notations are introduced in the third section. In section 4 the proposed method for two-level hierarchical systems,
which includes a formula for calculating the proper size of task for each branch and processors ordering algorithm,
is presented. The results of experiments and their analysis appear in section 5. In the last section, conclusion is
obtainable.
2. Related Works
Hierarchical network topology is one of the commonly used topologies in large scale networks. It was investigated
from the first years of DLT [7]. One of the applications of tree topology is wireless networks. These types of networks
were investigated by Katsaros and Polyzos [8].
Some restrictions were defined on this topology and were converted it to some other customized topologies and
each of the new topologies was separately investigated for scheduling by using DLT. The simplest resulted topology
from the assumptions is the one-level tree. A one-level tree includes a root and some leaves, each of which is directly
connected to the root. This topology is one of the commonly investigated topologies in researches about using DLT
for scheduling parallel and distributed systems [3].
Another investigated hierarchical topology is the spanning tree. A spanning tree is produced by defining a condi-
tion on a complex network topology. As defined in graph theory, it is a network in which each of the clients is only
connected to one other worker and the connection is made by using the middle nodes. The first attempt in this field
was presented by Yao et al. [9]. Yao et al. tried to do job scheduling in an arbitrary network. For this reason, they
made a spanning tree from the network and scheduled the jobs in the spanning tree network. After Yao’s research,
England et al. presented another study about spanning trees [10]. In the newer research, two diﬀerent spanning trees
(Traditional Spanning Tree and Robust Spanning Tree) were investigated by England et al. and two diﬀerent algo-
rithms (Centralized and Distributed) were proposed to schedule these types of trees. They compared their method
with Yao’s method and showed the response time for their method is better than Yao’s method. The last research
about job scheduling using spanning trees was published by Viswanathan et al [11]. Resource-aware optimal load dis-
tribution strategy based on optimal sequencing (RAOLD-OS), which has been shown to provide optimal processing
time solutions for a given spanning tree network [9], was applied to some diﬀerent spanning tree routing strategies
such as Minimum Spanning Tree (MST), Shortest Path spanning Tree (SPT), Fewest Hops spanning Tree (FHT), and
Robust Spanning Tree (RST). It was shown that the SPT routing strategy has the better trade-oﬀ between complexity
and performance while each of the other strategies has better trade-oﬀ between other parameters.
Tree network topology is one of the complex network topologies. Job scheduling in this topology is so diﬃcult
because of its complexity and scheduling complexity. One of the ten reasons for using Divisible Load Theory is
named Equivalent Networks [2]. This means that we can replace a branch of a tree with an equivalent node so that it
works the same as all the member of branch. It was based on some researches. Suresh et al. presented a method which
used this characteristic of DLT [12]. Jia et al. investigated a multi-level tree in which resources were unknown [13].
They defined two types of parameters for the network: static and dynamic. An equivalent tree was made to show the
available resources and the scheduling method was applied on this tree.
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Table 1: Notations
Notation Description
W Total size of data
Wi Total size of data for the Psi
Vi Size of each installment for the Psi
ni Number of installments for the Psi
mi Number of processors for the P si
l Number of branches
α
j
i It is the size of allocated fraction to processor Pi in each
internal installment in the group j.
β
j
i It is the size of allocated fraction to processor Pi in the last
installment in the group j.
w
j
i Ratio of the time taken by processor Pi in the group j, to
compute a given load, to the time taken by a standard
processor, to compute the same load
z ji Ratio of the time taken by Pi in the group j, to communicate a
given load, to the time taken by a standard link, to
communicate the same load
s
j
i Computation overhead for processor Pi in the group j
o
j
i Communication overhead for processor P i in the group j
T (Wi) This is the response time for a task with size Wi.
3. Preliminaries
3.1. Notations
In this paper, several notations and their definitions are described in Table 1.
3.2. Model
In this research, the two-level tree network topology is investigated. For the two-level tree network topology, we
use a model the same as Fig. 1.
The used system is a communication based heterogeneous multi-installment which includes communication and
computation overheads and the communication mode is blocking.
3.3. A Review on the Formulation of Multi-Installment Systems
In one of the our previous research, we reached a closed-form formula for scheduling jobs in a heterogeneous
system which includes over heads and communication mode is blocking [14]. In this section we will review them
because in the next sections we need them.
For scheduling internal installments these formula can be used:
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Δi =
z1+w1
zi+wi
Φi =
o1+s1−oi−si
zi+wi
α1 =
1− 1V
∑m
i=2 Φi
1+
∑m
i=2 Δi
αi = α1Δi +
1
VΦi
(1)
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Figure 1: Two-Level Hierarchical Network Topology
Last installment can be scheduled by using these formulas:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
δi+1 =
si−(si+1+oi+1)
wi+1+zi+1
εi+1 =
wi
wi+1+zi+1
Ei =
∏i
j=2 ε j
Γi =
∑i
j=2(δ j
∏i
k= j+1 εk)
βi = Eiβ1 + 1V Γi, i = 2, . . . ,m
β1 =
1− 1V
∑m
i=2 Γi
1+
∑m
i=2 Ei
(2)
In the above formulas, m is the proper number of processors. We use this formula for calculating its value.
W ≥ ( (1 +
∑m
i=2 Δi)(
∑m
j=2(Φ jz j + o j) − s1)
(w1 −∑mj=2 Δ jz j) +
m∑
i=2
Φi)2.
(z1 + w1)(∑m−1i=2 Ei −∑mi=2 Δi)
(1 +∑m−1i=2 Ei)[(z1 + w1)∑mi=2Φi − (1 +∑mi=2 Δi)(o1 + s1)]
(3)
We started from m = 1 and calculate non-equation. If for the m = M the non-equation is not true, we found that M −1
is the proper number of the processors.
The proper number of installment is another important parameter for jobs scheduling in a multi-installment system.
The used formula for calculating this parameter is the same as below
W(z1 + w1)(∑m−1i=2 Ei −∑mi=2 Δi)
(1 +∑m−1i=2 Ei)[(z1 + w1)∑mi=2Φi − (1 +∑mi=2 Δi)(o1 + s1)] = (n + 1)
2 (4)
3.4. Response Time Function for a One-Level Tree Topology
DLT is based on this concept that for the best response time all the processors should finish their tasks at the
same instant time. Hence, we need to know the response time in one-level tree topology. The response time for the
multi-installment systems includes required time for internal installments and last installment. By using Eq.(1) and
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Eq.(2), we can write the function of response time for a multi-installment system with one-level tree network topology
same as Eq.(5).
T (W1) =n1
⎛⎜⎜⎜⎜⎜⎜⎝
m1∑
j=2
(α1jV1z1j + o1j) + α11V1z11 + o11
⎞⎟⎟⎟⎟⎟⎟⎠+
⎛⎜⎜⎜⎜⎝V1 −
∑m1
i=2 Γ
1
i
1 +
∑m1
i=2 E
1
i
⎞⎟⎟⎟⎟⎠ (z11 + w11) + (o11 + s11)
(5)
Because one of the unknown variables in this research is the size of assigned data to each group, we change this
formula to a formula based on W1. We define a new variable the same as below
τ1 =
√
1
(1 +∑m1i=2 Ei) .√
(1 +∑m1i=2 Δi)(z1 + w1) − (1 + ∑m1i=2 Ei)∑m1j=1(Δ jz j)
(1 +∑m1i=2 Δ1i )(∑m1j=2(Φ1j z1j) +∑m1j=1 o1j) −∑m1i=2Φ1i ∑m1j=1(Δ1j z1j)
(6)
From Eq.(6) and Eq.(4), we find that
n + 1 =
√
W1τ1 (7)
After rewriting Eq.(5), we have
W1
∑m1
j=1(Δ1j z1j)
(1 +∑m1i=2 Δ1i )+
√
W12τ1
⎛⎜⎜⎜⎜⎜⎝ (1 +
∑m1
i=2 Δ
1
i )(
∑m1
j=2(Φ1jz1j ) +
∑m1
j=1 o
1
j) −
∑m1
i=2Φ
1
i
∑m1
j=1(Δ1j z1j)
1 +
∑m1
i=2 Δ
1
i
⎞⎟⎟⎟⎟⎟⎠
−
(1 +∑m1i=2 Δ1i )(∑m1j=2(Φ1j z1j) +∑m1j=1 o1j) −∑m1i=2Φ1i ∑m1j=1(Δ1j z1j )
1 +
∑m1
i=2 Δ
1
i
− (z
1
1 + w
1
1)
∑m1
i=2 Γ
1
i
1 +
∑m
i=2 E1i
+ (o11 + s11) = T (W1)
(8)
Three new symbols are defined to make Eq.(8) simpler.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
F1 = −
(1 +∑m1i=2 Δ1i )(∑m1j=2(Φ1jz1j ) +∑m1j=1 o1j)
1 +
∑m1
i=2 Δ
1
i
+
∑m1
i=2Φ
1
i
∑m1
j=1(Δ1j z1j)
1 +
∑m1
i=2 Δ
1
i
− (z
1
1 + w
1
1)
∑m1
i=2 Γ
1
i
1 +
∑m
i=2 E1i
+ (o11 + s11)
G1 = 2τ1
( (1+∑m1i=2 Δ1i )(∑m1j=2(Φ1j z1j )+∑m1j=1 o1j )−∑m1i=2 Φ1i ∑m1j=1(Δ1j z1j )
1+
∑m1
i=2 Δ
1
i
)
H1 =
∑m1
j=1(Δ1j z1j )
1+
∑m1
i=2 Δ
1
i
(9)
We can rewrite Eq.(8) the same as below
H1W1 +
√
W1G1 + F1 = T (W1) (10)
4. The New Scheduling Method for Hierarchical Systems
4.1. A New Method for Scheduling Two-Level Hierarchical Systems
For scheduling a multi-installment system, we should calculate four parameters; the proper number of installments,
the proper number of processors, the size of the assigned task to each processor for internal installments and the size
of the assigned task to each processor in last installment.
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Before finding these variables, we should sort the processors because it has direct aﬀect on the response time of
the systems. Mingsheng showed ordering processor by increasing z i is the best method for job scheduling in one
installment system [3]. Therefore, we sort the processors of each branch by increasing z i. To find the first parameter,
we use the proposed closed-form formula in [14] to calculate the proper number of installments; Eq.(4) for the first
branch and select it as the proper number of installments. We use also Eq.(3) for the first branch to answer the second
question. In this section, we present a method to answer the third and fourth questions.
As mentioned, in DLT researches, all the processors are forced to finish their tasks at the same instant in time.
Therefore, in this research, we attempted to find the size of the assigned data to each branch so that all the branches
finish their tasks simultaneously. Response time of each branch can be found by using Eq.(10). The time of partici-
pation by each branch in the task is equal to its response time plus the time of communication between the root of the
branch and the main root as shown in Eq.(11).⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
H1W1 +G1
√
W1 + F1 = H2W2 +G2
√
W2 + F2 +W2z22 + o
2
2
H2W2 +G2
√
W2 + F2 = H3W3 +G3
√
W3 + F3 +W3z33 + o
3
3
. . .
Hl−1Wl−1 +Gl−1
√
Wl−1 + Fl−1 = HlWl +Gl
√
Wl + Fl +Wlzll + o
l
l
(11)
By using these equations, we can calculate Wi based on W1.
Wi = ZiW1, i = 2, 3, . . . , l − 1 (12)
We know that
W1 +W2 +W3 + . . . +Wl =
l∑
i=1
Wi = W (13)
hence,
W2 = W − (1 +
l∑
i=3
Zi)W1 (14)
To make the formulas simple, we define Ψ = (1 + ∑li=3 Zi).
H1W1 +G1
√
W1 + F1 =
H2(W −ΨW1) +G2
√
W −ΨW1 + F2
+ z22(W −ΨW1) +
√
W − ΨW1 + o22
(15)
We solve this equation to find the value of W1.
[H1 + (Hl + z22)Ψ]W1 +G1
√
W1 + [F1 − (Hl + z22)W − Fl − o22]
−Gl
√
W −ΨW1 = 0
(16)
We define two new symbols and rewrite Eq.(16).{
H = H1 + (Hl + z22)Ψ
F = F1 − (Hl + z22)W − Fl − o22 (17)
HW1 +G1
√
W1 + F −Gl
√
W − ΨW1 = 0 (18)
(HW1 + F)2 = (Gl
√
W −ΨW1 −G1
√
W1)2 (19)
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− (HW1)2 + (WG2l − F2)
+ (G21 − 2FH −ΨG2l )W1 = 2GlG1
√
WW1 −ΨW21
(20)
Three new symbols are necessary to make the Eq.(20) simpler.⎧⎪⎪⎪⎨⎪⎪⎪⎩
P = WG2l − F2
T = G2l − 2FH −ΨG2l
X = GlG1
(21)
Eq.(20) can be written as below:
[P − (HW1)2 + TW1]2 = (2X
√
WW1 −ΨW21 )2 (22)
H4W41 + (T 2 − 2PH2 + 4X2Ψ)W21
− 2H2TW31 + (2PT − 4X2W)W1 + P2 = 0
(23)
After defining five new symbols, we have a simple quartic equation, Eq.(25).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
A = H4
B = −2H2T
C = T 2 − 2PH2 + 4X2Ψ
D = 2PT − 4X2W
E = P2
(24)
AW41 + BW
3
1 +CW
2
1 + DW1 + E = 0 (25)
Eq.(25) is a quartic equation that we can use to find its roots using Ferrari’s method. The root of this equation,
which is larger than zero and if Eq.(13) holds true, is acceptable. By using the root of Eq.(25) in Eq.(12), we can find
the value of Wi, i = 2, 3, . . . , l. This means that we have the size of data for each group, and by using Eq.(1) and Eq.(2)
, the job can be scheduled. This method is called the the Quartic Method because quartic equation is used.
5. Results and Discussion
For the experiments, we used a simulator implemented by C++ which runs with Linux-based operating system,
Suse 11.1. A set of 50 processors with attributes which were produced randomly, was used as input for simulator. A
set of jobs was used as the second input. Value of w is ten times as large as z value for all processors. This means that
communication speed is much faster than computation speed. We did all the experiments in a two-level hierarchical
system. Members of each branch and the roots were randomly selected from the pool of workers.
We attempted to show the Quartic Method works correctly and has a response time that is the shortest. As
mentioned, in scheduling multi-installment systems four questions should be answered. In this section therefore, we
checked whether the Quartic Method oﬀers the best value for each of the parameters, the proper number of processors,
the proper number of installments, and the proper size of task for the internal and last installment. We did three sets
of experiments to show the method gives us the best value for each parameter.
As can be seen in Fig. 2, the calculated value for the size of task for each of the branches while used the Quartic
Method (zero point in the graphs) is much better than the other points. In this experiment, we manually changed
the size of the assigned task to each branch and the response times for the changed size of tasks were calculated and
shown in the graphs. We reduced 5%, 10% and 15% of the assigned task to the first branch and added them to the
second branch. We also added these percentages of the size of the assigned tasks to the first branch and reduced the
percentages in the second branch.
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Figure 2: Response Time vs Diﬀerences with the Calculated Size of the Assigned Task using the Quartic Method for Diﬀerent Sizes of Jobs
By using an experiment similar to the above experiment, we can evaluate the Quartic Method’s eﬃciency in
calculating the proper number of installments. Fig. 3 shows that due to the same reason as was mentioned for the
calculated size of task for each processor, it is clear that the Quartic Method presents the best proper number of
installments for a heterogeneous multi-installment system with a two-level hierarchical network topology.
The Quartic Method can be evaluated for its ability to find the proper number of processors with the similar
experiment. The results of this experiment can be seen in Fig. 4. As shown in the graphs, we manually added one,
two, three and four processors to the calculated proper number of processors and also reduced the same number of
processors. The zero points show the response times for the proper numbers of processors calculated using the Quartic
Method.
6. Conclusion
One of the used topologies in mobile systems is hierarchical. Job scheduling in this topology (in which the system
includes overhead, communication mode is blocking, and root uses multi-installment method to send the tasks) was
not studied before this. In this study, we presented a new methods for job scheduling in two-level tree network
topology. The presented method uses a quartic close-form formula to find the proper size of task for each branch.
Then by using Eq.(1) and Eq.(2), each branch is independently scheduled. Our experiments showed that the proposed
method present the best scheduling.
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Figure 3: Response Time vs Diﬀerences with the Calculated Proper Number of Installments using the Quartic Method for Diﬀerent Sizes of Jobs
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