In this paper, we present a new nonstationary multisplitting iterative method for solving the mildly nonlinear equations Ax = F (x), where A ∈ R n×n is an n-by-n sparse real symmetric positive definite matrix and F : R n → R n is a general nonlinear mapping, and establish the convergence theories with general weighting matrices by more than one inner iteration. Meanwhile, we also give the lower bound of the inner iteration number in this nonstationary multisplitting iterative method.
Introduction and preliminaries
For the mildly nonlinear equations Ax = F (x), where A ∈ R n×n is an n-by-n sparse real matrix and F : R n → R n is a general nonlinear mapping, Bai et al. [3] [4] [5] presented a class of parallel multisplitting two-stage (MTS) iterative methods, and obtained its local and global convergence properties by using weak regular splittings when the system matrix A is a monotone matrix or an H-matrix and the nonlinear mapping F is Pbounded in the sense of wise ordering. Based on the results in [11] , Bai and Wang [12] studied the local and global convergence properties of MTS iterative method by using symmetric P-regular splittings when the system matrix A is a symmetric positive definite matrix and the nonlinear mapping F is S-bounded in the sense of positive definite ordering. But the weighting matrices of the MTS iterative method in [12] are scalar matrices. As shown in [6, 9, 10] , the MTS iterative method has little applicability for analysis of parallel processing when the weighting matrices are scalar matrices. In order to eliminate this restrictive condition, some special techniques and methods were discussed (see [7] [8] [9] [10] 13, 15] ). In this paper, we discuss a new nonstationary multisplitting iterative method for the mildly nonlinear equations, it is assumed that more than one inner iteration is performed in each processor as shown in [9, 10, 13] . This paper is arranged as follows: We give some notations and preliminaries in this section, the nonstationary multisplitting iterative method for this nonlinear equations is constructed in Section 2. Finally, the convergence properties of the nonstationary multisplitting iterative method with general weighting matrices are discussed in Section 3.
Some notations and concepts employed in the subsequent discussion are as follows: x T and A T represent the transpose of a vector x and a matrix A, respectively. A 2 denotes the Euclidean norm of the matrix A ∈ R n×n , and A 0( 0) means that A ∈ R n×n is a symmetric positive definite (semi-definite) matrix. If A ∈ R n×n is a symmetric matrix, then there exists an orthogonal matrix Q and a diagonal matrix such that A = Q T Q. Therefore, we can define the comparison matrix A of the matrix
This splitting is called a convergent splitting if ρ(M −1 N) < 1, a P-regular splitting if M + N is positive definite, and a symmetric P-regular splitting if M 0 and N 0. Evidently, a symmetric P-regular splitting is a P-regular splitting (see [1, 12, 14] ). Finally, [m] denotes the integer part of real number m.
The nonlinear nonstationary multisplitting iterative method
For A ∈ R n×n , let A = M i − N i , i = 1, 2, . . . , α, be its α splittings and E i , i = 1, 2, . . . , α, be α nonnegative diagonal matrices satisfying α i=1 E i = I (the n-by-n identity matrix). Then we call the collection of triples (M i , N i , E i ) α i=1 a multisplitting of the matrix A [6] . For the large sparse systems of mildly nonlinear equations
we construct a new nonstationary multisplitting iterative method, which is different from those in [3] [4] [5] .
Method 2.1 (The nonlinear nonstationary multisplitting iterative method). Given any initial vector
2)
For the nonlinear mapping F : R n → R n , there exists a symmetric matrix S(x, y):
An example of such matrix S(x, y) is obtained by
which follows from a quasi-Newton update [2] with respect to the nonlinear mapping F .
Convergence analysis
In order to establish the convergence theories for Method 2.1, we make the following three basic assumptions about the system of mildly nonlinear equations (2.1):
Assumption (i)
The matrix A is symmetric positive definite; Assumption (ii) For the matrix S(x, y) satisfying (2.4), there exists a symmetric positive definite matrix S such that S(x, y) S holds for all x, y ∈ R n ; Assumption (iii) A − S 0.
The nonlinear mapping F : R n → R n is called S-bounded if the Assumption (ii) is satisfied.
Theorem 3.1 [12] . If the Assumptions (i)-(iii) are satisfied, then the system of mildly nonlinear equations Ax = F (x) has a unique solution x * in R n .
Let B 0, we now use B-norm, i.e., A B = B
· B is a compatible norm and has the following properties (see [1, 9] ).
Lemma 3.2. ρ(A)
A B and AC B A B C B .
Lemma 3.3. Assume that
Proof. From the definition of B-norm, for ∀x, y ∈ R n , we have
From Assumption (i) we have −S S(x, y) S. Therefore, it holds that
which straightforwardly implies that
From the Assumptions (i) and (iii), M − (N + S) is a symmetric P-regular splitting. Hence, we have
From (3.1) and (3.2), the inequality M −1 (N + S(x, y)) M M −1 (N + S) M < 1 holds. We obtain this lemma. Proof. Let x * be the solution of the mildly nonlinear system of equations (2.1). Then
we have
By making use of (2.4) we can obtain
Thus, according to Method 2.1 we have
where
i , x * ))), and
Thus, for ∀x ∈ R n , it immediately follows that lim
From the norm equivalence theorem, for any compatible norm · we have
Therefore, for a real number θ satisfying 0 < θ < 
. . , α, in the view of (3.6) we have
and after that
(θη) k ε (1) .
Thus, we obtain lim k→∞ ε (k+1) = 0.
For the general compatible norm we obtain the convergence Theorem 3.4 for Method 2.1, but m is theoretical. In order to obtain the lower bound of m, we use B-norm. 
Proof. From the definition of B-norm, we have
Therefore, the inequality
This lemma is obtained.
Theorem 3.6. Assume that
Proof. From Theorem 3.4, the iterative sequence {x (k) } generated by the Method 2.1 converges to the solution x * of (2.1) if there exists a real number 0 < θ < 1 η such that
holds. From Lemma 3.5 and N 0, for i = 1, 2, . . . , α, we have
From Assumptions (ii) and (iii), for i = 1, 2, . . . , α, we have
Thus, for i = 1, 2, . . . , α, we obtain
Thus, we obtain s(i, k) − log r η + 1, i = 1, 2 . . . , α. Therefore, when s(i, k) [− log r η] + 2, i = 1, 2, . . . , α, the iterative sequence {x (k) } generated by Method 2.1 converges to the solution x * of (2.1).
Remark 3.1. If S = 0, Theorem 3.6 is an improvement of Corollary 2.3 in [10] and Theorem 3.2 in [13] . (sin(x 1 + x 2 ), . . . , sin(x i−1 +x i +x i+1 ) , . . . , sin(x n−1 +x n ), sin x n )
T .
Let h = 1 n = 0.02, we can obtain from (2.4) and property of rank-one matrix the matrix S = 0.185bI 
