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Abstract 
Augmented reality applications for mobile phones have recently become the subject of special 
interest. Several decades ago augmented reality technologies were mainly used by air forces 
for military purposes. However, recent advances in augmented reality technologies and 
computer vision methods have led to a significant increase in the scope of their possible 
applications. This has happened due to the fact that augmented reality techniques enable to 
make the information about reality more interactive and to enhance the users’ perceptions 
about it. 
This research focuses on the image-processing methods, in particular, marker-based tracking, 
describes marker types and marker detection algorithms, as well as stages involved in the 
process of marker detection and recognition. The aim of this study is to develop the 
application for object recognition in museums and evaluate its recognition performance in a 
series of practical experiments. The results of these experiments, carried out under varying 
environment settings, suggest that the developed application is found to be reasonably 
accurate for the object recognition purposes. Finally, some suggestions are provided that 
relate to future improvements of the application. 
Keywords: augmented reality, marker-based tracking, marker types, marker detection 
algorithms, application development for object recognition in museums. 
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1. Introduction 
1.1. Background 
Obtaining information about surrounding objects in an effective way is crucial for people. It is 
a common case when people want to retrieve information about the objects from the real 
world environment and to be able to interact with such objects as easily as they can. For 
example, visitors in museums and galleries are interested not only in observing expositions of 
cultural artifacts and reading explanatory media in the form of text descriptions, but also 
interested in new technologies enabling them to obtain interactive and innovative access to 
museums collectibles using their smartphones. All this has become possible through recent 
advances in augmented reality technologies and computer vision methods. These technologies 
have been also found to be very useful in other fields and become a part of human lives 
transforming their lifestyles around the world. 
Augmented Reality (AR) technology can be defined as one that “augments” existing reality. 
AR represents a field of computer science that combines device-generated digital data with 
the real world environment. By using AR technologies the information about reality becomes 
more interactive and the user’s perception of real world is enhanced. This happens through the 
application of real-time object detection and recognition algorithms that enable to recognize 
surrounding objects in the real environment in order to align the computer-generated image 
with these objects in the AR view. Steps involved in the process of object detection and 
recognition commonly are as follows: 1) capturing an image by a mobile phone’s camera, 2) 
scanning the image through the library to find a match, 3) detecting and recognizing objects in 
the image, and, finally, 4) communicating the result to the user in a clear and effective 
manner. 
AR technologies have naturally attracted attention of many researchers and recently have 
become the subject of extensive research. In particular, researchers focused their studies on 
the methods used for determination, tracking the position and orientation of physical objects 
such as marker-based vs. feature based methods [1, 12, 13, 14, 32], on the marker types used 
in marked-based tracking methods such as template vs. 2D barcode markers [16, 17, 58], on 
the image processing and marker-detection methods such as grayscaling, thresholding, 
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connected components analysis, extraction of marker edges and corners, and identification of 
marker square [3, 8, 27, 28, 45, 54, 77, 79, 80, 81, 82, 83]. 
This study provides answers to the following questions: “What lies behind the concept of 
AR?”, “What are the methods and algorithms used to combine the real environment with 
digitally-generated elements?”, “Why it is considered to be more convenient to use marker-
based tracking for the purpose of objects detection and recognition?”. Also, this study 
explains the methods and algorithms used for marker detection in images, analyzes the best 
ways used for object recognition in images, and discusses the limitations and future 
opportunities of AR technologies in human day-to-day life. 
 
1.2. Structure of the work 
This thesis is comprised of six chapters. Chapter 2 provides an overview of AR, its system 
components, toolkits and libraries used for AR application development, its current practical 
applications in the real world environment, some limitations in use of AR and improvements 
needed, as well as future opportunities provided by AR. Chapter 3 starts with a detailed 
description of the image-processing methods and marker types used in AR applications, and 
continues with a through explanation of the stages involved in the image processing and 
marker detection methods. Chapter 4 covers the experimental part of the study, it describes in 
detail the development process of the application for museums that enables to recognize 
objects (authentic artifacts of history) on a photo taken in a museum and provide to the user 
all historical information related to the identified object. The report on the results of practical 
experiments performed is presented in Chapter 5, which focuses on the results of marker 
detection and recognition by the application in different experiment settings such as varying 
light sources, marker sizes, locations and orientations, as well as emergency situations. 
Finally, Chapter 6 summarizes the experimental results and provides conclusions together 
with suggestions for future improvements.  
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2. Augmented Reality 
2.1. Introduction 
The fact that computers and other mobile devices have considerably changed our lives cannot 
be underestimated. These days the majority of people cannot imagine their lives without such 
devices. Just recently computers and mobile devices have provided an opportunity to create 
AR by combining virtual reality and human vision. 
AR combines the real world environment with computer generated objects and elements in 
the real time context. There are two commonly accepted definitions of AR. One was 
developed by Milgram and Kishino (1994), which presents the Reality-Virtuality Continuum 
(see Fig. 2.1), where there are AR (closer to the real environment) and Augmented Virtuality 
(AV) (closer to the virtual environment), which both lie between the real environment and 
virtual environment. One distinctive criterion that highlights the difference between AR and 
virtual environment is that virtual reality completely immerses the user in the virtual 
environment and suppresses any of the real world aspects, while AR employs ambient 
features of virtual reality and merges them with the real world environment [35]. 
 
Fig. 2.1. Illustration of the Reality-Virtuality Continuum [36]. 
Another definition suggested by Azuma (1997) defines AR as one that fulfills all of the 
following three criteria: 1) “combines real and virtual”, 2) “is interactive in real time” and 3) 
“is registered in 3D” [36]. As it was recognized by Stapleton et al. (2002) in their mixed 
reality framework [37], the combination of virtual and real environments allows suspending 
skepticism and enhancing the user’s visual perception. In AR virtual elements are overlaid on 
our visual and audio perception of the real environment to expand the information obtained. It 
is important to mention that AR transforms the way we see the world. Imagine yourself 
walking in the street with an AR display, in the form of a pair of glasses, where information 
appears and is constantly updated as your head position and view change [31]. Fig. 2.2 
presents one of the best examples of AR technologies, which is the Terminator, his eyesight 
4 
 
of our world, his ability to obtain information in a picture format and add some additional, 
very informative “Subject Unknown” definition [4]. 
 
Fig. 2.2 Illustration of AR features [38]. 
Another simple and well-known example for AR technology is broadcasting of a football 
match on TV: before a shoot an arrow is placed in the direction of the goal and further 
situation is be visualized on TV screen. So that, the football field and players represent real-
world elements and the arrow is virtual element (see Fig. 2.3) [4]. 
 
Fig. 2.3. Illustration of AR technology used for showing ball’s trajectory [39]. 
Next interesting example is bringing AR technology to museums and art galleries, where 
traditionally visitors used to read only text descriptions placed near art objects. However, 
recently some museums have introduced AR technologies that enable the user to capture any 
art object in a museum and be able to retrieve detailed information related to it in the real-time 
context using a mobile phone. Additionally, a tourist visiting a city can use AR-enabled 
device for navigation and collection of all necessary information on any objects in the city 
(see Fig. 2.4). 
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Fig. 2.4 Illustration of AR application used for city navigation [40]. 
 
2.2. Augmented reality system components 
Mobile AR systems utilize integrated cameras and displays in order to provide video see-
through augmentations. These devices show a computer-augmented view of the real world. 
Head-mounted devices are still found to be awkward to wear and use. Therefore, it is hard to 
imagine that they will become a part of everyday life and will not be any more associated only 
with their use inside of laboratories or other special environments. In contrast, mobile devices 
are well-suited for certain AR applications, as mobile phones are small and easy to use [34]. 
A basic AR system consists of three components: a camera, a computer and a screen (see Fig. 
2.5) [5, 6]. 
 
Fig. 2.5. Illustration of AR computer vision [41]. 
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A camera is used to capture real world vision and send this image to a computer. Then, a 
computer or mobile device processes images received from the camera, adds objects or 
information to the images and sends them to the screen. Consequently, the screen provides 
AR information to the user [2, 7]. 
In addition to the abovementioned basic components, the following components can also be 
used in an AR system to enhance the user’s perception: a GPS locator, headphones, 
microphone and eye-tracking device. A GPS locator is used for collecting information about 
the user’s position on the Earth and determining the location based on the map coordinates, 
and, therefore, it is commonly used in geo-location applications. Headphones are used for 
creating deeper dive in AR via use of voice description and other sound effects. A 
microphone is used for capturing the user’s voice or surroundings for more accurate 
processing of information. An eye-tracking device is used for enhanced eye-tracking, for 
example, for creation of 3D vision effect [6, 7]. 
Furthermore, for more accurate marker detection and recognition results, it is possible to use 
some additional sensors such as an accelerometer, gyroscope and magnetic compass. A 
gyroscope represents a device based on the principles of angular momentum and used 
primarily for orientation measurement or maintenance (see Fig. 2.6). A gyroscope can be also 
employed to improve the latency and accuracy of the orientation tracking as well as to detect 
the rotational change of a device. When used together with an accelerometer, it can enable 
more accurate detection of rotation [33]. 
 
Fig. 2.6. Illustration of a micro-mechanical gyroscope [42]. 
An accelerometer is a device used to measure acceleration forces (Fig. 2.7). An accelerometer 
detects acceleration forces along all three axes – x, y and z. It should be noted that while an 
accelerometer can identify which way is down, it is not able to identify the direction it faces 
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and in order to do so, it is necessary to use either a magnetic compass or magnetometer [33]. 
An accelerometer is essential in many devices and most commonly used to determine if a 
mobile phone is on its side and if it is necessary to rotate the screen. 
 
Fig. 2.7. Illustration of a triple axis digital interface accelerometer [43]. 
A magnetic compass measures the strength and direction of magnetic fields of the Earth and it 
is used for calculating rotation angle of a device (see Fig. 2.8). It is used in order to obtain 
more accurate data from gyroscope and accelerometer. A magnetic compass is considered to 
be useful in AR applications as it provides a vector to a known location and when used 
together with an accelerometer it achieves full pose tracking [33]. 
 
Fig. 2.8. Illustration of a digital magnetic compass [44]. 
Composition of the abovementioned components can provide unlimited opportunities for 
creation of AR devices and programs such as museum programs, geo-location applications, 
tourist applications, social applications and services, educational games as well as 
applications for people with disabilities [9, 10]. 
8 
 
At the time when AR idea was only emerging, specialized devices looked like a helmet with 
integrated video-display and video-camera (see Fig. 2.9 (a)). People wearing an AR device in 
the form of a helmet used to look like line soldiers or aliens from UFO (see Fig. 2.9 (b)). 
   
(a)      (b) 
Fig. 2.9. Illustration of a helmet for AR (a) and people wearing AR devices (b) [40, 46]. 
Nowadays, the majority of people have a mobile phone with a built-in digital camera, which 
can be used as a device for AR. Recent advances in mobile phone video camera technologies 
are transforming the availability of video to consumers, which enable consumers to actively 
use video recording and enhance their ability to see videos. Mobile phone AR applications are 
based on the use of camera and GPS capabilities to collect information about the surrounding 
area. Additionally, such AR applications can be used to display information about the sites 
located in the area, by pointing a mobile phone at any building and retrieving information 
about its history and companies located inside [31]. However, some AR applications take 
things one step further. For example, a city mayor using a cell phone’ GPS and compass can 
visualize any building in the surrounding area before such building has actually been 
constructed. Such applications will guide the user to focus his mobile device and visualization 
of the projected building will be shown right up on the mobile phone display (see Fig. 2.10) 
[6, 11]. 
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Fig. 2.10. Illustration of a mobile phone with UAR (Urban AR) application [47]. 
There are many other AR applications, in particular, for an iPhone and other mobile phones. 
One the best-known AR application developed for an iPhone is Wikitude, which is used for 
finding information from Wikipedia about sites in the surrounding area, as shown in Fig. 2.11 
[31]. 
 
Fig. 2.11. Illustration of iPhone using Wikitude AR application [30]. 
 
2.3.  Augmented reality toolkits and libraries 
There is a great number of AR tools (such as software libraries, toolkits, etc.), created by 
researchers with the purpose of using them for AR application development. While some of 
them can be used on PC and mobile phones, other can be used on PDAs and mobile devices.  
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ARToolKit is one of the best-known and most commonly used software libraries for creating 
AR applications. It provides a simple way for finding, tracking markers on  images from a 
camera and then rendering AR objects on these images. According to the HITLab at the 
University of Washington, ARToolKit has the following features: 1) “single camera 
position/orientation tracking”, 2) “tracking code that uses simple black squares”, 3) “ability 
to use any square marker patterns”, 4) “easy camera calibration code”, 5) “fast enough for 
real time AR applications”, 6) “SGI IRIX, Linux, MacOS and Windows OS distributions” and 
7) “distributed with complete source code” [18].  
Also, the HITLab at the University of Washington outlines some basic principles of 
ARToolKit used in the algorithm for AR image generation, as illustrated in Fig. 2.12. Firstly, 
an image of the real environment is captured using a camera and sent to the application, where 
search through each image is performed in order to identify any square shapes (probably 
markers). Secondly, in case a square is identified, then the application uses some algorithms 
to calculate the pose of the camera in relation to the square identified. Thirdly, once the pose 
of the camera is identified, then a computer graphics model is calculated using the same pose. 
Then, such computer graphics model is placed as a top layer on the real environment and 
fixed to the square marker. Lastly, the final output is displayed to the user, who observes 
graphics overlaid on the real environment [15, 24].  
 
Fig. 2.12. Illustration of ARToolKit basic principles [24]. 
OpenCV (Open Source Computer Vision Library) is another widely-used software library for 
AR applications. It provides API for computer vision, for finding, processing and recognizing 
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objects in images and video. Originally, OpenCV was developed and maintained by Intel 
Company. In the early years of OpenCV was rapidly expanding outwards, acquiring basic 
functions, such as basic data structures, algorithms for image processing, basic algorithms of 
computer vision, input and output images and video. It has implemented algorithms for 
detecting human faces (cascade classifier), optical flow and others. Nowadays, we can already 
speak about the third significant step in the life of the library, with the adventure of the 
coming NVidia. In 2010, the company has supported the creation of CUDA-optimized 
version of the library, which involved computations using GPU of the computer. Currently, 
OpenCV has C++, C, Python and Java interfaces and supports Windows, Linux, Android and 
Mac OS. It can be used both in desktops and mobile operating systems [20]. 
AR tools may be classified based on the following characteristics: the environments used 
(mobile, PC, etc.), the platforms supported (Android, iOS, Windows, etc.), the languages used 
(C++, Java, etc.), the methods used for tracking (marker, feature) or the functionalities 
provided (image acquisition, image processing, etc.). Therefore, AR tools are difficult to 
compare due to a variety of the abovementioned characteristics, as there are no commonly-
recognized benchmarking standards used for AR tools performance assessment. Generally, 
the users of the applications created with AR tools are more interested in the performance and 
functionality of these applications rather than in the approach used. But, the application 
developers are more focused on such aspects as familiarity with the tools, easiness to use and 
specialized purpose. 
 
2.4. Augmented reality applications 
AR technology has been widely used for mobile device applications. However, in last few 
years there was a significant increase in scope of possible applications of AR systems in 
different areas including education, engineering, military, medicine and entertainment.  
2.4.1. Education 
AR systems are beneficial in education area as they are well-suited for visualization and 
training purposes. So that, theoretical knowledge can be visualized using AR technology and 
a user is enabled to interact with the real-world environment. Fig. 2.13 shows an example of 
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the astronomy learning application – Google Sky Map – that allows automatic recognition of 
stars and constellations in the sky using a mobile phone’s camera [49]. 
 
Fig. 2.13. Illustration of Google Sky Map astronomy application [49]. 
Another AR technology used for educational purposes is tablet computers that enable students 
to learn about ancient animals, such as dinosaurs, during a forest trip as a part of science 
classes (refer to Fig. 2.14) [50]. 
 
Fig. 2.14. Illustration of a tablet computer used during a science lesson [50]. 
AR applications that have been recently developed and implemented for education purposes 
make learning process interesting and innovative through the use of visualizations of real-
world scenarios. 
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2.4.2. Engineering 
AR technologies are useful in engineering and construction areas, where they can be used to 
improve different stages of the construction process and for data visualization. In particular, 
engineers during their visits to construction sites would have an opportunity not only to 
observe that construction works are carried in accordance with the project specifications and 
schedule, but also to compare 3D geometry of the building being constructed with its 2D 
drawings stored in a mobile device (see Fig. 2.15). In order to do so, it is important for AR 
engineering applications to have the high degree of accuracy in measuring exact position and 
location of the construction object, which remains to be a problem to be further solved by 
researchers in the near future [51]. 
 
Fig. 2.15. Illustration of AR engineering application used for construction works  
monitoring [52]. 
Also, AR-based systems can be effectively used by architects for visualization of complex 
details drawings and enhanced understanding of construction details and the final outcome 
(see Fig. 2.16). In other words, such practices would allow architects to communicate and 
demonstrate the visualized final result to builders and clients in order to avoid any 
misinterpretations or misunderstanding in the future [53]. 
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Fig. 2.16. Illustration of AR architecture application used for visualization of detail  
drawings [53]. 
2.4.3. Military 
AR technologies have been used for military purposes in a variety of ways for several 
decades. The oldest and the most popular interaction pattern of AR in military applications is 
the Head-Up Display that is used to assist aircraft pilots in navigation. Its main purpose is 
echoing targets and navigation information to a pilot. The primary use of AR-enabled 
technology in air forces was the Super Cockpit project that combined AR and virtual reality 
concepts and was implemented for simulation of the real world view in the cockpit for 
training purposes (refer to Fig. 2.17) [23, 48].  
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Fig. 2.17. Illustration of Head-Up Display used for AR military application for vision 
enhancement [23]. 
Nowadays, US forces work with the Battlefield Augmented Reality System (BARS), which 
represents a complex of wireless network system, a wearable computer and a tracked see-
through head mounted display. BARS allows to navigate indoors and outdoors, share 
information between soldiers, scan and filter information about surrounding physical 
environment, and use the objects database that can be updated remotely [19]. 
2.4.4 Medicine 
AR applications are also used for medical purposes and involve interactive surgery 
simulations and medical image analysis for assisting doctors and medical students. 
Visualization of the procedures conducted by a doctor enables to perform minimally invasive 
surgery and reduce overall risk by providing enhanced sensory perception. Additionally, 
medical students can use AR technology to practice surgery simulations in a controlled 
environment, as shown in Fig. 2.18 [55]. 
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Fig. 2.18. Illustration of AR medical application used for surgery simulation [56]. 
AR technologies are proven to be effective to support medical learning activities and its 
application may become a trend in the near future. 
2.4.5. Entertainment 
AR technology went beyond the basic scope of applications and has extended to 
entertainment, in particular, computer gaming. Recently, a number of AR computer games 
have been developed such as “Mozzies”, “AR-Soccer”, “ARTennis”, “Penalty Kick”, 
“ImperaVisco”, “Smart memory” and many others. These games can be played either outdoor 
or indoor and they combine AR technology with the real environment of the players [21, 22]. 
Also, media has started using AR practices; in particular, Toronto Star newspaper recently 
applied AR features to some pages in order to enhance experience of the readers. Firstly, the 
readers of the newspaper were required to download Layar application. Then, they were able 
to see the latest news feed related to a particular topic, when they held their mobile phones 
over the pages [57]. Therefore, AR technology can fundamentally alter the way people 
perceive information from media environment in the future. 
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2.5. Limitations and future of augmented reality 
There are some limitations that AR needs to overcome. For example, people may want to rely 
on mobile phones as a convenient way to obtain information, but would rather prefer to use 
AR contact lenses or glasses to receive enhanced view of the real world surrounding them. 
Also, AR technology may be associated with providing too much information to the user, 
resulting in technological addiction of the user and lack of interaction with surrounding 
people and events. Furthermore, current stage of AR development still requires improvements 
in image recognition technologies; for example, GPS provides accurate results only within 
nine meters of the surrounding objects. Finally, there are some concerns related to information 
privacy of the users, in particular, ability of strangers to use AR techniques in their phones to 
access our social network profiles as they pass us nearby in the street [31]. 
Apart from the abovementioned limitations, there are certain future possibilities that AR-
enabled technology can provide and some of them are outlined by Houle in his book 
“Entering the Shift Age”. According to Houle, one of the future innovations in AR is routine 
use of AR glasses by people to augment their reality, where information will be provided to 
the lenses. Another future innovation is development of AR brainwave interface to be used as 
a tool for creating AR visualization of the things just imagined. Next innovation is related to 
the advanced use and reliance on technology in the near future, where AR mode will be stored 
into human neurological system and it may become difficult to differentiate whether 
something is real or not [25]. 
  
18 
 
3. Marker types and identification 
3.1. Methods used in augmented reality 
A central problem of AR applications is determination, tracking the position and orientation 
of physical objects in order to accurately align the computer-generated graphics image with 
objects in the real world view. AR applications use some special methods and algorithms for 
collection information about the user’s position and objects around him. 
The methods used in AR applications are image processing methods. One basic idea of all 
image processing methods is to process images captured by the camera of a mobile device. 
Using image application it is possible to find and process markers, faces, natural objects 
(buildings), simple shapes (windows) and other objects [12]. 
One of the image processing methods is based on the use of markers, both natural and 
artificial. Markers on image are used for determining objects around or current location of the 
user. These methods are also called marker-based tracking. Marker recognition is used on 
mobile phones to link physical and virtual components of AR, so that these markers can offer 
a number of orientation parameters. Markers in this method can provide a reference 
coordinate system for producing graphical overlays over the real components on the images 
[1, 13]. 
Another method used in image processing is object recognition algorithm. Object recognition 
is a process for identifying a specific object in the real world from an image taken by digital 
image or video, based on models of known objects. These objects can be buildings, human 
faces or any other objects. Object recognition methods are based on either matching or 
learning algorithms that apply appearance-based or feature-based techniques. Appropriate 
algorithm is to be used or developed for recognition of distinctive characteristics of each type 
of objects [32]. 
The process of marker detection can be very difficult as an image may contain a number of 
objects and some of them will need to be removed for performance improvement. The easiest 
method is thresholding, i.e. transformation to a bitmap, where the most of unnecessary objects 
are removed, while each object not filtered out represents a potential marker. In other words, 
if there is a picture, it represents a signal, so that markers in the image are simply found to be 
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the most vivid in the required color by applying thresholding methods. In fact, most of the 
algorithms use this logic. [14]. 
 
3.2. Marker types 
AR presents information in the context of the real world environment. The easiest way to 
recognize an object is to detect appropriate types of markers, which are used in marker-based 
tracking methods. There is a variety of marker types used by AR applications and the main 
two types are template markers and 2D barcode markers, which are explained in more detail 
in this chapter. Therefore, marker identification is an important part of marker-based tracking 
process that is based on two different techniques, i.e. image template matching and image 
code decoding. Matching techniques are used for identifying template markers, while 
decoding techniques decrypt the data encoded with 2D barcode markers [58]. 
Template markers are black and white markers that have a simple image inside a black 
border. Fig. 3.1 below demonstrates examples of template markers. 
     
Fig. 3.1. Examples of template markers [59, 60, 61]. 
Typically, these markers are identified by matching systems that compare them with marker 
templates. Marker templates represent sample images of the markers stored in a database. In 
the process of marker identification, a detected marker is matched against templates and the 
best match is selected as the correct marker. There is a general template matching problem 
associated with the size, position and orientation of the identified marker, which may result in 
matching errors or detection of undesired markers similarity [17]. 
2D barcode markers are markers that consist of black and white data cells and may contain a 
border. 2D barcode markers can be categorized into either markers defining an identity (ID 
markers) or markers containing more data (data markers), as shown in Fig. 3.2 below. 
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Fig. 3.2. On the left, an example of a simple binary marker (ID marker), and on the right, a 
binary data marker [62, 63]. 
For this type of markers the data is coded in “0” or “1” by dividing the marker region into 
multiple black and white squares, which are decoded when recognized. For the purpose of 
decoding binary data markers with a fixed number of cells, it is necessary to calculate the 
center and the size of each cell. Then, for each cell a binary value is assigned, so that, the 
whole data of the marker can be presented as either a series of binary values or as a binary 
number [16]. For simple binary data matrices, such binary number is the same as a marker ID 
(Fig. 3.3). 
 
Fig 3.3. Example of simple marker decoding: marker ID 1110000011110111 (= 57,591) 
There are numerous 2D barcode standards used for AR applications. The most popular of 
them are Aztec Code, Data Matrix, Maxi Code, PDF417 and QR Code, as presented in  
Fig. 3.4. 
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(a)    (b)    (c) 
   
(d)    (e)     
Fig. 3.4. An example of Aztec Code (a), Data Matrix (b), Maxi Code (c), PDF417 (d) and QR 
Code (e) [64]. 
Aztec Code was invented by Andrew Longacre and Robert Hussey of Welch Allyn Inc. in 
1995 and is publicly available [65]. The structure and functional elements of Aztec Code are 
presented in Fig. 3.5 (a) and Fig. 3.5 (b). Fig. 3.5 (a) demonstrates Aztec Code structure 
consisting of several fixed patterns such as the finder pattern, orientation bits and reference 
grid. The finder is located in the center and represented by 7-level bulls-eye square which is 
used for identification of the center and axes. Orientation bits are placed on the four corners 
around the finder and used for quick determination of orientation. Also, there is a horizontal 
and vertical reference grid extending to the edges that is useful for detecting image distortion. 
Fig. 3.5 (b) shows variable fields of Aztec Code represented by layers, so that data is encoded 
in a spiral pattern starting from the upper left corner of the finder, clockwise in the direction 
to the edge [66]. 
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(a)       (b) 
Fig. 3.5. An example of Aztec Code structure with fixed patterns (a) and variable data 
patterns (b) [66]. 
The most popular application for Aztec Code is in the transportation industry, in particular, 
electronic tickets and boarding passes. Also, Aztec Code has been adopted for the purpose of 
car registration documents in Poland [67]. 
Data Matrix Code is a two-dimensional barcode that was invented by ID Matrix Inc. in 2005. 
Data Matrix symbol has either a rectangular or square shape consisted of modules (i.e. cells) 
and bordered by the finder pattern. The data is encoded using modules and depending on the 
coding method used a white cell represents “0” and a black cell represents “1”. Structure and 
functional elements of Data Matrix symbol are shown in Fig. 3.6. It is required that each 
symbol is surrounded by the protected quiet zone in order to avoid any disruption reading the 
barcode. The finder pattern is composed of L finder pattern that identifies size and orientation 
of the symbol, and clock track that defines structure of the symbol [68]. 
 
Fig. 3.6. An example of Data Matrix structure and functional elements [69] 
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Data Matrix code enables high-density printing, since it is capable of storing significant 
amount of data and requires a very limited space for this. This code has been applied in many 
industries such as aerospace, automotive and electronics, and is most popular for small items 
marking. 
Maxi Code is a low capacity two-dimensional code that was invented in 1992 by United 
Parcel Service (UPS), leading US postal service company, for the purpose of fast package 
tracking and sorting process. The symbol is well-known for its high speed reading 
characteristic. Maxi Code consists of hexagonal modules arranged in rows around the finder 
pattern. Fig. 3.7 shows the structure and key functional elements of Maxi Code symbol such 
as the bulls-eye finder, orientation modules, inner data area and outer data area. The finder 
pattern in the form of a circular bulls-eye is comprised of three black rings located in the 
center of a symbol and used for identification of the symbol’s location. Orientation modules 
are located close to the bulls-eye and represented by six patterns comprising of three 
hexagonal modules each used for determination of the symbol’s rotation. Encoded data is split 
into the primary message which contains primary information related to shipment details and 
stored in the inner data area, and the secondary message which contains other supporting 
information and stored in the outer data area around the bulls-eye pattern. Such approach of 
separating the encoded data into primary and secondary messages enables to recover key 
information stored in the primary message in case of any symbol damage [70]. 
 
Fig. 3.7. An example of Maxi Code structure and functional elements [71]. 
PDF417 is a two-dimensional linear barcode that was invented by Ynjiun Wang at Symbol 
Technologies in 1991 and is available in the public domain. PDF417 symbol is composed of 
the main functional elements that include the start pattern, left row indicator, data region, right 
row indicator and stop pattern (Fig. 3.8). The size of the PDF417 symbol may range from 1 to 
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30 data columns and from 3 to 90 rows. Start and stop patterns are black and white elements 
that indicate borders of the symbol and enable its easy identification. Row indicators (both 
left and right) are located close to the start and stop patterns and used for identification of the 
number of rows and columns. Data region consists of data code words comprised of 17 
modules containing 4 bars and 4 spaces (what 417 stands for), so that the amount of 
maximum code words in the symbol is 929 (0 – 928). Additionally, the symbol must have a 
quite zone represented by a white margin. The minimum size of the quiet zone is two modules 
on each side [72, 73]. 
 
Fig. 3.8. An example of PDF417 structure and functional elements [74]. 
This code has been used in a wide range of applications including transport industry, 
inventory management systems and documentation (ID cards and driver licenses). 
QR Code is a high capacity matrix barcode symbology especially designed for the automotive 
industry in Japan. The company named Denso, Toyota’s subsidiary, introduced QR Code in 
1994. Fig. 3.9 represents QR Code structure and functional regions which include the quite 
zone, finder patterns, alignment patterns and timing patterns. The quite zone and finder 
patterns support location identification and orientation of the symbol. Alignment patterns 
enable detection and correction of symbol distortions, while timing patterns are used for 
determination of rows and columns coordinates. This symbol combines such characteristics as 
high-capacity of storing data, high-density recording and high-speed reading [75]. 
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Fig. 3.9. An example of QR Code structure and functional elements [75]. 
This symbol has become widespread in such field as logistics in transportation, retail, 
industrial and aerospace industries. Also, it is widely used for mobile tagging application for 
scanning URLs and other encoded information and automatically retrieving it [75]. 
Table 3.1 presents information on the maximum data storage capacity of the abovementioned 
2D barcodes. As it can be seen, QR Code symbol has the highest capacity of storing data and 
can encode up to 7, 089 digits, 4,296 letters, or 2,953 bytes. 
Table 3.1. Maximum data storage capacity of several 2D barcodes [26, 29]. 
 Aztec Code Data Matrix Maxi Code PDF417 QR Code 
Numeric 
capacity 
3,832 3,116 138 2,710 7,089 
Alphanumeric 
capacity 
3,067 2,335 93 1,850 4,296 
Binary/byte 
capacity 
1,914 1,556 n/a 1,018 2,953 
 
3.3. Image processing and marker detection methods 
It is crucial for AR applications to make the marker detection process as quick as possible. 
Therefore, a good marker is considered to be a marker that can be easily and reliably detected 
under different circumstances such as different lighting conditions, image colors and poses of 
the camera.  
Basically, the process of marker detection consists of two basic stages: 1) image processing 
and 2) identification of potential markers. Fig. 3.10 illustrates marker processing algorithm 
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and its steps related to image processing and detection of potential markers stages, which may 
be summarized as follows [76]: 
1. Acquisition of a source image 
2. Image processing: 
 Grayscaling 
 Thresholding 
3. Detection of potential markers: 
 Identification of connected components 
 Extraction of contours of the objects 
 Extraction of marker edges and corners 
 Determination of marker square 
 
    
a     b    c 
    
d     e    f 
Fig. 3.10. Illustration of marker processing algorithm steps: original image (a); thresholded 
image (b); connected components (c); contours (d); extracted marker edges and corners (e); 
fitted square (f) [76]. 
3.3.1. Image acquisition stage 
Original image acquisition is an initial prerequisite stage in the marker detection process and 
the sequence of the other steps in the marker detection algorithm may differ. In particular, a 
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potential marker may be rejected at any stage of the marker detection process, immediately 
after it has been identified that a potential marker cannot be a marker. 
 
Fig. 3.11. Illustration of original color images [77]  
3.3.2 Image processing stage 
Before a potential marker can be identified, it is necessary to ensure that the system will be 
able to use the obtained original image for the marker detection process. It has been widely 
recognized that markers in black and white images are more easily detected than markers in 
color images. Therefore, there are a number of methods developed for processing of the 
original image and preparing it to be further used for the marker detection. 
Color-to-grayscale conversion methods 
Grayscale images are often used in modern image detection and recognition systems rather 
than color images, since the use of grayscale images simplifies significantly computations and 
algorithms. The most common color-to-grayscale conversion algorithms are based on the use 
of red, green and blue color channels denoted as R, G and B, respectively. The main principle 
of these conversion methods is converting colors in an image to shades of grey. 
The easiest and most straightforward grayscale algorithm is Intensity (also called Average) 
that represents the arithmetic mean of RGB channels as follows [77]:  
  Grayscale Intensity = 
1
/3 (R + G + B) 
   
(a)     (b) 
Fig. 3.12. Comparison of the original color images (a) and grayscale images using Intensity 
algorithm (b) [77] 
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Luminance algorithm is developed to match more accurately human eye’s perception of 
brightness and represents the weighted mean of the RGB channels [77]: 
    Grayscale Luminance = 0.3R + 0.59G + 0.11B 
   
(a)     (b) 
Fig. 3.13. Comparison of the original color images (a) and grayscale images using Luminance 
algorithm (b) [77] 
Value algorithm is the method that uses the maximum of the RGB values and, consequently, 
provides the brightest image colors [77]: 
    Grayscale Value = max (R, G, B) 
   
(a)     (b) 
Fig. 3.14. Comparison of the original color images (a) and grayscale images using Value 
algorithm (b) [77] 
Luster algorithm is based on the principle that all RGB colors must be fully saturated, which 
makes it less sensitive to variations in brightness. It is computed as the arithmetic mean of the 
maximum and minimum of RGB colors [77]: 
    Grayscale Luster = 
1
/2 (max (R, G, B) + min (R, G, B)) 
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(a)     (b) 
Fig. 3.15. Comparison of the original color images (a) and grayscale images using Luster 
algorithm (b) [77] 
Decolorize is an alternative approach used to transfer color images to grayscale that attempts 
to preserve and enhance colors. It is based on a complex linear algorithm that was found to be 
the best in preserving highest color contrast of images as compared to other grayscale 
conversion methods [77]. 
   
(a)     (b) 
Fig. 3.16. Comparison of the original color image (a) and grayscale image using Decolorize 
algorithm (b) [77] 
Based on results of the related comparative study conducted by Kanan and Cottrell [77] that 
compares different color-to-grayscale converting algorithms and evaluates their qualitative 
performance, it has been identified that the simplest Intensity method performs overall the 
best, while Value algorithm demonstrates the worst performance. Therefore, it has been 
concluded that a grayscale method used significantly influences the performance and the 
results significantly depend on descriptor types, i.e. faces, textures or objects. 
Thresholding methods 
Thresholding is an effective technique used for image segmentation and creation of binary 
images from grayscale images. In the output image all pixels with the luminance level above a 
set threshold can be represented by gray-level 1, that is white, while the pixels below 
luminance values can be assigned with gray-level 0, that is black. Thresholding is very useful 
for separating gray pixels of objects from gray pixels of the background, so that the 
foreground and background can be easily identified as the result. The study on image 
thresholding techniques by Sezgin and Sankur (2004) classifies thresholding algorithms into 
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six major categories: 1) histogram shape-based methods, 2) clustering-based methods, 3) 
entropy-based methods, 4) object attribute-based methods, 5) spatial methods, and 6) locally 
adaptive methods [28]. 
Histogram shape-based algorithms are based on the use of histogram shape information. This 
class of algorithms involves analysis of the peaks, valleys and curvatures of the histogram. 
Some algorithms within this class focus on the calculating of the convex hull of the histogram 
and analyzing its concavities points, where the deepest points are considered as potential 
thresholds. Other shape-based algorithms are based on curvature analysis, where the 
smoothed histogram is examined for the presence of peaks and valleys, and the valley point 
after the first peak becomes a candidate for a threshold [28]. Fig. 3.17 illustrates one of the 
most referenced histogram shape-based methods, which is strictly defined thresholding. 
   
(a)      (b) 
Fig. 3.17. Comparison of the original grayscale image (a) and binarized image using strictly 
defined thresholding (b) [78]. 
Clustering-based algorithms are based on the exploitation of measurement space clustering. 
This category of algorithms focuses on clustering analysis, where gray-level pixels are 
examined and allocated to two clusters corresponding to two parts of a histogram, i.e. as the 
foreground (object) and background. Some algorithms within this category consider searching 
for a midpoint of the two histogram peaks, which are the highest and lowest gray values, so 
that a threshold is defined using the mean of the foreground and background. Other 
clustering-based algorithms assume that an appropriate threshold can be found by minimizing 
a weighted sum of the intra-class variances and Fig. 3.18 shows one of the most cited 
clustering methods of this type – Otsu method [28]. 
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(a)      (b) 
Fig. 3.18. Comparison of the original grayscale image (a) and binarized image using Otsu 
method (b) [78]. 
Entropy-based algorithms are based on the use of histogram entropy information. In other 
words, this group of algorithms measures the entropy of the gray-level distribution in an 
image. Some algorithms within this group are based on the idea of the entropy maximization, 
so that, when the sum of the entropies of the image foreground and background achieves its 
maximum, the image is considered to be ideally thresholded. Other entropy-based algorithms 
focus on minimizing the cross-entropy between the original gray-scale image and the final 
binary image, so that, the optimal threshold is selected, when there is a minimum data 
consistency between the images [28]. 
Object attribute-based algorithms achieve thresholding based on the use of the image 
attribute information. This category of algorithms is based on identifying a measure of 
similarity of attributes between the original gray-scale image and the final binary image. 
Some algorithms within this category focus on searching coincidence in edge field attributes, 
where a threshold is determined by the maximum count of matching edges of the two edge 
fields. Other object attribute-based algorithms discuss moment preserving thresholding, where 
a threshold is found by matching the first three moments of the original grayscale image with 
first three moments of the final binary image [28]. 
Spatial algorithms methods utilize spatial information. In this class of algorithms a threshold 
is identified using correlations and characteristics of the statistical distribution between pixels 
in an image. Some of the algorithms within this class based on the random set distribution, 
where an appropriate threshold is calculated using varying distance property. Other spatial 
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algorithms consider gray levels co-occurrence probability of the neighborhood area for 
threshold selection [28]. 
Locally adaptive algorithms focus on local characteristics information and local adaptation of 
a threshold for each image pixel. In this group of algorithms a threshold is found based on 
some local indicators such as range, variance or contrast. Some of the algorithms within this 
group are based on local variance method, where the threshold is calculated using the mean 
and standard deviation at each pixel. Other locally adaptive algorithms use local contrast 
method, where a gray value of each pixel is compared with the gray level in the surrounding 
area around the pixel, so that if the pixel is darker than the average it is classified as the 
foreground (object), otherwise it is classified as the background [28]. 
   
(a)      (b) 
Fig. 3.19. Comparison of the original grayscale image (a) and binarized image using adaptive 
thresholding (b) [78]. 
3.3.3 Marker detection stage 
Identification of connected components 
Connected components analysis is performed in respect of a binary image in order to fill in 
the gaps within a well-connected area and finally identify the closed areas in the image. The 
algorithm makes first pass scan of each pixel in the binary image, checks its connectivity to 
all its eight surrounding pixels and records equivalences between neighboring labels. Then, 
during second pass algorithm divides elements into the closed areas and finally produces 
labeled maps of the connected components (see Fig. 3.20) [45, 54]. 
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Fig. 3.20. Illustration of filled areas identification [78]. 
Extraction of the contours of the objects 
Contours of the objects on the image need to be extracted in order to determine the curve that 
represents a border of the marker. This curve will be used for future extraction of corners of 
the marker. The refined boundaries can be extracted by the set of edge detection algorithms, 
which are covered by the research of Sandhu, Juneja and Walia (2009) and focused on 
comparative analysis of the following edge detection algorithms: 1) the Marr-Hildreth edge 
detector, 2) the Canny edge detector, 3) the Boolean function based edge detector, 4) the 
Euclidian Distance and Vector Angle based edge detector, 5) color edge detection using the 
Canny edge detector and 6) depth edge detection using multi-flash imaging [79]. 
The Marr-Hildreth edge detector is based on identification of the changes in intensity of the 
image at a given scale using the Laplacian (i.e. the second derivative) of the Gaussian, and the 
intensity changes detected are called zero-crossing segments [80]. So that, the basic steps of 
this algorithm involve smoothing the image by a Gaussian, application of the Laplacian and 
detection of the edges by identification of the slope across sign changes above a selected 
threshold [79]. 
The Canny edge detector achieves edge detection by the gradient method, where edges are 
detected by searching for the maximum pixels in the first derivative of the Gaussian [81]. The 
stages of this algorithm include smoothing the image by calculation of a two-dimensional 
Gaussian, determining the intensity gradient of the image, suppressing all non-maximum 
pixels by computing local maximums in the gradient magnitude and direction, and applying 
hysteresis thresholding, where the edges pixels are found to be the pixels above a set 
threshold [79]. 
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The Boolean function based edge detector focuses on both global and local thresholding, so 
that the edges are detected by calculating a local threshold for each pixel of the image, then 
applying a set of 16 edge masks for determination if a pixel can be marked as an edge pixel of 
the image and finally removing any noisy edges by applying a global threshold [79]. The 
steps of this algorithm include applying a local threshold value calculated as the mean of 3x3 
matrix for each pixel of the image. Then, each pixel of a new binary image is compared to the 
set of 16 edge masks and a pixel is marked as an edge pixel, when a pixel corresponds to one 
of the edge masks. This binary image also contains false edges, which should be removed by 
applying a global threshold to it [82]. 
The Euclidian Distance and Vector Angle based edge detector employs two operators for 
edge detection – Euclidian Distance and Vector Angle. The Euclidian Distance allows 
determining edges on the basis of the pixels intensity, while the Vector Angle operator 
identifies edges on the basis of hue and saturation [79]. As compared to other edge detectors 
that use only one color channel, this edge detector uses color components of pixels. So that, 
the common stages of this algorithm include calculating the combination of both operators for 
the center point and eight surrounding points of each pixel, assigning the maximum value to 
the center point and, finally, applying a threshold for a new matrix image to remove false 
edges [83]. 
Color edge detection using the Canny Operator is the variation of the Canny edge detector 
that uses not only one channel, but applies Canny Operator for all of RGB channels. The steps 
of this algorithm consist of dividing the image into three color channel matrix, applying the 
Canny Operator to each of the color matrices to find three resulted edge maps and, finally, 
combining three edge maps into one map. During the final stage different algorithms can be 
applied, but the one commonly used approach to mark a pixel as an edge is where a pixel has 
an edge within any of the color maps [79]. 
The depth edge detection using multi-flash imaging is based on detecting edges by taking 
multiple images with different light source positions. Based on the location of shadows the 
depth edge matrix is obtained. This algorithm steps include processing each additional image 
by removing the ambient component (i.e. image with ambient light) and calculating the light 
vector for each pixel. Then, the equation is applied to each light vector, which allows 
determining whether a pixel should be marked as an edge [79]. 
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Fig. 3.21 shows a comparison of the edge detectors applied to a lakeshore picture containing 
different colors and edges. As it can be seen, the results demonstrate that Euclidian edge 
detector produces more solid lines and captures fewer details, while the Boolean edge detector 
is found to be the best in edge detection as compared to other edge detectors [79]. 
   
(a)   (b)   (c) 
    
(d)   (e)   (f) 
Fig. 3.21. Illustration of edge detectors: Original image (a), Marr-Hildreth edge detector (b), 
Canny edge detector (c), Color Canny edge detector (d), Boolean edge detector (e), Euclidian 
Distance/Vector Angle Detector (f) [79]. 
Extraction of marker edges and corners  
Recognition of marker square requires the extraction of edges and corners, which is 
performed by polygon approximation algorithm called Douglas-Peucker algorithm (also 
called Ramer-Douglas-Peucker algorithm, iterative closest point algorithm, the algorithm 
partitioning and merging). This algorithm is based on finding distance dimension for each 
point on the line and reconstruction of the simplified curve. Using this algorithm marker 
corners are found as the points of simplified square [8, 45]. 
Determination of marker square 
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After identification of the coordinates of the marker corners, which ideally are to be 
perpendicular, but in reality are usually found to be at different angle. These corners, either 
being perpendicular or at different angle, represent two sides of the square and correspond to 
the axes. Therefore, the position of a camera with respect to the facility and the starting point 
of the origin can be determined. The idea behind this is that if camera’s angle changes, then 
the projection size will change correspondingly (see Fig. 3.23). 
 
Fig. 3.23. Illustration of calculation of marker coordinates [3]. 
Knowing the position of the camera and the reference point, it is possible to draw a projection 
of 3D model, in particular case, a cube. If a square with clear field is used as a marker and it is 
symmetric, then detection of rotation can be done only partially. Sometimes, it can be a 
satisfactory result, but if a superior result is required, then it possible to identify an additional 
marker inside the square and obtain a result with some angle of rotation, using Hough 
transform algorithm [3, 27]. 
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4.  Application development 
4.1. Overview of the proposed mobile application 
Object recognition technology is used in several mobile applications. While some of them are 
only in experimental stage, others are already commercially available. Most of the 
applications use a mobile phone’s camera for capturing pictures and follow various 
approaches in recognition of objects or markers in the image. 
All recognition applications could be sub-divided into two categories based on the way a 
picture is recognized. First category of applications uses on-device detection and the process 
of objects recognition in an image primarily occurs on the device. Second category of 
applications employs “cloud” servers for object recognition. Each of these approaches has its 
own advantages and disadvantages as discussed below. 
4.1.1. On-device recognition 
This method received its name due to the fact that the application does not send a picture 
anywhere for processing, but performs all processing on the device. After the picture has been 
captured by the camera, it is directly transferred to the application, which processes it, and 
detects and recognizes the objects. Unfortunately, mobile phones do not have such high 
computation speed as PCs. Therefore, the processing algorithms need to be fast and do not 
require a lot of memory space. From the other side, this approach provides an opportunity to 
be flexible and not be dependent on internet or any other connections with computation 
device or recognition server. 
4.1.2. Server-side recognition 
This method implies the idea that an image should be transferred to a special server or number 
of servers through a communication channel. Then, on the server this image is processed, 
recognized and information about objects will be returned back to the phone. The 
communication channel can be MMS, Internet, Bluetooth, Wi-Fi or any other, which enables 
sending images and obtaining results of recognition. This method allows using any complex 
and time consuming algorithms, neural networks or genetic algorithms for marker 
recognition. It provides almost all possibilities for image processing and recognition, resulting 
in more accurate marker recognition rates. 
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Nowadays, this method is gaining popularity because mobile internet allows sending images 
in the real-time. As a result, the time required for transferring images to recognition servers 
and for objects recognition on the server is almost the same as the time required for objects 
detection and recognition on the device. Although, the costs associated with this method can 
be relatively high, as this method heavily depends on server availability and quality of 
connection between a server and a mobile device. If a server is overloaded or connection 
between a server and an application is poor, then the user will not be able to receive any result 
from the image recognition server.  
Another important issue relates to the storage database containing the description of all 
possible objects. Again, there are two options either to store them on a mobile phone, or on a 
remote server. The main difference between these two options is that, in case we decide to 
store all information in the database of the mobile phone, it will be necessary to create a 
system for frequent updating this database on all devices, which may be quite challenging to 
develop. In case the decision to store all data on a server is made, then this will enable the 
user to always have the most up-to-date information on all devices. However, for the server-
side recognition approach, the costs of maintaining up-to-date information and stable 
connection between a server and the application should be taken into account. 
4.1.3 Approach used in application development 
In the process of application development a mobile phone was used for the purpose of marker 
detection and recognition. Therefore, there was no need to transfer an image to a server, as the 
whole process of marker detection and recognition occurred on the mobile phone. The 
database with description of all possible objects was also stored on the mobile phone. As a 
result, each time the marker was recognized, the application retrieved the object’s description 
from the local database and had full mobility with no need to use the Internet or other 
connections. Therefore, combining on-device marker recognition and on-device database 
storage approach for application development enabled us to obtain the following results: 1) 
fast speed of recognition on the mobile phone, 2) zero traffic between the application and a 
remote recognition server, 3) full mobility as there is no dependency on any server and all 
objects’ descriptions are located in the database on the phone, so that the user can read this 
data without image capturing. 
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As it was earlier described in Chapter 3, based on the objects’ recognition method, 
recognition algorithms can be divided in two categories: algorithms based on comparison of 
objects in the image with a set of predefined samples (feature-based tracking) and algorithms 
based on finding a special marker in the image, recognition of this marker and, then, 
determination of the object based on the marker’s ID (marker-based tracking). The application 
is based on the second approach and after processing of the captured image, it detects a 
unique marker in the image. Then, the application recognizes this marker and as a result, 
obtains information from the local database based on the recognized marker’s ID. 
 
4.2. Methods used in the application development 
The developed application aims to detect and recognize objects, i.e. cultural artifacts in 
museums, in images captured by its users. From the application’s perspective, this process can 
be divided into the following separate tasks: 1) image capturing, 2) captured image scaling 
and processing, 3) marker detection, 4) marker recognition, 5) retrieving object information 
from the database and 6) displaying information to the user. 
4.2.1. Image capturing 
During this stage of application development, Python for S60 interface was used for the 
capturing of images by the mobile phone’s camera. Image capturing process consists of the 
following steps: a) initializing the camera’s finder, b) waiting for the user to click on the 
button, and c) capturing an image using the camera. Finally, the application receives the 
binary image data from the camera, saves this image to the file-system and transfers it to the 
next task within the object detection and recognition process, which is image scaling and 
processing for the purpose of marker detection. 
4.2.2. Image processing 
Before the application starts finding a marker in an image, it is necessary to scale the captured 
image. The user’s mobile phone can have a variety of possible photo resolutions. But, the 
application cannot support any of them and in case of large-size photos it is impossible to 
scan the whole image pixel by pixel. Therefore, the application scales the captured image to 
the fixed size of 640x480 pixels, since this size was chosen as one having perfect scan 
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speed/image size ratio. The process of scaling was performed by Python scaling interface 
based on the Lanczos filter. 
The marker with a solid black border was chosen, as this border allows detecting the marker 
in the image. Note that the image needs to be grayscaled and thresholded, so that the 
application is able to detect the marker in images. 
We use luminance algorithm for grayscaling of the captured image, because it is assumed to 
be more accurate than others in matching human eye’s perception of brightness. For image 
thresholding we use histogram-based group of algorithms, in particular, strictly defined 
threshold algorithm. This algorithm is considered to be the fastest and provide more accurate 
results as the marker has a black border. This step within the object detection and recognition 
process enables to obtain a perfect monochrome copy of the image with the marker having a 
black border. 
4.2.3. Marker detection 
During this step application tries to find the black square border on the monochrome copy of 
the image from the previous step. The application uses connected components algorithm for 
detecting objects in an image. Then, the application removes small size objects. For doing 
this, the application calculates the size of each object and removes objects with the size 
smaller than the defined value. As a result, we obtain a binary image with the marker and 
some objects. Then, we scale this image once again applying Douglas-Peucker algorithm to 
extract marker edges and corners and try to determine marker square in the image. 
Then, the application calculates positions of 16 points inside this square. Each of these 16 
points corresponds to one of four possible colors. If there is no error in the process of marker 
detection and points calculation, the application concludes that a valid marker was found and 
proceeds to the next step – marker recognition. 
4.2.4. Marker recognition 
Based on 16 coordinates of the binary image, the application calculates the coordinates of 16 
points in the original image. After that, the application tries to determine the color of all these 
16 points in the original image. Color recognition is based on the comparison of red, green 
and blue channels of each pixel’s color with predefined sample ranges. Possible colors are 
red, green, blue and yellow. In case each color of 16 points is recognized, the application 
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combines them one by one and on their basis generates the marker’s ID. The algorithm used is 
the same as for 2D barcode markers (see Chapter 3 for details). This ID is to be further used 
for the information retrieval. Based on the algorithms used and the marker’s type selected, it 
was decided to use the marker that represented a square 4x4 color marker with black border, 
since such marker was considered to be one with high marker recognition rate. 
4.2.5. Retrieving information from the database 
Information about the objects is stored in the local database. A set of local files with 
descriptions about possible objects is used as a database. Based on the marker’s ID the 
application tries to find an appropriate file with the object’s description and in case such file 
exists, the application will retrieve its content and communicate it to the display. 
4.2.6. Displaying information to the user 
For the purpose of displaying the information about the recognized object we use Python for 
S60 interface to present information on the mobile phone’s screen. Consequently, such 
information can be read by the user or copied to a clipboard and pasted somewhere later. 
 
4.3. Future improvements to the mobile application 
There are several improvements that the developed application needs to have in the future. 
These improvements can be divided into the following parts, as described below. 
4.3.1. Recognition part improvements 
The application can use more accurate algorithms for marker detection and recognition. For 
example, it can use special algorithms for recognition of a marker with rotation angle or a 
marker with perspective distortion. Recognition improvements can also include determination 
of marker colors in different light sources and their combinations. Use of any light source 
may results in distortion of markers’ pixel color. Based on the experiments performed, it is 
identified that the application has high color recognition rate only when basic light sources are 
used (see Chapter 5 for details). 
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4.3.2. Interface improvements 
Interface designers believe that a good user interface is a simple user interface. In future the 
application can provide to the user a list of all objects in the database categorized into groups, 
so that the user can find a description of any object not only by capturing this object, but from 
searching a local database as well. 
4.3.3. Time improvements 
In the current version of the application, recognition time is directly proportional to the 
complexity of algorithms used. Potential improvement can further focus on using more 
advanced and time-efficient algorithms or improvements in the application realization of these 
algorithms. 
4.3.4. Server-side recognition 
It is possible to provide to the user an opportunity to choose the approach used for marker 
recognition by either transferring an image to recognition servers using internet connection or 
using on-device recognition algorithms. If the server-side recognition ability is to be added, it 
will be possible to create an algorithm that independently decides where to recognize the 
picture – on the device or on the server. This decision can be made based on the image 
quality, internet connection speed, surrounding light source and accuracy of the local 
database. 
4.3.5. Application and database updates 
The application can have a special module that enables to update the application’s database 
and its recognition module with recent updates. These updates will allow users to maintain an 
up-to-date database and download improved recognition algorithms. 
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5. Experiments and Results 
5.1. Experiments 
Upon completion of the development stage of the application, some tests and experiments 
were performed in order to evaluate the accuracy of marker detection and recognition by the 
application in different unfriendly conditions. The testing environment for carrying out a set 
of experiments was set under the following settings and distortions: 
1) Capturing images using different light sources – sunlight, 3500K and 5700K fluorescent 
lamps, incandescent lamp or a combination of the light sources 
2) Using different sizes of the marker in the scaled images – 150x150 pixels, 100x100 pixels 
or 50x50 pixels 
3) Positioning the marker at different locations in the images – left top, left bottom, right top 
or right bottom 
4) Setting different rotation angles of the marker (i.e. orientation) in the captured images – 
up to 5, from 6 to 11, or 12 and above 
5) Creating some distortion in other emergency situations – absence of camera on the mobile 
phone, error in capturing an image, exceeding of the mobile phone’s memory limit, 
corruption of the file system or error in finding the database 
Testing the application’s performance in some emergency situations involves difficulties in 
image capturing, detection and recognition of the marker in the images, finding the object in 
the database or corrupted database for the detected and recognized marker. These final tests 
are performed in order to evaluate performance of the application in challenging situations 
and ensure that the application provides adequate responses to them. 
 
5.2. Results 
In this study we test and evaluate ability of the developed application to detect and recognize 
the markers under various conditions as described above. The following results were obtained 
in the process of application testing. The results demonstrate that the application’s recognition 
rates vary in different situations modeled as close to reality as possible. 
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5.2.1. Recognition using different light sources 
Differences in lighting conditions are tested in order to evaluate their effects on the marker 
recognition ability of the application. For capturing images we use such light sources as 
sunlight, fluorescent lamp (3500K and 5700K), incandescent lamp and a combination of light 
sources, so that we can manually set a necessary light source for the experiment. First, we 
manually set a light source. Then, during the experiment we only change a light source as 
needed, so that the marker appears under varying lighting conditions. Within the settings of 
this experiment, we keep all other factors such as the size, location and orientation of the 
marker to be unchanged. Table 5.1 presents the comparative results for accuracy of marker 
detection and recognition under varying lighting conditions and their combinations. 
Table 5.1. Marker recognition rate under different light source conditions (%). 
Light source Rate 
Sunlight 94% 
Fluorescent lamp 3500K 97% 
Fluorescent lamp 5700K 97% 
Incandescent lamp 92% 
Combination of sunlight and fluorescent lamp 
5700K 
80% 
Combination of sunlight, fluorescent lamp 
5700K and incandescent lamp 
60% 
The results presented in Table 5.1 show that the application performed the best in this 
experiment with the fluorescent lamps used as light sources. In these conditions, the 
application can detect and recognize the marker with 97% marker recognition rate. Whereas, 
the poorest results of 60% marker recognition rate were achieved by the application using a 
combination of light sources, in particular, a combination of sunlight, fluorescent lamp 5700K 
and incandescent lamp. Based on the results of this experiment, we conclude that only when 
the marker is detected and recognized using a single light source, the application reports 
higher marker recognition rate. This happens due to the fact that auto white balance function 
of the camera is not able to recognize a lighting condition resulting in images with partially 
broken colors, which prevent the application from detecting and recognizing the marker. In 
order to eliminate such errors in recognition it is necessary to manually recognize the light 
source and, correspondingly, to manually change white balance of the captured images. 
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However, such improvements are time-consuming and can be further used in the next 
versions of the application with more powerful smartphones. 
5.2.2. Recognition using different sizes of the marker 
In this experiment we evaluate the performance of the application when the marker’s size in 
images is changed and determine the minimum size of the marker that enables acceptable 
marker detection and recognition rate. Firstly, we use the camera to take images and scale 
them to 640x480 pixels size. Then, we set the size of the marker in the scaled images to 
150x150 pixels, 100x100 pixels and 50x50 pixels. Other factors such as the light source, 
location and orientation of the marker remain unchanged. Table 5.2 shows the marker 
recognition results with different sizes of the marker. 
Table 5.2. Marker recognition rate with different sizes of the marker (%). 
Marker’s size Rate 
150x150 pixels 94% 
100x100 pixels 90% 
50x50 pixels 72% 
Note that the original image size of 640x480 pixels with the marker’s minimum size of 50x50 
pixels was found to provide the worst marker recognition rate of 72%. But, when compared to 
the marker’s size of 150x150 pixels, the marker recognition rate achieved 94%. Based on the 
results of this experiment, we conclude that higher marker recognition rates for different sizes 
of the marker are achieved only when the marker’s size in the scaled images is more than 
100x100 pixels. Therefore, for avoiding recognition errors in the future it is recommended to 
use zoom of the camera to change the size of images in an appropriate way, so that the 
marker’s size of 100x100 pixels is set at least. 
5.2.3. Recognition using different locations of the marker 
The experiment with different locations of the marker within images was carried not for 
evaluation of marker recognition rates in different positions, but rather for identification of the 
time required for the application to determine and recognize the marker in images. This time 
may vary because the application uses the marker detection algorithm that scans an image 
from left to right and from bottom to top. We select four locations of the marker in the 
images, in particular, bottom left, bottom right, top left and top right corners, to test whether 
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the application needs different time to detect and recognize the marker placed in the selected 
locations. We retain all other factors such as the light source, size and orientation of the 
marker to be unchanged. The marker recognition results are presented in Table 5.3. 
Table 5.3. Marker recognition time with different positions of the marker (msec). 
Marker's position Avg Max Min 
Left top 1,750 2,036 1,690 
Right top 1,920 2,135 1,851 
Left bottom 1,631 1,976 1,523 
Right bottom 1,798 2,231 1,562 
In Table 5.3 we see that the application performed the fastest in this experiment with the 
marker located more closely to the left bottom corner of the images. In these conditions, the 
application detects and recognizes the marker in 1,631 msec on average. While, it takes the 
longest time for the application to find the marker located in the top right corner, which on 
average is more by 300 msec as compared to the left bottom corner. Based on the results of 
this experiment, we conclude that for performance improvement purposes in the real-time 
processing it is suggested to place a marker in the left bottom corner of an image. 
5.2.4. Recognition using different orientations of the marker 
The marker’s orientation (i.e. rotation angle) is one of the parameters, which can result in 
marker recognition failure. The experiment with varying angles of rotation of the marker aims 
to identify the maximum angle that allows determining the marker in images with appropriate 
marker recognition rate. The setup of this experiment involves capturing the images with 
rotation angles of the marker from 0 to 12+. We keep all other factors such as the light 
source, size and location of the marker to be constant. Table 5.4 shows the results of marker 
recognition accuracy under different rotation angles. 
Table 5.4: Marker recognition rate using different orientations of the marker (%). 
Rotation angle Rate 
0 – 5 91% 
6 – 11 73% 
12 and above 10% 
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The results shown in Table 5.4 demonstrate that with rotation angle of the marker exceeding 
12, the application is not able to identify the marker in the majority of cases. When rotation 
angle lies within 0 – 5 range, then the marker’s rotation does not significantly affect the 
marker recognition rate. In case orientation of the marker is within 6 – 11 range, then the 
average marker recognition rate of the application amounts to 73%. And finally, for the angles 
of rotation of 12 and above, the application is able to recognize the marker only in 10% of 
the images captured. In order to eliminate marker recognition failures in the future, the next 
versions of the application need to be significantly upgraded. 
5.2.5. Emergency situations 
Marker recognition accuracy is also tested by the application in emergency situations. These 
situations include the following unfriendly conditions: 
1) Absence of a camera on the phone 
2) Error in capturing an image 
3) Size of the captured image being too large and exceeding the memory limit 
4) Corruption of the file system or no access for the application to the saved image in the file 
system 
5) Illegal size of the captured image or corruption 
6) Database not found, corrupted, or no access is given to the application 
With all camera errors when the application is not able to obtain an appropriate image from 
the camera, the application displays a message to the user with notification of emergency 
situation and the fact that the image was not captured. After that the user is able to close the 
application. 
In case of emergency situations related to the file system, the application displays to the user a 
message informing that the file cannot be read or written and the user can decide on his 
further actions – either to exit the application or try again. 
In a situation when the database cannot be reached or a database error occurred, then the 
application displays an appropriate message to the user about the database problem. 
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6. Discussion and conclusion 
The aim of this thesis was to develop the AR application for object recognition in museums 
and evaluate the application’s accuracy of marker recognition in different experiment settings 
in order to understand the way marker-based tracking can be used in the process of object 
recognition in museums and art galleries. The key focus of this study was to identify the 
easiest way for recognition of the marker’s type. During the study the following algorithms 
were implemented for the application development: 
1) Image processing stage: for color-to-grayscale conversion of the images Luminance 
algorithm was applied as it was able to match more accurately human eye’s perception of 
brightness. 
2) Marker detection stage: the extraction of marker edges and corners was performed using 
Douglas-Peucker algorithm based on identifying a square border as the points of 
simplified square. 
3) Marker recognition stage: the approach used for recognition of the special marker and 
object in images was based on the marker’s ID determination, so that the algorithm of 
marker recognition was implemented, where the marker’s ID corresponded to the 
combination of colors from the original image and 2D barcode analogy was used for 
encoding marker’s ID. 
Application of these three algorithms enabled us to determine the marker’s location in the 
images and its orientation with different rotation angles, and, finally, recognize the marker 
based on its color areas. The experiments were carried out in different conditions using 
different light sources, marker sizes, locations and orientations. The results of the experiments 
demonstrate that the application was found to be reasonably accurate for the purpose of 
marker recognition and that marker recognition rate tends to vary significantly from 60% to 
97% in response to the changes in experiment settings. 
Additionally, the approach based on the use of a black border, which has also been 
implemented by ARToolkit and other AR frameworks, was found to be very useful for the 
purpose of marker detection in images by the application. Furthermore, for the purpose of 
achieving higher marker recognition rates by the application, we chose 4x4 color matrix 
approach similar to the one adopted by the Microsoft in its algorithms for marker detection 
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and recognition. This matrix approach enabled us to achieve high levels of recognition using 
small size of the original marker. 
The application testing results might be further improved in next versions of the application 
and possible future improvements may include some of the following: 
1) Increasing the matrix size for the purpose of increasing the number of possible marker 
variations 
2) Adding new colors to the matrix may provide some additional marker variations 
3) Combining color markers with QR-code algorithm to abandon marker borders and use 
only four squares in the corners 
4) Adding some redundant information to recover any damaged regions of a marker using 
QR-code algorithm 
Further testing of the proposed possible improvements can be more extensive and include 
additional experiment conditions. It is expected that using will lead to better performance 
results. As there will be more complex algorithms involved, the obtained results may be 
analyzed using more complex statistical techniques such as regression analysis for modeling 
situations using changes in several variables and analyzing their relationships. 
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