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Abstract We present new residual estimates based on Kato’s square root theorem for spectral approxi-
mations of non-self-adjoint differential operators of convection–diffusion–reaction type. It is not assumed
that the eigenvalue/vector approximations are obtained from any particular numerical method, so these
estimates may be applied quite broadly. Key eigenvalue and eigenvector error results are illustrated in the
context of an hp-adaptive finite element algorithm for spectral computations, where it is shown that the
resulting a posteriori error estimates are reliable. The efficiency of these error estimates is also strongly
suggested empirically.
Keywords eigenvalue problems · non-self-adjoint operators · convection–diffusion–reaction operators ·
a posteriori error estimates · hp-adaptive finite elements
Mathematics Subject Classification (2000) 65N30 · 65N25 · 65N15
1 Introduction
This paper concerns the direct residual analysis of approximation errors involved in the variational ap-
proximation of eigenvalues and eigenvectors of linear convection–diffusion–reaction operators in bounded
polygonal domains Ω ⊂ R2, as given by the formal differential expression
Aψ := −∇ ·A∇ψ + b · ∇ψ + cψ = λψ , (1)
where standard assumptions (see Section 2) on the coefficients ensure that the inverse A−1 is a compact
operator. Abstract estimates based on Kato’s square root theorem [4,31] provide the basis for our key
error estimates. An hp-adaptive finite element method is used to illustrate several results.
The utilization of the Kato’s square root theorem in the context of error estimates for spectral
approximations is one of the main contributions of this paper, and we provide first-principle proofs
wherever possible to emphasize its role in our error estimation technique. This allows us to use functional
calculus for sectorial operators to derive bounds which are cluster robust, in the sense of [46], and are
formulated without requiring Galerkin orthogonality constraints. In fact, no assumptions are made on
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how eigenvalue/vector approximations are obtained for any of the key estimates—it is only in Section 4
where we specialize the discussion to finite element approximations in order to illustrate some of the
key results. This feature is particularly convenient if one wants to incorporate the effect of inexact linear
algebra computations into the overall error control and balancing framework. In this context, we consider
a cluster to be any finite collection of eigenvalues which are enclosed by a Jordan curve that does not
intersect the spectrum of A, and cluster robustness means that our estimates depend on the distance
between the Jordan curve and the unwanted component of the spectrum (multiplied by a “local measure
of nonormality” of the operator), not on distances between eigenvalues within the cluster. In comparison,
standard approaches to a posteriori error analysis from [15,27,37] use a direct variational analysis of the
Galerkin approximation of an eigenvalue/vector problem. The results in these contributions are (mostly)
presented for single eigenvalues, and the approximation constants which appear are not cluster robust
when extended to multiple eigenvalues or clusters of eigenvalues. For a comparison with recent results in
error analysis in the self-adjoint case see [14,16,19,25,38,41] and the references cited therein—multiple
eigenvalues and clusters are considered in some of these contributions.
We specialize some of our general estimates in the case of diagonalizable operators. In this context we
call an operator diagonalizable (also called a scalar operator in the terminology of Dunford–Schwartz [18])
if it is similar to a normal operator, so we can use spectral calculus (in the place of functional calculus) to
further improve the results. Also, the use of spectral analysis allows us to formulate our results in terms
of geometric restrictions on the size of the residual and the separation between wanted and unwanted
components of the spectrum rather than having to resort to the use of saturation assumptions as in e.g.
[27].
Let us denote the adjoint operator to A as A∗. The compactness of the resolvent of A implies that
its spectrum Spec(A) is a countable set without any finite accumulation points. Furthermore, for each
eigenvalue λ ∈ Spec(A) the space Ker(λ − A) is finite dimensional and its dimension is called the
geometric multiplicity of λ. Further, given a sectorial operator A and Jordan curves C ⊂ C \ Spec(A)
and Cd ⊂ C \ Spec(A∗), we define the following bounded operators
S(C) =
1
2pii
∫
C
(z −A)−1dz , Sd(Cd) = 1
2pii
∫
Cd
(z −A∗)−1dz , (2)
which we refer to as spectral projectors. If λ ∈ Spec(A) is the only element of Spec(A) inside a curve
C we say that Ran(S(C)) is the algebraic eigenspace (or principal eigenspace) of λ, and its dimension is
the algebraic multiplicity of λ. If dimKer(λ−A) = dimRan(S(C)) holds, then we call the eigenvalue λ
semisimple. We note that the algebraic multiplicities of λ ∈ Spec(A) and λ ∈ Spec(A∗) are identical. If
the curve C contains several semisimple eigenvalues (and no others) then dimRan(S(C)) = r, and we call
r the joint algebraic multiplicity of the eigenvalues inside C. If in addition Cd encloses only the conjugates
of the eigenvalues which were enclosed by C, then dimRan(Sd(Cd)) = r as well.
Finally, according to [17, Theorem 9.2.19], the norm ‖S(C)‖ is an appropriate measure of the local
sensitivity of a semisimple eigenvalue enclosed by C. It can be characterized as
‖S(C)‖ = lim
z→λ
|z − λ| ‖(z −A)−1‖ . (3)
More details on the spectral theory of non-self-adjoint operators can be found in [17,32] and the classical
reference [24].
The problem (1)—under standard restrictions on the coefficients—provides an important example
of a more general class of non-self-adjoint eigenvalue problems in a Hilbert space for which a Riesz
basis (defined below) can be constructed from associated eigenvectors, see Example 11 and [17,24,42] for
further discussion and references. A priori estimation theory for finite element approximations of such
problems appeared for the first time in [35,36].
Definition 1 A sequence of vectors (functions) (fi)i∈N is called a Riesz basis of a Hilbert space H if
there exists an orthonormal basis (ei)i∈N of H and a bounded operator X with a bounded inverse X−1
such that
fi = X ei, with i ∈ N.
Criteria for the existence of the Riesz basis of eigenvectors were given in [24,42]. To keep the paper more
self-contained, in Example 11 we provide a first-principle argument for the existence of a Riesz basis for
some operators of type (1). Such problems, although particular, will be used to benchmark our more
general estimates.
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Remark 2 Since an orthonormal basis is a Riesz basis with X = I, it is reasonable to use the quantity
κ(X ) := ‖X‖‖X−1‖ as a measure of the “non-orthogonality” of a basis (fi)i∈N. It is important to notice
that the size of κ(X ) has a strong impact on the performance of the numerical linear algebra routines
used to solve the discretized (algebraic) eigenvalue problems. In the context of numerical linear algebra
κ(X ) is known as the condition number of the eigenvectors.
The paper is organized as follows. In Section 2 we introduce notation and some basic properties of
the model problem (1). Section 3 contains the abstract reliability results based on Kato’s square root
theorem. Here, we show that our eigenvector results are cluster robust, i.e., when approximating a subset
of the spectrum from a subspace whose dimension is the same as the dimension of the associated spectral
subspace, then the estimates depend only on the distance between the computed Ritz values and the
complement of the rest of the spectrum. In Section 4 we describe an hp-adaptive algorithm for non-self-
adjoint problems and use it to illustrate some of our key results for diagonalizable operators with real
spectra.
2 Notation and Basic Results
Let Ω ⊂ Rn be an open, bounded domain, and
H10 (Ω) = {v ∈ H1(Ω) : v = 0 on ∂Ω in the sense of trace} .
We denote the standard L2(Ω)-norm and H1(Ω)-norm and seminorm on Ω, respectively, by ‖ ·‖ = ‖ ·‖0,
‖ · ‖1 and | · |1. We also use
(ϕ, φ) =
∫
Ω
ϕφdx (4)
to denote the standard L2(Ω) inner-product.
Definition 3 Given real-valued A ∈ [L∞(Ω)]n×n, b ∈ [L∞(Ω)]n with ∇ · b ∈ L∞(Ω), and c ∈ L∞(Ω),
we define the bilinear form B : H10 (Ω)×H10 (Ω)→ C by
B(w, v) =
∫
Ω
A∇w · ∇v + (b · ∇w + cw)v dx . (5)
We make the following common assumptions on the coefficients:
(A1) A is symmetric and uniformly positive definite a.e. in Ω, i.e., there is a σ0 > 0 for which (A(x)z) ·z ≥
σ0z · z for all z ∈ Rn and a.e. x ∈ Ω.
(A2) σ0 + min(0, pcΩ) > 0, where p = essinf{c(x) − ∇ · b(x)/2 : x ∈ Ω}, and cΩ is the optimal Poincaré
constant for the domain, ‖v‖0 ≤ cΩ |v|1 for all v ∈ H10 (Ω).
One could relax these assumptions further, provided the associated operator (6) remains positive and
sectorial, but we do not pursue that discussion here. When we consider hp finite element discretizations
in Section 4, we restrict our attention to polygonal domains in R2, and make one further practical
assumption on A,
(A3) Ω is a polytope, and there is a partition Ω = ∪pk=1Ωk of Ω into polytopes Ωk with disjoint interiors
such that A|Ωk ∈W 1,∞(Ωk) for each k.
Again, this final assumption is irrelevant to the discussion before Section 4, and in that section we
consider only the case n = 2.
Since all of the coefficients are bounded, the bilinear form B(·, ·) is clearly bounded (continuous): there is
a γ1 > 0 such that |B(w, v)| ≤ γ1‖v‖1‖w‖1 for all w, v ∈ H10 (Ω). Assumptions (A1)–(A2) guarantee that
B(·, ·) is also coercive (cf. [21, Theorem 3.8]): there is a γ0 > 0 such that |B(v, v)| ≥ Re (B(v, v)) ≥ γ0‖v‖21
for all v ∈ H10 (Ω). For the convenience of the reader we provide the Hermitian and anti-Hermitian parts
of B(·, ·),
BH(u, v) =
1
2
(B(u, v) +B(v, u)) =
∫
Ω
A∇u · ∇v + b
2
· (v∇u+ u∇v) + cuv dx ,
BA(u, v) =
1
2
(B(u, v)−B(v, u)) =
∫
Ω
b
2
· (v∇u− u∇v) dx,
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and note that BH(·, ·) is an inner-product, with energy norm ||| · ||| given by
|||v|||2 = BH(v, v) = Re
(
B(v, v)
)
=
∫
Ω
A∇v · ∇v + (c−∇ · b/2)|v|2 dx .
Also, recall that operators whose real parts are scalar products are called accretive. An operator is
maximal accretive if it has no proper accretive extension.
By the first representation theorem from Kato [32, Theorem VI.2.1 on pg 322.], the operator A is
related to the bilinear form B(·, ·) through
B(ϕ, φ) = (Aϕ, φ), ϕ ∈ Dom(A), φ ∈ H10 (Ω). (6)
We consider the following primal and dual eigenvalue problems:
Find (λ, ψ) and (λd, ψd) in C×H10 (Ω) such that ‖ψ‖ = ‖ψd‖ = 1 and
B(ψ, φ) = λ(ψ, φ) and B(ϕ,ψd) = λd(ϕ,ψd) for all φ, ϕ ∈ H10 (Ω) . (7)
Obviously, on the operator level, Aψ = λψ and A∗ψd = λdψd. Note that λ is an eigenvalue of A if
and only if λ is an eigenvalue of A∗. Therefore given an eigenvalue λ there exist vectors ψ and ψd,
‖ψ‖ = ‖ψd‖ = 1, such that Aψ = λψ and A∗ψd = λψd. By analogy with the linear algebraic version of
this problem, we refer to ψ and ψd, respectively, as right and left eigenfunctions for λ. Following [26],
and in analogy to the linear algebra counterpart, when analyzing the variational eigenvalue problem we
will primarily be considering the approximation quality of (λ, ψ, ψd), which will be referred to as an
eigentriple.
We will now summarize some basic facts about the spectral theory of operators which are defined
by (5). A recent reference is [17], see in particular [17, Example 13.4.4]. For classical references we point
the reader to the monographs [24,42] and the references therein. Since Ω is bounded, H10 (Ω) is compactly
embedded in L2(Ω). Since the domain of the bilinear form B(·, ·) is precisely H10 (Ω), we conclude that
the solution operator which maps the function f ∈ L2(Ω) to u(f) ∈ H10 (Ω) ⊂ L2(Ω) is also compact (as
a mapping from L2(Ω) to L2(Ω)). The solution operator is defined by
B(u(f), φ) = (f, φ), for all φ ∈ H10 (Ω). (8)
Therefore the eigenvalue problem (7) is attained by a sequence of eigenpairs (λn, ψn) ∈ C×(H10 (Ω)\{0}),
n ∈ N such that |λn| → ∞ as n → ∞. The eigenvalue of the smallest modulus is real and simple (of
multiplicity one), and the corresponding eigenvector may be chosen to be positive almost everywhere.
Furthermore, the associated Jordan chains of vectors (i.e. generalized eigenvectors) are of finite length,
see [24].
Since the original problem has a compact solution operator, the adjoint problem also has a compact
solution operator which maps the function f ∈ L2(Ω) to ud(f) and is defined by
B(ϕ, ud(f)) = (f, ϕ), for all ϕ ∈ H10 (Ω). (9)
The eigenvalues of the dual (adjoint) problem are the complex conjugates of the eigenvalues of the
original problem. Furthermore, in (2), assuming λ is the only eigenvalue of A enclosed by C and λ is
the only eigenvalue of A∗ enclosed by Cd, we have that Ran(S(C)) is the subspace containing all right
eigenvectors and RanSd(Cd) is the subspace of all left eigenvectors of λ. For further discussion of general
basic properties of eigenvalue problems see the classical reference of Babuška and Osborn [6].
For any maximal accretive operator A which is defined by a regularly accretive sesquilinear form
associated with a differential expression (1) in the space H10 (Ω), there exists a unique maximal accretive
operator A1/2 which solves the operator equation Z2 = A. Such an operator is called the square root of
A, and for an operator which satisfies the conditions (A1)-(A3) it is given by the Balakrishan formula [9]
A1/2 = 1
pi
∫ ∞
0
t−1/2A(t+A)−1 dt .
For further references on the existence of fractional powers of maximal accretive operators as well as for
precise definitions of these terms see [9,31,32]. It was a long-standing open problem, known as Kato’s
conjecture or Kato’s square root problem (see [31,40] for the origin of the problem), to determine the
domain of definition of the operator A1/2. The conjecture was that the domain of the operator A1/2
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should be the same as the domain of the abstract bilinear form B(·, ·) which defines the operator A.
This hypothesis turned out to be false for the most general abstract form of the bilinear operator (see
[40,43]). However, in the case when A is a convection–diffusion–reaction operator of the form (1), Kato’s
conjecture does hold in all dimensions (see [3, Theorem 1.11] and [2,4]). In particular, in [4] it is proven
that there exist constants cK , c∗K , CK and C
∗
K such that
cK‖φ‖1 ≤ ‖A1/2φ‖ ≤ CK‖φ‖1, φ ∈ H10 (Ω), (10)
c∗K‖φ‖1 ≤ ‖A∗1/2φ‖ ≤ C∗K‖φ‖1, φ ∈ H10 (Ω), (11)
cH‖φ‖1 ≤ |||φ||| ≤ CH‖φ‖1, φ ∈ H10 (Ω). (12)
3 Eigenvalue and Eigenvector Approximation Estimates
This section contains the main theoretical contributions of this paper, concerning the reliability of
residual-based estimates of eigenvalue and eigenvector approximations.
3.1 Operator dependent norms of a residual
As a first step we introduce the right and the left residual as a functional on H10 (Ω). For ϕ, φ ∈ H10 (Ω)
and µ ∈ C we define the residual form
r(µ)[ϕ, φ] = B(ϕ, φ)− µ(ϕ, φ) . (13)
Given the vector ϕ ∈ H10 (Ω) and the scalar µ ∈ C we define the functional r(µ)[ϕ, ·] which we call the
right residual of ϕ ∈ H10 (Ω) and µ ∈ C. The number
‖r(µ)[ϕ, ·]‖−1 = sup
φ∈H10 (Ω)\{0}
|r(µ)[ϕ, φ]|
‖φ‖1 (14)
is the H−1(Ω)-norm of the right residual. Analogously, the functional r(µ)[·, φ] is called the left residual
of φ ∈ H10 (Ω) and µ ∈ C, and the number
‖r(µ)[·, φ]‖−1 = sup
ϕ∈H10 (Ω)\{0}
|r(µ)[ϕ, φ]|
‖ϕ‖1 (15)
denotes the H−1(Ω)-norm of the left residual. Let us introduce the notation ‖ · ‖A,1/2 = ‖A1/2 · ‖ and
‖ · ‖A∗,1/2 = ‖A∗1/2 · ‖. With this notation, (10)–(12) yields the obvious norm equivalences
c∗K sup
φ∈H10 (Ω)\{0}
|r(λ)[ϕ, φ]|
‖φ‖A∗,1/2 ≤ ‖r(µ)[ϕ, ·]‖−1 ≤ C
∗
K sup
φ∈H10 (Ω)\{0}
|r(λ)[ϕ, φ]|
‖φ‖A∗,1/2 ,∀ϕ ∈ H
1
0 (Ω) , (16)
cK sup
ϕ∈H10 (Ω)\{0}
|r(λ)[ϕ, φ]|
‖ϕ‖A,1/2 ≤ ‖r(µ)[·, φ]‖−1 ≤ CK supϕ∈H10 (Ω)\{0}
|r(λ)[ϕ, φ]|
‖ϕ‖A,1/2 ,∀φ ∈ H
1
0 (Ω) , (17)
cH sup
ϕ∈H10 (Ω)\{0}
|r(λ)[ϕ, φ]|
|||φ||| ≤ ‖r(µ)[·, φ]‖−1 ≤ CH supϕ∈H10 (Ω)\{0}
|r(λ)[ϕ, φ]|
|||φ||| ,∀φ ∈ H
1
0 (Ω) . (18)
Although these inequalities show that any pair of residual measures is equivalent, they are quite different
from the perspective of numerical analysis. Estimates based on the norms ‖·‖A∗,1/2 and ‖·‖A,1/2 are ideal
for algebraic manipulation, whereas the estimates based on the energy norm ||| · ||| and, in particular those
based on estimating the first order Sobolev norm ‖ · ‖1, are much more convenient from approximation
theory point of view. We define the dual norms to ‖ · ‖A∗,1/2 and ‖ · ‖A,1/2 in the natural way and use
them to measure r(µ)[ϕ, ·] and r(µ)[·, ψ] ,
‖r(µ)[ϕ, ·]‖A∗,−1/2 := sup
ν∈H10 (Ω)\{0}
|r(µ)[ϕ, ν]|
‖ν‖A∗,1/2 = ‖A
1/2ϕ− µA−1/2ϕ‖ , (19)
‖r(µ)[·, φ]‖A,−1/2 := sup
ν∈H10 (Ω)\{0}
|r(µ)[ν, φ]|
‖ν‖A,1/2 = ‖A
∗1/2φ− µA−1/2∗φ‖ . (20)
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3.2 Cluster robust eigenvector estimates
In this section we will obtain estimates of the eigenvector errors. Eigenvector approximation errors are
assessed by measuring the angle between the given approximations ψ̂ and ψ̂d and the subspaces S and
Sd which are spanned by all right and left eigenvectors associated with a chosen eigenvalue λ. The angle
between a subspace S and a vector ψ̂ in any norm ‖ · ‖ such as e.g. L2(Ω)- or H1(Ω)-norm, is defined as
θ ∈ [0, pi) such that
sin θ =
1
‖ψ̂‖
inf
φ∈S
‖φ− ψ̂‖ . (21)
The proofs of our eigenvector error estimates will follow from the Cauchy integral representation of the
spectral projections S(C) and Sd(C), so we point back to their definitions in (2) and the surrounding
discussion.
Proposition 4 Let A be given by (1) and let (λ̂, ψ̂, ψ̂d) ∈ C×H10 (Ω)×H10 (Ω). Assume cK and c∗K are
the constants defined in (10)–(11) and let C ⊂ C \ Spec(A) be a Jordan curve which encloses both λ̂ and
an isolated subset Λ = {λi : i = 1, . . . , r} of Spec(A) and no other elements of Spec(A), and define the
corresponding spectral projection S = S(C). Then
inf
φ∈Ran(S)
‖φ− ψ̂‖k ≤
‖A(k+1)/2Tλ̂ ‖
(cK)k
‖r(λ̂)[ψ̂, ·]‖A∗,−1/2 ,
where Tλ̂ = (λ̂−A′)−1(I −S), with A′ denoting the restriction of A on the space Ran(I −S). Similarly,
if Cd encloses both λ̂ and Λ, but no other elements of Spec(A∗), and we define Sd = Sd(Cd), then
inf
φ∈Ran(Sd)
‖φ− ψ̂d‖k ≤
‖A∗ (k+1)/2T(d)
λ̂
‖
(c∗K)k
‖r(λ̂)[·, ψ̂d]‖A,−1/2 ,
where T(d)
λ̂
= (λ̂−A∗′)−1(I −Sd) and A∗′ denotes the restriction of A∗ on the space Ran(I −Sd). Here,
we let k = 0, 1.
We emphasize that the results presented above do not require that λ̂, ψ̂ or ψ̂d satisfy any Galerkin
orthogonality conditions.
Proof Noting that, for z ∈ C \ Spec(A), the bounded operators (z − A)−1 and A−1/2 commute, and
the operators S and I − S commute with powers of A, we obtain the following identities by direct
computation:
1
z − λ̂
ψ̂ − (z −A)−1ψ̂ = 1
z − λ̂
A1/2(z −A)−1
[
(z −A)A−1/2ψ̂ − (z − λ̂)A−1/2ψ̂
]
=
1
z − λ̂
A1/2(z −A)−1
[
−A1/2ψ̂ + λ̂A−1/2ψ̂
]
.
(22)
Since, (I − S)(I − S) = (I − S) it follows that
‖ψ̂ − Sψ̂‖ = ‖(I − S)(ψ̂ − Sψ̂)‖
=
1
2pi
∥∥∥∥∫
C
(I − S)
[ 1
z − λ̂
ψ̂ − (z −A)−1ψ̂
]
dz
∥∥∥∥
=
1
2pi
∥∥∥∥A1/2 ∫
C
1
z − λ̂
(z −A)−1(I − S)
[
−A1/2ψ̂ + λ̂A−1/2ψ̂
]
dz
∥∥∥∥
≤ ‖A1/2(λ̂−A′)−1(I − S)‖ ‖ − A1/2ψ̂ + λ̂A−1/2ψ̂‖ .
Note that (z − A′)−1 has no singularities inside C. Applying infφ∈Ran(S) ‖φ − ψ̂‖ ≤ ‖Sψ̂ − ψ̂‖ and
cK‖ψ̂ − Sψ̂‖1 ≤ ‖A1/2(ψ̂ − Sψ̂)‖ completes the proof of the the first bound. The proof for the second
bound follows analogously. uunionsq
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Remark 5 By looking at the operator Tλ̂ we would like λ̂ to be well-separated from the unwanted portion
of Spec(A), which would allow to decrease the size of norms ‖ATλ̂ ‖ and ‖A∗T(d)λ̂ ‖. We also point out
that, in general, the L2 bounds for the finite element approximations considered in the next sections are
not sharp. However, we do not need this property in our further investigations.
Below we establish an estimate on the norm difference of the projections onto algebraic eigenspaces.
We start by recalling elementary properties of orthogonal projections in a Hilbert space, which we then
specialize to our setting. In particular, let P and Q be orthogonal projections onto two finite dimensional
subspaces P andQ, with P having the basisW = {p1, . . . , pr}. We define the subspace separation between
P and Q as the maximum of ‖(I − Q)P‖k and ‖(I − P )Q‖k, for k = 0, 1. Recall that we sometimes
abbreviate, ‖ · ‖ = ‖ · ‖0. If ‖P −Q‖k < 1, it holds that
‖P −Q‖k = ‖(I −Q)P‖k = sup
p∈P
inf
q∈Q
‖q − p‖k
‖p‖k , k = 0, 1 ,
and we can reverse the roles of projectors P and Q and the spaces P and Q above. Note that the
assumption ‖P − Q‖k < 1 is equivalent with saying that dimQ = r = dimP and no non-zero vectors
in P are orthogonal to Q and vice versa. Here, the orthogonality is meant with respect to the scalar
product (·, ·)k, k = 0, 1.
Let G(k) ∈ Cr×r be the Gramian matrix for W, G(k)ij = (pj , pi)k. We argue below that
‖(I −Q)P‖k ≤ κk(W)
√√√√ r∑
i=1
inf
v2∈Q
‖q − pi‖2k
‖pi‖2k
, (23)
where κk(W) = (‖G(k)‖‖(G(k))−1‖)−1/2, is the square root of the spectral condition number of G(k). In
the special case that W is an orthonormal basis, (23) clearly simplifies to
‖(I −Q)P‖k ≤
√√√√ r∑
i=1
inf
v2∈Q
‖q − pi‖2k
‖pi‖2k
. (24)
Proof (of equation (23)) We show the argument for k = 0 and note that the argument is the same for
k = 1 with the obvious changes in the Hilbert space structure. Let F : Rr → P be the linear operator
defined by Fei = pi, i = 1, . . . , r, where ei ∈ Rr are the canonical basis vectors. It is straight-forward
to see that {p̂i = F (F ∗F )−1/2ei : 1 ≤ i ≤ r} is an orthonormal basis of P, and we have the following
sequence of inequalities,
‖(I −Q)P‖2 ≤
r∑
i=1
‖(I −Q)p̂i‖2 ≤ ‖G−1‖
r∑
i=1
‖(I −Q)pi‖2
= ‖G−1‖
r∑
i=1
‖(I −Q)pj‖2
‖pj‖2 ‖pj‖
2 ≤ ‖G−1‖‖G‖
r∑
i=1
‖(I −Q)pj‖2
‖pj‖2 .
(25)
This is clearly equivalent to (23). The first of these inequalities holds for any orthonormal basis of P,
and the second is true due to the particular relationship between the two bases for P. uunionsq
We will now formulate cluster robust subspace approximation estimates. Let Ĉ ⊂ C \ Spec(A) be
given and let
Λ := {λi : i = 1, . . . , r} (26)
be a set of all eigenvalues ofA inside Ĉ. We assume that all λi are semisimple eigenvalues. Furthermore, let
Q and Qd be the L2(Ω) orthogonal projections onto the sets of corresponding left and right eigenvectors
Q = Ran(S(Ĉ)) and Qd = Ran(Sd(Ĉ)), respectively. Let us now assume that we are given two sets of
linearly independent vectors M = {ψ̂i : i = 1, . . . , r} and Md = {ψ̂di : i = 1, . . . , r} and a sequence of
scalars λ̂i, i = 1, . . . , r which are all inside Ĉ.
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Theorem 6 Let A be a sectorial operator defined by (1) and let P and Pd be L2(Ω) orthogonal projections
onto subspaces P = spanM and Pd = spanMd. Then
‖(I −Q)P‖k ≤
maxi=1,...,r ‖A(1+k)/2Tλ̂i‖κ(M)
c∗K
√√√√ r∑
i=1
‖r(λ̂i)[ψ̂i, ·]‖2A∗,−1/2
‖ψ̂i‖2
, (27)
‖(I −Qd)Pd‖k ≤
maxi=1,...,r ‖A∗(1+k)/2T(d)
λ̂i
‖κ(Md)
cK
√√√√ r∑
i=1
‖r(λ̂i)[·, ψ̂di ]‖2A,−1/2
‖ψ̂d‖2
. (28)
Furthermore, if the right hand side in (27) or (28) is less than one, then
‖P −Q‖k = ‖(I −Q)P‖k, or ‖Pd −Qd‖k = ‖(I −Qd)Pd‖k ,
respectively, with k = 0, 1.
Proof The first result follows directly from (23) and Proposition 4, by summing over all elements of M,
and the second is obtained analogously. The last claim follows from Kato’s alternative. Since dimP =
dimQ and by the assumption of the theorem ‖(I −Q)P‖ < 1, then ‖P −Q‖ = ‖(I −Q)P‖. The other
identity follows analogously. uunionsq
3.3 Estimating the separation measure
In general, the measures of separation of a cluster of eigenvalues given by
‖A(1+k)/2Tλ̂i‖ and ‖A∗(1+k)/2T
(d)
λ̂i
‖,
as in Theorem 6, are not easily accessible to sharp estimation. However, in this subsection, we provide
estimates of these quantitites, which may be viewed as local eigenvalue condition numbers, both in
general (Proposition 7) and for a few special classes of operators. All of these results are stated in the
context of Proposition 4 and the surrounding discussion.
Proposition 7 Let λ̂ ∈ C be given and let λgap ∈ Spec(A) \ Λ satisfy
λgap = arg-min
χ∈Spec(A)\Λ
|χ− λ̂| .
Bounds on ‖A(1+k)/2Tλ̂‖ and ‖A∗(1+k)/2T(d)λ̂ ‖ are given by
|λgap|(1+k)/2
|λ̂− λgap|
≤ ‖A(1+k)/2Tλ̂‖ ≤
len(C)
2pi
sup
z∈C
‖A(1+k)/2(z −A)−1‖
|z − λ̂|
|λgap|(1+k)/2
|λ̂− λgap|
≤ ‖A∗(1+k)/2T(d)
λ̂
‖ ≤ len(Cd)
2pi
sup
z∈Cd
‖A∗(1+k)/2(z −A∗)−1‖
|z − λ̂|
for k = 0, 1.
We may, of course, choose Cd = C = {z : z ∈ C}.
Proof Let v be an eigenvector of A associated with λgap. We have
A(1+k)/2Tλ̂v =
λ
(1+k)/2
gap
λ̂− λgap
v .
From this, the lower estimates follow immediately. Such lower bounds are also considered by Heuveline
and Rannacher [28]. For a proof of upper estimates we go to Proposition 4 and instead of integrating
the contour integral to obtain the local condition number, we majorize the integrand to obtain an upper
estimate. uunionsq
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Remark 8 In Proposition 7 we have provided both an upper as well as a lower estimate for the local
condition number. The upper estimate is a pseudospectrum-type estimate, which is a scaled version of
the estimate from [12, Appendix A]. If desired, a sharper upper estimate for a local condition number can
be computed by a numerically expensive procedure based on the trapezoid rule for the Cauchy integral
representation of the eigenvector error as given in formula (22) of Proposition 4. Here we should choose a
smooth curve C that does not intersect the spectrum. The method converges exponentially in the number
of integration nodes and is formulated following the approach of [13]. Various methods for estimating
condition numbers based on the separation of the spectral components can be found in e.g. [11,12,47,51].
They are designed for the task of computing eigenvalue enclosures and are, as such, outside the scope of
this paper. On the other hand, the lower estimate is something which can be approximated via a simple
postprocessing step from a run of a many standard linear algebra eigensolvers, e.g. the Arnoldi procedure
from [39]. Note that a linear algebra eigensolver typically approximates more discrete eigenvalues than
are required, and the targeted eigenvalues are determined after the unwanted eigenvalues are discarded.
Proposition 7 allows us to estimate (from below) the condition number by postprocessing this information,
instead of just discarding it. Also it indicates that the effects of nonormality (pseudospectrum) of the
unwanted component of the spectrum should be monitored since the local condition numbers are always
larger than the measure of the spectral separation. In particular, a small estimate of a condition number
does not indicate a well-conditioned eigenvalue; but if the estimate is large, Proposition 7 ensures that
the actual condition number can only be larger. The effects of the nonormality measures will be further
elaborated in the second statement of the Proposition 9 below, where the condition number of the
diagonalizing similarity operator plays a role in the estimate.
3.3.1 Estimates for special classes of operators
The main stability measures in the eigenvector estimates are the condition numbers ‖A1/2Tλ̂ ‖ and
‖A∗1/2T(d)
λ̂
‖. Since, in general, they are not readily accessible to quantitative estimation, we will now
provide their estimates in terms of the distance between the wanted and unwanted components of the
spectrum of A and some measure of the non-normality of A. The use of the distance between components
of the spectrum is a consequence of the use of spectral calculus in establishing the perturbation estimates.
A measure of non-normality determines how far a given operator is from an operator which has spectral
calculus.
Proposition 9 Let A be a normal and maximally accretive operator and let λ̂ ∈ C be given. Then for
k = 0, 1
‖A(1+k)/2Tλ̂ ‖ = ‖A∗(1+k)/2T(d)λ̂ ‖ = maxξ∈Spec(A)\Λ
|ξ|(1+k)/2
|ξ − λ̂|
.
If the operator A is such that there exists a bounded operator X , with a bounded inverse X−1, and a
normal maximal accretive operator H such that A = XHX−1, then
‖A(1+k)/2Tλ̂ ‖ ≤ κ(X ) maxξ∈Spec(A)\Λ
|ξ|(1+k)/2
|ξ − λ̂|
, ‖A∗(1+k)/2T(d)
λ̂
‖ ≤ κ(X ) max
ξ∈Spec(A∗)\Λ
|ξ|(1+k)/2
|ξ − λ̂|
.
Proof We will prove the second statement, and the first statement follows by the obvious modification
of the argument. Let fi = X ei, i ∈ N be eigenvectors of A which, by the assumption of the theorem,
make up the Riesz basis of H. For A = XHX−1, where H is a normal operator, we compute
A(1+k)/2Tλ̂ X ei = A(1+k)/2(λ̂−A)−1X ei =
λ
(1+k)/2
i
λ̂− λi
X ei
for all i such that λi 6∈ Λ. The vectors X ei, for all i such that λi 6∈ Λ make a Riesz basis of the space
Ran
(
I − S(C)). Since ei are the orthonormal eigenvectors of the normal operator X−1A(λ̂−A′)−1(I −
S(C))X we conclude the statement of the theorem. uunionsq
We note that operators which are similar to a normal operator in the sense of A = XHX−1 are
common in applications. Let us recall the following definition.
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Definition 10 An operator A in the Hilbert space L2(Ω) is said to be diagonalizable if there exists a
bounded operator X with a bounded inverse X−1 and a normal (possibly unbounded) operator H such
that
A = XHX−1 , (29)
and X−1Dom(A) ⊂ Dom(H). For diagonalizable operators, the square root operator is given explicitly
by the formula
A1/2 = XH1/2X−1. (30)
Here H1/2 denotes the positive square root of a normal operator H defined by the spectral calculus.
When A is diagonalizable, then so is A∗, and we can write A∗ = X−∗HX ∗ and A∗1/2 = X−∗H1/2X ∗.
In some cases, all eigenvalues of A are known to be real, i.e., λ = λ, and we can naturally consider
eigentriplets (λ, ψ, ψd) ∈ R × H10 (Ω) × H10 (Ω) of (7). Diagonalizable operators with real spectra are
of the main focus of our numerical experiments, since they allow us to easily compute highly accurate
benchmark solutions. We now provide an example of a family of diagonalizable operators with real
spectra.
Example 11 Let Au := −∇ · (A∇u)+ b · ∇u+ cu, where the coefficients A, b and c satisfy the conditions
(A1)–(A2) prescribed above. Furthermore, let us define the multiplication operator Xu := eβu for some
function β ∈W 1,∞(Ω). The following identities are obtained by direct computation:
e−β [∇ · (A∇(eβu))] = ∇ · (A∇u) + 2A∇β · ∇u+ (∇ · (A∇β) + (A∇β) · ∇β)u ,
e−β [b · ∇(eβu)] = b · ∇u+ (b · ∇β)u .
If A−1b is a conservative vector field, then we choose β such that ∇β = 12 A−1b, and determine thatH := X−1AX is self-adjoint and positive definite. In particular,
Hu = X−1AXu = −∇ · (A∇u) +
(
c− 1
2
∇ · b+ 1
4
b · (A−1b)
)
u .
From this argument, we see that (λ, φ) is an eigenpair of H if and only if (λ, eβφ, e−βφ) is an eigentriple
of A. If A and b are constant, then the choice β(x) = 12 A−1b ·x for x ∈ Ω is obvious, and we see that the
eigenvalues of A only differ from those of Bu := −∇·(A∇u)+cu only by an additive constant 14b ·(A−1b).
For such operators we can now prove a first-order residual estimate for eigenvalues. In the field of
numerical linear algebra, such a result is known as a Bauer–Fike type estimate, see [20]. This estimate is
also cluster robust, but it is not of optimal order when estimating approximation errors of eigenvalues.
On the other hand, the estimate is not asymptotic and in the case when the residual is larger than
the local condition number this estimate is sharper than estimates which involve a measure of the local
condition number.
Proposition 12 Let λ̂ ∈ R and ψ̂ ∈ H10 (Ω), ‖ψ̂‖ = 1 be given and let A, defined as in (1), be similar
to some positive definite self-adjoint operator (e.g. diagonalizable with real and positive spectrum). Then
min
ξ∈Spec(A)
|λ̂− ξ|√
|λ̂|ξ
≤ κ(X )√
|λ̂|
‖r(λ̂)[ψ̂, ·]‖A∗,−1/2 .
Proof Due to (19) and the diagonalizability of A, i.e., A = XHX−1, it holds that
‖r(λ̂)[ψ̂, ·]‖A∗,−1/2 = ‖A1/2ψ̂ − λ̂A−1/2ψ̂‖ = ‖X (H1/2 − λ̂H−1/2)X−1ψ̂‖.
Since the operator H1/2 − λ̂H−1/2 is self-adjoint, using the standard spectral calculus for self-adjoint
operators, e.g., [48, Theorems VIII.5 and VIII.6], we obtain
Spec(H1/2 − λ̂H−1/2) =

√
|λ̂| ξ − λ̂√
|λ̂|ξ
: ξ ∈ Spec(A)
 ,
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and the smallest in modulus eigenvalue ofH1/2−λ̂H−1/2 is given by
√
|λ̂| min
ξ∈Spec(A)
|ξ − λ̂|√
ξ|λ̂|
. This, together
with some general properties of norm ‖ · ‖ and an assumption ‖ψ̂‖ = 1 yields
‖r(λ̂)[ψ̂, ·]‖A∗,−1/2 = ‖X (H1/2 − λ̂H−1/2)X−1ψ̂‖
≥ ‖X−1‖−1
√
|λ̂| min
ξ∈Spec(A)
|ξ − λ̂|√
ξ|λ̂|
‖X−1ψ̂‖ ,
which completes the proof. uunionsq
Remark 13 Similar estimate also holds for a complex λ̂ and a general diagonalizable operator A, however,
limited in space, we leave out the details here. Furthermore, such a result is not relevant in our numerical
experiments.
3.4 Eigenvalue estimates
The estimates presented so far give a bound on the distance of the approximated eigenvector to the
eigenspace spanned by the exact eigenvectors of interest. In the case of diagonalizable operators, we
have obtained a cluster robust error estimates for the eigenvalue closest to a given scalar λ̂. However,
in both cases, we have neither localized the approximated eigenvalue in the cluster, nor obtained which
eigenvector was approximated. Moreover, in order to obtain the eigenvalue estimates for general non-
diagonalizable operators, it is necessary to consider the distance to the next nearest eigenvalue in the
bounds. As a consequence these estimates are not any more cluster robust. In Section 3.4.1 we will
discuss the issue of cluster robustness in the non-self-adjoint case. Note that the self-adjoint case has
been resolved in [34] using the majorization principle. For an alternative approach using symmetric gauge
functions, see [25].
Up to now, we had no restrictions on the choice of λ̂. However, in the following theorem we make a
special choice for the scalar λ̂, which results in a slightly different notation. Given two non-orthogonal
vectors ψ̂, ψ̂d ∈ H10 (Ω) we define the generalized Rayleigh quotient
λ˜ =
B(ψ̂, ψ̂d)
(ψ̂, ψ̂d)
.
Let us now prove a general residual estimate, which can be applied after the first, cluster robust, phase
of the convergence is resolved to sufficient accuracy.
Theorem 14 Let A be as in Proposition 4 and let (ψ̂i, ψ̂di ) ∈ H10 (Ω)×H10 (Ω), (ψ̂i, ψ̂di ) 6= 0, i = 1, . . . , r,
be given. If a semisimple eigenvalue λ ∈ C of multiplicity r is the only eigenvalue inside C and the right
hand sides of both inequalities (27) and (28) are less than one, then, for the corresponding generalized
Rayleigh quotient
λ˜i = B(ψ̂i, ψ̂
d
i )/(ψ̂i, ψ̂
d
i ),
the following estimate holds:
r∑
i=1
|λ− λ˜i|
|λ| ≤ Ccluster
r∑
i=1
[ 1
|(ψ̂i, ψ̂di )|
]√√√√ r∑
i=1
[‖r(λ˜i)[ψ̂i, ·]‖2A∗,−1/2
‖ψ̂i‖2
] r∑
i=1
[‖r(λ˜i)[·, ψ̂di ]‖2A,−1/2
‖ψ̂di ‖2
]
.
Proof For an eigentriple (λ, ψ, ψd) ∈ C×H10 (Ω)×H10 (Ω) of (7), using [37, Lemma 3.6] and the assump-
tions of the theorem, we obtain
λ˜− λ = B(ψ̂, ψ̂
d)
(ψ̂, ψ̂d)
− λ = B(ψ̂ − ψ, ψ̂
d − ψd)
(ψ̂, ψ̂d)
− λ (ψ̂ − ψ, ψ̂
d − ψd)
(ψ̂, ψ̂d)
.
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Now, the triangle inequality and the continuity of B(·, ·) yield
|λ˜− λ|
|λ| ≤
2max{γ1/|λ|, cΩ}
|(ψ̂, ψ̂d)|
‖ψ̂ − ψ‖1‖ψ̂d − ψd‖1 . (31)
Note that here we have no restriction on the choice of the approximated eigentriple. From now on we
will use the assumption on the size of the residual which is not cluster robust.
Let Q and Qd be the L2(Ω) orthogonal projections such that Ran(Q) and Ran(Qd) are spanned by
all right and left eigenvectors, respectively. Then, (27) and (28) now read
κ(M)
√√√√ r∑
i=1
inf
q∈Ran(Q)
‖q − ψ̂i‖21
‖ψ̂i‖21
≤ maxi=1,...,r ‖ATλ˜i‖κ(M)
c∗K
√√√√ r∑
i=1
‖r(λ˜i)[ψ̂i, ·]‖2A∗,−1/2
‖ψ̂i‖2
< 1, (32)
κ(Md)
√√√√ r∑
i=1
inf
qd∈Ran(Qd)
‖qd − ψ̂di ‖21
‖ψ̂di ‖21
≤
maxi=1,...,r ‖A∗T(d)
λ˜i
‖κ(Md)
cK
√√√√ r∑
i=1
‖r(λ˜i)[·, ψ̂di ]‖2A,−1/2
‖ψ̂d‖2
< 1. (33)
Now, for each i = 1, . . . r, there exists a vector qi and a scalar 0 < θi < pi/2 such that
sin θi =
‖qi − ψ̂i‖1
‖ψ̂i‖1
= inf
q∈Ran(Q)
‖q − ψ̂i‖1
‖ψ̂i‖1
.
Since qi ∈ Ran(Q), we define the eigenvectors as ψi = (1/‖qi‖1)qi, and therefore ‖ψi‖1 = 1. Due to the
assumption of semisimplicity of λ, all ψi, i = 1, . . . , r, belong to λ, and, since
r∑
i=1
sin2 θi < 1, they span
Ran(Q). Analogously, we define the left eigenvectors ψdi , i = 1, . . . , r.
Note that
‖ψi − ψ̂i‖1 = ‖ψ̂i‖1 sin θi/ cos θi
2
≤
√
2‖ψ̂i‖1 sin θi , i = 1, . . . , r ,
and equivalently for ‖ψ̂di − ψdi ‖1.
Therefore, applying (31) for this particular choice of vectors, and summing over all i = 1, . . . , r,
completes the proof, with the local quantity Ccluster given as
Ccluster =
2
√
2max{γ1/|λ|, cΩ}
cKc∗K
max{‖ATλ˜i‖‖A∗T
(d)
λ˜i
‖ : i = 1, . . . , r} .
uunionsq
Obviously, much more can be said about the sharpness of the eigenvalue estimate when we are willing
to accept the lack of cluster robustness.
Remark 15 Using [50, Proposition 2.1], as has also been done in [26, Remark 9], we obtain the efficiency
estimate
‖r(λ̂)[ψ̂, ·]‖2A∗,−1/2 + ‖r(λ̂)[·, ψ̂d]‖2A,−1/2 ≤ c
[|λ− λ̂|+ ‖ψ − ψ̂‖21 + ‖ψd − ψ̂d‖21] , (34)
under the assumption that λ is a simple eigenvalue and ψ and ψd are the right and left eigenvector,
respectively, satisfying ‖ψ̂‖ = (ψ̂, ψ̂d) = 1. Here, the constant c depends solely on the problem (1) and
the equivalence constants cK and c∗K .
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3.4.1 Concerning cluster robustness
Analogously to Theorem 14 we can provide similar estimates for the case when, instead of λ, we have a
cluster of semisimple eigenvalues λi, i = 1, . . . , r, counted according to their multiplicity, whose convex
hull is inside the contour C. Accordingly the space Ran(Q) in (32)–(33) is now a geometric eigenspace
belonging to a group of eigenvalues. Consequently, vectors ψi and ψdi are, in general, a linear combination
of eigenvectors belonging to different eigenvalues in the cluster. Alternatively, as in Kato [32] we can study
the stability of λavg := 1/r
∑r
i=1 λi = 1/r tr(AS(C)) when approximated as a function of λ˜i, i = 1, · · · , r.
Such quantities (one can also consider a harmonic mean) can be estimated in a cluster robust way since
we have cluster robust estimates for S(C), however the properties of individual eigenvalues are hidden in
an average. We will not present proofs of these estimates (since they are a straight forward computation).
Instead we will show results of numerical computation.
In the self-adjoint case, using monotonicity together with majorization inequalities (which solves the
problem of the optimal choice of averaging), we were able to establish cluster robust efficiency estimates
for individual eigenvalues, see [25] for more details. Alternatively, the same problem has been solved using
the majorization inequalities by Knyazev and Argrentati in [34]. Unfortunately this approach cannot be
generalized directly to the non-self-adjoint case, largely due to the absence of a canonical ordering of
general complex eigenvalues.
Remark 16 In order to conclude the discussion of cluster robustness, we compare our eigenvector esti-
mates with those obtained by a direct residual analysis. Assume λ ∈ Spec(A) is given, then by S(λ) we
denote the orthogonal projection onto the geometric eigenspace Ker(λ−A). According to [15,26], there
exists a constant CLBB depending on the distance between the eigenvalue λ and the rest of the spectrum
such that
‖(I − S(λ))ϕ‖1 ≤ CLBB sup
φ∈H10 (Ω)\{0}
|r(λ)[ϕ, φ]|
‖φ‖1 . (35)
Obviously, for highly clustered eigenvalues constant CLBB will be large. Using a perturbation argument,
we may now obtain an estimate of (35) for a given (λ̂, ψ̂) ∈ R×H10 (Ω) which reads
‖(I − S(λ))ψ̂‖1 ≤ ĈLBB sup
φ∈H10 (Ω)\{0}
|r(λ̂)[ψ̂, φ]|
‖φ‖1 .
Here, the modified constant ĈLBB depends on the distance between λ̂ and the nearest element of
Spec(A) \ {λ} and therefore is not cluster robust.
On the other hand, we have seen that our eigenvector estimates, based on the Cauchy integral, are
cluster robust, and it is the distance between the given eigenvalue and the nearest unwanted eigenvalue
which matters (in the case of clustered eigenvalues we assume that all of the eigenvalues in the cluster
are wanted).
Proposition 4 nicely illustrates this claim. By choosing an isolated subset Λ of Spec(A), we see that
only the distance to its complement matters in assessing the residual approximation. Subsequently, by
summarizing estimates for each ψ̂i, i = 1, . . . , r, as we did in Theorem 6, we end up with the estimate
which is cluster robust (the inter-cluster distances do not appear in the estimate).
4 An hp-Adaptive Finite Element Algorithm and Numerical Validation
We now briefly describe the hp-adaptive finite element algorithm used to numerically illustrate some of
our key results. We focus on problems for which Ω ⊂ R2 and the eigenvalues are real, so we consider
approximations of real eigentriplets (λ, ψ, ψd) of (7) in the real space H10 (Ω). Let T = Th be a triangu-
lation of Ω with the piecewise constant mesh function h : Th → (0, 1), h(T ) = diam(T ) for T ∈ Th. We
implicitly assume that Th is subordinate to the polygonal partition of Ω discussed in (A3) of Definition 3;
in other words, each T ∈ Th is contained in precisely one of the polygons Ωk. Given a piecewise constant
distribution of polynomial degrees, p : Th → N, we define the space
V = Vhp = {v ∈ H10 (Ω) ∩ C(Ω) : v
∣∣
T
∈ Pp(T ) for each T ∈ Th} ,
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where Pp(T ) is the collection of polynomials of total degree not greater than p on a given element T ∈ Th.
We assume that the family of spaces satisfy the following standard regularity properties on T and p:
There exists a constant γ > 0 for which
(C1) γ−1h(T ) ≤ h(T ′) ≤ γh(T ) for adjacent T, T ′ ∈ T , T ∩ T ′ 6= ∅. In other words, the diameters of
adjacent elements are comparable.
(C2) γ−1(p(T ) + 1) ≤ p(T ′) + 1 ≤ γ(p(T ) + 1) for adjacent T, T ′ ∈ T , T ∩ T ′ 6= ∅. In other words, the
polynomial degrees associated with adjacent elements are comparable.
The corresponding discrete version of (7) is:
Find an eigentriple (λ̂, ψ̂, ψ̂d) ∈ R× V × V such that
B(ψ̂, φ) = λ̂(ψ̂, φ) and B(φ, ψ̂d) = λ̂(φ, ψ̂d) for all φ ∈ V, (36)
with ‖ψ̂‖ = ‖ψ̂d‖ = 1. Choosing a (standard, real) basis {v1, v2, . . . , vN} of V , we obtain the algebraic
eigenvalue problems
Bx = λ̂Mx and BTy = λ̂My with xTMx = yTMy = 1, (37)
where Bij = B(vj , vi), Mij = (vj , vi) = (vi, vj). The vectors x and y are the coefficient vectors of ψ̂ and
ψ̂d, respectively, i.e., ψ̂ =
N∑
i=1
xivi and ψ̂d =
N∑
i=1
yivi.
We also consider the discrete analogues of (8) and (9). In particular, for f ∈ L2(Ω), we define
û(f), ûd(f) ∈ V as the solutions of
B(û(f), v) = (f, v) and B(v, ûd(f)) = (f, v) for all v ∈ V. (38)
With these definitions, it is clear that û(ψ̂) = λ̂−1ψ̂ and ûd(ψ̂d) = λ̂−1ψ̂d or, equivalently, û(f) = ψ̂
and ûd(fd) = ψ̂d, where f = λ̂ψ̂ and fd = λ̂ψ̂d. From this we obtain the following expressions for the
H−1(Ω)-norms of the right and left residuals:
‖r(λ̂)[ψ̂, ·]‖−1 = sup
v∈H10 (Ω)\{0}
|B(û(f)− u(f), v)|
‖v‖1 , (39)
‖r(λ̂)[·, ψ̂d]‖−1 = sup
v∈H10 (Ω)\{0}
|B(v, ûd(fd)− ud(fd))|
‖v‖1 . (40)
These expressions make apparent the link between the dual norms of the residual and the discretization
errors in associated boundary value problems with source terms f and fd. One may also consider other
dual norms of the right and left residuals, for example by replacing ‖v‖1 in (39)–(40) with the energy
norm |||v||| associated with the hermitian part BH of B, or by ‖v‖A∗,1/2 for (39) and ‖v‖A,1/2 for (40).
Any of these three variations are to be considered as idealized (non-computable) error estimates, and
although those involving the dual norms ‖ ·‖A,−1/2 and ‖ ·‖A∗,−1/2 are preferred from a theoretical point
of view, it is more natural to derive a practical algorithm based on computable approximations of the
dual norms ‖ · ‖−1 or ||| · |||−1. Here ||| · |||−1 denotes the dual norm to ||| · |||. The most direct way to obtain
such approximations of (39) begins with the obvious bounds
γ0‖û(f)− u(f)‖1 ≤ ‖r(λ̂)[ψ̂, ·]‖−1 ≤ γ1‖û(f)− u(f)‖1 , (41)
c0|||û(f)− u(f)||| ≤ |||r(λ̂)[ψ̂, ·]|||−1 ≤ c1|||û(f)− u(f)||| , (42)
and then uses one of the many available techniques (cf. [10,22,44]) for approximating ‖û(f)− u(f)‖1 or
|||û(f)− u(f)|||, or their analogues for fd.
Our experiments have been carried out using the AptoFEM package (www.aptofem.com) on a single
processor desktop machine. In particular, we have used ARPACK [39] to solve the algebraic eigenvalue
problems, employing MUMPS [1] to solve the necessary linear systems. Since ARPACK is based on
the Arnoldi algorithm, we have to solve the projected eigenvalue problem twice—once for the right- and
once for the left-eigenvectors. In contrast, by using the nonsymmetric Lanczos algorithm, such as the
one implemented in ABLEpack [8], one obtains simultaneously both the right and the left eigenvectors
approximations. The choice of the most efficient algebraic eigensolver is beyond the scope of this article.
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Fig. 1 The dumbbell domain (left) and the square domain with diffusion coefficients for the Kellogg problem.
Let us shortly summarize the adaptive algorithm used in our simulations. At first we choose the
indices i of the eigenvalues of interest. On the initial coarse mesh we compute the approximations
(λ̂i,hp, ψ̂i,hp, ψ̂
d
i,hp), and estimate (39)–(40) via ‖û(fi)−u(fi)‖1 and ‖ûd(fdi )−u(fdi )‖1, for fi = λ̂i,hpψ̂i,hp
and fdi = λ̂i,hpψ̂di,hp, using the approach of [44]. This hp-weighted residual method (HPR), though derived
and analyzed for the Laplacian, is easily extended to treat operators considered here, and we also use its
obvious extension for estimates in the energy norm. We determine the elements T ∈ T to be marked for
refinement by using a simple fixed-fraction marking strategy based on the values of the corresponding
local error indicators, with different percentages for refinement and de-refinement. The choice between
h- or p-refinement is based on an estimation of the local analyticity of the exact eigenvectors using
their approximations, see [30] for further detail. Finally, a refined space is generated and the process is
restarted by taking the previously calculated eigentriples (λ̂i,hp, ψ̂i,hp, ψ̂di,hp) as the initial values for the
computations in the refined space. By this process we generate a family of spaces {Vhp}.
The HPR approach described above is cheap and well-suited for guiding adaptive refinement, but
tends to significantly overestimate H1 and energy norms of û(f)− u(f), so it does not provide sufficient
insight into how well our idealized error estimates approximate eigenvalue and eigenvector error in prac-
tice. To this end, we also compute a more expensive, but far more accurate, goal oriented dual weighted
residual (DWR) error estimator in our experiments for the purposes of effectivity (the ratio of estimated
error over true error) analysis. Our DWR approach is described in [23], and employs the family of meshes
{Thp} and spaces {Vhp} generated by the HPR approach.
Remark 17 As noted above, we do not compute an eigentriple directly, but instead use two independent
runs of ARPACK to produce two eigenpairs for index i. The two computed eigenvalues will be much
closer to each other than they are to the true eigenvalue they are approximation, i.e. the numerical errors
coming from ARPACK are smaller than the discretization errors, so it is really immaterial whether or
not we have use a single value λ̂i,hp as described above for our computed error estimates. In fact, it is
the vectors ψ̂i,hp, , ψ̂di,hp which are of primary significance, and we could use the generalized Rayleigh
quotient B(ψ̂i,hp, , ψ̂di,hp)/(ψ̂i,hp, , ψ̂
d
i,hp) as our approximate eigenvalue at any rate.
Following [5], for our convergence plots we use error models of the forms
|λ− λ̂| = Ce−2α(DOFs)r , ‖ψ − ψ̂‖1 = Ce−α(DOFs)r , (43)
for eigenvalue and eigenvector error in hp-adaptive approximations, with r = 1/2 for eigenfunctions which
are expected to be smooth, and r = 1/3 for eigenfunctions which are expected to have singularities. Here,
DOFs is the dimension of the space Vhp. We refer to the number α as the convergence rate, and we compute
it from our data using a least-squares fit of the appropriate error model. These convergence plots not
only track the actual error, but also our estimates based on both the HPR and DWR approaches. In
the effectivity plots we use only the ratio of the error under consideration and our DWR estimate of it,
EFF=(estimated error)/(true error). In all cases we observe that the effectivities are very near 1.
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Fig. 2 Convergence history and DWR effectivity for the dumbbell problem. The estimated convergence rate is 0.31122.
4.1 Dumbbell problem
For this example we consider the operator Av = −∆v+b ·∇v, where b = (0, 1), on the Dumbbell domain
formed by two pi × pi squares joined by a pi/4× pi/4 “bridge”, see Figure 1.
Highly accurate eigenvalues (and eigenvectors) for this problem were computed in the case b = (0, 0)
in [49], and we include the first six eigenvalues from that paper here to demonstrate the clustering of
eigenvalues which the small bridge induces:
λ1 = 1.9557938 λ3 = 4.8007611 λ5 = 4.9968371
λ2 = 1.9606830 λ4 = 4.8298953 λ6 = 4.9968509
As seen in Example 11, any constant convection b just shifts the eigenvalues of −∆ to those of A by the
constant |b|2/4, so the clustering is not affected by such a shift. In Figure 2(a) we present the convergence
history for the error
∑6
i=3 |λi − λ̂i|/λ̂i.
In Figure 3, we also present the final computed mesh which was generated by marking with regard
to all 4 residuals which are associated to the cluster.
4.2 Kellogg problem
For this example we consider the eigenvalue version of a Kellogg problem [33]: Ω is the square domain
Ω = (−1, 1) × (−1, 1), and Av = −∇ · (a∇v) + b · ∇v, where b = (2, 2) and a = 10 in quadrants I and
III, and a = 1 in quadrants II and IV, see Figure 1.
For this problem the lowermost eigenvalue is simple and Theorem 14 with r = 1 reads
|λ− λ˜|
|λ˜| ≤
Ccluster
|(ψ̂, ψ̂d)|
‖r(λ̂)[ψ̂, ·]‖−1‖r(λ̂)[·, ψ̂d]‖−1 (44)
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Fig. 3 Final mesh adapted to the cluster of eigenvalues for the dumbbell problem.
for given ψ̂, ψ̂d, such that ‖ψ̂‖ = ‖ψ̂d‖ = 1, and the Rayleigh quotient λ˜ = B(ψ̂, ψ̂d)/(ψ̂, ψ̂d). Further-
more, according to Proposition 4 there exist eigenvectors ψ and ψd such that
‖ψ − ψ̂‖1 ≤ Cl‖r(λ̂)[ψ̂, ·]‖−1, and ‖ψd − ψ̂d‖1 ≤ Cl‖r(λ̂)[·, ψ̂d]‖−1 . (45)
We can replace the norms ‖·‖1 and ‖·‖−1 with |||·|||1 and |||·|||−1 in (44) and (45) by adjusting the constants,
and we do so here because the jump discontinuity in a makes an energy norm estimate more appropriate.
Convergence histories and effectivities for the lowermost eigenvalue and left and right eigenvectors are
provided in Figures 4 and 5.
For the lowermost eigenvalue we also study the quotient ‖ψ̂‖‖ψ̂d‖/|(ψ̂, ψ̂d)| in relation to the dimen-
sion of Vhp. Note that, since the lowermost eigenvalue λ1 is simple we have, by the a priori convergence
analysis in [6] and references therein, that
‖ψ̂‖‖ψ̂d‖
|(ψ̂, ψ̂d)|
→ lim
z→λ1
|z − λ1| ‖(z −A)−1‖. (46)
We cannot guarantee that, for a given Vhp and computed ψ̂ and ψ̂d, the scalar product (ψ̂, ψ̂d) will be non-
zero; but we can guarantee that ‖ψ̂‖‖ψ̂d‖/|(ψ̂, ψ̂d)| must converge to the local condition number, as given
in (46) (cf. (3) for broader context), as h decreases and/or p increases. We will not discuss the convergence
of adaptive finite element procedures here. We also emphasize that (ψ̂, ψ̂d) is a computable quantity, so
the applicability of Theorem 14 can always be checked. We note that the residual norm together with
geometric results like Theorem 6 can give a criterion for relating the size of the residual norm to the
measure of spectral separation, which would force the computed condition number ‖ψ̂‖‖ψ̂d‖/|(ψ̂, ψ̂d)| for
a Galerkin approximation to be near the local condition number and certainly away from zero. We leave
out the technical details, but instead present the dependence of ‖ψ̂‖‖ψ̂d‖/|(ψ̂, ψ̂d)| on the convection
term for the approximation of the lowermost eigentriple for the Kellogg problem in Figure 6(b).
The relative eigenvalue error and the error estimate for the first eigenvalue obtained using our hp-
adaptive scheme with 15% for refinement and 4% for de-refinement are presented in Figure 4(a). The
value of the convergence rate for the eigenvalue estimated with the least-squares fitting is α = 0.2757
and the reference value for the eigenvalue is 17.714316 with an accuracy of 10−6. In Figure 4(b) the
corresponding effectivity indices are displayed. The right and left eigenvector errors together with the
associated error estimates, and the effectivity indices are given in Figure 5(a) and Figure 5(b), respec-
tively. The convergence rate for the right and left eigenvectors estimated with the least-squares fitting are
α = 0.1834, 0.1813. The final hp-adapted mesh is presented in Figure 6(a). As expected, the h-adaptivity
has concentrated around the singularity in the center of the domain.
In Figure 6(b) we see that the eigenproblem of computing the lowermost eigentriplet is well condi-
tioned. This indicates that the measured convergence rate is mainly influenced by the lack of regularity
in the eigenfunction due to the type of discontinuity in the diffusion coefficient. This convergence claim is
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Fig. 4 Convergence and effectivity histories for the lowest eigenvalue for the Kellogg problem. The estimated convergence
rate is 0.27567.
further corroborated by the fact that the convergence rate for the problem with b = (0, 0) (a self-adjoint
problem) is is essentially the same as when b = (2, 2). More specifically, for the self-adjoint problem we
have r = 1/3 and α = 0.37451—recall the error model (43).
5 Conclusions
In this paper we have presented new relative estimates for the eigenvalue/function approximation error
for a class of convection–diffusion–reaction operators. The main ingredients of our analysis have been
Kato’s square root theorem, which holds for the whole class of convection–diffusion–reaction type op-
erators with bounded coefficients, and a generalization of the Bauer-Fike type theorem (cf. discussion
on [52, p. 95]), which holds only in the case when the eigenfunctions of the operator constitute a Riesz
basis of the entire Hilbert space where the problem is posed. The condition number of the Riesz basis
of eigenvectors measures the global sensitivity of all eigenvalues and appears in our upper estimates of
approximation errors. In the case of convection–diffusion–reaction operators which satisfy the conditions
from Example 11, this global quantity is a good measure of the sensitivity of individual eigenvalues as
well. We have also presented estimates which hold when no Riesz basis assumption is imposed. Most im-
portantly, our estimation technique does not require imposition of any Galerkin orthogonality constraints
on the approximate eigentriplet (λ̂, ψ̂, ψ̂d). This feature allows us to directly include the treatment of
the approximation errors caused by finite precision arithmetic and inexact solvers in our theoretical
framework.
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