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We suggest an approach to construction of algebraic hypersurfaces with given collection of singular points and 
polynomials with given collection of critical points. The approach is based on the Viro method of gluing polynomials 
and on the geometry of equisingular and equicritical strata in spaces of polynomials. As application we construct 
cuspidal plane curves of small degrees and real polynomials in two variables with given numbers of degenerate and 
non-degenerate critical points. 0 1997 Elsevier Science Ltd 
1. INTRODUCTION 
Most of results in singularity theory concern local questions, i.e. questions on one singu- 
larity (may be very complicated). On the other hand, there are natural “global” problems 
- about the number of given singularities on objects of some given type like algebraic va- 
rieties, polynomial functions and so on. Our knowledge in this direction consists mainly 
of various restrictions obtained as applications of algebraic topology or algebraic geometry 
methods. Rather less is known about the existence of such objects with prescribed collection 
of singularities, especially, objects defined over the reals. 
Let us illustrate this by the two questions, which have been open till recently: 
What may be the number of nodes on a plane algebraic curve of a given degree? For 
complex curves the answer is known [16]: the classical Plucker inequality is the only 
restriction. But what about real curves, whose nodes may be of three types - real node, 
single point or imaginary node? 
What may be the numbers of maxima, minima and saddles of a real polynomial in two 
variables of a given degree (see [ 1,2])? 
The goal of this paper is to suggest a general approach to such kind of problems, which 
works both in the complex and in the real cases. It is based on the Viro method of gluing 
real non-singular polynomials [22-241 (see also [ 141). This method appeared to be very 
efficient for answering concrete questions in Hilbert’s 16th problem. On the other hand, it 
became one of the basic ideas in the general theory of discriminants [3, Chapter 111. 
The general scheme of the Viro construction of a hypersurface with a given Newton 
polyhedron is as follows: (1) one divides the given Newton polyhedron into several more or 
less elementary subpolyhedra, (2) then one chooses polynomials with the Newton subpolyhe- 
dra obtained, (3) finally, one “glues” the chosen polynomials into the Viro polynomial. The 
Viro theorem [22-241, [14] states that the topology of the hypersurface defined by the Viro 
polynomial is determined by the topology of the hypersurfaces defined by the polynomials 
chosen in the second step. Similarly, this can be extended to any property of hypersurfaces 
or polynomials, providing that the property is invariant with respect to the standard action 
of the torus in the space of variables, and is stable with respect to small deformations of 
polynomials (see, for instance, [9, 191). 
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When dealing with singular hypersurfaces or polynomials with degenerate critical points, 
we have an invariant but not stable property. In [ 181 an example of such a problem was 
considered. The results of the present paper are: 
l We show how to modify the Viro method in order to keep singular or critical points 
when gluing polynomials, and give sufficient conditions for the existence of such a 
modification in terms of the smoothness and transversal&y of certain equisingular and 
equicritical families of polynomials (Theorems 3.1, 3.2 and 3.6). 
l In the case of singular plane curves, we express these sufficient conditions via numerical 
characteristics of curves and singular points (Theorems 4.1 and 4.2). As application, 
we solve the problem on the number of cusps of plane complex curves of degree <9 
(Theorem 4.3). 
l As another application, we give an asymptotically complete solution to the problem on 
possible collections of non-degenerate and degenerate critical points of real polynomials 
in two variables having no critical point at infinity (Theorem 5.1), that extends, in 
particular, the main result of [19]. 
Finally, we note that the two problems mentioned in the beginning, were solved just 
in this way [ 18, 191. The answers to the questions about cuspidal curves and critical points 
of polynomials in two variables, considered in this paper, are similar to these from [ 181, 
[ 191. Namely, we show that almost all collections of singular or critical points, satisfying 
the known restrictions, can be realized by suitable curves or polynomials. 
The text is organized as follows: Section 2 introduces notions, notations and contains 
auxiliary statements, Section 3 contains general gluing theorems, Section 4 is devoted to the 
gluing of singular curves, and in Section 5 we classify collections of critical points of real 
polynomials in two variables. 
2. PRELIMINARIES 
2.1. Conventions and definitions 
In this paper we work over the real and complex fields. Below all the notions, definitions, 
statements without special indication of the real or the complex field are valid in both the 
cases. 
Throughout the article the term singular point of a polynomial F in n variables means 
a singular point of the hypersurface {F = 0) fl (C’)“, and, analogously, critical point of 
F means its critical point in (C’)“. Below we will study polynomials with only isohted 
singular and critical points. 
Let us be given a certain classification of singular or critical points, invariant with respect 
to the transformations 
F(xl , . . . A,) ++ ~oF(&xl, . . ..&&I). 10, Al,. . . ,& > 0, 
and let (Yi)iE, (resp. (%?i)iE~) be the set of types of singular (resp. critical) points with 
respect to the given classification. In addition assume that the Milnor number is constant in 
each type. For a polynomial F, we introduce the vectors 
S(F) = (siy i E I), C(F) = (Ci, i E I) E Z’ 
so that si (resp. ci) is the number of singular (resp. critical) points of F of type Z (resp. 
%?j), i E I. 
In the sequel, polyhedron (in particular, polygon) means a convex polyhedron with inte- 
gral vertices, having non-negative coordinates. We introduce polyhedra by the list of vertices. 
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For a polyhedron A, denote by Y(A) the space of polynomials with Newton polyhedron A. 
By abuse of language we will write “coefficient of the point v E A” instead of “coefficient 
of the monomial corresponding to the point v”. Let d be a proper face of A. Define the 
truncation F” E Y)(o) of F E Y(A) to be the sum of all monomials in F corresponding to the 
integral points in rr. A polynomial F E Y(A) is called peripherally non-singular (PNS) if 
all its truncations F’, Q c A, are non-singular (in (C’)“). Similarly, F is called peripheraZfy 
non-critical (PNC) if all its truncations F”, CJ c A, have no critical points (in (C*)n). 
Definition 2.1. Let F E R[xl,. . . , x,] be a polynomial with the Newton polyhedron A of 
dimension n. Let A+ be the union of some facets (faces of codimension 1) of A. Put 
P(A, A+,F) = {G E P(A) : G” = Fa for any facet (T c A+}. 
Definition 2.2. Let zi, . . . , z, be all the isolated singular (resp. critical) points of F. In 
the space C(d) of polynomials of degree dd, for d > degF, consider a germ Md(F) at 
F E C(d) of the variety of polynomials with singular (resp. critical) points in neighborhoods 
of the points zi, . . . , z, of the same types. The triad (A, A+, F) is said to be S-transversal 
(resp. C-transversal) if 
l for d ado, the germ &(F) is smooth and its codimension in C(d) does not depend 
on d, 
l the intersection of Md(F) and <?(A, A+,F) in C(d) is transversal for d ado. 
2.2. Critical points of PNC polynomials 
For a polyhedron A c R” of dimension n, put V(A) = n! vol (A), where vol is the 
usual Euclidean volume in R”. 
LEMMA 2.3. A PNC polynomial in n variables with n-dimensional Newton polyhedron A 
has in (C* )” only isolated critical points with the sum of Milnor numbers equul to V(A). 
This follows from [12, Theorem III’(ii)]. 
LEMMA 2.4. Let the Newton polyhedron of a polynomial F be contained in a hyperplane, 
which does not go through the origin. If F has no singular points, then it has no critical 
points. 
ProoJ: Assume that the hyperplane 
al yl f.. + any,, = b # 0 
contains the Newton polyhedron 0 of F E C[x,, . . . , x,]. Then the equations for critical points 
E;I,, = F,, = . = F,” = 0 
imply 
FL2 a&& = 0 
- k=l 
hence any critical point of F is its singular point, 
3. GENERAL GLUING THEOREMS 
3.1. Gluing theorem for singular points 
Let us be given the three following objects: 
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l a non-degenerate polyhedron A c R”, 
l a subdivision of A into non-degenerate polyhedra Ai,. . . , A,,, such that there exists a 
convex continuous piecewise linear function v : A -+ R, whose linearity domains are just 
A,,...,A,, 
l a set of numbers (a,)vE~nzm such that a, # 0 if u is a vertex of at least one of the 
polyhedra Ak . 
Put 
Fk = c ai, ..,i,Xi’ ’ ’ ’ Xi, k = l,...,m. (1) 
(it,..., CEAr 
Let r be the dual graph of the subdivision A = Ai U . . . U A,,,: namely, its vertices are 
incident o A,,..., A,,,, and its arcs are incident o common facets cr = Ai II A,. Define 9 to 
be the set of oriented graphs F with support l? and without oriented cycles. It is clear that 
9 # 0. For any l! E 9 we denote by A,,+(S) the union of facets of Ai, which correspond 
to the arcs of l! coming in Ai. 
THEOREM 3.1. Assume that the polynomials (1) are PNS, and there is r E 29 such that, 
for any i = l,..., m, the triad (Ai, Ai,+(l?),Fi) is S-transversal. Then there exists a PNS 
polynomial F E Y(A) such that 
S(F)=S(F,)+...+S(F,) 
and the triad (A, 0, F) is S-transversal. 
3.2. Gluing theorem for critical points 
Introduce one more notation. For any polyhedron c, put 
where p(z,F) is the Milnor number of the critical point z, and z runs over all the critical 
points of F (in (C*)“). 
THEOREM 3.2. Assume that 
p(A) = 2 c &Fk) (2) 
i=l rE(c*) 
and there is FE 9 such that, for any i = 1,. .., m, the triad (Ai, Ai,+(F),Fi) is C- 
transversal. Then there exists a polynomial F E 9(A) such that 
C(F)=C(Fl)+...+C(F,) (3) 
and the triad (A, 0, F) is C-transversal. 
COROLLARY 3.3. (cf. [18]). rf Fl,..., F,,, have only non-degenerate critical points, and 
the total number of critical points of the polynomials FI, . . . , F, in (C* )” is equal to ,u(A), 
then there is F E 9’(A) satisfying (3). 
ProojI The statement easily follows from Theorem 3.2, because the Milnor number of 
a non-degenerate critical point is 1, the C-transversality holds for any l? E 9, since non- 
degenerate critical points are stable with respect o small deformations. 
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3.3. Proof of Theorems 3.1 and 3.2 
We will look for the desired polynomial in the following one-parametric family of poly- 
nomials: 
~~ = C ~~ ,,,, g(t)$ . . .-&Y(il,-..in), t > 0 (4) 
(iI,..., i,)EA 
where 
lAi,.,.i” -ai,...i,IGKt, (i~,...,in) E A 
with a positive constant K, which will be defined later. 
Step 1. Denote by Zk(it ,. . .,i,) = CQ,~ + a+] + . . . + a,& the affine function equal to v 
on Ak, k = l,..., M. The substitution of vk = v - /k for v in (4) gives the family 
Fk,t = Fk + c 
,4i ,,,, .&I . . . . x.tu(il,-rin) + C tAil...in - &l-i, b: ’ . ’ ’ J$ 
(4 ,..., in X& (iI,..., i,)EAk 
This substitution is the composition of the coordinate change 
Tk(Xlr..., x,) = (X,tx’L,...,n,t~“k) 
with the multiplication of the polynomial by a positive number: 
F~,* = C ~~ ,,,, ,&I . . . . . x; t”(il,....i”)-llr(il,...,in) 
(iI,..., i. )EA 
= t-m 
c 
,4i,,,..(xl t-w )h . . . . (X,t-u )L tNi~.....in) 
(il,...,i,)EA 
= t-lOkF,( Tk-‘(x,, . . . ,x,)). (5) 
In particular, this operation does not change S(F) and C(F) but only moves singular and 
critical points in (C’ >“. 
Step 2. Fix a compact Q c(C* >“, whose interior contains all singular and critical points 
of F,, . . , F,,, (in (C’)“). Since Fk,( - Fk -+ 0 as t -+ 0, there exists t(K) > 0 such that, for 
any t E (0, t(K)) and any k = l,.. .,m, 
all the singular points zkP, p E Ik, and the critical points wkP, p E Jk, of Fk,r in Q 
have appeared from a deformation of singular and critical points of the polynomial Fk 
in Q, 
no singular or critical point of Fk,l outside Q came from a deformation of singular or 
critical pOintS of Fk in Q, 
no singular point of Fk,t in Q came from a deformation 
with a nonzero critical value. 
of a critical point of Fk in Q 
Due to the convexity of v, we have 
C l@jk - xjl] > 0, k # 1. 
Hence, there exists t(Q) > 0 such that, for t E (0, t(Q)) the compacts T,(Q), . . . , T*(Q) are 
disjoint. Therefore, by (5), for t E (O,min{t(K), t(Q)}) the set of singular (resp. critical) 
points of the polynomial Ft in (C’ )” contains the disjoint union of the SetS { Tk(Zkp) : p E &}, 
k=l , . , . ,m (resp. of the sets {Tk(wkp): p E Jk}, k = 1,. . . ,m). 
200 Eugenii Shustin 
LEMMA 3.4. For t E (O,min{t(K), t(Q)}), the points Tk(zkp), p E Ik, k = 1,. . . ,m, are 
the only singular points of Fl in (C* )“, and the points Tk(wkP), p E Jk, k = 1,. . . , m, are 
the only critical points of F1 in (C’)“. 
Proo$ By the construction, the points Wkp, p E J., are exactly the critical points of Fk,t 
coming from a deformation of all the critical points of Fk in (C*)“. Hence, 
~dTk(W,),Ft) = c P(Wkp,Fk,t) = c PL(W,Fk) 
r&h PEJk WE(C’) 
and the condition (2) completes the proof for critical points. 
The case of singular points is reduced to the case of critical points. Namely, note that 
singular points do not depend on the multiplication of the polynomial by any monomial. 
Then, according to Lemma 2.4, we can think of F,, . . . , F, as PNC polynomials. Therefore, 
according to Lemma 2.3, 
c c ,dZ,Fk) = c v(b) = VA> = P(A). 
k=l ZE(C*) k=l 
Hence a singular point z # Tk(zkl), I E &, k = 1,. . . , m, of the polynomial Ft in (C’)” might 
come only from a deformation of some critical point of Fk with a nonzero level, what is 
forbidden by the construction. cl 
Step 3. To complete the proof of Theorems 3.1 and 3.2 we will define Ai,,,,i, as smooth 
functions of t such that, Ai,,,,i,(O) = ai,.,.i,, and for any polynomial Fk,*, its collection of 
types of singular (or critical) points in Q coincides with this for Fk, k = 1,. . . , m. This will 
define the constant K as well. For the polynomial Fk, denote by IV(~) the intersection of 
the germ Md(Fk) (d>do), introduced in Definition 2.2, with the closure of s(A) in C(d). 
The condition of S-transversality (resp. C-transversality) means that Mck) is the transversal 
intersection of smooth hypersurfaces 
Vl”‘( {Bil...& : (h ,..., i,)EA})=O, r=l,..., dk, (6) 
dk = COdimqd) l&(Fk). 
In particular, there is a set hk C Z” rl (&\A,+(r)) such that card(&) = dk, and 
at the point 
det #O (7) r=I,..,,k 
O,...lll)EA~ 
Bi, ,,.i, = ail.&) (h,..., in> E Ak 
0, (ii,...,&) 6 &. 
TO find out Ai, _i,(t) we have to plug 
into (6) for any k = 1,. . . , m. 
(8) 
LEMMA 3.5. 
(9) 
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Proo$ The oriented graph I! turns the set {At,. . . , A,,,} into a poset: we write Ai + Aj 
if there is an oriented path from Aj to Ai. Let US renumber At,. . . , A,,, SO that Ai + Aj 
holds only if i > j. We will prove (9) by induction on p = 1,. . . , m. Let p = 1. Then 
because it is equal to the determinant (7) for k = 1. Assume that 1 < p < m, and that 
# 0. 
‘=l...dk. <p. 
I, ,I”)E.A,U Ap 
Add the functions &‘+‘), r = l,..., IP+t, and the unknowns Ai ,,,,,, i , (it ,..., i,) E A,,+,. 
According to the numbering of A 1,. . . , A,,, , we have 
Hence 
A p+,n(A,u...uA,)=O. 
acpZk) 
W,...i, t=o 
= 0, k<p (6 ,..., i,) E Ap+l, 
because of (8) and the definition of ~1,. . , v,. On the other hand, 
det si=, #O, 
( ) I,...,, f r=L .dp+, ~q....‘n)E$+, 
and we are done. 0 
Now, by means of the implicit function theorem, we derive from Lemma 3.5 the ex- 
istence of the desired functions Ai ,_,_ i,(t), (it,. . . , i,) E A, and the S-transversality (resp. 
C-transversality) of the triad (A,O,Ft) with Ft defined by (4). 
3.4. The case of two variables 
In the case n = 2 we shall prove here a version of the gluing theorem, which sometimes 
is stronger than Theorems 3.1 and 3.2. 
Let F be a polynomial in two variables with a non-degenerate Newton polygon A. Define 
the space 
&A,A+,F) = {G E P(A) 1 for any edge acA+, 
G” coincides with F’ up to multiplication by a constant}. 
The triad (A, A+, F) is said to be weak S-transversal (resp. weak C-transversal) if it satisfies 
the conditions of Definition 2.2 with ?(A, A+, F) instead of P(A, A+, F). It is easy to see 
that the weak transversal@ condition coincides with the transversality condition, when A, 
is connected, and is weaker, when Ai is not connected. 
THEOREM 3.6. Theorems 3.1 and 3.2 are valid under the assumption that, for all i = 
1 , . . . ,m, A,,+(f) # aA, and the triads 
(4, A,+@)~F,), i = l,...,m 
respectively. are weak S-transversal, or weak C-transversal, 
Proof We indicate only how to modify the previous proof in the case considered. 
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Since the germs Ml(F) introduced in Definition 2.2 are invariant with respect to multi- 
plication of polynomials by positive numbers, we can pass to the projectivizations of all the 
polynomial spaces used. They all are subspaces of the space of polynomials with Newton 
polygon A. Let A,, v E A n Z2, be the set of coefficients of a polynomial G with Newton 
polygon A, such that A, # 0 as u is a vertex of Ai,. . . , A,,,. We shall parameterize a germ 
of P(A) at G by the two following groups of parameters: 
1. InanyAk, l<k<m,wefixavertexokandput 
B”=$, vEInt(Ak)nZ2. 
Pi 
2. Let us orient all edges in IJkm,, aAk. For an edge 6, denote by v(a), w(a) the initial and 
the terminal point, and put V(a) = (r n Z2\{ v(cI)}. In addition, for any k = 1,. . . , m, 
let us choose an edge (Tk C a&, ak$A,+(f). Put 
B 
A, 
0.0 = -3 
A 
V E v(a), OC a&, a # ak, 
L’(d) 
B 
A, 
“,fJk = -7 
A 
V E v(~k)\{w(~k)}, k = I,..., m. 
Nn 1 
Since the total number of the parameters B,, B,, is card( A n Z2) - 1, to show that these are 
coordinates in a neighborhood of G in P(P( A)) one has to check up only that the parameters 
in the second group are independent. The only possible relation may be llI,(B,(,),,)*l, where 
c runs over certain edges, forming a cycle. Hence, it is enough to prove that 
T = fi aAk\ fi ht(ak) 
k=l k=l 
is a tree. Indeed, if T contains a cycle To then, by the choice of ai,. . . , a,, such a cycle To 
embraces a connected component of T, lying in Int(A). This component is embraced by a 
cycle ro of the graph l?. Once again, by the choice of al,. . , a,,,, the cycle IO supports an 
oriented cycle of the graph r, that contradicts the definition of r. 
Now, observing that the germs of the spaces p(,5?+(Ak,Ak,+(j?),Fk)) at Fk, 1 <k<m, are 
described by the disjoint sets of parameters 
&, v E Int(Ak) n 22, 
B “,b, V E v(a), GC ak, a LA,+@), a # ok3 
B v,ok, 0 6 v(ak)\w(akh 
we complete the proof as in Section 3.3. 
4. GLUING OF SINGULAR ALGEBRAIC CURVES 
4.1. Numerical suficient conditions for the weak S-transversality 
We consider two classifications of isolated singular points of plane curves - topological 
and analytic. Correspondingly we shall speak of the weak S,-transversal@ and weak S,- 
transversality. 
We recall that the topological type of a singular point z of a plane curve C is determined 
by the following discrete invariant (see [20, Section 3,251): the number of local branches, the 
embedded resolution tree T, multiplicities of the strict transforms of C&j at infinitely near 
points q E T (including z) and intersection numbers of Cc,) with the reduced exceptional 
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divisors ,!&). In these terms we shall define topological invariants needed below: 
l Let z be of type Azk_ 1, k >/ 1 (equivalent to y2 +x 2k Then C has at z two non-singular .
branches Pi,P2, and we put b(P1,C) = b(P2,C) = k - 1. 
l Let z be of type A2k, k > 1 (equivalent o y2 + x~~+‘). Then C has at z one branch P, 
and we put b(P,C) = 2k - 1. 
l Let z be not of type Ak. A point q E T is called terminal if it is non-singular both for 
Cc4) and EC,,. We remove from T all the points following terminal points. For a local 
branch Q of C centered at z, define b’(Q, C) to be the sum of the multiplicities of the 
strict transforms Qc,, of Q at non-terminal points q E T, and define b”(Q, C) to be 
(Qc4) .Ec4)) - 1 at the (unique) terminal point q on Q, where (* . *) is the intersection 
number. Put b(Q, C) = b’(Q, C) + b”(Q, C). 
Singular points z,w of curves F, G, respectively, are called analytically isomorphic if 
tip,= E @G,~,. The Tjurina number 
r(Z,F) = dime C{x, v)/(f,fx, fy) 
where f (x, y) = 0 is a local equation of F, is an analytic invariant. 
If F E 9(A) is PNS, then each edge cr c aA determines certain local branches of the 
projective closure of the curve F(x, y) = 0, centered on the lines x0 = 0,x1 = 0,x2 = 0. The 
number of these branches is equal to the number of the minimal segments on (r with integral 
endpoints. If G is a component of F then p(a, G) is the number of the local branches of G 
determined by the edge CJ. 
THEOREM 4.1. Let C be a PNS polynomial with non-degenerate Newton polygon A. 
1. Let C be irreducible. Then the triad (A, A,, C) is weak &-transversal if 
~bU=J) < c da,0 
P d c ?A 
where P runs through all local branches of C centered at singular points in (C*)2, and it 
is weak &-transversal if 
where z runs through all singular points of C in (C*)2. 
2. Let C split into components Cl,. . . , C,. Then the triad (A, A+,F) is weak S,- 
transversal if 
Cb(Pt,C) < c p(o,Ci), i= l,..., s 
P, D c ea 
4 4 
where P; runs through all local branches of Ci centered at singular points of C in (C*)2, 
and it is weak &transversal if 
C(r(Z,Ci)-l-t(Ci’~i)~) < C p(O,C;), i=l,..., s 
z 0 C iA 
cza+ 
where z runs through all singular points of C in (C*)2, and (Ci . Ci), is the intersection 
number at z of Ci with Ct, the union of all components of C except Ct. 
Proof The plane blown up at r points is denoted as II,. 
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Step 1. First, consider the linear system s(A, 0, C). It has in general, base points 
(1, 0, 0), (0, LO), (0, 0,l) with fixed Newton diagrams. Let 9 be the Newton diagram of one 
of these points. Put 
x(3) = max i, 
(i,jW 
r(9) = #(S n 22) - 1, k(9) = (.m;zn(i +_G 
I, 
Let us blow up this base point. Then the system @(A, 0, C) in the plane will turn into a 
system 
y;pc I&I,(~o~o -k(S) .E)I 
where EO is the strict transform of a generic straight line, E is the exceptional divisor. 
Instead of the blown up base point the curves in 8 have base points on E with fixed 
Newton diagrams. Representing the blowing-up in local coordinates x, y as (x, y) H (x, xy), 
one easily gets that the number of the new base points is 0, 1, 1, or 2 according as x(3) = 
y(B) = k(9), or x(3) = k(3) < y(9), or x(3) > k(Y) = y(9), or x(%J),y(3) > k(3). 
In addition, 
k(3) =x(3) + y(9) - r(9) - X(x(9’) + y(Y) - r(@)) 
9’ 
where 9’ runs over Newton diagrams of the new base points. Summarizing, we obtain that 
after several blowing-ups the original system &A, 0, C) will turn into a system IOn,(doEo - 
d,E, - . . ’ - d,E,,,)I without base points and satisfying 
dl + . . . + d, = C(X(9i) + y(%i) - .(Yi)) = 3do - C ~(0, C) 
i=l ocdA 
where 9?t,9?z, 93 are the Newton diagrams of the points (l,O, 0), (0, l,O), (O,O, 1) for C. 
Step 2. The previous procedure takes the linear system @(A, A+, C), to a subsystem in 
IOn,(doEo -dIEI -. . -d,E,)(, defined by the condition to pass through certain fixed points 
(these points correspond to the roots of the truncations of C(x, y) on the edges G c A+). 
We blow up these fixed points and come to a linear system IOn”((doEo - d,El -. . . - d,E,)( 
without base points and satisfying 
d, +... + d, = 3do - c P(%C) . 
” c 11‘3 
4 A+ 
Step 3: The weak S,-transversality for an irreducible C. Using Theorem 6.l(ii), (iii) in 
[4], we can write a sufficient condition for the weak S,-transversality as 
-KS. C* > c (r(z, C) - 1) 
zESing(C)n(C*)Z 
where C* is the strict transform of C in the surface II,,. By the previous computation, the 
latter inequality can be rewritten in the required form. 
Step 4: the weak S,-transversality for a reducible C. If C = Ct . . . . . C, then, as in the 
first step, 
C.* E IOs(dci)Eo - d(‘)El - 1 0 1 - d(‘)E,)I ... n 
dy) + . . + d:’ = 3d”’ - C p(o, Ci), i = 1,. . . , S. 
” c iA 
*e A+ 
Once again we derive the sufficient condition for the weak S,-transversality in the form (2) 
by means of Theorem 6.1 (ii), (iii) of [4]. 
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Step 5: the weak S,-transuersality. Instead of the topological equisingular stratum M(C), 
introduced as in Definition 2.2 for the topological equivalence, we consider the substratum 
M,‘(C) c Ml(C), given by the condition to have fixed non-terminal infinitely near points for 
all singular points of C in (C* )2 of types different from Ak, k 2 1. It is shown in [ 171 that the 
smoothness of M,‘(C) and the transversality of its intersection with .@(A, A+, C) implies the 
same for Ml(C). To study M,‘(C) n P(A, A+, C), we blow up the plane as in the previous 
step and then blow up all the fixed non-terminal infinitely near points. 
One obtains the strict transform C* c IIp of C, belonging to a linear system ]0s(d& - 
dlEl - . . - d,E,)I with 
dl +...+d, =3do- c p(a,C)+~b’(Q,C) 
n c 2‘5 
&A+ Q 
where Q runs through all local branches of the curve C at singular points z E (C*)2 of types 
different from Ak, k 3 1. 
The curve C” has singular points zi,. . . ,z, of types Ak,, . . . ,Ak,,, respectively, and non- 
singular points WI,. . . , wb, where C* intersects with certain exceptional divisors, say El, . . . , EI,, 
with multiplicities dl, . . . , db, respectively. The points zi, . . . , z, come from the singular points 
of C in (C*)2 of types Ak, k > 1. The points wi , . . . , wb come from the terminal infinitely near 
points of C, defined for the singular points in (C*)* of types different from Ak, k> 1. 
The germ M;(C) n ?(A, A+, C) turns into the intersection in (On,(doEo - d*El - . . . - 
d,E,)( of the equisingular stratum, corresponding to the singular points ~1,. . . ,z,, with the 
germ at C’ of the variety M of curves C’ E ISnP(C*)[ meeting El,. . .,Eb at some points 
I w, , . . , WI, with multiplicities dl, . . . , db, respectively. Instead of A4 we will take the (projec- 
tive) tangent space, that is (see, for instance, [ 17, Lemma 5]), the linear system of curves 
C’ E IPn,,(C*)( satisfying 
(C”Ei)(wi)>ki-1, i=l,..., b. 
We blow up each point wi successively ki - 1 times and turn this tangent space into a linear 
system /0,(doEo - d,El - . . - d,E,)) satisfying 
d, +... + d, = 3do - c ~(0, C) + c b(Q, C) 
n C PA 
da+ Q 
where Q runs through all local branches of the curve C at singular points z E (C*)2 of types 
different from Ak, k > 1. 
Since the topological and analytic equivalences coincide for singularities Ak, k > 1, one 
can apply Theorem 6.1 (ii), (iii) of [4] to the equisingular stratum on the surface II4 and, 
using z(A~) = k, derive the sufficient conditions (1) and (2) for the weak SJransversality. 
4.2. Gluing of nodal curves 
Here we show that it is possible to glue nodal curves without any restriction. 
THEOREM 4.2. Let the polynomials (1) be real PNS in two variables, and let the curves 
F, = Q,..., F, = 0 have only nodes (in (C*)2). Then there is a real PNS polynomial 
FEB(A) withS(F)=S(Fl)+...+S(F,,,). 
Proof: For a nodal curve the left hand side in (2) is zero. Hence, it is enough to find a 
graph l? E Y, satisfying the conditions: for any k = 1,. . . , m the set A,+(f) is connected, 
and p(Fk, A,+@)) n G # 8 for any Component G C Fk. 
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For any common edge e = Ai fl A,, we direct the normal vector Z(e) = (nt ; n2) of cr so 
that n2 >O, and nl > 0 when n2 = 0. Then we orient the corresponding arc of T according 
to the direction of Z(e). Evidently, Ak,+@) is connected, and p(Fk,Ak,+(F)) counts the 
local branches of Fk centered at the infinitely far straight line, which are not tangent to the 
x-axis. Evidently, any curve different from the x-axis has at least one branch of this kind. 
This completes the proof. cl 
4.3. Gluing of cuspidal curves 
Here we study the question: what may be the number of ordinary cusps of a plane com- 
plex irreducible curve of a given degree? Namely, denote by Kmax(d) the maximal possible 
number of cusps for a plane curve of degree d, and introduce K,,(d) as the maximum of n 
such that for any m <n there exists a curve of degree d with m cusps as its only singularities. 
The known general results are 
K,,,(d)<$d2 - ad, da6 P3, 111 
&,(d)a d2 -y+4 [18]. 
For small degrees d the equalities 
K,,,(3) = K,,(3) = 1, &,X(4) = &s(4) = 3 
~~~~(5) = K,,(S) = 5, Gax(6) = G,(6) = 9 
are classical. It is known also that 
Kmax(7) = K,,(7) = 10 (upper bound in [15], lower bound in [lo]), 
146&,,,(8)6 15 (upper bound in [15,21, Section 8.81, lower bound in [7, lo]), 
18 <K,,,(9)<20, (upper bound in [21, Section 8.81, lower bound in [7]). 
K&10) = K,,,,,(lO) = 26 (upper bound in [21, Section 8.81, lower bound in [7]). 
We give complete answers for degrees 8 and 9: 
THEOREM 4.3. 
K,,(8) = K,,,(8) = 15, K,,(9) = J&x(9) = 20. 
Proof: By the above inequalities it is enough to show that Z&s(S)> 15, K,,(9)>20. 
Moreover, since the S-transversal&y means that by variation in the given space of curves 
one can remove arbitrary singularities keeping the others, by Theorem 3.1 it is sufficient to 
construct a curve of degree 8 with 15 cusps and a curve of degree 9 with 26 cusps by our 
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method. We shall glue irreducible cuspidal curves; hence by Theorems 3.6 and 4.1( 1) it is 
sufficient to verify the inequality 
the number of CUSPS of Fi < C p(c,Fi) (10) 
for all glued curves FI, . . . , F,,,. 
For d = 8 we divide the triangle A 
polygons (Fig. 1): 
A, = {(0,4), 
A2 = {(O,O), 
A3 = {(3,2), 
A4 = {C&O), 
with the vertices (O,O),(S,O),(O, 8) into the four 
(3,2), (6,2), (098)) 
(0,4), (3,~)~ (5,O)) 
(5,0), (6,2)} 
(6,2), (890)). 
Now we choose suitable polynomials F,, Fz,Fs,F4. Put Fl(x, y) = y2C,(x, y), where 
C&X, y) = 0 is the sextic curve with 9 cusps such that one cusp is located at the origin and 
is tangent to the x-axis. Hence, Fl(x, y) = 0 has 8 cusps in (C*)2. Take F~(x, y) = 0 to be a 
quintic curve with 5 cusps in (C*)2, posed so that its projective closure has an inflexion at 
the intersection point of the y axis with the infinitely far line, which is tangent to the curve 
(for the existence of inflexion points and the curve itself see, for instance, [6]). At last, put 
F4k Y) = x5C3(x, Y>, F3(x, y) = x”y2F4(x-‘, y-’ ) 
where Cs(n, y) = 0 is the cuspidal cubic such that its projective closure has an inflexion at 
the intersection point of the infinitely far line with the y-axis, which is tangent to the curve. 
The formula for F3 comes from the affine transformation taking A4 to As. 
The condition (10) is easily verified if all the arcs of the graph r are oriented upwards (in 
the natural sense). To complete the construction we have to make the polynomials F1, . . . , F4 
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agree with each other. Namely, the truncations of Fi, Fj on the common edge 0 = Ai n Aj 
must coincide. We do this as follows. Fix the polynomial FI. The condition on F3 means 
that Cs meets the x-axis at three prescribed points, that, clearly, can be done by moving 
the x- and y-axis in the affine plane, keeping the intersection point of the y-axis with the 
infinitely far line. Then we get prescribed coefficients of x5,x4y,x3 y2 in FZ by means of 
a suitable affine transformation, and prescribe the coefficient of y4 keeping the three latter 
coefficients, by a transformation 
Finally, we prescribe the coefficients of x5,x6y2 in F4 by a transformation 
For d = 9 we divide the triangle A with the vertices (0,0),(9,0), (0,9) into the four polygons 
(Fig. 2): 
A, = {(0,3), (393) (4,5), (099)) 
A2 = {(3>0), (3,3), (574) (970)) 
A3 = ((0, Q (3, O), (333) (023)) 
A4 = {(3,3), (524) (4,5)}. 
Put Fl(x, y) = y3Ce(x, y), where C6 is the curve from the above construction. Put Fz(x, y) = 
Fl(y,x). Define F&c, y) as an arbitrary polynomial with the Newton triangle Ad, compatible 
with F,, Fz. To define F3 let us take the quartic projective curve C4 with three cusps and 
choose a coordinate (x0,x1,x2) so that the line x0 = 0 is tangent to Cd, (O,l,O),(O,O, 1) E 
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C,+, (l,O, 0) 6 Cq, and the lines x1 = 0, x2 = 0 are transversal to Cd. The Cremona 
transformation 
no = x:x;, x1 = x&i, x2 = x;x; 
takes C4 to the sextic curve with four cusps and two triple points (0, l,O), (O,O, 1). In the 
affine coordinates x = xi /xb, y = .X$/XI, this curve is given by a polynomial with the Newton 
square A3. 
Orienting the arcs of f upwards and to the right, one easily verifies (10). It remains 
to make the polynomials F1, F2, FJ compatible. By Theorem 4.1 the triad (A,, A+, FJ), 
where A+ is the union of the edges [(0,3),(3,3)] and [(3,3),(3,0)], is S-transversal. This 
means, in particular, that, varying FJ in the set A43 of polynomials with the Newton square 
A,, defining curves with 4 cusps, one can realize any small variation of the coefficients 
~03,~13,~23,~33,~32,a31,a30. Hence, the morphism 
is dominant. Similarly, denoting by Ml ,M2 the sets of polynomials with the Newton polygons 
At, AZ, respectively, defining curves with 8 cusps in (C*)2, one gets the dominantness of 
the morphisms 
F En/i, H (@03,&3rQ23,a33) E c4 
G E M2 H (Q33,a32,u31,a30) E c4. 
Finally, the dominantness of the above three morphisms implies the existence of a compatible 
triple of polynomials F,, F2, F3, which being glued with F4 give a curve of degree 9 with 
20 cusps. 
5. CRITICAL POINTS OF REAL POLYNOMIALS IN TWO VARIABLES 
5.1. Statement of the problem 
In this section we deal with only real polynomials in two variables. A non-degenerate 
critical point of such a polynomial is a maximum, or a minimum, or a saddle, or an imaginary 
critical point. The simplest degenerate critical point has the Milnor number 2 and is denoted 
by AZ. There are two types of such real critical points: Ai - locally equivalent to y2 + x3, 
and A; - locally equivalent to -y2 + x3. For a polynomial F with only non-degenerate 
critical points and points of type AZ, denote by CO, c~,Q,u~+, a; the numbers of minima, 
saddles, maxima, points of type A2f, and points of type A,, respectively. Here we study 
the classification problem of vectors Z(F) = (co,c~,c~,u~,u~) for polynomials of a given 
degree and without singularities at infinity (i.e. the leading form of such a polynomial has 
no multiple factor). Recall that in the case uz = a; = 0 the problem was stated in [l] and 
solved in [ 191. 
5.2. The result 
Denote by Td = ((0; O),(O; d),(d; 0)) the Newton triangle of a generic polynomial of 
degree d. For a PNS polynomial F E P(Td), denote by m the number of real intersection 
points of the curve F = 0 with the infinitely far straight line. Since F is PNS, this intersection 
is transverse. Hence 
O<m<d, m z d (mod 2). (11) 
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THEOREM 5.1. For any non-negatiue integers d 2 10, m, co, cl, c2, a:, a; satisfying (11) 
and 
(12) 
Co-cl +c2 = 1 -m (13) 
9d- 12 
min{cs; cf} > ----4-- (14) 
there is a PNS polynomial F E Y(Td) with Z(F) = (c0,cI,c2,a~,a;). 
Let us make comment. First, (11-13) are necessary, namely, (12) is the natural upper 
bound on the total Milnor number, and (13) is a variant of Morse’s formula (see [2,19]). 
We point out that Theorem 5.1 gives an asymptotically complete solution to the problem 
stated. Indeed, the number of non-negative integral vectors (m, cc, cl, ~2, al, a; ), satisfying 
(11-13) for a given A, is d9/768 + O(d*), whereas the inequality (14) forbids in the latter 
set only 0(d8) vectors. 
As compared with the main result of [19], Theorem 5.1 asymptotically covers it. More- 
over, in fact, here we provide a new proof of Theorem 3.1.6 [ 191. Note also that the proof 
in [19] is done as follows: first, an asymptotically complete solution is obtained, and then 
a number of extremal cases is considered. Here we treat only the main case and omit ex- 
tremal cases with min{co,cz} < 1 ld/4 - 3, because, first, all needed modifications of the 
main construction tremendously enlarge the proof (for instance, in [19] the main case is 
proven in two steps and the other cases take ten more steps), and, second, the restric- 
tion (14) cannot be removed completely, at least for degrees 3 and 4 (see examples in 
[19, Remark 3.1.101). 
The proof of Theorem is divided into three steps. In the first step we describe polynomials 
used in the gluing procedure. In the second step we glue these polynomials into polynomials 
of degree d with a possibly maximal number of critical point of type AZ. In the third step, 
using independence of deformations of points AZ, we get prescribed distributions of non- 
degenerate and degenerate critical points. 
5.3. Example: critical points of cubic polynomials 
Our approach fits for small degrees d < 9 as well, but requires each time special subdi- 
visions of the main Newton polygon. Here we show this in the case of cubic polynomials. 
Assume that all critical point are real and their total Milnor number is 4 (the maximal 
possible). A pair of points of type A2 cannot occur, because the splitting 04 + 2A2 is 
impossible [13]. The pairs (At, min) and (A;, max) are forbidden in [19, Remark 3.1.101. 
Hence, we have the only possibilities 
(co,cI,c2,a:,a;) = (O,l, l,l,O>, 
(1, LO,O,l), (O,ZO, l,O>, (0,2,O,O,l), 
for a cubic polynomial with a point of type AZ. The polynomial 
(15) 
cpl(x,y)=ary+y2+x2y+x3, u= 18+12Jz 
with Newton quadrangle ((1,1),(0,2),(2,1),(3,0)} h as one critical point of type A,f (see 
Lemma 5.4 below), the threenomials 
Vz(X,Y) = my +x + Y2, 473(x, Y) = Y2 + XY2 + X2Y 
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with Newton triangles {(1,1),(1,0),(0,2)}, {(0,2),(1,2),(2,1)} have a saddle in (R*)2 (see 
Lemma 5.2 below). The polynomial 
(p4(x,y) = y2 +y3 +xy2 +x2y 
with Newton triangle {(0,2),(0,3),(2,1)} h as a maximum in (R*)2 (see [19, Lemma 3.5.21). 
Hence, the combinations (15) can be realized by polynomials 
F1 = (a + O(t))xy + y2 +x2y +x3 + y3t2 +xy2t ===+ (A,f,max,saddle) 
F2 = -FI =+ (A;, mitt, saddle) 
F3 = (a + O(t))xy + y2 +x2y +x3 +xt + txy2 ==+ (AZ,2 saddles) 
F4 = -F3 ==+ (A;, 2 saddles) 
which correspond to subdivisions of the triangle {(O,O),(O, 3),(3,0)} shown in Fig. 3. Here 
the coefficients a, = a + 0(t) of xy are smooth functions of t. For instance, in the third case 
the system 
F3,xk Y 1 = F3&, Y) = 0 
is reduced to the equation 
t(12t-4a,-3)x4+4(6t-1)x3+(4t3-u~t-6u,+12)x2+2(4t2-u~)x+4t=O (16) 
which for t = 0 turns into the equation 
-4x3 - (6~ - 12)x2 - 2u2 = 0 
with a double root x0 = - 12-9fi, corresponding to the A,f-point of the polynomial cpt(x, y). 
We choose a, so that to keep a double root in the family (16). Namely, the discriminant of 
the polynomial (16), 
(6u, - 12)2 - 32~: + t@(x, y, t,ut) = 4(u, - ~)(a! - 18 + 12v5) + t@(x, y, t, at) 
has a simple root a, = a for t = 0; hence the required solution at = a + O(t) does exist. 
5.4. Critical points of polynomials with Newton triangles and quadrangles 
A triangle A is called primitive if V(A) = 1. If there is a straight line going through 
the origin and through two vertices of A, then A is called zero-triangle. If A is not a 
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zero-triangle, introduce the convex hull K(A) of A U (0). If K(A) is a triangle then A is 
called even, and otherwise A is called odd. An even triangle A is called (i) of type 1, if it 
has no vertices with both even coordinates, or (ii) of type 2, if the vertex of A belonging 
to Int(K(A)) has both even coordinates, or (iii) of type 3, if a vertex of A belonging to 
X(A) has both even coordinates. 
LEMMA 5.2. Let a triangle A be primitive, and let F E p(A) have positive coeficients. 
If A is zero-triangle, then F has no critical points, otherwise F has exactly one real critical 
point z. If A is odd, then z is a saddle, if A is even of type 1 or 2, then z is a maximum, 
if A is even of type 3, then z is a minimum. 
This follows from [19, Proposition 2.24. 
Now we shall study certain polynomials with critical points of type AZ. The following 
well-known statement (see, for instance, [5, Section 21) shows that the notion of the C- 
transversality is correct for points of type AZ. 
LEMMA 5.3. Let z be a point of type AI of a polynomial F E C(d). Then the germ at 
F of the equisingular stratum Md(F) of Z in C(d) is smooth, has codimension 2, and its 
tangent space is 
(17) 
Zf z, F are real then the complement of M(F) in a real neighborhood of F in C(d) consists 
of two components: a polynomial from the first one has two imaginary critical points in a 
neighborhood of z, a polynomial from the second one has either a maximum and a saddle, 
or a minimum and a saddle, according as z is of type A; or Ai. 
Remark 5.4.3. At the point z 
hence (17) defines a hyperplane. 
Let A be a parallelogram with V(A) = 2 such that, for any two integral points ~1, p2 E 
A, the straight line (~1~2) does not go through the origin. Let A+ c 8A consist of two 
adjacent edges, and let A be a family of polynomials in Y(A) with fixed positive coefficients 
of vertices from A+, and a variable positive coefficient of the vertex @ A+. At last, denote 
by S,,& the two possible subdivisions of A into triangles. 
LEMMA 5.4. Under the above hypotheses, 
a A contains exactly two polynomials F1, F2 with a critical point of type AZ, 
l triads (A, A,, FI ), (A, A+, Fz) are C-transversal, 
l Fi has a point of type A:, if Si contains an even triangle of type 3, and Fi has a 
point of type A, otherwise, i = 1,2. 
ProoJ: Let 
h = (il,_h>, V2 = (i2J21, V3 = (i3J3h V4 = (i4J4) 
i4 = il + i3 - i2, j4 =j, +j, -j2 (18) 
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be the vertices of A, and V,, V2, V3 E A+. They are the only integral points in A. Without 
loss of generality, put coefficients of V,, V2, Vs equal to + 1, and denote the fourth coefficient 
by a. The critical point of a polynomial F E A is defined by equations 
*F, = j,# #I + izx’2 $2 + iJxis $3 + aj4Xi4y& = 0 
y~Y = j,# #, + j2@ #2 + jsXb #3 + aj,xi4 $4 = 0. (19) 
According to Theorem II of [ 121 and the conditions of Lemma 5.4, the system (19) has 
in (C*)2 either two solutions, giving non-degenerate critical points, or one solution, giving 
a point of type AZ. Since (18) and 
det 
i, -id i3-i4 
> 
*V(a)=*, 
jl-j4j3-j4 = 2 
the system (19) is equivalent in (C*)2 to 
ilu + i2uv + i3v + ai = 0 
jiU+j2uu+j3v+aj4=0 
with the unknowns 
U = xil -is jl -A Y 7 
v =$3-b h-j4 
Y . 
Denote 
(20) 
M, = i3j2 - i2j3, M2 = i4jl - ilj4 
M3 = i3jl - ilj3, M4 = i4j2 - i2j4. 
Here MlM2M3M4 # 0 because of geometric properties of A. Then (20) is equivalent to 
u = -(i30 + ai4)/(i, + i2v) 
u2M, + v(M3 + aM4) $ aM2 = 0. 
The discriminant of the latter equation vanishes when 
a= 
2M,M2 - M3M4 i 2dM,Mz(M,M2 - M3M4) 
M42 
(21) 
An easy computation gives 
M,M2 = (i3j2 - izj3)(i4jl - i,j4) > 0 
because the triangles OV3V2 and OVdV, have the same orientation, and 
M,M;! - M3M4 = (izj, - iljd(i3j4 - i4j3) > 0 
because the triangles 0V2 V, and 0V3 V4 have the same orientation. Therefore, (2 1) proves 
the first statement. 
Now assume that (x0, yo) E (C*)2 is the critical point of F,. Put A = F,,,(xo, yo), 
B = F,,,,(xo, yo), and assume that A # 0. We have to show that 
9 = {H E Y(A,A+,F,) I AH,(xo,yo) -HL(xo,yo) = 0) 
is one point. Introduce 
31 = {H E Cl(Y(A)) I Aff,(xo, yo) - BfL(xo,yo) = 0). 
It is easy to check up that xF,,~, YF,,~ E 9,. The geometric properties of A imply that there 
are unique numbers c(, /I such that the truncation of KxF,,, + BYF,,~ on the edge d = [V,, V2] 
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coincides with FP, and, in addition, coefficients of V3 in F1 and in KxF~,, + /IYF~,~ are 
distinct. Then the set 
22 = {ff E 31 I H + ~FI,, + BYF~,~ E 9) 
consists of polynomials 
where 
yoxh yh + yxyx” yj4 
yo = const # 0, y E R 
yo(Aj3 - Bi3)xi3 yh f y(Aj4 - Bi4)xi4yj4 = 0. 
But the latter equation has a unique solution y because the vectors (i3,j3), (i4, j4) are inde- 
pendent, and A # 0. This completes the proof of the C-transversal&y. 
Let al,a2 be the roots of (21). If a E (al,a2) then the corresponding polynomial F E A 
has two imaginary critical points. If a E (0,al) is sufficiently small then the corresponding 
polynomial F E A is the gluing of two threenomials determined by the subdivision Sr = 
{VI V2V3; V, V3 V4). Hence, according to Corollary 3.3, C(F) consists of two real critical 
points determined by the triangles VI V2 V3, VI V3 V4 as described in Lemma 5.2. Analogously, 
for a > a2 big enough, C(F) is determined by the triangles VI V2 V4, V2 V3 V4. This completes 
the proof of the third statement. 
LEMMA 5.5. The family of polynomials 
F = a,x2kY2k + a2X2k+l Y2k + a3x2ky2k+l + a4x2k+l y2k+l 
with jixed positive al,a2,a3 and variable a4 > 0 contains exactly one polynomial with a 
critical point of type A;. The triad (A, A+, F) with 
A = {(2k,2k),(2k + 1,2k),(2k + 1,2k + 1),(2k,2k + 1)) 
A+ = [(2k + 1,2k), (2k, 2k)] u [(2k, 2k), (2k, 2k + l)] 
is C-transversal. 
The proof is similar to the proof of Lemma 5.4. 
5.5. Subdivision of Td and ghing of polynomiah 
The subdivision presented below was suggested by I. Itenberg. I am grateful to him for 
his kind permission to use here this subdivision. 
Let us fix d > 10. First, we take the squares and parallelograms of area 1 
Qi,v = {(i,2j),(i+ 1,2j),(i + 1,2j + l),(i,2j + l)}, 1 <i<Z_i, 1 <<j 
Qzi,j = {(2i,j),(2i+ l,j),(2i+ l,j+ 1),(2i,j+ 1)}, l<j < 26 l<i 
Pi,zj+l = {(i,2j+l),(i+1,2j+ l),(i,2j+2),(i- 1,2j+2)}, l<i<2j, l<j, 
Pzi+l,j = ((2if l,j),(2i+ l,j+ 1),(2i+2,j),(2i+2,j- l)}, l$j,<2i, 1 <i 
contained in the triangle Td-1 (see Fig. 4). 
LEMMA 5.6. There exists a convex piecewise-linear function v : Td-1 -+ R, whose linear- 
ity domains are the above squares and parallelograms, and triangles of area 112 such that 
exactly 2d - 3 of them are zero-triangles. 
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Fig. 4. 
ProoJ: We shall construct such a function in the positive quadrant and then restrict it to 
Td_ 1. We proceed by induction, showing that there exists a convex piecewise-linear function 
v(i, j) = v(j, i) on the square 
SI = {(O,O),(O,n),(n,n),(n,O)} 
whose linearity domains are all the quadrangles Qkr, Pk[, k, 1 < n and triangles of area i, 
such that exactly 2n - 1 of them are zero triangles. 
The case n = 2 is trivial. Assume that v : S, + R, n 32, is a required function, Let us 
extend it on S,,r . Let n be even. To get the squares Q., Qni, ibn, and the triangles 
{(n,O),(n + l,O),(n, l)}, {(n, l),(n + LO),@ + l,l)} 
{(O,n),(O,n + l),(l,n)}, {(l,n),(O,n + l),(l,n + 1)) 
as linearity domains in S,,+t\S,,, we define 
v(i,n + 1) = v(i,n) +A, 1 <i<n 
v(O,n+l)=v(O,n)+U, v(n+l,n+l)=v(n,n)+U, 
and the other values by symmetry, where 
Let n be odd. To get the parallelograms Pin,Pni, i < n, and the triangles 
{(O,n),(Ln),(O,n + I)), {(n,O),(n + LO),@, 1)) 
{(n,n),(n,n + l),(n - l,n + I)}, {(n,n),(n + l,n),(n + l,n - 1)) 
{(n,n),(n + l,n),(n,n + l)}, {(n + l,n),(n,n + l),(n + l,n + 1)) 
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as linearity domains in S,,,, is,,, we define 
v(i,n + 1) = V(i$ 1,n) +A, o,<i < II, 
v(n,n+ l)= v(n,n)+2‘4, v(n+l,n+l)=v(n,n)+4‘4, 
and the other values by symmetry, where A is as above. q 
Then we extend v on Td in order to divide Td\Td_-l into the triangles T = {(O,d),(d,O), 
(d - 1,O)) and 
{(O,d),(i- I,d-i),(i,d- 1 -i)}, i= l,..., d- 1. 
LEMMA 5.7. For any m satisjjing (11) there is a polynomial in .Y(&) with positive 
coefficients, with d - 1 real non-degenerate critical points, and with a truncation on the 
edge [(O; d), (d; 0)], having exactly m real linear factors. 
For the proof see [19, Section 3.31. 
Without loss of generality, assume that the numbers CO, ~2, a;, a;, given in Theorem 5.1, 
satisfy 
co+a2+dc2 +a, . (22) 
Now we fix coefficients a;j, i +j <d, taking, first, these from the polynomial in Lemma 5.2.5, 
and, for the rest of Td, choosing positive aij successively by the order 
(i,j) + (k, I) w j < 1 or j = 1, i < k 
so that to have in each quadrangle of our subdivision a polynomial with a critical point of 
type AZ. By Lemmas 5.4 and 5.5 for the squares Szi,zj, which give at most fourth part of all 
quadrangles, we can get points of type A;, and for all other quadrangles we can prescribe 
types A; and Al. Note also that the number of non-degenerate critical points coming from 
the polynomials with Newton triangles in our subdivision can be easily estimated from above 
by (9d - 13)/2. 
If we orient the arcs of the graph T in Theorem 3.2 to the right and upwards (in the 
natural sense), then in any quadrangle A+(?;) will be the union of at most two edges, that 
provides the required C-transversal@ by Lemma 5.3, and gives us polynomials of degree d 
with certain &,, c^l, 13 and arbitrary a^;, 6: satisfying 
9d- i3 
ti,+g = 
Cd- U2 -N a^+<36_ 
2 ) 2.. 2. 
It is easily shown that we can choose a^;, ii: in such a way that, for given CO, CI,C~, a;, ai 
satisfying (12-14) and (22), 
CO = c^O + a, Cl =& +cc+8, c2 =c^2+p 
1- a2 = a2 - c( - y, a,‘=cil-/I-6 
with non-negative c(, /I, y, 6. Using the C-transversality stated in Theorem 3.2, we deform 
some points of type A,, A2f of the polynomial constructed and realize the required collection 
of critical points. 
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