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The era of gravitational-wave astronomy started with the detection of a binary
black hole coalescence on the 14th of September 2015 by the Advanced Laser In-
terferometer Gravitational-wave Observatory (aLIGO). By the end of 2017, a total
number of 11 gravitational wave events have been detected by LIGO and Virgo
detectors. One of these events, GW17081, produced by the coalescence of a bi-
nary neutron star signaled the dawn of multi-messenger gravitational astronomy,
revealing invaluable information about the physics occurring in such cataclysmic
event. The work presented in this thesis is part of the ongoing global effort to im-
prove the sensitivity of current detectors and thus improve both the detection rates
and the information that can be gleaned from each detection.
The sensitivity of terrestrial interferometric detectors are broadly limited by
coating thermal noise and quantum noise. Increasing the circulating laser power
and injecting vacuum-squeezed light are employed to reduce the quantum noise.
However, the ability to implement these measures and their efficacy is fundamen-
tally limited by absorption-induced wavefront distortion within the interferome-
ter. At the time of writing this thesis, aLIGO detectors are struggling to increase the
input power above approximately 30 W and the current observed level of squeez-
ing at aLIGO Livingston and Hanford Observatories are 3dB and 2.2 dB respec-
tively, partly due to wavefront mismatch. New technologies are urgently required
to diagnose these issues.
In this thesis, I will will describe the development of a new technologies for the
solution of this problem: an advanced “phase camera” that can examine individual
RF sideband fields used to control and sense the interferometer and new adaptive
optics for active wavefront control and mode-matching within the interferometer.
The new phase camera measures the complex amplitude of a coherent field that
is frequency-offset from a reference field, and records the transverse profile with
high spatial and temporal resolution. Furthermore, it does so without the use of
scanning mirrors and thus is suitable for use during both detector commissioning
and low-noise operation.
This thesis also describes the development of new thermally-actuated mirrors
for adaptive wavefront control and mode matching in aLIGO. The two designs
presented are the thermal-bimorph mirror and the compression-fit mirror. Both of
i
which show a large and linear actuation range, and low higher-order aberrations.
They are currently scheduled for deployment to assist with mode matching be-
tween the squeezed light source and the signal recycling cavity of aLIGO and can
be extended to other optical interfaces during the detectors A+ upgrade.
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September 14th 2015 marked the emergence of gravitational wave astronomy with
a detection of gravitational waves from a collision of two black holes by the Laser
Interferometer Gravitational Wave Observatorty (LIGO) [2]. The detection her-
alded a new window for mankind to peer into the universe and to study the phys-
ical processes of cataclysmic events that cannot be replicated here on Earth. Since
then, within the span of two years, that event was followed by nine other detec-
tions of binary black hole mergers (GW151012 [3], GW151226 [4], GW170104 [6],
GW170608 [5], GW170729, GW170809, GW170814 [7], GW170818 and GW170823)
and one binary neutron star merger, GW170818 [8]. This detection of the binary
neutron star merger has ushered in the new era of multi-messenger astronomy.
Subsequent identification of transient counterpart across the electromagnetic spec-
trum further supported the interpretation of this event as a binary neutron star
merger. These observations also confirmed that these mergers of neutron stars
are significant source of r-processed elements that are heavier that iron, including
gold and platinum [83]. At the time of writing this thesis, more than 24 merg-
ers have been detected during the third observation run of LIGO and Virgo. The
ever-increasing sensitivity of interferometric gravitational wave detector promises
exciting new physics for decades to come.
1
1.1. GRAVITATIONAL WAVES
Section 1.1 of this chapter summarises the physics of gravitational waves, which
includes their formulation in Einstein’s theory of general relativity and their gener-
ation by astrophysical sources. Section 1.2 focuses on the principle of gravitational
wave detection using laser interferometry, its technical noise sources and control
challenges.
1.1 Gravitational waves
This section provides a brief introduction to gravitational waves. Comprehensive
details on treatment of gravitational waves in general relativity framework and
cosmology can be found in various textbooks, including Weinberg [210], Misner
et al. [147], Maggiore [134] and Schutz [178].
1.1.1 Gravitational wave as a solution to Einstein Field Equations
In 1915, Albert Einstein published his revolutionary theory of general relativity
that describes gravity in terms of geometry of spacetime, which remains as the
most complete description to date [85].
The main results of general relativity are summarised by a set of 10 coupled
second-order differential equations, which is referred to as the Einstein Field Equa-





where 𝐺𝜇𝜈 is the Einstein tensor which is a function of metric tensor 𝑔𝜇𝜈 and its
derivatives, 𝐺 is the Newtonian gravitational constant, 𝑐 is the speed of light, and
𝑇𝜇𝜈 is the stress-energy tensor. This set of equations fully describe the interaction
between space-time and mass-energy and allow calculation of the metric tensor
𝑔𝜇𝜈 given some distribution of mass and energy.
To derive gravitation waves, we consider a small perturbation ℎ𝜈𝜇, |ℎ𝜈𝜇| ≪ 1
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applied to an otherwise flat space-time, or the Minkowsky space-time 𝜂𝜇𝜈 :
𝑔𝜇𝜈 = ℎ𝜈𝜇 + 𝜂𝜇𝜈 (1.2)
Under the Lozentz gauge, the vacuum solution where 𝑇𝜇𝜈 = 0 to equations the











which takes the form of a three-dimensional wave equation, describing propaga-
tion of the gravitational wave ℎ𝜇𝜈 . For a coordinate system in which the gravi-
tational wave is travelling along the 𝑧-direction, the plane wave solution to this
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where 𝜔𝑔 is the angular frequency of the gravitational wave, ℎ+ and ℎ× are coef-
ficients denoting two independent polarisations: plus- and cross- modes respec-
tively.
The space-time interval between two separated events in described via the met-
ric tensor 𝑔𝜇𝜈 as:
𝑑𝑠2 = 𝑔𝜇𝜈𝑑𝑥
𝜇𝑑𝑥𝜈 (1.6)
Now, consider the case where two free particles at two separated locations: one at








Figure 1-1: A ring of free-floating test particles are being stretched and squashed
by a gravitational wave of plus- and cross- polarisations travelling in a direction
that is normal to the page.





























which is the sum of initial separation and a term that is proportional to the grav-
itational wave. The angle 𝜑 is the angle between the observer 𝑥, 𝑦-axes and the
gravitational wave polarisation axes. This expression implies that the perturba-
tion would be more easily detected by a larger detector (greater 𝐿), and thus the
gravitational wave can be referred to as a strain wave.
If there are now a set of particles distributed on a 𝑥𝑦-plane through which a
𝑧-propagating gravitational wave is passing, Eq. 1.4 and 1.5 show that there are
two independent polarisations of the gravitational wave that will affect the proper
distance between these particles. Assuming that the initial distance between these
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The response of a ring of free-floating test particle to gravitational waves plus-
and cross-polarisations is illustrated in Fig. 1-1. Particles separated in a direction
transverse to direction of wave propagation have maximum change in separation
at four angles. Hence the response of the ring of test particle is quadrupole. By
reciprocity, a quadrupolar motion of masses is thus required to generate gravita-
tional waves [178].
1.1.2 Astrophysical gravitational wave sources
In the previous section, gravitational waves are shown to be a solution to Einstein
Field Equation. The questions that remain are what types of sources can generate
gravitational waves and what strengths can we expect.








where 𝑟 is the distance between the system that generates gravitational wave and
the observer; 𝑟sch is the Schwarzchild radius that is associated with the character-
istic mass 𝑀 in quadrupole fluctuation, 𝑟sch = 2𝐺𝑀/𝑐3; and 𝑣 is the characteristic
velocity of the mass. We can also parameterise the efficiency of gravitational wave
emission 𝜖 by writing [135]:





where ∆𝐸 is the energy of emitted gravitational wave, and 𝑅 is the characteristic
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spatial size of the system. For an astronomical system, which is usually bounded






Combining Eq. 1.9, 1.10 and 1.11, we obtain:
ℎ ∼ 𝑟sch
2𝑟






where the characteristic mass has been scaled by solar mass 𝑀⊙, and distance 𝑟 is
scaled by the distance from Earth to the Virgo cluster. Therefore, one can see that
gravitational wave strain is minuscule, even if an optimistic efficiency of 10% is
used. In the GW150914 event, even though a total 3𝑀⊙𝑐2 of energy was released
as gravitational waves, the strain ℎ of this event at Earthwas only ∼ 10−21 [3]. Thus,
detectable sources of gravitational waves are astrophysical in nature, and typically
involve extreme dynamics. Here, we briefly review known sources that have been
detected and could/ might potentially be detected by terrestrial gravitational wave
detectors. Further details of this topic can be found in references [79, 135, 176].
Compact binary coalescences (CBC)
CBC’s are the coalescences of two compact objects. These compact objects can be
either neutron stars or black holes, and even possibly dense exotic forms of matter.
These sources generate a distinctive chirp waveform signal as a function of time
and frequency. The chirp waveform can be broken down to three stages: inspiral,
merger and ringdown.
During the inspiral phase of a CBC, the two compact bodies are widely sepa-
rated. They orbit slowly and emit weak gravitational waves. During this process,
the separation distance of the two bodies gradually becomes smaller and the or-
bital frequency increases.
In the merger phase, the orbital radius has become smaller than the innermost
stable circular orbit, where a stable circular orbit is no longer allowed. The two
6
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compact bodies then collide and coalesce. The strongest gravitational waves are
generated during this phase.
Finally, after merging, the highly asymmetric compact object oscillates, thus
emitting gravitational waves which damp the oscillation as it returns to equilib-
rium. The gravitational wave signal during this phase thus resembles a damped
oscillating signal.
These characteristic phases of gravitational waves can be observed in the strain
signal of the first detection of a binary black hole inspiral GW150914, as shown in
Fig. 1-2.
Detection of such CBC systems allows us to learn more about physical pro-
cesses at extreme dynamical conditions, including formation mechanism of binary
blackholes, and equations of state of neutron stars. Coalescence of binary neu-
tron stars, where electromagnetic counterparts are potentially identified, can also
serve as a standard siren to measure cosmological constant such as the Hubble
constant [91, 78].
Bursts
Bursts of gravitational waves are expected to originate from astrophysical sources
such as spherically asymmetric core-collapse supernovae. The waveform of bursts
signals are generally not well-understood. At its design range of sensitivity, aLIGO
should be able to detect these sources out to 20 Mpc, where there should be a few
events per year [80]. Detection of gravitational wave from these sources will help
to understand core collapse dynamics beyond electromagnetic observations, since
electromagnetic signals arise from charged particles, whereas gravitational waves
originate from mass distribution [168].
Spinning compact stars
Spinning compact stars such as pulsars (spinning neutron stars) are expected to be
sources of continuous gravitational waves at an approximately constant =and well-
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Figure 1-2: The gravitational wave event GW150914 observed by the LIGO Han-
ford (left column panel) and Livingston (right column panel) detectors [2]. Times
are shown relative to September 14, 2015 at 09:50:45 UTC. Top row: gravitational
wave strain observed by each detector. Second row: Numerical relative simulation
of the waveform for the GW150914 system of binary black hole coalescence (solid
line). Third row: Residuals after subtraction of numerical relativity waveform from
30-350 Hz band-passed strain signal. Bottom row: A spectrogram of the strain data,
showing the characteristic chirp signal of the compact binary coalescence as the
signal frequency increases over time.
to result from small “mountains” on the surface of these stars, or due to slight
wobble in their rotations. Gravitational waves from these sources are generally
much weaker and therefore are more challenging to detect. Long integration time,
typically of the order of a few months or years, are needed to build up sufficient
signal power [21].
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Stochastic gravitational wave background
A stochastic gravitational wave background is expected result from the superpo-
sition of a large number of unresolved gravitational wave sources of astrophysical
and cosmological origin. Detection of this source should allow access to informa-
tion about evolution of the universe during its earliest epochs. Recent CBC detec-
tions have refined the predictions of stochastic background due to these sources,
and suggest that it can be detected in a near future [10].






Figure 1-3: Optical configuration of a standard Michelson interferometer: A laser
is split into two by a 50/50 beam splitter (BS), which propagate down each arm to
reflect off mirrors. The beams return to beam splitter and recombine. A photode-
tector (PD) is placed at the antisymmetric port (AS).
Following from Section 1.1, it is clear that gravitational wave should be de-
tected by measuring the apparent positions of one or more free-floating test par-
ticles in a plane normal to the direction of propagation of a gravitational wave.
A classic Michelson interferometer, such as that shown in Fig. 1-3, would appear
suitable for detecting a passing gravitational wave.
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Consider a gravitational wave propagating towards the interferometer directly
from above with a polarisation that aligns with the interferometer. From Eq. 1.7,


















𝑑𝑦 ℎ(𝑡) + ℎ(𝑡 + 𝑙𝑦/𝑐)
(1.13)
If the time of flight of the photon is much shorter than the period of gravitational
wave then ℎ(𝑡) ≈ ℎ(𝑡+ 𝑙𝑖/𝑐) 𝑖 = 𝑥, 𝑦, then the difference in time of flight of photons
in the two arms is:




where 𝑙𝑥 = 𝑙𝑦 = 𝑙. This expression can be rewritten in terms of differential phase
shift [176]:




where 𝜆 is wavelength of laser light.
1.2.1 Basic sensitivity limitations
Eq. 1.15 implies the detection of gravitational waves relies on the ability to measure
small differential phase shift ∆Φ using a Michelson interferometer.
The laser beam 𝐸0 incident on the beam splitter in Fig. 1-3 is divided into two
parts that propagate down the x and y arms. The phase of the electromagnetic
wave changes by 𝜑𝑥 and𝜑𝑦 as they travel to the mirror where they are reflected
and recombine at the beam splitter.
A photodetector at the antisymmetric port detects the integrated optical power





|𝐸𝑥 + 𝐸𝑦|2𝑑𝐴 = 𝑃𝑖𝑛 sin2(∆Φ) = 𝑃𝑖𝑛 sin2(𝑘𝑥𝑙𝑥 − 𝑘𝑦𝑙𝑦) (1.16)
where 𝑘𝑥 = 𝑘𝑦 = 𝑘 = 2𝜋/𝜆
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The question of the minimum detectable gravitational wave amplitude is there-
fore equivalent to the minimum change in optical power that can be detected.
This therefore suggests that there is fundamental limit to measurement precision:
photon shot noise. Eq. 1.16 implies that the optimal operating point is when
𝑃𝐴𝑆 = 𝑃in/2, where 𝑑𝑃𝐴𝑆/𝑑𝑙 is maximum, but this is a “naive” choice of oper-
ating point as will be discussed further later. Under this assumption and using
Poisson statistics of photon counting, an expression for sensitivity due to photon








where ~ is Planck constant. To set a sense of scale, we can rewrite Eq. 1.17 as:











Thus there is little margin to spare if we want to detect gravitational waves confi-
dently. Furthermore, other sources of noise have not been included here.
An important consequence of Eq. 1.18 is that the sensitivity of our interferom-
eter improves with increasing input power. In the next sections, we will briefly
review the optical configuration of aLIGO, whose variations from the “naive” sim-
ple Michelson interferometer enable greater sensitivity.
1.2.2 Advanced LIGO optical configuration
A simplified schematic of the optical configuration of Advanced LIGO (aLIGO) is
shown in Fig. 1-4. aLIGO is a dual-recycled Michelson interferometer that differs
from a standard Michelson interferometer (shown in Fig. 1-4 inset) by inclusion
of Fabry-Pérot cavities in its 4-km-long arms, as well as the partially reflective
mirrors: “power recycling mirror” (PRM) and “signal recycling mirror” (SRM) on
the symmetric and anti-symmetric ports, to form power- and coupled-resonant
cavities.
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Figure 1-4: Simplified schematic of Advanced LIGO optical configuration, adopted
from [1]. The inset shows schematic of a simple Michelson interferometer for com-
parison. PSL: pre-stabilised laser; 𝜙: phase modulator; IMC: input mode cleaner;
PRM,PR2,PR3: power-recycling mirrors; SRM, SRM2, SRM3: signal-recycling mir-
rors; BS: beam splitter; CPX, CPY: compensation plate X and Y; ITMX, ITMY: input
test mass X and Y; ETMX, ETMY: end test mass X and Y; ERMX, ERMY: end re-
action mass X and Y; IFI, OFI: input/output mode cleaner; OMC: output mode
cleaner; SQZ: squeezed light source.
aLIGO also operates on dark fringe where the nominal optical power at the
anti-symmetric (AS) port is close to zero instead of the 3dB point where 𝑃𝐴𝑆 =
𝑃𝑖𝑛/2 as mentioned in the previous section. Consider a small differential phase





(1 − 2∆𝜑) (1.19)
There is thus a large DC term that in dependent on the input power and gen-
12
1.2. DETECTION OF GRAVITATION WAVE WITH LASER INTERFEROMETRY
erally, it is more challenging to detect small change in a large signal. Furthermore,
the reliance on the output power as a measurement of phase means that we are
not able to distinguish between a change in laser power and a change in ∆𝜑 cor-
responding to gravitational wave. We thus are susceptible laser noise. LIGO thus
operates on the dark fringe at which the power, as well as common mode noise
such as laser noise are reflected to symmetric port instead.
The problem with operation at an absolute dark fringe is that the response to
phase shift is very small as 𝑑𝑃𝐴𝑆/𝑑𝑙 = 0. The initial and enhanced LIGO reme-
died this condition by using radio frequency heterodyne detection in which the
input laser is phase modulated [176]. In aLIGO, this is replaced by DC readout, in
which there is a microscopic offset in the differential length introduced to allow a
very small amount of input laser field to leak through to the AS port, which beats
against the gravitational wave sideband to generate the gravitational wave signal







Figure 1-5: Diagram of a simple Fabry-Pérot cavity
Since the strength of gravitational wave signal is proportional to the optical
path length difference between the arms. This can be increased by introducing a
Fabry-Pérot cavity into each arm of the interferometer, assuming that the storage
time for the photons is less than half the period of the oscillating gravitational
wave.
A schematic of a simple Fabry-Pérot cavity is shown in Fig. 1-5. It consists of
two mirrors that have amplitude reflection, transmission and loss coefficients 𝑟𝑖, 𝑡𝑖
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and 𝑎𝑖. The mirrors are separated by a distance 𝐿.
A field 𝐸𝑖 incident on the input mirror is partially reflected and partially trans-
mitted. The field circulating within the Fabry-Pérot for an over-coupled cavity





1 − 𝒮𝑒𝑖2𝑘𝐿𝐸𝑖 (1.20)
where 𝒮 = 𝐴1 +𝐴2 +𝑇2 . If 𝑘𝐿 = 𝑛𝜋 then the incident field is resonant in the cavity,








1 − 𝒮)2 (1.21)
which is equivalent to the mean number of bounces a photon experiences before




































2𝛿𝑥 = 1 − 𝑖G2𝛿𝑥
(1.24)
The phase angle of the reflected field relative to the incident field is therefore:
Φ = G𝑘2𝛿𝑥 (1.25)
which is a factor of G larger than that for a simple Michelson.
The Fabry-Pérot cavity thus amplifies the response to differential length changes
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due to the gravitational wave strain. The shot-noise limited sensitivity (Eq. 1.18 )








For aLIGO, G ∼ 268 and the circulating power within each arm will be ∼ 750
kW at design sensitivity. The consequence of this high circulating power will be













Figure 1-6: A schematic of a power-recycled Fabry-Pérot Michelson interferometer.
A partially-reflection coefficient mirror (PRM) with reflectivity 𝑟𝑃 is placed at the
input of the Michelson, at a distance of 𝑙𝑝 from the beam splitter. The Fabry-Perot
Michelson can be collapsed to a “mirror” with a frequency-dependent reflection
coefficient 𝑟FPM at an average distance of 𝑙PRC = 𝑙𝑝 +
𝑙𝑥+𝑙𝑦
2
from the PRM [176].
To further improve the sensitivity, advanced gravitational wave detectors em-
ploy dual-recycling scheme, which includes power-recycling and signal recycling.
Here we will briefly discuss the power-recyling and its role in improving the inter-
ferometer.
A schematic of a power-recycled Fabry-Pérot Michelson is shown in Fig. 1-6.
The dark-fringe operation at the antisymmetric port means that most of the power
will propagate back towards the laser. A mirror with amplitude reflection coef-
ficient 𝑟𝑃 placed at the input side of the Michelson interferometer reflects power
back towards the interferometer, therefore increasing the Michelson optical gain
15
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and reducing the effect of photon shot noise [93, 94].
The mirror, referred to as the power recycling mirror (PRM) forms a coupled-
resonant power recycling cavity (PRC), as shown on the right hand side in Fig. 1-6.
We can use the standard equations for circulating and reflected fields of a cav-
ity [15] and replace the reflection coefficient of a standard highly-reflecting end
mirror with the effective reflection coefficient 𝑟𝐹𝑃𝑀 of the Fabry-Pérot Michelson
to determine the power circulating in the PRC:
𝑃PRC =
1 − 𝑟2𝑃









where 𝒮ARM is the loss in the arms, either due to mode mismatch, absorption or
scattering. Therefore, minimising the loss within the arm is important to achieve a
















Figure 1-7: A schematic of a dual-recycled Fabry-Pérot Michelson interferometer.
An additional partially reflective mirror (SRM) is added to antisymmetric output
of the detector to form the signal-recycling cavity. The SRM and ITM can be col-
lapsed into a single system with a reflectivity of 𝑟SRC and an average length of
𝑙SRC = 𝑙𝑠 +
𝑙𝑥+𝑙𝑦
2
, which forms a coupled cavity with the ETM
Addition of a signal recycling mirror (SRM) at the anti-symmetric output of the
16
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detector, as shown in Fig. 1-7 was one of the major differences between the Ini-
tial LIGO and Advanced LIGO. This mirror reflects the gravitational wave signal
back into the interferometer so itcan be coherently enhanced [26]. The SRM, to-
gether with the ITMs, form the signal recycling cavity (SRC) whose microscopic
length can be tuned to shape the interferometer’s response to gravitational waves.
There are two modes of operations; often referred to as the signal recycling and the
resonant sideband extraction .
1. Signal recycling : In the signal recycling scheme, the SRM couples with the
differential Fabry-Pérot arms to form a high finesse cavity. The signal is re-
flected by the SRM back into the interferometer where it adds coherently
with more signal coupled out of the carrier by the action of the gravitational
wave [144]. The frequency response of the interferometer in this scheme is
narrow.
2. Resonant Sideband Extraction : In the resonant sideband extraction scheme,
which is the current scheme used by aLIGO, the SRM is tuned such that it
effectively reduces the arm cavity finesse for the gravitational wave signal,
but increases the finesse for the carrier, therefore increasing the carrier stor-
age time. This allows a broader detector bandwidth without sacrificing sig-
nificant detector sensitivity. Details about the resonant sideband extraction
scheme can be found in [148, 149].
1.3 Readout and control
The previous section has shown us that multiple mirrors are added to the stan-
dard Michelson interferometer to improve its sensitivity to gravitational waves.
Each mirror is suspended and presents new degrees of freedom that require pre-
cise control so that the interferometer can operate in a low noise condition. Here, a
brief overview of readout and control is presented, mainly to emphasise the impor-
tance of phase modulated sidebands, which are the motivation for the technology
17
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developed in the scope of this thesis. For a more detailed discussion of readout
and control, see [183, 113].
As seen in Fig. 1-7 , we denote the length of the two arm cavities 𝐿𝑥 and 𝐿𝑦. The
lengths between the beam splitter and the arm cavities are 𝑙𝑥 and 𝑙𝑦. The lengths
between PRM and the SRM to the beam splitter are 𝑙𝑝 and 𝑙𝑠 respectively. Since
the interferometer operates with the AS port near the dark fringe, it is simpler to
treat common mode and differential mode separately. Therefore, the five degrees
of freedom that require control are:
𝐿− = 𝐿𝑥 − 𝐿𝑦 ≡ (DARM)
𝐿+ = 𝐿𝑥 + 𝐿𝑦 ≡ (CARM)
𝑙− = 𝑙𝑥 − 𝑙𝑦 ≡ (MICH)









where DARM is s the differential arm length, CARM is the common average
arm length. MICH is the Michelson differential length, PRCL and SRCL are the
power recycling cavity and signal recycling lengths.
There are three different inteferometric readout techniques used in aLIGO: DC
readout, which is a type of homodyne readout, is used for sensing DARM [92]. The
Pound-Drever-Hall (PDH) technique [173] senses CARM, PRCL and SRCL and the
Schnupp technique senses MICH [112]. Both the PDH and the Schnupp sensing
scheme requires RF modulation sidebands.
1.3.1 DC readout
A static offset between the 𝐿𝑥 and 𝐿𝑦 of order tens of picometers is intentionally
introduced in DC readout. This static offset allows some carrier leakage to prop-
agate to the AS port. When 𝐿− is dynamically disturbed by a small amount due
to a gravitational waves or seismic motion for example, a pair of audio frequency
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sidebands around the carrier are generated. The audio sidebands interfere with
the carrier field at the AS port, which serves as the local oscillator. This results in






























































Figure 1-8: Advanced LIGO full interferometer optical layout with the addition of photodectectors (PD) at different signal
ports (REFL: reflected off SRM, POP: pick-off in PRC, AS: antisymmetric, TRANS: transmission through ETMs). The two
pairs RF sidebands 9.1 MHz and 45.5 MHz are coloured green and blue respectively and shown here to resonate in different
part of the the interferometers. RF signals are demonulated at these ports to give error signals for length sensing and
control (LSC) and alignment sensing and control (ASC). The numbers shown next to the PDs and the wavefront sensors
(WFS) indicate the radio frequencies at which the signals are demodulated.
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1.3.2 RF readout
In aLIGO, two frequencies are currently used for RF readout sensing: 9.1 MHz
and 45.5 MHz. Using the Jacobi-Anger expansion, the phase modulated field is
expressed as linear combination of 5 frequencies: the carrier field, at the PSL fre-
quency, and the 2 pairs of RF sidebands at ±9.1 MHz and ±45.5 MHz relative to
the carrier frequency. Therefore, the input field 𝐸𝑖𝑛 of the interferometer can be















= 𝐸𝑐 + 𝐸𝑠𝑏+,𝜔𝑚1 + 𝐸𝑠𝑏−,𝜔𝑚1 + 𝐸𝑠𝑏+,𝜔𝑚2 + 𝐸𝑠𝑏−,𝜔𝑚2
(1.29)
where 𝐸0 is the input field amplitude from the PSL, 𝜔0 is the angular frequency of
this input carrier field. Γ1 and Γ2 are the modulation depths of the RF sidebands,
𝐽0 and 𝐽1 are Bessel functions of the first kind.
The carrier field is resonant in the arm cavity. RF sidebands resonate in dif-
ferent parts of the interferometer to enable all of the degrees of freedom to be
sensed [191], as shown in Fig. 1-8. Only the carrier field is resonant in the arm
cavities. The macroscopic lengths of the PRC and SRC are selected such that ap-
propriate resonance condition is achieved. PRCL is set such that all carrier and
sideband fields are simultaneously resonant and SRCL is set such that the 9.1 MHz
does not resonate. The Schnupp asymmetry offset is chosen to couple most of the
45.5 MHz sidebands into the SRC.
The reflected, transmitted, or internal pickoff fields within the interferometer
can be described as a linear combinations of the frequency components in the in-
put field, whose phases and amplitudes are modified by the transfer functions of
the various parts of the detector that it interacts with. These fields are measured at
various sensing ports, including the asymmetric (AS), the reflection at PRM (REFL)
and pick-off and the power-recycling cavity (POP). The photocurrent generated by
21
1.4. NOISE SOURCES
the fields at the photodetectors at these ports are demodulated in both the in-phase
and quadrature-phase, from which errors signal for different degrees of freedom
are extracted to feedback and control the optics. Details of which signals are ex-
pected at these readout points can be found in references [20, 18, 19].
The alignment sensing and control system (ASC) shares many common fea-
tures with the length sensing and control system, including using the RF phase-
modulated sidebands to generate angular control error signals. These signals are
derived from the ASC wavefront-sensors (WFS).
The various sensors that generate error signals for these complex sensing schemes
are shown in Fig. 1-8.
1.4 Noise sources
The previous sections have described techniques employed to improve the respon-
sivity of a Michelson interferometer to gravitational waves.The sensitivity of the
detector is determined by a variety of noise sources. This section will give an
overview of the major noise sources, their coupling to the interferometer readout
and methods to reduce them. The noise budget for the strain sensitivity of aLIGO
at the design sensitivity is shown in Fig. 1-9.
1.4.1 Quantum noise
Quantum noise originates from the quantum nature of light and the photodetec-
tion process in gravitational wave dectectors. The two sources of quantum noise
are: shot noise and radiation-pressure noise. The quantum mechanical description of
an interferometer constructed by Caves [64, 62, 63] showed that these two noise
sources enter via laser light incident on the symmetric port and via vacuum fluc-
tuations from the antisymmetric port. Photon shot noise is the dominant quantum
noise source above about 80Hz and is the main sensing noise source above 200 Hz,



























Figure 1-9: Noise budget of Advance LIGO, created using the Python Gravitational
Wave Interferometer Noise Calculator (PyGWINC). The BNS range for this total
strain noise is 176 Mpc.
Shot noise:
Shot noise arises from uncertainty due to quantum mechanical fluctuation in the
number of photons at the output of the interferometer. These fluctuations are
sensed in the gravitational wave readout but have no impact on the displacement
of the test masses. Shot noise is therefore a type of sensing noise. Its effects on the
sensitivity of strain measurement has been previously discussed in section 1.2.1.
Generally, shot nose is constant with frequency. However in aLIGO detectors, the
Fabry-Perot cavities and the SRC are used to shape the interferometer response to
shot noise, therefore optimise for the frequency range of interest [54, 53, 55].
As seen in Eq. 1.26, the signal-to-noise ratio due to shot noise scales with 1/
√
𝑃circ
where 𝑃circ is the circulating power in the arm cavities. Therefore, the shot noise
level of the inteferometer can be reduced by increasing the circulating power. An-
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other method to reduce the quantum shot noise is the injection of phase-squeezed
state of light, which will be discussed briefly in section 1.5.1.
Radiation pressure
The quantum radiation pressure noise arises from uncertainties in the mirror posi-
tions due to quantum fluctuations of the internal fields inducing radiation-pressure
fluctuations that drive the mirror. The Heisenberg uncertainty principle for posi-
tion and momentum of a particle states that: A measurement of the particle’s po-
sition imparts an unknown amount of momentum via radiation pressure, which
prevents prediction of the outcome of subsequent position measurements since
position and momentum do not commute. A mirror of mass 𝑀 which has laser
intensity 𝐼0 impinging on it to interrogate its position observe fluctuations in posi-





where 𝑓 is the frequency at which the measurement is made. The radiation pres-
sure noise is therefore a source of displacement noises, which cause direct move-
ment of the interferometer’s suspended mirrors.
Eq. 1.30 implies that either reducing the circulating power or increasing the
mass of the optics will reduce quantum radiation pressure noise. However, recall
that quantum shot noise improves with increasing circulating power. The over-
all sensitivity of the interferometer therefore lies in the balance between radiation
pressure and shot noise. This sensitivity limit is called the Standard Quantum
Limit. Future upgrades of aLIGO will introduce frequency-dependent squeezing,
in which injection of phase-squeezed of light is performed at high frequency to
reduce shot noise and amplitude-squeezed state of light at low frequency to re-
duce radiation pressure noise [162]. This technique should allow aLIGO to reach




Seismic noise is the greatest contributior at low frequency, as seen in Fig. 1-9. It
is caused by the coupling of ground motion into the local position of the interfer-
ometer mirrors. There are various sources that contribute to seismic noise, which
can be natural (movement of tectonic plates, ocean waves, etc.) or man-made dis-
turbances (automotive traffic, operation of industrial machinery). Natural sources
of seismic noise is highest in the frequency region up to 0.3 Hz, whereas anthro-
pogenic sources dominate between 3 and 10 Hz.
The test masses of aLIGO are suspended from quadruple pendulum systems [27],
which are in turn attached to actively controlled seismic isolation platforms [140].
The quadruple pendulum stages suppress the amplitude of seismic motion expe-
rience by its test mass at the frequencies above its resonance frequency by 1/𝑓 8.
This leads to the quick roll-off in seismic noise in Fig. 1-9. These techniques enable
the suppression of the ground motion whose nominal amplitude is 10−9/
√
Hz at




Thermal noise arises from the motion of the mirror’s surface caused by the fact
that they are held at a finite temperature. The individual particles that make up
the test mass and the mirror suspension are in radiative thermal equilibrium with
the vacuum. The thermal (or Brownian) motion of theses particles induces un-
desired variations in the optical length of the interferometer. Thermal noise and
quantum noise are dominant noise at frequencies between 35 and 100 Hz [14].
The thermal noise is generally decomposed into suspension thermal noise and test
mass thermal noise.
The suspension thermal noise, which is shown in blue in Fig. 1-9 is caused by
the mechanical loss of the fused-silica fibers used in test mass suspension, which
can be calculated from the fluctuation-dissipation theorem [77]. Fused silica was
selected due to its low mechanical loss property [58]. The peak features seen in
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Fig. 1-9 of suspension thermal noise are caused by the violin and pendulum modes
of the suspensions.
Both coating and bulk substrate contribute to the thermal noise of the test
masses. Fig. 1-9 shows that the coating Brownian noise is the dominant noise
that will limit aLIGO sensitivity in the 50-80 Hz. Both substrate and coating Brow-
nian thermal noises are also associated with mechanical loss of the materials. The
fused-silica substrate of the test masses has a significantly lower mechanical losses
compared to that of the multilayer Ta2O5/SiO2 coating. The non-homogeneous
distributed loss in these coating also causes treating coating thermal noise more
challenging. Low mechanical loss optical coatings are an active area of research
where different are being tried out , including annealing coatings, varying dopants
concentrations and layer thicknesses [170, 188].
Other test masses thermal noises include coating thermo-optic noise and sub-
strate thermo-elastic noise. These are caused by heat deposited by the laser power
incident on the test masses.
1.4.4 Newtonian noise
Newtonian noise originates from terrestrial gravity fluctuations that contributes
to noise below 30 Hz [175, 98]. These fluctuations predominantly come from two
sources: density perturbation in the atmosphere and seismic fields. Seismic surface
field produced by surface Rayleigh waves are predicted to be the main contribu-
tion to Newtonian noise [82]. As these seismic waves pass through the medium
around the test mass, they cause density fluctuations in medium and therefore
result in fluctuation in gravitational attraction between the test mass and the sur-
roundings. Under normal circumstances, Newtonian noise is expected to lie below
seismic noise and other interferometer technical noise. However, it can increase
above at times of high environmental noise and seismic activities [82]. Newto-




1.4.5 Residual gas noise
Residual gas in the vacuum system causes statistical fluctuations in refractive in-
dex, therefore results in phase noise in the optical path. Residual gas is also a
problem between the test masses and the reaction masses, which contributes some
damping to the test mass suspension and potentially increase thermal noise [1].
This second effect is however not included in Fig. 1-9.
1.4.6 Other technical noises
There are also various other technical noise sources that affect the strain sensitivity
of aLIGO that are not shown here in Fig. 1-9. These include:
• Charging noise: Displacement noise caused by static electric charges on the
glass mirrors with the metal of vacuum enclosures and mirror supports [106].
• Laser intensity and frequency noise: Laser intensity noise couples through
various mechanisms, which include the DARM offset for DC readout, dif-
ferent circulating powers in each arm, and differential thermal lensing due
to test mass absorption of optical power. Laser frequency noise is coupled
to the AS port due to intentional asymmetry introduced to the Michelson
interferometer to produce the necessary interference conditions for RF side-
bands [20, 18, 19].
• Auxiliary degree-of-freedom noise: Cross-coupling between length and align-
ment control signals and gravitational readout
• Beam jitter: Pointing fluctuations of laser beam, coupled through as intensity
noise
• Electronic noise: Noises generated from analog and digital electronics that
are used to measure the signal itself
• Scattering: Backscattering from baffles, vacuum enclosures modulates the
main beam in phase and amplitude.
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Figure 1-10: Noise budget of A+ upgrade created with PyGWINC. Dotted lines
present total, coating Brownian and quantum noise limits of aLIGO for compari-
son. The BNS inspiral range for this given total noise budget of A+ is 330 Mpc.
A+ is modest-cost upgrade to aLIGO. The astrophysics goal of this upgrade is
to increase the BNS inspiral range by a factor of 1.9 times compared to the aLIGO
design, therefore reaching 330 Mpc. It is currently scheduled to complete by 2024
for the fifth Observing run (O5) [9].
The A+ upgrade proposal includes [65]:
• Frequency-dependent squeezing using a 300 m filter cavity.
• Balanced homodyne readout.
• Improved optical coatings.
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• Larger diameter beam splitter.
• New fused-silica suspension fibers from upgraded pulling and welding sys-
tem.
Implementation of frequency-dependenct squeezing and coating thermal noise
are crucial to the prospect of doubling aLIGO detection range in A+ [145]. Bal-
anced homodyne detection readout allows elimination of DARM offset, therefore
reducing unwanted noise couplings into the GW readout channel. It also allows
fine tuning the reference phase to optimise squeezed light performance [187, 95,
189].
1.5.1 Injection of squeezed state
As discussed in Section 1.4.1, we show that one of the fundamental noise sources of
the interferometric gravitational wave detectors is quantum noise, which is com-
posed of shot noise and radiation pressure noise. However, their effects can be
modified by manipulating the vacuum state with correlated photons and inject-
ing these states of light to the antisymmetric port of the interferometer. This is
referred to as injection of squeezed state of light. In this section, a brief review
of squeezed state injection is given, which will subsequently allude to why ac-
tive wavefront control is crucial for future upgrades of gravitational wave to fully
leverage squeezed light.
Quantisation of electromagnetic fields
By solving the Maxwell equations for the free electromagnetic field, it has been
shown that the electric field tten as a sum of a series of orthonormal mode function
set u𝑘:











where ~ is the Planck constant, 𝜔𝑘 is the angular frequency of the 𝑘th mode, 𝜖0
is the vacuum permitivity, and 𝑎𝑘 is the dimensionless amplitude of the 𝑘th mode.
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Since photons are bosons, 𝑎𝑘 and 𝑎
†
𝑘 are chosen to follow the boson operator com-
mutation relations:




𝑘′ ] = 0, [𝑎𝑘, 𝑎
†
𝑘′ ] = 𝛿𝑘𝑘′ (1.32)
The Hamiltonian, which represents the total energy of electromagnetic filed,



















which is analogous to the Hamiltonian of a quanum harmnic oscillator. The eigen-
state of the quantised Hamiltonian in which there are exactly 𝑁 photons are re-









where 𝑁𝑘 = 𝑎
†
𝑘𝑎𝑘 is the number operator. The 𝑎𝑘 and 𝑎
†
𝑘 operators act as annihila-
tion and creation operator that are similar to the raising and lowering ladder in the
case of a quantum harmonic oscillator. Notice that in this equation, when there is
no photon (a vacuum) state, there is still energy.
The 𝑎𝑘 and 𝑎
†
𝑘 operators are however not Hermitian and are therefore not ob-
servables. However, one can derive quadrature operators 𝑋1 and 𝑋2 that a ob-
servables by rewriting a quantised electric field of a single spatial optical mode in
















where the quadrature operators are given by:
𝑋1(𝑡) = 𝑎(𝑡) + 𝑎
†(𝑡) (1.36)













Amplitude modulation Phase modulation
Figure 1-11: Amplitude and phase noises in the electric field presented in the pic-
ture of quadratures. In this plane, the polar coordinate represents the phase of the
field, whereas the radial coordinate represents the amplitude of the field. Each of
the individual frequency components is shown in red while the total field is shown
in black. The carrier filed with amplitude 𝐴 has a constant phase 𝜃 while upper and
lower sidebands rotate around it at some angular frequency Ω in opposite direc-
tions.
These two quadratures can be written in terms of static and fluctuating parts:
𝑋1,2 = ?̄?1,2 + 𝛿𝑋1,2. The static part describes the carrier field while the fluctuation
𝛿𝑋 describes modulations that describe noise sidebands symmetric around the
carrier [84]. Fig. 1-11 shows amplitude and phase modulations represented in the
plane of two quadrature operators.
An arbitrary quadrature operator can be defined as a linear combination of 𝑋1
and 𝑋2 [52]:
𝑋(𝜃) = 𝑋1(𝑡) cos 𝜃 + 𝑋2(𝑡) sin 𝜃 (1.38)
By choosing 𝜃 to be the phase of the carrier, 𝛿𝑋(𝜃) then describes amplitude noise
while 𝛿𝑋(𝜃 + 𝜋/2) is phase noise.
Using the commutation relation of 𝑎 and 𝑎† in Eq. 1.32, the commutation rela-
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tion for the single mode quadrature operator is:
[𝑋1, 𝑋2] = 2𝑖 (1.39)
Hence the uncertainties in 𝑋1 and 𝑋2 are related by:
∆𝑋1∆𝑋2 >≥ 1 (1.40)
This uncertainty gives rise to a fundamental quantum limit in the precision of mea-
suring amplitude and phase of an electromagnetic field simulataneously. In the
case of interferometers, their excitations imprint changes in the phase of the laser
light. The classical quantum limit of the interferometers are therefore set by the
uncertainty principle associated with phase and amplitude of light.
States of light
Vacuum and coherent state
The ground state |0⟩ of a harmonic oscillator corresponds to the vacuum state of
the field. As seen from Eq. 1.34, there is still energy while there is no photon in
the ground state. The variance in quadratures 𝑋(𝜃), which is defined as ∆𝑋2 =
⟨𝑋2⟩ − ⟨𝑋⟩2, can be shown to be unity [209]:
⟨0|∆𝑋21 |0⟩ = ⟨0|∆𝑋22 |0⟩ = 1 (1.41)
The vacuum state therefore has equal variance in each quadrature and no coher-
ent amplitude. Representation of the vacuum state in the stick-and-ball picture is
shown in Fig. 1-12(c).
A field from a stabilised laser can be described by the coherent states |𝛼⟩. These
states are eigenstates of the single mode annihilation operator:























(a) Coherent state (b) Phase-squeezed coherent state
(c) Vacuum state (d) Phase-squeezed vacuum state
Figure 1-12: Stick-and-ball pictures of four different minimum states: (a) a coher-
ent state, (b) a phase-squeezed coherent state, the purple ellipse shows how the
“ball” of uncertainty would look like for an amplitude-squeezed coherent state,
(c) a vacuum state and (d) a squeezed vacuum states. 𝛼 is the magnitude of the
state, whereas 𝜃 is the phase of the state measured with respect to the quadrature
bases 𝑋1 and 𝑋2. ∆𝑋+ and ∆𝑋− are the uncertainties in amplitude and phase
quadratures respectively.
The vacuum state is therefore a special case of the coherent state in which the eigen-
value 𝛼 is zero. For a coherent state, |𝛼|2=𝑁 , so photon number measurements on
a coherent state would result in a Poisson distribution [105]. The coherent state is
also a minimum uncertainty state of light, but with coherent amplitude and equal
variance in both phase and amplitude quadratures ⟨𝛼|∆𝑋21 |𝛼⟩ = ⟨𝛼|∆𝑋22 |𝛼⟩ = 1.
Its stick-and-ball representation is given in Fig. 1-12(a)
Squeezed state
The uncertainty principle imposes a minimum on the product of the quadrature
variances but does not place any minimum on the variance of individual quadra-
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tures. It is therefore possible redistribute this uncertainty to produce a squeezed
state
The squeezed state is a minimum uncertainty state with unequal variances in
two quadratures. One quadrature has less noise than a coherent state whereas the
other has greater noise. For a squeezed state |𝛼, 𝜖⟩ with 𝜖 level of squeezing , the
variance of the quadratures are:
⟨𝛼, 𝜖|∆𝑋21 |𝛼, 𝜖⟩ = 𝑒−2𝑟, ⟨𝛼, 𝜖|∆𝑋22 |𝛼, 𝜖⟩ = 𝑒2𝑟 (1.43)
where 𝑟 is the squeezing factor and related to 𝜖 by 𝜖 = 𝑟𝑒𝑖𝜃. 𝜃 is the squeezing
angle. Eq. 1.43 is obtained when 𝜃 is correctly tuned to align with the phase of
the carrier field to maximum phase squeezing or 𝜋/2 in excess of the carrier phase
to optimise-amplitude squeezing. Therefore, while squeezed states still abide to
the uncertainty principle, its quadratures will have different level of noise. These
characteristics are represents in stick-and-ball pictures in Fig. 1-12(b) and (c)
Injection of squeezed state in GW detectors
As mentioned previously, Caves [62] showed that quantum noise couples to the
interferometers as vacuum fluctuations via the dark port, whose uncertainties are
equal in both quadratures.
In the case of interferometry, because the measurement is based on optical
phase difference accumulated between the interferometer arms, the sensitivity can
be enhanced by the injection of phase-squeezed state of light through the dark
port. However, the increased phase-quadrature squeezing is necessarily accom-
panied by the increase in noise of the amplitude quadrature. Recall the quantum
back-action dictates that each photon reflection event at the interferometer is ac-
companied by an an impulse that drives the motion of the mirror, leading to radi-
ation pressure noise. The increase in intensity fluctuation due to phase-squeezing
therefore worsens radiation pressure noise, which strongly affects the detector sen-
sitivity at low frequency.
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To achieve broadband squeezing improvement in which shot noise is reduced
at high frequencies and radiation pressure noise is reduced at low frequency, the
squeezing angle 𝜃 must be tuned such that it is frequency dependent. The pro-
duction of frequency-dependent squeezing is achieved by reflecting a standard
frequency-independent squeezed state off a low loss cavity, known as a filter cav-
ity [119, 121, 99, 117]. Spectral components of the squeezed state lies within the
linewidth of the cavity will experience a change in their phase upon reflection
and those outside do no. Detuning the filter cavity allows differential phase im-
parted upon upper and lower squeezed state sidebands, resulting in frequency-
dependent quadrature rotation [163].
1.5.2 Balanced homodyne detection readout
Current aLIGO detectors utilise DC readout in which a DARM static offset is in-
tentionally introduced to generate a weak static carrier field leaking through to
AS port. This current technique offers several advantages over the RF readout of
Initial LIGO:
• Lower quantum noise [56]
• Clear path for injection of squeezed light [141]
• The local oscillator (carrier field) is automatically mode-matched and co-
aligned with the signal field [95]
However, the DC readout also presents some drawbacks, which include:
• Coupling of the SRC length noise due to backscattering of AS light into the
interferometer [95].
• Non-zero carrier field in the AS port results in a static DC offset on the align-
ment wavefront sensors that requires careful subtraction to recover align-
ment signals. [95] ‘
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• Static DARM offset allows the direct coupling of laser intensity noise to at
the AS port [138].
• There is no easy method to vary the phase of the local oscillator for demod-
ulation and thus enable choosing readout quadrature to take full advantage
of frequency-dependent squeezed state injection [107]
These are the main motivations for switching to balanced homodyne detection


















Figure 1-13: Simplified optical layouts of DC readout (a) and BHD readout (b)
schemes. In both schematics, the laser field is presented in red, and GW sideband
field is presented as a blue-dashed line. In DC readout, a static offset in arm length
is introduced so that a weak carrier filed is leaked to the AS port and beat against
the GW signal field. In the BHD scheme, a local oscillator delivered from a pick-
off before the interferometer is allowed to interfere with the GW signal field at the
BHD beam splitter (BHD-BS). Both readout ports of the BHD-BS are detected with
photodiodes PD1 and PD2
Fig. 1-13 shows the simplified optical layouts of DC and BHD readout schemes.
In the BHD readout scheme, the interferometer is held on dark fringe. A local
oscillator field interferes with the AS port field at the BHD-BS. Both outputs of this
readout are sensed by photodiodes PD1 and PD2. All of the noises which enter
with the LO field appear in the linear combination of PD signals PD1+PD2, where
as the GW signal appears in their difference [95]. GW signal readout is thus in




This first chapter has summarised the formulation of gravitational waves, their
generation by astrophyical sources which hold important information about cat-
aclysmic processes in the universe. It has also emphasised why GW detection is
challenging and how advanced LIGO detectors achieved such feat using laser in-
terferometry. There are however challenges that lie ahead for terrestrial GW detec-
tors on their quest to increase detection rates. One of the most important limiting
factors is the quantum noise. Key solutions to address include increasing circulat-
ing power in the Fabry-Pérot arms and the injection of squeezed light.
Chapter 2 will show how wavefront distortion and laser field mode mismatch
can hinder the success of these technologies and why there is an urgent need to
control optical wavefront in the immediate future. These will lead us to the de-
velopment of new sensors and actuators to address the issue of mode mismatch
described in the subsequent chapters.
Chapter 3 presents the demonstration of camera, a new 2D sensor that allows
measurement of the spatial profiles of RF sideband fields used in length and align-
ment controls, and which are susceptible to mode mismatch due to thermal pro-
cesses in the interferometer.
Chapter 3 provides an overview of the suspended active matching stages (SAMS),
that will allow controlling of the optical wavefront. Chapter 5 and 6 describes two
new adaptive optics as candidates for use in SAMS. The final chapter 7 summarises







In the previous chapter, we have seen that quantum noise will ultimately limit the
sensitivity of gravitational wave detectors. Increasing the circulating power within
each Fabry-Pérot arm will increase the sensitivity of the detector by reducing shot
noise. Injection of squeezing will further improve the sensitivity of the detectors.
In practice, however, the circulating power is limited by optical absorption in the
test mass substrate and coating. The resulting thermal expansion and the tempera-
ture dependence of refractive index results in distortion of optical wavefronts and
lead to mode mismatch that in turn will limit the power build up in the arm cavities
as well as affect the controllability of the instrument.
In the first section of this chapter, a brief review of mode-matching is given in
terms of Gaussian optics. This background knowledge allows us to understand
how mode-mismatch affect the operation of GW detectors. These adverse effects
are discussed in Section 2.2. Section 2.3 outlines the operation of the thermal com-
pensation system. Together with Section 2.2, they highlight the current shortage of
facility to address mode mismatch in GW detectors. This leads us to the establish
of the active wavefront control (AWC) working group whose goals and strategies
are presented in Section 2.4. At the end of this chapter, it will become apparent
how the projects covered within this thesis will directly impact AWC and provide
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important tools for optimisation of the instrument sensitivity.
2.1 Hermite-Gauss modes and mode-matching
Mode mistmatch, in the context of GW interferometers control, is best understood
in the Gaussian beam formalism. Details of Gaussian beam optics can be found in
Appendix D.
Hermite-Gauss (HG) modes are a complete orthogonal set of solutions of the
paraxial scalar electromagnetic wave equation for waves propagating in isotropic
free space [15]. They can be expressed as:


























− (𝑚 + 𝑛 + 1)𝜁(𝑧)
]︂}︂ (2.1)





























and 𝐻𝑚 nd 𝐻𝑛 are the Hermite polynomials. The simplest or fundamental HG
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HG modes are convenient for discussing mode-matching as stable lasers ideally
produce TEM00 beams and the eigenmodes of stable optical cavities are essentially
HG modes. In a well-aligned Fabry-Pérot cavity, for example, the radius of cur-
vature of the wavefront of the eigenmode matches the curvature of the mirrors,
which prescribes 𝑤0 for those eigenmodes.
If a TEM00 mode is incident on the cavity but its shape does not fit the TEM00
cavity eigenmode due to either misalignment of the optical axes or shape mis-
match, then only some of its power will couple in the cavity TEM00 and the re-














Figure 2-1: The top panel shows the two types of misalignment relative to a cav-
ity mode and the higher order Hermite-Guassian (HG) modes coupled through
due do misalignment. The lower panels shows the coupling caused by mode mis-
match. Here, LG stands fo Laguerre-Gaussian modes, which also forms a complete
orthonormal set that are solutions to paraxial wave equation. The LG01 mode is a
superposition of HG02 and HG10
eigenmodes can be calculated using normalised overlap integrals [30, 22, 150, 102],
which assume that the frequency of the wave matches the eigenfrequency associ-
ated with that eigenmode. Examples of higher-order modes excited by small mis-
41
2.1. HERMITE-GAUSS MODES AND MODE-MATCHING
alignments and mismatch are shown in Fig. 2-1 and Table 2.1 .
Perturbations Quantity Coupling coefficient Mode
Misalignment Lateral shift ∆𝑎𝑥,𝑦 ∆𝑎𝑥,𝑦/𝑤0 𝐻𝐺10/𝐻𝐺01Tilt ∆𝜃𝑥,𝑦 𝑖𝑘∆𝜃𝑥,𝑦𝑤 𝐻𝐺10/𝐻𝐺01




0/𝑤0 − 1 𝐻𝐺20 + 𝐻𝐺02
Axial waist position ∆𝑧 𝑖∆𝑧/2𝑘𝑤20 𝐻𝐺20 + 𝐻𝐺02
Table 2.1: Coupling coefficients of the fundamental Gaussian mode to higher order
modes due to small misalignments and mismatches to an optical cavity. ∆𝑎𝑥,𝑦
represents the amount of transverse displacement of the input field relative to the
cavity mode, ∆𝜃𝑥,𝑦 is the yaw/pitch angle of th input beam relative to the cavity
optical axis, 𝑤′0 is th input beam waist, and 𝑏 is the axial shift of the beam waist
position along the optical axis. These parameters are illustrated in Fig. 2-1
As seen in Table 2.1, the first order coupling of misalignment results in scat-
tering into the first order modes HG10 or HG01 dependent on whether the mis-
alignment is in the x- or y- direction, whereas mismatch results in coupling into
HG20 and HG02. The intensity profiles of these transverse modes are shown in
Fig. 2-1. Coupling coefficients of misalignment caused by beam tilt and mismatch
caused by the axial shift in beam waist location are complex, which indicate there
is a 90 degree phase difference between the fundamental Gaussian mode and the
coupled higher order modes. On the other hand, the high-order modes that result
from lateral shift and change in waist size are in-phase with the Gaussian mode.
This phase difference becomes apparent in Fig. 2-1. For example, in the case of
change in waist size, there is no apparent difference in phase of the input mode
and cavity mode in the near field around its waist position. However, diffraction
means that the beam with a smaller waist size will diverge more quickly and will
accrue a phase change in its wavefront more quickly. Therefore, there is a phase
difference in the far field. On the other hand, axial shift of the waist position results
in a phase difference in the near field. However,as the two fields propagate a long
distance, their phase will be similar in the far field.
In conclusion, mismatch and misalignment cause scattering of a fundamental
Gaussian mode into higher order modes. If these mismatch and misalignment are
large, first order coupling description will not be sufficient since more power from
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the fundamental mode will scatter to much higher order transverse modes.
2.2 Effects of mode mismatch
2.2.1 Mode mismatch and high power operation
The mode scattering discussed in the previous section reduces the amount of total
power circulating within the interferometer. This directly impacts the maximum
achievable sensitivity of the detector. Additionally, an eigenmode mismatch be-
tween the two arm cavities will degrade the interference at the AS port, causing
excess carrier light to leak out and thus increase shot noise.
In the Fabry-Pérot arms, the main cause of mode mismatch is wavefront dis-
tortion due to optical absorption in the substrates and coatings of mirrors. The
nominal absorption of the high reflectivity coating of is 0.5 ppm [50]. In more de-
tails, the absorption leads to heating which gives rise to wavefront distortion via
the following mechanisms:
• Thermoelastic effect: The non-uniform heating of the mirror causes the sur-
face of the mirrors to expand and change its curvature.
• Thermooptic effect: The temperature gradient resulting from the heating
combined with the temperature dependence of the refractive index of fused-
silica results in significant wavefront distortion as the beam propagates through
the mirror substrate.
• Elasto-optic effect: The thermal gradient also causes thermals stress within
the fused silica substrate, which generates mechanical strain that varies lo-
cal refractive index. However, the low thermal expansion coefficient of fuse-
silica means that this effect is much smaller then that caused by the two afore-
mentioned effect
These effects are illustrated in Fig. 2-2. Distortion caused by these effects have
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Figure 2-2: Finite absorption in coating during high power operation causes dis-
tortion of optical path due to thermoelastic deformation of the mirror surface and
thermal lensing in the test mass substrate.
As discussed in Section 1.3.2, the sideband and carrier fields propagate within
different parts of the in the interferometer and thus will see different wavefront
distortion. Yamamoto [211] has shown that while the carrier field, which resonates
in both PRC and the arm cavities is to first-order-insensitive to thermal lensing
in the input test mass (ITM), the sidebands, which are anti-resonant inside the












(𝐻𝐺20 + 𝐻𝐺02) + 𝒪(𝛼)2
(2.7)

















where 𝑅𝑖𝑛 is the radius of curvature of the incoming field, 𝑅𝐼𝑇𝑀 is the radius of
curvature of the ITM, 𝑓𝑇𝐿 is the focal length of the thermal lens, 𝑤 is the input
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waist size, which is assumed to match that of the cavity eigenmode. This differ-
ence in wavefront distortion seen by different fields has important consequences,
including reducing the PRC gain. It also degrades error signals used to control the
interferometer. Additionally, as was observed in O1, differential lensing in the two
arms causes errors in the control of the SRM mirror, which degrades the efficiency
of the resonance sideband extraction [213]. Accurate diagnosis and correction of
wavefront distortion due to absorption of test masses is therefore crucial for low-
noise operation of the detectors at high circulating power.
2.2.2 Mode mismatch and squeezing
The level of achievable squeezing is highly susceptible to loss. Loss occurs when
any light is coupled out of the main mode of a beam, either by absorption, scat-
tering or imperfect transmission or reflection [161]. Scattering into higher order
modes is therefore also a source of loss.
The effect of loss on the effective level of squeezing is plotted in Fig. 2-3.
Figure 2-3: Maximum level of “effective” squeezing measurable in the presence
of optical losses and squeezed quadrature fluctuations [161]. The squeezing level
relative to shot noise is expressed in decibels.
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Current aLIGO aims to achieve 3dB squeezing and 6dB after the A+ upgrade.
However, at the time of writing this thesis, the best squeezing level measured at
LIGO Hanford (LHO) and Livingston (LLO) observatories are 2.2 and 3.1 dB re-
spectively [118]. The inferred loss due to mode matching between the in-vacuum
optical parametric oscillator (VOPO), from which the squeezed light is emerges, to
the output mode cleaner (OMC) is 30% [124]. An increase to 6dB squeezing will
require a more stringent loss budget, in which mode-mismatch loss between the
VOPO and the filter cavity (FC) for frequency-dependent squeezing is limited to
4%. The mode mismatch between the FC and the OMC must also be reduced to
4% [143]. A squeezing goal of 10 dB would require extreme wavefront control that
is beyond current fabrication tolerance.













Figure 2-4: Schematic of a tentative optical layout for balanced homodyne detec-
tion readout in A+ upgrade. Here we see the 2 local oscillator (LO) and signal
(SGN) fields interfere at the BHD beams splitter (BHD BS). OMA𝑖’s and OMB𝑖’s
are steering mirror that guide the 2 outputs of BHDBS to the two OMCs (OMCA
and OMCB) before being sensed by the two PDs (PDA and PBD)
A tentative optical layout for balanced-homodyne detection (BHD) readout in
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A+ upgrade is shown in Fig. 2-4. The important feature that differs from the
schematic presented in Fig. 1-13 is the inclusion of the two OMCs after the BHDBS.
The OMC is important for rejecting higher order modes leaking out of the AS port
due to wavefront mismatch as they introduce excess noise, and for removing the
RF sidebands used for interferometer control. In aLIGO, there is only one OMC in
the signal path. However, the stringent length-noise requirement imposed on the
LO and SGN paths prior to their interference at the BHDBS (< 2 × 10−18 m/
√
Hz
at 100 Hz [214]) rules out this option due to coating Brownian noise of the OMC
optics and its piezo noise [23]. Thus, there must be two OMCS located after the
BHDBS [215]. The use of a dual OMC signal extraction relies on common-mode
noise rejection. Thus, it is important that there is good mode-matching control.
2.3 Thermal compensation system
The correction of dynamic wavefront distortion in aLIGO has thus far relied en-
tirely on the thermal compensation system (TCS), which focuses on the compensa-
tion of wavefront distortion due to thermal effects in the arm cavities. The current
TCS strategy is as follows [208, 205]:
1. Estimate distortion caused by the interferometer self-heating and calibrate
with the Hartmann wavefront sensors, which will be discussed in the subse-
quent section.
2. Pre-load the ring heater to correct for the self-heating thermoelastic deforma-
tion
3. Use CO2 lase compensate the negative lens in the test mass substrate and
maintain a nominal 𝑓 =50 km substrate lens to assist with lock acquisition.
A more detailed description of the TCS system can be found in [126, 50]. A brief
description of the TCS is given the following subsections.
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2.3.1 Actuators
Two types of actuators are used in the TCS, as shown in Fig. Fig:RH: ring heaters
(RH) placed around the barrel of the test masses, and CO2-laser-beam heating of
compensaton plates (CP)
Figure 2-5: (a) aLIGO ring heater torus around a test mass. (b) A ring heater con-
sists of a semi-circular glass rod wrapped in nichrome wire. Image source:Brooks
et al. [50]
The ring heater consists of a toroidal glass cylinder around which a nichrome
wire heater is wrapped. Passing a current though the wire increases its tempera-
ture and radiatively heats the barrel of the test mass. By heating the barrel, the ring
heaters induce a negative thermo-optic lens and a thermoelastic radius of curva-
ture change.
A toroidal CO2 laser beam produced outside the detector is used to heat the
compensation plateand produce a wavefront that balance out the thermo-optic ef-
fect due to the axial heating of the test mass substrate by the main science beam.
2.3.2 Hartmann wavefront sensor (HWS)
Measurement of the steady-state wavefront distortion due to heating of the test
masses by the main interferometer beam is crucial for the TCS, as an appropri-
ate compensation scheme must be derived. This can be very challenging to detect
when the coating absorption is typically less than one part in a million. The Hart-
mann Wavefront Sensor (HWS) developed by Brooks et al. [48] at the University
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of Adelaide are able to achieve such sensitivity.
At LIGO observatory, these Hartmann sensors are used to sense the wavefront
distortions of core optics during power-up and lock loss.
In this thesis, HWS are also used to characterise the new adaptive optics (see
Chapter 5, 6). Details on the operation of the HWS can be found in [48], [47],
[49]. Thus, in this section, a brief review of the HWS principle of operation, its
performance and application at aLIGO will be given.
HWS operation
Figure 2-6: Wavefronts 𝑊 and W’ are incident on the HP , producing Hartmann
rays that travel distance 𝑙𝑎 to the CCD sensor. The spot position 𝑥′𝑖 is found from
centroiding the spot’s intensity profile. The positions of reference spots 𝑥𝑖, resulted
from a reference wavefront 𝑊 are indicated with lighter rays. Transverse displace-
ments ∆𝑥𝑖 allows computation of wavefront gradients, from which the wavefront
change ∆𝑊 can be obtained from numerical integration.
A differential HWS measures changes in the local gradient of wavefront, ∆𝑊HWS
relative to some reference state [48, 101]. The gradient change is integrated numer-
ically to obtain the wavefront distortion.
Measurement of the wavefront gradients is achieved in by sampling the wave-
front using an array of apertures in an otherwise opaque plate, which is often
referred to as a Hartmann plate (HP). This HP is positioned in front of charged-
coupled device (CCD) sensor at a distance referred to as the lever-arm length l𝑎, as
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shown in 2-6. When a wavefront is incident on the HP, beams of light created by
each aperture propagate perpendicularly to the local wavefront, creating an array
of spots at the CCD. Changes in the incident wavefront results in transverse dis-
placements of the spots that are proportional to the change in local slopes of the










From the measured gradients, a wavefront can be reconstructed using numer-
ical integration method or least-squares fitting to a 6th order polynomial wave-
front [206]:




where Ψ(𝑥, 𝑦) are a set of linearly-independent polynomial functions of the form
Ψ𝑗 = 𝑥
𝑛𝑦𝑚 where 0 ≤ 𝑛,𝑚 ≤ 6 and 𝑎𝑗 are the corresponding polynomial coeffi-
cients, which can be calculated using the least-squares fit. 𝑥𝑖 and 𝑦𝑖 denotes the 𝑥,
𝑦 coordinates at the object plane.
The spherical power 𝑆, which describes the radius of curvature of a wavefront,
is computed directly from these polynomial coefficients using:
𝑆 = 𝑎3 + 𝑎5 − 0.5𝐶 (2.11)
𝐶 = 2
√︁
(𝑎3 + 𝑎5)2 + 𝑎24 (2.12)
where the coefficients 𝑎3, 𝑎4, 𝑎5 correspond to Ψ𝑖 = 𝑥2𝑖 , 𝑥𝑖𝑦𝑖, and 𝑦2𝑖 respectively.
The sensitivity of the HWS can be determined by uniformly illuminating the
HP with a light from a single-mode-fibre-coupled super-luminiscent-LED (SLED)
and analysing the reproducibility of the spot pattern. This reproducibility is quan-
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where ℎ𝑝 is the pitch between adjacent holes on the HP and 𝜎Δ𝑦 is the average
RMS error in the individual centroid.
(a) (b)
Figure 2-7: (a) Improvement in HWS sensitivity due to averaging over 𝑁ave Hart-
mann images. (b) Wavefront map of HWS noise floor constructed from an average
of 10 Hartmann frames
A typical map of the wavefront sensitivity, determined using two spot patterns
separated in time by 15 seconds, is plotted in Fig. 2-7(b). This map yields a sen-
sitivity of ≈ 0.5 nmRMS, which is consistent with that expected from photon shot-
noise. The sensitivity can be further improved by using averaged spot patterns, as
shown in Fig. 2-7. This graph plots the the wavefront RMS error 𝜎Δ𝑊 as a function
of number of spot pattern averaged 𝑁ave , showing that the HWS has a single-
frame sensitivity of 𝜆/1500 at 𝜆 = 680𝑛𝑚 (or 0.5 nmRMS), and can be improved to
𝜎Δ𝑊 < 16000 at 𝑁ave =1000.
The optical layout of the HWSs used for the ITMs in aLIGO is shown in Fig. 2-
8 [50]. There are four HWS’s at each observatory to measure curvature changes
in the ITMs and ETMs. Two SLED beams are injected into the vacuum system,
through an imaging telescope with a magnification of nominally 17.5, formed by
two lens L1 and L2. This telescope collimates and expands the beams such that
they are approximately 200 mm in diameter at the HR surface of the ITMs. The
retro-reflected beams are recorded and analysed by separate HWS. Using refer-
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Figure 2-8: Optical layout of ITMX and ITMY Hartmann wavefront sensors. The
wavelengths of the two probe beams (X-arm: magenta, Y-arm: orange) generated
from fibre-coupled superluminiscent diodes two SLEDX and SLEDY are 800 nm
and 833 nm respectively and have a 4-nm linewidth [50]. The beam are sent into
the vacuum system and retro-reflected off ITMX and ITMY back towards the HWS.
ence wavefronts recorded with the ITMs in cold states, the HWS generate gradient
vector fields and perform numerical integration to yield the wavefront change due
to thermal lensing of the test masses.
Observation of point absorbers with HWS
The development on the TCS system was based on uniform Gaussian beam heat-
ing which only cause low spatial frequency distortion and therefore would intro-
duce coupling into second order Hermite-Gaussian modes. Unfortunately, this is
not the case in practice. During the second observation run (O2), the Hartmann
Wavefront sensors were able to identify a point absorber on ITMX of LHO, which
resulted in excess of intensity noise coupled directly into DARM, even at low in-
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Figure 2-9: Numerical wavefront map measured by the HWS shows point aborbers
on ITMY at LHO during O3
put power (30W) [42]. During O3, additional point absorbers were also detected
on ITMY and ETMX of LHO, which showed similar charateristics. The wavefront
map of ITMY at LHO is shown in Fig. 2-9 and clearly shows these point absorbers.
There is also evidences of point absorbers on ETMX and ETMY of point absorbers
in LLO [46]. The nature and causes of these point absorbers are currently unclear
and is an active area of research.
The wavefront distortion due to these point absorbers scatter the carrier light
in the arm cavity into higher order modes and distort the power recycling cavity,
preventing the buildup of the RF sidebands in the PRC, which make alignment
control and sensing particularly challenging [81]. They are also suspected to cause
coupling of modes of the 9 MHz sidebands into the SRC and then the OMC, intro-
ducing excess intensity noise on the OMC DC photodetector at the OMC transmis-
sion [24]. However, there has not been any direct measurements of the effects of
this wavefront distortion on these on sidebands. The ability to observe the spatial
structure of the RF sidebands at various sensing ports is therefore attracting great
interest as this would allow us to understand the behaviours of the interferometer
and potential identify a short-term remedy to mitigate the issues.
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2.4 Active Wavefront Control
The realisation of the multiple effects of wavefront distortion and mode mismatch
on the sensitivity of GW detectors has prompted the formation of the Active Wave-
front Control (AWC) working group. The AWC aims to optimise the mode match-
ing at various optical interfaces, which are divided into 3 regions:
1. Input optics:
(a) Pre-stabilised laser (PSL) to input mode cleaner (IMC)
(b) IMC to power-recycling cavity (PRC)
2. Dual recycled Michelson interferometer (DRMI):
(a) PRC to the arm cavities
(b) Signal recylcing cavity (SRC) to arm cavities
3. Ouput optics:
(a) SRC to OMC
(b) Squeezed beam (SQZ) to filter cavity (FC)
(c) FC to SRC
For the input AWC, the goal is to ensure a total throughput of 75% from the
PSL and to reduce the amount of higher order mode incident on the PRM to <5%,
thus resulting in > 95% mode matching into the arm cavity mode from PRC [40].
Input AWC should improve technical noise sources coupled to REFL sensors and
therefore control of CARM and SRCL degrees of freedom.
DRMI AWC will be designed to meet two main goals: maximising coupling of
carrier light from the PRC to the arm cavities and maintain extraction efficiency of
the GW sidebands through SRC.
Most of the current efforts in AWC (pre O3, O4 and A+ upgrade) is to improve
the mode-matching for the output optics. This is mainly driven by the need to
improve transmission efficiency of the GW sidebands to the photodetector and
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Figure 2-10: Proposed optical layout for the HAM5 and HAM6 chambers in O4 to
incorporate adaptive optical elements. In particular, two units of adaptive optics
are proposed to be placed at ZM1 and ZM2 for improving mode matching between
the in-vacuum OPO (VOPO) of SQZ and the SRC. Another pair of adaptive optics
are also proposed for OM1 and OM2 to improve mode matching from the SRC to
the OMC. [44]
stringent optical loss requirements for by squeezed light injection. Oelker et al.
[161] have specified a minimum of 98% mode matching from the interferometer to
the OMC.
2.4.1 AWC in O4
The third observation run (O3) will finish in early 2020. During the commissioning
for O4, AWC will aim to install adaptive optics in the HAM5 and HAM6 chambers
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Figure 2-11: Simplified schematic of the optical layout to accommodate AWC
adaptive optics in A+. The HAM6 chamber will house the BHD readout. At least
four units of adaptive optics are required here to assist with mode-matching in to
the two OMCs. The HAM7 chamber will house the squeezer VOPO and at least
two adaptive optics required to assist with mode-matching between OPO and FC.
A more detailed conceptual layout of A+ is given in [201].
to assist with mode matching between VOPO and the OMC, which will help im-
prove squeezing. Schematic of the propose optical layout is shown in Fig. 2-10.
2.4.2 AWC in A+
Fig. 2-11 shows the simplified optical layout of A+, which include the implemen-
tation of BHD readout and frequency-dependent squeezing. Multiple adaptive
optical elements will be employed. There are at least four adpative optics used
for active mode-matching of the dual OMCs in BHD scheme and two are used
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for mode matching of FC. The addition of these adaptive optics aim to achieve a
mode-matching goal as follows [143],[43] :
• OPO to FC: mode-matched better than 96%, target of >98%
• FC to the interferometer: mode-matched better than 96%, target of >98%
• IFO to OMC: mode-matched better than minimum 96%
2.5 Conclusion
The series of problems discussed in this chapter has emphasised that mode mis-
match and wavefront distortion are becoming one of the most pressing issues that
potentially will inhibit the advancement in sensitivity of terrestrial gravitational
wave detectors. Unless addressed properly, they will inhibit the success of various
techniques employed to reduce noise, including injection of squeezed light, high
power laser and balanced homodyne detection. Active wavefront control is there-
fore crucial for the future of the instruments. In order to successfully combat the
issues caused by wavefront distortion, development of new sensors and actuators
are required.
While the Hartmann wavefront sensors have been providing us with impor-
tant information about issues with the core optics, they do not provide informa-
tion about how these defects manifest and affect various optical fields at differ-
ent frequencies in the interferometer. On the other hand, existing wavefront sen-
sors based on resonant quadrant-photodetectors cannot provide information about
high spatial frequency structure of high order modes. We thus need a new type of
sensor that can simultaneously discern different frequencies in a complex optical
field and provide their high resolution spatial maps. This type of sensor was de-
veloped during my PhD research and will be presented in the next chapter.
Active wavefront control also requires the development of new actuators to
manipulate wavefront and reduce mode-mismatch at various optical interfaces.
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Chapter 4, 5 and 6 will present some of these new actuators, which have been
developed to assist with mode-matching in O4 and A+ upgrade.
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Chapter 3
Demonstration of advanced phase
camera
This chapter details the development of advanced phase cameras. This work builds
on my previous Honours work, which covers the initial construction of the test
field generator and exploring potential methods to implement the next generation
phase camera theoretically. During my PhD, I performed further analysis of the
test filed generator, simulate the optical system with the interferometry simula-
tion software package FINESSE, optimising the control loop of cavity locking to
acquire a stable output for phase camera testing. Later on during the PhD project,
I constructed the advanced phase camera and testing its operation in different con-
figurations, which will be detailed here in this chapter.
This chapter is laid out as follows: Section 3.1 introduces the concept of phase
cameras and provides a brief review of state-of-the-art technologies and their ex-
isting limitations. The working principle of the advanced phase camera demon-
strated in this thesis is discussed in Section 3.2. In Section 3.3 , the experiment
design for testing this camera is presented. In Section 3.4 and 3.5, more detailed
and technical aspects of two main components of the experiment- the test field gen-
erator and the phase camera are presented, together with results from advanced
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phase camera demonstration.
3.1 Introduction to phase camera
Figure 3-1: Schematics of existing phase camera developed by Goda et al. [96].
The test field generator is shown in blue box. The phase camera itself is in the
green box. MC: mode cleaner cavity; REF: reference field; CIR: circulator; PM1,
PM2: Phase modulators 1,2; Gx, Gy: Galvanometers scanning x and y axes of the
transverse plane. PD1, PD2, PD3: Photodetectors 1,2,3.
A phase camera is a frequency selective optical field sensor, which allows spa-
tial mapping of the amplitude and phase of a beatnote between a carrier field and
a RF sideband field at a selected frequency of interest.The first phase camera was
developed and demonstrated at MIT by Goda et al. [96]. Schematics of this phase
camera is shown in figure 3-1. In this phase camera system, the optical field of
interest is scanned across a photodiode by a pair of galvanometers Gx and Gy.
A pinhole is placed in front of the phototdetector to increase resolution. Output
signal from PD3 is demodulated in two quadratures at the frequency of interest.
The spatial dependence of 𝐼- and 𝑄-phase voltages are used to obtain phase and
60
3.2. WORKING PRINCIPLE OF THE ADVANCED PHASE CAMERA
amplitude of the beatnote:
|𝐸(𝑥, 𝑦)| =
√︁
𝑉𝐼(𝑥, 𝑦)2 + 𝑉𝑄(𝑥, 𝑦)2 (3.1)
∠𝐸(𝑥, 𝑦) = arg(𝑉𝐼(𝑥, 𝑦) + 𝑖𝑉𝑄(𝑥, 𝑦) (3.2)
where 𝑉𝐼(𝑥, 𝑦) and 𝑉𝑄(𝑥, 𝑦) are the spatial dependent demodulated voltages in 𝐼-
and 𝑄-phases.
Early model of the phase camera achieved 1000 samples at 5 Hz acquisition
rate [96]. Recent models developed for the Advanced Virgo detector to optimise
performance of thermal compensation system [203], allows 128×128 sampling points
at 1 Hz frame rate [16, 204, 17].
The main limitation with existing type of phase camera is the use of scanning
galvanometers, which create backscatter into the interferometer. This backscatter
injects excess noise [164]. This means that the original phase camera cannot be
used when astrophysical science data is being collected.
Scanning from point-to-point also means that there is as strong trade-off be-
tween frame rate and spatial resolutions.
In this chapter, we detail the development of a motion-free phase camera with
high spatial resolution and high frame rate.
3.2 Working principle of the advanced phase camera
Our advanced phase camera performs heterodyne detection by demodulation in
the optical domain, in contrast to previous phase cameras, which perform demod-
ulation in electronic domain [96]. This modulation can be explained quantitatively
by following the schematics shown in figure 3-3. In this picture, we will consider
only a signal seen by a single pixel to simplify the argument, without the loss of
generality:
1. An input field consists of a carrier field 𝐸𝑐(𝑥, 𝑦) exp[𝑖(𝜔𝑐𝑡+𝜙𝑐(𝑥, 𝑦))]and an RF
sideband field 𝐸𝑠(𝑥, 𝑦) exp[𝑖(𝜔𝑠𝑡 + 𝜙𝑠(𝑥, 𝑦))]. The difference in the frequency
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Figure 3-2: Schematics represents qualitatively the principle of working of an ad-
vanced phase camera. In this picture, we consider only a single pixel of the camera
and and the light incident on such pixel, which is shown in the top panel (a). The
optical switching is approximated as logical square wave, as shown in the panel
(b). This synchronous switching results in a different intensities seen by the pixel
(c) depending on the phase of switching relative to the signal’s phase. This allows
us to extract out a signal that relates to both magnitude and phase of the beat note
(d)
of the two fields is Ω𝑚 = 𝜔𝑠 − 𝜔𝑐. Measuring this composite field with a
broadband photo detector would yield a voltage that is proportional to its
intensity:
𝑉 (𝑥, 𝑦) ∝ 𝐸𝑐(𝑥, 𝑦)2 + 𝐸𝑠(𝑥, 𝑦)2 + 2𝐸𝑐(𝑥, 𝑦)𝐸𝑠(𝑥, 𝑦) sin(Ω𝑚𝑡 + 𝜙(𝑥, 𝑦)) (3.3)
where 𝜙(𝑥, 𝑦) = 𝜙𝑐(𝑥, 𝑦) − 𝜙𝑠(𝑥, 𝑦). This signal is presented as the oscillating
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orange curve in Fig. 3-2(a). Each pixel of a standard off-the-shelf camera re-
sembles a photodiode with a low pass filter (LPF). Any fast oscillating signal
will be averaged to a DC signal 𝐼0 (green line in(a)). Information regarding
the beat note at Ω𝑚 is thus lost.
2. The underlying working principle of the proposed phase camera is the intro-
duction of optical switching. The optical switch “turns on and off” the light
field incident on the camera’s pixel at the same frequency Ω𝑚 synchronously
with the beat note. This switching on and off is expressed as a logical square
wave as in second panel from the top. In this case, we consider scenarios
where action switching is “in-phase” (𝜑 = 𝜙 = 0 in the case shown in Fig. 3-
2) and “out-of-phase”(𝜑 = 𝜙 + 𝜋 = 𝜋) with the beat note.
3. Now we consider each case separately:
• In-phase case: The pixel on the camera will observe all the “crest” in-
stances of the incident optical field. This is the result of multiplying the
true signal 𝑉 (𝑥, 𝑦, 𝑡) and an in-phase square wave. Camera’s low pass
filter nature then averages this new oscillating signal 𝑉𝜑, which results
in a new DC signal that is slightly greater that half of the original DC
signal: 𝑉𝜑 = (𝑉𝑐 + 𝑉𝑠)/2 + 𝛿𝑉 where 𝑉𝑐/𝑠 are due to 𝐸𝑐/𝑠(𝑥, 𝑦)2 terms.
• Out-of-phase case: If the switch is out of phase with the beat signal,
the camera will observe all the instances of the “troughs” of the incident
optical field. The DC signal resulted would therefore be 𝑉𝜑+𝜋 = (𝑉𝑐 +
𝑉𝑠)/2 − 𝛿𝑉
4. By subtracting the “out-of-phase” signal from “in-phase” signal, the common
part (𝑉𝑥 + 𝑉𝑠)/2 is removed and allowing extraction of the differential term
2𝛿𝑉 . The magnitude of 2𝛿𝑉 is related to both magnitude and phase of the
beat note. The full magnitude and phase can be fully reconstructed from
switching at 4 orthogonal demodulation phases 𝜑 = {0, /2, 𝜋, 3𝜋/2}.
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I ≡ 𝑉0 − 𝑉𝜋 (3.4)
Q ≡ 𝑉3𝜋/2 − 𝑉𝜋/2 (3.5)
|𝐸𝑐(𝑥, 𝑦)𝐸𝑠(𝑥, 𝑦)| ∝
√︀







In practice, the synchronous switching is implemented with intensity modula-
tion using Pockels effect. As discussed later in section ,a quarter wave voltage on
the Pockels cell is required to switch the incident light on and off. Our Pockels cell
consist of a pair of RTP crystal whose dimension is 6×6×10 mm each. Its quarter
wave voltage is 1.2 kV. The capacitance of the Pockels cell is approximately 6 pF.
The electrical charge 𝑄PC stored by the Pockels cell is therefore 𝑄PC = 𝑉 𝐶PC =
7.2e-9 C. A square wave switching at a fundamental frequency of 15.4 MHz re-
quires a switching bandwidth that exceeds its 7th harmonic, beyond which the





= 3.2 ns (3.8)




≈ 2.7 kW (3.9)
which is not practical. We therefore use sinusoidal demodulation and a resonance
tank circuit to implement synchronous switching with the Pockels cell. The de-
tailed treatment of sinusoidal demodulation in context of the advanced phase cam-
era can be found in Appendix B.
3.3 Experiment design
Fig. 3-3 shows a simplified optical layout of the phase camera experiment. The
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Figure 3-3: Simplified optical layout of experiment for testing the advanced phase
camera, which consists of two main components: the test field generator (in red
box) which generates a light field that is similar to the field that can be expected
in the detector. This light field consists of a carrier field and a radio frequency
sideband field whose spatial profile is known. The second component of the ex-
periment is the phase camera itself, which is shown in the green box above.
experiment consists of two parts: a test field generator whose output is an optical
field that resembles that expected at one of the sensing ports of aLIGO detector;
and the implementation of the proposed advanced phase camera. There are two
potential implementations of this phase camera: single camera or dual camera op-
eration. The single camera operation, which is shown here in Fig.3-3, uses one
camera at one of the outputs of the PBS and observation of the “in-phase” and
“out-of-phase” is carried out by phase shifting the RF signal driving the Pock-
els cell. In dual camera operation, two cameras are placed at both reflection and
transmission outputs of the PBS to observe “in-phase” and “out-of-phase” signals
simultaneously. In the subsequent sections, we will discuss in details these two
parts of the experiment.
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3.4 Test field generator
The test field generator outputs an optical field consists of a carrier signal at laser’s
frequency 𝜔c and a much weaker radio frequency sideband field at frequency
𝜔sb = 𝜔c + Ω, whose spatial profile is understood. This optical field is generated by
locking an optical cavity to a reference NPRO Nd:YAG laser whose wavelength is




















Figure 3-4: Schematics showing experimental layout of test field generator for test-
ing phase camera: A triangular mode cleaner (MC) cavity is locked to a 1064 nm
Nd:YAG NPRO laser using PDH with RF phase modulation generation generated
by EOM1. Injection of a second pair of RF sidebands to couple to a higher order
transverse mode of MC is implemented with the secoond EOM (EOM2). 𝑀𝑀𝐿:
mode-matching lens, 𝐶𝑃𝐿: directional coupler, 𝐿𝑃𝐹 : low-pass filter, 𝐵𝑆𝐹 : band-
stop filter.
The layout of the test field generator is shown in Fig. 3-4. The output of the
laser is elliptically polarised and 2.1 mm in diameter with the maximum output
power of 300 mW. Throughout this experiment, an output of 10 mW was found
to be sufficient. The laser output is passed through a polariser to allow only s-
polarisation transmission, which is required for phase modulation at 12 MHz by a
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resonant electro-optic phase modulator EOM1 (NewFocus 4003). A VCO is used
to generate -3 dBm 12 MHz signal, which is subsequently amplified by 17.15 dB
RF amplifier. Part of this LO (-20dB) is split off to demodulate the reflected beam
signal off the cavity in PDH scheme via a directional output coupler (CPL). The
output port of the CPL drives EOM1, resulting in a modulation index of approxi-
mately 0.2 radians.
A pair of sidebands at 15.4 MHz are added to the carrier field by a second
EOM2 (broadband phase modulator New Focus 4004). This upper frequency 15.4
MHz sideband coincides with frequency of TEM30 and TEM12 of the test cavity.
Fine adjustment of steering mirrors M1 and M2 controls the coupling of the 15.4
MHz upper sideband to these transverse modes.
3.4.1 Optical cavity for generation of test field
Fig. 3-5 shows the mechanical design of the mode cleaner cavity. The cavity is
shaped unto a double-tapered “football” shape with an overall length of 258 mm.
The structure provides mechanical stiffness with reduced mass so its mechanical
resonances are above 10 kHz. This allows wider and higher bandwidth servos to
be achieved.
Figure 3-5: Mechanical design of the mode cleaner optical cavity. Units are in mm.
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The cavity consists of three fused-silica mirrors with maximum reflectivities ≥
99.95% for s-polarised in wavelength range between 996-1134 nm region. The front
surfaces of two of the mirrors are planar and are glued onto a small aluminium
prism at one end. The distance between the two flat mirrors is 24 mm. The mirror
at the other end is a curved mirror with a 1-meter radius of curvature. This mirror
is bonded to a ring stack piezoelectric actuator, which is in turn glued onto the
body of the football-shaped spacer.
The optical layout of the mode cleaner and its equivalent representation as a
series of lenses is shown in Fig. 3-6. The waist of the cavity mode lies half way be-
tween the two flat mirrors, as deduced from symmetry. To characterise the eigen-
modes of our cavity, we present the cavity as a series of lenses, which allows ap-
plication of self-consistency method [212] (see Fig. 3-6(b)).
repeated unit
Figure 3-6: (a): Optical layout of the ring cavity. (b): Representation of the cavity
as a series of lenses for self-consistency analysis.
Here we choose the reference plane to be at the mid point between the two flat
mirrors. ABCD matrix representing one round trip is constructed with reference
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to this plane. For a triangular cavity as in our case, the ABCD representing the
system must take into account two complicating factors:
• Astigmatism: In a ring cavity, the cavity rays reflects off the curved optics
at a finite angle. This introduced angle results in an astigmatism. The ef-
fective radius of curvature seen by rays that are in the plane of reflection is
𝑅heff = 𝑅 cos 𝜃 where 𝜃 is the angle of incidence. Whereas the effective ra-
dius of curvature seen by rays that are orthogonal to the plane of reflection



















• Parity: The displacement and angle of a ray are inverted on reflection. This
inversion only has a physical consequence when there is a defined plane in a
cavity, such as the horizontal plane of our triangular cavity. Reflection about
the vertical coordinate does not require such inversion. To accommodate this


























where 𝒮 is ABCD matrix of propagation in free space.
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0 200 400 600 800 1000
Figure 3-7: Theoretical transmission spectrum of s-polarised light computed
Eq. 3.14 for 𝑞=1,2,3,4 (green,red, magenta and cyan respectively).For each 𝑞, 𝑛 and
𝑚 satisfy the following condition: 0≥n,m≤ 20.
From the computed ABCD matrix, accumulated Gouy phase shift after one
round trip is computed using:









where 𝐴,𝐵 and 𝐷 are elements of the ABCD matrix. This accumulated Gouy phase
expression only applies to field in resonant cavity. Its derivation can be found in



















where 𝐹𝑆𝑅 = 𝑐
𝐿𝑝
is the free spectral range and 𝐿𝑝 is the round trip distance.
𝜁ℎ/𝑣(𝐿𝑝) denotes phase accumulation after a round trip. The full expression of 3.14
in term of cavity parameters can be found in Appendix D.
Considering that distances 𝑑 and 𝑙 (see figure 3-6) are 24 and 264 mm respec-
tively, the angle of incidence at the curved mirror is 𝜃 = 2.60∘ and a round trip
length 𝐿𝑝 of 552 mm. The FSR is therefore 543.5 MHz, and the two Gouy phases
are 𝜁− = 243.35∘, 𝜁+ = 63.42∘. Fig. 3-7 shows the theoretical spectrum of the mode
cleaner cavity. As expected from parity, modes with a common 𝑚 + 𝑛 are split
into two groups of odd and even 𝑚 transverse mode an are separated by approxi-
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mately half of FSR. This theoretical calculation of eigenfrequencies are verified by
scanning the cavity length using a PZT across one FSR. The map of the modes is
shown in figure 3-8
Frequencies of eigenmodes are also dependent on polarisation of incoming
beam because of parity. P-polarised light accumulates a 𝜋 phase difference relative
to s-polarised. Hence, p-polarised transverse modes of the same 𝑚,𝑛 are shifted
by a half of an FSR relative to s-polarised ones in frequency space. Furthermore,
microscopic phase shift due to coating are also different for s- and p- polarisation.
Since the reflectivities of cavity’s mirrors are lower for p-polarised light, the
cavity finesse is also expected to be lower. FWHM of p-polarised eigenmodes are
therefore broader compared to those of s-polarisation. The fundamental mode of
p-polarised light is labeled gray in Fig. 3-8
π
Figure 3-8: Transmission spectrum of mode cleaner cavity obtained from scanning
one FSR with PZT actuator. Transverse mode with 𝑚 + 𝑛 ≤ 4 are labeled on the
diagram in red. P-polarised TEM00 appears as a broad peak at approximately 0.5
FSR (labeled in gray) due to small amount p-polarisation transmitted through the
cavity
Additional to transverse mode spacing, computed ABCD matrix of a cavity
round trip in self-consistency analysis also allows estimation of cavity beam 1/𝑒2
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𝐷 − 𝐴 (3.16)
where 𝑛 is the refractive index at the measurement plane.
The non-normal angle of incidence at the curved mirror of the cavity thus re-
sults in a slightly astigmatic cavity mode. Table 3.1 shows 𝑤 and 𝑅 of cavity’s beam
at each mirror and cavity’s waist. These quantities allows appropriate selection of
lenses and distances to mode match the optical beam from the NPRO laser to the
cavity. This selection is assisted with JAMMT mode matching tool [197].











Table 3.1: Calculated beam spot sizes and radii of curvature 𝑅 at cavity’s waist 𝑤
and each cavity internal mirror.
3.4.2 Locking cavity to laser
Locking of the mode cleaner cavity to the laser is done using the standard Pound-
Drever-Hall technique (PDH) [35], whereby the 12 MHz sidebands reflected off
the cavity. The resulting beat note between these and the carrier are detected by a
photodiode and mixed down to baseband to generate an error signal for control-
ling the PZT on the cavity. Readout from the photodetector is mixed with a local
oscillator signal from coupling the output of directional coupler shown in figure
3-4. Demodulation phase is adjusted by selecting appropriate coaxial cable length
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(a) (b)
Figure 3-9: (a) Transmission of test cavity (blue) and error signal (red) after demod-
ulation of the photodetector signal at cavity’s reflection output with a 12 MHz and
low-pass filtered. Both signals are obtained while scanning the cavity length with
PZT. This error signal is obtained with a coaxial cable of approximately 4.2 meter to
provide appropriate demodulation phase. (b) shows frequency spectrum of opti-
cal cavity during initial lock shows excess of noise at approximately 12.7 kHz. This









Figure 3-10: (a): Circuit diagram of a passive notch filter after PZT driver to sup-
press 12.7 kHz resonance. (b): Transfer functions of the notch filter (blue) measured
with an audio spectrum analyser. Transfer functions of PZT with and without the
notch circuit are show in red and magenta respectively.
(RG58, phase delay ≃ 21.4∘/meter at 12 MHz). The error signal after selection of
appropriate phase delay is shown in Fig. 3-9(a).
The demodulated signal is low-pass filtered with corner frequency at 100 kHz.
The filtered signal is input into an analog frequency servo controller built by Slag-
molen [185], which implements PI control. Initial locks of the cavity to the laser
shows excess of noise at around 12.7 kHz, as seen in Fig.3-9(b).
Testing of frequency response of the PZT shows that there is resonance at 12.7
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kHz, which injects excess noise at this frequency to the optical plant. To address
this issue, we construct a simple passive notch filter to reject noise at 12.7 kHz,
whose diagram is shown in Fig. 3-10(a). Fig. 3-10(b) shows the transfer function
of this notch filter (blue). The red trace in the same figure indicates the response
of PZT without the notch filter. Introduction of the notch filter after PZT driver
suppresses the noise at 12.7 kHz by 60dB, allowing a more stable lock of cavity
with duration of up to 6 hours. Fig. 3-11 shows the trasmitted beam intensity
profile on a CMOS camera:
























Figure 3-11: Intensity profile of cavity transmission output shows a Gaussian beam
corresponding to its fundametal TEM mode
3.5 Advanced phase camera
Fig. 3-12 shows the details of the phase camera set up. The polarisation of the cav-
ity mode is first cleaned with a Wollaston polariser in case that removes any resid-
ual p-polarisation that is transmitted through the cavity. S-polarisation is trans-
formed into circular polarisation by the quarter wave plate (QWP). Adjustment of
QWP using retro-reflection off a mirror immediately after QWP back through the
74













Figure 3-12: Schematics of phase camera layout, which consists of a QWP (𝜆/4)
, a Pockels cell (PC) and a polarising beam splitter to perform optical
demodulation of incoming field which consists of carrier and a sideband field at
15.4 MHz.
Wollaston prism. Rotation of QWP was finely tuned until the p-polarised output
of the Wollaston prism was maximised. The resulting circularly polarised beam
is then focused down onto a Pockels cell by f=200 mm lens. the Pockels cell used
here is a pair of x-cut RTP crystals from RAICOL, each with dimensions of 6×6×10
mm. The overall length of the crystal pair is 25 mm. The quarter-wave voltage of
this Pockels Cell is ≃ 1200 V.
Output of Pockels cell is focused down onto polarising beam splitter which
transmits p-polarisation and reflects s-polarisation at 56𝑜. The PBS used here is an
Eskma thin film PBS 420-488HE with an extinction ratio of 1000:1. In the single
camera operation, one camera is positioned at the transmitted port. In the dual
camera operation, two cameras are used. Each looks at an orthorgonal polarisa-
tion.
To drive the Pockels cell, we use the second output from a two-channel-SIGLENT
signal generator SDG 2042X. This output is internally phase-locked to the first in-
put of the signal generator, which drives the broadband EOM2 to generate the 15.4
MHz sidebands. The 15.4 MHz LO from the signal generator is amplified by 40
dB using MINI-CIRCUITS high power amplifier LY-22+ before going to resonance
tank circuit.
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Figure 3-13: Left: Schematics of resonant tank LC circuit used to drive the Pockels
Cell at 15.4 MHz and the pi-network for impedance matching the circuit to a 50Ω
load. Right: LTSpice simulation of circuit impedance and voltage gain across PC
crystal for an assumed loss resistance of 1 Ω. Capacitance of 5 series variable ca-
pacitors in parallel with 𝐶𝑥 is set to 𝐶1𝑖=6pF. At this assumed loss, the matching
capacitance 𝐶match is 1.45 nF. The top and bottom plots show magnitude and phase
respectively.
A series LC resonance tank circuit is used to provide sufficient voltage across
the Pockels cell for amplitude modulation at selected frequency without the need
for extremely high RF electrical power, as discussed previously in section 3.2. Di-
agram of this circuit is shown in Fig. 3-13. The Pockels cell acts as a capacitive
component with a capacitance 𝐶𝑋 of approximately 14 pF. A variable capacitor
C1 connected in parallel with this circuit allows tuning of resonance frequency. In
practice capacitor C1 consists of 5 variable air capacitors (labeled as C1𝑎-C1𝑒 on cir-
cuit diagram in Fig. 3-13) in series so that the voltage across each capacitor does
not exceed its rating, which is up to 300 V. These capacitors and the crystal are con-
nected in series with an air-core inductor made from winding 1.25 mm enamel
coated copper wire onto a 33 mm delrin tube.
In a series LC circuit, resonance occurs when the total impedance approaches
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A pi-network circuit, which is based on a capacitive voltage divider, is used for
impedance matching the resonance tank to the RF voltage source [25]. This pro-
vides 50 Ω impedance on the desired resonance frequency. Simulation of the cir-
cuit impedance 𝑍 is shown in figure 3-13. At an assumed loss of 1 Ω, the required
matching capacitance Cmatch is 1.45 nF. Since the loss in the circuit is challenging
to estimate, this value provides and initial “guessed” capacitance, which is sub-
































Figure 3-14: (a): Schematics of the impedance matching test of the resonance tank
circuit. (b): Measured reflected signal from the circuit with different values of
matching capacitor Cmatch shows input impedance of the circuit iteratively ap-
proaches 50Ω as we changed the capacitor, resulting in less signal reflected. (c):
Measured reflected signal with variable capacitors used for both 𝐶1𝑖 and 𝐶match
tuned for circuit’s resonance between 15.2 and 15.6 MHz
ing was tested with an RF signal generator and a directional coupler as shown in
Fig. 3-14(a). The output of a signal generator is connected to the output port of a
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Resonance tank Pockels cell
QWP
Pockels cell
Figure 3-15: Image of an assembled phase camera, in which the resonant tank
and Pockels cell are housed in diecast box for RF shielding. The polarising beam
splitter is placed directly after the Pockels cell and is not shown in this image. The
red trace represents the path of the test optical field through the optical layout of
the phase camera.
10dB directional coupler. The reflected signal due to impedance mismatch arriv-
ing at the directional coupler’s input is coupled and measured on an oscilloscope.
Cmatch is iteratively changed until a minimised coupled reflected signal is achieved.
Fig. 3-14(b) shows the magnitude of the reflect signal at the coupling port of the
directional coupler as a function of frequency. As we changed the value Cmatch
to better impedance matching, reflection at 15.4 MHz was reduced and a “dip”
feature could be observed. At optimal tuning, this dip had a FWHM of approxi-
mately 300 kHz. The upper limit of the Q-factor of the circuit is approximately 50.
During phase camera testing, -5 dBm 15.4 MH is output from signal generator and
amplified up to 35 dBm before fed into the resonance tank circuit. Intensity mod-
ulation of up to 75% of DC signal is observed at a photodetector located after the
PBS. Fig. 3-14(c) also shows that the variable capacitors use for 𝐶1𝑖’s and 𝐶match
allows fine tuning of resonance frequency tuning while maintaining reasonable
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impedance matching.
Both the Pockels cell and the rest of electrical components, which together
formed the resonance tank circuit were housed in two diecast boxes to provide RF
shield, as shown in Fig. 3-15. The two boxes are connected directly using a pair of
male-female miniature high voltage connectors to mimimise RF signal distortion
and parasitic capacitance in coaxial cables.
3.5.2 Alignment through Pockels Cell
Figure 3-16: Isogyre image of p-porised light after PBS seen on a CCD camera
when the PC is well aligned relative to transmitted optical beam, assuming that
the incident beam is s-polarised.
Alignment procedure of test beam through PC is outlined in the following step:
1. Mount the PC on a 4-axis kinematic stage (Newport 9081).
2. Use a lens to focus the test field to the mid-point of the PC.
3. Steer the beam through PC using 2 mirrors so that the beam is in the vicinity
of each crystal’s center.
4. Check whether there are two beams diverging out after PC. If there are, align
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Figure 3-17: Once the PC is close to good alignment, a 1 kHz voltage is applied
between PC. Here a 60 Vpp was used. The transmitted beam is incident on a
quadrant-photodetector (QPD), whose X- and Y- position outputs are fed into a
lock-in amplifier with the reference signal from the 1 kHz local oscillator. This
method allows fine adjustment of PC alignment.
steering mirror or/and kinematic mount until the two beams cannot be dis-
cerned.
5. Remove the QWP so that the beam incident on PC is purely s-polarised and
position a camera at the transmission of the PBS to look at p-polarised light.
6. Adjust the kinematic mount until a symmetrical isogyre pattern is observed
as seen in Fig. 3-16.The isogyre pattern is a result of interference of the di-
verging light at angles corresponding to directions at which an additional
wavelength of path difference has been added by the birefringence of the
crystal [37].
7. Follow Fig. 3-17 to verify and adjust alignment finely. A 60 Vpp local oscilla-
tor signal whose frequency is 1 kHz is applied across the PC. This causes a
small change in polarisation of input beam. Small misalignment of the beam
causes modulation in beam propagating angle, which is then picked up by a
quadrant-photodetector (QPD).
8. The X and Y positional values from the QPD are input to a lock-in ampli-
fier with 1 kHz from the local oscillator as the reference. Kinematic stage is
slightly adjusted such that the 𝑅-values of both X- and Y- signals are min-
imised.
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Cam 1, no dark-frame subtraction
Cam 1, Poisson-statistic noise limit
Cam 1, dark-frame subtraction
Cam 2, no dark-frame subtraction
Cam 2, Poisson-statistic noise limit
Cam 2, dark-frame subtraction
Cam 1 - Cam 2, no dark-frame subtraction
Cam 1 - Cam 2, Poisson-statistic noise limit
Cam 1 - Cam 2,-dark-frame subtraction
Figure 3-18: Standard deviation of DN across two Zyla sCMOS sensors plotted as
function of number of frames averaged over. The Poissonian statistics noise limits
are shown as dashed-lines.
A camera with a large dynamic range is essential so that the phase camera can
detect weak field fields buried amongst brighter ones, such as the carrier field in
our case. The dynamic range of a camera, which is defined as the ratio between
the maximum output signal level without saturation and the minimum detectable
signal. The maximum output signal is determined by a camera’s full-well capac-
ity.The camera usedan in our experiment is Andor Scientific CMOS (sCMOS) Zyla
4.2. The camera’s full well depth is specified to be 30,000 electrons by the manu-
facturer [194]. The camera output is 16-bit disgitsation image (thus 65,536 levels).
The number of useful levels were 65,440 since the sensor has an offset level whose
mean was measured to be 96 digital numbers. During the camera’s nominal op-
eration condition (TEC cooled at 0∘C), its dark frame’s standard deviation in pixel
value is 2.8 digital numbers.This is equivalent to ≃ 1.2 e−RMS noise, which is slightly
higher than the manufacturer’s claim (0.9 e−RMS) [194]. The noise sources here are
mainly dark current noise and readout noise. Both follow Poisson statistics. These
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numbers imply that Zyla 4.2 has a dynamic range ratio of 25,000:1 (or 88 dB) in-
stead of 33,000 as specified, which is sufficiently high for our purpose.
Pattern noise
Fig. 3-18 shows the standard deviation in pixel values of dark frames 𝜎DN with
increasing number of averaged frames. Had noise in dark frames been simply
readout noise and dark current noise, measured log10(𝜎DN) would have decreased
with a slope of -0.5. However, existence of the fixed pattern noise, which is caused
by the pixels in the camera having slightly different dark current, limits the reduc-
tion of noise with increasing number of frames averaged over. The (solid) curves
therefore plateau out atlarge number of frames (figure 3-18). Subtraction of these
dark frames with themselves removed the fixed pattern noise [171]. The resultant
frame had Poissonian readout noise and dark current noise, whose magnitudes de-
creases with increasing
√
𝑁ave (dash-dotted lines). However, the need to subtract
dark frames results in a doubling of noise magnitude. For dual camera operation
of a phase camera in which two cameras are used, each image of the optical field
recorded by a camera requires subtraction withthe dark frame of that camera. In
single camera operation, since a set of images is subtracted from another set taken
by the same camera, there is no need to perform dark frame subtraction.
Bright frame noise
The total effective noise of the camera when a “bright” frame acquired is the quadra-








Photon shot noise is a statistical noise associated with the arrival time of pho-
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where QE is quantum efficiency, 𝑁𝛾 is the number of photons per second and 𝑡
is exposure time. Assuming that the sensor has high linearity (>99.8% per man-
ufacturer’s specification [194]), the photon shot noise can be estimated in term of
digital numbers (DNs). To avoid deviation from linearity close to saturation, the
mean maximum signal on the camera is maintained at 65270 digital numbers. The
fluctuations due to shot noise is therefore approximately 250 digital numbers. The
dominant noise source in a bright frame is the photon shot noise. The Poissonian
statistics of this type of noise means that improvement of signal-to-noise ratio can






























Figure 3-19: Verification of sCMOS Zyla 4.2 linearity with mean DN across the en-
tire sensor as a function of exposure time (left y-axis). Right y-axis shows deviation
of measured mean DN from a linear fit.
Linearity of a camera is measured from a plot of mean signal as a function
of exposure time [194]. A sCMOS Zyla is uniformly illuminated with a 1064 nm
beam. This is achieved by focusing a 1064 nm collimated laser beam with an f=8
mm lens. The camera is placed at 500 mm away from the the lens. A black anodised
alumininium beam tube is placed in front of the camera to prevent stray reflection
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from camera’s C-mount thread. Camera I/O pin 2, which outputs TTL exposure
timing signal [195], is monitored on an oscilloscope. The width of each pulse from
this pin shows the actual exposure time of the camera. Fig. 3-19 shows the mean
digital number across the sensor array as a function of exposure time measured
on the scope (blue). As seen in this figure, at approximately 9.5 𝜇, the mean DN
stops increasing linearly but plateaus out. This is caused by pixels reaching their
saturation level. A linear fit is applied to exposure time periods shorter than 9.5𝜇𝑠
(red). Deviation of measured mean value from this linear fit is given by the green
trace in Fig.3-19. Non-linearity of a camera is defined as [166]:
Non-linearity(%) = 100%
Max. positive deviation + Max negative deviation
Maximum signal
(3.20)
From the data obtained, non-linearity of Zyla sCMOS with 1064 nm uniform illu-
mination is 0.75%. Linearity is therefore 99.25%, which is only slightly lower than
manufacturer’s specification.
3.5.4 Dual camera operation
Figure 3-20: Auxiliary outputs of two Zyla sCMOS cameras, which show time at
which the first row of each camera’s sensor is exposed after synchronisation.
In the dual camera operation, it is important that the two cameras must take
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images synchronously and the optical paths seen by two beams split from PBS are
as close to identical as possible.
The first condition is easily achieved by synchronising the two Zyla cameras.
In this operation, one camera acts as a “master” which sends out trigger signal to
the second camera, which is referred to as a “slave” camera. The master camera
exposure mode is set to internal trigger. Pin 4 of camera’s IO pins, which indicates
the exposure of first master camera’s first row is used for trigger slave camera
(pin 7 of IO pin). The slave camera is set to external exposure triggering mode.
Auxiliary outputs of the two cameras (pin 2) are plotted on Fig. 3-20, which shows
that exposures of the CMOS cameras coincide with one another have the same
exposure time.
Ensuring that the optical path seen by the two beams on the two cameras
proved to be significant more challenging. In the following sections, we outline
methods to minimise these differences.















(a) (b) (c) (d)
Figure 3-21: (a): a typical image of a crosshair used in first step of alignment once
imaging condition is achieved. (b): A mask of hexagonal-packed holes are used
to finely tune pitch and yaw of cameras. (c): Gaussian beam on a camera after
alignment and removal of the mask. (d): Subtraction of images of an identical
with no RF sideband at 15.4 MHz shows an underlying structure due to a small
difference in beam alignments
We first attempt to minimise the optical path difference by ensuring that there is
an imaging condition set up at the sensors’ plane. To set up this imaging condition,
a mask is introduced after the PC and before the PBS and each camera is mounted
on a 5-axis (X, Y, Z, 𝜃𝑋 , 𝜃𝑌 ) kinematic mount (Newport 9081). Two masks were
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tried: a cross hair and a hexagonal pack of holes with 150 𝜇𝑚. Lens L3 in Fig. 3-
12 images this mask to both cameras.
The initial alignment uses cross-hair mask (Fig. 3-21(a)). The two cameras are
first translated along the optical axes (after PBS) until they are at positions that
are close to imaging condition. Once they are in this location the kinematic bases
are locked onto the optical table, z-axis translation is tuned finely with the kine-
matic mount until fringes around the cross-hairs are minimised on both cameras.
Other axes are tuned so that the position and alignment of cross-hair images are
approximately the same on each sensor.
The cross-hair mask is then replaced with the hexagonal-packed hole array
mask once a good imaging condition has been acquired (Fig. 3-21(b)). The hexag-
onal packed pattern allows finer tuning of pitch and yaw of the two cameras by
comparing the size of each hole on the pattern. Images from the two camera are
overlaid over one another to compare the position of each hole. If there is a signif-
icant difference, one camera was readjusted until the positions of the pattern are
closely matched. This readjustment may causes the deviation from imaging condi-
tion, at which point, one need to to return to alignment with the cross-hairs. This
process continues until no further improvement in the imaging and alignment oc-
curs. The process can take a long period of time and require frequent checking after
finishing in case there is a drift any camera’s position. The hexagonal array mask is
then removed and images of the Gaussian beam are acquired by the two synchro-
nised cameras (Fig. 3-21(c)). To further align the image of the Gaussian beam on
the sensors, the centroid of each image is computed. Images taken from the slave
camera is translated by the difference in centroid positions. The difference between
the two images are then computed and shown in Fig. 3-21(d). The test optical field
in this image does not contain any RF field at 15.4 MHz. Image resulted from an
ideal subtraction of such field should result in shot noises. However, Fig. 3-21(d)
shows that there is underlying structure which consist of a positive and a negative
regions, resulting in an averaged difference magnitude of 3000 DN in the region of
radius 1 beam size 𝑤. This structure indicates that there is a small misalignment
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of the optical fields seen by the two cameras, mainly due to rotation of the beam
about optical axes 𝑍. This limitation is first due to the lack of control of 𝜃𝑍 d.o.f on
the kinematic base. Further more, the method of finding centroid is susceptible to
ambient light, which results in non-zero signal in the region of the sensors that is
outside of the test optical field.
Image matching of two cameras
To improve matching images between two cameras for subtraction, we perform
computational transformation of one image so that it matches the other. One image
is transformed using affine transformation, which preserves collinearity.
Affine transformation include translation, rotation, scale ad shear, in which
translation and rotation are the main transformations of interest. Scaling and shear-
ing have been fined tuned using physical alignment by optimising imaging condi-
tion.
Formulation of the problem
Considering the simplest case where we have some unknown translational mis-
match between the two images taken by the two camera. Let X be the image taken
by p-polarisation camera and Y the image taken by s-polarisation camera. For ex-
ample, Y is a copy of X that is 𝑡 pixels translated in x-direction. We now would
like to transform Y such that it matches with our reference image X. Then we let
Y𝑡 be the translated Y in x by 𝑡 pixels.
To quantify how good our matching of the two images X and Y is,we use a
figure of merit quantity referred to as the mismatch function 𝑀(X,Y) and require
that 𝑀(X,Y𝑡) < 𝑀(X,Y) [39].
We therefore want to find the translation 𝑡 that results in the minimum value
𝑀(X,Y𝑡):
𝑡 = argmin𝑡 [X,Y𝑡] (3.21)
In most of these cases, we would like to perform sub-pixel translations. Re-sampling
the 2D image array is therefore important. This re-sampling will be even more
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crucial for other transformation, such as rotation. Re-sampling is achieved with
bilinear interpolation which is a 2D version of a linear interpolation in 1D array.
This re-sampling can be implemented with scipy function affine_transform.
We then choose a metric for image mismatch 𝑀 and attempt to minimise the
mismatch. Our method of matching here uses correlation of pixel value at each
pixel as the metric [39]. A well-matched pair of images means that value of pixel
(𝑥𝑖, 𝑦𝑗)1 of camera 1 is equal, or close to that of (𝑥𝑖, 𝑦𝑗)2 of camera 2 for 0 ≤ 𝑖, 𝑗 ≤
2048. The correlation coefficient used here is the Pearson correlation coefficient:
𝑟𝑥𝑦 =
∑︀𝑛





where we have raveled the 2D image arrays X and Y into 1D arrays of size
20482. 𝑥𝑖 and 𝑦𝑖 are thus the pixel value of pixel 𝑖 in the 1-D X and Y image arrays.
?̄? and 𝑦 are the mean pixel values of the two arrays X and Y. The quantity 𝑟𝑥𝑦
varies between 0 and 1, where 1 indicates a perfect correlation, hence a perfect
match between two images. The mismatch 𝑀 can then be defined as −𝑟𝑥𝑦 and
therefore is minimum at 𝑟𝑥𝑦 = 1. The correlation coefficient can be computed
directly with numpy function corrcoef.
The next step is to optimise this metric. Here we use scipy Python library
function fmin_powell to find the minimum of the cost function, which is the mis-
match 𝑀 using Powell’s method. Powell’s method is an algorithm developed by to
find the minimum of a function without the need to calculate its derivatives [169],
which can be noisy due to photon shot noise in an image. This function would try
different values of translations until the minimum value of 𝑀 is achieved.
This procedure can then be extended to other transformation, namely y-translation
and rotation. Function affine_transform can be used again to implement all
of these transformations. Minimisation process will involve the following step:
• Adjust the rotational angle until the mismatch in rotation is minimum.
• Adjust x-translation until the mismatch in x-translation is minimum.
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• Adjust y-translation until the mismatch in y-translation is minimum.




























































































(c) rxy = 0.969 (d) rxy = 0.989 (e) rxy = 0.999
θ = -30.001o t=-9.998 pixels
θ = -30.001o
Figure 3-22: The top panel shows the two images generated for testing the image
matching algorithm. Each image consists of a Gaussian beam intensity profile. Im-
age X (a) is the reference image. Image Y (b) is the image of the transformed beam.
The raveled 1D image arrays of (a) and (b) are plotted against each other in (c).(d)
shows the same plot if only rotation transformation optimisation was performed
on (b) and (e) shows the result when both translation and rotation transformations
were performed on image (b).
Fig. 3-22 shows a simulated example in which an elliptical Gaussian beam pro-
file with photon shot noise has been generated as a reference image X. This beam
profile is translated by 10 pixels and rotated by 30∘ clockwise. The transformed
profile assumes a different shot noise profile. This gives us a second image Y for
image matching testing. The raveled 1D arrays of images X and Y are plotted
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against each other in Fig. 3-22(c). The correlation coefficient 𝑟𝑥𝑦 between the raw
data is 0.969. Performing rotation matching gives us plot (d) and a correlation co-
efficient 𝑟𝑥𝑦 of 0.989. Iterative matching process to optimise both translation and
rotation matching gives us an x-shift of -9.998 pixels and rotational shift 30∘ anti-
clockwise as the transformations to best match Y to X, which agree with the initial
input. As seen in Fig. 3-22(e), the two raveled arrays have become significantly
more correlated with a correlation coefficient 𝑟𝑥𝑦 of 0.999.












(a) s-polarisation (b) p-polarisation













































Figure 3-23: (a) Intensity profile of the optical field observed by the camera at re-
flection of PBS (s-polarisation). (b) Intensity profile of the optical field observed by
the camera at transmission of PBS (p-polarisation). (c) Scatter plot of raveled pixel
values of the two images (a) and (b) are plotted against one another. (d) The same
scatter plot after image recorded by s-polarisation camera has been transformed to
match the other. (e) Difference between the two images after image matching.
Application of image matching is shown in Fig. 3-23. Images of intensity pro-
files seen by two camera and reflection and transmission of PBS are shown in 3-
23(a) and (b). Fig. 3-23(c) shows the two image arrays corresponding to (a) and (b)
raveled and plotted against each other. The correlation coefficient of the raw arrays
as seen by camera is 0.892. After transformation of s-polarisation camera image,
the correlation coefficient is improved to 0.996. The scatter plot after matching two
images is presented in Fig. 3-23(d), showing reduction in the degree of scattering.
Implementation of this image matching process can be found in Appendix E.
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Fig. 3-23(e) shows the difference in two matched images. The low spatial-
frequency difference in figure 3-21 is improved significantly. There remain high
spatial frequency structures caused by imperfection in optical system as they prop-
agate and are distorted after splitting at PBS. The average difference magnitude is
reduced to approximately 1000 (from 3000), which is 10% relative to the maximum
intensity of the sum of the two frames. Observation of RF sideband fields whose
magnitudes are 0.1% to 1% of carrier field can therefore be challenging to realise
even with image matching.
3.5.5 Single camera operation
The complication of matching images in the dual camera operation can easily be
eliminated with a single camera operation in which there is only one camera ob-
serving either s- or p- polarisation after PBS. The optical field seen by the other
camera can be acquired by phase shifting the the local oscillator driving the Pockels
cell by 180∘. All optical distortion due to optical imperfections in the propagation


























































Figure 3-24: Comparison between I, Q demodulation maps and magnitude and
phase maps from camera measurements and predictions from a FINESSE simula-
tion. The digitized pixel values are given in units of thousands of digital-numbers
(kDN) and plotted using the false-color scale bars.
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Typical I and Q images and the result of a numerical simulation of the test-field
generator using FINESSE[51] are shown in Fig. 3-24. As expected from frequency
of test cavity’s HOMs, we observe both TEM30 and TEM12 at 15.4 MHz demodu-
lation. In this case, the TEM30 mode is apparent in the Q demodulation while the
TEM12 mode occurs mostly in the I demodulation. Only the two central maxima of
the TEM30 mode are observed in this demonstration as the amplitude of the TEM00
reference field is much smaller at the location of the outer maxima. Both magni-
tude and phase maps of this field are also shown in Fig. 3-24 and agree well with
simulation.
The FINESSE simulation used plausible misalignments and included shot noise
to reproduce outputs of the optical system. For the simulation shown in Fig.3-
24, the ratio of the power in higher-order mode to that in the TEM00 was 14% for
the TEM30 and 8% for the TEM12 modes, and thus the magnitude is dominated
by the TEM30 mode but the phase shows some influence of the weaker TEM12
mode, which degrades the spatial resolution we are able to demonstrate in the next
section. The code used for simulation of phase camera can be found in Appendix
F.
Noise floor and sensitivity
The sensitivity and noise floor of phase camera are investigated first by removal
of the 15.4 MHz modulation and recording frames with demodulating phase alter-
nating between 0 and 𝜋. A typical image of 𝑉0 and 𝑉𝜋 frame is shown in Fig. 3-25(a),
which shows a Gaussian intensity profile which is characteristic to TEM00 mode of
the carrier field. The magnitude of a typical e 𝑉0−𝑉𝜋 image is shown in Fig. 3-25(b)
in logarithmic scale. The difference between two such images is shot-noise limited.
There is no underlying structure as in this subtraction compared to the subtraction
of the two cameras in dual camera operation. By taking multiple sets of 𝑉0 and 𝑉𝜋
images (200 sets used here) and compute the RMS of |𝑉𝜋 −𝑉0| as function of differ-
ence frames averaged, one can obtain a plot similar to that shown in Fig. 3-25(b).
The fitted straight line has a slope of -0.5 in logarithmic scale, which implies that
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| |
Figure 3-25: (a) Typical images 𝑉0, 𝑉𝜋i, 𝑉𝜋/2 or 𝑉3𝜋/2 optical field seen by phase cam-
era,which shows a strong Gaussian intensity profile of the carrier field.(b) shows
the logarithmic of (|𝑉0 − 𝑉𝜋|) for a single pair of images when there is no RF side-
band within the field at 15.4 MHz. (c) shows how the RMS of |𝑉𝜋 − 𝑉0| decrease
with increasing number of frames averaged.
residual noise is proportional to 1√
𝑁ave
where 𝑁ave is the number of averages. The
residual noise therefore follows Poissonian statistics.
Fig. 3-26 further shows that this residual noise is dominated by photon shot
noise. The plot shows a cross-section along x-axis of transverse plane of |𝑉0 − 𝑉𝜋|
shows magnitude of noise. By dividing the difference image into consecutive
circular regions, the standard deviation of fluctuation in intensity is computed
over region and shown in red in Fig. 3-26. The maximum intensity of the beam
recorded by camera (Fig. 3-25(a)) is approximately 58,000 DNs. Photon shot noise
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Figure 3-26: Cross-section of |𝑉0 − 𝑉𝜋| image shows noise scaling with beam inten-
sity
at the maximum intensity is therefore ≈ 240 DNs for a single frame. The shot
noise results from subtraction of 𝑉0 and 𝑉𝜋 images is the sum of shot noise from
each frame. Therefore, the expected magnitude of shot noise in 𝑉0 − 𝑉𝜋 image
is≈ 480 DNs, which is confirmed in figure 3-26. Furthermore, since the intensity
of incident beam is well described by a Gaussian: 𝐼(𝑥, 𝑦) = 𝐼max exp(−2𝑟2/𝑤2),
𝜎𝑉0−𝑉𝜋 ∝ exp(−𝑟2/𝑤2), whose 1/𝑒2 radius is as twice as large as 𝑤. This is again
verified with the Gaussian fit on Fig. 3-26.
This photon shot-noise limitations alludes to the fact that improvement in sen-
sitivity of phase camera can be achieved with averaging more frames and pixel
binning:
Improvement in sensitivity due to averaging and binning by reintroducing the
15.4 MHz modulation of EOM2 and recording twenty frames at each of the four
demodulation phases. In the case of 𝑁ave= 20, 2×2 pixel binning is also employed.
The magnitude and phase of the beat signal with 𝑁ave = 1 and 𝑁ave = 20 are
shown in figure 3-27(a), (b), (d) and (e) respectively. The use of averaging and
pixel binning improves the signal-to-noise ratio in the maps, as seen in Fig. 3-27(c)
and (f).
The minimum signal power detectable can be estimated from the ratio of the
digital number (DN) noise on the central peaks in Fig. 3-27(d), approximately
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Figure 3-27: (a) and (b) are magnitude maps of heterodyne beat for 𝑁ave = 1 and
𝑁ave = 20. (d) and (e) are phase maps of heterodyne beat for 𝑁ave = 1 and 𝑁ave =
20. (c) plots the magnitude variation along the center line of (a) and (b). (f) plots
the phase variation along the center line of (d) and (e)
0.1 kDN, to the DN of the reference field in Fig. 3-25(a), approximately 60 kDN:
as 2𝐸𝑠𝐸𝑟/(𝐸𝑟)2 ≈ 0.1/60 and thus (𝐸𝑠/𝐸𝑟)2 ≈ −62 dB below the power in the
reference field, a 12 dB improvement on that reported by Goda et al. [96].
Sensing optical state with phase camera
Fig. 3-28 shows that phase camera can be a powerful tool for investigating optical
states of a system. In this demonstration, we recorded the variation of magnitude
and phase of the heterodyne beat seen by the phase camera as well as the beat seen
by a photodetector at the cavity transmission. As expected, alignment improve-
ment reduces the amplitude of the 15.4 MHz beat observed by the photodetector.
The reason for this improvement is apparent from the captured images: improving
the the pitch alignment decreases the coupling to the TEM12, and improving the
yaw alignment reduces the coupling to the TEM30 mode.
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reduced pitch, reduced yaw
Figure 3-28: Plots of the 15.4 MHz beat signal measured using a photodetector, and
the corresponding magnitude and phases maps measured with the phase camera,
recorded as the alignment of optical field into the cavity was improved.














ϕ = 0o ϕ = 85o ϕ = 135o Amplitude
Phase [deg]
Figure 3-29: The measured and simulated demodulated signal mode content. 𝜑 =
0𝑜, 85𝑜, 135𝑜 are shown on the left with the corresponding simulation showing the
individual modes. The data and model have been scale normalized.
Fig. 3-29 shows that the modal content can be extracted from a demodulation
phase sweep of a phase camera. In this section, we will show that each eigen-
mode of a common frequency sideband field can be observed separately with a
phase camera, provided that these modes are beating against the carrier at differ-
ent phases. These phases are determined by misalignment and mismatch state of
the optical system [30] as well all the Gouy phase difference accumulated by each
transverse mode. Consider an RF sideband field consists of two HG modes 𝑈 𝑠𝑚𝑛
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and 𝑈 𝑠𝑘𝑙 (𝑚 ̸= 𝑘, 𝑛 ̸= 𝑙): 𝐸𝑠 = 𝑏𝑈𝑚𝑛 + 𝑐𝑈𝑘𝑙, in which 𝑏 and 𝑐 are complex coefficients
determined by the alignment state of the system and 𝑈 𝑠𝑚𝑛 are HG bases of optical
system under consideration (which is the triangular cavity in our experiment) and
















































Difference between Gouy phases 𝜂𝑥(𝑧) and 𝜂𝑦(𝑧) depends on astigmatism of
optical system. The strong fundamental mode carrier field is thus described by
𝑈00(𝑥, 𝑦, 𝑧). The test field then can be rewritten as:
𝐸 = 𝑎𝑈 𝑐00𝑒
𝑖𝜔𝑡 +
(︀





Demodulation map extracted from demodulations at PC with signals cos (Ω1 + 𝜑)
















Substitution of equation 3.23 into the first term of 3.25, and rewriting 𝑎, 𝑏 in polar



































× exp [𝑖 ([𝜙𝑎 − 𝜙𝑏] − [𝑚𝜂𝑥(𝑧) + 𝑛𝜂𝑦(𝑧)] + 𝜑)]
}︃ (3.26)
in which 𝑘𝑠𝑏 and 𝑘𝑐 are wavenumber of carrier and sideband frequency. Since Ω1
is of order 106, and physical dimension of light field is small (on the mm scale),
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the transverse-dimension dependent exponential term varies slowly spatially and







× cos (∆𝜙𝑎𝑏 − [𝑚𝜂𝑥(𝑧) + 𝑛𝜂𝑦(𝑧)] + 𝜑) (3.27)
A demodulation phase can thus always be found to maximize or minimize the
selected mode content. If 𝜑 = [𝑚𝜂𝑥(𝑧) + 𝑛𝜂𝑦(𝑧)] − ∆𝜙𝑎𝑏 + 𝜋/2, the first term
of 3.25 vanishes, and only the second term is observed. If ∆𝜙𝑎𝑏 = ∆𝜙𝑎𝑐 and
[𝑚𝜂𝑥(𝑧) + 𝑛𝜂𝑦(𝑧)] = [𝑘𝜂𝑥(𝑥) + 𝑙𝜂𝑦(𝑧)], a cylindrical lens Gouy phase telescope can
introduce different Gouy phase accumulation between the two phases, and an ap-
propriate demodulation phase can be used to achieve separation of modes.
These results are summarised and presented as a publication in Appendix A.
3.6 Conclusion
We have developed a new type of phase camera that does not use any moving
components, which reduces the risk of backscattered light reducing the sensitivity
of Advanced gravitational wave detectors and enables operation of phase camera
during scientific runs. We have also demonstrated that this new phase camera can
produce high spatial resolution maps of the phase and intensity of a coherent light
field at a higher acquisition rate and resolution than previous phase cameras.
The results of our proof-of-principle measurements are in excellent agreement
with theoretical precdictions from a FINESSE model. We also demonstrate that
its sensitivity is limited purely by photon shot noise and can be improved signifi-
cantly simply with averaging and pixel binning, resulting in a noise floor of -62 dBc
from data recorded in 2 seconds. This performance can be easily improved by us-
ing faster or more sensitive cameras, such as InGaAs array, which can achieve >100
Hz frame rate.
Our future plan is to apply this new phase camera at LIGO observatory as a























































Figure 3-30: Schematic of a detector similar to LIGO and possible locations for
phase cameras. Highlighted are the power recycling (PRC), signal recycling (SRC),
output mode cleaner (OMC), arm cavities (XARM and YARM). The RF modula-
tion sidebands at 9 and 45 MHz are used for controlling the interferometer.Fve
potential locations of phase cameras are shown: at reflection port (REFL), pick-off
port (POP), anti-symmetric port (AS), XARM transmission (X-TRANS) and YARM
transmission (Y-TRANS). Combining the sampled field with a reference file that is
frequency-offset locked to the main laser, and choosing the appropriate demodu-
lation frequency on phase camera’s Pockels Cell would allow both amplitude and
phase of each field to be mapped.
in length and alignment control of the interferometer. Fig. 3-30 shows various
diagnosis schemes that can be implemented with a phase camera. Here, two sets
of phase-modulation sidebands at 9 MHz and 45 Hz are generated. The carrier
field, 9 MHz and 45 MHz resonate in the PRC. The carrier and 45 MHz fields are
simultaneously resonant in the SRC.
In the simplest mode of operation, a phase camera would analyse the hetero-
dyne beat between the sampled carrier and the sideband field. This allows the di-
rect measurement of spatial structure of error signals that are used for controlling
the interferometer. An independent frequency-offset reference field can also be
used to diagnose the carrier field and sideband fields individually. This is achieved
by using an AOM on a pick-off of the pre-stabilised laser (PSL) after the pre-mode-
cleaner.
The balance of 9 MHz sideband pair and the mode-matching into the PRC can
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be analyzed by placing phase cameras at POP and REFL respectively. Whereas
the balance of 45 MHz sideband pair can be analysed with a phase camera at AS
port. Differential wavefront distortion can cause the 9 MHz sidebands to “leak”
into SRC and result in 36 MHz beat note. Switching with an AS phase camera at
36 MHz would allow diagnosis of this differential wavefront distortion.
Furthermore, phase cameras can also be placed at the transmission of XARM
and YARM to diagnose if there is unexpected high-order mode contents in the
arm cavities caused by parametric instability [89]. The optical profiles resulting
from parametric instability have not been imaged, therefore diagnosis relies on
modelling and observed frequencies. Phase cameras can potentially image these
fields and thus form part of future active control scheme to detect and suppress
these instabilities [216, 132]
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Chapter 4
Suspended Active Matching Stages
Chapter 2 of this thesis has emphasised the importance of mode matching for sen-
sitivity of terrestrial gravitational wave detectors. Adaptive optics whose curva-
ture can be finely tuned will therefore pivotal roles in aiding active wavefront con-
trol to achieve its goal.
Suspended Adaptive Matching Stages (SAMS) project aim to develop an adap-
tive optics that is integrable into LIGO suspension stage. A complete SAMS aims
to provide the following capabilities:
1. Provide sufficient seismic isolation, which is driven by balanced homodyne
readout and filter cavity design requirement.
2. Provide mode matching capability (controllable optics’ radius of curvature)
3. Provide tip-tilt steering capability (DC pointing actuation and potentially AC
dithering)
In this chapter, we will provide an overview of SAMS with a particular focus




A symbolic rendering of a possible suspension architecture is shown in Fig. 4-
1 [151]. These SAMS suspension will house the relay optics. The maximum al-
lowable length noise of a suspension stage is constrained by the backscatter noise
requirement. Below 20 Hz, the length noise of the single tip-tilt stage does not
meet backscatter noise requirement of the filter cavity[143]. Therefor, SAMS will
be a double stage suspension to provide sufficient seismic isolation, which allows
suppression of length noise to a safe level.
The upper stage is similar to the existing HTTS, which consists of suspension
blades to provide vertical isolation and 4 optical sensor electromagnetic motors
(OSEM) to provide active damping and DC steering.
The lower stage houses the adaptive optics. Suspension blades at the bottom
stage will provide further vertical isolation. Installation of 4 voice coils for dither-
ing alignment is also an open option.
4.2 Adaptive optics design requirement
Curvature actuation range
The target actuation range adaptive optics integrated into SAMS is 200 mD in de-
focus (or also referred to as spherical power) [142]. Defocus ∆𝑆 is defined as the
reciprocal of wavefront radius of curvature (ROC).
Higher order aberration
Higher order aberration due to mirror’s deformation during actuation results in
scattering of optical field into higher order mode. Amount of high order mode
scattering (HOMS) can be quantified using overlap integral between an optical
field 𝐸2 whose phase is given by the residual wavefront ∆𝑊 describing deviation
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Figure 4-1: Symbolic rendering of SAMS possible arcitecture [151]. The footprint
requirement of SAMS is 166×108 mm
from a quadratic surface with the target TEM00 mode 𝐸1:






𝐸2 = 𝐸1 exp (𝑖𝑘∆𝑊 (𝑟))

















HOMS of actuator in SAMS is required to be maximum 0.4% [43].
Optical surface quality
Optical specifications are likely to be similar to HTTS mirrors. Surface figure is
therefore at least 𝜆/10 over central 85% and surface roughness is given by 10-5
scratch-dig , also over central 85% [45].
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Bandwidth
Longer time constant on the order of 30 minutes is acceptable since this is simi-
lar to thermal time constant of the interferometer. However, actuator with higher
bandwidth is preferred if achievable since this will speed up commissioning.
Noises
• Phase noise: The phase noise requirement is dependent on location of the ac-
tuators. It is most stringent at locations before the BHD beam splitter in A+.
However, all SAMS units are planned for locations after BHD beam splitter.
Phase noise is therefore less concerned [43].
• Backscatter noise Assuming a BHD readout scheme with the use of one SQZ
Faraday isolator, the amount of spurious backscatter light reaching FC is 5
nW [143].The backscatter-induced length noise imposed on relay optics be-
tween VOPO, FC and OFI at 10 Hz is 10−13 m/
√
Hz [143]. The double stage
suspension of SAMS should allow it to meet this requirement. Further de-
tails of backscatter noise can be found in section 6 of A+ filter cavity design
requirement document [143].
• Thermal noise Displacement noise induced by thermal noise of adaptive optics
in SAMS need to be less than that of existing tip-tilt stage, which is given by
HAM-ISI table motion filtered by a single-stage pendulum suspension and
approximately equal to 10−12 m/
√
𝐻𝑧 at 10 Hz [123].
• Mode-matching noise Modulation in ROC of SAMS actuators will couple to the
transmitted power in OMC especially when there is mode-mismatch. This
coupling is most stringent at SAMS units that see LO field in BHD scheme.
The limit imposed on mode-matching noise is driven by the design displace-
ment noise floor of A+. This noise requirement is also dependent on science
beam size at a given optics. The requirement is less stringent for smaller
beam size. At 100 Hz and 1 mm beam radius, SAMS defocus noise need to
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Figure 4-2: Left: Schematics showing stacked array DM’s concept, which use a
large number of stacked actuators to address local mirror deformation. Right:
Stacked array mirror from CILAS. Image source: CILAS [184]
be less than 6 nD [43]. Defocus noise requirement curve for various beam
sizes can be found from T1800480 [43].
Testing of SAMS noise is beyond the scope of this thesis and is currently sched-
uled for late September 2019 when a full suspension prototype with integrated
adaptive optics has been assembled.
4.3 Review of adaptive optics
In this section, we review existing adaptive optics (AO) that are potential candi-
dates for SAMS and identify whether there is a need for a new type of AO that is
suitable for GW detectors. Here we explore mainly front surface reflective AO to
avoid loss that is caused by transmission through materials.
4.3.1 Existing reflective AO
Reflective AO or deformable mirrors (DM) can be classified into the 5 types: stacked-
array DM, bimorph DM, voice coil DM, and MEMs [133].
Stacked-array DM
Figure 4-2 shows the concept of stacked array DMs, which consist of an array of
stacked actuators bonded onto a rigid base substrate. A flexible reflective optical
plate is then bonded to actuator array, and polished and coated to achieve a high
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quality surface finish [181]. The stacked actuators are either piezoelectric or elec-
trostrictive type, which are currently available commercially from CILAS (Com-
pagnie Industrielle des LASers) and Xinetics respectively.
In a stacked-array DM, the voltage applied to each actuator is chosen to pro-
duce the required change in the mirror surface. A large number of actuators allows
reduced higher order aberration of the reflected wavefront. A high dynamic range
requires that each actuator have a large stroke. The cross-sectional area of each
actuator and thus the actuator pitch must therefore increase to provide a higher
shear stiffness [133, 184]. This imposes a lower limit on the diameter of the optic
required for low higher-order aberration performance.
The use of a large number of actuators, bulky electronics and large bundle of
cables would degrade the seismic isolation. Additionally, while other types of
DMs from CILAS and Xinetics are specified to be vacuum compatible, the stacked
arrays are not.
Unimorph and bimorph piezoelectric DM
The concept of bimorph and unimorph (or monomorph) pizoelectric DMs is shown
in Fig. 4-3. A bimorph mirror consists of two oppositely-poled piezoelectric lay-
ers. The layers are coated on both surfaces to form electrodes and then bonded
together. At a given applied voltage, one layer compresses while the other elon-
gates. This causes the structure to bend in a manner similar to that of a bimetallic
strip.
The active layers are often embedded between two glass sheet, one of which
is used as the reflective mirror surface. The other glass sheet is used to provide
the DM with an improved insensitivity to variation in temperature. However, the
glass layers reduce the stroke of the DM. Therefore, each glass layer has to be
sufficiently thin to allow efficient bimorph action [177] .
The same out-of-plane bending can also be achieved using only one active
piezoelectric layer bonded to a glass plate. This allows the glass plate to be thicker,
thus achieving a better surface figure. Nevertheless, the glass plates in bimorph
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Figure 4-3: (a): Bimorph DM concept [184]: two oppositely polarised piezoelectric
wafers are bonded together. An array of electrodes is deposited between the two
wafers for controlling local curvature. This bilayer is sandwiched between two
glass plates. One glass plate is polished and coated for use as mirror’s reflective
surface.(b): Unimorph DM concept is similar to the bimorph mirror but only re-
quires one active layer [71]. (c): Electrode patterns of bimorph DM delivered by
CILAS to the Subaru Telescope [165]. (d): CILAS Monomorph mirror, which has
been developed for ultra high-vacuum applications. (Image source: CILAS)
and unimorph DMs are still remain too thin to achieve LIGO’s surface finish re-
quirement.
The use of piezoeletric wafers to provide sufficient stroke also requires high
voltage operation, and thus more bulky electrical racks, which is not ideal for
our application [172]. Also, these mirrors require adhesive for bonding the lay-
ers. While CILAS monomorph mirrors were developed for vacuum environment
in space missions. they would require significant testing before use in the LIGO
vacuu . The cost of bimorph DMs is also relatively high for A+ budget.
Micro Electro Mechanical Systems (MEMS) DMs
The basic structure of MEMS DM and its principle of operation is illustrated in
figure 4-4. They are based on a scalable array of parallel-plate electrostatic actu-
ators, fabricated in silicon via semiconductor batch processing [32] . Each actua-
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Figure 4-4: a: Cross-sections of continuous (upper) and segmented (lower) MEMS
deformable mirrors. A metal-coated thin-film mirror is attached by silicon posts
to an array of electrostatic actuator membranes. Voltages applied to the array of
electrodes on the wafer substrate gives rise to attraction between the membrane
and the electrode, thereby changing the shape shaping of mirror. b: a MEMS con-
tinuous DM with 140 actuators . Image source: Boston Micromachines [33]
tor plate (membrane) is supported along its edges above individually addressable
electrodes. An electrostatic force causes the actuator plate to bend, which displaces
a thin mirror layer on mirror segments and thus deforms deforms the mirror.
MEMS DMs have thin mirror layers, which prevents high optical quality. Fur-
thermore, these DMs are currently not suitable for UHV application as the mirrors
motion, transitions from overdamped in air to underdamped in the vacuum. Vi-
bration measurements of these MEMS mirror shows strong vibration resonance at
75 Hz when the pressure dropped to 6 Torr [69].
4.3.2 Existing AOs developed for GW astronomy
Various adaptive optics have been developed for gravitational wave detectors in-
cluding
• CO2 laser projection [48, 125]: The absorption of fused silica at CO2 laser
wavelength (10 𝜇m) allows projection of spatially tunable heat distribution
onto a fused-silica compensation plate, creating a thermal lens as the result
of thermo-refractive effect. The use of CO2 lasers however adds more com-
plexity to the system and require costly and bulky electronics.
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• Ring heater [48, 125]: Ring heater actuators consists of a glass torus, wrapped
in nichrome wire through which current is passed. The resulting Ohmic heat-
ing is radiatively transferred to the barrel of the test masses to balance the
central heating due to absorption of the 1 𝜇m laser beam. The maximum
achievable change in wavefront defocus is approximately 5 mD.
• Rear surface radiative heaters: A ceramic ring heater [72] is used to radia-
tively heat the rear surface of the mirror SR3. Thermo-elastic deformation
changes the curvature of the front reflective surface, but with a small re-
sponse: 2.45𝜇D/W [41].
• An array of individually addressable resistors mounted on a PCB [115, 114,
60]was applied to a rear surface mirror to radiatively induce thermo-refractive
effect within the mirror substrate.
• University of Florida segmented barrel heater [130]: A segmented electrical
heater consisting of 4 strips mounted on the barrel of optical element made
from SF57 glass which has high thermo-refractive and thermo-elastic coeffi-
cients. Independent control of each quadrant heater results in a controllable
“thermal lens”.
4.4 A new class of GW adaptive optics
The discussion above shows that the commercially available technologies are not
suitable for SAMS due to either poor optical quality, vacuum incompatibility, or
seismic short risk. Most AOs previously adapted for GW detectors require trans-
missive optics due to their reliance of thermo-refractive effect. The few AOs which
use thermo-elastic deformation do not meet SAMS actuation range requirement. It
is therefore important to develope a new class of front-surface reflective AOs that
are suitable for use in GW detectors.
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4.4.1 Thermal-driven deformable mirror
The two thermal-driven deformable mirrors proposed for SAMS are: the thermal
bimorph mirror (TBM) and compression fit mirror (CFM), which will be covered in
details in chapter 5 and 6 . Both of these DMs rely on difference in thermal expan-
sion coefficient between fused silica (mirror’s substrate) and aluminium (actuating
structure) to induce stress which deforms mirror spherically.















Figure 4-5: Drawing of the assembly of the piezo-driven deformable mirror and its
cross-section [155].
A piezo-driven deformable mirror is also proposed for SAMS. Fabrication of
the first prototype is underway at Massachusetts Institute of Technology (MIT).
Drawing of PDM’s assembly and its cross-section are shown in figure 4-5.
The main components of a piezo-driven deformable mirror are a mirror and
a PZT stack. The mirror is captured into the bore of the flexure holder, where
the adapter mediates the mirror and flexure to accommodate for uncertainty in
mirror’s diameter. The axisymmetric flexure holder converts axial force of the PZT
stack into moment mirror’s periphery. Details on design and stress analysis of the




The need for a new front-surface reflective adaptive optics that cater for GW de-
tector requirements lead us to develop new deformable mirrors. In this chapter, I
present here a new thermal-bimorph mirror (TBM) for use in SAMS deformable
mirror. The operating principle is described in Section 5.1. Stress analysis of
the TBM is presented in Section 5.2. Simulation of the TBM deformation and
stress concentration with finite element analysis (FEA) program is discussed in
Section 5.3. The TBM assembly procedure and characterisation method are de-
scribed in Section 5.4. Results from characterisation are discussed in Section 5.5
5.1 Principle of working
The underlying principle of the thermal-bimorph mirror is similar to that of bimetal-
lic strips, often found in thermostats. It relies on thermal expansion mismatch be-
tween the two materials that are bonded together to induce a change in curvature
as the temperature changes from the bonding temperature. In our case, the TBM
consists of a fused-silica mirror with thickness 𝑡1 bonded to an aluminium-6061
plate with a thickness 𝑡2 at temperature 𝑇0. These materials were chosen due to the
large difference in their thermal expansion coefficients (TEC), 𝛼1 and 𝛼2 respec-
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Figure 5-1: (a) Image of an assembled thermal-bimorph mirror. (b) 2D-
axisymmetric schematics of a thermal-bimorph mirror, which consists of a fused-
silica mirror and an aluminium plate bonded together at room temperature 𝑇0. (c)
The mirror deformation due to thermal expansion mismatch when heated.
tively. An image and schematic of the TBM is presented in Fig. 5-1(b) and (c).
At the bonding temperature, which is often room temperature (T=21∘C) for our
prototypes, the bimorph is in a relaxed state, if we assume that curing of the epoxy
bond does not create stress, and thus the curvature of mirror is unchanged. Upon a
change in the temperature, the dimensions of the fused-silica and aluminium will
change differently due to the different TECs. This mismatch creates a large stress
at the bimorph interface. The stress 𝜎1 acting on the aluminium is compressive.
The stress 𝜎2 acting on the fused-silica is tensile. To release the stress, the bimorph
structure bends out of plane. During this bending, the structure will change its
stress state and generate bending moments 𝑀1 and 𝑀2. Thus in equilibrium , the
mirror surface becomes more concave relative to its relaxed state.
Due to the large radial-length-to-thickness ratio of each layer in the TBM, the
extensive work on bi-metallic strips and semiconductor bimorph actuators can be
used to guide the design of the mirror [198, 193, 31]. At equilibrium, the stresses
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(𝜎1, 𝜎2) and moments (𝑀1, 𝑀2) acting on the bimorph structure are balanced:




= 𝑀1 + 𝑀2 (5.2)
where 𝑡 = 𝑡1 + 𝑡2



























12(1 − 𝜈2𝑖 )
(5.4)
where 𝐷 is flexural rigidity, 𝜈𝑖 is the Poisson’s ratio. 𝑅𝑥 and 𝑅𝑦 are the radii of
curvature along in 𝑥 and 𝑦 axes. In our case, 𝑀𝑥 = 𝑀𝑦 = 𝑀 :
















where we have let 𝑅𝑥 = 𝑅𝑦 = 𝑅 due to the axi-symmetry nature of the TBM.



















Now consider the deformation of the composite structure: the strain in the
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longitudinal fibres of the fused-silica along the interface is given by:







where the first term 𝛼2∆𝑇 is due to thermal expansion, the second term is caused
by the tensile stress acting along the fused-silica mirror, and the last term is due to
bending of the fused-silica.
Similarly, the strain in the longitudinal fibres of the aluminium along the inter-
face is given by:






The negative sign in the second term is due to the action of axial compressive stress
instead of tensile stress. The negative sign in the third term is due to the location
of the boundary relative to the neutral plane.
Assuming that the epoxy layer can support the elongation of the fused-silica
and aluminium at their boundary, the strain in the fused-silica and aluminium at




































= (𝛼1 − 𝛼2)∆𝑇 (5.11)
Rearrangement of this equation gives the change in radius of curvature 𝑅 and







6∆𝛼∆𝑇 (1 + 𝑚)2
𝑡 (3(1 + 𝑚)2 + (1 + 𝑚𝑛) (𝑚2 + (1/𝑚𝑛)))
(5.12)
where ∆𝛼 = 𝛼1 − 𝛼2, 𝑚 = 𝑡2/𝑡1, and 𝑛 = 𝐸 ′2/𝐸 ′1, 𝐸 ′𝑖 = 𝐸𝑖/(1 − 𝜈𝑖) . The
properties of materials we used are listed in Table 5.1.
Eq. 5.12 shows that larger deformations can be achieved with smaller total
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thicknesses for a given thickness ratio. However, the minimum thickness of fused-
silica mirror that can be used is 6 mm as most vendors suggest that superpolishing
of 50-mm diameter fused-silica mirror with a thickness below 6 mm is very chal-
lenging. Given this minimum mirror thickness, the thickness ratio for the maxi-
























For a fused-silica - aluminium bimorph, the maximum distortion is thus achieved
when 𝑚 = 1.94. The aluminium plate thickness should therefore ≈3 mm for maxi-
mum actuation rate.
5.2 Stress analysis
The maximum stresses occur at the interface between fused-silica and aluminium.
































This stress was calculated using the parameters listed in Table 5.1 and plotted
in Fig. 5-2.
The tensile strength of fused-silica varies between 50-55 MPa, depending on
surface flaws [109, 110, 70], whereas its compressive strength exceeds 1100 MPa [110,
70]. Tensile failure of the fused-silica would most likely result in structural rupture
due to its brittle nature. The region within which this failure is expected is shaded




Thermal expansion coefficient, 𝛼 (1/K) 0.55×10−6 2.34×10−5
Heat capacity, 𝐶𝑝 (J/(kg·K)) 740 900
Thermal conductivity, 𝑘 (W/(m·K)) 1.38 238
Density, 𝜌 (kg/m3) 2203 2700
Young’s modulus, 𝐸 (Pa) 73.6×109 68.9×109
Poisson’s ratio, 𝜈 0.17 0.33
Relative emissivity, 𝜖𝑟 0.93 0.06
Table 5.1: Properties of fused-silica and aluminium alloy 6061 used for t thermal-
bimorph mirror.























The negative sign indicates that the maximum stress in the alumnium along the
interface is compressive. Aluminum 6061-T6 has a tensile strength of 310 MPa
and a yield strength of 276 MPa. Its compressive strength is similar to its tensile
strength [66]. Compressive failure of the aluminum is therefore not expected to be
the limiting factor.
These expressions for maximum stresses are relevant to the regions of the mir-
ror that are far from the circumferential edge of the interface. The stress distribu-
tion near the edge is more complicated. Firstly, shearing stresses arise between
the two materials during heating [198]. Since the fused-silica and aluminium have
different Young’s modulii and thicknesses, peel stress, which is a normal stress
along the interface, will also be produced during heating [198]. It is important that
the epoxy bond withstand these stresses to support the mirror’s deformation. The
two quantities that determine the epoxy’s ability to withstand these stresses are its
lap-shear strength and its tensile strength. The maximum lap-shear stress 𝜏max and













Figure 5-2: Maximum tensile stresses in fused-silica, interfacial shear and peel
stresses as functions of spherical power as predicted by Eq. 5.15, 5.17 and 5.18
for a standard thermal-bimorph mirror design with 6-mm-thick fused-silica and
3-mm-thick aluminium. Lap-shear strength of the adhesive is expected to limit
mirror’s bending to 270 mD. Bending of mirror beyond 325 mD is predicted to
cause rupture in fused-silica due to material’s tensile strength limit.








𝑘 and 𝜇 are given by:












Rearrangement of Eq. 5.12 and substitution into Eq. 5.17 and 5.18 yields the
maximum interface shear and peel stresses as a function of 𝑆, which are also plot-
ted in Fig. 5-2.
The epoxy used in the thermal-bimorph mirror is MasterBond EP30-2, as it is
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approved for use in the LIGO vacuum. Its lap-shear strength is 20-25 MPa when
bonding two aluminum surfaces [139, 73], and the strength of the glass-metal bond
shear strength is expected to be similar to that of the aluminum-aluminum bond.
The tensile and compressive strengths are 70-75 MPa and 95-100 MPa, respectively.
Thus, failure of the epoxy bond would thus most likely be caused by the interface
shear stress exceeding the lap-shear strength, triggering slow delamination of the
bond. The region of actuation range within which there is a high likelihood of this
failure mechanism is shaded red in Fig. 5-2.


















Figure 5-3: COMSOL FEA simulation of a thermal-bimorph mirror consisting of
a 6-mm thick fused-silica mirror and 3-mm thick aluminium plate when there is a
200 mW power applied to its rear surface. The filled colormap represents temper-
ature of the structure, whereas the contour lines show von Mises stress.
The analytic expressions in Section 5.2 were developed for bimetallic strips, for
which the length-to-thickness ratio is very large and the thermal conductivity and
emissivity of the two materials are similar. A finite element analysis (FEA) of the
thermal-bimorph mirrors provides a more accurate estimate of the deformation
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and stresses.
We simulated the bimorph mirror using an axi-symmetric COMSOL FEA model
with z-axis axis as the axis of symmetry. The mirror is simply-supported along its
circumference. Thus, the displacement in z-direction at radius 𝑟0 is given by:
𝑤(𝑟0,−𝑡1) = 0 edge is pinned to support and does not deflect (5.22)
?̈?(𝑟0,−𝑡1) = 0 edge is free to rotate and does not experience any torque (5.23)
The mirror is uniformly heated on its rear surface with an input power 𝑃in, and
is cooled via radiation from surfaces with an emissivity of 0.06 (aluminium surface)
and 0.93 (fused-silica surfaces) to the surroundings at an ambient temperature of
293 K. Fig. 5-3 shows a 3D rendered model of a thermal-bimorph mirror from the
FEA model, including the temperature and von-Mises stress map when the mirror




Figure 5-4: (a) Mirror deformation for 𝑃in = 600 mW (blue), and deviation from
best-fit quadratic (red). (b) comparison of predicted spherical power 𝑆 as a func-
tion of aluminium plate’s thickness from analytic expression (Eq. 5.12) and COM-
SOL FEA model, (c) Tensile stress in the fused-silica, and shear stress and peel
stress applied to the epoxy.
The predicted deformation of the mirror relative to the centre of the mirror for
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a heating power of 600 mW is plotted in Fig. 5-4(a). The deviation from the best-fit
quadratic is also plotted, showing deformation is mostly quadratic expect outside
the mirror’s central 80%. This highly quadratic distortion means that we can esti-
mate spherical power directly from FEA model using the following expression:
𝑆 = 4
|𝑣(𝑟 = 𝑤interest) − 𝑣(𝑟 = 0)|
𝑤2interest
(5.24)
where 𝑤interest is the beam radius of interest. Thus, for data in Fig. 5-4(a), S≃
180 mD.
The optimum thickness of the aluminium plate was also investigated using the
FEA model. The predicted actuation rate as a function of thickness is plotted in
Fig. 5-4(b) and compared with the result from analytic expression Eq. 5.12. The
FEA actuation rate is 1.5% lower than that predicted by the analytic result. Never-
theless, the FEA result confirms that the maximum actuation rate is achieved when
the aluminum plate thickness is approximately half of that of the fused-silica’s (3
mm).
More importantly, the FEA model allows a more careful look at the stress within
the TBM. The predicted tensile stress in the fused-silica, and the interfacial lap-
shear and peel stresses are plotted as functions of the mirror’s radius in Fig. 5-4(c),
for 𝑆=180 mD. As seen on this plot, the main stress occuring within the centre of a
TBM is that arising from axial stress and bending stress of the layer, which is tensile
in fused-silica. This stress is ≃ 75% of the lower limit for its tensile strength. Near
the edge of the TBM, there are high shear and peel stress. For ∆𝑆=180 mD , the
shear stress is 25% higher than that calculated using Eq. 5.17 and approaches the






The first prototype of the TBM used 1" fused-silica mirror and was bonded using
TorrSeal due to the availability of other epoxies at the time. All subsequent TBMs
used Masterbond EP30-2 epoxy. This epoxy has been approved for LIGO vacuum
while opertaing at ambient temperature. Its vacuum compatibility at an elevated
temperature still requires verification. Collaborative work with Aidan Brooks and
Antonio Perecca from Caltech also investigated Epo-Tek-353ND as bonding epoxy.
However, Epo-Tek-353ND’s lap shear strength (13 MPa) and glass transition tem-
perature (90∘C) are both lower than that of Masterbond 30-2 [87, 139].
For heating the TBM, a circular 2-inch-diameter flexible Kapton heater was
used. These heaters have a resistance of 480 Ω and a thickness of 0.2 mm [86].
They are coated with pressure sensitive adhesive and could be applied directly to
the TBM.
The following procedure describes assembly of a TBM:
1. Measure diameter and thickness of a fused-silica for bonding. Mirrors used
here are 2"-diameter Thorlabs fused-silica mirrors with 6-mm thickness and
a protected aluminium coating. Surface flatness was specified to be 𝜆/4 at
𝜆=632.8 nm and surface quality of 40-20 scratch-dig.
2. Machine an aluminium plate with the same diameter as that of the mirror
and a thickness of 3 mm.
3. In a clean environment, clean rear surface of fused-silica mirror and a surface
of aluminium plate.
4. Prepare two parts of Masterbond EP30-2 with ratio 10:1 by weight. Slowly
mix the two parts to avoid trapped air bubbles.
121
5.4. EXPERIMENTAL PROCEDURE
5. Apply a thin layer of thoroughly mixed epoxy onto the back of the fused-
silica mirror. Position the aluminium plate on top. Carefully move it around
while gently pressing to spread the epoxy evenly.
6. Placed a small weight over the two layers and cure for 48 hours at room
temperature
7. After curing, apply the flexible Kapton heater to the TBM back.
8. Replace heater lead wires with AWG28 wires to prevent seismic short during
suspension. Connect heater wires to vacuum feedthrough.
9. Attach a thermistor to the barrel of the TBM and secure using either Kapton
tape or UV-cured epoxy.
10. Clean the reflective surface of the mirror using isopropanol.
5.4.2 TBM characterisation
A schematic of the system used to measure the change in curvature of the TBM
is shown in Fig. 5-5. The TBM was suspended in the vacuum chamber using two
loops of wire, secured with Kapton tape on each side of the mirror. This method
was chosen instead of a standard mirror mount secured with grub screw as the
deformation of the TBM is sensitive to external stress, which could induce higher
order aberrations and may lead to premature mirror failure. After suspending the
TBM, a plate with 4 Nd:FeB magnets was positioned 5 mm from the rear face of
the TBM to suppress slow pendulum modes of the suspension via eddy current
damping (see Fig. 5-5)
The change in curvature of the TBM was measured using a differential Hart-
mann wavefront sensor (HWS) [48, 116, 47], which has been demonstrated to have
a reproducibility of 0.5 nmRMS and an accuracy of 0.25 nm. The operation of the
HWS is described fully in Section 2.3.2. Briefly, the output of the single-mode fiber-

















Figure 5-5: A schematic of the system used to test the thermal-bimorph mirror. The
mirror is isolated from the surroundings by suspending it as a pendulum within
a vacuum, and suppressing the motion using eddy-current damping. The 10X
telescope projects a large diameter, 680 nm probe beam onto the mirror with an
angle-of-incidence of 0.5∘. The lenses L1 and L2 image the mirror surface onto the
Hartmann wavefront sensor (HWS).
the mirror surface. The reflected wavefront was imaged onto the HWS, resulting
in an array of Hartmann spots on the HWS camera. Heating the TBM causes the
reflected wavefront to change and thus the Hartmann spot pattern changes. This
change is analysed to determine the change in curvature of TBM.
The 680 nm SLED produced a maximum power of 1 mW with a central wave-
length of 676 nm and a spectral linewidth of 10 nm. This implies a short coherence
length of 14.5 𝜇𝑚, which helps to minimise the effects of interference as the probe
passes through multiple optical elements. In our measurements, the SLED power
was set at 0.7 mW and the camera exposure time was 20 ms. The SLED output was
collimated using an aspheric lens to yield a beam diameter of 2.4 mm, which was









Figure 5-6: (a) Numerical reconstruction of wavefront change at the TBM with
∆𝑇=26 K (b) Residual wavefront after removal of quadratic component of wave-
front. (c) Zernike coefficients of the full wavefront and the defocus-subtracted
wavefront
The expanded beam was steered onto the TBM with a 0.5𝑜 angle of incidence.
The small angle of incidence allows simple separation of the reflected beam with-
out the introduction of extra optics. A larger angle of incidence would result in
excessive astigmatism of the reflected wavefront. The reflected beam was imaged
onto the HWS using an image-relay telescope with a nominal magnification of 1
formed by 2 lens, each of nominal focal length 𝑓 = 1 m. Thus, the distance from
the TBM to the first lens L1 is 1 m, between L1 and L2 is 2 m, and from L2 to HWS
is 1 m. Such an imaging system can be described with 𝐴𝐵𝐶𝐷 matrix in which 𝐵
and 𝐶 elements are ∼0, and thus both the intensity and wavefront are imaged. The
choice of long focal lengths allowed placing of the lenses t be placed at locations
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that will not clip incident probe beam. It also reduces the sensitivity to errors in
focal lengths and distances between them. The focal lengths of the lenses were
measured using a differential Hartmann technique [116](see Apppendix ), giving
𝑓1= 1.013±0.002 m and 𝑓2 1.009±0.002 m respectively.
The imaging condition of the telescope was confirmed using a 1951 USAF reso-
lution test chart plate placed at the TBM. The positions of lens are adjusted until a
sharp image was formed on the CCD sensor of HWS. The measured magnification
of the image-relay telescope was 0.996±0.02.
5.5 Results
5.5.1 Steady state response
Figure 5-7: Cross-section of measured and FEA-predicted total and residual wave-
front changes for ∆𝑇 = 26 K.
The wavefront change produced by 0.69 W of electrical heating that resulted
in ∆ 𝑇=26 K, is plotted in Fig. 5-6(a). The change is mostly quadratic with 𝑆=
195.8 mD, which was obtained by performing least-squares fitting polynomial
wavefront [47, 206] . The change can also be expressed in terms of Zernike func-
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tions, as described in Appendix C and shown in Fig.5-6(c). The defocus calculated
using this approach is 195.8 mD. also agrees with that obtained from polynomial
fitting (𝑆=195.8 mD).
The reproducibility of the wavefront change was checked by continually cy-
cling the mirror over a three week period: yielding a maximum variation of 0.1 mD,
or 0.05% .
A comparison of the measured and FEA-predicted cross-section of the wave-
front change is shown in Fig. 5-7. From this plot, it can be seen that deformation of
















Figure 5-8: (a) Measured spherical power from Hartmann sensor (green) shows
good agreement with analytic and FEA predictions, (b) Estimated higher order
scattering from residual wavefront as a function of change in temperature for var-
ious Gaussian beam radii. The shaded region indicates the maximum scattering
allowed.
The linearity of the response of the TBM was confirmed by measuring S vs ∆𝑇 .
The results are shown in Fig. 5-8(a), indicating that the response of the TBM for
𝑆 < 200 mD is linear with ∆𝑇 at an actuation rate 𝜕𝑆/𝜕𝑇 =6.77 mD/K, which
agrees well with FEA.
Removing the quadratic component of the wavefront change yields the resid-
ual error shown in Fig. 5-6(b), which would scatter light from an incident Gaus-
sian beam. The amplitude of the error could be reduced by averaging, suggesting
that it is largely random and thus probably associated with the measurement pro-
cess. Nevertheless, the fractional energy scattered out of a Gaussian beam by the





Figure 5-9: Measured and predicted response of the thermal-bimorph temperature
and spherical power to a step input of 0.17 W
various beam radii in Fig. 5-8(b). This result indicates that an actuation range up
to 200 mD can be used for a beam radius up to 2 mm with scatter less than 0.4% as
required [43].
5.5.2 Transient response
The measured and predicted transient response of the TBM spherical power and
temperature during heating and cooling are plotted in Fig. 5-9, showing good
agreement.
The thermal time constant (𝜏 ) of the TBM was calculated using:
𝑆 = 𝑆0(1 − exp−𝑡/𝜏 ), for heating (5.25)
and for cooling:
𝑆 = 𝑆0 exp
−𝑡/𝜏 (5.26)
where 𝑆 is spherical power after sudden change in input power. 𝑆0 is defined as
spherical power at “hot” state during equilibrium.
Curve fitting of the experimental data yields 𝜏 for both eating and cooling ≃ 35
minutes . This time constant could be could be reduced significantly by coating the












Shear stress limit (FEA)
4
Figure 5-10: (a) Response of the thermal-bimorph mirror to step-change increases
in the heating power. Note that the curvature of the mirror did not return to its
original value when the heating power was removed. (b) FEA simulation of tensile
stress in fused-silica, and TBM interfacial shear and peel stress at 𝑃in=800 mW
The TBM actuation limit was investigated by increasing the temperature of the
mirror via a series of step changes in heating power over about 2 days. The re-
sulting temperature and spherical power are plotted in Fig. 5-10(a). The horizontal
line in this plot shows the FEA prediction of the temperature increase and result-
ing 𝑆 for which the interfacial shear stress is equal to 25 MPa, the upper limit of
the EP30-2 lap-shear strength.
The predicted stresses within the TBM for an input power of 820 mW, which
is slightly larger than that for which the measured started to deviate from linear
response, is shown in Fig. 5-10(b). The FEA result shows that a fully deformed
TBM at this input power would experience a maximum 25 MPa interfacial shear
stress, which is the upper limit of MasterBond EP30-2 lap shear strenth [139].
We believe this failure is due to incremental delamination of the epoxy bond as
the fused-silica was not ruptured.
5.6 Conclusion
We have described a thermally-actuated bimorph deformable mirror suitable for
active wavefront control in gravitational wave detectors. These mirrors are low-
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cost and easy to assemble. Additionally, our approach enables the use of mirror
substrates with a thickness sufficient to enable a good surface figure. Using a 2"
diameter, 6mm thick, fused-silica mirror, We demonstrated 200 mD of spherical
power actuation with a linear actuation rate of ≈6.8 mD/K and very low higher-
order aberrations.
Higher actuation of the TBM is limited by interfacial shear stress exceeding the
strength of bonding epoxy. While a stronger epoxy may be used, we expect fused-
silica’s tensile strength to be another limiting factor as the tensile stress at bearing
approaches 35 MPa at 200 mD.
To intergrate TBM into SAMS, further characterisation of epoxy layer would be
required. While MasterBond EP30-2 outgassing rate at room temperature opera-
tion has been verified to meet LIGO UHV requirement [73], this may not be true at
an elevated temperature. Furthermore, thermal noise of epoxies are difficult to es-
timate and highly dependent on thickness [100]. Ensuring that all TBM fabricated
with a constant uniform epoxy layer is a challenging task. We therefore sought
another solution that eliminates the use of epoxies. This leads us to the design of






A compression fit mirror (CFM) is a new type of deformable mirror developed
to meet requirements of SAMS. Investigation into this configuration is motivated
by the need to eliminate the complication arising from the epoxy bonding in the
thermal-bimorph mirror. This chapter is laid out as follows: section 6.1 briefly
describes the principle of operation of the CFM. Stress analysis of the CFM is pre-
sented in section 6.2. Simulation of the CFM deformation under a thermal load is
presented in section 6.3. Section 6.4 details the assembly procedure. Section 6.5
and 6.6 describes the results from characterising mirror deformation at ambient
temperature and when heated. The design of SAMS is considered in the context
of SAMS requirements in Section 6.7 and a modification to the standard design is
proposed to meet those requirements.
6.1 Principle of working
The working principle of the CFM is similar to that of the TBM: it exploits the
difference between thermal expansion coefficients of fused silica mirror and alu-
minium to thermally control the curvature of mirrors. For the CFM, however, the
heating is used to create a convex spherical deformation of the mirror surface at
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Figure 6-1: Schematic demonstrating concept of CFM. (a): 3D rendering in FEA of
deformation of a CFM after cool-down to room temperature (b): Axial-symmetric
schematic of a standard CFM with a mirror of thickness 𝑡𝑚, radius 𝑟𝑚, an alu-
minium ring of thickness 𝑡𝑟 and a radial interference of 𝛿𝑟. The upper surface of
the aluminium annulus is offset 𝛿𝑧 below the neutral plane of the mirror barrel
ambient temperature by “shrink fitting” an annular aluminium ring around the
mirror, as shown in Fig. 6-1 and then changing the curvature by re-heating the
aluminium ring as required.
The shrink-fitting is accomplished by heating the aluminium ring until the
outer diameter (OD) of the fused-silica mirror fits within the ring, and then re-
moving the heat. This process results in a compressive stress applied to the barrel
of the mirror, which can produce a bending moment and a convex deformation of
the mirror.














where 𝜎𝑟𝑟 and 𝜎𝑡𝑡 are the radial and tangential stresses (or hoop stress) on the
mirror barrel and 𝑡𝑚 is its thickness. If the mirror and ring are positioned symmet-
rically around 𝑧 = 0 then the integrand in Eq. (6.1) is odd and there is no bending
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⎥⎦ , −𝑡𝑚/2 ≤ 𝑧 ≤ 𝛿𝑧
(6.2)





















Since |𝜕𝑧| < 𝑡𝑚/2 and 𝜎𝑟𝑟 < 0 due to the radial compression, the radial moment
𝑀𝑟𝑟 is always positive and thus acts in the clockwise direction. This results in
a convex deformation of the front surface of the mirror. If the thickness of the
actuating ring is similar to that of mirror, then the maximum bending moment can
be achieved if the front surface of actuating is at the mid point of the flat optics
barrel.
The maximum radial stress is determined by the difference between the outer
and inner diameters of the mirror and ring, respectively, at room temperature,
which we refer to as the “interference”. Assuming an initial mirror OD mirror
and ring ID ring, we require:
mirror(1 + 𝛼𝑆𝑖𝑂2∆𝑇 ) = ring(1 + 𝛼𝐴𝑙∆𝑇 )
∴ ring = mirror 1 + 𝛼𝑆𝑖𝑂2∆𝑇
1 + 𝛼𝐴𝑙∆𝑇
(6.4)
where ∆𝑇 is the temperature increase required for the assembly, 𝛼𝐴𝑙 = 23.6 ×
10−6 K−1 and 𝛼𝑆𝑖𝑂2 = 0.55 × 10−6 K−1. Therefore, for mirror = 50.8 mm, we require
ring > 50.706 mm, assuming ∆𝑇 = 80∘C, which corresponds to a interference of
94 𝜇m . Large ∆𝑇 could be used, which would result in a larger dynamic range, if
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the mirror coating is confirm to not suffer from any adverse effect caused by high
temperature.
The ID of the ring must also allow for roughness of the contact surfaces, and to
allow for uncertainties in the micrometers used to measure the diameters. We used
Mitutoyo micrometer (103-139-10H) with ±5 𝜇m precision to measure the mirror
OD and Mitutoyo tri-ball micrometer (368-170) with ±3 𝜇m to measure aluminium
ring ID. With these considerations, we used a target interference of 75𝜇m for a




Figure 6-2: Analytic model radial and hoop stresses (𝜎𝑟 and 𝜎𝜑 respectively) within
a fused-silica mirror and an aluminium annular ring for a 50.8 mm-diameter mir-
ror and an annular ring with 2𝑟𝑟𝑜 =120 mm and 𝛿𝑟=37.5𝜇m
The stress state of the mirror in the region along its contact surface is approxi-
mated by the stress state of a cylinder under uniform external pressure. Similarly,
the stress on the annular ring is approximated by a thick-wall cylinder subjected to
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where 𝑟ro and 𝑟ri are the outer and inner radii of the annular ring, and 𝐸𝑖 and 𝜈𝑖
are Young’s modulii and Poisson ratios respectively. From Eq. 6.5, the equilibrium
radial and hoop stresses (𝜎𝑟 and 𝜎𝜑) can be estimated for each component [13]:
For the mirror:
𝜎𝜑,m = 𝜎𝑟,m = −𝑝 (6.6)




















The radial and hoop stresses for an interference 𝛿𝑟 = 37.5 𝜇m, 2𝑟𝑟𝑜 = 50.8 mm
and 2𝑟𝑟𝑖 = 120 mm are plotted as functions of radius in Fig. 6-2. Within the fused-
silica substrate, both hoop and radial stresses are compressive and constant at -40
MPa. In the aluminium ring, the hoop stress is tensile with a maximum of 58 MPa
at the contact surface. The radial stress is also compressive and maximum at the
contact surface, at which it is -40 MPa.
For an interference fit, the yield strengths of the materials need to exceed these
stresses to maintain integrity [159]. Aluminium 6061-T6 has a yield strength of
276 MPa [131], which is higher than the maximum radial stress. Fused silica is
however a brittle material and cannot be characterised by yield strength since brit-
tle materials tend to fail via rupture rather than permanent deformation. We will
therefore use Griffith criterion for brittle fracture as our guide [76]. Since both prin-
ciple stresses are predicted to be negative, we require that neither of these stresses
exceed the compression limit, which is 8 times tensile strength of fused silica. As
discussed in chapter 5, the tensile strength of fused-silica is ∼50 MPa. Thus, both
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𝜎𝜑 and 𝜎𝑟 must not exceed 400 MPa in compressive stress. This condition is there-
fore satisfied.
6.2.2 Finite element analysis
r=0











Figure 6-3: FEA model mesh and mechanical boundary conditions of a CFM with
a 6-mm-thick 2-inch OD mirror and a 120 mm OD actuating ring. Note that the
ring surface of the mirror is at 𝑧 = 0.
While the analytical model provides guidance on whether the interference cho-
sen should be feasible, the stresses distribution within the CFM is more compli-
cated.
Eqn. 6.6-6.8 were developed for a hub-shaft inteference fit in which there is of-
ten a long engagement length and most of the shaft is fitted into the hub [159]. In
our case, the axial lengths are similar and the mirror is displaced in the z-direction
relative to the aluminium ring to produce a bending moment. This will create a
tensile stress at the surface of the mirror that is outside the contact region. Further-
more, the interference fits create a stress concentration due to the abrupt transition
from uncompressed to compressed material.
We thus used a finite element model to model the stress distribution within the
CFM. Fig. 6-3 shows the 2D axi-symmetry model mesh used to study the assem-
bly of a CFM. It consists of two domains: the mirror and the actuating ring. The
contact between the two domains was modelled using Form Assembly instead
of forming a union with a “glued contact” between the two domains. In each do-
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Figure 6-4: FEA simulated radial stress 𝜎𝑟 (upper) and temperature (lower) distri-
butions in the first step of a CFM assembly, in which both components are heated
to ca. 100∘C During this stage, the fused-silica mirror fits into the aluminium ring
but they do no come into contact. The displacements are not to scale.
main, we created a virtual subdomain at the contact edge to control meshing and
enable better estimation of stress concentration at and near the contact surface.
The mechanical boundary conditions must allow the composite structure to de-
form freely but constrain rigid motion degrees of freedom. In a standard 2D model,
there are three degrees of freedom to constrain (2 translations and 1 rotation). In
2D axis-symmetry model, translation in 𝑟 and rotation are constrained. Each com-
ponent therefore only needs an extra constraint in 𝑧 at a single point to suppress
rigid body motion. These are implemented as shown in Fig. 6-3.
“Diffuse surface” conditions are applied to all surfaces with material emissivi-
ties 𝜖=0.93 for the fused-silica and 𝜖=0.06 for the aluminium. This boundary con-
dition allows radiative heat transfer between the CFM and the surroundings at an
ambient temperature of 293 K.
Assembly of the CFM was simulated in a two-step study:























































Figure 6-5: Finite element simulation of radial stress 𝜎𝑟 and hoop stress 𝜎𝜑 in fused
silica mirror (upper) and aluminium actuating (lower) after cooling to ambient
temperature.
the bottom surfaces of each component. The mirror and ring were allowed
to expand freely. The radial stress 𝜎𝑟 and temperature fields at equilibrium
state are shown in Fig. 6-4. The low thermal conductivity and high emissivity
of fused-silica gives rise to an internal temperature gradient, which creates
stress within the fused-silica. However, the magnitude of this stress is small
due to the low thermal expansion coefficient of fused-silica.
2. Cooling the CFM to ambient temperature: the fixed-temperature boundary
condition was disabled and the composite structure allowed to radiatively
cool to the ambient temperature of 293 K. The radial stress 𝜎𝑟 and hoop stress
𝜎𝜑 in the fused-silica mirror and actuating ring after cooling is shown in
Fig. 6-5. As expected, the mirror is bent so that its upper surface becomes
more convex.
The stresses within the fused-silica mirror and the aluminium ring as function
of radius at different 𝑧 positions are shown in Fig. 6-6. The central 80% region of




Figure 6-6: FEA simulated radial and hoop stresses as functions of radial distance
from CFM’s axis of symmetry at various 𝑧 locations. 𝑧 = 0 mm is defined to be
at the rear surface of the actuating ring. The upper surface of the mirror is at
𝑧 = 9 mm. The analytic predictions of stresses are plotted using dashed lines.
𝜎𝑟/𝜑 = 15.4𝑧 − 116.8 MPa, z ∈ [3, 9] mm (6.9)
The maximum compressive stress occurs at the centre of the rear surface (z=3 mm)
of the mirror and is 70.5 MPa, which is more than 5 times lower than the compres-
sive limit of fused silica according to Griffth’s criterion as discussed earlier. The
maximum tensile stress occurs at the front surface of the mirror and is 22 MPa,
which is 2.3 times smaller than it tensile strength limit.
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In the aluminium ring, the radial stress is compressive, whereas the hoop stress
is tensile, as expected from our earlier analysis. The magnitudes of these stresses
are maximum at the contact surface and decay to zero towards the outer radius.
Contact
Figure 6-7: Maximum radial (𝜎𝑟), hoop (𝜎𝜑) and shear stresses 𝜏𝑟𝑧 at 𝑟=25.4 mm
between the fused-silica mirror and the aluminium ring as functions of 𝑧.
The maximum values of the stresses at the aluminium-mirror interface (r=25.4 mm)
is shown in Fig. 6-7. On the mirror contact surface between z=3 mm and z=6 mm,
the compressive hoop stress (dash-dotted) and radial (dashed) stresses are maxi-
mum at its rear edge (z=3.2 mm). The small offset from 𝑧 = 3 mm is due to the
chamfer on the fused-silica mirror edge. The maximum compressive stress seen
by the fused-silica is therefore ≈ 140 MPa, which is 2.8 times smaller that fused
silica compressive strength limit. Only the region of the mirror near z=9 mm sees
tensile hoop stress. This tensile stress is smaller then fused-silica tensile strength
by a factor of at least 2.
The maximum radial stress on the aluminium ring inner surface is also com-
pressive and has a maximum magnitude of ≈ 125 MPa at z=3 mm, as seen in
Fig. 6-7. The hoop stress is tensile at the aluminium contact surface, with the maxi-
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mum stress reaches 80 MPa at z=6 mm, which is 3.5 times smaller than aluminium
tensile yield strength.
There is also a shear stress occuring at the z=3 mm, as shown using dotted-line
in Fig. 6-7. The maximum magnitude of this shear stress is ≈50 MPa in both fused
silica and aluminium. The shear strength of aluminium 6061-T6 is 207 MPa [196],
which is 4 times greater than the shear stress observed here. Griffths criterion
for brittle materials stated that the shear limitation for brittle materials could be
approximated as three times the tensile strength of the material [76]. This results
in a shear limitation of 150 MPa for fuse-silica, which exceeds our maximum shear
stress by a factor of 3.
The finite element analysis of stresses in the CFM at its cold state (room tem-
perature) thus shows that none of them should exceed materials limitations. Fur-
thermore, these stresses should reduce during heating of the CFM as the two com-
ponents return to their state prior to the shrink fit.
6.3 CFM deformation
The deformation of the CFM was also investigated using the FEA. The results are
plotted in Fig. 6-8, which shows the static deformation (blue) at ambient temper-
ature for a 2-inch diameter fused silica mirror offset by 3 mm in a 120 mm OD
actuating ring with a 75 𝜇m interference. The deviation from the best-fit quadratic
is also plotted (red), showing that the deformation is highly quadratic in the cen-
tral 85% of the mirror. The spherical power is 𝑆 ≃ −351 mD using Eq.5.24 , where
the negative sign is due to the convex deformation.
The FEA-predicted deformation of the CFM when heat is applied to the rear
surface of the actuating ring is plotted in Fig. 6-9. Heating causes a reduction in
the compressive stress and thus mirror returns to its initial state. It also results in
less high-order aberration. This simulation also indicates that an actuation range
of up 200 mD can be achieved if the CFM is heated up by ∆𝑇 ≈ 43 ∘C.




Figure 6-8: FEA simulation of a CFM deformation (blue) at ambient temperature
for a 2-inch-diameter mirror enclosed in a 120 mm OD actuating ring. The devia-
tion from the best fit quadratic is shown in red
TBM: more deformation is achieved at the same tensile stress. This is because
the CFM provides a compressive stress bias to the structure and therefore takes
advantage of the higher compressive strength of fused-silica.
The static deformation is dependent on a number of degrees of freedom: the
interference 2𝛿𝑟, the actuating ring thickness 𝑡𝑟, outer diameter OD and axial off-
set 𝛿𝑧. FEA simulation showed that 𝑆 is directly proportional to the interference.
Its dependence on the other parameters is shown in Fig. 6-10. Parametric-sweeps
studies in COMSOL shows that the thickness of the aluminium ring that produces
the maximum deformation of the CFM is approximately the same as the fused-
silica mirror thickness, which is 6 mm in this case (Fig. 6-10). The magnitude of
𝑆 is also found to increase with increasing ring OD. The rate of increase is how-
ever only 0.2 mD/mm for ODs that are greater than 100 mm. The best offset for
maximum deformation is 𝛿𝑧 = 0 mm, which agrees with our discussion in Section
6.1.
142
6.4. ASSEMBLY OF CFM PROTOTYPES
Figure 6-9: FEA simulation of the CFM deformation at different elevated tempera-
tures. The top panel shows the CFM full deformation when there is 0.1, 0.5, 1, 1.5
and 2 W of power dissipated from a heater to heat up the structure. The bottom
panel shows the corresponding non-quadratic deformation of those shown in the
top panel.
6.4 Assembly of CFM prototypes
Two CFM prototypes were produced:
• The first using a 1-inch diameter 6 mm-thick fused-silica mirror available off-
the-shelf from Thorlabs (PF10-03-G01).
• A 2-inch 6m mm-thick diameter CFM with a fused-silica mirror nominally
identical to that used for the TBM .
The parameters for these CFM are listed in Table 6.1
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Figure 6-10: From left to right: Dependence of the static spherical power 𝑆 of the
CFM on actuating ring parameters: thickness 𝑡𝑟, OD and axial the offset from cen-






Figure 6-11: Two assembly procedures that have been used to assemble CFM’s
Two assembly procedures were investigated, as illustrated in Fig. 6-11. In both,
a “setting ring” was used to set the axial location of the mirror in the actuating
ring.
Initially, the actuating ring was positioned on top of the setting ring and heated
to 100∘C, at which point the fused-silica mirror was dropped in as indicated in the
left panel of Fig. 6-11. This method required handling of the fused-silica mirror
at an elevated temperature, and it was susceptible to misalignment. This method
often resulted in cracking of the fused-silica substrate once cooled due to the high
shear stress induced at the ring-mirror interface.
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Parameter 1"-flat 2"-flat
outer) 50 mm 120 mm
thickness 6 mm 5.82 mm
radial interference 18±5𝜇m 37.5±5𝜇m
Table 6.1: Parameters defining aluminium ring dimensions of CFM prototypes
with different fused silica geometries. These dimensions are selected for maximis-
ing CFM deformation rate.
In the second procedure, the fused-silica mirror was first positioned in the set-
ting ring and then all components were heated to 100∘C. The actuating ring was
then placed on the setting ring and then cooled slowly to ambient temperature.
This procedure is detailed below:
(a) (b) (c)
Figure 6-12: Assembly procedure and the result of the CFM using the second
method in Fig. 6-11. (a) is an image of the ring-setter used in this method. Fused
silica was allowed to rest in this setting ring before the actuating ring is dropped
on top at high temperature, which is shown in (b). The mirror was tightly held
within the actuating ring after cooling to ambient temperature, as shown in (c).
1. Measure the diameter of a fused silica mirror using a 50-75 mm micrometer
with a resolution of ±5 𝜇m. Measurements of 5 diameters on a mirrr showed
a mean diameter of 50.762±0.006 mm.
2. Use the measured mirror OD and the nominal interference to specify the in-
ner diameter (ID) of the actuating ring. Thus, for the 2-inch mirror, the re-
quired ring ID= 50.762 − 0.075 = 50.687 mm.
3. Machine the ring and the setting ring. Measure the ring ID using a tri-ball
micrometer.
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Figure 6-13: Application of heater on CFM prototypes. Left image shows the first
layer of kapton tape to electrically insulate actuating ring from NiCr wire. Right
image shows a CFM prototype with heater coil wound applied and its resistance
reading.
4. Carefully clean all the surfaces of the mirror and the actuating ring, especially
the contact surfaces between mirror and the ring, using isopropanol.
5. Place the setting ring, actuating ring on a hot plate or in an oven.
6. Gently place the fused-silica into the setting ring.
7. Enclose hot plate in an insulated box and heat to 100∘C.
8. Once temperature reaches reaches 100∘C, place actuating ring onto the mirror
sitting on the setting ring.
9. If the actuating ring shows difficulty in sliding down, it is most likely caused
by an error in the ID of the actuating ring. Increase the temperature by 5∘C
and repeat. In most cases, the actuating ring should drop down easily at
maximum 𝑇 ≃ 125∘C .
10. Allow the entire assembly to cool slowly to ambient temperature while rest-
ing on the setting ring. Once the CFM has completely cooled, apply heating
element to the actuating ring. Initially, the heater consisted of a spiral of
140 𝜇m 80/20 nichrome wire that was insulated from the back surface of
the actuating ring by Kapton tape, as shown in Fig. 6-13. In future versions,
we will use custom-made Kapton heater adhered onto either the back surface
or the barrel of the actuating ring.
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Figure 6-14: Schematic of the system used to test the CFM static deformation. The
setup can be used with either a Michelson interferometer or a Hartmann test. The
HeNe laser is used in the Michelson interferometer operation. A 680 nm SLED is
used for the HWS. Lenses L1 and L2 magnify the sensing beam. Lenses L3 and
L4 image both the reference mirror and test mirror surface onto the screen or the
HWS.
The static deformation of the CFM at ambient temperature was investigated
using the system shown in Fig. 6-14. This system allowed qualitative characterisa-
tion using a HeNe interferometry and quantitative characterisation using a HWS,
which compared the wavefronts reflected from a flat fused-silica reference mirror
and those reflected from the CFM.
The HeNe and collimated SLED beams were magnified by a 5× telescope con-
sisting of lenses L1 and L2. The reflected beams were further magnified to improve
spatial resolution and imaged onto the screen and the HWS.
A typical interferogram is shown in Fig. 6-15. It consists of concentric rings, as
expected, due to the different curvatures of the wavefronts reflected by the refer-
ence mirror and CFM.
The measurement “noise floor” for the HWS was determined by replacing the
CFM by a flat mirror of the same specification as the reference mirror. The results
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Figure 6-15: Interference pattern observed at the output of Michelson interferome-
ter in the CFM static deformation test
from averaging 100 frames are plotted in Fig. 6-16. The wavefront aberration in
Fig. 6-16 arises from the difference in optical paths caused by the beam splitter and
air currents, and noise of the CCD array.





























Figure 6-16: The wavefront observed by the HWS when a flat mirror with the































Figure 6-17: Results of static deformation measurement using the HWS: (a) and (c) show the full wavefront change due
to the static deformation of the 1-inch and 2-inch CFMs respectively over a 3-mm diameter aperture. (b) and (d) are the
residual wavefront map of the same two mirrors after removal of quadratic component. (e) shows a cross-section of the
wavefront deformation along the y-axis from (a) and (c) in blue, and the non-quadratic wavefront change from (b) and (d)
in red.
149
6.5. CHARACTERISATION OF THE CFM STATIC DEFORMATION
The measured static wavefront changes for the 1-inch and 2-inch CFMs are
shown in Fig. 6-17(a) and (c) respectively. The spherical powers 𝑆 measured for
these CFMs are -314±6 mD, -346.8±4.8 mD respectively. The deviations from
spherical curvature are plotted in Fig. 6-17(b) and (d), showing that wavefront
change is highly spherical, which agrees well with the FEA-predicted -316 mD
and -350 mD for 1" and 2" CFMs respectively.





























Figure 6-18: Higher order mode scattering estimation due to higher order aberra-
tion in the CFM static deformation as a function of science beam radius, computed
from the residual maps shown in Fig. 6-17. The blue and red traces represent the
2-inch and 1-inch CFMs respectively.
The estimate higher-oder-mode scattering as due to higher order aberration is
presented in Fig. 6-18. This figure shows that the higher order mode scattering
in CFM is smaller than that induced by the deformation of the TBM. Over the
central 2.6-mm diameter region, the loss due to scattering into higher order modes
remains below 0.25% , which meets the aberration requirement for adaptive optics
used in A+ upgrade [43].
Creep in mirror deformation
When elastic materials experience stresses, which are not necessarily close to their
yield points, the materials can still experience a slow plastic deformation caused
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Figure 6-19: (a) Static wavefront change reflected of the 1-inch CFM measured 6
months after its assembly (b) Residual difference after subtraction of (a) from the
same measurement at the time of assembly (Fig. 6-17(a))
by a superposition of a large number of discrete events that are mainly localised
dislocation movements. These movements are caused by stress release at the mi-
croscopic scale. This phenomenon is referred to as creep and has been studied in
the design of gravitational wave detector suspension system [38, 137, 167, 207, 202,
128]. In the suspension systems, the creep events would couple to the interfer-
ometer’s readout via lengthening of the suspension fibres that are under tensile
stress [57]. Creep can also affect the CFM, and may couple into length noise, as
well as spherical power noise in the mode-matching. This source of noise is small
and very challenging to measure [34, 97]. However, we can use macroscopic quan-
tities to infer if there are a high number of microscopic creep events in the CFM as
the radius of curvature of the CFM would be expected to decrease as the mirror
releases stress over a along period of time.
Fig. 6-19 shows the measurement of wavefront deformation by the 1-inch CFM
6 months after its assembly. The measured spherical power was 𝑆 = 316 ± 3 mD,
which remained within the uncertainty range of 𝑆 in the first measurement.
This result however does not enable a conclusion that there is no creep, but
shows encouraging results that the number of creep events is not high. Future
measurements aim to monitor the mirror continuously over an extended period of
time and take into account of environmental variations to provide a more precise
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result.
6.6 Characterisation of the CFM dynamic response
CFM
Figure 6-20: A schematic of Hartmann system used to test the CFM actuation. This
system is identical to that used for testing the TBM, as shown in Fig. 5-5. The only
difference is the replacement of the TBM with the CFM.
The optical layout used to characterise the CFM actuation is shown in Fig. 6-20.
It is mostly identical to that used for characterising the TBM.
The wavefront change produced when the CFM is heated to 72.8∘C from the
ambient temperature (21.1∘C) is shown in Fig. 6-21 . For this ∆T=48.7 K, the mea-
sured change in the spherical power is ∆𝑆=226.1±1.1 mD, which translates to an
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Figure 6-21: (a) The wavefront change at the 2-inch CFM with ∆𝑇 = 48.7 K. (b)
The residual wavefront after removal of the quadratic component. (c) The y-axis
of cross-section of the wavefront change.
actuation coefficient of 4.6 mD/K. The FEA simulation predicts that the actuation
coefficient for the 2-inch CFM should be 4.8 mD/K. While the static deforma-
tion of the 2-inch CFM falls slightly short of the FEA simulation, its actuation rate
agree well with the prediction. The error in static deformation is therefore most
likely due to the uncertainty in the inner diameter of the actuating ring and the
interference.
Fig. 6-21(b) shows the residual wavefront change after removal of the quadratic
component, confirming that there is negligible higher-order aberration in the de-
formation. The peak-to-valley magnitude of this residual map is only half of that
of the residual map of the static deformation residual map. This can be accounted
for by two sources: firstly, the actuation range implemented here is only approxi-
mately 2/3 of the CFM’s maximum deformation. Secondly, the optical layout used
here incorporates a common optical path for the reference and signal wavefronts,
providing significant “common mode rejection”.
The reproducibility of the wavefront change was checked by continually cy-
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Figure 6-22: (a) Measured change in spherical power of wavefront at the 2-inch
CFM shows high reproducibility over multiple power cycles. For a given ∆𝑇 , the
mirror deformation always gives the same ∆𝑆 to within 0.5% uncertainty. (b)The
CFM response to ∆T. The linear fits to ∆𝑆 result in actuation coefficients of 3.8 and
4.6 mD/K for the 1-inch and 2-inch CFMs respectively.
cling the CFMs . The maximum temperature change was ∼55 K, at which ∆𝑆
exceeded 200 mD for both 1-inch and 2-inch CFMs. Fig. 6-22(b) shows that the
responses of both mirrors were observed to be linear and reproducible. The mirror
consistently returned to its initial state when the input was switched off, at which
∆𝑆 maintained at ∆𝑆=0.00±0.01 mD, as shown in Fig. 6-22(a).
The measured and predicted transient response of the CFM spherical power are
presented in Fig. 6-23. Fig. 6-23(a) plots the measured spherical power as a func-
tion of change in temperature during a heating-cooling cycle, which resembles that
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Linear fit
HWS measurement













Figure 6-23: (a) A plot of the change in the spherical power ∆𝑆 of the 2-inch CFM
with change in its temperature as the CFM underwent a power cycle, shown pre-
viously in Fig. 6-22(a). (b) The decay of ∆𝑆 after the heater power is switched off
and plots of the best fit exponential and the FEA prediction.
shown in Fig. 6-22(a). The linear response during the cycle indicates that there is
no hysteretic behaviour in the response of the mirror and that the heating and
cooling processes are symmetric and can be characterised by a single thermal time
constant. An exponential decay function was fitted to the measured ∆𝑆 during the
cooling process of a 2-inch CFM, as shown in Fig. 6-23. The thermal time constant
obtained from the fit is 0.56 hour or 34 minutes, which is comparable to that of
the TBM. The thermal time constant predicted by COMSOL is 42 minutes, which is
slightly longer and potentially caused by the uncertainties in the materials emissiv-
ities and unknowns in the thermal contact at the fused-silica-aluminium interface.
The time constant could be decreased by applying a high emissivity coating to the
aluminium actuating ring.
6.7 SAMS design considerations
The results discussed in the previous sections demonstrated that the CFM is a po-
tential solution to the problem of SAMS adaptive optics. However, in order to in-
tegrate an adaptive optics into a complex and ultra-high-vacuum-compatible sus-
pension system, there are several other design requirements. In particular, since
the CFM relies on heating to deform, it is crucial to understand the effect of heat-
ing on both the suspension control and it surroundings.
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6.7.1 Baseline design for CFM
There are several factors that impact the geometry of the CFM. In this section, I
explore the CFM design to come up with a baseline design that satisfy most re-
quirements and provide a baseline model for subsequent modelling.
The main factors under consideration here for the baseline design are:
• Actuation range: minimum 150 mD at maximum T=60∘𝐶.
• Bottom stage mass: minimum 400 g, but aim for 1 kg.
• Stress: maximum 17 MPa in tensile (a safety factor of three has been taken
into account)
The degrees of freedom of the CFMs that can be explored to meet these require-
ments are:
1. Mirror shape: the mirrors used in a CFM can be either flat or a plano-concave.
Plano-concave mirrors are thinner at the centre and thus allow a greater de-
formation range but many not have adequate surface quality. Additionally,
irregularities at the concave surface might lead to crack growth under high
stress.
2. Mirror thickness (𝑡𝑚):Larger deformations can be achieved using thinner mir-
rors but the surface quality will not meet LIGO requirement.
3. Actuating ring thickness (𝑡𝑟): while there is an optimum thickness for a given
mirror thickness of the fused-silica, a larger thickness results in a heavier
mass, which is desirable for suspension control.
4. Outer diameter(OD): The maximum deformation increases with increasing
OD.
5. Offset of actuating ring: An optimal offset was found for a given CFM geom-
etry. Generally, a reduced offset provides more compression bias, and hence
less tensile stress at the front surface, but reduces the actuation range.
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Component Parameters Value
Fused silica mirror OD(mm) 50.8
Density 𝜌𝑆𝑖𝑂2 (kg/𝑚3) 2203
Young’s modulus 𝐸𝑆𝑖𝑂2(GPa) 71.2
Poisson’s ratio 𝜈𝑆𝑖𝑂2 0.15
Thermal expansion coefficient 𝛼𝑆𝑖𝑂2 (K−1) 0.55×10−6
Plano-plano Thickness(mm) 6
Plano-concave Edge thickness(mm) 12
Central thickness(mm) 6
ROC(mm) 52.4
Aluminium ring OD(mm) 120
Interference dr (𝜇m) 42
Density 𝜌𝐴𝑙(kg/𝑚3) 2700
Young’s modulus 𝐸𝐴𝑙(GPa) 69
Poisson’s ratio 𝜈𝐴𝑙 0.33
Thermal expansion coefficient 𝛼𝐴𝑙 (K−1) 23×10−6
Copper ring OD(mm) 120
Interference dr (𝜇m) 35
Density 𝜌𝐶𝑢(kg/𝑚3) 8930
Young’s modulus 𝐸𝐶𝑢(GPa) 110
Poisson’s ratio 𝜈𝐶𝑢 0.34
Thermal expansion coefficient 𝛼𝐶𝑢 (K−1) 17×10−6
Table 6.2: Geometric parameters and material properties used in FEA modelling
of CFM’s.
6. Material: The actuating ring could be made from a material with a greater
density, such as copper, to increase the total mass of the bottom stage. How-
ever, this reduces the difference in thermal expansion coefficients that the
CFM relies on to achieve high actuation range.
Four parameter-sweep studies were performed using the COMSOL FEA model.
The four studies corresponded to four permutations of the two choices in the actu-
ating ring materials (aluminium or copper) and the two choices in the fused-silica
geometries (flat or plano-concave). The the ring offset and thickness were varied.
In all of these studies, we assume that all four permutations of possible CFMs will
be assembled at 100∘C. The details of parameters in these studies are given in Ta-
ble 6.2.
From these studies, we compute the CFM spherical power at ambient tempera-
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ture, maximum tensile stresses at the front surface and masses. Since the change in
the CFM spherical power is directly proportion to change in temperature, an esti-
mation of temperature at which a ∆𝑆= 150 mD can be estimated from the ambient
spherical power. This quantity ∆𝑇Δ𝑆=100𝑚𝐷 is plotted as a contour plot shown in
Fig. 6-24. We apply the constraints to this map and determine the feasible region
of operation, which is also shown in Fig. 6-24.
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Figure 6-24: The contour map shows the temperature ∆𝑇Δ𝑆=150𝑚𝐷 at which a
change in spherical power of 150 mD is expected. This map is overlaid with three
constraints: the minimum mass (green), the maximum allowed stress (purple) and
the maximum allowed temperature ∆𝑇Δ𝑆=150𝑚𝐷 (blue).
The key features observed in Fig. 6-24 are:
• Mass constraint (𝑚 ≥ 400 g): High density of copper increases total mass.
At 400g, the minimum thickness of aluminium ring required for the flat and
plano-concave mirrors are 14.5 mm and 13 mm respectively. At 1kg, flat-
mirror aluminium CFM required a 38.8 mm thick ring.
• Temperature constraint (𝑇 ≤ 60∘C): At 60∘C limit, all configurations provide
viable option. However, if maximum ∆𝑇 was 50∘C then only the the plano-
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concave mirror with an aluminium actuating ring would be a as the solution
• Tensile stress constraint (𝜎max < 18 MPa): The tensile stress increases with
actuating ring offset due to the increase in bending moment and a lower com-
pression bias. The plano-concave mirror provides a greater maximum defor-
mation, but also increases the maximum tensile stress.
After a discussion with our LIGO Laboratory collaborators, we selected a flat
mirror with a 38.8 mm thick, 120 mm OD aluminium ring as the baseline model
for the CFMs, as shown in Fig. 6-25. The plano-concave mirror design offer some
advantages but, due to its requirement for a more complex fabrication process, we
decide to leave such design for future investigation.
6.7.2 Actuator modeling
Figure 6-25: Dimensions of the baseline CFM to assist with thermal modeling. The
symbol indicates the position of the CFM center-of-mass.
The CFM relies on the change in temperature. It is therefore important to un-
derstand how this heating affects the suspension system and the surroundings. In
this section, we summarise the main effects identified. A more detailed discussion
and calculation can be found in Appendix G.
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Figure 6-26: A map summarising potential problems caused by the heating of the
baseline CFM. The center of the map is the heating of the CFM, which in turn
change its deformation and temperature. The coupling into the surroundings are
divided into three main groups: the effects on the suspension wires (green), the ef-
fects on the tip/tilt angle of the suspended optics which requires correction (blue),
the effects on operation of the suspension components at an elevated temperature
(pink) and heating of the greater surroundings.
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Fig. 6-26 outlines the potential pathways through which the heating of the base-
line CFM can affect the surroundings. The effects are summarised below:
1. Vertical shift of the CFM stage: Heat will be conducted out to the suspen-
sion wires, causing them to expand. The temperature dependence of Young’s
modulus of steel used for the suspension wires also leads to a lower effective
spring constant for the suspension wires. These combined effects cause the
CFM to sag by approximately 175𝜇𝑚 at a ∆𝑇=40K. The radial thermal expan-
sion of the CFM would shift the CFM upward. This upward shift is however
only ≈11 nm. The total vertical shift is therefor 175 𝜇𝑚 downwards. Assum-
ing a nominal 1-m ROC mirror in the CFM, this shift would change the pitch
of the reflected beam by 350 𝜇rad.
2. Coupling to tilt due to shift in the CFM centre of mass (COM): Deformation
of the CFM during heating shifts the COM in the longitudinal direction. This
shift in the COM couples strongly to the suspension, resulting in a change
in pitch and a change in the location of the front surface of the mirror. The
FEA model of the CFM suggests that the COM shift can be described as a
linear function of the change in temperature: ∆𝑧 = 0.71[𝜇𝑚/𝐾]∆𝑇 . For the
baseline suspension system, details of which can be found in Table G.1 in
Appendix G, the CFM on the bottom stage will see a pitch change of 1.52
mrad and its front surface will shift longitudinally by 45.6 𝜇𝑚. This effect
would therefore be the strongest one caused by the heating of the CFM.
3. Effect on performance of the dithering coils: The increase in temperature
of the CFM alters the properties of the magnets attached to the CFM-stage
for dithering alignment control and reduces the force coupling constant. To
maintain the dither amplitude, a greater driving current would be required
for the voice-coils, which risks raising the temperature of these voice coil
and increasing outgassing. However, calculations show that the this effect
is small (see Appendix G for details). Furthermore, the dithering voice coils
could be located on another optics, rather than the SAMS mirror.
161
6.8. FLEXURE COMPRESSION FIT MIRROR
4. Heating of the surroundings: Since an optical layout of SAMS within HAM6
has not been finalised at the time of writing if this thesis, modelling the ef-
fect of heating of the surroundings is challenging. However, a simple FEA
model indicates that the radiant flux incident on the optical table is small.
Only a small temperature increase would be expected (≈ 1 − 2∘𝐶 change in
temperature in the vicinity of SAMS suspension ).
The issue of pitch motion coupling due to the shift in the CFM COM is thus
probably the most crucial one to address. Furthermore, the 1kg-CFM baseline CFM
presented here has a large volume-to-area, which reduces the rate of cooling by
radiation and hence will results in a significantly long thermal time constant. It is
therefore important to modify the CFM geometry to address these issues. In the
next section, a flexure CFM design is proposed to address such issues.
6.8 Flexure compression fit mirror
A 3D-rendered image of the proposed CFM is shown in Fig. 6-27. The full technical
drawing of this mirror can be found in Appendix H. The flexure CFM consists of
three main parts: the standard CFM configuration at the center with the mirror
shrink-fitted into an inner actuating ring, and an outer ring that is connected to the
inner ring by thin conical flexures. The thickness of each flexure is 0.5 mm and one
edge of each flexure connects directly to front surface of the CFM.
The flexure actuating ring shown in Fig. 6-27 is a potential solution to various
problems of the CFM:
• The flexure deformation during heating results in longitudinal shift of the
inner ring relative to the outer ring such that it counteracts the effects caused
the CFM COM shift described in the previous section.
• Increase the bottom stage mass without adding to much mass onto te actuat-
ing ring.
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Figure 6-27: 3D rendered image of a proposed flexure compression fit mirror where
steel rings can be attached at the edge to increase the overall mass of the bottom
stage.
• Increase the thermal resistance for conduction of the heat from the inner ring
to the suspension wires, thus reducing the thermal expansion of the wires.
• Allows a quicker and easier integration or removal of a CFM into the SAMS
suspension frame as a pair of brackets can now be mounted on the outer ring
for interfacing with suspension without risking introduce non-uniform stress
that can cause higher-order aberrations.
COMSOL FEA model was used to find the optimum angle for the flexures. The
results of the FEA are shown in Fig. 6-28, with the parameters defined on the right
image. We defined 𝑧0 to be the midpoint between the two points of suspension.
For the ease of the study, we set 𝑧0 to coincide with the COM 𝑧𝐶𝐹𝑀 of the CFM
when the flexure angle 𝜃 is zero, which is the first case in our FEA parametric
sweep. Then for each different value of 𝜃 , we recompute the CFM COM and
find the difference between 𝑧0 and 𝑧𝐶𝐹𝑀(𝜃) at ambient temperature. This results
is in the red curve on the left plot of Fig. 6-28. We then allows the system to heat
163








Figure 6-28: Optimisation of the CFM flexure angle 𝜃 such that the COM of the
structure remains constant relative to suspension points 𝑥0 during heating.
up to 60∘C, at which both 𝑧0 and 𝑧𝐶𝑂𝑀 would have changed due to the thermal
expansion and bending of structure. These quantities and their difference are re-
computed as shown as the blue curve. A design in which the motion of COM does
not couple to suspension point will have the same difference between 𝑧𝐶𝑂𝑀 and 𝑧0
at ambient temperature and at elevated temperature, therefore, we select the the 𝜃
that corresponds to the intersection of the tow curves on the plot, which is 18.5∘.
The smaller 𝜃 intersection point is not chosen since the shift in COM is more sensi-
tive to error in 𝜃. Due to challenges in fabrication of flexure angle with a precision
better than 1∘, 𝜃 = 18∘ was selected instead. The assembly of this flexure CFM is
shown in Fig. 6-29.
Initial tests of this design has shown promising results. Fig. 6-30(a) shows the
change in the spherical power at the flexure CFFM with the change in its inner ring
temperature. The measured actuation coefficient is 4.13 mD/K.
Since a full suspension system had not been available at the point of writing this
thesis, we verified the performance of the flexure structure by measuring the mir-
ror deformation under an external stress caused by mounting. The flexure struc-
ture is expected to provide isolation of the internal CFM ring such that it can move
longitudinally and deform without seeing such external stress. By mounting the
standard CFM and the flexure CFM directly onto a half-inch post and compare the
two CFMs motion in pitch observed by the HWS, an immediate improvement can
be observed in Fig. 6-30(b). Mounting directly on the optical post caused the stan-
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Thermistors
Heater
Figure 6-29: From left to right: Assembly of the flexure CFM, the front and rear sur-
faces of the assembled flexure CFM after two Kapton heaters and two thermistors
have been integrated into the structure
dard CFM deformation to pivot around the point of contact. This gave rise to a
large pitch change of the reflected beam. The flexures instead allows the isolation
of the inner ring, which is responsible for the deformation of the mirror while the
outer ring deformation pivots about the contact point.
6.9 Thermal noise consideration
The adaptive optics integrated into SAMS must also satisfy thermal noise require-
ments. Current guideline requires that the thermal noise of SAMS adaptive optics
is less than that for motion of the existing tip-tilt stage [186, 74], which is given
by the HAM-ISI table motion filtered by a single-stage pedulum suspension [123],
and is approximately 2 × 10−12 m/
√
Hz at around 10 Hz.
Here we provide an estimate of the CFM Brownian thermal noise using a FEA
method. A brief introduction to thermal noise has been presented in Chapter 1.
The method used here is based on a numerical application of the fluctuation-
dissipation theorem derived by Callen and Welton [59]. In particular, Levin’s [127]
direct approach method is used in combination with the numerical dynamic ap-
proach by Numata [160] to estimate the internal thermal noise.
165
6.9. THERMAL NOISE CONSIDERATION
(a) (b)
Figure 6-30: (a): Changes in spherical power and the inner ring temperature of
flexure CFM observed by the HWS. (b): Change in pitch of the Hartmann beam re-
flected off the flexure CFM and the standard CFM as functions of change in spher-
ical power during heating.





where 𝑘𝐵 is the Boltzman’s constant and 𝑌 (𝑓) = 1/𝑍(𝑓) is a complex admittance
associated with the displacement readout variable 𝑥(𝑡), and is the reciprocal of
the complex impedance 𝑍(𝑓). Using the fluctuation-dissipation theorem, Levin
[127] showed that for a mirror with a Gaussian-distributed, oscillating force of
amplitude 𝐹0 which simulates the effect of the incident science beam, this equation







The homogeneous power dissipation 𝑊diss can be calculated with:
𝑊diss = 2𝜋𝑓𝑈max𝜑(𝑓) (6.12)
where 𝑈max is the stored elastic energy of the mirror at its maximum deformation
due to the oscillating force and 𝜑(𝑓) is the loss angle of the material.
The stored elastic energy can be estimated numerically. Consider a force creat-
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ing a normal stress 𝜎𝑥 in the normal to the mirror, resulting in a strain of 𝜖𝑥. In the
elastic regime, the force and displacement have a linear relationship and the work









(𝜎𝑥𝜖𝑥 + 𝜎𝑦𝜖𝑦 + 𝜎𝑧𝜖𝑧 + 𝜏𝑥𝑦𝛾𝑥𝑦 + 𝜏𝑥𝑧𝛾𝑥𝑧 + 𝜏𝑦𝑧𝛾𝑦𝑧) (6.14)
where 𝜎 and 𝜏 are normal and shear stresses, 𝜖 and 𝛾 are the normal and shear
strains. This quantity is computed at each node in using theFEA and integrated
over the entire domain of the CFM to obtain the total stored energy elastic en-
ergy, assuming frequency-independent loss angles of 10−7 and 10−4 radians for the
fused-silica and aluminium respectively.

















Figure 6-31: Estimated displacement amplitude spectral density due to thermal
noise of various compression fit mirror configurations.
Fig. 6-31 shows displacement amplitude spectral density of thermal noise in
three different CFM configurations, a baseline 1 kg CFM, the initial 2"-CFM design
presented in Section 6.4 and the flexure CFM. As expected, the thermal Brownian
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noise of the baseline is the lowest (9×10−18 m/
√
Hz at 10 Hz) and the first drum-
head mode occurs at 15 kHz. The 6mm-thick actuating ring CFM has a slightly
higher thermal noise (2×10−17 m/
√
Hz at 10 Hz). The flexure CFM has the highest
thermal Brownian noise (5×10−17 m/
√
Hz at 10 Hz), and the first drum-head mode
in the flexure at 1.8 kHz but its thermal Brownian noise is less than the displace-
ment noise for the current tip-tilt mirror.
6.10 Conclusion
In this chapter, we have described a compression fit mirror, which is another type
of thermally-actuated deformable mirrors proposed for SAMS adaptive optics.
These mirrors have a linear response to temperature and a large actuation range.
The HWS measurements showed that an actuation coefficient up to 5 mD/K could
be achieved. The compression-bias design of this mirror allows the CFM to op-
erate at a much greater deformation without risking failure due to stress. It also
eliminates the use of epoxy, which was the main cause of failure in the TBM. This
also help avoiding the extensive effort and investment to study the use of epoxy in
UHV, which could have made the project very costly. Furthermore, there are sev-
eral geometry parameters of the CFM that can be optimised to cater one’s need,
whether it is to achieve maximum deformation or to minimise stress.
The flexure design of the CFM leverages from the success of the standard CFM,
allowing this adaptive mirror to integrate into the SAMS suspension system bet-
ter. Further refining of its design, noise characterisation and integration into the





To improve the sensitivity of the Advanced LIGO detectors, higher circulating
laser power and the injection of vacuum-squeezed state of light are necessary.
However, high circulating power results in increased absorption-induced optical
distortion which degrades the interferometer control and their sensitivity. This
effect was evident during commissioning for O3. Furthermore, mode mismatch
between various optical interfaces gives rise to loss which limits the benefit of
squeezing to 2.2 dB at LHO and 3 dB at LLO . An active wavefront control scheme
is thus urgently required. This thesis described new technologies developed and
demonstrated in response to these problems: an advanced phase camera and new
adaptive optics.
7.1 Phase Camera
The design and demonstration of a new phase camera was detailed in Chapter
3. It allows the capture of high spatial resolution magnitude and phase images of
individual optical fields at up to 10 Hz frame rate. This performance is achieved
using an all-optical lock-in method in which the RF optical field is demodulated to
baseband with a Pockels cell and a polarising beam splitter. It eliminates the use
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of any scanning component, which limited the operation of earlier phase cameras
during low noise observing due to the risk of backscatter. Using averaging and
taking advantage of pixel binning, this phase camera is able to detect a -62dBc
sideband signal. The tabletop experiment has thus demonstrated that the phase
camera could provide invaluable information about the state of an optical system,
which can be used for tuning alignment and mode matching. Ongoing efforts aims
to combine these results and the FINESSE simulation to train convolution neural
networks to predict misalignment and mismatch in complex optical systems.
7.1.1 Future application of phase cameras
At the time of finalising this thesis, two phase cameras are being assembled at the
LIGO Hanford Observatory to investigate the RF-modulation sidebands during
the O3 commission break, which will start at the beginning of October 2019. Two
different detection schemes will be employed.
The first phase camera will be placed at POP port, where it will look at the
individual lower and upper sidebands of the 9 MHz and 45 MHz modulations and
at the carrier field. The signals derived from these sidebands are used to control
the lengths and alignment of aLIGO. Imaging of the individual sideband will be
achieved by a frequency offset of a PSL pickoff to create a reference beam that will
be combined with the beam pickoff at POP. The frequency offset is achieved using
2 tunable acousto-optic modulators, which will ensure that the the frequency of
the beat note between the reference field and field of interest will always maintain
at 25 MHz as required for the operation of the 25 MHz resonant tank in this phase
camera. The goal of this test is to observe how the absorption-induced distortion
in the test masses, especially that due to point absorbers, affects the RF sideband
fields and thus significantly degrades control.
The second phase camera will be placed at the AS port. This phase camera is
used in a self-referencing mode to the analyse error signal rather than looking at
the individual sideband. There are 4 different resonant tank circuits made for this
camera: 9 MHz, 18 MHz, 36 MHz and 45 MHz. The 9 MHz sidebands should not
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be coupled to the AS port. However, the differential wavefront distortion due to
the point absorbers results in coupling through the AS port and even through the
OMC, which causes excess relative intensity noise in the gravitational wave signal
readout. Observing this coupling of the 9 MHz field at the AS port will allow us to
validate the ongoing simulation efforts, and hence will potentially guide us to the
appropriate countermeasures for point absorbers.
A phase camera will be also deployed to Gingin High Optical Power Test Fa-
cility to measure and investigate the high-order optical mode excited by the para-
metric instability in high-circulating-power cavity in a collaboration with the Uni-
versity of Western Australia. Prediction of the parametric instability modes have
so far relied entirely on simulations. Observing these modes will help verifying
these simulations and advancing our understanding of parametric instability.
Other future plans are in development to broaden the application of phase cam-
eras beyond gravitational wave research. These include depth sensing and photoa-
coustic and photothermal microscopy.
7.1.2 Camera upgrade
We are also investigating the use of InGaAs phase cameran. The high quantum
efficiency of InGaAs will improve the phase camera sensitivity at 1064 nm, there-
fore enables imaging at very low light condition and increasig the frame rate to
hundreds per second.
7.2 SAMS adaptive optics
This thesis also described two new adaptive optics for the suspended adaptive
matching stages (SAMS) of gravitational wave detectors: the thermal-bimorph
mirror (TBM) and the compression-fit mirror (CFM). Both mirrors have been shown
to provide linear response with a large actuation range and small higher order
aberration.
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The thermal bimorph mirror takes advantage of the differential thermal expan-
sion in a composite structure consisting of a fused-silica mirror and an aluminium
plate to generate bending moment that bends the mirror. DA demonstration using
a prototype consisting of a 6-mm thick 2" fused-silica mirror and 3-mm thick alu-
minium plate showed an actuation range as large as 200 mD. The main limitation
of this mirror is the peel strength of the bonding epoxy. The use of epoxy would
also require extensive testing to determine its vacuum compatibility at an elevated
temperature, as well as understanding the effects of various degrees of freedom
such as epoxy thickness and curing procedure on the deformation of the mirror.
The compression fit mirror also takes advantage of the difference in thermal
expansion coefficients between the fused-silica and the aluminium to generate a
change in the mirror curvature. It however relies on the compression stress in
a shrink-fit to generate an initial static deformation. This compression stress de-
creases as the mirror is heated, resulting in a curvature change. The use of the
compression stress reduces the tensile stress that occurs in a pure bending struc-
ture, thus allows the CFM to operate at a stress level that is well below its tensile
yield strength. This design has also freed us from the use of epoxies, thus cutting
down the time and cost of the project. The mirror can provide at least 230 mD
actuation range and potentially even higher if a higher temperature of operation
is allowed. Measurements also shows that the mirror introduces less than 0.4%
higher order mode scattering for an incident beam radius as large as 1.3 mm.
7.2.1 Integration into SAMS suspension
At the time of finalising this thesis, the active wavefront control is preparing for
a down-selection process to choose the adaptive optics for O4 commissioning and
A+ upgrade. This process will decide whether the SAMS mirror will meet LIGO
requirements, or if the CO2 laser actuation needs to be kept as a fall-back option.
A CFM prototype will be sent to Caltech for vacuum compatibility testing. Both
the fused-silica and aluminium are expected to be compatible. The only compo-
nent that is currently raising concerns is the Kapton heater. However, LIGO labs
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have previously made polyimide-based flexible circuits that are suitable for use in
vacuum. The same process could be employed to fabricate heaters for the CFM.
Discussion with MIT is also underway to finalise a design that can be integrated
into the SAMS suspension architecture. This design will most likely include the
flexural CFM to decouple the CFM center of mass motion from its pitch motion. A
steel ring will probably also be added to raise the mass of the bottom stage. Metal
parts of the structure will be coated with flame-sprayed ceramic coating to increase
the surface emissivity and thus reduce the thermal time constant. Fabrication of a
complete suspension stage is expected to finish by April 2020.
7.2.2 Future adaptive mirror upgrade
As the mode matching requirement becomes more stringent with higher level of
squeezing, the adaptive optics will need to provide greater control over higher
order aberrations. A new design of the CFM that can correct for astigmatism has
been modelled and is scheduled for demonstration by early 2020. Furthermore,
a new concept of rear reflection CFM has been proposed and is currently under
investigation. Such rear reflection will allow the integration of technologies such
as infrared heater or Ez:ZBLAN fiber laser to locally correct for very high spatial
frequency distortion.
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Knowledge of the intensity and phase profiles of spectral components in a coherent optical field
is critical for a wide range of high-precision optical applications. One of these is interferometric
gravitational wave detectors, which rely on such fields for precise control of the experiment. Here we
demonstrate a new device, an optical lock-in camera, and highlight how they can be used within a
gravitational wave interferometer to directly image fields at a higher spatial and temporal resolution
than previously possible. This improvement is achieved using a Pockels cell as a fast optical switch
which transforms each pixel on a sCMOS array into an optical lock-in amplifier. We demonstrate
that the optical lock-in camera can image fields with 2 Mpx resolution at 10 Hz with a sensitivity of
-62 dBc when averaged over 2s.
The detection of gravitational waves (GW) [1] has
ushered in a new era of gravitational and multi-messenger
astronomy. Improving the sensitivity of current and next-
generation detectors will ensure that they fulfill their
potential to observe this exciting new window on the
universe. Reaching these goals however will require a
significant reduction in quantum noise which can be
achieved by increasing both the circulating optical power
stored within the interferometer and the use of squeezed
light [2, 3]. To achieve the maximum benefit from these
upgrades it is essential that precise control of the optical
beams circulating within the interferometer is achieved.
Optical heterodyne techniques, such as Pound-Drever-
Hall locking, are used extensively throughout ground-
based GW detectors to generate error signals with
which to control the relative positions and alignments
of the suspended optics [4–7]. These systems use radio-
frequency (RF) phase-modulation sidebands which are
imposed on a carrier field and resonate within the dif-
ferent optical cavities of the interferometer, as shown in
Fig. 1. The RF beat-notes which are then demodulated
at various photodiode outputs are used to produce the
error signals.
Wavefront mismatches from static deformations in
the optics or thermal distortions from bulk or small,
highly absorbing defects can introduce significant time-
dependent offsets in error signal set points. This is due to
the sidebands experiencing different resonant conditions
within the interferometer and becoming distorted relative
to each other resulting in poor spatial overlap. This
∗ daniel.d.brown@adelaide.edu.au
imbalance leads to a degradation of the error signals and
the performance of the control systems. Thus, detailed
knowledge of all the carrier and sideband fields is required
to fully understand control sensing issues and design
adequate solutions for enhancing the detectors further.
Thermal compensation systems (TCS) in LIGO [8]
and Virgo [9] aim to reduce the effects of this absorption-
induced wavefront distortion in the current generation
of detectors. However, these systems use auxiliary probe
beams to sense the distortion in core optics. The scan-
ning phase camera [10, 11], by contrast, uses the in-
terferometer fields directly to investigate the effect of
thermal deformations. They offer a significant potential
in helping commission and operate detectors, such as
more efficient and optimal tuning of TCS, but have yet
to reach their full potential.
The scanning phase camera, developed by Goda et al.
[10], measures the transverse intensity and phase dis-
tribution of specific RF frequency components within
a coherent field. Other common methods for mea-
suring wavefronts—such as Hartmann sensors [12–14],
phase retrieval methods [15], spatial wavefront sampling
[16], holography [17, 18], and other interferometric tech-
niques [19–21]—measure the superposition of all spectral
components in a beam and thus lack any frequency-
selectivity. Phase cameras alone enable analysis of each
component of the interferometer field.
Phase cameras use the heterodyne beat between the
interferometer field and a reference field at a single trans-
verse location, which is recorded using a photodiode and
demodulated at the beat frequency of interest. Scan-
ning the field over the photodiode using movable mirrors
provides a 2D intensity and phase map. The maximum





















































Figure 1. Schematic of a detector similar to LIGO and possible locations for phase cameras. Highlighted are the power
recycling (PRC), signal recycling (SRC), output mode cleaner (OMC), the arm cavities (XARM and YARM), the RF
modulation sidebands used for control the interferometer, and the cavities in which they resonate. The thermal actuators
used to mode-match the interferometer are also shown: ring heaters around each arm-cavity mirror and CO2 laser beams
incident on compensation plates. Five potential locations for phase cameras are shown. Combining the sampled field with a
reference field that is offset-locked to the main laser, as shown, and choosing the appropriate switching frequency would allow
the amplitude of each field to be mapped.
the mechanical resonances of the scanner and the sig-
nal processing. Additionally, the scanning may cause
mechanical vibrations and time-varying light scattering,
which could be unsuitable for highly sensitive systems
such as GW detectors.
In this paper we describe and demonstrate an alterna-
tive phase camera approach that has no moving parts.
It produces a 2-dimensional map of the intensity and
phase of a spectral component within a coherent light
field. Its temporal and spatial resolution is determined
by the frame rate and pixel size of the camera, thus
enabling high resolution and fast capture rates. This is
achieved by using a Pockels cell as a fast optical switch
which transforms the array of pixels into a parallel array
of optical lock-in amplifiers.
We begin with an overview of the operating principle of
the optical lock-in phase camera. In Section II we discuss
potential applications of the camera in a GW detector.
The experimental realization of the phase camera is
outlined in Section III. Measured intensity and phase
maps are compared with the predictions of a numerical
model of the test system. Finally, we demonstrate that
the sensitivity is shot-noise limited and can thus be
improved simply by averaging.
I. Principle of Operation
To illustrate the operation of the new camera we con-
sider a beam consisting of two components: a reference
field Er(x, y) exp[i(ωrt + ϕr(x, y))] and a signal field
Es(x, y) exp[i(ωst + ϕs(x, y))]. We wish to determine
the spatial distribution of the amplitude and phase of
the signal field relative to a reference field, which is
phase-locked to and perhaps frequency offset from the
input carrier field, as shown in magenta in Fig. 1.
Measuring this composite field using a photodetector
would yield a voltage
V (x, y) ∝ Er(x, y)2 + Es(x, y)2
+ 2Er(x, y)Es(x, y) sin (Ωt+ ϕ(x, y))
(1)
where Ω = ωr − ωs and ϕ(x, y) = ϕr(x, y) − ϕs(x, y).
However, the frequency of the heterodyne beat is much
larger than the bandwidth of a typical pixelated camera
and would not be measurable. Thus, we synchronously
amplitude modulate the field incident on each pixel as
shown in Fig. 2. In this example, a square-wave ampli-
tude modulation is applied to the beam at a frequency
Ω, with a phase φ = ϕ that yields the largest signal. For
in-phase modulation the pixel detector observes inten-



































Figure 2. The operation of the new camera can be visualized
by considering the beat signal measured by a single pixel.
Synchronous intensity modulation of the incident light field
at frequency Ω allows the pixel to extract a DC signal that
is a function of the magnitude and phase of the beat.
resulting in a DC output (Vr + Vs)/2 + δV , where the
Vr/s are due to the Er/s(x, y)2 terms in Eq.1 and δV is
due to the RMS average of the Er(x, y)Es(x, y) term.
Similarly, for the modulation phase φ = ϕ+ π, the pixel
observes intensities that are less than the unmodulated
intensity, (Vr+Vs)/2−δV . Subtraction of these provides
2δV ∝ Er(x, y)Es(x, y) [22].
The optimum demodulation phase φ is not known
a priori. Thus we record four camera images, Vφ at
φ = {0, π/2, π, 3π/2} for example. Combining these
images yields the magnitude and phase of the heterodyne
beat:
I ≡ V0 − Vπ (2)
Q ≡ V3π/2 − Vπ/2 (3)













where we refer to I and Q as the "in-phase" and "quadra-
ture" signals. The heterodyne beat has thus been de-
modulated to baseband by the optical switching, and
hence the analogy to a lock-in amplifier.
A schematic of a practical realization is shown in Fig.3.
The composite beam is first filtered using a polarizer
and then circularly polarized using a quarter-wave plate.
It then passes through a Pockels cell (PC) driven with a
half-wave voltage that switches the polarization of the
beam between s and p linear polarization. The polarizer
converts this polarization modulation into an amplitude
modulation. Typical camera images and the result of
processing using Eq. 4 and 5 are shown in Fig. 3.
The maximum image rate could in principle be doubled
by recording both the transmitted and reflected beams
simultaneously. In practice it is difficult to overlap the
images from both cameras to enable an accurate subtrac-
tion. Additional differential effects, such as variation in
the responsivity of the sCMOS arrays and aberrations in
the polarizing beamsplitter, also reduce the performance
in dual camera operation.
II. Optical Lock-in cameras for
gravitational wave detectors
The interferometer shown in Fig.1 uses two sets of
phase-modulation sidebands at 9 MHz and 45 MHz to
control the length and alignment of the interferometer
cavities [23]. The reflected RF fields are used to control
the positions of the mirrors so that (a) the carrier is
resonant in the the power recycling cavity (PRC) and
arm cavities, (b) the 9 MHz sidebands are resonant
in the PRC, and (c) the 45 MHz sidebands transmit
through the PRC and are resonant in the SRC. Ideally,
the upper and lower sidebands within each pair have the
same spatial distribution and amplitude. However, as
discussed earlier, differential wavefront distortion upsets
this balance and degrades this ideal resonant condition.
Locations for phase cameras that could be used to
investigate the sideband fields are also shown in Fig.1.
In the simplest operating mode, a phase camera would
analyze the heterodyne beat of the sampled carrier and a
sideband field. An independent frequency-offset reference
field could be used to diagnose the carrier and sideband
fields individually. Imaging these simultaneously would
require additional optical lock-in cameras. Alternatively
the fields could be imaged sequentially with one camera
which has a fixed demodulation frequency and its own
frequency shifter. The frequency of the reference can
then be changed to pick which RF field is demodulated
and imaged.
The balance of the 9 MHz sideband pair and the
mode-matching into the PRC can be analyzed using the
Pick-off camera and Reflection camera, respectively. The
balance of the 45 MHz sideband pair could be analyzed
using the Anti-symmetric camera. Additionally, the
differential wavefront distortion leads to 9 MHz sideband
Polarization modulation
Output intensity modulation
Figure 3. A schematic layout of the new camera. The quarter-wave plate, Pockels cell and polarizing beamsplitter form an
optical switch that intensity modulates the beam incident on the sCMOS camera. Spatially-resolved magnitude and phase
maps of the heterodyne beat between a reference field and a signal field that is frequency shifted from a reference field is
calculated using four camera images acquired with modulation phases separated by π/2.
fields in the SRC, resulting in a 36 MHz heterodyne
beat.
The high spatial resolution and sampling speed of the
optical lock-in camera could thus be used to measure
the spatial distribution and amplitudes of individual
sideband fields. These images can then be used to inves-
tigate the effect of differential wavefront distortion on the
interferometer control, optimize thermal compensation
systems, and investigate the effect of any high-spatial-
frequency wavefront distortions.
Lastly, the field circulating within each arm cavity
could be analyzed using the X and Y transmission cam-
eras. This will enable imaging of unexpected higher-order
mode content in the arm cavities. For example, paramet-
ric instabilities which produce sidebands at ≈10–100 kHz
around the carrier. The optical lock-in camera can image
these fields and form part of future active control schemes
to identify and suppress such instabilities [24, 25].
III. Test setup
We follow the approach used by Goda et al. [10] to
demonstrate the operation and sensitivity of the optical
lock-in camera. A schematic of the test system is shown
in Fig.4. It consists of two parts: a test field generator
that produces a reference and signal field and the lock-in
camera itself to image them.
The test field consists of a large amplitude, TEM00
mode and a higher-order mode of a high-finesse, ≈ 4000,
ring cavity that has a free spectral range of 540 MHz. The
TEM00 mode is produced by phase-locking a Nd:YAG
NPRO to a TEM00 mode of the ring cavity using the
Pound-Drever-Hall technique [4] and the electro-optic
phase modulator EOM1.
Higher-order modes are excited in the cavity by mis-
aligning the incident beam using M1 and M2 and phase-
modulating the beam at the cavity offset frequency using
EOM2. The odd number of mirrors in the ring cavity
breaks the resonance degeneracy between odd- and even-
parity optical modes due to the odd-parity modes accu-
mulating an additional π phase shift during each round
trip [26, 27]. In our cavity, the TEM30 and TEM12
Hermite-Gauss modes resonate closest to the TEM00
mode, at offset frequencies of 15.7 MHz and 15.3 MHz
respectively.
For the test described here, we chose to drive EOM2
at 15.4 MHz as it enabled the excitation of both modes.
The beam emitted by the ring cavity therefore consists of
a large-amplitude TEM00 reference field with frequency
ωr, and a smaller-amplitude TEM30 and TEM12 signal
field oscillating mostly at the 15.4 MHz-shifted frequency,
ωs.
The performance of the camera is affected by the
sCMOS properties. A high dynamic range, bit-depth,
and linearity are crucial as we must subtract images to
remove the offset due to the high power carrier. A high
frame rate is also required as four frames are required
to produce the intensity and phase images, and to allow


















Figure 4. Schematic of the optical system used to demonstrate
the camera. The test field generator shown in the red box is
used to produce a beam consisting of a reference and signal
field.
an unacceptable reduction in dynamic range or spatial
resolution.
In this work we use a Zyla 4.2 sCMOS camera, which
has a sensor size of 2048x2048 pixels, a dynamic range
of 89 dB, a 16-bit readout, a maximum frame rate of
100 fps and a quantum efficiency of 5% at 1064 nm.
The camera window was anti-reflection coated for the
1064 nm. The rolling-frame shutter for this camera does
not affect the measurement process as the demodulation
phases for each pixel are still separated by π/2.
IV. Results
Typical I and Q images and the result of a numerical
simulation of the test-field generator using Finesse[28]
are shown in Fig. 5. In this case, the TEM30 mode
is apparent in the Q demodulation while the TEM12
mode occurs mostly in the I demodulation. Only the
two central maxima of the TEM30 mode are observed
in this demonstration as the amplitude of the TEM00
reference field is much smaller at the location of the
outer maxima.
The Finesse simulation used plausible misalignments
and included shot noise to reproduce outputs of the
optical system. For the simulation shown in Fig.5, the
ratio of the power in higher-order mode to that in the
TEM00 was 14% for the TEM30 and 8% for the TEM12
modes, and thus the magnitude is dominated by the






















































Figure 5. Comparison between camera measurements and
the predictions from a Finesse simulation. The digitized
pixel values are given in units of thousands of digital-numbers
(kDN) and plotted using the false-color scale bars.
the weaker TEM12 mode, which degrades the spatial
resolution we are able to demonstrate below.
The sensitivity of the optical lock-in camera was in-
vestigated by removing the 15.4 MHz modulation from
EOM2 and recording frames with the demodulation
phase alternating between 0 and π. An image typical
of individual V0 and Vπ frames is shown in Fig. 6(a).
The magnitude of a typical V0 − Vπ image is show in
Fig.6(b). The RMS average of the residual values can be
decreased by averaging multiple V0 − Vπ pairs as shown
in Fig.6(c). It is also apparent from Fig.6(c) that the
decrease in the RMS is ∝ 1/√Nave where Nave is the
number of pairs in the average, thereby showing that
the residuals in Fig.6(b) are due to pixel shot noise.
The improvement in sensitivity due to averaging was
demonstrated by reinstating the 15.4 MHz modulation
of EOM2 and recording twenty frames at each of the
four demodulation phases. The magnitude and phase
of the beat with Nave = 1 and Nave = 20 are shown in
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Figure 6. Typical images of (a) V0 or Vπ image, and (b) log10(|V0 − Vπ|) for a single pair of images. (c) Shows how the RMS
of |V0 − Vπ| decreases with averaging. (d, e) Maps of the magnitude of the heterodyne beat for Nave = 1 and Nave = 20. (g,h)
Maps of the phase of the heterodyne beat for Nave = 1 and Nave = 20. Images (e) and (h) were taken with 2× 2 pixel binning.
(f) Plot of the magnitude variation along the center of (d) and (e). (i) Plot of the Phase variation along the center of (f) and
(g).
Fig. 6(d) and (e), and (f) and (g) respectively. Averaging
over 20 frames improves the signal-to-noise ratio in the
maps as seen in Fig. 6(f) and (i). In addition to the
averaging, pixel-binning can also be employed for further
SNR improvements without sacrificing speed—as was
used for the Nave = 20 cases above, where 2× 2 binning
was employed.
The minimum signal power detectable can be esti-
mated from the ratio of the digital number (DN) noise
on the central peaks in Fig. 6(g), approximately 0.1 kDN,
to the DN of the reference field in Fig. 6(a), approxi-
mately 60 kDN: as 2EsEr/(Er)2 ≈ 0.1/60 and thus
(Es/Er)
2 ≈ −62 dB below the power in the reference
field, a 12 dB improvement on that reported by Goda
et al. [10].
The relatively poor signal-to-noise associated with the
outer maxima of the TEM30 signal field is due to the
small diameter of the TEM00 reference field in the test
system. It could be improved by using a larger diameter
reference field that is frequency-offset locked to the signal
field, or by using a liquid crystal attenuator or spatial
light modulator [29–31].
To analyze the output of phase cameras it will be
important to extract the relative phase of the higher
order modes in a beam. Fig.7 shows how the modal
content extracted from the in-phase and quadrature
images varies with demodulation phase. We can see that
the TEM12 mode is out-of-phase with the carrier at 85◦
and the TEM30 at 135◦—this phase relationship agrees
well with that predicted by the Finesse model.
V. Conclusion
In this work we have introduced a new type of phase
camera, the optical lock-in camera, and demonstrated
its ability to produce high spatial resolution maps of
the phase and intensity of a coherent light field. This
is achieved with a higher acquisition rate and resolu-
tion than previous phase camera implementations. The
camera is both more compact and does not rely on any
mechanically moving parts, thus reducing scattered light
and enabling operation during scientific observations in
gravitational wave interferometers.
The phase and intensity of a specific frequency compo-
nent of a beam is imaged by creating a heterodyne beat
with a reference field and synchronously amplitude mod-
ulating it. The key element is the Pockels cell which acts
as a fast optical switch to provide the amplitude modula-
tion. By switching over the entire field optically, rather
than electronically, and imaging with a sCMOS array,
each pixel can behave as an optical lock-in amplifier.
The results of our proof-of-principle measurements
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Figure 7. The measured and simulated demodulated signal mode content. φ = 0o, 85o, 135o are shown on the left with the
corresponding simulation showing the individual modes. The data and model have been scale normalized.
theoretical Finesse model in our test system. We also
demonstrate that the sensitivity is limited purely by shot-
noise and can be improved by simple averaging, resulting
in a noise floor of -62 dBc from data recorded in 2s. The
performance can be easily improved by using faster or
more sensitive cameras, such as InGaAs arrays which can
achieve > 100 Hz frame rates, or by sacrificing spatial
resolution for faster acquisition rates on dense sCMOS
arrays, by region-of-interest extraction or pixel-binning.
Various applications of this camera in advanced grav-
itational wave detectors have been highlighted. The
additional information provided by them should enable
better diagnostics of high spatial frequency effects within
an interferometer. This will provide a new tool for im-
proving both their duty-cycle and sensitivity. This will
be particularly important for the thermal compensation
systems as ever increasing stored optical power is used
in current and future generations of detectors. These
cameras can also offer the ability to image physical pro-
cesses such as parametric instabilities, offering a new
method to monitor them or to act as a sensor in an
active suppression scheme.
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Abstract: Adaptive optics are crucial for overcoming the fabrication limits on mirror curvature
in high-precision interferometry. We describe a low-cost thermally-actuated bimorph mirror with
200 mD linear response, which meets dynamic range and low aberration requirements for the A+
upgrade of the Laser Interferometer Gravitational-wave Observatory (LIGO). Its deformation
and operation limits were measured and verified against finite element simulation.
© 2019 Optical Society of America
1. Introduction
The continuously increasing sensitivity of the Advanced LIGO (aLIGO) gravitational wave
(GW) interferometers has allowsed detection of ten binary black hole mergers [1–3] and a binary
neutron star coalescence [4] within the span of two years. The detection rate should increase
dramatically as the sensitivity of the interferometers improves. One of the key upgrades to aLIGO
is the injection of frequency-dependent vacuum-squeezed light into the interferometer output port
to reduce the impact of quantum fluctuations [5, 6]. Frequency-dependent squeezing is generated
by reflecting the vacuum-squeezed light off a low-loss optical cavity [7]. The sensitivity will be
further improved by implementing a balanced homodyne readout to reduce the coupling of length
noise and scattering into in the signal recycling cavity [8]. In combination with improvements in
the thermal noise of the test mass coatings, these upgrades are predicted to provide a five-fold
increase in the detection rate [9] during the upcoming A+ upgrade.
To facilitate the sensitivity enhancement from the squeezed light injection, optical losses must
be minimized [6]. Optical fabrication limits result in static mode-mismatch between the optical
cavities. Adaptive optics provide a dynamic solution to minimise these losses. However, these
optics require a wavefront correction range of 200 mD [10] and low defocus noise in audio band.
Their surface quality must also have a surface figure better than λ/10 with a 10-5 scratch-dig
over central 80%, which rules out many existing deformable mirror technologies that achieve
large actuation range by minimising mirror thickness, which sacrifices surface figures [11–13].
Additionally, the mirror must be isolated from ambient vibrations via a multi-stage suspension
system, thereby preventing the use of electrically complex systems that might compromise
the isolation [14, 15]. The outgassing requirements for ultra-high-vacuum prohibit the use of
commonly available deformable mirrors [16].
To circumvent these restrictions the adaptive optics used in GW detectors commonly use
thermal actuation of the refractive index of optics substrates through which the science beam is
transmitted [17–20]. However, the addition of transmissive adaptive optics are often subjected to
loss due to absorption or scattering. Therefore, development of new reflective adaptive optics is



















Fig. 1. A schematic of the thermally actuated bimorph mirror. (a): The mirror is a bonded
assembly of a fused silica mirror, aluminium disk and resistive film heater. (b): At room
temperature T0, the assembly is unstressed and has a natural radius of r0. (c): when current
is applied to the heater, the assembly temperature rises resulting in differential expansion of
the aluminium and fused silica. This results in an increase in curvature of the mirror surface.
deformable mirror that uses only LIGO-vacuum-compatible materials and can be easily adapted
to replace existing beam-steering mirrors in GW detectors.
2. Modelling and analysis
The thermally-actuated bimorph mirror consists of a fused-silica front surface mirror, thickness
t1, that is bonded at temperature T0 to an aluminium-6061 plate, thickness t2, as shown in Fig.(1).
These materials where chosen due to the large difference in thermal expansion coefficients, α1
and α2 respectively.
At bonding temperature, the bimorph is in a relaxed state, if we assume that curing of the
epoxy bond does not create stress, and the curvature of the mirror is unchanged. Increasing
the temperature produces differential expansion, creating a radial shear force and thus concave
deformation of the mirror.
Mirror deformation
The extensive work on bi-metallic strips and semiconductor bimorph actuators [21–23] was used
to guide the design of the mirror. Assuming that the thickness of epoxy used for the bonding
is negligible, the change in radius of curvature R and spherical power S of the mirror due to a














where ∆α = α1 − α2 is the difference between thermal expansion coefficients, m = t2/t1 is the
ratio of the thicknesses, n = E ′2/E
′
1 is the ratio of the modified Young’s modulii E
′
i = Ei/(1 − νi)
and νi are the Poisson ratios.
Eq.(1) shows that larger deformations can be achieved with smaller total thicknesses for a
given thickness ratio. Given a fused silica mirror thickness, the thickness ratio for the maximum




























Fig. 2. Maximum tensile stress in fused silica, interfacial shear and peel stress as functions
of spherical power as predicted by Eq.(3), (4) and (5) for a standard thermal-bimorph mirror
design with 6-mm-thick fused silica and 3-mm-thick aluminium. The dashed lines represent
tensile yield strength of fused-silica (blue) and lap-shear strength of the bonding epoxy (red).
MasterBond epoxy tensile strength, which limits the maximum allowed peel stress, exceeds
70 MPa and is therefore not included in this plot.
For a fused silica - aluminium bimorph, the maximum distortion is achieved when m = 1.94.
To achieve high optical quality, a mirror thickness of 6 mm was selected. Maximum deformation
is therefore achieved with a 3 mm aluminium plate. Assuming a minimum mirror thickness of
6 mm to ensure adequate optical properties, an aluminium plate thickness of 3 mm is required
for maximum deformation. The thermal-bimorph mirror design can also be easily adapted to
mirrors that are readily available off-the-shelf.
Stress analysis
The maximum stresses during heating occur at the interface between the two materials: the
fused silica surface is in tension, the aluminium surface is in compression and the epoxy will
experience lap-shear and peel stresses [21, 22] .



















The dependence of σmax on S is plotted in Fig.(2).
The tensile strength of fused silica varies between 50-55 MPa, depending on surface flaws [25–
27], whereas its compressive strength exceeds 1100 MPa [26,27]. Tensile failure of the fused
silica would most likely result in structural rupture due to its brittle nature.
Aluminium 6061-T6 has a tensile strength of 310 MPa and a yield strength of 276 MPa. Its
minimum compressive yield strength is similar to its tensile yield strength [28]. Compressive
failure of the aluminium is therefore not expected to be the limiting factor.

















Compliance is defined as the inverse of stiffnessSN:and . k and µ are given by:

















Fig. 3. (a) Actuation coefficient ∂S/∂T predicted by the FEA model and Eq.(1). (b) Mirror
deformation for Pin = 600 mW (blue), and deviation from best-fit quadratic (red). (c) Tensile
stress in the fused silica, and shear stress and peel stress applied to the epoxy.
Rearrangement of Eq.(1) and substitution into Eq.(4) and (5) yields the maximum interface
shear and peel stresses as a function of S, which are plotted in Fig.(2).
The epoxy used in the thermal-bimorph mirror is MasterBond EP30-2, as it is approved for use
in the LIGO vacuum at room temperature [30]. It has a lap-shear strength of 20-25 MPa when
bonding two aluminium surfaces [31], and the lap-shear strength of the aluminium-aluminium
bond sets an upper limit for the lap-shear strength of aluminium-glass bond. The tensile and
compressive strengths are 70-75 MPa and 95-100 MPa, respectively. Failure of the epoxy bond
would therefore most likely be caused by the interface shear stress exceeding the lap-shear
strength, triggering slow delamination of the bond.
Finite element analysis
The analytic expressions for the deformation and stresses were developed for bimetallic strips, for
which the length-to-thickness ratio is very large and the thermal conductivity and emissivity of
the two materials are similar. To verify the deformation and stress of the thermal-bimorph mirror
a finite element analysis (FEA) was conducted.
An axi-symmetric FEA simulation of the bimorph mirror was performed in Comsol with the
structure simply-supported constraint around the circumference of the actuator. The mirror was
uniformly heated on its rear surface with an input power Pin, and was cooled via radiation to the
surroundings at an ambient temperature of 293 K from aluminium and fused silica surfaces with
emissivities of 0.06 and 0.93 respectively.
The predicted actuation coefficient, ∂S/∂T , for a 6 mm thick fused silica mirror is plotted
as a function of the thickness of the aluminium disc in Fig.(3)(a). While the model confirms
that the maximum actuation rate occurs for a aluminium thickness of about 3 mm, the actuation
coefficient is 2% smaller than that calculated using Eq.(1). Eq.(1) is derived for a bimetallic
structure, whose width-to-thickness ratio is much greater andSN:the thermal conductivity of
both materials are comparable. Fused-silica has a low thermal conductivity, which results in a
thermal gradient within the substrates that cause causes deviation from the deformation predicted
by the analytic expression.
The predicted of the deformation in the optical axis (z component) of the mirror for a heating
power of 600 mW is plotted in Fig.(3)(b). The deformation is highly quadratic with S '180 mD.
The deviation from the best-fit quadratic is also plotted, showing that most of the deviation occurs
outside the mirror’s central 80%.
The predicted tensile stress in the fused silica, and the interfacial lap-shear and peel stresses are
plotted as a function of radius in Fig.(3)(c), for S=180 mD. The stress in the fused silica is ' 75%
of the lower limit for its tensile strength. The lap-shear stress is 25% higher than that calculated
















Fig. 4. A schematic of the system used to test the thermal-bimorph mirror. The mirror
is isolated from the surroundings by suspending it as a pendulum within a vacuum, and
suppressing the motion using eddy-current damping. The 10X telescope projects a large
diameter, 680 nm probe beam onto the mirror with an angle-of-incidence of 0.5◦. The lenses
L1 and L2 image the mirror surface onto the Hartmann wavefront sensor (HWS).
3. Characterisation of the thermal-bimorph mirror
Thermal-bimorph mirrors were produced using 6 mm thick fused-silica mirrors and 2" diameter,
3 mm thick aluminium discs. They were bonded using a thin layer of Master Bond EP30-2
and cured at room temperature for 48 hours as per manufacturer recommendation [31]. A 2"
diameter circular, Kapton-encapsulated heater was attached to the rear surface of the aluminium,
the temperature of which was measured using a thermistor.
The mirror was suspended by thin wires bonded to its barrel, to allow free expansion and
thermal isolation, and placed within a vacuum tank, as shown in Fig.(4). The pendulum
oscillations of the suspension were suppressed by eddy-current damping of the aluminium disc
from rare-earth magnets located 5 mm from the rear surface.
The response of the thermal-bimorph mirror was measured by projecting the output of a
single-mode-fiber-coupled 680 nm super-luminescent diode onto the mirror surface and imaging
the wavefront of the reflected beam onto a Hartmann wavefront sensor [32, 33]. This provides a
single-shot sensitivity to wavefront change of 1 nmRMS and an accuracy of 0.25 nm [33].
4. Results
(c)
Fig. 5. (a) Measured wavefront change for ∆T = 26 K. (b) Residual wavefront change after
removal of spherical power. (c) Cross-section of measured and FEA-predicted total and
residual wavefront change.SN:There is no "c"
4.1. Steady-state response
The observed wavefront change is in good agreement with predictions. Fig.(5) shows that the
wavefront change is largely quadratic with S = 195.8 mD for 0.69 W of electrical heating, for
which ∆T = 26 K. The reproducibility of the wavefront change was checked by continually
cycling the mirror over a three week period: yielding a maximum variation of 0.1 mD when
S = 200 mD. The actuation coefficient of the thermal-bimorph mirror is 6.77 mD/K, as shown in
Fig.(6)(a).
Removing the quadratic component of the wavefront change yields the residual error shown
















Fig. 6. (a) Measured spherical power from Hartmann sensor (green) shows good agreement
with analytic and FEA predictions, (b) Estimated higher order scattering from residual
wavefront as a function of change in temperature for various Gaussian beam radii. The
shaded region indicates the maximum scattering allowed.
from averaging 100 Hartmann frames during thermal equilibrium. The observed peak-to-valley
amplitude of the error was observed to reduce from 100 µm at a single frame capture to 25 µm,
suggesting that the error is largely random and thus probably associated with the measurement
process. Nevertheless, the fractional energy scattered out of a Gaussian beam by the observed
error was calculated using overlap integrals and is plotted for various beam radii in Fig.(6)(b).
Due to spatial-dependence of the residual aberration, science beam of different radii incident on
the mirror will see different degree of high-order mode scattering. The result indicates that an
actuation range up to 200 mD can be accommodated for a beam radius up to 2 mm with scatter




Fig. 7. Step response of thermal-bimorph mirror’s temperature and spherical power with a
step input of 0.17 W, compared to time-dependent FEA simulations
The observed transient response of the thermal-bimorph mirror and the FEA prediction are
plotted in Fig.(7). Spherical power changes linearly with measured temperature. There is
no apparent hysteresis occuring in a heating-cooling cycle. The thermal time constant of the
mirror is 35 minutes, which could be reduced by coating the aluminium with a high-emissivity
oxide. Furthermore, mirrors used in current thermal bimorph mirrors are aluminium-coated.
Highly-reflective dielectric coatings at 1064 nm are often used for LIGO’s auxiliary optics. Their
difference in emissivity will also changeSN:effect the thermal time constant of the mirror.
4.3. Actuation limit
Fig. 8. Response of the thermal-bimorph mirror to step-change increases in the heating
power. The horizontal line shows the FEA prediction of the temperature increase and
resulting S for which the interfacial shear stress is equal to 25 MPa, the upper limit of the
EP30-2 lap-shear strength
The actuation limit was investigated by increasing the equilibrium temperature of the mirror
via a series of step changes in heating power over about 2 days. The resulting temperature and
spherical power are compared to the lap-shear strength of the epoxy in Fig.(8). After exceeding
the lap-shear strength limit of the epoxy, a drop in spherical power was observed. The curvature
of the mirror also did not return to its original value when the heating power was removed. We
believe this failure is due to incremental delamination of the epoxy bond as the fused silica was
not ruptured.
5. Conclusion
We have described a thermally-actuated bimorph deformable mirror suitable for active wavefront
control in gravitational wave detectors. These mirrors are low-cost and have simple assembly
from readily available components. Our approach enables the use of mirror substrates with a
thickness sufficient to enable a good surface figure. Using a 2" diameter, 6mm thick, fused silica
mirror, We demonstrated 200 mD of spherical power actuation with a linear actuation coefficient
and very low higher-order aberrations that meet the requirements for A+ upgrade of the advanced
gravitational wave detectors.
The thermal-bimorph mirror is thus a candidate for reducing optical losses due to mode
mismatch and improving the coupling of vacuum-squeezed light into the interferometer, both of
which will increase its sensitivity and increase the detection rate. Such performance means that
these mirrors will also be useful for applications that require active mode control and low scatter,
such as wavefront compensation in high power lasers.
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Appendix B
Principle of phase camera
Consider a linearly polarised light field of interest that consists of a strong carrier
field with real amplitude of 𝐴0 at frequency 𝜔0 and a weak radio-frequency side-
band 𝐴m1 at separated in frequency domain by Ωm1 from the carrier.Assuming that
this field is 𝑠-linearly polarised. This overall field of interest can be expressed as
the following:
−→
𝐸 (𝑥, 𝑦, 𝑡) = 𝐴0(𝑥, 𝑦)𝑒








where 𝐴 represents the complex amplitude that contains both information about
amplitude 𝐴(𝑥, 𝑦) and phase 𝜑(𝑥, 𝑦). The intensity of this light field is therefore
given by:












+2𝐴0(𝑥, 𝑦)𝐴m1(𝑥, 𝑦) cos (Ωm1𝑡− ∆𝜑(𝑥, 𝑦)) (B.2)
where ∆𝜑(𝑥, 𝑦) = 𝜑c(𝑥, 𝑦) − 𝜑m1(𝑥, 𝑦) is the phase difference between carrier and
sideband field. This RF beat signal often encodes information regarding the state of
an optical system. As discussed previously, common camera is unable to observe




Optical switching in the advanced phase camera is realised as intensity modulation
using a chain of quarter wave plate (QWP), Pockels cell (PC) and polarising beam
splitter (PBS). Here we will use standard Jones calculus to investigate the effect of

























The purpose of a QWP is to transform the linearly polarised field to circularly
polarised field, which allows synchronous demodulation by the PC and simplify
electronics required. Therefore the fast axis of the QWP needs to be at 45∘ relative






⎣1 + 𝑖 1 − 𝑖






























The purpose of the Pockels cell is to switch polarisation of the incoming field syn-
chronously between 𝑠 and 𝑝 polarisations, as defined by the field coordinate sys-
tem. The Pockels cell is therefore rotated by 45∘ relative to the transverse optical
coordinates:
Figure B-1: Effects of Pockels cell at variable voltage on output polarisation given
circularly polarised input field [111]. At zero applied voltage, the output polariza-
tion remains circular, half of incident light will be transmitted. At Vapplied= -V𝜋/2
(quarter wave voltage) and applied= V𝜋/2,the polarisation states are orthogonal, thus








−𝑖𝛿 1 − 𝑒−𝑖𝛿
1 − 𝑒−𝑖𝛿 1 + 𝑒−𝑖𝛿
⎤
⎦ (B.8)











Consider the case in which the camera is placed at the transmission of PBS, there-

























An electric field of the same frequency as that of the sideband field of interest is
applied across the Pockels cell. Supposing that the modulation depth is given by
Γ1 = 𝜋(𝑉1/𝑉𝜋) where 𝑉𝜋 is half-wave voltage that is characteristic to the Pockels
cell crystal in use. The optical field at the camera is given by:










The signal seen by a pixel at position 𝑥𝑖, 𝑦𝑗 on the camera is time averaged optical
power incident over exposure time ∆𝑡, which can be expressed as following:










𝑑𝑥𝑑𝑦?̃?†PBS:Cam(𝑥, 𝑦, 𝑡)?̃?PBS:Cam(𝑥, 𝑦, 𝑡)
(B.12)
We first evaluate the form of the integrand, which describes intensity of the inci-
dent light field.
𝐼PBS:Cam(𝑥, 𝑦, 𝑡) = ?̃?
†

















+ 𝐴0(𝑥, 𝑦)𝐴m1(𝑥, 𝑦) cos(Ωm1𝑡− ∆𝜑(𝑥, 𝑦))
]︂
(B.13)
The first term of the product is the switching effect, whereas the second term
is the intensity of the initial field, as seen previously (equation B.1). The first term
can rewritten in term of Jacobi-Anger expansion for real-value:
sin [Γ1 sin (Ωm1 + 𝜙)] = −2
∞∑︁
𝑛=1
(−1)𝑛𝐽2𝑛−1(Γ1) cos [(2𝑛− 1) (Ωm1𝑡 + 𝜙)] (B.14)














Equation B.13 can be rewritten as the sum of three terms:
𝐼PBS:Cam(𝑥, 𝑦, 𝑡) =
1
2








(−1)𝑛𝐽2𝑛−1(Γ1)𝐴0(𝑥, 𝑦)𝐴m1(𝑥, 𝑦) cos(Ωm1𝑡− ∆𝜑(𝑥, 𝑦))
× cos [(2𝑛− 1) (Ωm1𝑡 + 𝜙)]
(B.15)
Using trigonometric identity 2 cos𝛼 cos 𝛽 = cos(𝛼 − 𝛽) + cos(𝛼 + 𝛽), the third











(−1)𝑛𝐽2𝑛−1(Γ1) cos [(2𝑛)Ωm1𝑡 + (2𝑛− 1)𝜙− ∆𝜑(𝑥, 𝑦)]
(B.16)
There are thus 4 terms in the integrand of equation B.12. Using sum rule, we
evaluate each term separately. Assuming that the size of pixel is sufficiently small
such that spatial dependence term (𝐴0(𝑥, 𝑦), 𝐴m1(𝑥, 𝑦), ∆𝜑(𝑥, 𝑦)) are slowly vary-
ing function relative the scale of the pixel, it is then reasonable to approximate the





𝑑𝑥 𝑑𝑦 𝐹 (𝑥, 𝑦) ≃ 𝑓(𝑥𝑖, 𝑦𝑖)𝛿𝑥𝛿𝑦 = 𝐹𝑖,𝑗𝛿Σ (B.17)
Term 1:
The integral of the first term is thus can be simplified to:






𝑑𝑡 𝐼DC;𝑖,𝑗 + 𝐴0;𝑖,𝑗𝐴m1;𝑖,𝑗 [cos ∆𝜑𝑖,𝑗 sin(Ωm1𝑡) + sin ∆𝜑𝑖,𝑗 cos(Ωm1𝑡)]
(B.18)
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where we have used trigonometry identity cos(𝛼 − 𝛽) = cos𝛼 cos 𝛽 + sin𝛼 sin 𝛽 to
separate cos(Ωm1𝑡− ∆𝜑𝑖,𝑗) into spatial and temporal dependent parts. Performing








[sin(Ωm1𝑡0 − ∆𝜑𝑖,𝑗) − sin(Ωm1𝑡0 − ∆𝜑𝑖,𝑗 − Ωm1∆𝑡)]
}︂
(B.19)
The second term of the sum in equation B.19 is maximum when ∆𝑡 = 𝑛𝜋/Ω ∀𝑛 ∈
N𝑛 > 0 and minimum when ∆𝑡 = 2𝑛𝜋/Ω ∀𝑛 ∈ N, 𝑛 > 0 (i.e. when exposure term










We can now compare the signal strength between the two terms in the equa-
tion.Recall that 𝐼DC;𝑖,𝑗 = |𝐴0;𝑖,𝑗|2 + |𝐴m1;𝑖,𝑗|2. Sidebands often arises from phase
modulation within gravitational wave detector with small modulation index on
the order of 0.1-0.2 radians. The amplitude of the carrier field and sideband fields
are dictated by the modulation index as well the optical cavity within which each
fields interact with. However, for the currently planned method of detection, it is
reasonable to assume the carrier field in used is significantly higher than that of
sideband, so that observation of sideband structure is not possible with standard
camera. Here, we simplify it by only consider modulation index effect. For some
modulation Γ0 and input field magnitude 𝐸0, the magnitude of carrier field and
sideband field after phase modulation are 𝐽0(Γ0)𝐸0 and 𝐽1(Γ0)𝐸0 respectively. The








For small argument 0 < Γ0 ≪
√
𝜈 + 1 of Bessel function of order 𝜈, which is appli-
























|𝐴0;𝑖,𝑗|2 and 𝐴0;𝑖,𝑗𝐴m1;𝑖,𝑗 ∼ Γ02 |𝐴0;𝑖,𝑗|2. Using minimum ex-
posure time on camera used in this experiment ∆𝑡 = 1 × 10−3s, modulation fre-
quency is often between 107 and 108Hz range. An estimated ratio between the










This means the camera must have a dynamic range of ∼100 dB to observe effect
of the beat signal. The first term of the integral is therefore dominated by the first
term of the integral 𝜖0𝑐𝛿Σ𝐼DC;𝑖,𝑗∆𝑡/4, which is a half of that observed when the
input beam is incident directly on the camera as discussed in last section.
Term 2:
The second term consists of pure oscillations, it is thus expected to be averaged out
to zero. This term has already separated into spatial and temporal dependence.









2𝑛− 1 {sin [(2𝑛− 1)(Ωm1𝑡0 + Ωm1∆𝑡 + 𝜙)]
− sin [(2𝑛− 1)(Ωm1𝑡0 + 𝜙)]}
(B.25)





notice that for Γ1 < 𝜋/2, 2𝐽2𝑛−1 > 0∀𝑛 ∈ N, 𝑛 > 0. One can numerically evaluate
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This set an upper limit for the series in equation B.25. We thus can compare the





> 10−3107 = 104 (B.28)
This lower bound is most likely to be an overestimation. It is thus expected the
signal from this oscillating term is between 90 to 100 dB smaller than that of the
DC signal in term 1.
Term 3 and 4
Expanding the third term results in a DC term from 𝑛 = 1 and a sum of oscilla-
tory terms that is similar to that of second term. The fourth term contains purely
oscillatory term. These oscillatory terms can all be shown to be negligible and not
detectable as in the case of second term. We are thus left with the results from
integration of the DC term existing in term 3:
𝑃 3;𝑖,𝑗 = −
𝜖0𝑐
4
𝐽1(Γ1)𝐴0;𝑖,𝑗𝐴m1;𝑖,𝑗 cos (∆𝜑𝑖,𝑗 + 𝜙) ∆𝑡 (B.29)
Construct amplitude and phase
Collecting all of non-negligible term, we have an expression for the intensity ob-










The expression 𝛿𝐼 presented in the previous section is described by:
𝐽1(Γ1)𝐴0;𝑖,𝑗𝐴m1;𝑖,𝑗 cos(∆𝜑𝑖,𝑗 + 𝜙)
If Γ1 = 𝜋/2 and the sideband is generate with a modulation index Γ0 = 0.1,
the magnitude analysis shows that the interference beat is on the order of 30dB
smaller than that 𝐼DC term in equation B.30, which is detectable by most standard
scientific camera. However, the image is still dominated with 𝐼DC term. This can be
removed by two sets of images: one at 𝜙 = 𝜙′, and one at 𝜙 = 𝜙′ + 𝜋 (out-of-phase

























𝑖,𝑗 , we eliminate the common part that is the strong 𝐼DC




𝛿Σ𝐽1(Γ1)𝐴0;𝑖,𝑗𝐴m1;𝑖,𝑗 cos(∆𝜑𝑖,𝑗 + 𝜙
′)∆𝑡 (B.33)
To reconstruct both amplitude and phase, the quadrature-phase signal is also
required. This can be obtained from taking an extra two sets of images at demod-





























𝛿Σ𝐽1(Γ1)𝐴0;𝑖,𝑗𝐴m1;𝑖,𝑗 sin(∆𝜑𝑖,𝑗 + 𝜙
′)∆𝑡 (B.36)
From here, we see that the amplitude of the beat note between the two fields
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𝐴0 and 𝐴m1 can be computed from:










I2𝑖𝑗 + Q2𝑖,𝑗 (B.38)







= tan(∆𝜑𝑖,𝑗 + 𝜙
′)
=
tan ∆𝜑𝑖,𝑗 + tan𝜙
′
1 − tan ∆𝜑𝑖,𝑗 tan𝜙′
(B.39)
Now we use the following trigonometry identity:





The phase map is then simply inverse tangent of ratio between in-phase and







Therefore, we have shown how this new technique allow us to construct the




Zernike decomposition of wavefront
The following contents describe mathematic framework of constructing wavefront
using Zernike decomposition implemented in module HSM_Zernike. The work
implemented is based closely on the work by Lane and Tallon [122], ming Dai [146]
and Noll [158] on using Zernike polynomials to construct wavefront with Shack-
Hartmann sensors.
C.1 Compute Zernike coefficients from gradients data
Consider a random wavefront 𝜑 that has some distortion. In the pupil plane of






where r denotes a positional vector. The summation index in C.1 is ignored as
the piston is of no interest for wavefront correction system and can’t be retrieved
from gradient data acquired with a Hartmann sensor. Here we discuss the imple-
mentation of Zernike polynomials for describing wavefronts that are used in the
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where 𝑍𝑖 are Zernike polynomial bases evaluated on a unit circle 𝜌 ≤ 1:
𝑍𝑖(r) = 𝑍
𝑚











cos(𝑚𝜃) if 𝑚 ≥ 0,
− sin(𝑚𝜃) if 𝑚 ≤ 0
(C.4)



























The normalising coefficient of Zernike polynomials is defined to be:
𝑁𝑛𝑚 =
√︀
(2 − 𝛿𝑚0)(𝑛 + 1) (C.7)
such that the Zernike polynomials are normalised to 𝜋 over a unit circle.
The integers 𝑛 and 𝑚 indices are subjected to the following constraints:
𝑛 ≥ 0,




C.1. COMPUTE ZERNIKE COEFFICIENTS FROM GRADIENTS DATA
Here we have chosen OSA convention for single index 𝑖:
𝑖 =
𝑛(𝑛 + 2) + 𝑚
2
(C.9)
Function Zernike_nm_indices(i) will generate two arrays of 𝑛 and 𝑚 indices
when user specify 𝑖 orders of Zernike polynomials to use. Once these indices have
been generated,𝑁𝑚𝑛 , 𝑅𝑚𝑛 (𝜌) and Θ𝑚(𝜃) (equations C.5, C.4 and C.7) are generated
by functions Rnm(rho,n,m),Theta_nm(theta,m) and Nnm(n,m). rho is an
array of radial position normalised to a unit circle and theta is the corresponding
azimuthal positions.
In Hartmann wavefront sensors,the gradient of an unknown wavefront is sam-
pled within small areas called subapertures. Suppose there are 𝑘 aperatures. The































where 𝑗 = 1, 2, ..., 𝑘. A matrix representation of this system of equations is:






where S is a 𝑘× 1 array of wavefront slopes obtained from Hartmann sensor mea-
surements. A is array of exact Zernike coefficients representing the wavefront,
which is divided into A𝑓 , which is an array of the first N𝑁 coefficients, and A𝑟
which containing remaining coefficients. Matrix G contain the average gradients
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𝑀 is used here instead of infinity, but can be replaced with infinity when nec-
essary. However,since there is always a finite number of subapertures 𝑘, the exact
solution to equation C.12 cannot be obtained. In general, one would seek to obtain
only the first 𝑁 coefficients of A𝑓 based on 2𝑘 slope measurements and 𝑁 is often





where {𝑏𝑖} is an 𝑁 ×1 array of estimated coefficients and a similar matrix equation
can be rewritten with the following form:
S̃ = HB (C.15)
where B = {𝑏𝑖} and H is a 2𝑘 × 𝑁 matrix, whose form is similar to that of matrix
G given in C.13. The least-squared solution toC.15 is:
B = H+S (C.16)
where H+ is the generalised inverse matrix of H: H+ = (H𝑇H)−1H𝑇 .In the work
covered within the scope of this thesis,inversion of matrix H is performed using
singular-value decomposition algorithm since H is often rank-deficient.
In module HSM_Zernike, user can call function compute_Zernike_from_hsg(
hsgradients, i,R0) to compute estimated Zernike coefficients directly from
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an HS_Gradients() instance hsgradients, which contains slope measurements
and centroid coordinates. i is again the index of Zernike functions up to which the
coefficients will be evaluated. R0 is the radius of the circular pupil in metric unit,
that will be normalised to a unit circle. This value is optional. If not defined, the
function will define R0 to be radius of the largest circle that can be fitted within the
range of positional coordinates provided. The function compute_Zernike_from_hsg
then constructs the slope array from hsgradients and call for function H_nm_construct(x,y,
i) to construct H matrix, given normalised coordinates x and y. Function Hnm_construct(x,y,i)
in turn calls function Zderivs(x,y,n,m) to evaluate derivatives of Zernike func-





































+1 if 𝑚 ≥ 0,
−1 if 𝑚 < 0
(C.20)







𝑍±𝑛𝑛 = ∓𝑁𝑛𝑛𝑛𝜌𝑛−1Θ∓(𝑛−1)(𝜃)𝛿±𝑛,1 (C.22)
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For a Zernike mode 𝑍𝑚𝑛 , function Zderivs(x,y,n,m) calls for dZ_IC(rho,theta,m)








if hspath not in sys.path:
sys.path.append(hspath)
from HS_Centroids import *
from HS_Gradients import *
import numpy as np
import matplotlib.pyplot as plt
from scipy import special as sc
from scipy import interpolate
import matplotlib
def cart2pol(x, y):
rho = np.sqrt(x**2 + y**2)







# order of mode in max n:
nmodem = int(np.floor((nroot-nmax)*(nmax+2)))
# Generate n coeff array up to nmax:
n = np.zeros([0,1])
for iN in range(1,nmax+1):
n = np.vstack([n,iN*np.ones([iN+1,1])])
if nmodem != 0:
n = np.vstack([n,(nmax+1)*np.ones([nmodem,1])])
# Generate corresponding m indices vector:
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m = np.zeros(np.shape(iarr))
for iI in iarr:
m[iI-1] = (iI*2) -n[iI-1]*(n[iI-1]+2)
return n,m
def Nnm(n,m):




# Find coeeficient to evvaluate sum of radial term in zernike m,n order
m = np.abs(m)
smax = int((n-m)/2 )
Rc = np.zeros([smax+1,1])
for iS in range(smax+1):




# Compute radial term of Zenike order m,n
Rc = Rnm_coeff(n,m)
Rmn = np.zeros(np.shape(rho))




# Compute azimuthal part of Zernike:










C.1. COMPUTE ZERNIKE COEFFICIENTS FROM GRADIENTS DATA
def Zderivs_Znm(rho,theta,n,m):
# Return first terms in recursive relationship
a = np.sign(m) + 1*(m==0)


















return Znmx1, Znmy1, bnm[:,2]
def dZ_IC(rho,theta,m):
# Return initial condition for recursively findin drivatives of Zernike:
n=m










C.1. COMPUTE ZERNIKE COEFFICIENTS FROM GRADIENTS DATA
def Zderivs(x,y,n,m):
rho, phi = cart2pol(x,y)
# Acquire initial condition, check for value of m and acquire
#the first state to initialise iteration
dZxIC, dZyIC = dZ_IC(rho,phi,m)






for iN in n_recurse:
#print(iN)







# Construct a 2k x j matrix of zernike derivatives in x and y:
Hnm = np.zeros([2*len(x),j])
# Generat all of n,m indices up order j:
n,m = Zernike_nm_indices(j)
# Looping through all indices to generate matrix of derivative:
for ij in range(j):





# Pseudo-inverse Hnm matrix:
Hinv = np.linalg.pinv(Hnm)
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’’’ Compute Zernike coefficients from HS gradients,
assuming that centre of the pupil is at center of gradient map
Input:
hsgradient: HS_Gradients instance
R0: Radius of region to be normalised for Zernike coeff

















# Construct H matrix
Hmat = Hnm_construct(cents[:,0],cents[:,1],i)
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def bar_plot_zernike(bnm, i=None, logplot = False):
’’’ Plotting bar graph from zernike coefficient:’’’




raise Exception(’number of orders to plot must be






for iN,iM in zip(n,m):
xticklabel.append(str(int(iN))+’,’+str(int(iM)))
bcoeffnm = 1e9*bnm[:iplot]
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C.1. COMPUTE ZERNIKE COEFFICIENTS FROM GRADIENTS DATA
def compute_rms_error_from_hsg(hsg,R,i):
’’’Compute wavefront rms error (flat pupil) using gradient data
and compute deviation from best fit’’’
# First compute residual gradient:
hsg_res = construct_residual_gradient(hsg,R)
# Solve for Zernike coefficients from hsg_res:
bcoeff_res = compute_Zernike_from_hsg(hsg_res,i)
# Compute wf rms error from zernike coefficient:
wf_rms = compute_rms_error_from_hsg(bcoeff)
return wf_rms
def compute_Gauss_rms_error_from_hsg(hsg,R,i,w0, R0 = None):
’’’ Compute Gaussian weighted rms error from using gradient data
ande rms error from best fit:
Input:
hsg: HS_gradient instance containing gradient with center of
deformation assume to be at origin (0,0)
R: radius of curvature of the best fit spherical wavefront
w0: beam radius of target Gaussian beam for weighting
i: Number of order to be used for wavefront reconstruction,
R0: radius of pupil to be normalised
Output:









# First compute residual gradient :
hsg_res = construct_residual_gradient(hsg,R)
# Solve for Zernike coefficients from hsg_res:
bcoeff_res = compute_Zernike_from_hsg(hsg_res,i,Rpupil)
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R, PHI = np.meshgrid(r,phi)
WF_res = construct_wf(R,PHI,bcoeff_res)












D.1 Fundamentals of Gaussian beam
Gaussian beam is an important solution of Helmholtz (Maxwell) paraxial wave
equations. Consider the famous Maxwell’s equation:
∇× E = −𝜕B
𝜕𝑡
∇ ·B = 0




∇ · E = 𝜌
𝜖
(D.1)
Under the assumption of monochromatic fields varying in time asexp−𝑖𝜔𝑡, the
Maxwell equations can be reduced to Helmholtz equation:
(∇2 + 𝑘2)U(r, 𝑡) = 0 (D.2)
where 𝑘 = 2𝜋/𝜆 is the wave number and U(r, 𝑡) is a complex amplitude field,
which can describe either electric or magnetic field. One possible solution Eq. ?? is
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is a plane wave:
U(r) = A(r)𝑒−𝑖𝑘𝑧 (D.3)
where A(r) represents a complex amplitude envelope. Under the assumption that
the envelope A varies slowly with 𝑧 - the axis of propagation so that 𝜕𝑧A ≪ A/𝜆 ,
then the Helmholtz can be approximated by the paraxial Helmholtz equation:
∇2⊥𝐴(r) − 2𝑖𝑘𝜕𝑧𝐴(r) = 0 (D.4)
This assumption is appropriate for laser source since light field from laser varies
slowly with the propagation direction. Here, ∇2⊥ = 𝜕2𝑥 + 𝜕2𝑦 is the transverse Lapla-




, 𝑞(𝑧) = 𝑧 + 𝑖𝑧𝑅 (D.5)





with 𝜔0 being the beam waist. In order to separate the phase and amplitude por-









where 𝑅 is the radius of curvature.
Substitution of Eq. D.7 into Eq. D.5 results in the expression for a Gaussian
beam:


































where 𝜁(𝑧) is referred to as the Gouy phase.
Figure D-1: Diagram demonstrating the characteristics of Gaussian beam propa-
gation.The thick dark lines represent the beam size 𝜔(𝑧), which is minimum at the
waist 𝜔0. 𝑧𝑅 is the Rayleight range, at which the cross-section area of the beam is
doubled. Angle of divergence 𝜗 can be approximated as 2𝜔0/𝑧𝑅
Hermite-Gaussian modes
The fundamental Gaussian beam is not the only solution to the paraxial Helmholtz
equation. Hermite-Gaussian modes are a complete set of solutions to the paraxial
Helmholtz Equation in rectangular coordinate. They are given in the form of:
























+ 𝑖(𝑚 + 𝑛 + 1)𝜁(𝑧)
]︂ (D.12)
where 𝐻(𝜂) are Hermite polynomials.
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D.2 Accumulation of Gouy phase
Gouy phase, as given by Eq. D.11 describes the phase lag between a Gaussian
beam relatively to the beam waist in excess of the perfect plane wave that occurs
as a function of propagation along optical axis.
In an optical system consisting of multiple lenses, there are however a number
of waists. We thus would be more interested in the phase accumulated relatively to
a single reference point. This is particularly useful for analysis of an optical cavity.
Erden and M.Ozaktas [88] showed description of beam parameters in term of














































Erden and M.Ozaktas [88] also derives expressions for ABCD elements in term
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in which the last expression is the result of unitary property of ABCD matrix: 𝐴𝐷−
𝐵𝐶 = 1
Now we compute the quantity 𝐴+𝐷
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The self-consistent requirement of an eigensolution toan optical resonator means
that after each round trip, the beam reproduces itself. Therefore: 𝑤out = 𝑤in and
𝑅out = 𝑅in. Eq. D.21 therefore simplifies to:
𝐴 + 𝐷
2
= cos 𝜁 (D.22)
or using trigonometry identity cos2 𝛼 = cos 2𝛼+1
2
, we have:
𝐴 + 𝐷 + 2
4
=






There is an ambiguity in the sign of 𝜁 due to the multi-value nature of inverse
cosine:
cos(|𝜁|) = cos(−|𝜁|) (D.24)
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This same ambiguity lies in square-root term when we try to find 𝜁 from D.23
This problem is addressed by using the sign of element 𝐵 since the sign of 𝜁
dictates the sign of 𝐵:








This is the expression used in Chapter 3 to characterise the ring cavity.
D.3 Triangular cavity modes
The self-consistency requirement of the cavity modes means that the total phase
shift after each round must be a multiples of 2𝜋. Using parameters from Chapter 3,
we have:
𝑞2𝜋 = 𝑘𝐿𝑝 − (𝑚 +
1
2






















where 𝐹𝑆𝑅 = 𝑐/𝐿𝑝 is the free spectral range. The round-trip Gouy phase accumu-
lation derived from ABCD matrix 𝒞ℎ/𝑣 in term of cavity parameters is:








































Image matching for phase camera
dual operation
The below functions are used to assist with image matching of optical field seen




import numpy as np
import matplotlib.pyplot as plt
import scipy.ndimage as snd
from scipy.optimize import fmin_powell




""" Return negative correlation coefficient between two images
flattened to 1D"""




""" Return copy of ‘img‘ translated by ’x_y_trans‘
‘x_y_trans‘ is a sequence or array length 2,representing
the (x, y) translations in pixels
------------
img: array shape(M,N)
2D image to transform with translation ‘x_pix_trans‘
x_y_trans: float, of the form [y_trans, x_trans]
Number of pixels to translate ’img_slice‘;
can be positive, negative, and does not need to be an integer
"""
x_y_trans = np.array(x_y_trans)
# Resample image using bilinearr iterpolation (order=1)
trans_img = snd.affine_transform(img, [1, 1], -x_y_trans, order=1)
return trans_img
def xytrans_rot_img(img, xy_trans_theta_rot):
""" Return copy of ‘img‘ translated by ‘xy_trans‘ and
rotated by ‘theta_rot‘ about image centroid """
# Translation by [y_trans, x_trans]
x_y_trans = np.array([xy_trans_theta_rot[0], xy_trans_theta_rot[1]])
# Resample image using bilinearr iterpolation (order=1)
trans_img = snd.affine_transform(img, [1, 1], -x_y_trans, order=1)
# Rotation about centre of mass
theta = xy_trans_theta_rot[2]
trans_rot_img = snd.rotate(trans_img,theta, reshape=False)
return trans_rot_img
def cost_func_transrot(xy_trans_theta_rot):
""" Give cost function at translation and rotation values
‘xy_trans_theta_rot‘
"""







""" Return copy of image ‘img‘ with center of mass






center = np.array([ycenter, xcenter])
COM = snd.center_of_mass(img)
translation = center - COM
recentered = xy_trans_img_fine(img, translation)
return recentered
font = {’family’ : ’Times New Roman’,
’size’ : 22}
##=================================================








































res_im = imarray1 - transformed_im2
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fig1 = plt.figure()









plt.xlabel(’Pixels in image 1’)
plt.ylabel(’Pixels in image 2’)
plt.title(’Correlation Coefficient: %s’%-corrcoeff2)
fig4 = plt.figure()
plt.imshow(res_im, origin= ’lower’, aspect = ’equal’, cmap = ’jet’)
cbar = plt.colorbar()
cbar.set_label(’Residual (DN)’)
# fig4, ax1 = plt.subplots()
# ax1.plot(fine_rot, fine_mismatches,’b-’)
# ax1.set_xlabel(’Angle of rotation (degrees)’)
# ax1.set_ylabel(’Mean absolute difference (DN)’,color=’b’)
# ax1.tick_params(’y’,colors=’b’)
# ax2 = ax1.twinx()
# ax2.plot(fine_rot,corrcoeffs,’r-’)







FINESSE simulation of phase camera
In this appendix, I attach the code for simulation of our phase camera set up, as
shown in chapter 3. FINESSE [51] is one of the leading package for optical simu-
lation in frequency domain and has been used extensively in LIGO community to
better understand gravitational wave interferometer performance [36].
Notice that in current version of finesse, treatment of polarisations has not been
implemented. The quarter wave plate, Pockels cell and polarising beam splitter are
simulated by the built in amplitude modulator mod AM1 (see below). The phase
shifting at Pockels cell in phase camera is implemented according by shifting the




In [1]: import pykat
import matplotlib.pyplot as plt
import numpy as np
pykat.init_pykat_plotting(fmts=['svg'])
C:\Users\Cao\Anaconda3\lib\site-packages\h5py\__init__.py:36: FutureWarning: Conversion of the second argument of issubdtype from `float` to `np.floating` is deprecated. In future, it will be treated as `np.float64 == np.dtype(float).type`.
from ._conv import register_converters as _register_converters
..-
PyKat 1.1.331 _ '(
\`.|\.__...-""""-_." )
..+-----.._ / ' ` .-'
. ' `: 7/* _/._\ \ (
( '::;;+;;: `-"' =" /,`"" `) /
L. \`:::a:f c_/ n_'
..`--...___`. . ,
`ˆ-...____: +. www.gwoptics.org/pykat
In [3]: base = pykat.finesse.kat()
base.parse("""
# Simulation of current experimental setup
# Three mirror ring cavity:
# M1, M2: flat, R = 0.99, loss = 0.0001
# M3: RoC = 1 m, R = 0.997, loss = 0.0001 #Example loss, there is no recorded data
# side: 24 mm, 2x264.2 mm
## Pre-Cavity Component
##==========================================================================================
l NPRO 10m 0 nl # NPRO laser, 1064 nm, 10 mW
#s sltoEOM1 0.570 nl nEOM1in
#mod EOM1 12M 0.3 1 pm nEOM1in nEOM1out # modulator 1 for locking
1
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s sNPROtoSM1 1.038 nl nSM1in # distance from EOM1 to steering mirror 1
bs2 SM1 1 0 0 45 nSM1in nSM1out dump dump # steering mirror 1
s sSM1toSM2 0.326 nSM1out nEOM2in # space between 1st and 2nd steering mirror
mod EOM2 15.4M 0.35 1 pm nEOM2in nEOM2out # modulator 2 to create RF field
s sEOm2toSM2 0.245 nEOM2out nSM2in
bs2 SM2 1 0 0 45 nSM2in nSM2out dump dump # steering mirror 2
s sSM2toSM3 0.232 nSM2out nSM3in # space between 2nd and 3rd steering mirror
bs2 SM3 1 0 0 -45 nSM3in nSM3out dump dump # steering mirror 3
attr SM3 xbeta 100u
attr SM3 ybeta 100u
s sSM2toMC 0.15065 nSM3out nMC1UNC1in # Space between 3rd steering mirror and back surface (UNC) of MC1
#s sSM2toMC 1 nl nMC1UNC1in
## Mode Cleaner Cavity
##==========================================================================================
## First flat mirror, modelled as bs-s-bs
bs MC1UNC1 0.04 0.95 0 43.7 nMC1UNC1in dump nMC1UNC1trans dump # Back surface, UNC UVFS: transmitance @ 1064 ~ 0.95, reflectance ~ 0.04
s sMC1substrate1 7.22m 1.4496 nMC1UNC1trans nMC1HRin # Substrate thickness of MC1 for transmitted input beam
bs2 MC1HR 0.995 0.0001 0 28.4637 nMC1HRin nMC1HRrefl nMC1HRtrans nMC1HRfromMC3 # HR surface of MC1 mirror
s sMC1substrate2 7.22m 1.4496 nMC1HRrefl nMC1UNC2in # Path of beam reflected from HR surface
bs MC1UNC2 0.04 0.95 0 28.4637 nMC1UNC2in dump nMC1UNC2trans dump # UNC surface seen by beam reflected from HR surface
s sMC1HRtosMC2HR 24m nMC1HRtrans nMC2HRin # Space between MC1 and MC2
## Second flat mirror,
bs2 MC2HR 0.995 0.0001 0 43.7 nMC2HRin nMC2HRrefl nMC2HRtrans dump # HR surface of MC2 mirror
s sMC2substrate 7.22m nMC2HRtrans nMC2UNCin # MC2 substrate
bs MC2UNC 0.04 0.95 0 28.4637 nMC2UNCin dump nMC2UNCtrans dump # UNC surface of MC2 mirror
s sMC2HRtoMC3 264m nMC2HRrefl nMC3in # UNC
## MC3, curved mirror, RoC 1 meter
bs2 MC3 0.9997 0.0001 0 2.6 nMC3in nMC3refl dump dump # MC3 mirror
attr MC3 Rc 1
s sMC3toMC1HR 264m nMC3refl nMC1HRfromMC3 # distance between MC3 and HR surface of MC1
s s1 0 nMC2UNCtrans no
2
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cav MC MC2HR nMC2HRin MC2HR nMC2HRrefl
trace 2
""")
In [4]: kat = base.deepcopy()
kat.parse("""
s s1 1 nMC2UNCtrans n1
lens lens1 1 n1 n2
s s2 0.2 n2 nAM1in
mod AM1 15.4M 1.5 1 am 0 nAM1in nAM1out
s sAM1tolens2 0.2 nAM1out n3
lens lens2 1 n3 n4
s s3 0.2 n4 nCCD
beam outputCCD nCCD
xaxis outputCCD x lin -5 5 200























Removed existing object 's1' of type <class'pykat.components.pykat.components.space_70'> to add line 'ss1 1 nMC2UNCtrans n1'
--------------------------------------------------------------
Running kat - Started at 2019-06-26 00:55:47.137033




Thermal modelling of SAMS
suspension
G.1 A baseline model of suspension
In order to testing various derived couplings in this document, we use a simple
baseline model with a simple CFM at the bottom stage without no flexure holder
and a mass of 1 kg. CFM’s dimension has been selected to satisfy actuation and
tensile stress requirement (see E1900126). The lower stage use 4 wire suspension,
and upper stage use 2 wire suspension. The parameters and definition of these




















𝑚2 Bottom stage mass 1 kg𝑀 CFM’s outer diameter 120 mm
𝑡𝑅 Thickness of actuating ring 38.8 mm
𝑑𝑧 Actuating ring offset from mirror’s barrel -1.1 mm
𝑡𝑀 Mirror’s thickness 6 mm
𝑑2 Distance between initial COM 𝑥𝑛 to the line joining suspension points 0 mm
𝑠3 x-displacement of suspension points from COM 30 mm
Ω2 Angle between suspension wire and vertical 0 rad
Upper stage
𝑚2 Top stage mass 0.5 kg
𝑑0 Distance between COM 𝑥𝑚 to the upper suspension point 15 mm
𝑑1 Distance between COM 𝑥𝑚 to the line joining lower suspension points 15 mm
𝑠2 x-displacement of lower suspension points from COM 30 mm
Ω1 Angle between upper suspension wire and vertical 0 rad
Suspension
𝑙2 Length of bottom stage suspension wire 150 mmwire Suspension wire cross sectional diameter 127 𝜇m
Temperatures
𝑇ℎ Maximum CFM temperature 60∘C
𝑇𝑎 Ambient temperature 20∘C
Material properties
Steel wire
𝐸0 Young’s modulus at room temperature 210 GPa
𝜕𝐸𝑇 Thermal coefficient for Young’s modulus -3.02e-4 1/K
𝛼 Thermal expansion coefficient of steel wire 12e-6 1/K
Table G.1: Table of parameters used in a baseline SAMS design
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Vertical shift of bottom mass
Vertical shift due to thermal dependent properties of suspension wires
The two main thermal properties that affect the length of suspension wires are ther-
mal expansion of steel wire and temperature-dependent Young’s modulus. For
steel musics wires used in SAMS suspension, we assume a linear thermal expan-
sion coefficient of 12 𝜇m/m/K. Young’s modulus dependence on temperature of
steel is presented by a phenomenological exponential function from [179]:















where 𝑒1 = 3.768, 𝑒2 = 1, 𝑒3 = 639∘C, 𝑒4 = 1650∘C and ∆𝑇 is the change in tem-
perature from 20∘C. The region between ∆𝑇 = 0 to 40 K can be well approximated
by a linear function of the form:
𝐸(∆𝑇 ) = 𝐸0 (1 + 𝜕𝐸𝑇∆𝑇 ) (G.2)
where 𝐸0 is Young’s modulus measured at 20𝑜C, which is 210 GPa and 𝜕𝐸𝑇 is
linear coefficient given by -3.02e-4 GPa/GPa/K. In order to evaluate the stretch in
the wire by these thermal effects. We first needs to obtain the temperature profile
for a suspension wire heated from one end. Assuming the upper stage is large with
large surface area and is far away from the bottom stage where the heat source is
installed, its temperature with be approximately constant at ambient temperature
𝑇𝑎. In equilibrium, due to high thermal conductivity of both aluminium and steel
wires, the heated end of fibre will be at the same temperature as the actuating ring.
Here, we assume an upper limit of 𝑇ℎ = 60∘C. Thus we define 𝛿𝑇 = 𝑇ℎ − 𝑇𝑎 as the
difference in temerature between the two ends of the wire. Furthermore, with high
thermal conductivity of steel, heat conduction is assumed to be the dominating
process when compared to radiation. The temperature profile along the wire is
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𝑥 + 𝑇𝑎 (G.3)
where 𝑥 is distance from the wire’s cold end at the upper stage. Now to solve for
the stretch of the wires, we consider Hooke’s law which relate stress and strain, in
which we include thermal strain caused by thermal expansion:













where 𝑢 is displacement along 𝑥-axis, 𝐴 is the cross-sectional area a steel wire and
1/4 in stress accounts for the load’s being shared between four suspension wires






























For a bottom mass 𝑚 of 1 kg, and suspension wires of 127 𝜇m in diameter,
at T=60∘C results in a stretch of 175 𝜇m, in which 139 𝜇m change is caused by
temperature-dependent Young’s modulus.
Vertical shift due to thermal expansion of aluminium disc
FEA model shows that as the CFM heats up, the radius of a 120 mm OD CFM can
change up to 56 𝜇𝑚 at ∆𝑇 = 40 K. This would create a small angle Ω𝑇 between a
suspension wire and the vertical (see figure G-1). Consider a baseline design in
which the mirror is suspended vertically in its cold state. As the radius changes by
∆𝑟, the distance 𝑙′ can be found from 𝑙 + ∆𝑙 and initial wire’s length 𝑙:
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Figure G-1: Front view of a suspended CFM as it is heated up (not to scale). Radial
expansion creates and angle between suspension wire and the vertical, effectively
shortens the wire and shift the suspended optics upward
𝑙′ =
√︀
(𝑙 + ∆𝑙)2 − ∆𝑟2 (G.7)
and the shift ∆𝑧, which is the overall shift due to both wire extension and CFM
radial expansion, is the difference between 𝑙′ and 𝑙. Using ∆𝑧 = 56𝜇m and 𝑙 =
150mm, we found ∆𝑧 = −174.986𝜇m, which means the dominating effect is still
due to wire extension discussed in previous section. Radial expansion only shifts
the mass upward by 10.5 nm.
Notice that the radial change at different positions along the barrel of the optics
will vary. There is a 2.1 nm difference in upward shift between the front and back
of a 1kg 120-mm-OD CFM, whose barrel length is approximate 40 mm. This dif-
ference will thus couple through as a change in pitch of a reflected beam , which is
estimated to be 107 nrad at ∆𝑇 = 40K. This change in pitch is much smaller than
that caused by shift in optics’ centre of mass, which will be discussed subsequently.
In conclusion, for our baseline design, we expect a sag in suspended CFM’s
position of approximately 175 𝜇m at ∆𝑇 = 40K. For a nominal 1 m ROC mirror,
this implies a change in pitch of 350 𝜇rad for beam reflected off the CFM.
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Change in pitch due to shift in centre of mass
Single pendulum
The change in convexity of CFM with increasing temperature results in shift of
its COM along the optical axis (x-axis in figure G-2) from 𝑥𝑛 to 𝑥′𝑛 = 𝑥𝑛 + ∆𝑥.
Assuming that the CFM is suspended symmetrically from it COM at cold state at
distance 𝑟. The mass can be divided into two equal halved with masses 𝑚1 = 𝑚2 =
𝑚/2 of effective thicknesses of 𝑡/2. Therefore, the position of a CFM in its cold state


















Now consider that CFM’s COM shifts to more positive 𝑥 by ∆𝑥 at some tem-
perature 𝑇 > 𝑇ambient. This would be equivalent to adding some extra mass ∆𝑚
onto one half of the initial mass and removed the same amount of ∆𝑚 from the
other half. We can then find an expression for this ∆𝑚 in term of ∆𝑥:
𝑥′𝑛 =










We can thus treat the effect of shift in CFM’s COM as applying two equal but


































Figure G-2: Side view of a cylindrical mass in with tilt and longitudinal motion in
an single pendulum suspension























We can write down the equations of motion (e.o.m) for tilt and longitudinal
motions of the a mass in single pendulum suspension, following Calum Torrie’s
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+ 2𝑘𝑠2 cos2 Ω
)︂
𝜑 (G.14)
where the parameters in used are:
𝑙 = the length of a wire
Ω = angle formed between suspension wire with the vertical in 𝑧𝑦-plane,
assumed to be zero for baseline design
𝑘 = spring constant of suspension wire
𝑠 = 𝑟 sin𝛼 = the half separation of 2 wires in x-direction
𝑑 = 𝑟 cos𝛼 = the distance the wires break-off above the line through COM
𝑥0 = the midpoint of the line joining two suspension wires in x-direction



















Since there is no forces acting on the mass longitudinally:
Σ𝐹 = 0 = −𝑚𝑔
𝑙




𝑥𝑛 = 𝑥0 + 𝑑𝜑 (G.17)
If 𝑑 = 0, then tilt and longitudinal motion become uncoupled.
The shift in COM results in a torque acting on the suspended mass as discussed
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Had we used the first order approximation of cos𝜑 = 1 for small angle, 𝜑 could











By performing Taylor series expansion of the square-root term in expression G.18,



















Sanity check of expression G.19 reveals expected physical behaviours:
• As 𝑘 → ∞ (suspension wire becomes highly stiff), there is no tilt of the optics
• As 𝑠 → ∞ (suspension points are far away COM), tilt also reduces
• As 𝑚 → 0 (mass of suspended optics becomes smaller), tilt also reduces
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Double pendulum suspension
SAMS suspension would be a two-stage suspension. The e.o.m’s for longitudinal
and tilt motion of a double pendulum are:
𝑚1?̈?𝑛 = −(𝑚1 + 𝑚2)𝑔𝜃1 + 𝑚2𝑔𝜃2 (G.21)
𝑚2?̈?𝑚 = −𝑚2𝑔𝜃2 (G.22)
𝐼1𝑦𝜑1 = −(𝑚1 + 𝑚2)𝑔𝑑0(𝜑1 − 𝜃1) − 2𝑘1𝑠20 cos2 Ω1𝜑1 −𝑚2𝑔𝑑1(𝜑1 − 𝜃2)
− 2𝑘2𝑠22 cos2 Ω2(𝜑1 − 𝜑2) −









(𝜑1 − 𝜑2) (G.23)












𝑥𝑚 − 𝑥𝑛 − 𝜑2𝑑2 − 𝜑1𝑑1
𝑙2 cos Ω2
(G.26)
The parameters used are defined in figure G-3
For SAMS suspension, the top stage will be a single loop suspension and the
e.o.m’s for tilt and longitudinal motion (equations G.21 to G.23) can be rewritten












𝑘11 𝑘12 𝑘13 𝑘14
𝑘21 𝑘22 𝑘23 𝑘24
𝑘31 𝑘32 𝑘33 𝑘34






































Figure G-3: Schematics of double pendulum suspension from the side
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This system of equations can be solved for change in longitudinal translation and
tilt of each mass, albeit being rather complicated. The baseline model assumes
that Ω1 = Ω2 = 0 , 𝑑2 = 0. The four degress of freedom that describe tilt and
longitudinal motion of the system is then solved to be:
𝑥𝑛 = ∆𝑥
𝑑0𝑚2(𝑠2 + 𝑠3)




𝑠3(𝑑0𝑚1 + 𝑑0𝑚2 + 𝑑1𝑚2)
(G.30)
𝑥𝑚 = ∆𝑥
𝑚2(𝑑0𝑠2 + 𝑑0𝑠3 + 𝑑1𝑠2 + 𝑑1𝑠3)
𝑠3(𝑑0𝑚1 + 𝑑0𝑚2 + 𝑑1𝑚2)
(G.31)
𝜑2 =





2𝑘2𝑠22(𝑑0𝑚1 + 𝑑0𝑚2 + 𝑑1𝑚2)
(G.32)
For 𝑠2 = 𝑠3, these equations reduce to:
𝑥𝑛 = 2∆𝑥
𝑑0𝑚2




𝑑0𝑚1 + 𝑑0𝑚2 + 𝑑1𝑚2
(G.34)
250
G.1. A BASELINE MODEL OF SUSPENSION
𝑥𝑚 = 2∆𝑥
𝑚2(𝑑0 + 𝑑1)
𝑑0𝑚1 + 𝑑0𝑚2 + 𝑑1𝑚2
= 𝑥𝑛 +
2∆𝑥𝑚2𝑑1
𝑑0𝑚1 + 𝑑0𝑚2 + 𝑑1𝑚2
(G.35)
𝜑2 =
∆𝑥𝑚2(𝑑0𝑔𝑚1 + 𝑑0𝑔𝑚2 + 𝑑1𝑔𝑚2 + 4𝑘2𝑠
2
2)





A few key points observe here are:
• Tilt angle of bottom stage optics are sum of upper stage tilt as well as tilt
caused by the shift in CFM COM in the single pendulum suspension
• Greater vertical separation between suspension points of upper and lower
sets of wires reduce the coupling of COM shift from lower stage to upper
stage
• As the upper stage increases in mass, it effectively becomes stiffer and less
susceptible to tilt and longitudinal motion caused by shift in COM of bottom
stage
• If 𝑑0 = 0 (i.e. the suspension point of the upper stage is at its centre of mass)
then there is no longitudinal change of upper mass as it is pivoted at its COM.
The shift in COM of a CFM is linear with its change in temperature. For a
baseline 1kg configuration optics with 6 mm 2-inch diameter mirror and 120 mm
OD, 38-mm-thick actuating ring, FEA model shows that this shift can be described
as a linear function ∆𝑥 = 0.71[𝜇𝑚/𝐾]∆𝑇 . At 𝑇 = 60∘C, ∆𝑥 = 28.4𝜇𝑚 from its cold
state. Assuming the following parameters:
𝐸 = 210 GPa : Suspension wire Young’s modulus
wire = 127𝜇𝑚: Diameter of suspension wire
𝑙2 = 150 mm
𝑠2 = 30 mm
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𝑚1 = 0.5 kg
𝑑0 = 𝑑1 = 15 mm
Since the bottom stage has 4 wire suspension architecture, 𝑘2 would become
2𝑘2. The change in tilt of the bottom stage is dominated by the induced change in
top stage:
𝜑1 = 1.52mrad
𝜑2 = 4.4𝜇rad + 𝜑1
The longitudinal change of each stage is:
𝑥𝑛 = 22.8𝜇𝑚
𝑥𝑚 = 45.6𝜇𝑚
The new COM 𝑥′𝑚 is therefore 74𝜇𝑚 relative to 𝑥0. At 𝑇 = 60∘, the mirror’s
front surface is 23.0095 mm from its COM, compared to 23.046 mm at 𝑇 = 20∘. The
mirror’s front surface thus has shifted longitudinally by 74𝜇m-(46𝜇m - 9.5𝜇m) =
37.5 𝜇m.
Effects on electromagnetic linear actuators
This section focuses on thermal effects on electromagnetic linear actuators, which
include dithering voicecoils for alignment error signal and BOSEMs at upper stage
for active damping and DC steering. For the baseline model, actuators are assued
to have the same parameter as those in HTTS. These parameters are given in Table
G.2:
Heat conduct from CFM to the magnets attached directly onto the optics would
result in magnet’s magnetisation. A magnet’s remanance magnetic field 𝐵𝑟 is de-
fined as the value 𝐵 at the point on the hysteresis curve where 𝐻 is reduced zero.
𝐵𝑟 drifts with changes in temperature. Reversible temperature coefficient (RTC) is
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BOSEM Specifications [120]
Symbol Parameter Value
𝑅𝑐 Coil resistance 42.7 Ω
𝐿𝑐 Coil inductance 11.9 mH
𝑁 Number of windings 800
𝑤 wire diameter 0.202 mm (AWG 32)
𝐾𝑐 Force coupling constant 0.021 N/A (with 2mm×3mm magnet)
𝐼𝑐,𝑚𝑎𝑥 Maximum coil current 100 mA
Driver Specifications [12]
𝑉𝑠 Supply voltage ±14 V
𝐼𝑜,𝑚𝑎𝑥 Maximum output current 500 mA
𝑅𝑠 Series resistance 1200Ω, 3W
𝐼𝑅𝑠,𝑚𝑎𝑥 Maximum resistor current 50 mA (not a strong constraint)
Target operating conditios
𝜃𝑑 Angle amplitude ≥ 0.5 nrad, optimal: 5 nrad
𝑓𝑑 Frequency 2-3 kHz
Table G.2: Assumed BOSEM’s parameters for computation of thermal effect on
SAMS linear actuator. The two main limiting factors are the maximum coil current
and supply voltage.







Current magnets used is HAM Tip-Tilt Suspension (HTTS) are Samarium-Cobalt
(SmCo) 2:17 magnets (the 2:17 ratio implies that a composition of 2 rare earth
samarium atoms per 17 atoms of transition metals, which consist of mainly colbalt
and traces of copper, iron, zirconium and hafnium). SmCo 2:17 has one of the best
performing RTC, at typically -0.035%/∘C [67, 129]. The typical 𝐵𝑟 of SmCo 2:17 at
room temperature is between 1.08 - 1.10 T [136] at room temperature T=20∘C. For
∆𝑇 = 40𝐾, the change in 𝐵𝑟 is thus:




= −0.0154 T (G.38)
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where 𝜇0 is vacuum permeability 4𝜋 × 10−7 H/m. The change in dipole moment
𝑝𝑚 of a volume V with uniform magnetisation 𝑀 + ∆𝑀 is:





Assuming the same magnet’s dimension as in current HTTS, which is -2-mm
× 3-mm-long, the change is -4.62×10−4 J/T for ∆𝑇 =40 K (𝑝𝑚(T=20K) = 0.033J/T).
This change in dipole moment would consequently reduce force coupling con-
stant between coils and magnets. We follow formulation from [29] to estimate this
change in coupling constant 𝐾𝑐.
Consider a current element with current density 𝑑𝐽 = (𝑗𝑥, 𝑗𝑦, 𝑗𝑧) at position
𝑟′ = (𝑥′, 𝑦′, 𝑧′). Then the distance between this current element and an arbitrary
test point in space 𝑟 = (𝑥, 𝑦, 𝑧) is:
r = ||𝑟 − 𝑟′|| (G.41)












r3 [𝑗𝑧(𝑦 − 𝑦
′) + 𝑗𝑦(𝑧 − 𝑧′), 𝑗𝑧(𝑥− 𝑥′) + 𝑗𝑥(𝑧 − 𝑧′), 𝑗𝑥(𝑦 − 𝑦′) + 𝑗𝑦(𝑥− 𝑥′)]
(G.43)
The potential energy 𝑈 of a dipole moment ∆𝑀 = (∆𝑀𝑥,∆𝑀𝑦,∆𝑀𝑧) is given
by the dot product between 𝐵 and 𝑚, the force on this dipole moment placed
in the field is given as 𝑑𝐹 = ∇𝑈 = ∇(∆𝑀 · 𝐵). Ignoring the edge effect, then
∆𝑀 = (0, 0,𝑀𝑧) and 𝑑𝐹 = ∆𝑀𝑧∇𝑑𝐵𝑧. The change in force coupling constant is
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Magnets Material RTC (%/K) Δ𝑀
𝑀
𝐾𝑐(20∘𝐶)(N/A) 𝐾𝑐(60∘𝐶)(N/A)2×3 mm SmCo 2:17 -0.035 -0.014 0.021 0.027
5×10 mm NdFeB -0.1 -0.04 0.393 0.388
Table G.3: Effect of increasing magnet’s temperature by ∆𝑇 = 40𝐾 to force cou-









Figure G-4: Diagram showing cross-section of CFM in x-y plane
therefore proportional to change in magnetisation. Table G.3 summaries the ef-
fect of increasing temperature from 20∘C to 60∘C on the force coupling constant
for both 2×mm SmCo 2:17 magnet (used in existing tip-tilt suspension) and
5×10mm NdFeB magnet (used in small triple suspension). The change in force
coupling constant assist with estimating operating temperature of voice coil in the
next section. However, one can see from table G.3 that the effect caused by reduced
magnetisation at an elevated temperature is small.
Dithering voice coil requirement
To compute operation requirements on dithering voice coil, we first find the mo-
ment of inertia about its COM. Consider diagram G-4, 𝑥 and 𝑦 components of COM








𝑧𝜌(𝑟, 𝜃, 𝑧)𝑟𝑑𝑟𝑑𝜃𝑑𝑧 (G.44)
where 𝑀𝑧 is the 𝑧 moment, which is given by the integral term in equation G.44.
This integral can be computed by evaluating the moment of mirror and actuating
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where 𝑚𝑀 and 𝑚𝑀 are the masses of mirror and actuating ring respectively and






















𝐼𝑖,𝑥(𝑦) = 𝐼𝑀,𝑥(𝑦) + 𝐼𝑅,𝑥(𝑦) (G.47)
Using parallel axis theorem, the moment of inertia of the mirror about x- or y-
axis through CFM COM is the sum of a cylinder’s moment of inertia about x-y
axis through its own COM and 𝑚𝑚𝑑2𝐶𝑂𝑀𝑚→𝐶𝑂𝑀𝐶𝐹𝑀 , where 𝑑𝐶𝑂𝑀𝑚→𝐶𝑂𝑀𝐶𝐹𝑀 is the

































For the parameters of the baseline CFM, the pitch and yaw moment of inertia is
1170 kg·mm2. Supposed that the actuator moment arm 𝑟 is 50 mm from the centre
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Figure G-5: A lumped-mass diagram allows combining electrical domain and me-
chanical domain to solve electrical requirements for driving a suspended optics.
In electrical domain, we have a dithering voice coil with some resistance 𝑅𝑐 and
inductance 𝐿𝑐, which is driven by some voltage 𝑉𝑐. This generates a current 𝑖𝑐,
which induces a force on the magnet attached to the suspended optics of mass 𝑚
and causes to move with some velocity ?̇? mechanical domain. This magnitude of
this force is dependent on force coupling constant 𝐾𝑐. The moving mass results in
change in magnetic field, which in turn induces a back emf in the circuit. The elec-
trical and mechanical domains are therefore coupled. Lumped mass model allows
rewriting the interaction with the moving mass a capacitor with impedance 𝑍𝑚.




= 0.117 kg (G.50)
Following [157], we can present CFM and dithering voice coil as a lumped mass





where 𝐾𝑐 is the force coupling constant given in Table G.2. The lumped mass
model diagram is presented in figure G-5. The total impedance of the equivalent
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circuit can then be derived:
𝑍𝑐 = 𝑅 + 𝑖𝜔𝐿 +
𝐾2𝑐
𝑖𝜔𝑚
= 42.7Ω + 𝑖149.5Ω − 𝑖0.3𝜇Ω = 42.7Ω + 𝑖149.5Ω at f = 2 kHz (G.52)
Considering the requirement on dithering amplitude 𝜃𝑑, as given in table G.2, the





and the required supply voltage is therefore:
𝑉0 = (2𝑅𝑠 + 𝑍𝑐)𝐼𝑐 (G.54)
As indicated in table G.2, existing BOSEM driver uses 1200 Ω, which replaces the
original 100Ω design as 100 Ω resistor provided 10-time-greater actuation range
than expected for existing tip-tilt suspension [90]. This change can thus be reversed
to provide a sufficient actuation to a larger moment. Here in table G.4, we sum-
marise three scenarios in which different resistors and magnets are used and show
the required supply voltage to drive the dithering coil. Both choices of SmCo 2:17
and NdFeB are suitable for generating minimum required dithering amplitude of
0.5 nrad if we switch back to 100 Ω series resistor in coil driver. The maximum
dithering amplitude achieved with SmCo 2:17 magnet is 1.76 nrad. Using 5×10
mm NdFeB magnet allows increasing this maximum dithering amplitude up 33
nrad. The driving current in both condition is approximately 78.5 mA at maxi-
mum voltage supply of 28 V. Previous temperature measurements of BOSEM coil
operatin in vacuum have shown that the relation between current and temperature
can be fitted with the following relation [75]:
𝑇 = 0.0059𝐼2 − 0.4579𝐼 + 32.425 for I ≥ 50 mA (G.55)
258
G.1. A BASELINE MODEL OF SUSPENSION
Therefore the estimate temperature of dithering coil at maximum dithering capac-
ity is 32.9, which is below out-gassing limit.
𝜃𝑑(nrad) 𝐼𝑐(mA) 𝑉𝑜(V) 𝑇𝑐(∘C)
Case 1: 𝑅𝑠=1200Ω, 𝐾𝑐=0.0207N/A
0.24 10.9 27.9 -
Case 2: 𝑅𝑠=100Ω, 𝐾𝑐=0.0207N/A
0.5 22.3 7.93 -
1.76 78.5 27.9 32.9
Case 3: 𝑅𝑠=100Ω, 𝐾𝑐=0.0388
0.5 1.2 0.42 -
5 11.9 4.23 -
33 78.6 27.9 32.9
Table G.4: Required current and supply voltage at different dithering mangnitude
of the baseline CFM for three scenarios: in case 1, a 1200 Ω series resistor is used,
with SmCo magnet. The maximum dithering amplitude is 0.24 nrad given power
supply voltage, which is below requirement. By switching back to 100Ω resistor,
the minimum dithering amplitude can be met with SmCo 2:17 magnets in case 2.
The maximum dithering amplitude achieved in this case is 1.76 mrad, at which
the coil current is 78.5 mA and the estimated operating temperature of a BOSEM
is 32.9∘C. This maximum dithering amplitude can be improved further by using a
5×10 mm NdFeB (in case 3) to meet the maximum dithering amplitude required
(5 nrad).
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Appendix H
Technical drawings of the flexure
CFM
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