Simple counts of individuals are commonly used in studies of mammalian populations. However, such counts are known to routinely underestimate population size. When used, counts are assumed to be proportional to population size. We tested the validity of that assumption by analyzing capture-recapture data on 5 species of rodents trapped at a single site during monthly sessions from 1973 through 1993. For each 3-day trapping session, we estimated numbers of animals of each species residing on our trapping grid with selectedmodel and interpolated-jackknife estimators from the program CAPTURE, the modified Lincoln-Petersen estimator, and the Jolly-Seber estimator. We tested for proportionality by fitting a regression line, constrained to pass through the origin, of estimated population size to each of 3 ''counts'': numbers of individuals, numbers of captures, and minimum number known alive (MNKA). We then tested validity of these equations by predicting estimated population size from counts from 1994 through 1998. In general, counts were proportional to estimated numbers within a species, so counts were indices of density and yielded similar patterns of population fluctuations. However, regression coefficients, which reflected probabilities of capture, varied among species. Consequently, counts were not appropriate for interspecific comparisons of abundance, even when trapping protocols were invariant. Probabilities of capture also are likely to vary among sites, trapping protocols, and perhaps by seasons, so conditions for counts as valid indices of population size are restrictive.
Assessing abundance of organisms at a single place and time is a cornerstone of many ecological investigations. For small mammals, capturing individuals is frequently the only feasible method of estimating abundance, but only a portion of the population is likely to be captured in a trapping session. Capture records can be used in 2 different ways in population studies: as the source of counts of individual animals seen or handled or to calculate unbiased estimates of population size. Counts generally are less than the total number of animals present, and when they are used to describe * Correspondent: n-slade@ukans.edu changes in population size, the assumption is that the unseen proportion of the population is constant. That is, the count is assumed proportional to, and hence an index of, population size. Herein, we use the term ''count'' to refer to any number based only on animals captured. Three commonly used counts are the total number of captures, n . (subscripted dot indicates that counts have been summed over the entire trapping session); number of individuals captured, M tϩ1 ; and minimum number known alive (MNKA), a count of M tϩ1 plus animals trapped before and after but not during the session of interest. If populations are monitored with a single removal session or in-dividual animals are not marked, n . or catch-per-unit-effort may be the only index of population size available (Amarasekare 1994; Swihart and Slade 1990) . If animals are marked, one can record M tϩ1 and avoid counting a single individual multiple times. When animals are marked and released in multiple trapping sessions, MNKA is an attempt to improve on M tϩ1 but can be severely deficient as a measure of population size (Montgomery 1987; Nichols and Pollock 1983) .
In contrast to simple counts, estimates of population size involve estimating probability of capture (proportion of animals captured) and using this information to extrapolate to total population size. Techniques for estimating numbers also may generate estimates of other ecologically interesting parameters (e.g., survival and recruitment rates- Pollock et al. 1990 ). Estimation procedures depend on whether the population is considered closed (no births, deaths, emigration, or immigration) or open. For closed populations with repeated removals (Hayne 1949; Overton 1971) or mark and recapture of individuals (Lincoln 1930; Petersen 1896) , simple statistical models yield estimates of numbers in populations by extrapolation from animals actually captured. More complete models for closed populations have been developed over the last several decades and incorporated in the program CAPTURE (Otis et al. 1978; Rexstad and Burnham 1991) . The Jolly-Seber (Jolly 1965; Seber 1965) model is a commonly used estimation procedure for open populations and is available in 2 commonly used packages: the program JOLLY (Pollock et al. 1990) or the program in a package by Krebs (1989) .
Temporal or spatial patterns generated from counts and estimates will differ when probabilities of capture vary. Despite this problem and the demonstrated negative bias of counts as measures of population size (Nichols 1986) , counts continue to be used commonly. Historically, the majority of studies on mammalian populations have used counts such as MNKA (Montgomery 1987) . These tendencies noted over a decade ago seem to persist. We examined 30 papers published from July 1994 through June 1996 in Ecology and Journal of Mammalogy that used capture-recapture methods to explicitly or implicitly (e.g., numbers of animals in different habitats) measure population size. Of those, 90% used count data (5 used n . , 12 used M tϩ1 , and 10 used MNKA). Only 2 used closed-population estimators in CAPTURE, and 1 used a JollySeber estimator. Nichols and Pollock (1983) and Montgomery (1987) noted that many researchers seem hesitant to use anything other than simple counts to study population fluctuations, perhaps because of the apparent difficulty in choosing the most appropriate estimation technique. Continued use of MNKA and other counts may be a response to 4 factors: fear of violating assumptions basic to mark-recapture models (Nichols and Pollack 1983) , failure to recognize that some of these models are relatively robust to heterogeneity of capture probability and trap response (Carothers 1979) , mistaken belief that MNKA suffers less than other models from problems of differential probabilities of capture and survival when capture probabilities are high (Nichols and Pollock 1983; Montgomery 1987) , and prevalence of protocols involving fewer than the 5 to 7 trapping occasions recommended for model selection and population estimation with CAPTURE (Otis et al. 1978) . For example, 23 papers in our literature survey used Ͻ5 consecutive nights of trapping; only 7 used Ն5 nights.
Our interest in counts as indices of abundance was motivated, in part, by a concern that historical (or current) conclusions based on counts might be dismissed out of hand (e.g., a criticism of Carey et al. 1992 by Rosenberg et al. 1994) . Although counts are inadequate estimates of population size, they may provide indices of abundance. An index of animal abundance need only be proportional to (I ϭ pN), or in some cases simply a correlate of (I ϭ pN ϩ a), population size (where p and a are constants), and some questions can be addressed validly with indices (Skalski and Robson 1992) . For example, if one is interested in population growth rates, N tϩ1 /N t , or in estimating structure of a time-series model for N t (Dennis and Taper 1994; Fryxell et al. 1998; Kesner and Linzey 1997) , using an index should lead to the same conclusions as using estimates of population size. Similarly, if one is interested in environmental (Boonstra et al. 1998) or demographic (Zakharov et al. 1997) correlates of density or population growth, variables that are highly correlated with N also should be correlated with indices of N when data are collected from a single population. Furthermore, if counts are proportional to population size and proportionality constants are equal for all species, counts also could be used in studies of community structure. Thus, we were interested in validity of counts as indices within and among species.
To evaluate the degree to which counts might be considered as indices of abundance, we analyzed 20 years of capturerecapture data on 5 rodent species from a single site in northeastern Kansas. Because we did not know true population sizes, we could not test proportionality directly, but we could test if counts were proportional to estimated numbers (N ) generated from Lincoln-Petersen, CAPTURE, and Jolly-Seber algorithms. We asked, Are count data correlated with or proportional to N using data collected over the period 1973-1993? If so, can proportionality constants be used to predict N for an independent data set collected by continuing the same trapping regime at the same site (1994) (1995) (1996) (1997) (1998) , and do proportionality constants vary among species?
We predicted that numbers of captures and numbers of individuals captured would be correlated most highly with estimates from CAPTURE because the latter are derived from data collected in a single relatively brief (e.g., 3-day) trapping session. In contrast, we expected MNKA to be more highly correlated with Jolly-Seber estimates because both quantities use data from multiple trapping sessions.
MATERIALS AND METHODS
Field data.-We analyzed capture-mark-recapture records from an ongoing study begun in 1973 at the University of Kansas Nelson Environmental Study Area in Jefferson County, about 14 km NE of Lawrence, Kansas. The study area was an abandoned field that had consisted of a brome grass (Bromus inermis) pasture and agricultural cropland. The area was mowed or plowed at irregular intervals (2-5 years) to discourage woody plants. The small-mammal community was dominated by 5 species (Swihart and Slade 1990), specifically prairie voles (Microtus ochrogaster), cotton rats (Sigmodon hispidus), white-footed mice (Peromyscus leucopus), deer mice (P. maniculatus), and harvest mice (Reithrodontomys megalotis).
Ninety-nine trapping stations, each consisting of 2 Sherman live traps (7.6 by 8.9 by 22.9 or 30.5 cm), were spaced at 15-m intervals in an approximate 10-by-10 pattern; 1 Sherman and 1 modified Fitch trap (Rose 1973) were used prior to June 1985 (Slade 1991) . Traps were examined for 3 consecutive mornings (and the intervening evenings after October 1974) every 2 weeks from August 1973 through May 1976 and about every 4 weeks thereafter. In Pollock's (1982) terminology, the majority of our study followed a design with monthly primary periods or trapping sessions and 3 nights per month as secondary periods or trapping occasions. Standard capturerecapture techniques were used (Slade 1991) , and animals were individually marked by toe clips (harvest mice, deer mice, white-footed mice, and most prairie voles) or numbered ear tags (cotton rats and some voles). Cotton rats were marked from the inception of the study, prairie voles after July 1975, and harvest mice, deer mice, and white-footed mice after April 1989. All capture records extend through December 1993, but species occasionally were not captured in several successive sessions; hence, number of sessions varied among species.
Data analysis.-All capture-recapture records were analyzed using CAPTURE (Version 6/ 92- Otis et al. 1978; Rexstad and Burnham 1991) and the programs in Krebs (1989) . We used 4 different estimators of population size.
The 1st was from the model indicated by the selection algorithm in CAPTURE. For trapping sessions of short duration (e.g., 3 days), the assumption of population closure is reasonable, but the model-selection procedure is unreliable (Menkens and Anderson 1988) . Furthermore, no generic estimator existed for the saturated model (in which probabilities of capture varied with time, behavior, and individual), and no estimate was available for some sparse data sets. As a result, no estimate was available from the selected model for some trapping sessions. If probabilities of capture vary among individuals (heterogeneity in CAPTURE), a jackknife estimator is appropriate (Burnham and Overton 1979) . Jackknife estimators are relatively robust, provide reasonable estimates with few days of trapping (Manning et al. 1995) , and can be calculated with relatively few animals present. Therefore, we used the interpolated-jackknife estimate as a 2nd closed population estimator. Menkens and Anderson (1988) recommended using the Lincoln-Petersen estimator when heterogeneity was low, so we used a modified Lincoln-Petersen estimator (Pielou 1974:124) as a 3rd estimator. Finally, to incorporate information from adjacent trapping sessions, we estimated population size with the Jolly-Seber procedure.
Following preliminary analyses using CAP-TURE, data for prairie voles, white-footed mice, deer mice, and harvest mice were reformatted from 5 secondary occasions (3 consecutive mornings and intervening evenings) to 3 occasions by combining capture records from mornings with those from the previous evening. That eliminated systematic, cyclic patterns in capture probabilities that often arose from multiple trapping occasions per 24-h period (Hammond 1990) . Strong variability through time may obscure other patterns of variability. Combining afternoon and morning captures increased trapping effort on the 2nd and 3rd occasions, but only prairie voles had appreciable numbers of afternoon captures that might have increased estimated probabilities of capture. We removed any multiple captures of individual animals within a secondary occasion. Capture probabilities for cotton rats showed less temporal variation among secondary occasions, so data for that species were not reformatted. Lincoln-Petersen estimates of population size were calculated by dividing 3-occasion trapping sessions into the first 2 and the final day, whereas 5-occasion sessions (cotton rats only) were divided into the first 3 and last 2 occasions. We used Model A, which allowed capture and survival probabilities to vary among sessions (Pollock et al. 1990 ), in our Jolly-Seber analyses with the Krebs program.
In the rest of this paper, N without a subscript refers to estimates of population size in general, and we use subscripts when referring to specific estimators as noted in the following. We used linear regressions (Minitab, Inc. 1991) constrained to pass through the origin to test if counts were proportional to values of N in data collected prior to 1994. Before such analyses, we removed data for any month in which the standard error of N exceeded one-half the estimate (i.e., a crude 95% CI for N would include zero). We calculated coefficients of determination (r 2 ) for the constrained regressions by dividing the error sum of squares for the regression model by the total sum of squared deviations from the mean for the dependent variable and subtracting the result from 1.0. Rather than relying on a measure of statistical significance, we required an r 2 Ն 0.8 as evidence of strong concordance between count and estimate. That standard was well in excess of simple significance at the 0.05 level (r 2 ഠ 0.20 for smallest sample size we used) because we sought indices that were potentially substitutable for N in statistical analyses. The following variables were used in these regressions: number of individuals captured in each primary session (M tϩ1 ), MNKA for each primary sessions, total number of captures on each primary session (n . -Otis et al. 1978) , estimates from the selected model of CAPTURE (N CAPTURE ), interpolated-jackknife estimates from CAPTURE (N jackknife ), modified Lincoln-Petersen estimates (N Lincoln-Petersen ), and Jolly-Seber estimates (N Jolly-Seber ).
To test validity of regression coefficients as proportionality constants, we predicted N from counts for additional trapping sessions in 1994-1998. We also calculated observed N for those data. We then calculated a coefficient of determination (r 2 Val ) by dividing the sum of squared differences between observed and predicted N by the sum of squared deviations of the former from their means and subtracting the result from 1.0. Thus, r 2 Val measures proportion of variation in estimated population size that would be attributable to variation in counts used to predict N .
RESULTS
All 3 counts (n . , M tϩ1 , and MNKA) were strong correlates (r 2 Ն 0.8) of N in some data sets (Table 1) . Hence, counts were proportional to N and could be considered multiples of or indices of numbers in the populations. Mean r 2 values over all 5 species exceeded 0.9 for M tϩ1 versus N jackknife and N Lincoln-Petersen and for MNKA versus N Jolly-Seber , N jackknife , and N Lincoln-Petersen . Numbers of captures, n . , were highly correlated with M tϩ1 and MNKA but were less closely related to N (Table 1) . Average r 2 values were highest for cotton rats and deer mice and lowest for harvest mice.
With 1 exception, regression coefficients (for regressions forced through the origin) for N versus M tϩ1 and MNKA were Ͼ1.0, indicating that N increased Ͼ1 animal per individual captured. Thus, counts clearly underrepresented numbers in the population. Regression coefficients also varied among species (Table 1) . Our regressions were validated when applied to subsequent data from the same site, covering the same general ranges of M tϩ1 . Most r 2 Val values were only slightly lower than, and in some cases exceeded, those from the original regressions. Validation data also confirmed that n . was the least reliable index among the 3 counts we considered.
DISCUSSION

Counts as indices of estimated population
size.-Both M tϩ1 and MNKA were proportional to population size, as estimated statistically, in all 5 species examined. Coefficients of determination indicated that the match between count and estimator depended, in part, on whether single or multiple trapping sessions were considered. As predicted, M tϩ1 , which depends only on captures in a single 3-day session, was the best predictor of the closed population estimators (N CAPTURE , N jackknife , and N Lincoln-Petersen ), which also use data from single sessions. MNKA includes animals inferred to be present but not captured in a session and was the best predictor of the open population estimator, N Jolly-Seber . The estimate from the selected model of CAPTURE was the most difficult to predict from counts. That was expected because the underlying statistical model relating N CAPTURE to M tϩ1 varied among trapping sessions, in contrast to N jackknife or N Lincoln-Petersen . With only 3 secondary occasions per primary session and relatively sparse data, the model-selection algorithm in CAPTURE often indicates incorrect models (Menkens and Anderson 1988; Stanley and Burnham 1998) , so the latter 2 estimators might be preferred over N CAPTURE (Manning et al. 1995; Menkens and Anderson 1988 Bronner and Meester (1987) , Cameron (1977) , Kesner and Linzey (1997) , and Nupp and Swihart (1996) . However, we emphasize the importance of our sampling a single area with a fixed protocol. Our regressions are valid for predictions on our grid but have no generality. Altering number or spacing of traps, number of days per primary session, or sampling in different habitats is likely to change proportional relationships that we observed.
If numbers of captures were the only data available (Swihart and Slade 1990) , n . might provide an index of population size. However in our study, as in Lefebvre et al. (1982) , number of captures, n . , did not predict N closely within species. Fits for harvest mice were relatively poor (r 2 Ͻ 0.7), and values of r 2 Val were frequently Ͻ0.7 in other species, so additional effort required to mark animals seems warranted.
In general, N ഠ M tϩ1 /p (Nichols 1992 ). Thus, proportionality of counts to N implies relatively constant probabilities of capture, p, and, in the case of N Jolly-Seber , constant probabilities of survival within a species.
Relatively constant values of p also are con- (Pollock et al. 1990 ), those fluctuations do not seem to be too large within our study. Probabilities of capture of harvest mice vary seasonally on our area (Slade 1995) , and this is reflected in weaker agreement between counts and any N and between M tϩ1 and n . for that species. Seasonality in probability of capture has been reported for other rodents (Getz 1961; Stokes 1994) . Thus, even with a fixed trapping protocol applied to a single species at a single site, counts will not always be good indices of numbers. Consistency of indices among species.-In contrast to our data within species, regression coefficients and, by implication, probabilities of capture differed among species. For example, regression coefficients of N versus MNKA were smaller and probability of captures higher for deer mice than for voles. If we used MNKA to measure relative abundance, deer mice would be overrepresented and prairie voles underrepresented in our data. Thus, even when there are strong relationships within each species, comparisons of densities among species should not be based on numbers of individuals or numbers of captures (Nichols 1986 ).
Validity of intersite comparisons of captures-per-trap-night (Waters and Zabel 1998) rests on probabilities of capture being equal among habitats, an issue not addressed by our study. Morris (1996) applied a fixed trapping protocol in several habitats and found that M tϩ1 was correlated with N jackknife , but this assumption should be tested in any study that uses counts as indices of abundance at multiple sites.
Shortcomings of MNKA as an estimator of population size are well known (Jolly and Dickson 1983; Nichols and Pollock 1983; Pollock et al. 1990) , and some have explored its negative bias. Hilborn et al. (1976) estimated MNKA to be at least 10% to 20% less than actual population size, and that range was corrected to 24% to 45% by Efford (1992) . Our regression coefficients for N versus MNKA are estimates of proportional bias, with coefficients of 1.25 and 1.82 corresponding to 20% and 45% bias, respectively (Hilborn et al. 1976) . That is, if MNKA were 80% of N, then multiplying MNKA by 1.25 recovers the proper value of N. Our coefficients for N Jolly-Seber versus MNKA ranged from 1.07 to 1.36 (7-26% negative bias), so they were in rough accord with the values in Hilborn et al. (1976) but less than those of Efford (1992) . Because we did not know N, we compared MNKA to N , so our methods are closest to those of Boonstra (1985) , who reported an average negative bias of 10.6% (range, 0-30%) for a population of Microtus pennsylvanicus through a density cycle. Because counts and estimates derived from the same data will be influenced by shared sampling errors, it is reasonable to expect closer correspondence between counts and estimators than between counts and N. In any case, variation among species is large enough that simply assuming that MNKA is a universally fixed proportion of population size would be erroneous.
Using counts to supplement time series of estimates.-Perhaps counts continue to be used in time series because they exist for every primary session. In contrast, N CAPTURE , N jackknife , and N Jolly-Seber could not be generated or had unacceptably large standard errors for many sessions in our data set (compare sample sizes to those for N Lincoln-Petersen , which could be calculated for almost every month in Table 1 ). When strong relationships between counts and estimators exist, counts could be used to predict missing values in time series of N . For this purpose, strict proportionality (i.e., forcing the equation through the origin) is not required. If they can be generated, series of N are preferable to counts, especially to compare different species or different sites, even if standard errors are not available for the replaced missing values.
Some of the missing values of N may have resulted from our using 3 occasions rather than 5 to 7 as recommended for re-liable model selection in CAPTURE (Otis et al. 1978) . However, primary sessions of short duration offer 2 advantages that probably will ensure their continued use. First, the shorter the session, the more likely the population is to be closed. Hence, closed population estimators can be justified, regardless of the test for closure. Second, repeated capture of the same individuals results in loss of body mass (Kaufman and Kaufman 1994; Korn 1987; Slade 1991) and can affect growth and survival (Slade 1991) .
With such brief primary sessions, model selection is unreliable (Menkens and Anderson 1988; Stanley and Burnham 1998) . In the absence of information as to the correct model, Lincoln-Petersen (Menkens and Anderson 1988) or jackknife estimators have been recommended (Manning et al. 1995; cf. Hallett et al. 1991) . Either N jackknife or N Lincoln-Petersen can be calculated for any primary session, so predicted values based on M tϩ1 might be used for the few sessions in which standard errors exceed half of N as a result of low estimated capture probabilities.
We found counts to be good indices to estimated population size within species, but under rather restrictive conditions. We had long time series of counts for single species, spanning a wide range of densities, at a single site, and we used a consistent trapping protocol. All those factors increased the likelihood that counts would be proportional to estimated population size, but we claim no generality for our coefficients. Proportionality of counts and estimates needs to be established whenever counts are used as indices. Even when counts are proportional to numbers, proportionality constants are likely to vary among species, making counts poor indices of relative abundance in community studies. Thus, while realizing that for some questions inferences based on counts can be valid, we agree with Boonstra (1985) , Nichols (1986) , and others in strongly recommending use of statistical estimators of population size.
