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Resumo
O objetivo deste estudo e´ encontrar a melhor trajeto´ria para um ve´ıculo autoˆnomo
que tem que se locomover de um ponto A a` um ponto B na menor distaˆncia poss´ıvel
evitando os poss´ıveis obsta´culos fixos entre esses pontos. Ale´m disso, assumimos
que existe uma distaˆncia segura r para ser mantida entre o ve´ıculo e os obsta´culos.
A locomoc¸a˜o do ve´ıculo na˜o e´ fa´cil, isto e´, o ve´ıculo na˜o pode fazer movimentos
abruptos e a trajeto´ria tem que seguir uma curva suave. Obviamente, se na˜o ha´
obsta´culos, a melhor rota e´ uma linha reta entre A e B. Neste trabalho propomos
um me´todo na˜o parame´trico de encontrar o melhor caminho. Se ha´ erro de medida,
um estimador estoca´stico consistente e´ proposto no sentido de que quando o nu´mero
de observac¸o˜es aumenta, a trajeto´ria estoca´stica converge para a determin´ıstica.
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Abstract
The objective of this study is to find a smooth function joining two points A
and B with minimum length constrained to avoid fixed subsets. A penalized non-
parametric method of finding the best path is proposed. The method is generalized
to the situation where stochastic measurement errors are present. In this case, the
proposed estimator is consistent, in the sense that as the number of observations
increases the stochastic trajectory converges to the deterministic one. Two appli-
cations are immediate, searching the optimal path for an autonomous vehicle while
avoiding all fixed obstacles between two points and flight planning to avoid threat
or turbulence zones.
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Capt´ıulo 1
1 Introduc¸a˜o - O Problema de Ve´ıculos Autoˆnomos
A seguinte definic¸a˜o pode ser encontrada no DARPA Grand Challenge
(http://www.darpa.mil/grandchalenge):“Um ve´ıculo autoˆnomo terrestre e´ um ve´ıculo
que navega e dirige inteiramente sozinho sem nenhum motorista humano e nenhum
controle remoto. Atrave´s do uso de va´rios sensores e sistemas de posicionamento, o
ve´ıculo determina todas as caracter´ısticas do seu meio necessa´rias para que ele possa
cumprir a tarefa que lhe foi assinalada”.
Neste trabalho, assumimos que um ve´ıculo autoˆnomo tem que se mover de um
ponto A ate´ um ponto B em uma trajeto´ria com o menor comprimento poss´ıvel evi-
tando todos os obsta´culos fixos entre esses pontos. Em diversos problemas pra´ticos
existem obsta´culos pelo caminho como rochas, postes, depresso˜es, a´reas de tur-
buleˆncia, etc. Aplicac¸o˜es desse tipo sa˜o atualmente muito importantes pelo fato de
que a robo´tica tem evolu´ıdo muito e pesquisas nessa a´rea sa˜o constantes. Roboˆs
dome´sticos, de explorac¸a˜o a outros planetas e lugares onde o homem na˜o pode che-
gar esta˜o se tornando cada vez mais pro´ximos da realidade e sua autonomia e´ de
grande relevaˆncia. Uma outra aplicac¸a˜o similar e´ encontrar planos de voˆo evitando
zonas perigosas ou de turbuleˆncia.
Vamos supor que a trajeto´ria possa ser representada pelo gra´fico de uma func¸a˜o
suave. Portanto, queremos descrever uma trajeto´ria entre A = (xa, ya) e B =
(xb, yb), dois pontos no R
2, com xa < xb. Procuramos uma func¸a˜o suave f :
[xa, xb] → R tal que f(xa) = ya e f(xb) = yb, Graf(f) tem comprimento mı´nimo,
restrito a Graf(f)∩Γ = ∅ onde Γ ⊂ R2 representa o conjunto dos obsta´culos. Note
que a dirigibilidade do ve´ıculo na˜o e´ fa´cil, isto e´, ele na˜o pode fazer movimentos
abruptos e a trajeto´ria deve seguir uma curva suave. Pode-se encontrar mais deta-
lhes de ve´ıculos autoˆnomos no site do “DARPA Grand Challenge”. Obviamente, se
na˜o houver obsta´culos no caminho, uma linha reta entre os dois pontos e´ a me-lhor
soluc¸a˜o. Para resolver este problema propomos um procedimento adaptativo de oti-
mizac¸a˜o penalizada com expansa˜o em func¸o˜es base que penaliza soluc¸o˜es que na˜o
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cumprem as restric¸o˜es. O me´todo e´ generalizado para o caso onde o conjunto Γ na˜o
e´ conhecido mas e´ observado atrave´s de um mecanismo aleato´rio que adiciona um
ru´ıdo.
Uma vasta literatura tem aparecido nas u´ltimas duas de´cadas sobre planeja-
mento de movimento para roboˆs mo´veis, como carros, sem controle humano, veja
“Unmanned Aerial Vehicles”(UAV). Veja os livros [14, 20, 7] para material intro-
duto´rio, e [15, 16] para resultados recentes. Muitos me´todos determin´ısticos tem
sido propostos para problemas de evitar obsta´culos. Eles podem ser classificados
em me´todos de procura ba´sica, me´todos geome´tricos, me´todos de controle teo´ricos
e me´todos de campo potenciais artificiais. As te´cnicas atuais usam programac¸a˜o
dinaˆmica, dividindo o espac¸o de estados em ce´lulas de dimenso˜es espec´ıficas e coloca
restric¸o˜es nestas ce´lulas para prescrever o caminho. O custo computacional deste
procedimento cresce quando o tamanho das ce´lulas diminui e o nu´mero de caminhos
poss´ıveis aumenta. Mais ainda, os caminhos devem ser suavizados para evitar mu-
danc¸as de direc¸a˜o abruptas. Quando as a´reas de perigo sa˜o circulares a soluc¸a˜o mais
simples para ambos os problemas consiste em segmentos de linhas retas e arcos dos
discos, e os poss´ıveis seguimentos sa˜o facilmente enumerados por um algor´ıtimo de
busca. Asseo (1998) propo˜e um algor´ıtimo baseado em uma construc¸a˜o geome´trica
para achar rotas com segmentos lineares tangentes a periferia dos c´ırculos de perigo
e segmentos circulares alongo dos c´ırculos de periferia para obter a menor trajeto´ria
entre um ponto de partida e um ponto de destino usando o princ´ıpio de otimalidade.
Entretanto, o me´todo de penalizac¸a˜o que propomos e´ bem mais geral. Na˜o ape-
nas ele pode lidar com a´reas de perigo na˜o circulares, mas tambe´m e´ mais eficiente
que o me´todo geome´trico, o termo de penalizac¸a˜o evita o ca´lculo de todos os cami-
nhos que na˜o cumprem as restric¸o˜es. Mais ainda, a expansa˜o em func¸o˜es base reduz
a dimensionalidade do problema e, na pra´tica, apenas poucos coeficientes tem que
ser encontrados. Outra vantagem e´ que podemos facilmente lidar com a´reas de pe-
rigo que surgem no meio do caminho sem aumentar o tempo de percurso. Tambe´m,
um aspecto que e´ estudado aqui e´ a introduc¸a˜o da possibilidade de erros de medida
na˜o homogeˆneos no lugar das a´reas de perigo.
Problemas de otimizac¸a˜o para trajeto´rias conectando dois pontos sa˜o importan-
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tes do ponto de vista matema´tico e tem aplicac¸o˜es em va´rias cieˆncias aplicadas.
Um destes problemas, que tem aplicac¸o˜es a` ana´lise na˜o linear e qu´ımica computa-
cional, e´ o chamado “Mountain-Pass Problem”. Existe uma vasta literatura sobre
o “Mountain-Pass Problem”, o livro de Jabri (2003) tem uma boa introduc¸a˜o so-
bre o tema. Uma diferenc¸a crucial entre o problema proposto neste trabalho e o
“Mountain-Pass Problem” e´ que queremos encontrar a melhor trajeto´ria cont´ınua e
diferencia´vel restrita a evitar conjuntos fixos ao inve´s de procurar pontos cr´ıticos no
caminho.
Neste trabalho, analisaremos o problema em dois cena´rios diferentes: deter-
min´ıstico e estoca´stico. Na Sec¸a˜o 2 o caso determin´ıstico e´ analisado onde assu-
mimos que o ve´ıculo tem visa˜o perfeita e pode encontrar os obsta´culos sem erro.
Neste caso, o caminho e´ obtido resolvendo um problema de otimizac¸a˜o penalizada.
Na Sec¸a˜o 3.1, consideramos que cada obsta´culo e´ lido com um erro e uma soluc¸a˜o
estoca´stica e´ encontrada. No caso de leituras mu´ltiplas e independentes a soluc¸a˜o
estoca´stica converge para a soluc¸a˜o do caso determin´ıstico. Ale´m disso, na Sec¸a˜o
3.4, consideramos o caso onde o ve´ıculo na˜o enxerga todo o campo. Neste caso,
a trajeto´ria e´ constru´ıda por partes usando o mesmo algor´ıtimo. Ide´ias similares
foram usadas pelo time Caltech no DARPA Challenge em 2005, veja Cremean et al.
(2006).
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Capt´ıulo 2
2 Formulac¸a˜o do Modelo
Sejam A = (xa, ya) o ponto de partida e B = (xb, yb) o ponto de chegada, em R
2,
com xa < xb. Sem perda de generalidade podemos considerar A como sendo a origem
(0, 0) eB um ponto na eixo das abscissas (b, 0). Se na˜o, uma transformac¸a˜o ortogonal
do sistema de coordenadas leva um sistema ao outro. Para uma func¸a˜o f : [0, b]→ R
tal que f(0) = 0 e f(b) = 0, enta˜o Graf(f)= {(x, y) : x ∈ [0, b] e y = f(x)} re-
presenta uma trajeto´ria no plano do ponto A ao ponto B. Para sermos precisos no
que chamamos de trajeto´ria suave, consideramos apenas func¸o˜es f que pertencem
ao espac¸o Sobolev H22 := {f : f abs. cont´ınua e
∫
(f ′′)2 < ∞}. Este e´ um espac¸o
infinito-dimensional, entretanto pode-se assumir que f e´ aproximada por uma func¸a˜o
que pertence a um espac¸o HK finito-dimensional que e´ gerado por K (fixo) func¸o˜es-
base, tais como expanso˜es de Fourier, Wavelets, B-Splines, Natural-Splines. Veja,
por exemplo, Silverman (1986), Kooperberg and Stone (1991), Vidakovic (1999),
Dias (1998) e Dias (2000).
Seja Γ ∈ R2 um conjunto aberto. O objetivo e´ encontrar uma func¸a˜o suave
pertencente a H22 satisfazendo as seguintes condic¸o˜es:
1. f(0) = 0 and f(b) = 0, ou seja, a func¸a˜o deve ter inicio em (0, 0) e final em
(b, 0).
2. Graf(f)∩Γ = ∅.
3. A func¸a˜o f minimiza a trajeto´ria no sentido de que o comprimento de Graf(f)
e´ mı´nimo.
Para qualquer f diferencia´vel, o comprimento de Graf(f) e´ dado por∫ b
0
√
(1 + f ′(t)2)dt. (2.1)
Portanto, queremos encontrar f ∈ H22 que minimiza
Q(f) =
∫ b
0
√
(1 + f ′(t)2)dt (2.2)
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com as restric¸o˜es Graf(f)∩Γ = ∅, f(0) = 0 e f(b) = 0.
Note que o problema de minimizac¸a˜o com restric¸o˜es pode ser visto como um
problema de minimizac¸a˜o com penalizac¸a˜o onde a penalidade e´ 0 ou ∞ de acordo
com Graf(f)∩Γ = ∅ ou na˜o. Ou seja, queremos uma soluc¸a˜o de
min
f∈H2
2
∫ b
0
√
(1 + f ′(t)2)dt+ J∗(f) (2.3)
onde
J∗(f) =
{
0, se Graf(f) ∩ Γ = ∅
∞, se Graf(f) ∩ Γ 6= ∅. (2.4)
A soluc¸a˜o para este tipo de penalizac¸a˜o, ja´ que estamos nos restringindo a func¸o˜es
pertencentes a H22, e´ bastante dif´ıcil e dependendo de Γ pode na˜o ter soluc¸a˜o.
Por razo˜es de simplicidade, de agora em diante consideraremos que temos L
pontos em R2 com coordenadas ξi = (wi, vi), i = 1, ..., L e que nossas a´reas de perigo
sa˜o bolas abertas centradas nos obsta´culos. Assim, denote por N = (ξ1, ..., ξL) e
Γ = ∪Li=1B(ξi, r) (2.5)
onde B(ξ, r) = {z ∈ R2; d(z, ξ) < r} e d e´ a distaˆncia Euclidiana. Em geral,
considera-se Γ um conjunto aberto, pois se na˜o, o mı´nimo em (2.8) e´ na˜o ating´ıvel.
Para solucionar este problema, primeiro aproximamos a penalizac¸a˜o pelo funci-
onal suave
Jψ,α,H(f) = ψΦ(Zα +
√
H(r − d(f,N))) (2.6)
onde d(f,N) = inf{d(z, ξ); z ∈ Graf(f), ξ ∈ N} , Φ e´ a distribuic¸a˜o acumu-
lada Gaussiana padra˜o e (ψ, α,H) sa˜o paraˆmetros de sintonia, Zα e´ o (1 − α)-
percentil da distribuic¸a˜o Gaussiana padra˜o. Esta penalizac¸a˜o foi escolhida porque
Jψ,α,H(f)→ J∗(f) quando ψ →∞, α→ 0 e H →∞.
Segundo, fixamos K e a sequeˆncia de no´s t = (t1, ..., tK−2) e consideramos f
pertencente ao espac¸o HK gerado por B-splines com sequeˆncia interior de no´s t.
Isto e´,
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f(x) = fθ =
K∑
j=1
θjBj(x) (2.7)
onde Bj sa˜o as bases de B-splines cu´bicos (ordem 4) e θ = (θ1, ..., θK) e´ o vetor de
coeficientes desconhecidos.
A Figura 2 apresenta 6 func¸o˜es base B-splines para no´s igualmente espac¸ados no
intervalo [0,1]. Da figura, podemos ver algumas das propriedades computacionais
apresentadas pelos B-splines. Eles sa˜o splines que tem o mı´nimo suporte poss´ıvel.
Em outras palavras, B-splines sa˜o zero em um grande conjunto. Mais ainda, uma
avaliac¸a˜o esta´vel de B-splines com a ajuda de relac¸a˜o de recorreˆncia e´ poss´ıvel. Para
detalhes, veja de Boor (1978).
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Figura 1: Func¸o˜es Base com 6 no´s em t = (0, 0.2, 0.4, 0.6, 0.8, 1)
Portanto, queremos encontrar fθ ∈ HK , ou equivalentemente θ = (θ1, ..., θK) ∈
6
R
K que minimiza
Qα,ψ,r,H(θ) =
∫ b
0
(
1 + (
K∑
j=1
θjB
′
j(t))
2
)1/2
dt
+ψΦ
(
Zα +
√
H(r − d(
K∑
j=1
θjBj(·), N))
)
, (2.8)
tal que fθ(0) = 0, fθ(b) = 0.
Note que o me´todo com penalizac¸a˜o e´ adequado ja´ que ele nos permite mudar o
problema na˜o linear com restric¸o˜es de encontrar uma func¸a˜o, para um problema na˜o
linear sem restric¸a˜o de encontrar um vetor em RK−2. Este problema foi resolvido
usando a func¸a˜o fminunc do MATLAB que e´ baseada no me´todo bem conhecido
BFGS Quase Newton com procedimento de procura linear quadra´tica e cu´bica.
2.1 Os Paraˆmetros de Sintonia (ψ, α,H)
Note que os funcionais J∗ e Jψ,α,H dependem da func¸a˜o f apenas atrave´s da
sua distaˆncia do campo de obsta´culos (d(f,N)). A func¸a˜o Jψ,α,H e´ uma analogia
cont´ınua de J∗. Os pape´is dos paraˆmetros de sintonia (ψ, α,H) sa˜o: ψα = Jψ,α,H(f)
quando f e´ tal que d(f,N) = r, ψ = Jψ,α,H(f) quando f e´ tal que d(f,N) = 0 e H
controla a inclinac¸a˜o de Jψ,α,H(f) quando f e´ tal que d(f,N) = r. Eles devem ser
escolhidos de forma que quando a trajeto´ria tenta violar a restric¸a˜o que a distaˆncia
entre o ve´ıculo e os obsta´culos tem que ser maior ou igual a r, a penalizac¸a˜o e´ ta˜o
maior que o ganho na distaˆncia que esta trajeto´ria na˜o e´ aceita. Figura 2 mostra o
efeito do paraˆmetroH em Jψ,α,H(f), para uma melhor visualizac¸a˜o fixamos ψα = 30.
Entretanto, para computac¸a˜o e exemplos nume´ricos usaremos ψα = 0.05.
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Figura 2: Efeito do paraˆmetro de sintonia H na func¸a˜o de penalizac¸a˜o Jψ,α,H(f)
para ψ = 100, α = 0.3, r = 0.5
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Figura 3: Primeiro Campo de Obsta´culos
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α 3.333 ∗ 10−9 3.333 ∗ 10−8 3.333 ∗ 10−7 3.333 ∗ 10−6
H
500 15.29637 15.29671 15.29717 15.29781
1000 15.29076 15.29179 15.29303 15.29454
5000 15.28292 15.28317 15.28353 15.28404
10000 15.28216 15.28223 15.28233 15.28249
20000 15.28202 15.28202 15.28204 15.28206
40000 15.28202 15.28201 15.28201 15.28201
50000 15.28202 15.28201 15.28201 15.28201
150000 15.28202 15.28201 15.28201 15.28201
1500000 15.28202 15.28201 15.28201 15.28201
15000000 15.28201 15.28201 15.28201 15.28201
Tabela 1: minθ Qα,ψ,r,H para o primeiro campo de obsta´culos apresentado na Figura
3. O tamanho da trajeto´ria escolhida sem penalizac¸a˜o para H = 500 e´ 15.29503 e
para todos os outros valores de H, e´ 15.28201.
α 1.666 ∗ 10−9 1.666 ∗ 10−8 1.666 ∗ 10−7 1.666 ∗ 10−6
H
500 30.2067 30.54674 30.2067 30.2067
1000 30.2067 30.2067 30.2067 30.2067
5000 30.19141 30.19238 30.19354 30.19495
10000 30.18695 30.1876 30.18842 30.18947
20000 30.18436 30.18467 30.18510 30.18568
40000 30.18333 30.18343 30.18356 30.18377
50000 30.18321 30.18326 30.18335 30.18348
300000 30.18308 30.18308 30.18308 30.18308
3000000 30.18308 30.18308 30.18308 30.18308
30000000 30.18308 30.18308 30.18308 30.18308
Tabela 2: minθ Qα,ψ,r,H para o segundo campo de obsta´culos apresentado na Figura
4. O tamanho da trajeto´ria escolhida sem penalizac¸a˜o para H = 500,1000 e´ 30.2067
e para todos os outros valores de H, e´ 30.18308.
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Figura 4: Segundo Campo de Obsta´culos
α 8.333 ∗ 10−10 8.333 ∗ 10−9 8.333 ∗ 10−8 8.333 ∗ 10−7
H
500 60.0116 60.0118 60.0120 60.0123
6000 60.0102 60.0102 60.0102 60.0103
60000 60.0098 60.0098 60.0098 60.0098
600000 60.0097 60.0097 60.0097 60.0097
6000000 60.0096 60.0096 60.0096 60.0096
60000000 60.0096 60.0096 60.0096 60.0096
Tabela 3: minθ Qα,ψ,r,H para o terceiro campo de obsta´culos apresentado na Figura
5. O tamanho da trajeto´ria escolhida sem penalizac¸a˜o para H = 500,6000 e´ 60.0102
e para todos os outros valores de H, e´ 60.0096.
As Tabelas 1, 2 e 3 apresentam alguns resultados de simulac¸o˜es para 3 campos
de obsta´culos dados pelas Figuras 3, 4 e 5. Estes campos apresentam graus de difi-
culdade diferentes para o ve´ıculo encontrar a melhor trajeto´ria. Note que quando ψ
cresce (α diminui, lembre-se que ψ = 0.05/α) e/ou H cresce chegamos cada vez mais
perto da melhor trajeto´ria ate´ que se estabiliza. Destes resultados de simulac¸a˜o, es-
colhemos ψ = 106b, α = 0.05/ψ e H = 106b.
2.2 Nu´mero de No´s
Na verdade, em teoria de aproximac¸a˜o, um dos problemas mais desafiadores e´
como selecionar a dimensa˜o do espac¸o aproximante. Um problema similar e´ encon-
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Figura 5: Terceiro Campo de Obsta´culos
11
trado no campo de processamento de imagem onde o n´ıvel de resoluc¸a˜o precisa ser
determinado apropriadamente. Em estimac¸a˜o de densidades e regressa˜o va´rios au-
tores sugerem algoritmos para uma boa escolha da dimensa˜o do espac¸o aproximante
como uma func¸a˜o do tamanho da amostra, veja por exemplo Gu (1993), Antoniadis
(1994), De Vore, Petrova and Temlyakov (2003), Bodin, Villemoes and Wahlberg
(2000), Khon, Marron and yau (2000). Estes me´todos na˜o se aplicam diretamente
ao nosso problema. As Figuras 6 a 12 apresentam va´rios campos de obsta´culos com
diferentes graus de dificuldade de se encontrar uma trajeto´ria. Estes campos foram
constru´ıdos para testar a capacidade do algoritmo dado que a melhor trajeto´ria na˜o
e´ “fa´cil”. Podemos ver que aumentar o nu´mero de no´s ale´m de 4 na˜o traz nenhuma
melhora. Com 3 ou 4 no´s obtemos a “melhor” poss´ıvel fθ. Se necessa´rio, a escolha
do nu´mero de no´s pode ser bastante adaptativa.
a) 2 no´s, tamanho = 15.0424
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Figura 6: “Melhor” trajeto´ria estimada com 2, 3, 4, 5 no´s e os respectivos compri-
mentos.
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a) 2 no´s, tamanho = 15.1076
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c) 4 no´s, tamanho = 15.0966
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Figura 7: “Melhor” trajeto´ria estimada com 2, 3, 4, 5 no´s e os respectivos compri-
mentos.
a) 2 no´s, tamanho = 15.0647
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c) 4 no´s, tamanho = 15.0539
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d) 5 no´s, tamanho = 15.0538
0 5 10 15
−5
−4
−3
−2
−1
0
1
2
3
4
5
Figura 8: “Melhor” trajeto´ria estimada com 2, 3, 4, 5 no´s e os respectivos compri-
mentos.
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a) 2 no´s, tamanho = 15.4207
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b) 3 no´s, tamanho = 15.1738
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c) 4 no´s, tamanho = 15.1421
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d) 5 no´s, tamanho = 15.1413
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Figura 9: “Melhor” trajeto´ria estimada com 2, 3, 4, 5 no´s e os respectivos compri-
mentos.
Capt´ıulo 3
3 O Problema Estoca´stico
3.1 Visa˜o Completa
Na sec¸a˜o anterior, assumimos que o conjunto Γ era determin´ıstico, isto e´, que os
sensores do ve´ıculo podiam ver o campo todo e detectar com certeza onde estavam
os obsta´culos. Isto na˜o e´ real´ıstico, pois sempre ha´ um erro de medida envolvido.
Nesta sec¸a˜o, supomos que o ve´ıculo pode ver todo o campo de obsta´culos (visa˜o
parcial sera´ considerada na Sec¸a˜o 3.4), mas inve´s de ver N , ele veˆ η = N + ε onde
ε = (ε1, . . . , εL) e´ o erro de medic¸a˜o. Especificamente, assumiremos que
Γ = ∪Ll=1B((wℓ, vℓ), r)
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a) 2 no´s, tamanho = 16.0450
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c) 4 no´s, tamanho = 15.1349
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d) 5 no´s, tamanho = 15.1342
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Figura 10: “Melhor” trajeto´ria estimada com 2, 3, 4, 5 no´s e os respectivos compri-
mentos.
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a) 2 no´s, tamanho = 15.0489
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b) 3 no´s, tamanho = 15.0447
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c) 4 no´s, tamanho = 15.0380
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d) 5 no´s, tamanho = 15.0367
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Figura 11: “Melhor” trajeto´ria estimada com 2, 3, 4, 5 no´s e os respectivos compri-
mentos.
16
a) 2 no´s, tamanho = 15.3806
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b) 3 no´s, tamanho = 15.3781
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c) 4 no´s, tamanho = 15.2829
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d) 5 no´s, tamanho = 15.2816
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Figura 12: “Melhor” trajeto´ria estimada com 2, 3, 4, 5 no´s e os respectivos compri-
mentos.
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mas as observac¸o˜es sa˜o (Wℓ, Vℓ) = (wℓ, vℓ) + (εℓ1, εℓ2), ℓ = 1, ..., L com (εℓ1, εℓ2) ∼
N2((0, 0),Σℓ), ℓ = 1, . . . , L varia´veis aleato´rias independentes com matriz de co-
variaˆncia dada por Σℓ (que pode depender do obsta´culo (wℓ, vℓ)) dada por
Σℓ =
(
σ2ℓ,1 ρσℓ,1σℓ,2
ρσℓ,1σℓ,2 σ
2
ℓ,2
)
. (3.9)
Este cena´rio incorpora va´rias situac¸o˜es pra´ticas, por exemplo grande variaˆncia
para pontos escuros, variaˆncia crescente dependendo da distaˆncia do obsta´culo, etc.
Mais ainda, temos para cada obsta´culo, n leituras independentes. Portanto,
nossos dados sa˜o compostos de n leituras do processo pontual
ηi = {(W1,i, V1,i), . . . , (WL,i, VL,i)} para i = 1, . . . , n. Denote Wℓ = (Wℓ,1, . . . ,Wℓ,n)
e Vℓ = (Vℓ,1, . . . , Vℓ,n), ℓ = 1, . . . , L.
Para uma sequeˆncia γn ∈ (0, 1) fixa, o estimador proposto para fθ e´ a func¸a˜o
fγn
θˆ
(x) =
K∑
j=1
θˆjBj(x) (3.10)
onde θˆ e´ a soluc¸a˜o do problema de minimizac¸a˜o
θˆ = argminQα,ψ,r,H,n(θ) (3.11)
restrito a fγn
θ
(0) = 0, fγn
θ
(b) = 0, onde
Qα,ψ,r,H,n(θ) =
∫ b
0
(
1 + (
K∑
j=1
θjB
′
j(t))
2
)1/2
dt (3.12)
+ψΦ
(
Zα +
√
H(r − d(
K∑
j=1
θjBj(·),Γγnn )
)
,
(cf. com Equac¸a˜o 2.8). O conjunto Γγnn e´ definido por
Γγnn =
L⋃
ℓ=1
Gγn(Wℓ,Vℓ) (3.13)
onde para cada ℓ = 1, . . . , L, Gγn(Wℓ,Vℓ) e´ uma 100(1− γn)% elipse de confianc¸a
baseada nas n leituras para o ℓth ponto (Wℓ,Vℓ) definida como a elipse formada
pelos pontos (x, y) que satisfazem a equac¸a˜o
n((Wℓ,Vℓ)− (x, y))tΣ−1ℓ ((Wℓ,Vℓ)− (x, y)) ≤ χ22(γn)
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ondeWℓ e Vℓ sa˜o as me´dias amostrais dos vetoresWℓ e Vℓ respectivamente, χ
2
2(γn)
e´ o 100γn-percentil da distribuic¸a˜o qui-quadrado com 2 graus de liberdade. Estas
elipses esta˜o centradas na me´dia amostral (Wℓ,Vℓ) e tem eixos
(
√
χ22(γn)
√
λℓ,j/neℓ,j,−
√
χ22(γn)
√
λℓ,j/neℓ,j), onde λℓ,j, j = 1, 2 sa˜o os autovalores
de Σℓ e eℓ,j sa˜o os autovetores correspondentes. Aqui Γ
γn
n pode ser visto como um
engordamento do processo pontual η¯ = 1
n
(η1 + . . . + ηn) correspondendo a variabi-
lidade ocasionada por erros de medida dos sensores. Os limites de confianc¸a 1− γn
sera˜o escolhidos cuidadosamente para obtermos convergeˆncia forte dos estimadores
(Teorema 3.26).
A Figura 13 mostra elipses de confianc¸a para uma distribuic¸a˜o normal bivariada
centrada em uma observac¸a˜o.
4.5 5.0 5.5 6.0 6.5 7.0 7.5
−
1.
5
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
1.
5
x
y
Figura 13: Curvas de Nı´vel de 95% e 99% para Normal Multivariada com σ1 = 0.1,
σ2 = 0.2 e ρ = −0.8
Nota. Se as matrizes de covariaˆncia Σℓ sa˜o desconhecidas, os pontos (x, y)
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pertencentes as elipses de confianc¸a tem que satisfazer
n((Wℓ,Vℓ)− (x, y))tS−1ℓ ((Wℓ,Vℓ)− (x, y)) ≤ T 2(γn)
onde Sℓ e´ a matriz de covariaˆncia amostral dos vetoresWℓ e Vℓ e T
2(γn) e´ o 100γn-
percentil da distribuic¸a˜o Hotelling’s com (n − 1) graus de liberdade. Os valores de
T 2(γn) de um vetor aleato´rio p-dimensional esta˜o conectados com os valores cr´ıticos
Fp,n−p(γn) da distribuic¸a˜o F de Snedecor com p e n − p graus de liberdade. Para
p = 2 vale a relac¸a˜o:
T 2(γn) =
2(n− 1)
n− 2 F2,n−2(γn)
e portanto
P (
n(n− 2)
2(n− 1) ((Wℓ,Vℓ)− (x, y))
tS−1ℓ ((Wℓ,Vℓ)− (x, y)) ≤ F2,n−2(γn)) = 1− γn
.
3.2 Estudo assinto´tico da Curva Estimada
Lema 3.14 Se
∑
1− (1− γn)L <∞ enta˜o
P (N /∈ Γγnn i.v.) = 0 (3.15)
Prova. Dado que os processos η1, ..., ηL sa˜o independentes, pela definic¸a˜o de
elipses de confianc¸a, temos que
P (N ∈ Γγnn ) =
L∏
l=1
P ((wℓ, vℓ) ∈ Gγn(W,V)) = (1− γn)L.
Portanto, o resultado segue imediatamente do Lema de Borel Canteli. 
Lema 3.16 (a) {W¯ℓ, V¯ℓ, l = 1, ..., L} → N, q.c..
(b) Se
√
χ22(γn)/
√
n→ 0 enta˜o Γγnn → N q.c. quando n→∞.
(c) Para um θ ∈ RK fixo, temos que
Qα,ψ,r,H,n(θ)→ Qα,ψ,r,H(θ), q.c. (3.17)
quando n→∞.
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Prova. (a) segue diretamente da Lei Forte dos Grandes Nu´meros para vetores
aleato´rios independentes e identicamente distribu´ıdos.
Para provar (b) temos apenas que observar que o conjunto Γγnn e´ a unia˜o de
elipses com centros nos pontos (Wℓ,Vℓ) e eixos com tamanho 2
√
χ22(γn)
√
λℓ,j/n.
(c) e´ implicado diretamente de (a) e (b). 
Note que e´ poss´ıvel satisfazer simultaneamente as condic¸o˜es do Lema 3.14 e 3.16.
Pela desigualdade de Chernoff, para qualquer varia´vel aleato´ria Z temos que
P (Z > a) ≤ e−atE(eZt), para todo t.
Portanto tomando Z ∼ χ22 obtemos
γn ≤ e−χ22(γn)t
(
1
1− 2t
)
.
De agora em diante, para simplificar a notac¸a˜o, deixaremos de indicar o ı´ndice
(α, ψ, r,H).
Lema 3.18 Para quaisquer func¸o˜es cont´ınuas f : [0, b] → R e g : [0, b] → R e
Γ ⊂ R2 temos que
sup
x∈[0,b]
|f(x)− g(x)| ≥ |d(f,Γ)− d(g,Γ)|.
Prova. De fato, seja ǫ = supx∈[0,b] |f(x) − g(x)| e sem perda de generalidade
assuma que d(f,Γ) > d(g,Γ). E´ facil notar que para qualquer x ∈ [0, b] e w ∈ Γ
d((x, f(x)), w) ≤ |f(x)− g(x)|+ d((x, g(x)), w).
Portanto,
d((x, f(x)),Γ) ≤ |f(x)− g(x)|+ d((x, g(x)),Γ)
≤ ǫ+ d((x, g(x)),Γ)
O resultado segue imediatamente tomando o ı´nfimo sobre x ∈ [0, b] na u´ltima
desigualdade. 
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Teorema 3.19 As func¸o˜es Qn e Q sa˜o func¸o˜es cont´ınuas.
Prova. Apenas precisamos mostrar que a aplicac¸a˜o
θ 7→ Φ
(
Zα +
√
H(r − d(
K∑
j=1
θjBj(·),Γ))
)
e´ cont´ınuo para qualquer conjunto Γ ⊂ R2. Na verdade, esta aplicac¸a˜o e´ Lipschitz.
Para ver isto, tome θ, φ ∈ RK
|Φ
(
Zα +
√
H(r − d(
K∑
j=1
θjBj(·),Γ))
)
− Φ
(
Zα +
√
H(r − d(
K∑
j=1
φjBj(·),Γ))
)
|
= |Φ′(ξ)
√
H
(
d(
K∑
j=1
θjBj(·),Γ)− d(
K∑
j=1
φjBj(·),Γ)
)
| (3.20)
≤ 1√
2π
√
H sup
z∈[0,b]
|
K∑
j=1
(θj − φj)Bj(z)| (3.21)
≤ C|θ − φ|
para uma constante positiva adequada C e ξ ∈ RK . A primeira igualdade segue
do Teorema do Valor Me´dio. A primeira desigualdade segue do Lemma 3.18 e
Φ′(ξ) = 1√
2π
exp(−ξ2/2). 
Para provar o teorema principal, e´ importante notar que Qn e´ uma func¸a˜o
aleato´ria dado que ela depende do processo aleato´rio
ηi = {(W1,i, V1,i), ..., (WL,i, VL,i)} para i = 1, .., n atrave´s das elipses de confianc¸a
Γγnn . Na prova a seguir, quando necessa´rio, enfatizamos o fato de que estamos li-
dando com uma realizac¸a˜o espec´ıfica ω escrevendo Qn(θ, ω) e Γ
γn
n (ω).
Lema 3.22 Para qualquer φ ∈ RK temos que
P (Qn(φ) < Q(φ) i.v.) = 0 (3.23)
Prova. Do Lema 3.14 temos que o eventoA = [N /∈ Γγnn i.v.] tem probabilidade
zero. Isto significa que qualquer w ∈ Ac existe um n0(ω) com
N ⊂ Γγnn (ω)
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para todo n ≥ n0.
Portanto, para ω ∈ Ac e qualquer φ ∈ RK temos que
d(
∑
j
φjBj,Γ
γn
n (ω)) ≤ d(
∑
j
φjBj, N) (3.24)
para todo n ≥ n0. Assim, para qualquer escolha dos paraˆmetros de sintonia,
ψΦ
(
Zα +
√
H(r − d(
K∑
j=1
φjBj(·),Γγnn ))
)
≥ ψΦ
(
Zα +
√
H(r − d(
K∑
j=1
φjBj(·), N))
)
dado que Φ e´ estritamente crescente, ψ, H > 0. Portanto, para todo ω /∈ A
Qn(φ, ω) ≥ Q(φ), (3.25)
para todo n ≥ n0. Equac¸a˜o 3.23 segue imediatamente. 
Agora podemos provar o principal teorema deste trabalho.
Teorema 3.26 A soluc¸a˜o de 3.11, θˆn, e´ um estimador fortemente consistente para
θ, a soluc¸a˜o de 2.8.
Prova. Neste caso, precisamos do conceito de epiconvergeˆncia. Uma sequeˆncia
de func¸o˜es gn epiconverge para uma func¸a˜o g se e somente se a sequeˆncia de conjuntos
epi(gn) converge para o conjunto epi(g), onde epi(g)= {(x, λ) ∈ S × R : g(x) ≤ λ}.
Precisamos provar que Qn epiconverge para Q quando n→∞. O seguinte resultado
e´ verdadeiro: se θn e´ um ǫn minimizador de Qn com ǫn → 0, enta˜o qualquer sub-
sequeˆncia convergente de {θn} tem que convergir para um ponto θ que minimiza Q
e o valor o´timo Qn(θn) tambe´m deve convergir para o ponto mı´nimo Q(θ). Note
que na˜o ha´ necessidade de unicidade dos minimizadores. Se Q tem um minimizador
u´nico θ enta˜o θ e´ o u´nico ponto de acumulac¸a˜o da sequeˆncia {θn}. Tambe´m, isto
na˜o garante que θ e´ finito. Ha´ muitas caracterizac¸o˜es para epiconvergeˆncia, no´s
seguimos [??]. A sequeˆncia Qn epiconverge para Q se
Q(θ) ≤ sup
B∈N (θ)
lim infn→∞ inf
φ∈B
{Qn(φ)} (3.27)
Q(θ) ≥ sup
B∈N (θ)
lim supn→∞ inf
φ∈B
{Qn(φ)} (3.28)
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onde N (θ) denota o conjunto de visinhanc¸as do ponto θ. Note que existe uma base
enumera´vel B = {B1, B2, ...} para a topologia de RK . Para qualquer ponto θ, seja
Nc(θ) = B ∩ N (θ).
Enta˜o, em nosso caso, o supremo sobre o conjunto na˜o enumera´vel N (θ) em
(3.27) e (3.28) pode ser substitu´ıdo pelo supremo sobre o conjunto enumera´velNc(θ).
Primeiro provaremos (3.28). Se B ∈ B e θ ∈ B ∈ Nc(θ) enta˜o
Q(θ) = lim
n→∞
Qn(θ) = lim supn→∞Qn(θ) ≥ lim supn→∞ inf
φ∈B
Qn(φ)
desde que pelo Lema 3.16
Φ
(
Zα +
√
H(r − d(
K∑
j=1
φjBj(·),Γγnn ))
)
→ Φ
(
Zα +
√
H(r − d(
K∑
j=1
φjBj(·), N))
)
,
quase certamente, quando n→∞. Portanto,
Q(θ) ≥ sup
B∈Nc(θ)
lim supn→∞ inf
φ∈B
Qn(φ)
e (3.28) esta´ provada.
Para (3.27), primeiro escolhemos um conjunto enumera´vel denso Θc = {θ1, θ2, ...}
como segue. Para cada n, seja θn ∈ Bn tal que
Q(θn) ≤ inf
φ∈Bn
Qn(φ) +
1
n
.
Assim,
sup
Bn∈Nc
lim infm→∞ inf
φ∈Bn
Qm(φ) ≥ sup
Bn∈Nc
inf
φ∈Bn
Q(φ)
≥ sup
Bn∈Nc
{
Q(θn)− 1
n
}
≥ Q(θ)
onde a primeira desigualdade segue do Lema 3.22. 
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3.3 Exemplos Nume´ricos Para a Visa˜o Completa
Nesta sec¸a˜o, usaremos a linguagem de procura de caminhos para ve´ıculo autoˆnomo.
Fizemos simulac¸o˜es nume´ricas para uma grande variedade de campos de obsta´culos.
Nesta sec¸a˜o, apresentamos resultados de alguns deles. Para propo´sito de ilustrac¸a˜o,
mostramos apenas o caso onde temos uma e dez leituras de cada obsta´culo.
Em todos os gra´ficos os pontos pretos sa˜o os obsta´culos reais, as cruzes sa˜o
me´dias dos obsta´culos observados, as elipses de confianc¸a sa˜o desenhadas em cinza.
A curva so´lida obter´ıamos pelo procedimento descrito na Sec¸a˜o 2 se na˜o tive´ssemos
erro de medida. As curvas tracejada e trac¸o-e-ponto sa˜o obtidas por (3.11).
Figuras 14 a` 17 mostram que na presenc¸a de variabilidade, os caminhos tendem
a ficar longe do obsta´culo, mas quando o nu´mero de leituras aumenta este ira´ con-
vergir para a trajeto´ria determin´ıstica.
Como comentado anteriormente, o procedimento na˜o e´ limitado para evitar con-
juntos circulares. Figuras 18 e 19 apresentam a soluc¸a˜o para o problema deter-
min´ıstico para conjuntos do tipo diamante.
3.4 Visa˜o Parcial
Nas sec¸o˜es anteriores assumimos que todo o processo pontual, e consequente-
mente o conjunto Γ, era conhecido previamente. Suponha, entretanto, que gos-
tar´ıamos de construir a trajeto´ria em passos nos pontos 0 < x1 < x2 < ... < xN < b
e a cada “checkpoint” um novo Γγ e´ apresentado. Em termos de aplicac¸o˜es, talvez
o campo de obsta´culos na˜o pode ser visto do ponto de partida e a estrate´gia na˜o
pode ser calculada antes do ve´ıculo sair. De fato, e´ mais real´ıstico imaginar que os
sensores tem um alcance finito R menor que o campo que tem que percorrer. Neste
caso, um procedimento sequencial e´ necessa´rio. Vamos supor que quando o ve´ıculo
esta´ localizado em (u, v) ele pode ver ate´ Su,v = {(x, y) : 0 < x− u ≤ R}.
O algor´ıtimo para estimar a melhor trajeto´ria e´:
1. Seja N1 o processo pontual N restrito a S(0,0). Seja fˆ1 ∈ HK o minimizador
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Figura 14: Trajeto´rias estimadas para o caso iid: trajeto´ria deterministica (curva
so´lida), trajeto´rias baseadas em 1 e 10 observac¸o˜es (linha tracejada, linha trac¸o-e-
ponto). Os erros sa˜o distribu´ıdos normalmente com σ1 = 0.1,σ2 = 0.2 e ρ = −0.8.
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Figura 15: Trajeto´rias estimadas para o caso iid: trajeto´ria deterministica (curva
so´lida), trajeto´rias baseadas em 1 e 10 observac¸o˜es (linha tracejada, linha trac¸o-e-
ponto). Os erros sa˜o distribu´ıdos normalmente com σ1 = 0.07, σ2 = 0.15 e ρ = 0.6.
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Figura 16: Trajeto´rias estimadas para o caso independente: trajeto´ria deter-
min´ıstica (curva so´lida), trajeto´rias baseadas em 1 e 10 observac¸o˜es (linha trace-
jada, linha trac¸o-e-ponto). Os erros sa˜o distribu´ıdos normalmente com ρ = 0.6,
σℓ,1 ∼ U(0, (.8/30)Wℓ) e σℓ,2 ∼ U(0, (.6/30)Wℓ).
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Figura 17: Trajeto´rias estimadas para o caso independente: trajeto´ria deter-
min´ıstica (curva so´lida), trajeto´rias baseadas em 1 e 10 observac¸o˜es (linha trace-
jada, linha trac¸o-e-ponto). Os erros sa˜o distribu´ıdos normalmente com ρ = −0.7,
σℓ,1 ∼ U(0, (.7/30)Wℓ) e σℓ,2 ∼ U(0, (.5/30)Wℓ).
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Figura 18: Trajeto´ria estimada para trajeto´ria determin´ıstica para obsta´culos na
forma de diamante.
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Figura 19: Trajeto´ria estimada para trajeto´ria determin´ıstica para obsta´culos na
forma de diamante.
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da func¸a˜o custo∫ b
0
√
1 + f ′1(t)2dt+ ψΦ(Zα +
√
H(r − d(f1, N1))) (3.29)
onde f1(0) = 0, f1(b) = 0.
2. Dada a soluc¸a˜o fˆi−1 no passo i − 1, seja Ni o processo pontual N restrito a
S((i−1)R,0). Seja fˆi ∈ HK o minimizador de∫ b
0
√
1 + f ′i(t)2dt+ ψΦ(Zα +
√
H(r − d(fi, Ni))), (3.30)
restrito a f
(ν)
i ((i− 1)R) = fˆ (ν)i−1((i− 1)R), para ν = 0, 1, 2, fi(b) = 0.
A soluc¸a˜o sequencial pode ser vista como se o ve´ıculo no passo i entendesse que
na˜o ha´ obsta´culos depois de uma distaˆncia R. Quando ele chega aos “checkpoints”
R, 2R, ..., ele recomec¸a o procedimento unindo suavemente os caminhos. Outra coisa
importante e´ que, no passo i o procedimento na˜o e´ exatamente como era no comec¸o
pois o ve´ıculo estara´ no ponto (iR, yi), para algum yi na˜o necessariamente 0.
Note que esta estimac¸a˜o foi descrita considerando o caso determin´ıstico. O pro-
cedimento estoca´stico pode ser facilmente implementado neste caso.
As Figuras 20 e 21 mostram resultados simulados para este caso. Da Figura 21
surge uma questa˜o muito importante. Dado que o ve´ıculo apenas faz releituras apo´s
percorrer todo a distaˆncia R, e o caminho tem que ser suave, se ha´ um obsta´culo
muito pro´ximo ao ve´ıculo quando ele chega la´, ele na˜o sera´ capaz de desviar e batera´.
Para consertar este problema, o ve´ıculo deve reler o caminho a passos mais curtos e
o procedimento refeito. A seguir, discutiremos o seguinte problema: assuma que o
alcance da visa˜o e´ R, o ve´ıculo faz releituras a passos de tamanho R/2ν e os erros
de medida sa˜o menores quando a distaˆncia entre os sensores e os obsta´culos dimi-
nue, temos que combinar enta˜o diferentes leituras, por exemplo do ponto 0, ponto
R/2ν ,R/2ν−1, etc.
Suponha enta˜o que a cada passo j de tamanho R/2ν no eixo das abscissas o
ve´ıculo observa o processo pontual ηj = Nj + εj com εj = (εj,1, . . . , εj,L), j =
1, ..., [wℓ2
γ/R] + 1 o erro de medida, onde [x] e´ o maior inteiro menor ou igual a
x. Ou seja, as observac¸o˜es sa˜o (Wℓ,j, Vℓ,j) = (wℓ, vℓ) + (εℓ,j,1, εℓ,j,2), ℓ = 1, ..., L
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Figura 20: A curva so´lida e´ o caminho objetivo estimado usando (2.8), as cur-
vas pontilhada e trac¸o-e-ponto sa˜o estimadas sequencialmente com releituras nas
linhas cinzas verticais. Os erros sa˜o distribuidos normalmente com ρ = 0.5,
σℓ,1 ∼ U(0, (.6/30)Wℓ), σℓ,2 ∼ U(0, (.4/30)Wℓ) e releituras em passos de 6 .
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Figura 21: A curva so´lida e´ o caminho objetivo estimado usando (2.8), as cur-
vas pontilhada e trac¸o-e-ponto sa˜o estimadas sequencialmente com releituras nas
linhas cinzas verticais. Os erros sa˜o distribuidos normalmente com ρ = −.6,
σℓ,1 ∼ U(0, (.5/30)Wℓ), σℓ,2 ∼ U(0, (.6/30)Wℓ) e releituras em passos de 15.
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com (εℓ,j,1, εℓ,j,2) ∼ N2((0, 0),Σℓ,j), varia´veis aleato´rias independentes com matriz
de covariaˆncia conhecida dada por Σℓ,j (que pode depender do obsta´culo (wℓ, vℓ))
dada por
Σℓ,j =
(
σ2ℓ,j,1 ρσℓ,j,1σℓ,j,2
ρσℓ,j,1σℓ,j,2 σ
2
ℓ,j,2
)
. (3.31)
Note que nesse caso cada leitura de um ponto (Wℓ,j, Vℓ,j), ℓ = 1, ..., L tem peso
diferente na nossa estimac¸a˜o, pois as variaˆncias diminuem. Assim para estimar
o verdadeiro ponto, usaremos a func¸a˜o de verossimilhanc¸a. Como as observac¸o˜es
(Wℓ,j, Vℓ,j) ∼ N2((wℓ, vℓ),Σℓ,j), ℓ = 1, . . . , L, j = 1, ..., [w2γ/R] + 1, a func¸a˜o de
verossimilhanc¸a e´ dada por
1
(2π)
j
2
∏j
k=1 |Σℓ,k|
j
2
exp
(
−1
2
j∑
k=1
(Uℓ,k − uℓ)′Σ−1ℓ,k(Uℓ,k − uℓ)
)
(3.32)
onde Uℓ,k = (Wℓ,k, Vℓ,k)
′ e uℓ = (wℓ, vℓ)′. A log-verossimilhanc¸a e´
log
(
1
(2π)
j
2
∏j
k=1 |Σℓ,k|
j
2
)
− 1
2
j∑
k=1
(Uℓ,k − uℓ)′Σ−1ℓ,k(Uℓ,k − uℓ), (3.33)
e derivando em relac¸a˜o a uℓ e igualando a zero temos
j∑
k=1
Σ−1ℓ,k(Uℓ,k − uℓ) = 0, (3.34)
portanto
j∑
k=1
Σ−1ℓ,kUℓ,k = (
j∑
k=1
Σ−1ℓ,k)uℓ, (3.35)
e o estimador de uℓ e´
uˆℓ = (
j∑
k=1
Σ−1ℓ,k)
−1(
j∑
k=1
Σ−1ℓ,kUℓ,k). (3.36)
Note que, como o estimador uˆℓ e´ uma combinac¸a˜o de varia´veis aleato´rias normais
bivariadas Uℓ,k, ele e´ e´ uma varia´vel com distribuic¸a˜o Normal e esperanc¸a dada por
E(uˆℓ) =
(
(
j∑
k=1
Σ−1ℓ,k)
−1(
j∑
k=1
Σ−1ℓ,k)
)
E(Uℓ,k)
=
(
(
j∑
k=1
Σ−1ℓ,k)
−1(
j∑
k=1
Σ−1ℓ,k)
)
(wℓ, vℓ)
′
= (wℓ, vℓ)
′
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e variaˆncia
V ar(uˆℓ) = V ar
(
(
j∑
k=1
Σ−1ℓ,k)
−1(
j∑
k=1
Σ−1ℓ,kUℓ,k)
)
= V ar
(
j∑
k=1
(
j∑
k=1
Σ−1ℓ,k)
−1Σ−1ℓ,kUℓ,k
)
=
j∑
k=1
(
(
j∑
k=1
Σ−1ℓ,k)
−1Σ−1ℓ,k
)
V ar(Uℓ,k)
(
(
j∑
k=1
Σ−1ℓ,k)
−1Σ−1ℓ,k
)′
=
j∑
k=1
(
(
j∑
k=1
Σ−1ℓ,k)
−1Σ−1ℓ,k
)
Σℓ,k
(
(
j∑
k=1
Σ−1ℓ,k)
−1Σ−1ℓ,k
)′
=
j∑
k=1
(
j∑
k=1
Σ−1ℓ,k)
−1
(
(
j∑
k=1
Σ−1ℓ,k)
−1Σ−1ℓ,k
)′
= (
j∑
k=1
Σ−1ℓ,k)
−1(
j∑
k=1
(Σ−1ℓ,k)
′)((
j∑
k=1
Σ−1ℓ,k)
−1)′
= (
j∑
k=1
Σ−1ℓ,k)
−1 (3.37)
Assim, para um γ ∈ (0, 1) fixo, o estimador proposto para fθ e´ a func¸a˜o
fγ
θˆ
(x) =
K∑
j=1
θˆjBj(x) (3.38)
onde θˆ e´ a soluc¸a˜o do problema de minimizac¸a˜o
θˆ = argminQα,ψ,r,H(θ) (3.39)
restrito a fγ
θ
(0) = 0, fγ
θ
(b) = 0, onde
Qα,ψ,r,H(θ) =
∫ b
0
(
1 + (
K∑
j=1
θjB
′
j(t))
2
)1/2
dt (3.40)
+ψΦ
(
Zα +
√
H(r − d(
K∑
j=1
θjBj(·),Γγ)
)
,
(cf. com Equac¸a˜o 2.8).
O conjunto Γγ neste caso e´ definido por
Γγ =
L⋃
ℓ=1
Gγ(Wℓ,Vℓ) (3.41)
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onde para cada ℓ = 1, . . . , L, Gγ(Wℓ,Vℓ) e´ uma 100(1 − γ)% elipse de confianc¸a
baseada nas j leituras para o ℓth ponto (Wℓ,Vℓ) definido como a elipse formada
pelos pontos (x, y) que satisfazem a equac¸a˜o
(uˆℓ − (x, y))tV ar(uˆℓ)−1(uˆℓ − (x, y)) ≤ χ22(γ)
onde χ22(γ) e´ o 100γ-percentil da distribuic¸a˜o qui-quadrado com 2 graus de liber-
dade. Estas elipses esta˜o centradas em uˆℓ e tem eixos
(
√
χ22(γn)
√
λℓ,jeℓ,j,−
√
χ22(γn)
√
λℓ,jeℓ,j), onde λℓ,j, j = 1, 2 sa˜o os autovalores de
V ar(uˆℓ) e eℓ,j sa˜o os autovetores correspondentes.
Na Figura 22 a curva estimada antes do ve´ıculo sair e´ a tracejada, que bate no
obsta´culo pois na˜o o veˆ ainda, ja´ que sua visa˜o e´ limitada (20 metros). No ponto 7
metros (eixo x) ha´ uma releitura, e, ja´ ao alcance do visor, o obsta´culo e´ observado
com erro (ponto x no gra´fico) e desviado com 95% de confianc¸a (elipse maior). No
ponto 14 metros (eixo x) ha´ mais uma releitura, e temos obsta´culo (x) com sua elipse
de confianc¸a no gra´fico. Mas, levando em considerac¸a˜o o ponto anterior observado,
estimamos melhor onde o obsta´culo pode estar, uˆ, e temos uma confianc¸a um pouco
melhor, dado que V ar(uˆ) e´ menor que a variaˆncia das observac¸o˜es anteriores.
3.5 Observac¸o˜es Dependentes
Uma situac¸a˜o mais realista ainda seria considerar que, quando o ve´ıculo, apo´s
andar um passo R/2ν , faz uma nova observac¸a˜o de um obsta´culo, devemos levar
em conta a observac¸a˜o anterior, na˜o apenas como uma nova obervac¸a˜o, mas a nova
observac¸a˜o depende da anterior, tendo assim uma cadeia de Markov.
Suponha agora que a cada passo j de tamanho R/2ν no eixo das abscissas o
ve´ıculo observa o processo pontual ηj = Nj + εj com εj = (εj,1, . . . , εj,L), j =
1, ..., [wℓ2
γ/R] + 1 mas as observac¸o˜es de um mesmo obsta´culo ℓ (Wℓ,j, Vℓ,j) =
(wℓ, vℓ) + (εℓ,j,1, εℓ,j,2), j = 1, ..., [wℓ2
γ/R] sa˜o dependentes, ou seja, a distribuic¸a˜o
conjunta de

Wℓ,j
Vℓ,j
Wℓ,j−1
Vℓ,j−1

 :=
(
Xℓ,j
Xℓ,j−1
)
∼ N4
((
µ
µ
)
,
(
Σℓ,j,j Σℓ,j,j−1
Σℓ,j−1,j Σℓ,j−1,j−1
))
. (3.42)
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Figura 22: Com visa˜o 20 metros, a curva tracejada e´ o caminho estimado antes de
sair (sem ver o obsta´culo), a curva trac¸o-e-ponto e´ o caminho estimado no ponto
7 metros do eixo x (ja´ veˆ o obsta´culo ) e a linha cheia e´ o caminho estimado no
ponto 14 metros do eixo x. ρ = −.6, em 7 metros σ1 = .4 e σ2 = .5, e em 14 metros
σ1 = 58.82%.4 e σ2 = 58.82%.5. O ponto + e´ uˆ e a elipse de centro em + e´ a
estimada com V ar(uˆ).
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Assim, temos que a distribuic¸a˜o de Xℓ,j dado Xℓ,j−1 = xℓ,j−1 e´ normal com me´dia
Υj := µ+ Σℓ,j,j−1Σ−1ℓ,j−1,j−1(xℓ,j−1 − µ)
e variaˆncia
Ξj := Σℓ,j,j − Σℓ,j,j−1Σ−1ℓ,j−1,j−1Σℓ,j−1,j.
A func¸a˜o de verossimilhanc¸a nesse caso e´
fXℓ,1(xℓ,1)fXℓ,2|Xℓ,1=xℓ,1(xℓ,2)fXℓ,3|Xℓ,2=xℓ,2(xℓ,3)...fXℓ,j |Xℓ,j−1=xℓ,j−1(xℓ,j),
que e´ igual a
exp(−1
2
(xℓ,1 − µ)′Σ−1ℓ,1,1(xℓ,1 − µ)− 12
∑j
k=2(xℓ,k −Υk)′Ξ−1k (xℓ,k −Υk))
(2π)j/2|Σℓ,1,1|1/2
∏j
k=2 |Ξk|1/2
. (3.43)
A log-verossimilhanc¸a enta˜o e´
lnL(µ|x) = −ln((2π)j/2|Σℓ,1,1|1/2
j∏
k=2
|Ξk|1/2)
−1
2
(xℓ,1 − µ)′Σ−1ℓ,1,1(xℓ,1 − µ)−
1
2
j∑
k=2
(xℓ,k −Υk)′Ξ−1k (xℓ,k −Υk)
que podemos ver como
lnL(µ|x) = −ln((2π)j/2|Σℓ,1,1|1/2
j∏
k=2
|Ξk|1/2)
−1
2
(xℓ,1 − µ)′Σ−1ℓ,1,1(xℓ,1 − µ)
−1
2
j∑
k=2
(xℓ,k − µ− Ck(xℓ,k−1 − µ))′Ξ−1k (xℓ,k − µ− Ck(xℓ,k−1 − µ)),
onde Ck = Σℓ,k,(k−1)Σ−1ℓ,(k−1),(k−1).
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Derivando em µ e igualando a zero temos
0 =
∂
∂µ
lnL(µ|x)
= Σ−1ℓ,1,1(xℓ,1 − µ)
+
j∑
k=2
(I − Ck)′Ξ−1k (xℓ,k − Ckxℓ,k − (I − Ck)µ) = 0.
= Σ−1ℓ,1,1xℓ,1 − Σ−1ℓ,1,1µ+
j∑
k=2
((I − Ck)′Ξ−1k (xℓ,k − Ckxℓ,k−1))
−µ(
j∑
k=2
(I − Ck)′Ξ−1k (I − Ck)).
Isolando µ, temos o estimador
µˆ = [−Σ−1ℓ,1,1−
j∑
k=2
(I−Ck)′Ξ−1k (I−Ck)]−1[Σ−1ℓ,1,1Xℓ,1−
j∑
k=2
(I−Ck)′Ξ−1k (Xℓ,k−CkXℓ,k−1)]
(3.44)
Chame de U = [−Σ−1ℓ,1,1 −
∑j
k=2(I − Ck)′Ξ−1k (I − Ck)]−1 e T = [Σ−1ℓ,1,1Xℓ,1 −∑j
k=2(I − Ck)′Ξ−1k (Xℓ,k − CkXℓ,k−1)], a variaˆncia desse estimador e´
V ar(µˆ) = U ′V ar(T )U,
onde
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V ar(T ) = V ar(Σ−1ℓ,1,1Xℓ,1 + (I − C2)′Ξ−12 C2Xℓ,1)
+
j−1∑
k=2
V ar((−(I − Ck)′Ξ−1k + (I − Ck+1)′Ξ−1k+1Ck+1)Xℓ,k)
+V ar((I − Cj)′Ξ−1j Xℓ,j)
−2
j−1∑
k=2
Cov[Σ−1ℓ,1,1Xℓ,1 + (I − C2)′Ξ−12 C2Xℓ,1,
(−(I − Ck)′Ξ−1k + (I − Ck+1)′Ξ−1k+1Ck+1)Xℓ,k]
−2
j−1∑
k=2
j−1∑
m=k+1
Cov[(−(I − Ck)′Ξ−1k + (I − Ck+1)′Ξ−1k+1Ck+1)Xℓ,k,
(−(I − Cm)′Ξ−1m + (I − Cm+1)′Ξ−1m+1Cm+1)Xℓ,m]
−2
j−1∑
k=2
Cov[(I − Cj)′Ξ−1j Xℓ,j, (−(I − Ck)′Ξ−1k + (I − Ck+1)′Ξ−1k+1Ck+1)Xℓ,k]
−2Cov[Σ−1ℓ,1,1Xℓ,1 + (I − C2)′Ξ−12 C2Xℓ,1, (I − Cj)′Ξ−1j Xℓ,j].
3.6 Planejamento GPS
No “DARPHA Grand Challenge”, os ve´ıculos tem que percorrer um certo trecho
de uma a´rea determinado previamente. No percurso ele obrigatoriamente deve pas-
sar por “checkpoints” que sa˜o descritos aos competidores antes da corrida comec¸ar.
Mais ainda, o ve´ıculo tem que fazer seu caminho entre os “checkpoints” numa pista,
que e´ determinada por c´ırculos em volta dos “checkpoints” e retas tangentes a eles.
Veja na Figura 23 como e´ descrita a pista.
Note que o ve´ıculo na˜o necessariamente precisa passar exatamente pelos pontos
dos “checkpoints”, na verdade o que tem que ser feito e´ a passagem dentro das pis-
tas, ou seja, pode-se ter uma distaˆncia menor de percurso se programarmos o ve´ıculo
“enxergar” os dois pro´ximos “checkpoints”. Assim, a trajeto´ria passaria mais perto
do lado de menor aˆngulo do “checkpoints” do meio, com menor distaˆncia. Veja nas
Figuras 24 e 25 exemplos de tais trajeto´rias.
Portanto o problema de minimizac¸a˜o e´ o mesmo, mas temos que adicionar outra
restric¸a˜o para que o ve´ıculo na˜o saia da pista.
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Figura 23: Pista e “checkpoints” de acordo com o “DARPHA Grand Challenge”
Suponha treˆs “checkpoints”, ((ck1,x, ck1,y), (ck2,x, ck2,y), (ck3,x, ck3,y)). Sem perda
de generalidade, podemos considerar o primeiro em (0,0), o segundo em um novo
(ck2,x, ck2,y) e o terceiro em (ck2,x, 0). Para um γ ∈ (0, 1) fixo, o estimador proposto
para fθ e´ a func¸a˜o
fγ
θˆ
(x) =
K∑
j=1
θˆjBj(x) (3.45)
onde θˆ e´ a soluc¸a˜o do problema de minimizac¸a˜o
θˆ = argminQα,ψ,r,H(θ) (3.46)
restrito a fγ
θ
(ck1,x) = 0, f
γ
θ
(ck3,x) = 0, f
γ
θ
(·) ∈ ⋃6j=1Aj, onde
• A1 e´ o c´ırculo de centro no primeiro “checkpoint” e raio r1, {(x, y) : (x− 0)2+
(y − 0)2 ≤ r1}
• A2 e´ o c´ırculo de centro no segundo “checkpoint” (ck2,x, ck2,y) e raio r1, {(x, y) :
(x− ck2,x)2 + (y − ck2,y)2 ≤ r1},
• A3 e´ o c´ırculo de centro no segundo “checkpoint” (ck2,x, ck2,y) e raio r2, {(x, y) :
(x− ck2,x)2 + (y − ck2,y)2 ≤ r2},
• A4 e´ o c´ırculo de centro no terceito “checkpoint” (ck3,x, ck3,y) e raio r2, {(x, y) :
(x− ck3,x)2 + (y − ck3,y)2 ≤ r2},
• A5 e´ a pista entre o primeiro e segundo “checkpoint”,
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• A6 e´ a pista entre o segundo e o terceiro “checkpoint”,
e
Qα,ψ,r,H(θ) =
∫ b
0
(
1 + (
K∑
j=1
θjB
′
j(t))
2
)1/2
dt (3.47)
+ψΦ
(
Zα +
√
H(r − d(
K∑
j=1
θjBj(·),Γγ)
)
.
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Figura 24: Trajeto´ria estimada com “checkpoint” em (8,7.5) seguido de estreita-
mento da largura da pista
Obviamente, o me´todo mais realista aqui tambe´m e´ a visa˜o parcial. Sabendo
previamente todos os “checkpoints”, consideramos sempre os dois pro´ximos, assim,
quando um “checkpoint” e´ ultrapassado pelo ve´ıculo, ele passa a fazer os ca´lculos
considerando mais um a frente.
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Figura 25: Trajeto´ria estimada com “checkpoint” em (8,7.5) seguido de alargamento
da largura da pista
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4 Conclusa˜o
Podemos concluir que o me´todo apresentado para estimar trajeto´rias para ve´ıculos
autoˆnomos e´ muito eficiente no sentido de que temos que encontrar poucos coefici-
entes, os quais formam a curva multiplicando func¸o˜es base B-Splines que tem boas
propriedades, comparando com outras te´cnicas ja´ existentes que lidam com esse tipo
de problema que discretizam o espac¸o de estados em ce´lulas tendo um aumento com-
putacional grande quando o tamanho da ce´lula diminui. Estimamos de forma na˜o
parame´trica tal trajeto´ria que deve evitar poss´ıveis obsta´culos fixos e ter o menor
tamanho poss´ıvel. No caso de erro de medida, propomos um estimador que e´ con-
sistente, ou seja, se aumentamos o nu´mero de observac¸o˜es do campo de obsta´culos,
a trajeto´ria estoca´stica converge para a determin´ıstica quase certamente. Tambe´m
discutimos um caso mais real´ıstico onde o ve´ıculo na˜o enxerga todo o campo de
obsta´culos, mas apenas parte dele. Neste caso um algoritmo sequencial e´ proposto,
mostrando-se cada vez melhor para releituras do campo de obsta´culos em intervalos
de tempo curtos. Estudamos o caso onde o ve´ıculo observa o mesmo obsta´culo de
diferentes posic¸o˜es, dado que o ve´ıculo ja´ andou um pouco, tendo essas observac¸o˜es
assim variaˆncias diferentes. Ale´m disso, descrevemos brevemente a situac¸a˜o em que
as observac¸o˜es de um mesmo obsta´culo sa˜o dependentes, ou seja, quando o visor
leva em considerac¸a˜o a observac¸a˜o anterior. No final, expomos o nosso algoritmo
aplicado ao “DARPA Grand Challenge”, onde o ve´ıculo tem obrigatoriamente que
passar por “checkpoints” para completar sua tarefa. Para trabalhos futuros ainda
ha´ muito a estudar, como por exemplo o caso de obsta´culos que se movem.
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