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ABSTRACT
The eastward-propagating intraseasonal oscillation represented by the Chikira–Sugiyama cumulus pa-
rameterization in an atmospheric general circulation model is compared with observations and reanalyses.
The scheme is characterized by state-dependent entrainment rates that vertically vary affected by the envi-
ronment. The zonal wavenumber–frequency power spectrum shows a strong signal corresponding to the
Madden–Julian oscillation. The eastward-propagating feature of the convective region and accompanying
anomalous zonal wind structure is well extracted by the first and second modes of the combined empirical
orthogonal function (CEOF)with a reasonable explained variance for the firstmode, though the secondmode
is not sufficiently reproduced. The basic features of the composited anomalous fields including moisture,
temperature, and vertical and zonal winds resemble those of the reanalysis in both the free troposphere and
surface air. The anomalous free-tropospheric moisture exhibits its westward tilt and the peak moist static
energy of the surface air is shifted eastward as in the reanalysis. The anomalous low-level zonal wind changes
its direction to the east of the convective center. The model’s outstanding deficiencies include the weak
convective activity over the Indian Ocean, weaker westward tilt, and seemingly underestimated shallow
convection.
1. Introduction
The Madden–Julian oscillation (MJO) is the domi-
nant variability in the tropical atmosphere on time scales
shorter than a season (e.g., Madden and Julian 2005). It
is a planetary-scale eastward-propagating mode, mani-
festing itself in various meteorological fields and oceans
in the tropics. Its appearance may be characterized as
a first-baroclinic Gill (1980) response forced by anom-
alous convection. Because of its scale, it affects many
tropical meteorological phenomena, including active
and break phases of the Indian and Australian monsoon
(Yasunari 1979; Krishnamurti and Subrahmanyam 1982;
Goswami 2005; Wheeler and McBride 2005), tropical
cyclone activity (Liebmann et al. 1994; Maloney and
Hartmann 2000), and triggering and termination of El
Ni~no–SouthernOscillation (ENSO) events [e.g., Takayabu
et al. (1999), Bergman et al. (2001), and Lau (2005) for
more recent updates]. In addition to its tropical influences,
the MJO affects midlatitude circulations (Ferranti et al.
1990); its near-global impact even on rainfall has been
statistically demonstrated (Donald et al. 2006).
Despite of its importance and active research, the cli-
mate community is still struggling with the MJO (Slingo
et al. 1996; Waliser et al. 2003; Sperber and Annamalai
2008). Although we can see some progress of the models’
capabilities in general, Most of the Intergovernmental
Panel on Climate Change (IPCC)-class general circula-
tion models (GCMs) still suffer from poor simulations of
the MJO (Lin et al. 2006). Recently, the U.S. Climate
Variability and Predictability (CLIVAR) MJOWorking
Group (2009) proposed standardized diagnostic metrics,
ranging from simple variance and correlation analyses
to the multivariate empirical orthogonal functions and
space–time spectra. Kim et al. (2009) applied those
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techniques to the eight GCMs. Though some models
compare reasonably with the observations, there remain
many deficiencies, including a shorter MJO decay time
scale in the models.
Even so, past studies have provided insight into the
types of atmosphericmodel changes that lead to improved
MJO simulations. These include 1) employing inhibition
mechanisms associated with cumulus convection, 2) cou-
pling to ocean models (Waliser et al. 1999; Hendon 2000;
Kemball-Cook et al. 2002; Inness and Slingo 2003;
Fu and Wang 2004; Sperber et al. 2005; Marshall
et al. 2008), 3) improving the quality of the mean-state
MJO (e.g., Inness et al. 2003; Sperber et al. 2005), and
4) increasing vertical resolution (Inness et al. 2001; Jia
et al. 2008).
With regard to the first type, a school of the inhibition
method is the requirement of the destabilization by
large-scale forcing being larger than a certain threshold
(e.g., Zhang and Mu 2005; Deng and Wu 2010). The
method was devised through the analyses of intensive
observations of moist convection, though its underlying
physics is not fully understood.
Another school of the inhibition method is associated
with the relation between free-tropospheric humidity and
moist convection. New observational and modeling
studies have shown that the free-tropospheric humidity
has a significant control overmoist convection (Numaguti
et al. 1995; Brown and Zhang 1997; Sherwood 1999;
Sherwood and Wahrlich 1999; Sobel et al. 2004; Biasutti
et al. 2006). On the theoretical front, a series of papers
(Raymond 2001; Fuchs and Raymond 2002, 2005;
Raymond and Fuchs 2009; Sobel andMaloney 2012, 2013)
explored a hypothesis that the MJO can be explained as
a moisture mode. The moisture mode is a mode that
originates from interaction between free-tropospheric
moisture and convective activity under the weak tem-
perature gradient (WTG) balance (Sobel et al. 2001), and
whose behavior can be explained primarily by a humidity
variable (Sugiyama 2009; Sobel andMaloney 2012, 2013).
ManyGCMs have weak sensitivity of deep convection
to free-tropospheric humidity (Derbyshire et al. 2004),
but one can enhance the sensitivity by imposing a mini-
mum entrainment rate (Tokioka et al. 1988; Lee et al.
2001, 2003; Lin et al. 2008), instituting a relative hu-
midity threshold for deep convection (Wang and
Schlesinger 1999; Maloney andHartmann 2001;Maloney
2002; Zhang and Mu 2005; Suzuki et al. 2006; Lin et al.
2008) or altering a parameter related with reevaporation
of falling precipitation (Maloney and Hartmann 2001;
Grabowski andMoncrieff 2004; Maloney 2009; Kim et al.
2012). Some of these studies demonstrated improved
simulations of the intraseasonal variability while others
do not.
Recently, further progress in this direction was made by
modifying the formulation of entrainment rate (Bechtold
et al. 2008; Chikira and Sugiyama 2010; Del Genio et al.
2012;Kimet al. 2012).Bechtold et al. (2008) formulated the
rate so that it varies vertically depending on environmental
humidity in order to enhance themodel’s sensitivity to free-
tropospheric humidity. They successfully represented a
reasonable signal of the MJO in the power spectrum of
outgoing longwave radiation (OLR) in their GCM.
While the formulation in Bechtold et al. (2008) was an
ad hoc one, Chikira and Sugiyama (2010) sought a pos-
sibility of a more physically based scheme and adopted
two already-existing formulations that had been pro-
posed by Gregory (2001) and Neggers et al. (2002), to-
gether with the device of a new spectral representation
of cloud types as in the Arakawa–Schubert scheme
(Arakawa and Schubert 1974) suitable for the formu-
lations. Both of the formulations were based on certain
physical considerations and naturally had an enhanced
sensitivity to free-tropospheric humidity without im-
posing any triggering schemes. Especially, Gregory’s
formulation exhibited a strong MJO signal in the OLR
power spectrum. Del Genio and Wu (2010) compared
the formulations of Gregory (2001), Neggers et al.
(2002), and Bechtold et al. (2008) with the entrainment
rate of the continental deep convection represented by
their cloud-resolving model and demonstrated that the
concept of Gregory’s formulation reasonably works,
though the others do not. Gregory’s work largely relies
on that by Grant and Brown (1999), which explored
a similarity hypothesis for shallow cumulus. The God-
dard Institute for Space Studies (GISS) GCM first used
Gregory’s formulation to investigate the change in up-
draft velocity in a warmer climate (Del Genio et al.
2007) and afterward provided better MJO-like waves
with the optimized tuning parameters for waves (Del
Genio et al. 2012; Kim et al. 2012).
We use the term Chikira–Sugiyama (CS) scheme for
the one proposed by Chikira and Sugiyama (2010) with
Gregory’s entrainment rate. In a sense, it can be viewed
as a modification of the Arakawa–Schubert scheme.
However, many of its essential features described in their
original paper (Arakawa and Schubert 1974) are replaced
by different formulations that appeared afterward—
for example, the cloud-base mass flux closure by Xu
(1993) and Pan and Randall (1998), entrainment rate by
Gregory (2001), and spectral representation by Chikira
and Sugiyama (2010).1
1 The CS scheme is the complex of the components proposed by
many different researchers. We sincerely acknowledge these peo-
ple and our intent on the use of this term is just for its reference.
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While the relative humidity threshold method tends
to produce only two modes, deep and shallow convection
(the term ‘‘shallow convection’’ is used to represent
convection whose top is around 800hPa) depending on
whether free-tropospheric relative humidity is higher or
lower than the threshold, the CS scheme exhibits a smooth
variation of cloud top along with free-tropospheric hu-
midity. When the humidity has moderate values, the
scheme tends to produce congestus clouds that detrain
around 600hPa.
The CS scheme improved the model’s climatology as
well as its variability in both of the atmospheric and
coupled GCM for a wide variety of phenomena. The
improvements include the resolution of the double in-
tertropical convergence zone (ITCZ) problem and
a better representation of the South Pacific convergence
zone (SPCZ) (Chikira 2010; Watanabe et al. 2010;
Hirota et al. 2011), which had long been the subject of
many climate model studies. When coupled with an
oceanicmodel, themodel obtained a better amplitude of
ENSO and some sensitivity experiments revealed that
a parameter used in Gregory’s formulation was a domi-
nant controlling factor in the amplitude (Watanabe et al.
2011). Monsoon and its linkage with ENSO was also
improved (Kim et al. 2011) and the life cycle of the
boreal summer intraseasonal variation was the best
represented among the Coupled Model Intercomparison
Project, version 5 (CMIP5), models (Sperber et al. 2013).
Despite the rise of the superparameterization
(Grabowski 2001; Khairoutdinov and Randall 2001)
and the global cloud system–resolving model (CSRM)
(Tomita et al. 2005; Miura et al. 2007), conventional
GCMs still continue to be our primary tool for in-
vestigations, particularly for long-range predictions and
projections of the climate. Moreover, understanding of
complicated phenomena is achieved by their simplifi-
cations and the conventional GCMs with a cumulus
parameterization have their unique role in bridging the
gap between the global cloud-resolving models and
simplified models—for example, the quasi-equilibrium
tropical circulation model (Neelin and Zeng 2000).
This paper (Part I) compares the MJO-like waves
produced by the CS scheme in an atmospheric GCM
(AGCM) with observations and reanalyses in order to
reveal to what extent the simulated MJO-like waves
capture the various features of theMJO and identify the
future subjects to be improved. The companion paper
(Chikira 2013, hereafter Part II) further provides the
detailed analyses of the free-tropospheric moisture
variation accompanying the simulated MJO-like waves
in order to obtain physical insights into controlling fac-
tors of MJO. Part I is also intended to provide back-
ground knowledge for understanding the analyses in
Part II. The reasons for the use of the AGCM are 1) to
make the understanding easier by removing the effect of
the oceanic model particularly in Part II and that 2) the
tuning parameters in the CS scheme in the coupled
model was optimized for the amplitude of ENSO, which
lead to a weaker signal of theMJO in theOLR spectrum
than that in the AGCM.
An experimental design is described in section 2. The
results with the tools provided by the United States’
CLIVAR MJO Working Group (CLIVAR Madden–
Julian Oscillation Working Group 2009) are pro-
vided in section 3 to show the model’s performance in
terms of the standardized metrics. The composited re-
sults of a wider variety of variables are provided in
section 4. Finally, a summary and discussion are made in
section 5.
2. Experimental design
Data analyzed in this work are identical with the
AGCM experiments in Chikira and Sugiyama (2010).
The AGCM is the atmospheric part of the Model for
Interdisciplinary Research on Climate, version 4.1
(MIROC4.1). The model is a developing version and
almost the same asMIROC5 (Watanabe et al. 2010) and
characterized by three-dimensional primitive equations
in a hybrid sigma–pressure (s–p) coordinate with spec-
trum and semi-Lagrangian hybrid discretizations, a
probability distribution function (PDF)-based prognos-
tic cloud scheme, a two-stream k-distribution scheme for
radiation with 111 channels, level 2.5 of the Mellor–
Yamada turbulence scheme, an orographic gravity wave
drag, the land surface model Minimal Advanced Treat-
ments of Surface Interaction and Runoff (MATSIRO),
and prognostic aerosols with direct and indirect effects.
As cumulus parameterization, the CS scheme is used
with Gregory’s entrainment formulation (Gregory
2001), which determines lateral entrainment rate as
5C
aB
w2
,
whereC and a denote tuning parameters from 0 to 1, and
B andw denote buoyancy and vertical velocity of a cloud
air parcel, respectively. The vertical velocity is calcu-
lated based on a simplified momentum equation in the
vertical direction. For negative values of the buoyancy,
the rate is set to be zero. Since the rate depends on the
vertical velocity, the cloud-top height varies depending
on cloud-base vertical velocity. Assuming that the cloud-
base vertical velocity is distributed in a certain fixed
range, cloud types with the different cloud-top height are
spectrally represented. Although it is common for other
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GCMs to adopt a shallow convection scheme separately
from a deep one, this scheme represents both deep and
shallow convection continuously in this unified frame-
work as in the Arakawa–Schubert scheme. If buoyancy
is smaller, the vertical velocity is less accelerated and the
rate naturally becomes larger, resulting in the occur-
rence of shallow convection.
The horizontal resolution is T42 with 56 levels. A
relatively higher vertical resolution is adopted consid-
ering importance of the vertical variation in entrainment
rate. Climatology of observation is used for the sea
surface temperatures (SSTs) and sea ice distribution.
The integration is continued for 15 years and the last
10 years are analyzed.
3. Results with tools of U.S. CLIVAR MJO
Working Group
Analyses of this and the next sections are based on the
daily mean outputs of the experiments, observation, and
reanalysis. With regard to the reanalysis, the daily mean
is created from 6-hourly products. The monthly mean
data are also used. This section adopts methods and
tools proposed by the U.S. CLIVAR MJO Working
Group (CLIVAR Madden–Julian Oscillation Working
Group 2009), which aimed to provide standardized
metrics on the MJO, and was used to examine eight
AGCMs in Kim et al. (2009).
a. Wheeler–Kiladis diagram
Figure 1 shows the zonal wavenumber–frequency
power spectra of the symmetric component of the OLR
and zonal wind at 200 hPa divided by the background
power (the so-called Wheeler–Kiladis diagram), which
was preprocessed according to a series of procedures
described inWheeler andKiladis (1999) using themodel
result, Advanced Very High Resolution Radiometer
(AVHRR; from 1979 to 2005; Liebmann and Smith
1996) and National Centers for Environmental Pre-
diction (NCEP) reanalysis (from 1979 to 2005; Kalnay
et al. 1996) between 158S and 158N, including all the
seasons. The background powermeans a power spectrum
smoothed in bothwavenumber and frequency. The intent
of the division by the background power is to show only
signals that are statistically significant against the back-
ground noise. See Fig. 10c in Chikira and Sugiyama
(2010) for the antisymmetric component.
The model produces a strong signal of n5 1 equatorial
Rossby (ER) waves [n denotes a meridional mode num-
ber as in Matsuno (1966)], though it is overestimated
and excessively spreads to longer periods in the OLR.
Although the equivalent depth of Kelvin waves tend to be
overestimated in most GCMs (Lin et al. 2006), our model
seems to provide a reasonable depth, though the signals
tend to be underestimated. The model shows unrealisti-
cally strong signals where the zonal wavenumber is nega-
tive and the period is less than 10 days—the area of
‘‘tropical depression’’ disturbances described in, for ex-
ample, Takayabu and Nitta (1993) and Dunkerton and
Baldwin (1995). Although the reason is not clear, the same
figure for our coupledmodel showsmuch better signals for
this area (Watanabe et al. 2010). The signal of the MJO is
comparable to the observation, though it tends to spread to
longer periods and larger wavenumber; that is, the simu-
lated MJO-like waves tend to be rather stationary and
smaller in longitude than the observation. The zonal wind
is better represented in the model than the OLR.
b. Climatology and variance
Figures 2a–f show the annual mean, unfiltered vari-
ance and 20–100-day filtered variance of OLR in the
AVHRR and model. The variance is against the clima-
tological daily mean and the bandpass filtering is based
on a 201-point Lanczos filter.
The annual-mean OLR in the model is overestimated
over the Indian Ocean and underestimated over the Bay
of Bengal and the western coast of Central America. The
bias is consistent with that of the annual-mean pre-
cipitation in these regions (Chikira 2010). The same bias
is seen in many atmospheric GCMs (Kim et al. 2009). In
our case, the problem is improved if coupled with oceanic
models (Watanabe et al. 2010). Reflecting the mean bias,
the unfiltered variance is underestimated in the Indian
Ocean and overestimated in the western coast of Central
America. Besides, it tends to have larger values over the
whole globe and especially around the Maritime Conti-
nent. The 20–100-day filtered variance shows a similar
pattern to the unfiltered counterpart. While the obser-
vation shows the largest peak in the Indian Ocean, the
model does in the western Pacific. Again, the signal tends
to be overestimated over the whole globe. A similar de-
ficiency is seen in many AGCMs (Kim et al. 2009).
The Wheeler–Kiladis diagram for the OLR in the
model (Fig. 1b) shows the overestimated westward-
propagating signals in the period between 30 and 80 days,
which is one of the reasons for the model biases seen
in Figs. 2d and 2f. To remove the bias coming from the
westward-propagating waves, the variance is taken for
the 20–100-day filtered OLR where the westward-
propagating Fourier components were removed (Figs.
2g,h). In Fig. 2h, the global distribution of the variance
better agrees with that in the observation. The largest
variance is still seen in the western Pacific, which shows
that the MJO-like waves are predominant there. The
signal tends to be overestimated over the whole globe.
In section 4, it is shown that one of the reasons is the
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overestimated amplitude of the cloud water accompa-
nying the MJO-like waves.
c. Combined EOF
FollowingWheeler and Hendon (2004) and Kim et al.
(2009), the first and second mode of the combined
empirical orthogonal functions (CEOFs) for the OLR,
zonal wind velocity at 850 (U850) and 200 hPa (U200)
were extracted using 10-yr outputs of the model and
a set of the AVHRR (for OLR) and NCEP reanalysis
(from 1979 to 2005). The results are shown in Fig. 3. The
set of the AVHRR and NCEP reanalysis are referred to
FIG. 1. Zonal wavenumber–frequency power spectra of the symmetric component of (a),(b) OLR and (c),(d) zonal
wind at 200 hPa divided by the background power according to Wheeler and Kiladis (1999): (b),(d) model results,
(a) AVHRR, and (c) NCEP reanalysis. Dispersion curves of the odd-meridional-mode-numbered equatorial waves
for the three equivalent depths of 12, 25, and 50m are indicated by red lines. See text for the abbreviated terminology
of the waves. The unit of frequency and period are cycles per day (cpd) and days, respectively.
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by a term ‘‘observation’’ for simplicity. In advance of the
computing, the anomalies for all three variables were
taken against the climatological daily mean. Next, the
products were 20–100-day filtered and averaged be-
tween 158S and 158N. Then, the amplitudes of the three
variables were normalized by square roots of the zonal
mean temporal variances, respectively.
The first mode in the model reasonably represents the
general structure of themode in the observation.U850 is
easterly over the Western Hemisphere and changes its
sign to the east of the convective peak. U200 has an
opposite sign to U850 and also changes its sign at the
same longitude. Thewidth of the negativeOLR region is
narrower than that in the observation, which is consis-
tent with the overestimated zonal wavenumber for the
MJO-like waves seen in Fig. 1b. Besides, its position is
displaced eastward, reflecting the lack of the convection
in the Indian Ocean (Fig. 2). U200 shows a positive bias
over the entire longitude, though its amplitude seems
plausible. As for the second mode, the model perfor-
mance is not sufficient in representing a maximum
around 808E and aminimum around 1508E for theOLR,
though a similar pattern exists that is obscured and
displaced eastward. Similar deficiencies are also seen in
many AGCMs (Kim et al. 2009). U850 and U200 are
well represented except for its eastward shifts. The same
analysis was made for the same dataset where the
westward-propagating Fourier components were re-
moved. But the result was not qualitatively improved for
both the first and second modes (not shown), which
shows that the deficiency in the second mode is not
coming from the overestimated westward-propagating
intraseasonal signals but is inherent in the model MJO-
like waves.
Figure 4 shows the explained variance for each of the
CEOF modes. In the observation, the first two modes
FIG. 2. (a),(b) Annual-mean OLR (Wm22), (c),(d) variance of the OLR (W2m24), and (e),(f) variance of the 20–100-day bandpass-
filtered OLR (W2m24) in the (left) AVHRR and (right) model. (g),(h) As in (e),(f), respectively, except the westward-propagating
components are removed. Note that scales are different in the bottom three rows.
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are distinct from the other higher modes and the per-
centages of the first and second modes have similar
values of around 20%. In the model, the magnitude of
the first mode is 19.96%, which is very close to the ob-
servation and this is the best result if compared to any
eight models examined in Kim et al. (2009). Although
the percentage of the second mode, 14.51%, is under-
estimated, the value is relatively reasonable among
those eight models. Table 1 shows the explained vari-
ance for each of the variable for the CEOF. The zonal
wind features are better represented than the convective
counterpart as in other models (Kim et al. 2009).
To assess whether the extracted modes are physically
meaningful and distinct from the corresponding red
noise, the power spectrum density for the principal
components of the first (PC1) and second (PC2) modes
is shown in Fig. 5. The time series of the PC1 and PC2
were created by projecting the CEOFs onto unfiltered
data where the seasonal cycles are removed. The ab-
scissa is frequency in logarithmic scale and the ordinate
is the power spectrum density multiplied by frequency.
The area under the density lines in any frequency band is
equivalent to the corresponding explained variance. The
red lines indicate the 95% confidence limit for the cor-
responding red-noise spectra computed as the lag-1
autocorrelation. The power for the model’s PC1 is suf-
ficiently significant between 30- and 80-day periods, but
that for the PC2 is largely underestimated. Its values are
close to the 95% confidence level around an 80-day
period, while it is sufficiently strong around 30 days. The
peak values for the model’s PC1 and PC2 is shifted to-
ward shorter periods compared to the observation. The
variance explained by 30–80-day band for the PC1 and
FIG. 3. (a),(b) First mode of combinedEOFs forOLR (solid) and zonal wind velocity at 850 (long dashed) and 200 hPa (short dashed) in
the (left) observation and (right) model. (c),(d) As in (a),(b), but for second mode. Abscissa and ordinate are longitude and normalized
amplitude, respectively. See text for details of the computing.
FIG. 4. Explained variance for each of the CEOF modes in the
model (gray) and the observation (white).
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PC2 is 42.19% and 32.80% for the model and 54.98%
and 57.88% for the observation, respectively. Although
the model’s density for the PC1 has sufficiently large
values between 30 and 80 days, it is also larger outside
this range, resulting in the underestimation of the ex-
plained variance for the PC1.
The squared coherency and phase difference between
the PC1 and PC2 (hereafter, these are the raw time se-
ries and are not the projection of the CEOFs onto un-
filtered data) are shown in Fig. 6. The coherency of
the model well agrees with the observation within a 30–
80-day period. The mean coherencies within the range
are 0.74 and 0.78 in the model and the observation, re-
spectively. The model’s value is the best one among the
eight models examined in Kim et al. (2009). Although
the model’s second mode is not well represented, it is
highly coherent with the first mode. The model’s co-
herency tends to be high even outside 30–80 days, which
appears to be explained by that the power spectrum of
the MJO-like waves spreads toward both lower and
higher frequency compared to the observation (Fig. 1b).
The phase difference between the PC1 and PC2 shows
that the first mode tends to lead the second one by 1/4
cycle.
Figure 7 shows examples of the time development of
the normalizedPC1 andPC2 from1November to 30April.
The PC1 and PC2 are normalized by the respective
standard deviation for the period. The starting year is
1979 for the observation and the second year of the
10-yr outputs for the model. Since the PC1 and PC2 are
coherent and the PC1 leads the PC2 by 1/4 cycle, the set
of the PC1 and PC2 tends to move counterclockwise
in the diagram of Fig. 7 in both the observation and
model.
To obtain life-cycle composites of theMJO-like waves,
eight phases were defined according to the normalized
PC1 and PC2 as shown in Fig. 7. The magnitude of the
wave was defined by (NPC12 1 NPC22)1/2, where NPC1
andNPC2 are the normalized PC1 and PC2, respectively.
Then the composites for a given phase were made from
the bandpass filtered anomalies of the OLR and wind
velocity at 850hPa of all days that corresponded to the
phase when the magnitude was more than or equal to 1
between 1 November and 30 April. The products of
the observation and model are shown in Figs. 8 and 9,
respectively.
Figure 9 clearly shows that the two leading modes
of the CEOFs in the model correspond to eastward-
propagating waves, though the convective peak tends
to lie over the Maritime Continent, unlike the obser-
vation. The enhancement of the easterly low-level wind
to the east of the convective peak is well represented,
though that of the westerly wind to the west of the peak
tends to be underestimated.
4. Composited results
The aim of the previous subsection is to examine if the
basic structure of the MJO is extracted as the principal
modes of CEOFs. This section further compares the
detailed composited structures for a wider variety of
variables.
TABLE 1. Explained variance for each variable of the CEOF.
First mode Second mode
OLR U850 U200 OLR U850 U200
Model 9.62 26.85 23.41 5.9 17.72 19.91
AVHRR1NCEP 13.21 31.73 21.66 15.91 23.11 23.78
FIG. 5. Power spectra for the PC1 and PC2 multiplied by frequency (blue) in the (a) observation and (b) model. The red lines indicate
the 95% confidence limit for the corresponding red-noise spectra. Abscissa is frequency in logarithmic scale. The 30- and 80-day periods
are indicated by dashed lines.
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a. Method
To select clear events corresponding to the MJO-like
waves, the anomaly of the daily mean OLR was first
taken against the climatological daily mean, which was
smoothed out in advance by a 5-day running average to
remove the fast variation. The compositing process is
based on the local minima of the anomaly that was
bandpass filtered 1–5 in zonal wavenumber and 20–100
days in period and then latitudinally averaged from 108S
to 108N. Furthermore, only the events were chosen that
satisfy the following conditions. The minimum must be
between 608E and 1508W. This range is determined
considering that the model’s MJO-like waves tend to be
located more eastward than the observation as seen in
Fig. 9. The minimum must propagate eastward at least
608 through which theminimum values must be less than
20.7s, where s is the standard deviation of the filtered
anomaly. The mean unfiltered anomaly over 6108 in
longitude with respect to the minima during the propa-
gation must be less than 21.2s. Although the compos-
ites are taken for all the seasons including summer when
clear MJO events are obscured in the observation, the
events in summer tend to be naturally filtered out by
applying all the above conditions. Many settings of the
conditions were tested and the above specific setting
was determined by manually examining if the selected
events correspond to the clear MJO-like waves. How-
ever, the composited results do not depend on the de-
tails of the conditions in a qualitative sense.
The result is compared with the Interim European
Centre forMedium-RangeWeather Forecasts (ECMWF)
Re-Analysis (ERA-Interim) dataset with the period from
1989 to 2005. The OLR provided by AVHRR with the
same period is used when compositing the reanalysis.
The daily mean variables are used for the composites. In
the case of ERA-Interim, the daily mean is made by av-
eraging the 6- or 3-hourly data.
b. Results
Figure 10 shows the number of composited events per
year as a function of longitude. As one can expect from
the results so far, the model underestimates the number
of events over the Indian Ocean, but it is quite reason-
able in other regions. Although the longitudinal range
for the composites is extended up to 1508W, the events
FIG. 6. (bottom) Squared coherency and (top) phase difference
(8) between the PC1 and PC2 in the model (blue) and the obser-
vation (red).
FIG. 7. Time development of the normalized PC1 and PC2 from 1 Nov to 30 Apr in the (a) observation and
(b) model. The PC1 and PC2 are normalized by the respective standard deviation for the period. The values for the
starting date are indicated by the red squares. The starting year is 1979 for the observation and the second year of
the 10-yr outputs for the model. The definition of the phase used for the phase composites is shown. The radius of the
circle located at the center is 1.
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around the region is scarce and do not contribute to the
composited fields significantly.
Figure 11 shows the latitudinally averaged specific
humidity composited in different longitudinal ranges for
the reanalysis and model. The selected variables are
shown as departures from the time mean between 230
and 20 relative days. Considering that the peak moisture
anomaly tends to be located to the south of the equator
between 1508E and 1508W (not shown), the latitudinal
range for the average is from 108S to 108N between 608
and 1508E but from 158S to 58N between 1508E and
1508W. Overall, the model produces less westward
tilt, but it is significant between 1208 and 1508E, as in
the reanalysis. The peak moisture anomaly is seen at
higher level, suggesting the lack of shallow convection.
Reflecting the underestimation of the events over the
Indian Ocean, the moisture anomaly is obscured be-
tween 608 and 908E. In both the reanalysis and model,
the tilt becomes weak between 1808 and 1508W.
Hereafter, the composites are taken in the whole
longitudinal range (608E–1508W) and shown as de-
partures from the time mean between 230 and 20
relative days. Figures 12a and 12b show the specific
humidity anomaly at 600 hPa. Since the peak moisture
anomaly tends to be located to the south of the
equator between 1508E and 1508W in both the re-
analysis and model, and the contribution of the events
between this range is larger in the model (Fig. 10), the
model shows a southward shift of the peak anomaly.
Hereafter, the range of latitudinal average is from
FIG. 8. Phase composites of the OLR (shading; Wm22) and U850 (vectors; m s21) in the
observation. The phase and the number of the days used for the composites are indicated on the
right side. See text for the details of the procedure.
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108S to 108N for the reanalysis and from 158S to 58N
for the model.
The latitudinally averaged specific humidity, relative
humidity, and cloud water anomaly are shown in Figs.
12c–h. Although the large relative humidity anomaly
spreads in the whole upper troposphere, the positive
cloud water anomaly has a sharp peak around 500 hPa in
both the reanalysis and model, suggesting active cumu-
lus detrainment around this level. In the model, the
PDF-based large-scale cloud scheme (Watanabe et al.
2009) is considered to produce large skewness of the
total water owing to the cumulus detrainment there. The
model has a larger amplitude of the cloud water than
that of the reanalysis.
The model shows an overestimated amplitude of the
composited OLR (Fig. 13a) corresponding to the larger
cloud water anomaly compared to the reanalysis, which
also explains the overestimatedOLR variance in Fig. 2h.
As for the precipitation, the model is compared to the
daily product of the Global Precipitation Climatology
Project (GPCP) from 1997 to 2005 and 3-hourly forecast
data of ERA-Interim. The model result is quite similar
to the GPCP product, while the forecast data shows the
eastward shift of its peak unseen in the others (Fig. 13b).
The 2-m temperature anomaly shows its negative peak
around the center of the convective area (Fig. 13c),
corresponding to the enhanced downdraft activity there.
The positive peak of the 2-m specific humidity anomaly
is shifted eastward (Fig. 13d), which mostly explains the
moist static energy anomaly distribution (Fig. 13e). Note
that the units for the temperature and specific humidity
are the same but their scales are not. The model pro-
duces qualitatively similar results to the reanalysis for
both of the temperature and specific humidity, though
FIG. 9. As in Fig. 9, but for the model.
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the eastward shift of the specific humidity and moist
static energy is smaller. The eastward shift of the peak
precipitation anomaly in the reanalysis seems to corre-
spond to that of the moist static energy.
The 10-m zonal wind velocity anomaly shows a close
resemblance between the model and reanalysis (Fig.
13f). However, the model’s 10-m wind speed shows its
maximum over the convective area while it shifts west-
ward in the reanalysis (Fig. 13g). The reason is that the
model overestimates the magnitude of the surface me-
ridional wind velocity there (not shown). The surface
latent heat flux in the reanalysis shows its westward shift
reflecting that of the 10-m wind speed and the negative
anomaly of the 2-m specific humidity to the west (Fig.
13h). The 10-m wind speed bias in the model causes the
maximum surface latent heat flux nearer to the OLR
minimum. In both the reanalysis and model, the peak
surface sensible heat flux is located around 0 days de-
spite the westward shift of the surface wind speed (Fig.
13i). It could be explained by the negative peak in the
2-m temperature around there, which leads to enhanced
static instability near the surface. The amplitude of the
model’s surface sensible heat flux is smaller than that in
the reanalysis presumably because of the smaller am-
plitude of the 2-m temperature. Note that the surface
latent and sensible heat flux in the reanalysis means the
3-hourly forecast products of ERA-Interim with the
initial condition of the reanalyzed fields.
The eastward shift of the 2-m specific humidity is not
explained by the surface latent heat flux whose positive
peak is shifted westward. Since the 2-m temperature
anomaly does not show larger values to the east, the 2-m
saturated specific humidity does not explain the shift
either. Considering that the contribution of the hori-
zontal advection terms to the boundary layer–mean
total water is much smaller than those of the surface and
boundary layer–top fluxes in the model (not shown), the
eastward shift could be explained by the boundary
layer–top flux. The larger total water to the east of the
OLRminimum is considered to lead to less drying owing
to the entrainment at the boundary layer top.
Figures 14a and 14b show the potential temperature
anomaly. It has a large positive peak at 300 hPa over
the convective area andmore moderate one in the lower
to middle troposphere around 210 relative days. The
temperature-anomaly distribution is better understood
by examining the saturation equivalent potential tem-
perature, which shows the similar anomaly distribution.
Since the peak surface-air moist static energy is shifted
eastward, the free-tropospheric temperature over the
eastern side of the convective center would increase
through convective adjustment to the moist adiabatic
temperature profile of the surface air (Betts 1986; Betts
and Miller 1986) if there was no entrainment. However,
the free troposphere there is drier than the convective
center and the entrainment of the air should lead to
a lower cumulus cloud top maintaining the higher tem-
perature only in the lower troposphere, but not in the
upper counterpart. On the other hand, the large positive
free-tropospheric moisture anomaly over the convective
center allows deep convection to reach higher and keep
the higher temperature in the upper troposphere in spite
of the smaller moist static energy of the surface air
compared to the eastern side. The model lacks the nega-
tive temperature peak at 650 hPa seen in the reanalysis
over 0–5 relative days. The reason may be the smaller
amount of the rainfall evaporation. The lack of this neg-
ative temperature peak as well as the weak negative peak
in the 2-m temperature over the convective area might
lead to excessively lower sea surface pressure and cause
the bias in the surface wind speed.
Figures 15a–d shows the apparent heat source (Q1)
and apparent moisture sink (Q2) anomalies (Yanai et al.
1973). The model exhibits the top-heavy heating profile
as seen in the reanalysis. With regard to Q2, the model’s
peak sink in the upper troposphere is similar to the re-
analysis. However, the model has another peak around
800 hPa unseen in the reanalysis presumably because of
the underestimation of shallow convection, which could
be the major factor in the model’s less positive moisture
anomaly in the lower troposphere. The pressure velo-
city has its minimum in the upper troposphere, corre-
sponding to the top-heavy heating profile (Figs. 15e and
15f). The anomalous zonal velocity shows the greater
magnitude to the west of the OLR minimum than the
east and its convergence area extends up to 400 hPa,
corresponding to the top-heavy heating profile. In all the
variables seen in Fig. 15, the model lacks the westward
FIG. 10. Number of composited events per year as a function
of longitude for the model (solid circle) and the AVHRR (open
circle).
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tilt. The less eastward shift of the model’s 2-m specific
humidity may correspond to the less westward tilt of the
free-tropospheric humidity.
5. Summary and discussion
The MJO-like waves produced by the Chikira–
Sugiyama scheme in theAGCMwas compared with the
observation and reanalyses in order to reveal to what
extent the simulated waves capture the various features
of the MJO and identify the future subjects to be im-
proved. First, several analyses weremade using the tools
developed by the U.S. CLIVAR MJO Working Group
to show the model’s performance in terms of the stan-
dardized metrics. Then, a wider variety of composited
variables were further examined with our own method.
FIG. 11. Composited specific humidity (g kg21) in different longitudinal ranges for the (left) ERA-Interim and
(right) model. The longitudinal and latitudinal range for the composites is indicated above each panel. Ordinate and
abscissa are pressure (hPa) and relative time (days), respectively. The 95% significance level is indicated by gray.
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The model showed a strong signal corresponding
to the MJO in the Wheeler–Kiladis diagram, though
the signal tends to spread to a longer period and
a higher zonal wavenumber than the observation. The
model underestimates the convective activity over
the Indian Ocean and the excessively large OLR
variance is seen over the western Pacific, as in many
other AGCMs. One of the reasons for the over-
estimation is considered to be a too-large amplitude
of the cloud water.
The model’s first mode of the combined EOFs for the
OLR and zonal winds at 850 and 200 hPa successfully
captures the overall feature of the MJO seen in the
observation and reanalysis. Its explained variance is
very close to that of the observation and has the best
value compared with the eight models examined in Kim
et al. (2009). However, the OLR minimum is shifted
eastward compared to the observation, reflecting the
lack of convection over the Indian Ocean. The longitu-
dinal width of the negative OLR anomaly is narrower.
The model’s performance is not enough to successfully
represent the second mode, especially its OLR distri-
bution. Despite the poor representation of the second
mode, the model succeeds in representing the high co-
herency between the first and second modes and their
phase difference. Defining the phase with the PC1 and
PC2, the phase composites were taken for the OLR and
wind velocity at 850 hPa. The results demonstrate that
the model’s first and second modes clearly correspond
to the eastward propagation of the fields, though the
FIG. 12. (a),(b) Specific humidity at 600 hPa and latitudinally averaged (c),(d) specific humidity, (e),(f) relative
humidity, and (g),(h) cloud water in the (left) ERA-Interim and (right) model. Abscissa is relative time (days).
Ordinate is latitude in (a),(b) and pressure (hPa) in (c)–(h). Units are indicated above each panel.
DECEMBER 2013 CH IK IRA AND SUG IYAMA 3933
convective region tends to stay over the Maritime Con-
tinent, unlike the observation.
The composites of a wider variety of variables were
taken based on the local minima of the bandpass-filtered
OLR anomaly. The number of the composited events
in the model is almost the same as that in the observa-
tion over the western Pacific, although it is significantly
underestimated over the Indian Ocean. The model
successfully represents the westward tilt of the moisture
anomaly over the eastern Maritime Continent and the
western Pacific, but it is lacking over the western Mari-
time Continent. The model succeeds in representing the
positive moisture anomaly over the convective area but
its peak is higher than that in the reanalysis presumably
because of the underestimated shallow convective ac-
tivity. The composited peak free-tropospheric moisture
FIG. 13. Latitudinally averaged (a) OLR, (b) precipitation, (c) 2-m temperature, (d) 2-m specific humidity, (e) 2-m
moist static energy, (f) 10-m zonal wind velocity, (g) 10-m wind speed, (h) surface latent heat flux, and (i) surface
sensible heat flux, where red lines indicate the model. Blue lines in (a), (b), and (c)–(i) indicate the AVHRR, GPCP,
and ERA-Interim, respectively. Sky blue in (b) indicates the ERA-Interim. The 95% confidence intervals are in-
dicated by error bars. Lines without error bars mean that the confidence intervals are negligible compared to the
amplitude of the variables. Units are shown above each panel.
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in the model tends to shift more southward than that in
the reanalysis, simply because the model MJO-like
waves tend to stay over the western Pacific.
The eastward shift of the peak moist static energy for
the surface air is well represented in themodel, although
the shift is slightly smaller than that in the reanalysis,
probably corresponding to the less westward tilt of the
free-tropospheric humidity. Although the model’s sur-
face zonal wind velocity agrees well with the reanalysis,
the surface wind speed does not exhibit the westward
shift seen in the reanalysis owing to the overestimated
magnitude of the surface meridional wind velocity. It
leads to the lack of the westward shift in the model’s
surface latent heat flux.
The positive temperature anomaly in the upper tro-
posphere over the convective area and the more mod-
erate one in the lower to middle troposphere to the east
are well captured by the model. However, the model
lacks the negative temperature peak in the middle tro-
posphere to the west of the OLR minimum seen in the
reanalysis, probably because of the smaller amount of
the evaporation by the stratiform precipitation. The
model successfully represents the top-heavy profiles of
the Q1 and Q2 seen in the reanalysis, although the
model exhibits more drying in the lower troposphere,
presumably because of the underestimated shallow
convective activity. The overall features of the vertical
and zonal velocities are well represented by the model.
However, the model lacks the westward tilt in Q1, Q2,
and the vertical and zonal velocities.
The most outstanding deficiency in the model is the
weak convective activity over the Indian Ocean. How-
ever, since the climatological precipitation there is
greatly improved when coupled with the oceanic model
(Watanabe et al. 2010), the behaviors of the model
MJO-like waves are expected to be improved by the
coupling and additional necessary tuningwithout changing
the model structure.
An outstanding inherent problem in the AGCM
seems to be the underestimation of the shallow con-
vective activity over the convective area, which causes
the smaller positive anomaly in the lower-tropospheric
humidity. While it is common for other GCMs to
adopt a shallow convection scheme separately from a
deep one in order to enhance the activity, the Chikira–
Sugiyama scheme took the approach to represent shal-
low convection in the same framework as the deep one,
but seemingly the scheme does not represent it suffi-
ciently. Additional improvements in this direction are
still necessary.
The larger amplitude of the model’s upper-tropospheric
cloud water than that of the reanalysis presumably
causes the overestimated OLR variance. The reason is
not clear since many factors are related to it, such as the
representation of the detrainment, subgrid PDF, and
fallout of precipitation. Although the model does not
represent the negative temperature peak in the middle
troposphere over 0–5 relative days seen in Fig. 14a, the
problem might be solved simply by changing the tun-
ing parameters so as to enlarge the efficiency of the
FIG. 14. Latitudinally averaged (a),(b) potential temperature and (c),(d) saturation equivalent potential tem-
perature in (left) ERA-Interim and (right) the model. Ordinate and abscissa are pressure (hPa) and relative time
(days), respectively. The 95% significance level is indicated by gray. Units are shown above each panel.
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rainfall evaporation. Such a change may also improve
the distribution of the sea surface pressure and thereby
surface wind over the convective area.
Despite all the problems described above, the model
successfully reproduces the eastward propagation of the
convective area and accompanying wind fields to the
extent that it can be extracted by the CEOF principal
components. The basic features of the composited
anomalous fields including moisture, temperature, and
vertical and zonal winds resemble those of the ERA-
Interim both in the free troposphere and surface air.
Hence, the essential dynamics of the MJO is considered
to be represented by the model. Part II of this paper
builds on this result and further analyzes the variation
of the free-tropospheric humidity focusing on the
mechanism of the MJO. Thequestion as to why the
Chikira–Sugiyama scheme succeeded in representing
the MJO to this degree will be discussed through the
analysis in Part II.
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