Exact bounds for exponential dichotomy roughness II. An example of attainability  by Vinograd, Robert E
JOURNAL OF DIFFERENTIAL EQUATIONS 90, 203-210 (1991) 
Exact Bounds for Exponential Dichotomy Roughness 
II. An Example of Attainability 
ROBERT E. VINOGRAD 
North Dakota State University, Fargo, North Dakota 58105 
Received June 23, 1990 
1. NOTATIONS 
As in [ 11, given 0 c /? < ~14 we use the notations 
0 = sin 28, c=cosp, s = sin j?, 
Next for 0 5 $ S B we define a function H = H($), 0 5 H < 742, by 
sin * 
tan H=- 
s c 
c+s cos*+c+cos*-s 
It is easily seen that 
cos H = (cos e + c)(cos ti - s) sin H= 
cos*+c--s 
(c-.s)cos~+1-ccs’ (c-s)cos$+l-ccs 
sin * 
I ’ tan H($) d$ = In N(P). 0 
(1) 
(2) 
2. THE GOAL OF THE EXAMPLE 
In the (x, y)-plane with polar coordinates (r, $) consider a perturbed 
linear system 
;(;)=(A+B)(;), (3) 
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where the unperturbed matrix is 
A= 
and the perturbation matrix B = B(t) has norm IB(t)l 5 19. In this notation 
Theorem 2.1 in [l] states that system (3) admits an exponential dichotomy 
of the form 
r(t) 
! 
5 f&-d-“) for lower solutions 
- 
4s) 1 
(t?s), 
2 - eau ~ s) 
K 
for upper solutions 
where 
(4) 
and that the lower solutions (stable subspace U,) remain within the angle 
[$I 5 /I and the upper ones (unstable V,) remain within 111/ - 71/2( I /I so 
that 
y=inf $,2x/2-2/?. 
We show that all these bounds are unimprovable. Namely, given an 
arbitrary fixed 6 = sin 28 we construct a family of perturbations B = B,(t) 
defined on -cc < t < co for all 0 < E < sP (where sg is specified later) such 
that 
IBAtH = 0 (5) 
and system (3) with B = B,(t) has 
a=l--8, (6) 
K> WV - E, (7) 
y < n/2 - 2p + E. (8) 
3. AN AUXILIARY SYSTEM 
Consider the system 
(9) 
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It is of form (3) with 
B= IB( = 8. 
The equation for its solution’s polar angle is 
$=sin2*-e (10) 
and its phase portrait is shown in Fig. 1. Let POP and Q,,Q be trajectory 
arcs in the first quadrant, geometrically symmetric, and start at t = 0 from 
the points PO and QO, respectively (Fig. 1). We also consider the extension 
of P, P up to its x-intercept P’ (Fig. 1). 
Next let the time distance t(P,P’) from P,, to P’ be T’ so that t(P,P) = 
Ts T’, and let P, & be points such that t(P,P) = t(Q,,Q) = T/2. 
LEMMA. (i) P and 0 are symmetric (see Fig. 1). (ii) Zf the polar angle 
Il/,, = *(PO) of the point P, is close enough to /?, t,b,, c /?, so is $ = e(P). 
Consequently, the angle II/(Q) - 1+9(p) (Fig. 1) is close to 42 - 28. 
Proof. We start with (ii). It suffices to prove it in the worst case P = P’, 
T= T’. By integrating (10) with the initial conditions t = 0, $ = $0 we get 
s $ t= 4 s +o dd tiLosin2#-8= IL 8-sin24’ 
FIGURE 1 
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The requirement (P,P) = T’/2 means that 
Since the integrand is nonnegative (recall that 0 = sin 28 and 0 5 II/ 5 B) 
and at tiO = p the right-hand part = + co, clearly tiO 7 fi implies that tj 7 p. 
To prove (i) it s&ices to note that if for P,,P the corresponding solution 
of (10) is e(t) then for Q,Q it is qI(t) = n/2 - $(T- t). This shows that 
W/‘4 and IJIdU2) are symmetric, and the rest follows. 
Remark. Without loss of generality we can and do assume that 
IOP,I = 1 because a homothetic transformation of Fig. 1 does not change 
anything. 
4. CONSTRUCTING THE EXAMPLE 
With the notation in (1) consider first a nonlinear system 
ii-= -x+(8cosH)x+(8sinH)y, 
j=y-(8sinH)x+(8cosH)y, 
or, in polar coordinates, 
i/r= -cos2J/+0cosH, 
$ = sin 2$ - B sin H, 
(11) 
(12,) 
(W 
One can check that, using (l), the above can be written as 
i/r= - 1 +8+ [tan H($)]t,b (131) 
$ = [2(c -s) sin 11/] cos H(II/). (13,) 
According to (l), tan H($) is increasing and remains bounded for 
05;3/5fl so that 
05ff($)SW), 0 < H(P) < x/2, 
0 5 sin H(+) 5 sin H(p), O<sin H(p)< 1, (14) 
cos H( $) > 0. 
Find /$, from 
sin 2& = 8 sin H(P). (15) 
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By (14) we have 
0 < 0 sin H(/?) < 8 = sin 2/3 
so the equation determines two angles, &, and z/2 -PO, where 0 < /&, < /?. 
We start our construction by plotting these angles as dashed rays in 
Fig. 2. 
Set 
-+ = min(W - PO), WQ j 
and fix an arbitrary E, 
0 < & < Ep 
Next fix tjO as follows. Firstly, using the lemma we choose 
$0 = $(P,) < /? so close to fi that $ = JI(P) for any T5 T’ satisfies 
0 <p - l,h < E/2. 
By the lemma this implies that 
lj(Q) - II/(P) < n/2 - 2p + E. (16) 
Secondly, we also assume $,, < p to be so close to j? that (cf. (2)) 
(17) 
With such a tie fixed we find a solution Ii/(t) z tipo(f) of (13J on the semi- 
FIGURE 2 
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axis -co < t 5 0 with the initial (it would be better to say “terminal”) 
condition es(O) = tiO. Since the right-hand part of (13,) is strictly positive 
for 0 < $5 /I0 and independent of t, it follows that tip,(t) is increasing and 
t+bpo(t)+O as t + -co. Inserting $=Il/(t)=tjp,,(t) into (13,) and inte- 
grating yields 
lnz= -(l-B)(t-s)+j’(r)tanH(+)@, 
i(S) 
(18) 
where for definiteness we assume that r(0) = 1 (cf. Remark). The solution 
14th 4w)l (19) 
of system (13) is shown in Fig. 2 as the curve terminating at the point PO. 
Now we insert H = H(l(lpo(t)) into (11) and call the system so obtained 
(11,). This is a portion of our ultimate system so far defined on 
- co < t 5 0. It still admits (19) (or, if one wishes, its Cartesian version 
x(t) = r(t) ~0s I(lpo(f), Y = r(t) sin tip,(t)) as one of its solutions, but now it 
is linear and has form (3) with 
B=&(t)= 0 ~0s H(tiP,,(t)), 0 sin H(tiPo(t)) 
-8 sin H(J/&h > 0 cos H(h-,,(t))’ Ill,(t)1 E8. 
Since the latter holds, Theorem 2.1 in [ 1 ] (as applied to t E R _ rather than 
t E Iw + ) guarantees that the system has a uniquely determined one-dimen- 
sional stable subspace U, which consists of solutions that +O as t + -co. 
By the same theorem (see also Lemma 3.3 and 3.4 in [ 11) a solution 
belongs to U, if and only if it remains within the angle I$ - 71/21 5 jl for all 
t 5 0. 
Now we prove more: in our case U, actually lies within the angle 
7112 - /lo < lj < n/2. 
Consider the direction field of system (1 lo) on the ray I+G = 7r/2. Here, by 
(122h 
as indicated in Fig. 2 by the short arrows. Next check the field on the ray 
$ = n/2 - /I,,. By ( 122), this time 
$=sin 2/$,-e sin H(t,bP,,(t)). 
Since 0 < tip,,(t) < /? and (14), (15) hold, we get $ > 0, which is also 
shown in Fig. 2 by the short arrows. 
Thus at any t 5 0 the angle between 7112 - /I0 and n/2 forms a “trap,” so 
that there are solutions which remain there for all t 5 0. By uniqueness they 
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coincide with those in U,. Their initial values at t=O (i.e., the position of 
U,) is shown in Fig. 2 as a broken ray between 7112 - /I0 and 42, as well 
as the symmetric ray $ = p between 0 and /I$,. 
Now let us turn to the auxiliary system (9) (Fig. 1). At t = 0, from P, 
there starts a solution of (9) which crosses the ray $ = p at some point P 
(Fig. 1 and Fig. 2). This determines the time-distance T = t(P, P) (Fig. 1). 
The point Q, which is symmetric with P now serves as the initial for 
both the arc Q,Q in Fig. 1 and the solution of (11,) in U,, i.e., which -+O 
as t -+ --co and is now uniquely determined by the choice of Q,; it is 
shown in Fig. 2 as the dashed curve. 
Now we define our system as being (11,) on (- co, 0] and (9) on [0, T]. 
To complete its construction on [T, + co) we use a “symmetry 
argument.” Namely, we begin again with systems like (11 t( 13) but with 
the roles of the x- and y-axes interchanged. 
Since these systems are autonomous, we can find as before their solution 
that is geometrically symmetric with (19) but starts from Q at the moment 
t = T rather than t = 0. 
Proceeding as before, we finally come to a system of form (3), which is 
defined on the whole t-axis, satisfies (5) and has the lower (L) and upper 
(U) solutions shown in Fig. 3. 
Remark. This terminology is slightly different and actually more 
accurate than that in [l] because now we have a dichotomy on the whole 
axix t E R with both lower and upper subspaces uniquely determined, 
FIGURE 3 
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whereas in [ 1 ] only the former was uniquely determined and in the choice 
of the latter there was some freedom. 
What is left is to check properties (6~(8). According to the general 
Theorem 2.1 in [l], since (5) holds, (4) is true. But now Eq. (18) 
establishes both (6) and (7). In fact, consider (18) with t = 0 and s + ---co 
so that e(t) = $,, and e(s) + 0. Since the integral in (18) is bounded, we see 
that the solution exponent is exactly --c( = - (1 - 0), and (17) shows that 
K cannot be done better than in (7). (By symmetry, the same holds for the 
upper solution). 
Finally, according to the lemma, at the moment that t = T/2 the lower 
and upper subspaces get as close in the angle as they do in (16), which 
provides (8). 
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