Abstract. We call a simplicial complex algebraically rigid if its Stanley-Reisner ring admits no nontrivial infinitesimal deformations, and call it inseparable if does not allow any deformation to other simplicial complexes. Algebraically rigid simplicial complexes are inseparable. In this paper we study inseparability and rigidity of Stanley-Reisner rings, and apply the general theory to letterplace ideals as well as to edge ideals of graphs. Classes of algebraically rigid simplicial complexes and graphs are identified.
Introduction
In the study of monomial ideals it is a popular technique to polarize in order to obtain squarefree monomial ideals. Let S = K[x 1 , . . . , x n ] be the polynomial ring in n indeterminates over the field K. Given a monomial ideal I ⊆ S, the polarized ideal I ℘ of I is a squarefree monomial ideal defined in a larger polynomial ring S ℘ and S/I is obtained from S ℘ /I ℘ by reduction modulo a regular sequence of linear forms consisting of differences of variables, see [5, page 19] for details. In other words, S ℘ /I ℘ may be viewed an unobstructed deformation of S/I over a suitable affine space.
The natural question arises whether S ℘ /I ℘ or any other K-algebra defined by a squarefree monomial ideal admits further unobstructed deformations, or at least non-trivial infinitesimal deformations. This may be indeed the case as the third author learned from Fløystad. Let I ⊆ S be a squarefree monomial ideal, and let y be an indeterminate over S. Fløystad (see [4] ) calls a monomial ideal J ⊆ S[y] a separation of I for the variable x i if the following conditions hold:
(i) the ideal I is the image of J under the K-algebra homomorphism S[y] → S with y → x i and x j → x j for all 1 ≤ j ≤ n; (ii) x i and y divide some minimal generators of J; We say that ∆ is ∅-rigid if T 1 (∆) −b = 0 for all b ∈ {0, 1} n . Thus, by (ii), ∆ is rigid, if and only if all its links are ∅-rigid. These and other facts are recalled in Section 1. We close the section by applying the general theory to characterize inseparable simplicial complexes. Say, ∆ is a simplicial complex on the vertex set [n] . To each vertex i of ∆ one attaches a graph G {i} (∆) whose vertices are those faces F ∈ ∆ for which F ∪ {i} ∈ ∆. The edges of G {i} (∆) are those {F, G} for which F G or G F . In Theorem 1.7 we show that ∆ is inseparable if and only if G {i} (∆) is connected for i = 1, . . . , n, and that this is equivalent to the condition that In Section 2 we consider various operations on simplicial complexes and study their behaviour with respect to rigidity. In Proposition 2.3 it is shown that the join ∆ 1 * ∆ 2 of the simplicial complexes ∆ 1 and ∆ 2 is rigid if and only if this is the case for ∆ 1 and ∆ 2 .
More complicated is the situation for the disjoint union of two simplicial complexes ∆ 1 and ∆ 2 . Here we assume that none of the two simplicial complexes is the empty set and that their 0-dimensional faces correspond to their vertex set, a condition that we do not require in general. Under these (very weak) assumptions it is shown in Theorem 2.4 that ∆ 1 ∪ ∆ 2 is inseparable if and only if ∆ 1 and ∆ 2 are simplices, and that ∆ 1 ∪ ∆ 2 is rigid if and only in addition one of the simplices has positive dimension. As a consequence we see that a disconnected simplicial complex of positive dimension is never rigid, unless all its components are simplices.
Finally in Theorem 2.9 we consider what we call the circ of two simplicial complexes, denoted by ∆ 1 •∆ 2 . Suppose that V i is the vertex set of ∆ i and that V 1 ∩V 2 = ∅. Then, by definition, F ⊆ V 1 ∪ V 2 is a face of ∆ 1 • ∆ 2 if and only if either F ∩ V 1 is a face of ∆ 1 or F ∩ V 2 is a face of ∆ 2 . Note that ∆ 1 • ∆ 2 = (∆ 1 * V 2 ) ∪ ( V 1 * ∆ 2 ) and that I ∆ 1 •∆ 2 = (I ∆ 1 I ∆ 2 ). It turns out that ∆ 1 and ∆ 2 are rigid if ∆ 1 • ∆ 2 is rigid and I ∆ 1 , I ∆ 2 = 0. The converse is true only under some additional assumptions.
A motivation for us to study the circ-operation resulted from the desire to classify the rigid letterplace ideals, see [4] . Given two finite posets P and Q, one assigns a monomial ideal L(P, Q), which in the case P = [n] or Q = [n] is called a letterplace ideal or a co-letterplace ideal, respectively. Letterplace and co-letterplace ideals have been considered before in [3] . In the paper [4] it is shown that all letterplace ideals are inseparable. Here we show that L(P, Q) is rigid if and only if no two elements of P are comparable, see Theorem 2.11. In the proof of one direction of this theorem we need the circ-construction.
The last section of this paper is concerned with the rigidity of edge ideals. Given a finite simple graph on the vertex set [n] one assigns to it the so-called edge ideal I(G) generated by the monomials x i x j with {i, j} an edge of G. Obviously I(G) = I ∆(G) for some simplicial complex ∆(G). This simplicial complex is called the independence complex of G. Indeed, its faces are the independent sets of G, that is, the subsets of [n] which do not contain any edge of G. We say that G is rigid if ∆(G) is rigid. Again there exist already various concepts of rigid graphs which should not be confused with the definition of rigidity used in this paper. Similarly, we say that G is inseparable if I(G) is inseparable. The ultimate goal would be to classify all rigid and inseparable graphs. It is not clear whether a nice description of these classes of graphs is possible. However with some additional assumptions on the graphs, inseparable or rigid graphs can be characterized combinatorially. Recall that a vertex i of G is called a free vertex if it belongs to only one edge, and an edge is called a leaf if it has a free vertex. Finally an edge e of G is called a branch, if there exists a leaf e ′ with e ′ = e such that e ∩ e ′ = ∅. Our main result on rigidity of graphs is formulated in Theorem 3.10: Let G be a graph on the vertex set [n] such that G does not contain any induced cycle of length 4, 5 or 6. Then G is rigid if and only if each edge of G is a branch and each vertex of a 3-cycle of G belongs to a leaf. Theorem 3.10 has several consequences. In Corollary 3.11 it is shown that a chordal graph G is rigid if and only if each edge of G is a branch and each vertex of a 3-cycle of G belongs to a leaf. Another consequence is the fact that a graph with the property that all cycles have length ≥ 7 is rigid if and only if each of its edges is a branch, see Corollary 3.12. This result implies in particular that a forest consisting only of branches is rigid. Finally we notice in Corollary 3.13 that a cycle is rigid if and only if it is a 4-or 6-cycle.
The cotangent functor T 1 and rigid and inseparable Stanley-Reisner rings
The cotangent functor T 1 . Let ∆ be a simplicial complex on the vertex set V (∆) = [n] where [n] = {1, . . . , n}. We denote by [∆] the set of elements i ∈ [n] with {i} ∈ ∆. Let F 1 , . . . , F m ⊆ [n]. We denote by F 1 , . . . , F m the smallest simplicial complex ∆ with F i ∈ ∆ for i = 1, . . . , m. The elements of ∆ are called faces. A facet of ∆ is a face of ∆ which is maximal with respect to inclusion. The set of facets of ∆ will be denoted by F (∆).
We fix a field K. The ideal I ∆ denotes the Stanley-Reisner ideal in S = K[x 1 , . . . , x n ], that is, the ideal generated by the monomial x N with N ⊆ [n] a non-face of ∆. Here
The cotangent cohomology modules T i (K[∆]) which we denote by T i (∆) are Z ngraded. We quote several facts about the Z n -graded components of T i (∆) which were shown in [2] .
We write c ∈ Z n as a − b with a, b ∈ N n and supp a ∩ supp b = ∅, and set A = supp a and B = supp b. Here N denotes the set of non-negative integers, and as in the introduction the support of a vector a ∈ N n is defined to be the set supp a = {i ∈ [n] : a i = 0}.
Recall that for a subset A of [n], the link of A is defined to be
We will also need the following result:
In the present paper, we are only interested in T 1 . Because of Proposition 1.2(b) it is important to know how to compute
. For this purpose we introduce some notation.
Let Y be a collection of subsets of [n]. We set K 0 (Y) = {λ : Y → K} and
With the notation introduced one has
is the map as defined above and r :
n . For ∅-rigidity it is enough to check the vanishing of
. It follows from Proposition 1.2 that ∆ is rigid if and only if link ∆ A is ∅-rigid for all A ∈ ∆. Thus we will assume a = 0 from now on.
As an immediate consequence of Proposition 1.3 one obtains
, where
Let B be a subset of [n] . We define G B (∆) to be the graph whose vertex set is N B (∆) and for which {F, G} is an edge of G B (∆) if and only if F G or G F . It follows that λ ∈ Λ B (∆) is constant on the connected components of G B (∆). Note that if |B| = 1, then N B (∆) = ∅. We see that if |B| ≥ 2, then
which contain no element of N B (∆),
Hence the rigidity of a simplicial complex is independent of the field K.
[n] , its link is a simplex, too. Thus, 2
[n] is rigid. Of course, this is known before
. Again this follows also directly from the fact that
The ideal (x i x j : i = j) may be interpreted as the edge ideal of the complete graph on the vertex set [n] . Rigidity of edge ideals will be discussed in details in Section 3.
The following lemma tells us when T 1 (∆) −b vanishes if supp b ∈ ∆. We denote by 2 B the simplex on the vertex set B. Proof. Since B ∈ ∆ it follows that ∅ ∈ N B (∆). Therefore, λ(F ) = λ(∅) for all λ ∈ Λ B (∆). Thus the K-vector space Λ B (∆) is generated by one element λ 0 which is forced to be the 0-element if N B (∆) = ∅ and which may be chosen to be the constant map with λ 0 (∅) = 1, otherwise. This proves (a). Also (b) follows from this considerations keeping in mind Corollary 1.4(b). Alternatively, statement (b) follows from Lemma 1.2(a).
Separation. Let, as before, ∆ be a simplicial complex on the vertex set [n] . We say that ∆ is separable, if for some i, I ∆ admits a separation for x i . Otherwise, we say that ∆ is inseparable.
Let I = I ∆ be minimally generated by the monomials u 1 , . . . , u m , and let J be a separation of I for the variable x i . In the further discussions we refer to the conditions (i), (ii) and (iii) for separation, as given in the introduction. By condition (iii), S/I is obtained from S[y]/J by reduction modulo a linear form which is a regular element on S[y]/J. This implies that I and J are minimally generated by the same number of generators. Let J be minimally generated by v 1 , . . . , v m . We may assume that y divides v 1 , . . . , v k but does not divide the other generators of J. We may furthermore assume that for all i, v i is mapped to u i under the K-algebra homomorphism (i). Then we may write
From this presentation and by (iii) it follows that S[y]/J is an unobstructed deformation of S/I induced by the element [ϕ] ∈ T 1 (S/I) −e i , where ϕ ∈ I * is the S-module homomorphism with ϕ(u j ) = u j /x i + I for j = 1, . . . , k and ϕ(u j ) = 0, otherwise.
Condition (ii) makes sure that S[y]/J is a non-trivial deformation of S/I. Indeed, suppose [ϕ] = 0. Observe, that deg ϕ = −e i . Therefore, ϕ ∈ (Im δ * ) −e i , which is the K-vector space spanned by ϕ i = δ * (∂/∂x i ). Here δ * : Der K (S) → I * is the map as defined in the introduction with δ * (∂)(f ) = ∂f + I for ∂ ∈ Der K (S) and f ∈ I. It follows that ϕ = λϕ i for some λ ∈ K. Since ϕ(u 1 ) = u 1 /x i + I = λϕ i (u 1 ) it follows that λ = 1. On the other hand, by condition (ii), there exists j > k such that x i |u j and ϕ(u j ) = I = u j /x i + I = ϕ i (u j ). This is a contradiction. It follows from the above observations that ∆ is inseparable if T 1 (∆) −e i = 0 for i = 1, . . . , n. The arguments given above, even show that the image of the deformation
Finally we obtain Theorem 1.7. The following conditions are equivalent:
Proof. (b) ⇒ (a) follows from the discussions before, and
is not connected for some i. Then the vertex set of G {i} (∆) can be written as a disjoint union V (G {i} (∆)) = A ∪ B such that for all F ∈ A and all G ∈ B, neither F G nor G F .
Let
where none of the u j is divisible by x i . Note that if {x F 1 , . . . , x Fr } is the minimal set of monomial generators of I(A) and {x G 1 , . . . , x Gs } is the minimal set of monomial generators of I(B), then
is the set of monomials of the minimal monomial set of generators of I which are divisible by x i . Thus, the ideal J = (yI(A), x i I(B), u 1 , u 2 , . . . , u t ) ⊆ S[y] satisfies the conditions (i) and (ii) of a separation of I. We will show that y − x i is a non zero-divisor of S[y]/J. This will then imply that ∆ is separable, yielding a contradiction.
Indeed, suppose y−x i is a zero-divisor of S[y]/J. Then y−x i belongs to a minimal prime ideal P of J. Since P is a monomial prime ideal it follows that y, x i ∈ P . Now let F ∈ A and G ∈ B and suppose that F ∪ G ∈ ∆. Then F ∪ G ∈ N {i} (∆), and hence F ∪ G ∈ A since F F ∪ G, and similarly F ∪ G ∈ B since G F ∪ G. This is a contradiction. Therefore, F ∪G ∈ ∆ for all F ∈ A and G ∈ B. This implies that I(A)I(B) ⊆ I. It follows that I(A)I(B) ⊆ J, since x i does not divide any of the generators of I(A)I(B). Now since I(A)I(B) ⊆ P we conclude that I(A) ⊆ P or I(B) ⊆ P . As P is a minimal prime ideal of J, we see that y ∈ P if I(A) ⊆ P and x i ∈ P if I(B) ⊆ P . In any case we obtain a contradiction. k-Separation. Let A and B be two finite collections of sets with F ∩ G = ∅ for all F ∈ A and G ∈ B. As it is common, we denote by A * B the join of A and B, where A * B = {F ∪ G : F ∈ A, G ∈ B}. If Γ and Σ are simplicial compexes, then the join Γ * Σ is again a simplicial complex. The vertex set of Γ * Σ is the set
We may decompose ∆ as a disjoint union
As in the proof of Theorem 1.7, we can express I ∆ as
where the generators u j are not divisible by x i . We define a new simplicial complex ∆ on the vertex set (
Here Ω = {v 0 , . . . , v k } , and
. . , x n , y 0 , . . . , y k ]. Then I ∆ is an ideal of T and
Theorem 1.7 provides the induction step of proving the k-separability. Thus applying induction it can be shown that S/I is isomorphic to T /I ∆ modulo the regular sequence y 1 − y 0 , . . . , y k − y k−1 , and furthermore
Joins, disjoint unions and circs of simplicial complexes
In this section we consider simplicial complexes arising from pairs of simplicial complexes and study their behaviour with respect to rigidity. Part of the results will be applied to classify rigid algebras defined by letterplace ideals.
Monomial localization. In the following localization will be one of the tools in the proofs. Let K be a field, S = K[x 1 , . . . , x n ] the polynomial ring over K, I ⊆ S a monomial ideal and P ⊆ S a monomial prime ideal. Then P = P F where F ⊆ [n] and
We observe that (S/I) P = S P /I(P )S P , where
is the monomial ideal which is obtained from I by the substitution x i → 1 for i ∈ F . The ideal I(P ) is called the monomial localization of I with respect to P . Lemma 2.1. Let I ⊆ S be a monomial ideal, P ⊆ S a monomial prime ideal, and
Proof. (a) Since the functor T 1 (−) commutes with localization (see [7] ), we have
The last isomorphism follows from the fact that
(b) Suppose that T 1 (S(P )/I(P )) = 0 and let m P be the graded maximal ideal of S(P ) . Then T 1 (S(P )/I(P )) m P = 0 because m P ∈ Supp(T 1 (S(P )/I(P ))). It follows that (T 1 (S(P )/I(P ))[x i : i ∈ P ]) P = 0, since m P S = P . Hence the assertion follows from part (a).
(c) Since
On the other hand,
Note that the fact stated in Lemma 2.1(c) which says that the link of a rigid simplicial complex is again rigid can also be deduced from Proposition 1.2(b). Example 2.2. Let I be a squarefree monomial ideal of K[x 1 , . . . , x n ] generated in degree n − 1.
(a) If n = 3, then I is rigid if and only if I is generated by two monomials.
(b) If n ≥ 4, then I is not rigid.
Proof. In the following we may assume that I is not a principal ideal, because in this case I is a complete intersection generated in degree ≥ 2, and hence I is not rigid.
(a) For n = 3, I is an edge ideal of a nonempty simple graph with 3 vertices. Edge ideals will be treated in detail on Section 3. A nonempty simple graph with 3 vertices is an isolated edge or a path of length 2 or a triangle. It follows from Theorem 3.10 that in those graph, only the second is rigid. This proves our result.
(b) We proceed by induction on n. Assume n = 4. If I is generated by 4 monomials, then the monomial localization I(P ) of I with respect to P = (x 1 , x 2 , x 3 ) is the edge ideal of a triangle, and so I(P ) is not rigid because of Theorem 3.10. By Lemma 2.1(b) it follows that I is not rigid. If I is generated by 3 monomials, then I is the product of a variable, say x 1 , and the edge ideal (x 2 x 3 , x 2 x 4 , x 3 x 4 ) of a triangle, and so it is not rigid. Indeed, this follows again from Lemma 2.1(b) by monomial localization with respect to P = (x 2 , x 3 , x 4 ). If I is generated by 2 monomials, then it is the product of a monomial of degree 2 and an ideal generated by variables, and again I is not rigid. Assume n > 4. If I is generated by n monomials, then the monomial localization I(P ) of I with respect to P = (x 1 , x 2 , x 3 ) is the edge ideal of a triangle, and so I is not rigid. If I is generated by less than n monomials, then I is the product of a variable and an ideal J which is generated in degree n − 2 in the remaining n − 1 variables. It follows from the induction hypothesis that J is not rigid and so I is not rigid.
Joins. Let ∆ 1 and ∆ 2 be simplicial complexes with disjoint vertex sets.
In particular ∆ 1 * ∆ 2 is rigid if and only if ∆ 1 and ∆ 2 are rigid.
Proof. Set I = I ∆ 1 * ∆ 2 . Then I = I 1 + I 2 , where I 1 = I ∆ 1 S, I 2 = I ∆ 2 S and where
be the a resolution of I 1 and let
be the a resolution of I 2 . Then
is a free S-resolution of I, because Tor
Here M * = Hom S (M, S/I) for any graded S-module M. Assume that I 1 is minimally generated by u 1 , . . . , u r and I 2 is minimally generated by v 1 , . . . , v s . Let f 1 , . . . , f r be the basis of F 1 , where f i is mapped to u i in I 1 for 1 ≤ i ≤ r and let g 1 , . . . , g s be the basis of G 1 , where g j is mapped to v j in
for i = 1, . . . , n, and
for j = 1, . . . , m.
Since (4) and (5) imply that
. This yields the desired isomorphism because
The identity given in Proposition 2.3 induces for all a − b ∈ Z n an isomorphism of K-vector-spaces
which, alternatively, can be proved along the following lines:
(i) Observing that links commute with joins, it is enough to prove that
where
(ii) Next we observe that
, if B 1 = ∅ and B 2 = ∅. Therefore, the identity in step (i) is valid in this case.
(iv) If one of the B i is the empty set, say B 2 = ∅, then (ii) implies that
This yields
Disjoint unions. Next we consider the simplicial complex ∆ 1 ∪ ∆ 2 which is the disjoint union of ∆ 1 and ∆ 2 . The vertex set of
Theorem 2.4. Let ∆ 1 = {∅} and ∆ 2 = {∅} be simplicial complexes with disjoint vertex sets and with the property that
The following conditions are equivalent: (
Since ∆ is inseparable, Theorem 1.7 implies that the graph
Since N {i} (∆ 1 ) and ∆ 2 \ {∅} belong to different connected components of G {i} (∆) and since G {i} (∆) is connected, it follows that either N {i} (∆ 1 ) = ∅ or ∆ 2 \ {∅} = ∅. The second case is ruled out by assumption. Hence, N {i} (∆ 1 ) = ∅. This implies that i ∈ F for all F ∈ F (∆ 1 ). Since i is an arbitrary element in V (∆ 1 ) we see that F (∆ 1 ) = {V (∆ 1 )}. Starting with i ∈ V (∆ 2 ), the same argument proves that ∆ 2 is also a simplex.
(2) ⇒ (1): By Theorem 1.7, it is enough to show that G {i} (∆) is connected for all i ∈ V (∆ 1 ) ∪ V (∆ 2 ). Let i ∈ V (∆ 1 ). As mentioned above we have N {i} (∆) = N {i} (∆ 1 )∪∆ 2 \{∅}. Since ∆ 1 is a simplex and {i} ∈ ∆ 1 it follows that N {i} (∆ 1 ) = ∅. Thus N {i} (∆) = ∆ 2 \ {∅}. Therefore G {i} (∆) is connected because ∆ 2 is a simplex. A similar argument shows that G {i} (∆) is also connected for all i ∈ V (∆ 2 ).
(
. So by Theorem 1.7, ∆ is inseparable. Thus using part (a) we have that ∆ 1 and ∆ 2 are simplices. Suppose that dim ∆ 1 + dim ∆ 2 = 0. Then dim ∆ 1 = dim ∆ 2 = 0, and hence I ∆ is of the form (xy). It follows that
The assumptions imply that I ∆ is of the form (x i y j : i = 1, . . . , n, j = 1, . . . , m) with n ≥ 2 or m ≥ 2. Corollary 2.10 implies that ∆ is rigid. Circs. For i = 1, 2, let ∆ i be a simplicial complex on the vertex set V i and assume that V 1 ∩ V 2 = ∅. Then the circ of ∆ 1 and ∆ 2 is the simplicial complex ∆ 1 • ∆ 2 with vertex set V 1 ∪ V 2 whose faces are those subsets F of V 1 ∪ V 2 for which either F ∩ V 1 is a face of ∆ 1 or F ∩ V 2 is a face of ∆ 2 .
It is worthwhile to note that if
In the following we set M B (∆) = {F ⊆ V (∆) : F / ∈ ∆ and F ∩ B = ∅} for any B ⊆ V (∆). For later use we list a few obvious facts in the next lemmata.
We use these lemmata to prove Proposition 2.8. Let ∆ 1 and ∆ 2 be two simplicial complexes on the vertex sets V 1 and V 2 , respectively, and let
(a) Suppose that b 1 , b 2 = 0. Then
Proof. First we observe that for each i = 1, 2,
6(a) together with Lemma 2.7(a) imply that
Since
It follows from Lemmata 2.6(a) and 2.7(a) that
So we have proved that λ = 0 in any case. Thus 
We define a homomorphism ϕ from Λ 1 (
. One can check that ϕ(λ 1 ) belongs to Λ 1 (∆ 1 • ∆ 2 ) −b 1 and that ϕ is injective. To see that ϕ is surjective, one only need to notice that for any We may assume that I ∆ 1 ⊆ S 1 and I ∆ 2 ⊆ S 2 .
(a) Let P 1 = (x 1 , . . . , x n ) and P 2 = (y 1 , . . . , y m ). Since
, we see that
Thus the assertion follows from Lemma 2.1(b).
(b) First suppose that ∆ 1 • ∆ 2 is rigid, and suppose that there exist F 1 ∈ ∆ 1 and F 2 ∈ ∆ 2 such that the Stanley-Reisner ideal I link ∆ j F j is of the form z j P j where z j is a variable in S j with z j ∈ P j , P j ⊆ S j is either a monomial prime ideal or
is not rigid because the ideal (z 1 z 2 ) is not rigid, a contradiction (see Proposition 1.2(b) or Lemma 2.1(c)).
Suppose that ∆ 1 • ∆ 2 is not rigid. Then there exist a, b ∈ {0, 1}
We set B = supp b, B i = supp b i for i = 1, 2, and denote by Γ i the simplicial complex link ∆ i (supp a i ) for i = 1, 2. Since
Note that Γ i is rigid for i = 1, 2 by Lemma 2.1(c).
Since 
. Now consider the following cases:
Case 1: |V (Γ 1 )| = 1. Since I Γ 1 is not zero we have I Γ 1 = (x 1 ), and we are done in this case.
Case 2:
∈ Γ 1 and since I Γ 1 is rigid we have Γ 1 = {x 1 }, {x 2 } . Hence Γ 1 = {x 2 } and I Γ 1 = (x 1 ), and we are done in this case.
Case 3:
. . , F k , where k ≥ 1 and x 1 ∈ F j for j = 1, . . . , k. In the first case we have I Γ 1 = (x 1 ) and we are done. In the second one, we set
The similar argument is applied to Γ 2 .
Corollary 2.10. (a) Let I be a squarefree monomial ideal and let P be a nonprincipal monomial prime ideal in a disjoint set of variables. Then IP is rigid if and only if I is rigid.
(b) Let P 1 , . . . , P t be monomial prime ideals generated by pairwise disjoint sets of variables. Then t i=1 P i is rigid if and only if at most one P i is a principal ideal. Proof. (a) Let ∆ 1 and ∆ 2 be two simplicial complexes with I ∆ 1 = I and I ∆ 2 = P . Suppose IP is rigid. It follows from Theorem 2.9(a) that I is rigid. Conversely, suppose that I is rigid. Note that the links of ∆ 2 correspond to monomial localizations of P by Lemma 2.1(c). Since monomial localization of P with respect to any monomial prime ideal is never of the form (z) or zQ with Q a monomial prime ideal, Theorem 2.9(b) yields the desired conclusion.
(b) follows immediately from (a).
Letterplace ideals. We conclude this section with applications to letterplace ideals. In [4] , letterplace and co-letterplace ideals are introduced and it is shown that these are all inseparable monomial ideals. In this section we consider rigidity of this class of ideals.
More generally, let P and Q be two partially ordered sets. A map ϕ :
The set of isotone maps is denoted by Hom(P, Q). Note that Hom(P, Q) is again a partially ordered set with φ ≤ ψ if φ(p) ≤ ψ(p) for all p ∈ P.
We fix a field K and consider the polynomial ring S over K in the variables x p,q with p ∈ P and q ∈ Q. Attached to P and Q we define the monomial ideal L(P, Q) ⊆ S generated by the monomials Proof. (a) ⇒ (b): Assume there exist a, b ∈ P with a < b. We consider the monomial prime ideal P = (x p,q : p ∈ {a, b}, q ∈ Q), and claim that L(P, Q)(P ) = L({a, b}, Q), where {a, b} is the poset with a < b. In fact, for any minimal generator u ∈ L(P, Q)(P ), there exists ϕ ∈ Hom(P, Q) such that u is obtained from u ϕ by setting
Conversely, let u = x a,c x b,d ∈ L({a, b}, Q), where c, d ∈ Q and c ≤ d. Let n = |P|. Since any finite partial order can be extended to a total order, there exists an isotone bijective map from P to [n], which we denote by f . We now define a map ϕ : P → Q as follows:
, otherwise. Then ϕ ∈ Hom(P, Q) and ϕ(a) = c, ϕ(b) = d, and hence u ∈ L(P, Q)(P ). Thus our claim follows.
It follows from Corollary 3.6 and its proof that S(P )/L({a, b}, Q) is not rigid. Therefore, Lemma 2.1(b) implies that S/L(P, Q) is not rigid.
(b) ⇒ (a): Let P = {p 1 , . . . , p m } with p i and p j incomparable for all i = j and let Q = {q 1 , . . . , q n }. Then
Thus the assertion follows from Corollary 2.10(b).
For an integer n ∈ N we denote by [n] the totally ordered set {1 < 2 < · · · < n}. 
Rigidity of graphs
In this section we apply the results of Section 1 to study the rigidity of edge ideals of a graph.
Inseparable graphs. Let G be a finite simple graph with vertex set [n] . The edge set of G will be denoted by E(G). Let K be a field and S = K[x 1 , . . . , x n ] the polynomial ring over K in n indeterminates x 1 , . . . , x n . The edge ideal I(G) ⊆ S of G is defined to be the ideal generated by all products x i x j with {i, j} ∈ E(G). We (a) The graph G is inseparable;
Proof. We set ∆ = ∆(G). By Theorem 1.7, it suffices to prove that G {i} (∆) is connected if and only if
is connected, there is a path k 1 = j 0 , j 1 , . . . , j s = k 2 in G (i) . Note that {j ℓ , j ℓ+1 } ∈ V (G {i} (∆)) for all ℓ = 0, . . . , s − 1. Therefore,
is a path in G {i} (∆), and so F 1 is connected to F 2 . It follows that G {i} (∆) is connected.
Conversely, assume that
We use the induction on t to show that there is a path from
. Then k 1 is adjacent to k 0 , and by induction hypothesis there is a path in G (i) from k 0 to k 2 . Hence there is a path in G (i) from k 1 to k 2 and it follows that G (i) is connected.
Considering the proof of Theorem 3.1 one even shows that the graphs G {i} (∆) and G (i) have the same number of connected components. The following lemma lists some obvious properties of these sets. [n] and let B = supp b. Suppose that |B| ≥ 2. Then
Based on Theorem 3.1, Lemma 3.3 and Corollary 3.5, a graph G on the vertex set [n] is rigid if and only if for all independent sets A ⊆ V (G) one has:
It is obvious from Corollary 3.2 that any bipartite graph is inseparable and so it satisfies the condition (α), since any induced graph of a bipartite graph is again bipartite. But, by far, not all bipartite graphs are rigid. For example we have Proof. By Proposition 2.3 we may assume that G is connected. By [6, Theorem 3.4 ] the graph G, after a suitable relabeling of its vertices, arises from a finite poset P = {p 1 , . . . , p n } as follows: V (G) = {p 1 , . . . , p n , q 1 , . . . , q n } and E(G) = {{p i , q j } : p i ≤ p j }. We may assume that p 1 is a minimal element in P . Let A = {p 2 , . . . , p n }. Then N[A] = {p 2 , . . . , p n , q 2 , . . . , q n }, and G \ N[A] = {p 1 , q 1 }. It follows from (β) that G is not rigid.
Recall that a vertex v is called a free vertex if deg v = 1, and an edge e is called a leaf if it has a free vertex. An edge e of G is called branch, if there exists a leaf e ′ with e ′ = e such that e ∩ e ′ = ∅. Let e = {i, j} ∈ E(G). We denote by N(e) the set (N(i) ∪ N(j)) \ {i, j}.
In the next proposition we present sufficient conditions for graph to satisfy (α) or (β). . This implies that t ∈ B ∪ C. We may assume that t ∈ B. So {t, k} ∈ E(G), a contradiction since N(t) = {i}. It follows from Theorem 3.1 that G is inseparable if it satisfies (α). Suppose now that G does not contain any 3-cycle. Then, by the first part of the statement, G satisfies condition (α), and so it is inseparable.
(b) Suppose that G does not satisfy (β). Then there exists an independent set A of the vertices of G such that G \ N[A] contains an isolated edge, say e = {i, j}. We show that e is not a branch of G and so we get a contradiction. Let v ∈ N(e) and let deg v = 1. Then we have either N(v) = {i} or N(v) = {j}. Without loss of generality we may assume that N(v) = {i}. Since e is an isolated edge in
Thus v ∈ N(A), and so there exists t ∈ A such that v ∈ N(t). Since N(v) = {i} it follows that t = i. This implies that i ∈ A, which is again a contradiction. Hence deg v ≥ 2, as desired.
(c) follows from (a) and (b).
Rigid graphs. The next two lemmata will help us to classify the rigid chordal graphs and rigid graphs without induced cycles of length 4,5 or 6.
Recall that a graph G is chordal if any cycle of length ≥ 4 has chord. A chord of a cycle C is an edge {i, j} of G with i, j ∈ V (C) which is not an edge of C Let G be a graph on the vertex set [n]. For each e = {i, j} ∈ E(G) we define the set O G (e) as follows:
Lemma 3.9. Let G be a rigid graph on the vertex set [n] which does not contain any induced 4-cycle, and let e = {i, j} be an edge of G which is not a branch. Then
Proof. First we show that for all v ∈ N(e) we have N(v) \ {i, j} = ∅. Note that since G is rigid the edge e is not isolated, and so N(e) = ∅. Suppose that there exists v ∈ N(e) such that N(v) ⊆ {i, j}. Without loss of generality we may assume that v ∈ N(i). Since e is not a branch we have deg v ≥ 2. It follows that N(v) = {i, j}. Therefore G (v) consists of two isolated vertices i and j which contradicts the fact that G is rigid. Now suppose that O G (e) = ∅, i.e., for all v ∈ N(e) and for all v ′ ∈ N(v) we have N(v ′ ) ∩ {i, j} = ∅. Since N(e) = ∅ we may assume that there exists v ∈ N(i) with
It follows that G contains the induced 4-cycle with vertices i, j, v
, a contradiction. This completes the proof. Proof. By using part (c) of Proposition 3.7 it is enough to show that if a rigid graph G does not contain any induced cycle of length 4, 5 or 6, then each edge of G is a branch and each vertex of a 3-cycle of G belongs to a leaf.
Suppose that e = {i, j} ∈ E(G) is not a branch. By Lemma 3.9, O G (e) = ∅. We claim that there exists A ⊆ O G (e) such that A is independent in G and e is an isolated edge in G \ N[A]. This will imply that G is not rigid, a contradiction. Let G ′ be the induced subgraph of G on the vertex set O G (e) and let C 1 , . . . , C m be the connected components of
Assume that N(u) ∩ N(e) ⊆ N(v) ∩ N(e). Then there exists x ∈ N(u) ∩ N(e) such that {v, x} is not an edge in G. Without loss of generality we may assume that i ∈ N(x).
Let y ∈ N(v) ∩ N(e), and first suppose that y ∈ N(i). Then we have the 5-cycle with vertices i, x, u, v and y. Since v, u ∈ O G (e) it follows that {u, i}, {v, i} / ∈ E(G) and since {v, x} / ∈ E(G) it follows that {u, y} ∈ E(G) because G does not contain any induced cycle of length 4 and 5. Therefore y ∈ N(u) ∩ N(e). On the other hand if y ∈ N(j), then we have the 6-cycle with vertices i, x, u, v, y and j. Note that {v, x}, {u, i}, {u, j}, {v, i}, {v, j} / ∈ E(G). This implies that {v, y} ∈ E(G) since G does not contain any induced cycle of length 4, 5 and 6. Thus either N(u) ∩ N(e) ⊆ N(v) ∩ N(e) or N(v) ∩ N(e) ⊆ N(u) ∩ N(e), as desired. Now given C k we choose a maximal set D k = {u 1 , . . . , u l } ⊆ V (C k ) with the property that the sets N(u r ) ∩ N(e) are pairwise different. After having defined the set D k for each C k we are ready to define the set A.
We let A be the unique subset of O G (e) such that A ∩ C k consists of all elements u r ∈ D k with the property that N(u r ) ∩ N(e) ⊆ N(u s ) ∩ N(e) for all u s ∈ D k with s = r.
In order to complete the proof we show that A is independent in G and e is an isolated edge in G \ N[A]. Let u, v ∈ a and assume that {u, v} ∈ E(G). Then there exists k such that u, v ∈ D k ⊆ V (C k ). Therefore either N(u) ∩ N(e) ⊆ N(v) ∩ N(e) or N(v) ∩ N(e) ⊆ N(u) ∩ N(e). Thus by the choice of A, it follows that u = v, a contradiction. So A is an independent set of G.
Finally we show that e is an isolated edge of G N[A] , a contradiction. This shows that O G ′′ (e) = ∅.
Suppose that e is not an isolated edge of G ′′ , i.e., N(e) ∩ V (G ′′ ) = ∅. We observe that e is not a branch in G ′′ . Indeed, if e is a branch, then since e is not isolated, there exists v ∈ N(e) ∩ V (G ′′ ) such that degree of v in G ′′ is one. We may assume that v ∈ N(i) \ N(j). Since e is not a branch in . It follows that i is an isolated vertex in G (v) , a contradiction. Thus e is not a branch in G ′′ . Lemma 3.8 implies that G ′′ is rigid and hence by Lemma 3.9 it follows that O G ′′ (e) = ∅, a contradiction. So indeed e is isolated in G ′′ . Now we prove that each vertex of a 3-cycle of G belongs to a leaf. Suppose that there exists i ∈ [n], i belongs to a 3-cycle in G and it does not belong to a leaf. So for all v ∈ N(i) we have deg v ≥ 2. Let j and k be the two other vertices of this 3-cycle. If N(i) = {j, k}, then j and k are isolated vertices of G (i) , contradicting (α). So N(i) \ {j, k} = ∅. Since each edge of the graph G is a branch, for any v ∈ N(i) the edge {i, v} is a branch. Since i does not belong to a leaf it follows that any v ∈ N(i) belongs to a leaf. Thus for any v ∈ N(i) there exists i v ∈ N(v) with deg i v = 1. Set a = v∈N (i)\{j,k} {i v }. Clearly, A is an independent set of the vertices of G and j, k are two isolated vertices in (G \ N[A] ) (i) , a contradiction. Consequently, i belongs to a leaf, as desired. Proof. Since G does not contain any 3-cycle, the statement follows from Theorem 3.10.
As another application we have 22 Corollary 3.13. Let C be a cycle. Then C is rigid if and only if C is a 4-cycle or a 6-cycle.
Proof. Suppose that |C| = 4, 5, 6. Then by Theorem 3.10, C is not rigid. Suppose now that |C| = 5. Then G \ N[A] is an isolated edge, where A = {i} for some vertex i of G, and hence condition (β) is not satisfied. So C is not rigid also when |C| = 5. It is easy to check that a 4-cycle and a 6-cycle are rigid.
