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Abstract
This paper introduces two families of space-time random models with
multifractal spatial characteristics, respectively generated in continuous
and discrete time, and both defined on multifractal spatial domains. The
definition of the first class is given in terms of a Feller semigroup gen-
erated by a pseudodifferential operator of variable order. In the second
case, the spatial process at time t + 1 is obtained by applying a vari-
able order blurring operator to the spatial process at time t and adding
the innovation given by a spatiotemporal process uncorrelated in time.
Spatial multifractal properties of the two classes of space-time processes
introduced are analyzed. The implementation of space-time filtering and
prediction techniques is also discussed.
Keywords: Local Ho¨lder exponent, multifractal spectrum, semigroup the-
ory, spatiotemporal filtering and prediction.
1 Introduction
The introduction of models suitable to integrate spatial and temporal behaviours
at different scales constitutes an important topic in probability and statistics
in the last decade. Reviews of geostatistical space-time models are provided,
for example, in Chiles and Delfiner (1999), Kyriakidis and Journel (1999), and
Christakos (2000). A useful approach in the definition of statistical models
representing space-time data consists of considering a space-time process as a
multidimensional time series model (Haslett and Raftery, 1989). Alternative
formulations such as state-space models in dicrete time and continuous space
have also been considered in Bogaert (1996), Epperson (2000), Glasbey, Graham
and Hunter (2001), Huang and Cressie (1996), Mardia et al. (1998), Ruiz-
Medina and Angulo (2002), Ruiz-Medina et al. (2003), Sanso´ and Guenni (1999)
and Wikle and Cressie (1999); hierarchical Bayesian model are studied in Wikle
et al. (2001); spatiotemporal processes are also interpreted as image sequences
(see, for instance, Ruiz-Medina and Angulo, 1999, and Uritsky et al., 2002).
∗ Partially supported by project BFM2002-01836 of the DGI, Spain, and the Australian
Research Council grant A69804041.
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The theory of spatiotemporal ordinary and generalized random fields also
provides a suitable framework for modeling and statistical analysis of spatiotem-
poral data (see Angulo et al., 2000, Anh and Leonenko, 2001, 2002, Christakos
and Hristopulos, 1998, and Christakos, 2000). In particular, generalized random
field models are useful to incorporate, in terms of test functions, sample infor-
mation effects such as spatial deformation from turbulence or optical devices,
and blurring due to object movement during image registration (Goit´ıa, Ruiz-
Medina and Angulo, 2005). In the case where test functions have uniform or
variable local singularity exponents, and appropriate moment conditions (fast
decay at infinity), the corresponding space-time random field model, defined
in the weak sense, can be fractal or multifractal, and can also display long-
range dependence (see Anh, Angulo and Ruiz-Medina, 1999, Ruiz-Medina, Anh
and Angulo, 2001, 2004a, 2004b, Ruiz-Medina, Angulo and Anh, 2002, for the
Gaussian case). Interesting applications of this approach such as orthogonal ex-
pansions in terms of Riesz bases, wavelet expansions, and, in general, atomic de-
compositions allow the implementation of prediction and filtering techniques for
the class of space-time random fields described (see, for example, Ruiz-Medina
and Angulo, 2002, and Ruiz-Medina, Angulo and Anh, 2003).
In this paper, we introduce two families of space-time random field mod-
els with multifractal spatial behaviour in the mean-square sense under different
approaches. The first one is based on the consideration of generalized random
fields on test function spaces with variable local singularity orders on multifrac-
tal domains (see Ruiz-Medina, Anh and Angulo, 2004a), and is related to the
generation of Feller semigroups. From this approach, space-time models with
multifractal spatial variograms at each time cross-section can be introduced.
The second one is based on the theory of space-time autoregressive statisti-
cal models, with spatiotemporal interaction represented by the kernel defining
a Feller semigroup generated by a pseudodifferential operator of variable order
(see Kikuchi and Negoro, 1997, regarding conditions that allow the construction
of such semigroups). In particular, for the fixed order case, the ‘blur-generated
non-sparable space-time models’ introduced, in discrete time and continuous
space, by Brown et al. (2000) are special cases which provide consistent ap-
proximations of physical differential models defined in continuous space and
time.
2 Multifractal diffusion processes
Spatiotemporal random fieds with heterogeneous spatial quadratic variations
can be introduced as solutions of multifractional evolution equations of the type
∂u
∂t
= −Pu(t,x) + ε(t,x), (1)
where ε(t,x) is spatiotemporal white noise, and P = p(x, Dx) is a pseudodif-
ferential operator of variable order in the space Sσρ,δ, with δ and ρ being real
numbers satisfying 0 ≤ δ < ρ ≤ 1, and σ being a real-valued function in B∞(Rn),
the set of all C∞- functions whose derivatives of all orders are bounded. That
is, P is defined as
Pu(t,x) = (2pi)−n
∫
Rn
exp {i 〈x,λ〉} p(x,λ)uˆ(t,λ)dλ, (2)
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where uˆ(t, ·) denotes the spatial Fourier transform of u at time cross-section t,
and the symbol p belongs to the space Sσρ,δ of B∞ (Rnx × Rnλ)-functions satisfying
that, for any multi-indices α and β, there exists some positive constant Cα,β
such that
|DαλDβxp(x,λ)| ≤ Cα,β〈λ〉σ(x)−ρ|α|+δ|β|, (3)
withDαλ andD
β
x denoting the derivatives with respect to λ and x, and 〈λ〉 = (1+
|λ|2)1/2. The mean-square solution to the multifractional evolution equation (1)
is defined, in terms of the Feller semigroup generated by the pseudodifferential
operator P (see Kikuchi and Negoro, 1997), as
u(t,x) = (2pi)−n
∫ t
0
∫
Rn
exp {i 〈x,λ〉} exp {−(t− s)p(x,λ)} εˆ(s, dλ)ds, (4)
where εˆ(s, ·) denotes the spatial spectral process associated with ε at each time
cross-section s (Kikuchi and Negoro 1997). In the case where random initial
condition are considered, the solution also depends on the convolution of the
kernel defining the operator exp {−tP} with such initial conditions.
The definition of model (1) on a compact multifractal domainM is given in
the weak-sense, considering the trace onM of the space of test functions of vari-
able singularity order associated according to the local mean-square regularity
order of u. That is, we consider the evolution equation
∂u
∂t
(ϕ) = u(t,−P ∗trMϕ) + ε(t, ϕ), ϕ ∈ Hσ(·)/2(Rn), (5)
where trM denotes the trace operator on multifractal domainM, andHσ(·)/2(Rn)
denotes the Sobolev space of variable order σ (see Jacob and Leopold, 1993,
Kikuchi and Negoro, 1997).
As a special case, we will consider the evolution equation
∂u
∂t
= −(−∆)α(x)(I −∆)γ(x)u(t,x) + ε(t,x), (6)
where ∆ is the Laplacian, I is the identity operator, and α, γ ∈ B∞(Rn). Equa-
tion (6) provides a multifractional version of the fractional heat equation in-
troduced in Angulo et al. (2000). The mean-square solution of (6) is given
by
u(t,x) =
[
exp
{
−t(−∆)α(x)(I −∆)γ(x)
}
ε
]
(t,x),
that is,
u(t,x) = (2pi)−n
∫ t
0
∫
Rn
exp {i 〈x,λ〉} exp
{
−(t− s)|λ|2α(x)(1 + |λ|2)γ(x)
}
×εˆ(s, dλ)ds. (7)
2.1 Heterogeneous quadratic variation of increments
In this section, we consider model (1) and its weak-sense restriction (5) to M,
under the ellipticity assumption on P. That is, we assume that P satisfies that
there exist c > 0 and M > 0 such that,
|p(x,λ)| ≥ c〈λ〉σ(x), (|λ| ≥M). (8)
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We study the order of magnitude of the quadratic variation of the spatial in-
crements of the solution to model (1). In the Gaussian case, the modulus of
continuity of the sample paths can be obtained from the order of quadratic vari-
ation of the increments (see Adler, 1981). The spatial sample paths then have
variable local Ho¨lder exponents; however, their multifractal spectra are trivial
due to the regularity assumptions on σ. In the multifractal domain case, such
spectra are non-trivial.
Theorem 1 Let u be the mean-square solution (4) to equation (1). Assume
that operator P is elliptic with real-valued positive symbol p ∈ Sσρ,δ given as
in equation (2), and that σ is Ho¨lder continuous of order α > 2. Then, for
n < σ ≤ σ(x) ≤ σ ≤ n+ 2, with x ∈ Rn, where
σ = inf
x∈Rn
σ(x) σ = sup
x∈Rn
σ(x),
the following limit holds:
lim
|z|→0
{
E [u (t,x+ z)− u (t,x)]2
}1/2
|z|σ(x)−n2
= K(x), (9)
where K(x) is a finite function depending on x. Thus, at each fixed time t ∈
R+, u (t,x) is a variable-index-
(
σ(·)−n
2
)
random field (see Adler, 1981, for the
fixed order case).
Remark 1 Theorem 1 applied to model (6) provides an extension to the mul-
tifractional case of the results derived in Angulo et al. (2000).
Proof. First, we write
E [u (t,x+ z)− u (t,x)]2 =
=
∫
Rn
1− exp {−2tp(x+ z,λ)}
2p(x+ z,λ)
dλ+
∫
Rn
1− exp {−2tp(x,λ)}
2p(x,λ)
dλ
−2
∫
Rn
exp i {〈z,λ〉} 1− exp {−t[p(x,λ) + p(x+ z,λ)]}
p(x,λ) + p(x+ z,λ)
dλ.
(10)
From equations (3) and (8), equation (10) has the following order of magnitude:
E [u (t,x+ z)− u (t,x)]2 ∼
∼
∫
Rn
1− exp{−2t〈λ〉σ(x+z)}
2〈λ〉σ(x+z) dλ+
∫
Rn
1− exp{−2t〈λ〉σ(x)}
2〈λ〉σ(x) dλ
−2
∫
Rn
exp i {〈z,λ〉} 1− exp
{−t[〈λ〉σ(x) + 〈λ〉σ(x+z)]}
〈λ〉σ(x) + 〈λ〉σ(x+z) dλ.
(11)
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Considering the change of variables λ = λ˜/ |z| , equation (11) can be rewrit-
ten as
E [u (t,x+ z)− u (t,x)]2 ∼
∼
∫
Rn
|z|−d
1− exp
{
−2t〈λ˜/ |z|〉σ(x+z)
}
2〈λ˜/ |z|〉σ(x+z)
dλ
+
∫
Rn
|z|−d
1− exp
{
−2t〈λ˜/ |z|〉σ(x)
}
2〈λ˜/ |z|〉σ(x)
dλ
−2
∫
Rn
|z|−d exp i
{〈
i
∣∣∣λ˜∣∣∣ cos θ〉} 1− exp
{
−t[〈λ˜/ |z|〉σ(x) + 〈λ˜/ |z|〉σ(x+z)]
}
〈λ˜/ |z|〉σ(x) + 〈λ˜/ |z|〉σ(x+z)
dλ,
(12)
where θ represents the angle between λ˜ and z. Under the hypothesis that σ is
Ho¨lder continuous of order β larger than 2, equation (12) divided by |z|σ(x)−n
tends, as |z| goes to zero, to ([K(x)]2), which depends on the spatial location x
considered. ¥
LetM be a multifractal domain defining the support of a multifractal mea-
sure µM with local dimension α(·) given by
α(z) = lim
l−→∞
log (µ(Q2−l(z)))
−l log 2 , (13)
for every point z ∈ M, where Q2−l(z) is a cube in Rn centered at z with the
sides parallel to the axes of coordinates, and with side length 2−l. If the above
limit does not exist, α(·) is considered undefined.
Under the conditions of Theorem 1, assume that α(z) exists for every point
z ∈M. The restriction of model (1) to multifractal domainM, given by model
(5), also presents heterogeneous quadratic variation. It can be proved, in a
similar way to Theorem 1, that the local order of the spatial variogram of
its mean-square solution depends on the spatial location considered through
functions σ(·) and α(·). Technically, the proof of this assertion is based on the
concepts of capacitary and distribution dimensions of a measure, which are
intimately related to the concept of Hausdorff dimension of the support of a
measure. Specifically, in the multifractal case, we can consider the concept of
local α(·)−energy of a measure µM, given by
Iα(·)(µ) =
∫ ∫
|y − z|−α(y)µM(dy)µM(dz) (14)
(see, for example, Falconer, 1985, Mattila, 1995, and Triebel, 1997, for the
fractal case). From equation (14), µM can be identified with a distribution
with compact support M, and with variable local singularity order −n + α(·).
Function α(·), describing the multifractal geometry of the spatial domain, then
modifies the spatial local regularity/singularity of the functions restricted to this
domain. Specifically, for a function f satisfying suitable regularity conditions,
the restriction of f to M is given by
f(ϕ) =
∫
M
f(z)ϕM(z)µM(dz), ϕ ∈ S(Rn), (15)
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where µM is the multifractal measure associated with M, and ϕM represents
the pointwise restriction of ϕ to the compact set M. The non-triviality of the
multifractal spectrum of µM then leads to the non-triviality of the multifractal
spatial spectrum of the sample paths of the solution to model (5) in the Gaussian
case (see Adler, 1981).
3 Blur-generated space-time models with
heterogeneous spatial variation
A space-time statistical model family defined in discrete time and continuous
spatial domain is now introduced. Specifically, we consider a space-time process
Y defined at location z and time t+ 1 as follows:
Y (z, t+∆) = %∆ exp {∆P} [Y (·, t)] (z) + Z∆(z, t+∆), (16)
where
exp {∆P} [Y (·, t)] (z) =
m.s.
F−1· [exp {∆p}] ∗ Y (·, t),
with F−1· representing the inverse spatial Fourier transform, and with ∗ denoting
the spatial convolution of kernel F−1· [exp {∆p}] with spatial process Y (·, t).
Here, as before, P denotes a pseudodifferential operator of variable order in the
space Sσρ,δ, that is, with symbol p in the space Sσρ,δ, satisfying the conditions
in Kikuchi and Negoro (1997) to generate a Feller semigroup. The space-time
process Z is assumed to be uncorrelated in time and with spatial covariance
function CZ .
Considering the interval ∆ divided into subintervals of length δ = ∆/n, and
applying iteratively equation (16), we have
Y (z, t+∆) = %nδ exp {∆P}(n) [Y (·, t)] (z) + Z∆(z, t+∆)
= F−1· [exp {δp}] ∗(n) Y (·, t) + Z∆(z, t+∆), (17)
where ∗(n) denotes the n-fold convolution. To get equation (17) to be consistent
with equation (16), the following identities must hold:
Z∆(·, t) =
n−1∑
k=1
%kδF−1· [exp {δp}] ∗(k) Zδ(·, t− kδ) + Zδ(·, t),
and
%∆ = exp {−ξ∆} ,
with ξ = − log %1 (see Brown et al., 2000). In this case, from the properties
satisfied by a Feller semigroup, the condition
F−1· [exp {δp}] ∗(n) = F−1· [exp {∆p}]
is satisfied, leading to the introduction of a consistent space-time statistical
model that generalizes the class considered in Brown et al. (2000).
6
Remark 2 A class of spatiotemporal interaction functions referred to as ‘blur-
ring functions’ is defined in Brown et al. (2000) considering infinitely divisible
probability density functions. Also α-stable distributions and, in general, the
probability density functions of Le´vy processes are characterized by pseudodif-
ferential evolution equations of fixed fractional order. Model (16) is defined in
terms of a class of blurring operators that are stable by convolution to obtain
a consistent space-time model. Moreover, the blurring functions associated to
model (16) satisfy a pseudodifferential evolution equation of variable fractional
order.
If, in equation (16), the spatial Taylor expansion of process Y, and the limit
when the time discretization step δ goes to zero are considered, under con-
vergence of finite-dimensional distributions of Zδ(·, t) to a spatially correlated
Brownian motion, the convergence to a stochastic fractional pseudodifferential
evolution equation, with spatial diffusion operator given by P, is obtained. The
spatial increments of the solution to such an equation also present heterogeneous
quadratic variation. The local regularity/singularity of the limiting covariance
function of Zδ may also affect the order of the quadratic variation of the spatial
increments.
The weak-sense restriction to a multifractal domain M of the space-time
model family introduced modifies the local spatial mean-square regularity order
of the space-time processes involved. The variable order of the generator of
the Feller semigroup, defining the spatiotemporal interaction in the model, is
affected by the local dimension α(·) of the multifractal domain, leading to a
class of space-time processes with a higher degreee of spatial heterogeneous
singularity.
3.1 Sample-fusion-based temporal filtering and spatial
extrapolation
In this section we discuss the implementation of mean-square linear filtering and
prediction techniques for spatiotemporal processes defined by the state equation
(16).
We consider the case where the sample information available from process
Y is obtained from an integral filter of variable order averaging the spatial
values of Y at each time cross-section. Such a filter can be affected by additive
observation noise. That is,
X(z, t) =
∫
S
kt(z,y)Y (y, t)dy + v(z, t) = [KtYt] (z) + vt(z), (18)
for z ∈ SXt ⊆ S, where, for each t ∈ T, with T = {0, 1, . . . , T} ⊂ N, Kt
represents a spatial variable-order integral operator with kernel kt(·, ·). Obser-
vation noise v is assumed to be uncorrelated in time and with spatial covariance
operator Rvt , for each time t ∈ T. Here, we also assume that v is mutually
uncorrelated with Y0 and Z.
An extended formulation to the variable order case of the conditions given in
Proposition 2 of Ruiz-Medina and Angulo (2002) is considered to solve the time
filtering and spatial extrapolation problem associated with Y, from observation
model (18). Specifically, assume that the heterogeneous spatial local properties
observed in the evolution of process Y are characterized, in the mean-square
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sense, by a sequence of reproducing kernel Hilbert spaces isomorphically identi-
fied with fractional Sobolev spaces of spatial variable order. The spatiotemporal
interaction operator also defines a bicontinuous mapping between the reproduc-
ing kernel Hilbert spaces of variable order involved in the second-order structure
of the model. A stable backward formulation of model (16) is then obtained in
a similar way to the proof of Proposition 2 of Ruiz-Medina and Angulo (2002).
Also, as in Propositions 3 and 4, and Theorem 2 of Ruiz-Medina and Angulo
(2002), the implementation of temporal filtering and spatial extrapolation tech-
niques can be derived from the fusion of updated spatial sample information of
the past with spatial sample information of the present. Under certain condi-
tions, this procedure is equivalent to the fusion of least-squares linear estimates
based on the past and present spatial information.
The extension of these results to the multifractal spatial domain case fol-
lows from the consideration of traces on a multifractal domain M of the linear
operators and spaces of functions involved, which now present variable regular-
ity order also depending on the local dimension of M. The observation model
considered is now defined as
X(z, t) =
∫
M
kMt (z,y)Y (y, t)µM(dy) + v(z, t) =
[
KMt Yt
]
(z) + vt(z), (19)
for z ∈ MXt ⊆M, where, for each time t ∈ T, Kt represents a spatial integral
operator with kernel kMt (·, ·) given by the pointwise restriction to M×M of
a function in the Schwartz space S(Rn) × S(Rn). Here, as before, M denotes
the support of a multifractal measure µM with local dimension defined at every
point of M.
Remark 3 The discrete approximation in time of model (1) by model (16)
(in the case where Z is uncorrelated both in space and time) also provides an
approximation of the least-squares linear spatiotemporal estimate of u when a
time-continuous version of the observation model (18) is considered.
3.2 Atomic decomposition and finite-dimensional approx-
imation
The derivation of finite-dimensional approximations of the state model (16) and
the observation model (18) allows the computation of matrix approximations
of the least-squares linear estimate of Y, in terms of a recursive alghoritm that
involves, at each iteration, the following steps:
• To compute the spatial approximations of the least-squares linear esti-
mates of the past and the present.
• To update the spatial estimate based on the sample information of the
past.
• Fusion of the updated spatial estimate of the past with the spatial estimate
of the present.
A discrete version, in scale, of the continuous wavelet transform, based on
the definition of a resolution of the identity in the spectral domain, can be
considered to obtain a weak-sense approximation of the state model (16) and
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the observation model (18), in terms of local means at different resolution levels.
At each resolution level, the discrete partition of the space into cubes, in terms
of functions that define a resolution of unity in the spatial domain with supports
contained in such cubes, leads to a discrete approximation with respect to the
scale and the spatial location (see Triebel, 1997, for the fixed order case).
Specifically, we consider the weak-sense decomposition, in the spectral do-
main, provided by a dyadic resolution of unity given in terms of a function
ϕ ∈ S(Rn),
ϕ(x) = 1 if |x| ≤ 1, and ϕ(x) = 0 if |x| ≥ 3/2,
with ϕ0 = ϕ, ϕ1(x) = ϕ
(
x
2
)− ϕ(x) and
ϕk(x) = ϕ1(2−k+1x), x ∈ Rn, k ∈ N.
At each resolution level k, the weak-sense restriction to a compact multifractal
domain M of the discrete approximation provided by the above dyadic reso-
lution of unity is defined in terms of a resolution of the unity in the spatial
domain subordinated to a finite covering. Such covering is given in terms of
cubes centered at locations of M, with side length a dyadic power associated
with the resolution level.
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