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Abstract 
In order to achieve a complete insight in the state-of-the-art of traffic modelling, several typical car-following models 
are evaluated by using trajectory data from real traffic conditions and genetic-algorithm-based calibration method in 
this study. The models with calibrated parameters are validated not only under uncongested traffic conditions but also 
under congested traffic conditions. Unlike the results in previous study based on experimental data, there are obvious 
differences in the performance of these models. Models with more parameters produce relatively lower error rate in 
calibration process but over-fitting problem appears in validation process. The model very popular in the physical 
community is found not suitable for real traffic simulation, although it can represent some traffic phenomena under 
certain condition.  Even with simple rules and discrete variables, cellular automata model achieves satisfactory 
simulation results both in calibration and validation process. Besides, it is also noteworthy that all of the models 
perform rather worse in validation process than in calibration process. Using different parameters or even different 
models under different traffic conditions seems to be feasible for depicting real traffic more accurately.   
 
© 2012 Published by Elsevier Ltd. Selection and peer-review under responsibility of Beijing Jiaotong 
University (BJU) and Systems Engineering Society of China (SESC).   
 
Keywords: car-following model; traffic simulation; generic algorithm 
1. Introduction 
Traffic simulation, as an effective tool for traffic system analysis and traffic management, has become 
very popular in recent years. Car-following model and lane-changing model, the most significant 
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components in traffic simulator, attract considerable attention from traffic researchers. A number of car-
following and lane-changing models have been proposed to describe real traffic more accurately. 
In order to find out the most suitable model to be applied in traffic simulation, researchers compared 
some of the these models by using field data, experimental data,  or even assumed data at the microscopic 
or macroscopic level, especially for car following models (Olstam and Tapani 2004, Panwai and Dia 2005, 
Rakha and Crowther 2002, 2003, Ranjitkar et al. 2005a). 
As pointed out in their conclusions (Olstam and Tapani 2004, Ranjitkar et al. 2005a), a comprehensive 
comparison with complex real traffic data is a compelling need to achieve a complete insight in the state-
of-the-art of traffic modelling. Under such requirement, several typical car-following models are 
evaluated by using trajectory data from real traffic condition and genetic-algorithm-based calibration 
method in this study. The evaluated models are stimulus-response model (Gazis et al. 1961), safety 
distance model (Gipps 1981), Newell model (Newell 2002), cellular automata model (Nagel and 
Schreckenberg 1992), optimal velocity model (Bando et al. 1995). Although these models were compared 
in previous studies (Brockfeld et al. 2004, Ranjitkar et al. 2005a) based on experimental data, unlike their 
conclusions, the differences in the performance of these models are obvious in this study. 
This paper is composed of five sections. The subsequent section briefly introduces the car-following 
models to be evaluated, followed by the third section which includes the introduction of objective 
function, genetic algorithm, and data sets to be used in current study. The evaluation results are put into 
the fourth section. The last section is devoted to the conclusion of this study. 
2. Car-following models 
The concept of car-following was perhaps first proposed by Reuschel (1950) and Pipes (1953), which 
assumed that the following vehicle controls its behaviour with respect to the preceding vehicle in the 
same lane. As one of the most important components in traffic simulator, in the past decades considerable 
car-following models were developed to mimic this process more consistently with real traffic (see 
(Brackstone and McDonald 1999) and references therein). In this study, the following models are 
discussed. 
2.1. Stimulus-response model (SRM) 
The stimulus-response kind models are probably the earliest and most studied car-following models, 
which express the suggestion that a driver of a vehicle responses to a given stimulus according to a 
relationship:  Response = Ȝ * Stimulus. 
The typical one in stimulus-response family is perhaps the one proposed by Gazis et al. (1961): 
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where an(t), vn(t), xn(t) and T are the acceleration, velocity, position and reaction time of the subject 
vehicle, respectively. Moreover, ¨vn(t) and ¨xn(t) are the relative velocity and relative spacing between 
the subject vehicle and its leader, vehicle n and vehicle n-1, at time t. Besides, Į, ȕ, Ȗ are parameters 
needed to be calibrated. Brackstone and McDonald (1999) summarized the works conducted by previous 
researchers in calibrating this kind model, alone with problems appearing in their study in detail. 
2.2. Safety-distance model (SDM) 
Taking safety reaction time into account, Gipps (1981) developed a model consisting of two 
components, acceleration and deceleration, using variables directly corresponding to obvious 
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characteristics of drivers and vehicles. Assumed that if one vehicle is not affected by its leader, the 
acceleration should increase with velocity then decrease to zero as the vehicle approaches the desired 
velocity. The desired velocity limitation fitted from field data is presented as: 
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where an(t) is the maximum acceleration that the driver in vehicle n wishes to apply and Vn is desired 
velocity. 
The velocity limitation that can avoid collision when the leading vehicle brakes to slow down was 
derived from the equation of motion, written as: 
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where bn is the most severe braking that the driver of vehicle n wishes to undertake (bn < 0), sn-1 is the 
effective size of vehicle n-1 and bˆ  is the estimation of  bn-1.  
Combining the limitation (2) and (3), the velocity of vehicle n at time t+T is set as: 
     ^ `TtvTtvTtv dnann   ,min                                                                     (4) 
which can ensure drivers to achieve desired velocity as far as possible, and to avoid the collision with the 
preceding vehicle, meanwhile. The car-following model implemented in microscopic traffic simulator 
AIMSUN is based on this model. 
2.3. Newell model (NM) 
With different logic, Newell (2002) proposed a new approach to model car-following behaviour based 
on the analysis of time-space trajectory, assuming that the time-space trajectory for vehicle n-1 and n is 
essentially the same except for a translation in time and space. Under the supposition that there is a linear 
relationship between the spacing sn and the velocity v, the logic behind Newell's simple car-following 
model can be demonstrated by Fig. 1. From the time displacement Ĳn and space displacement dn in Fig. 1, 
one can get the following relationship: 
., nnnnnn svdsvd c c  WW                                                                        (5) 
It is important to note that Ĳn is not the reaction time, which is the time needed for driver n to reach 
preferred spacing at a new velocity. Therefore, the simple car-following model proposed by Newell can 
be written as: 
    nnnn dtxtx   1W                                                                                (6) 
 
 
Fig. 1. Linear approximation to vehicle trajectories 
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In previous study, this model was considered to be able to perform as well as complex models 
(Brockfeld et al. 2004, Ranjitkar et al. 2005a).  Furthermore, Ahn (2004) verified this model by 
measuring vehicles discharging form long queues at signalized intersections. 
2.4. Optimal velocity model (OVM) 
Under the assumption that the acceleration is determined by the difference between the actual velocity 
and optimal velocity, Bando et al. (1995) proposed a charming car-following model. The dynamical 
equation is presented as: 
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where  
       2tanh2tanh ' ' txtxV nn                                                       (8) 
is called the optimal velocity function. 
Bando's model can describe many properties of real traffic, such as the instability of traffic flow, the 
evolution of traffic congestion and formation of stop-and-go phenomenon. In addition, it was highly 
praised by physicists due to its feasibility in theory analysis. Although it is successful in physical 
community, a few studies were conducted to evaluate the model with real traffic data.  
2.5. Cellular automata model (CAM) 
CA models are based on a coarse description of driving behaviour by a discrete representation of both 
time and space. Road length is divided into cells of equal size (typically 7.5 meters long). Each cell has 
two states, occupied or not, depending on the presence of a vehicle. Each time step one vehicle's velocity 
and position are updated according to its desired velocity and whether there is a vehicle blocking its 
movement in front. Nagel and Schreckenberg (1992) introduced stochastic perturbations into updating 
rules and presented a typical CA model: 
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where v n(t+1) is an temporary value and gn(t) = xn-1(t) - xn(t) - 1. Crand is a random number ranging from 
[0, 1] and P is a given velocity reduction probability. 
Due to computational efficiency and simple rules, CA model can be used for large-scale traffic 
simulation. TRANSIM simulator developed by Los Alamos National Lab is the one based on CA model. 
Some researchers also took other rules into account, according to real traffic phenomena, such as slow-to-
start rule in which vehicles are slower to accelerate from standstill, anticipation-based rule that predicts 
the movement of the leading vehicle in advance. For a detailed review, readers are referred to 
(Schadschneider  2006). 
3. Parameter calibration 
As is well known, model's performance depends not only on the inherent structure of model but also 
on parameters included in the model. Consequently, on the one hand, researchers work on the 
improvement of the structure of the models, and on the other hand, they seek to find out appropriate 
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optimization techniques to achieve optimal values for parameters. Hollander and Liu (2008) summarized 
the methodologies used in calibration process, and provided the general principles for traffic analysts. 
3.1. Objective function 
As shown in (Hollander and Liu 2008), various objective functions can be used in optimization 
techniques. In this study, the one proposed by Kesting and Treiber (2008) is used: 
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where sdata and ssim are the real and simulated data respectively, and ¨T is the total time interval. As 
pointed out by Kesting and Treiber (2008), Frel is sensitive for small deviation in spacing, and spacing is 
suitable for the error measurement due to that when optimized in terms of spacing the average velocity 
errors will also be automatically reduced.  
Furthermore, additional constraints are imposed to the objective function in order to avoid collision 
and negative velocity value in the simulation process, presented as: 
  > @TttvStxtx nnn 'tt ,1,0,)()( min1                                     (11) 
where  Smin is the minimum spacing between two successive vehicles at rest. 
3.2. Genetic algorithm (GA) 
Typically, the motivation of using GA in optimization problems is due to the globality, parallelism and 
robustness of GA. In addition, GA is simple and powerful in its search improvement, and not 
fundamentally limited by restrictive assumption about the search space. In fact, GA was successfully used 
in many aspects of traffic field, such as optimal traffic signal control (Ceylan and Bell 2004, Memon and 
Bullen 1996), urban transit system design (Agrawal and Mathew 2004, Pattnaik et al. 1998), traffic 
assignment (Reddy and Chakroborty 1999, Sadek et al. 2007, Zhou et al. 2006), and traffic model 
calibration (Cheu et al. 1998, Kesting and Treiber 2008, Ranjitjar et al. 2005b).  
3.3. Data sets 
The data used in this study were collected by the NGSIM program from 4:00 pm to 5:30 pm on a 
segment of Interstate freeway I-80 in Emeryville (San Francisco), California. Two successive vehicles 
with mean velocity 2.18 m/s and 2.23 m/s denoted by C1 and C2 are selected for parameter calibration. Moreover, another two pair vehicles with mean velocity 1.52 m/s and 1.54 m/s, 5.38 m/s and 6.27 m/s, 
denoted by V1, V2  and V3, V4 ,  are chosen for model validation. Fig. 2 exhibits position and velocity 
changes of all tested vehicles. It is clear that data used in calibration process are under congested traffic 
condition represented by the stop-and-go phenomenon. Data used in the first validation process, V1 and 
V2, are similar to calibration data but under more severe congested condition. V3 and V4 representing the 
non-congested traffic condition are used for the second validation. It is worth pointing out that three pair 
vehicles are from different lanes and different time intervals, so they are independent to each other and 
suitable for calibrating and validating models, respectively. 
4. Model evaluation 
In simulation run, the time step is set to be 0.1 seconds in order to keep pace with video data, and all 
the models are modified to adopt such time step. Moreover, all the preceding vehicles are updated 
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according to the real value and all the following vehicles are updated according to rules of the discussed 
models. Additionally, parameters in Genetic Algorithm are always the same for all of the models in order 
to evaluate them by same criterion. Calibration and validation of these models are implemented in Matlab. 
For SRM and OVM, due to nonlinear differential structure and no existence of analytical solutions, 
first order difference algorithm is implemented to calculate their numerical solutions. In addition, the 
constant 2 in optimal velocity function (8) is treated as parameter denoted by C. For CAM, the length of 
one cell is taken as one meter and velocity is the corresponding integer value in order to improve the 
accuracy of this model. Moreover, the proceeding value per time step in acceleration and random 
reduction rule is seen as parameter denoted by Dmin, different from that in (Nagel and Schreckenberg 
1992) defined as one site per time step.  
 
 
Fig. 2. Position trajectories and velocity profiles of tested vehicles  
 
Table 1. Calibration results of models under investigation 
Model Parameter Range Calibrated result Error rate 
T 0~1 0.4 
Į -4~4 1.38 
ȕ -4~4 -0.27 
SRM 
Ȗ -4~4 -0.07 
18.48% 
T 0~1 0.1 
an 2~6 2 
Vn 5~50 40 
bn -10~-4 -4 
sn-1 5~20 6.56 
SDM 
bˆ  -10~-4 -10 
17.6% 
Ĳn 0~100 0.1 
NM 
dn 0~20 8.84 
31.29% 
T 0.01~20 0.05 
OVM 
C 0~100 6.36 
750% 
Dmin 1~10 6 
Vmax 10~40 26 CAM 
P 0~1 0.7 
24.27% 
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4.1. Calibration results 
The calibration results are exhibited in Table 1. From it, one can see that the error rates for most 
models are between 17.6% and 31.29%, which is consistent with previous study (Brockfeld et al. 2004, 
Ranjitkar et al. 2005a), apart from OVM. This result also indicates that GA is suitable for being used in 
calibrating car-following models, which can achieve optimal parameter value for most models. It is also 
clear that SDM with the most parameters has the lowest error rate among these models. The reaction time 
T is smaller and the estimation to deceleration of the preceding vehicle bˆ  is larger than that usually 
assumed. Probably, this may be caused by the collision-avoidance limitation vnd in the model under the 
congested traffic condition. 
Moreover, the result also shows that SRM has acceptable error rate, although the parameters calibrated 
in this study are not similar to that calibrated by previous researchers (Brackstone and McDonald 1999), 
and a relatively longer reaction time is observed. Due to the simple rules, NM and CAM have rather 
higher error rate, but surprisingly, even with discrete variables the error rate in CAM is lower than that in 
NM. In addition, it is disappointed to see that OVM has incredible error rate although this model is 
popular in the physical community. 
Fig. 3. presents a visual comparison between real and simulated value of the velocity for vehicle C2. 
SRM, SDM and NM can depict the real velocity change accurately, which are consistent with the spacing 
error rate in Table 1. Because of discrete value in velocity, the velocity error rate in CAM seems larger 
than spacing error rate in Table 1. After some simulation step, one can see that the velocity in OVM 
retains a constant value which is caused by the property of tanh(x) function. When spacing ¨xn(t) exceeds 
a certain big value, tanh(x) function is not sensitive to small change and prone to maintain a constant 
value, which is also the reason for the incredible spacing error rate in Table 1.  
 
 
Fig. 3. Comparison of velocity between real and simulated value for vehicle C2 
4.2. Validation results 
In what follows using the calibrated parameters in Table 1, the robustness of all models investigated in 
this paper is validated. In fact, this is a very significant part in evaluating models, although it is rarely 
conducted by previous researchers. Even with the excellent performance in calibration process it cannot 
be guaranteed that models never generate serious errors, such as collision or negative velocity value, in 
application stage, which is known as over-fitting problem. Typically, for one model, over-fitting problem 
is defined as the infeasibility of generalizing to other situation due to adaptation to a particular situation.  
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Table 2. The spacing error rate of tested models in validation process 
Model SRM SDM NM OVM CAM 
Validation 1 error 24.68% 34.75% error 31.69% 
Validation 2 345.80% error error error 49.20% 
 
Table 2 shows the spacing error rate calculated by using Equation (10) in twice validation processes. It 
clearly can be seen in the first validation process, SRM and OVM generate collision or negative velocity 
value error, while the remainders achieve acceptable error rates, although a little higher than those in 
calibration process. Fig. 4 presents the comparison of the position and velocity between real and 
simulated data in the first validation process. From it, one can see that there are nearly no differences in 
position between real and simulated data, and the deviations in velocity between real and simulated data 
are also tiny except for CAM.  
 
 
Fig. 4. Comparison of position and velocity between real and simulated data in the first validation process 
 
 
Fig. 5. Comparison of position and velocity between real and simulated data in the second validation process 
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In the second validation process, due to the rather big differences between calibration and validation 
data most models yield serious error, only SRM and CAM can survive with higher error rate. Fig. 5 
provides a visual comparison in position and velocity between real and simulated data. The position and 
velocity differences between real and simulated data are more apparent in relation to the first validation 
process. 
From the validation results, CAM is the only one that can survive in both validation processes due to 
the collision-avoidance and negative-velocity-avoidance mechanism in its rules. Furthermore, even with 
discrete variables, CAM is able to maintain an acceptable error rate, while other models either make 
serious error or produce rather higher error rate. It also can be seen that SRM and SDM have the over-
fitting problem, that is, they perform better than other models in calibration process or validation process 
with high similarity to calibration process, whereas under the situation with big differences to calibration 
process they generate rather higher error rate. This is due to that the number of parameters used in SRM 
and SDM are more than that used in other models, 4 and 6 respectively. Hence, the performance of SRM 
and SDM mostly depends on calibrated parameters not on the inherent structure of the models. So models 
with rather more parameters are prone to achieve better performance under particular situation but under 
other situation the over-fitting problem is likely to appear. The validation results also show that OVM is 
not suitable for real traffic simulation, because of the property of tanh(x) function. With rather simple rule 
and fewer parameters, NM generates larger error rate than other models except for OVM, which means it 
cannot describe traffic phenomenon accurately at microscopic lever. Besides, models with complex 
structure, such as SRM and OVM, cost more time than those with simple structure, such as NM and 
CAM, in simulation runs, which means they are not suitable for real time traffic simulation.  
5. Conclusions 
Several typical car-following models are evaluated by using field trajectory data and genetic-
algorithm-based calibration method. The models with calibrated parameters are validated by using not 
only the uncongested traffic data but also congested traffic data.  Unlike the results extracted from 
experimental data in (Brockfeld et al 2004, Ranjitkar et al 2005a), there are obvious differences in 
performances of the evaluated models. Models with complex structure, such as SRM and OVM, cost 
more time than those with simple structure, such as NM and CAM, in simulation process, which means 
they are not suitable for real time traffic simulation. Besides, SRM and OVM do not perform as well as 
expected in terms of calibration and validation results. Furthermore, models with more parameters such as 
SDM are easy to incur over-fitting problem in validation process, although they can mimic real traffic 
accurately in calibration process. Even with the very simple structure, NM and CAM reproduce the real 
traffic well both in calibration and validation process, especially the discrete CAM, the only one that can 
survive in both validation processes. 
It is also observed that although most models under study simulate real traffic with high fidelity in 
calibration process, in validation process none of them is able to perform as well as in calibration process. 
From this point of view, using different parameters or even different models under different traffic 
condition seems to be feasible for simulating real traffic more accurately. In fact, this view can be 
confirmed by only adjusting the parameter Vmax in CAM to 14 in the second validation process. 
Accordingly, the error rate can be reduced from 49.20% to 38.79%. 
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