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ABSTRACT:
LiDAR point cloud, which consists of irregularly distributed points in the 3D space, has a complex structure and the 3D semantic label-
ing of it is a challenging task. Existing methods adopt data transformations without fully exploring contextual features, which are less
efficient and accurate in capturing the complexity of point clouds. In this study, we propose a novel double self-attention convolutional
network, called DAPnet, which can be directly applied to processing LiDAR point clouds by combining geometric and contextual
features to generate better segmentation results. The double self-attention module including point attention module and group atten-
tion module originates from the self-attention mechanism to extract contextual features of terrestrial objects with various shapes and
scales. The contextual features extracted by these modules represent the long-range dependencies between the data and are beneficial
to reducing the scale diversity of point cloud objects. The point attention module selectively enhances the features by modeling the in-
terdependencies of neighboring points. Meanwhile, the group attention module is used to emphasizes interdependent groups of points.
We evaluate our method based on the ISPRS 3D Semantic Labeling Contest dataset and find that our model outperforms the benchmark
by 85.2% with an overall accuracy of 90.7%. The improvements over powerline and car are 7.5% and 13%. By conducting ablation
comparison, we find that the point attention module is more effective for the overall improvement of the model than the group attention
module, and the incorporation of the double self-attention module has an average of 7% improvement on the pre-class accuracy of the
classes. Moreover, the adoption of the double self-attention module consumes a similar training time as the one without the attention
module for model convergence. The experimental result shows the effectiveness and efficiency of the DAPnet for the segmentation of
LiDAR point clouds. The source codes are available at https://github.com/RayleighChen/point-attention.
1. INTRODUCTION
Airborne Laser Scanning (ALS) is one of the most important re-
mote sensing technologies that experiences a fast development in
recent years [Wallace et al., 2016, Yu et al., 2017, Barnes et al.,
2017]. LiDAR Point cloud, which is a major format of ALS, is
advantageous over optical data in terms of the influence of var-
ious lighting conditions and shadows. Thus, it has become the
most important dataset to provide a full 3D profile of landscape
at large spatial scales [Vosselman et al., 2004, Brostow et al.,
2008, Douillard et al., 2011]. However, the LiDAR point cloud
contains irregularly distributed points with a series of attributes
and has a complex data structure, which makes the object seg-
mentation and classification tasks challenging [Weinmann et al.,
2013, Wahabzada et al., 2015, Grilli et al., 2017].
Extensive research has been done for LiDAR object segmenta-
tion tasks at large spatial scales [Nguyen and Le, 2013, Luo et
al., 2015]. Traditional segmentation algorithms heavily relies on
hand-crafted features [Vosselman et al., 2004, Hough, 1962, Fis-
chler and Bolles, 1981]. They usually divide the large-scale Li-
DAR into smaller units for classification or segmentation based
on point clusters, voxels or collection of images [Rabbani et al.,
2006,Papon et al., 2013,Yang et al., 2015]. Then, unique features
are extracted from the standardized data and feed to the classi-
fier including maximum likelihood algorithms [Bartels and Wei,
2006], support vector machines (SVMs) [Lodha et al., 2006],
random forest (RF) [Guo et al., 2011], object-oriented model-
ing [Zhou, 2013], etc [Chen et al., 2017,Huang et al., 2008]. Pre-
vious research can be summarized into three discrete processes:
data transformation, feature extraction, and classification. These
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processes need to adopt separate algorithms, which make the op-
timization difficult. Moreover, data transformation would distort
the relationship between point clouds and cause information loss
based on different hand-crafted processes that provide poor gen-
eralizations of models [Sun et al., 2018, Luo et al., 2018]. There-
fore, an end-to-end learning mechanism is necessary to overcome
these limitations [Caltagirone et al., 2017,Caltagirone et al., 2019,
Asvadi et al., 2018].
In recent years, deep learning [Goodfellow et al., 2016], espe-
cially Convolutional Neural Networks (CNNs), has been proved
to be effective in automatic feature extraction and computer vi-
sion tasks in an end-to-end fashion [Litjens et al., 2017, Deng,
2014, Zhang et al., 2018]. During the training process, CNNs
learn both local and global features at different layers [Wang et
al., 2019]. CNNs have presented their unprecedented successes in
many classification, detection and segmentation tasks [Simonyan
and Zisserman, 2014, Szegedy et al., 2017, Ren et al., 2015].
These novel CNNs also inspire researchers to tackle challeng-
ing 3D classification tasks [Xu et al., 2018]. However, traditional
CNNs normally consist of 2D layers, which cannot directly adapt
to the structure of 3D point clouds. Hence, 3D CNNs are applied
on 2D contexts transformed from LiDAR [Li et al., 2016, Matu-
rana and Scherer, 2015a], such as VoxNet [Maturana and Scherer,
2015b] and ShapeNets [Wu et al., 2015]. Other research uti-
lizes multi-view CNNs to extract geometric features from multi-
ple 2D rendering views of point clouds [Su et al., 2015,?]. These
volumetric CNNs and multi-view CNNs can only be applied to
the transformed data from 3D point clouds, which would cause
much information loss. To address this issue, the approach ide-
ally would be to build a 3D model that can be directly applied to
the unique structure of point clouds. Qi [Qi et al., 2017a] pro-
ar
X
iv
:2
00
4.
08
59
6v
1 
 [c
s.C
V]
  1
8 A
pr
 20
20
Figure 1: The location of the study area in Vaihingen, Baden-Wurttemberg, Germany. The left side is a map of the borders of the cities
in Baden-Wurttemberg state. The right side is a partial orthophoto image of the Vaihingen. Our study data comes from the area covered
by blue. Area 1 is the training set, and areas 2 and 3 are the test set.
posed a unique deep learning structure called PointNet, which
is the first architecture that utilizes a set of functions to obtain
global features from point clouds. To capture local features, and
improve the generalizability of the model for better pattern recog-
nition tasks, Qi [Qi et al., 2017b] further proposed a novel model
called PointNet++ by hierarchically concatenating the grouping
process at different scales. These frameworks integrate the pre-
processing, processing, and classification of LiDAR, which have
been proved to be successful in various applications.
Compared to the objects from indoor scenes, objects from ter-
restrial landscapes exhibit great variation even in objects from
the same class [Hsiao et al., 2004]. For example, the geome-
tries of powerlines have a variety of sizes and scales. There-
fore, previous methods adopt the extracted geometric features to
classify powerlines that are prone to misclassifications caused by
the large variations of object shapes and scales [Yousefhussien
et al., 2018, Blomley et al., 2016]. Objects in this type of Li-
DAR data contain complex spatial features and interdependen-
cies. By extracting the contextual features among points, the
model would be able to classify terrestrial LiDAR data at a higher
accuracy [Im et al., 2008, Loog and Ginneken, 2006]. For exam-
ple, by quantifying the scale dependency of the soil properties
and terrain attributes in LiDAR [Maynard and Johnson, 2014],
the optimal spatial scale can be identified for deriving terrain
attributes. Ebadat [Parmehr et al., 2014] uses statistical depen-
dence to develop a novel method of mutual information, which
can improve the automated registration of multi-sensor images.
However, these methods are difficult to formulate as end-to-end
models because these processes have different objective func-
tions. The interdependency of terrestrial LiDAR presents an ur-
gent need for explicit modeling. Meanwhile, point clouds that
constitute the object are also assigned different weights based on
their variations among objects [Qi et al., 2017a, Qi et al., 2017a]
for generating segmentation results. Explicitly, the model should
pay more attention to the feature extraction process of those criti-
cal points [Nam et al., 2017]. Modeling of the long-range depen-
dencies of point clouds among objects and leveraging important
features to enhance the segmentation results are still in need.
In this research, we propose a novel double self-attention con-
volutional network called DAPnet to address the challenging is-
sues. The novel model is inspired by the self-attention mech-
anism which can enhance the quality of spatial encodings and
combine the geometric and semantic features of LiDAR. The
weights of important features found by the self-attention mod-
ule would increase. These weight-optimized features combined
with interdependencies would improve the segmentation perfor-
mance of point clouds at various scales. To be specific, we cre-
ated a double self-attention, which refers to the point and group
attention modules as the top geometric feature extraction layer
of the model. The point attention module obtains the contex-
tual features of the input data through geometric features and fea-
ture attention matrices. The outputs of the point attention module
are computed by adding a weighted summation of the features
of points. The weighted summation would strengthen the long-
range dependencies among points regardless of their locations.
Similarly, the group attention module introduces a self-attention
mechanism into the model by group sampling, which reweighed
the contributions of different groups abstracted from neighbor-
ing clustering of points to improve the quality of representations.
These different groups represent different types of local features.
The group attention module is able to adjust the weights on dif-
ferent local features based on their different importance to the
model. The two attention modules process the extracted features
in parallel. Then the outputs from the modules are fused back to
the model for propagating the segmentation process. The DAP-
net can be directly applied to raw point clouds and also strengthen
the long-range and multi-level feature dependencies among indi-
vidual points and groups of points respectively. The experimental
results show that our method can effectively and efficiently seg-
ment the point clouds by generating a state-of-the-art overall ac-
curacy of 90.7%, which is 5.5% above the benchmark. Compared
to benchmark methods, the DAPnet also significantly improved
the average F1 score to 82.3%, up12.6%. The ablation experi-
ment shows that the double self-attention module would enhance
the average per-class accuracy by 7% at the same rate of model
convergence.
The major contribution of this research can be summarized as
follows:
• We propose a novel deep learning architecture named DAP-
net to handle long-range dependencies of LiDAR point clouds
Figure 2: 3D point cloud acquired via airborne laser scanning.
Table 1: Number of 3D points per class.
Class power low veg imp surf car fence hedge roof fac shrub tree Total
Training Set 546 180,850 193,723 4,614 12,070 152,045 27,250 47,605 135,173 753,876
Test Set 600 98,690 101,986 3,708 7,422 109,048 11,224 24,818 54,226 411,722
by combining geometric and contextual features for terres-
trial LiDAR.
• We incorporate the point and group attention modules to en-
hance feature learning based on spatial interdependencies.
These two modules are flexible and can be easily applied to
other architectures.
• The proposed method obtains the highest overall accuracy
(90.7%) on the ISPRS 3D Semantic Labeling Contest dataset
compared to the benchmarks. The largest improvements are
and, powerline (+7.5%) and car(+13.0%).
The remainder of this paper is organized into four additional sec-
tions. Section 2 describes the LiDAR data. We present our method
in Section 3. The experimental results are presented in Section 4.
We draw conclusions and detailed discussion for further work in
Section 5.
2. STUDY AREA AND DATA
2.1 Study area
The study area is located in Vaihingen, Baden-Wurttemberg, Ger-
many (Figure 1). It is 25 km northwest of Stuttgart and situated
on the river Enz. The total area is about 73.42 km2 with a pop-
ulation of 30,000. It has a temperate continental climate and is
often dry for a long time. Winters are long, mild and cold, and
summers are hot. Sometimes the maximum temperature can ex-
ceed 30 ◦C for many days due to hot wind. The vegetation in
this area is closely related to the urban environment and over-
laps with each other. Multiple types of terrestrial objects, such as
fence, tree, shrub, and facade, have complex and irregular shapes,
and the buildings are characterized as dense and complex.
2.2 Data
In this study, the data were obtained by the Leica ALS50 system
in August 2008. Its average flying height is 500 m above and its
field of view is 45 ◦. The average overlap of the strips is 30%, and
the point density in the test area is about 8 points/m2. Multiple
intensities and echoes were recorded. In the acquired data, most
are small buildings with multi-layered structures and many areas
of detached buildings surrounded by trees. Among them, because
the acquisition was made in the summer, only a few points (2.3%)
Figure 3: Demonstration of data processing. From left to right is
the process of 3D LiDAR data in the area to a regular input data.
received multiple returns. Therefore, the distribution of vertical
points in most trees only describes the canopy. The Vaihingen
dataset has been proposed within the scope of the ISPRS test
project on urban classification [Cramer, 2010, Niemeyer et al.,
2014], and it is the benchmark dataset for ISPRS 3D semantic la-
beling benchmarks. More details about this dataset are described
on ISPRS website1.
Specifically, the LiDAR point cloud consists of 1,165,598 points,
which are divided into two areas for training and testing. There
are a total of 753,876 training points and 411,722 test points.
The training area is mainly residential, with detached houses and
high-rise buildings. It has an area of 399m×421m. The test area
is located in the center of Vaihingen and has dense and complex
buildings. It covers an area of 389m×419m. We discern the fol-
lowing 9 object classes, including Powerline (power), Low vege-
tation (log veg), Impervious surfaces (im surf), Car, Fence/Hedge
(fence hedge), Roof, Facade (fac), Shrub and Tree. Each point
cloud contains LiDAR-derived (x, y, z) coordinates, backscat-
tered intensity, return number, number of returns, and reference
label. The training and test areas are demonstrated in Figure 2,
and the class distribution of the training and test sets are shown
in Table 1.
3. METHODS
3.1 Data preprocessing
Figure 3 shows data preprocessing and normalization which can
make point clouds into a regular batch input. Given an unordered
3D LiDAR data {Pi|i = 1, 2, ..., n} with Pi ∈ Rd. Each point
Pi is a vector (x, y, z, int, ret, num) of its (x, y, z) LiDAR-
derived coordinates plus extra channels such as intensity, return
1https://bit.ly/2wCROQ6
Figure 4: An overview of the double self-attention convolutional network, DAPnet
number and number of returns, and corresponds to a reference la-
bel yi. For the training set, we obtain the length and width of the
area based on the maximum and minimum coordinates. Then, a
fixed-size block slides the entire area in strides. Each block can be
overlapped with the previous one. The entire area of the dataset
can be divided into multiple small blocks of the same size with
a different number of points. The processed blocks reconstruct a
new dataset. The new dataset is {P} → {Bni×6i |i = 1, 2, ..., k},
where B represents the block and corresponding the number of
points n. When the number of points is below the threshold, we
remove the block. The test set uses the same processing method
without overlap.
During the model training process, we randomly select blocks
and use the min-max normalization method [Jain and Bhandare,
2011] to process the coordinates (x, y, z) and intensity based on
the point clouds in the block. A fixed number of point clouds are
then randomly sampled. Therefore, for each block, we can obtain
{DN×6i |i = 1, 2, ..., t}, where D represents the sampled points,
and N is the number of samples at a time. When the number of
point clouds of the block is less than the fixed number, we adopt
the Bootstrap sample method [Shao, 1994] to sample enough
points. As a result, the final dataset is {P} → {DN×6i |i =
1, 2, ..., t}.
3.2 DAPnet
3.2.1 Method overview The proposed DAPnet, a 3D point
cloud semantic segmentation model, consists of feature abstrac-
tion layers, point attention module, group attention module, and
feature propagation layers as shown in Figure 4.
The feature abstraction layer is a feature extractor adapted to raw
point clouds. It contains group sampling and convolutional lay-
ers, which can effectively extract hierarchical features. Group
sampling divides all data into different groups in order to learn
multiple local features, and convolutional layers extract features
from the data via multi-size kernels. After the input data D is
processed from multiple feature abstraction layers, we can obtain
output results with multiple features of points and groups.
The designed point and group attention module are two types of
self-attention modules, which are key parts to the DAPnet. They
can enhance the interdependency between features of points and
groups, and improve the performance of the segmentation result.
We put the processed data by the feature abstraction layer into
two modules in parallel. In the point attention module, it can
improve the valuable features of each point while reducing the
meaningless features. Similarly, in the group attention module,
each group is regarded as a unit to capture the correlation between
the groups. Finally, we sum the results of the two modules to get
the final feature-enhanced outputs.
Feature propagation is an upsampling operation that can use the
learned features to retrieve the features of all input points. Be-
cause the final feature-enhanced outputs cannot be directly used
to classify each point, we need to get the features of each point.
During the upsampling process, it also concatenates the features
on the corresponding feature abstraction layer through the skip-
connection method. Then, the neighbor points would have similar
features. The final results of feature propagation are used to the
classifier.
The final classifier implements the classification of each point
class, thereby achieving the semantic segmentation of the LiDAR
point clouds.
3.2.2 Feature abstraction layer Feature abstraction layer can
construct points into a hierarchical group, and progressively ex-
tract features at different hierarchies, which is the first part of the
DAPnet.
For a given set of pointsD = {p1, p2, , pn}, whereD is aM×C
matrix. M is the number of points, and C is the dimension of a
point feature, such as coordinate, RGB, intensity, etc. For group
sampling, in order to be able to continuously measure spatial dis-
tance, we need the spatial coordinates of the LiDAR data. There-
fore, we transform the LiDAR data D to a M × (l + C) ma-
trix, where l represents the l-dim coordinate. The additional co-
ordinate dimensions are not involved in the process of feature
extraction. In our study data, we can achieve the l = 3 and
C = 6. We can get the input points DN×9. Then, in order
that the sampled group can cover the entire object, we use iter-
ative farthest point sampling (FPS) [Eldar et al., 1997] to find
several major centroids, which means that during the iteration,
each selected point is the farthest one from the rest. In this study,
we used the L2 distance to measure the spatial distance between
two points. The sampled centroids is a subset of D, which are
{pi1 , pi2 , , pim}. im represents the index inD, andm represents
the number of centroids. Based on these centroids, we construct
groups based on the ball query method [Qi et al., 2017b] which
can find all points within a fixed radius. Moreover, we can also
use the multiple-scale radius for grouping, taking into account
the problem of sparse and dense point sampling. After group
sampling, the input data become DG×N×9, where G represents
the number of groups.
For the feature extraction, we apply a 1-D convolutional oper-
ation on each group which is treated as a new object. The re-
(a) Point Attention Module
(b) Group Attention Module
Figure 5: The details of the double self-attention module.
sults after convolution are normalized with Batch Normalization
(BN) [Ioffe and Szegedy, 2015] and put into the activation func-
tion ReLU [Krizhevsky et al., 2012], a non-linear operation. This
process can be written mathematically as follows,
f({p1, p2, ..., pj}) = ReLU(BN(W ◦ {pj}+ b)), (1)
where {p1, p2, ..., pj} is a group of points, and ◦ represents 1-
D convolutional operation. For the outputs of the feature extrac-
tion, we use max pooling [Murray and Perronnin, 2014] to extract
global features. The global features of groups are the different
local features of the object. After processing the whole feature
abstraction layer, the output data areDG×N×M , whereM repre-
sents the dimension of the extracted feature.
3.2.3 Point attention module The dependency relationship
between points can be used to improve the segmentation results.
We designed a point attention module, which can extract the con-
textual features between points to explicitly model this relation-
ship. It is a new type of self-attention module that can be briefly
described as mapping of queries to key-value pairs and usually
contains queries, keys, values, and output [Vaswani et al., 2017].
Through the query in the key-value pair, the weight of the query
under the corresponding key is obtained. Then we add the weights
to the corresponding query to get the output. The same query has
different outputs under different keys, that is, different attentions.
For the input LiDAR data, due to the different scales and shapes
of the terrestrial objects, even the same class would have differ-
ent outputs under the attention of different contextual features.
This feature-enhanced output is beneficial to model classifica-
tion. Therefore, we need to construct queries, key-value pairs,
and outputs for point features.
For the output DG×N×M of the feature abstraction, the process
of the point attention module is illustrated in Figure 5(a). We feed
the output data into two convolutional layers respectively and
achieve two outputs AG×N×M and BG×N×M . Then the point
features of each group are expanded into vectors. We reshape
them to two matrices, AG×J and BG×J , where J is N ×M ,
and further transpose the matrix A. After the matrix multiplica-
tionA>B, we apply a softmax function [Bouchard, 2011] on the
results to obtain the point attention matrix UJ×J which is the
key-value pairs as follows,
Uj,i =
exp(sij)∑J
i
∑J
j exp(sij)
, (2)
where sij ∈ A>B. The Uj,i indicates that the ith feature im-
pacts on jth feature. The higher of two feature dependencies has
the higher the value. It also represents the long-range dependency
relationship between points.
On the other hand, we also feed the outputD into a convolutional
layer and achieve the output dataCG×N×M to query. We convert
it to the matrixCG×J and multiply by the transpose of the point-
attention matrix. The result is CU> ∈ RG×J . Then we reshape
the result toG×N×M and multiply a scale α to do an element-
wise sum with the data D. The final result is the out of attention
mechanism, which can be written mathematically as follows,
Outpoint = α
J∑
i=1
Uj,iCi +Dj , (3)
where α is that learnable scale parameter and initialized as 0.
it can gradually assign more weight to the non-local features be-
yond the local neighborhood. The final result Outpoint is a feature-
enhanced output with the point attention matrix, which can com-
bine the geometrical and contextual features.
3.2.4 Group attention module Each group, or a local fea-
ture, also contributes differently to the final segmentation result.
In order to strengthen the contribution of different groups, we also
designed a group attention module to model the interdependen-
cies between groups. Similarly, it also needs to construct queries,
key-value pairs, and outputs. Different from the point attention
module, it does not require a convolution operation at the begin-
ning, since it can destroy the relationship between groups.
For the output D of the feature abstraction, the process of the
group attention module is illustrated in Figure 5(b). We directly
reshape it to a G×J matrix. Then we perform a matrix multipli-
cation between the matrix and the transpose matrix and a softmax
function on the result to obtain the group attention matrix V G×G
as follows,
Vj,i =
exp((D>D)ij)∑G
i
∑G
j exp((D>D)ij)
. (4)
Vj,i is the key-value pair for the group attention module. It
represents the interdependency between groups. Then the re-
shaped output DG×J multiple V with a scale β. Finally, we do
an element-wise sum with the dataD. The process can be written
as follows.
Outgroup = β
G∑
i=1
(V )j,iDi +Dj , (5)
where β is also initialized as 0. When each group adds the cor-
responding weights, local features can be boosted based on the
long-range dependencies between groups.
Table 2: The detailed operations of the DAPnet
Layer Name Input Output Operations # Kernels Note
Feature Abstraction
L0 L1 Conv,Conv,Conv,Max (32,32,64)
L1 L2 Conv,Conv,Conv,Max (64,64,128)
L2 L3 Conv,Conv,Conv,Max (128,128,256)
L3 L4 Conv,Conv,Conv,Max (256,256,512)
Point Attention Module
L4 L5 Conv 64
L4 L6 Conv 64
L5,L6 L7 Multiple,Softmax - key-value pairs
L4 L8 Conv - query
L4,L7,L8 L9 Multiple,Add - α,output
Group Attention Module
L4 L10 Multiple,Softmax key-value pairs
L4,L10 L11 Multiple,Sum β,query,output
Feature Propagation
L3,
L9,L11
L12
Sum,Concat,Interpolation,
Conv,Conv (256,256)
L2,L12 L13
Concat,Interpolation,
Conv,Conv (256,256)
L1,L13 L14
Concat,Interpolation,
Conv,Conv (256,128)
L14 L15 Conv,Conv,Conv (128,128,128)
Classifier
L15 L16 Conv (128)
L16,y L17 Softmax,Cross entropy
3.2.5 Feature propagation layer In order to obtain the fea-
tures of all points, the feature propagation layer generates features
from the fused features which is the element-wise summation of
the double self-attention module to each point.
Feature propagation is also a hierarchical process, which progres-
sively generates features corresponding to all points from fused
features. Meanwhile, we concatenate the summed outputs and the
features of the previous feature abstraction layer through the skip-
connection method to the input of the first feature propagation
layer. Then we use inverse distance weighted method [Setianto
et al., 2013] based on k nearest neighbors (KNN) [Fukunaga and
Narendra, 1975] to interpolate features value of the points in each
layer, as follows,
u(x) =
{ ∑N
i=1 wi(x)ui∑N
i=1 wi(x)
, if wi = 1||x−xi||2 for all i
ui, if wi = 0 for some i
(6)
From Eq. 6, we can find that points farther from the point x has
less weight. After the weight of each point is assigned, we per-
form a global normalization for all weights. Through the process-
ing of all feature propagation layers, we can get the each point
score y , and compare it with the corresponding label y under the
cross-entropy loss function [Bosman and Thierens, 2000]. Fi-
nally, we use the gradient descent algorithm [Kingma and Ba,
2014] to update all model weights.
3.3 Training parameters
In this section, we introduce the architecture of the DAPnet. The
details of the architecture are provided in Table 2, including data
flow, the main process of operation and the number of convolu-
tional kernels.
First, the DAPnet has 4 layers of feature abstraction. In each
layer, the point clouds are divided by group sampling. For these
groups, we use 3 convolutional layers for feature extraction, and
the number of convolution kernels is gradually increased. For
deeper feature abstraction layers, the number of convolution ker-
nels is also larger than that of the previous layer. After 3 convolu-
tional layers, we adopt max-pooling to obtain the global features
of each group L1. Then, for the final output L4 of feature ab-
straction, we can get the enhanced-feature results of L9 and L11
by the point and group attention modules. The next 4 layers are
feature propagation. Except for the last layer, the input is con-
catenated to the output of the corresponding feature abstraction.
Finally, by comparing the obtained score of all original points
with the corresponding label y, the classifier performs classifica-
tion.
Table 3: The detail of the benchmark methods
Method Transformation Features Classifier
IIS 7 Yes Geometrical −
UM Yes Geometrical OvO classifier
HM 1 Yes Geometrical/Contextual RF
WhuY3 Yes Geometrical Softmax
LUH Yes Geometrical/Contextual RF
RIT 1 No Geometrical Softmax
NANJ2 Yes Geometrical Softmax
PointNet No Geometrical Softmax
PointNet++ No Geometrical Softmax
DAPnet No Geometrical/Contextual Softmax
3.4 Benchmark methods
To compare benchmark methods on ISPRS 3D Semantic Label-
ing Contest, we selected the following algorithms for a brief re-
view based on performance, feature extraction methods, and other
factors, and their abbreviations as method names.
The differences between these benchmark methods are mainly in
three aspects, data transformation, features, and type of classi-
fier. Table 3 show the characteristics of the mentioned methods
and our proposed method. The IIS 72 method over-segments the
LiDAR data into supervoxels in terms of various attributes (i.e.,
shape, colors, intensity, etc.), and applied the spectral and ge-
ometrical feature extraction. The UM3 method combines vari-
ous features including LiDAR point-attributes, textural analysis,
and geometric attributes to a one-vs-one classifier. The HM 14
2https://bit.ly/3cHD6I6
3https://bit.ly/32Z4FIA
4https://bit.ly/330b7PN
Table 4: The detail of the per-class accuracy of DAPnet (%), and the overall accuracy is 90.2%
Classes power low veg imp surf car fence hedge roof fac shrub tree
power 90.2 0.2 0.0 0.0 0.0 4.7 0.3 0.3 4.3
low veg 0.0 89.4 6.6 0.1 0.1 0.4 0.1 2.9 0.4
imp surf 0.0 3.0 96.6 0.1 0.0 0.1 0.0 0.1 0.0
car 0.0 2.0 1.3 88.8 1.4 1.5 0.5 4.2 0.2
fence hedge 0.0 6.5 1.8 1.7 40.1 2.0 2.0 31.6 14.4
roof 0.1 0.4 0.1 0.0 0.1 96.4 0.6 1.0 1.4
fac 0.1 8.2 1.0 1.1 0.3 13.9 60.9 7.3 7.2
shrub 0.0 11.5 0.6 0.6 1.4 2.7 1.4 73.9 8.0
tree 0.0 2.3 0.0 0.1 0.4 1.7 0.7 7.4 87.5
Precision 84.4 90.8 93.3 83.4 77.9 96.4 80.2 61.7 89.1
Recall 90.2 89.4 96.6 88.8 40.1 96.4 60.9 73.9 87.5
F1 Score 87.2 90.1 94.9 86.0 53.0 96.4 69.2 67.3 88.3
Table 5: The detail of the per-class accuracy of DAPnet MSG (%), and the overall accuracy is 90.7%
Classes power low veg imp surf car fence hedge roof fac shrub tree
power 90.3 0.2 0.0 0.0 0.0 4.7 0.3 0.3 4.2
low veg 0.0 89.5 6.6 0.1 0.1 0.5 0.1 2.8 0.4
imp surf 0.0 2.2 97.3 0.1 0.0 0.1 0.0 0.1 0.0
car 0.0 1.9 1.1 90.2 0.8 1.6 0.5 3.7 0.3
fence hedge 0.0 9.2 1.8 1.6 41.1 1.8 1.2 28.4 14.8
roof 0.1 0.3 0.1 0.0 0.0 97.0 0.4 1.0 1.1
fac 0.1 8.1 0.9 1.1 0.3 13.8 62.0 7.0 6.7
shrub 0.0 11.6 0.6 0.5 1.2 2.6 1.1 74.0 8.3
tree 0.0 2.2 0.0 0.1 0.3 1.6 0.7 6.9 88.2
Precision 85.0 91.4 93.4 84.7 80.9 96.5 84.4 63.1 89.5
Recall 90.3 89.5 97.3 90.2 41.1 97.0 62.0 74.0 88.2
F1 Score 87.6 90.4 95.3 87.4 54.5 96.7 71.5 68.1 88.9
method depends on the geometric features on a selection of neigh-
borhoods. For conducting the contextual classification, it utilized
a Conditional Random Field (CRF) [Finkel et al., 2008] with RF
classifier. The WhuY3 [Yang et al., 2017] method transforms the
3D neighborhood features of point clouds to a 2D image and ap-
plies a CNN to extract the high-level representation of features.
The LUH5 method extends the Voxel Cloud Connectivity Seg-
mentation [Papon et al., 2013]. It designs a two-layer hierarchical
CRF framework to connect contextual relationships, along with
the Fast Point Feature Histograms (FPFH) features [Rusu et al.,
2009]. The RIT 1 [Yousefhussien et al., 2018] method proposes
a 1D-fully convolutional network extended by PointNet [Qi et al.,
2017a] in an end-to-end fashion. The NANJ26 method applies a
multi-scale convolutional neural network to learn the geometric
features based on a set of multi-scale contextual images. Further-
more, we also use PointNet and PointNet++ [Qi et al., 2017b] as
comparison methods. During the training process, we used the
same data processing methods as this study. Both PointNet and
PointNet++ can be directly applied to the original point cloud
data. They use the extracted geometric features to achieve the
classification of points through the softmax classifier.
4. EXPERIMENT
4.1 Implementation details
The method is implemented using PyTorch. We choose 30×30m
as the block size and 10m as the stride. Each block is evenly
sampled to 1024 points. The number of groups for the group sam-
pling of the feature abstraction layer is 256, 128, 64 and 32, which
correspond to the sampling radius of 0.1, 0.2, 0.4 and 0.8. The
multi-scale sampling radiuses of the MSG operation are [0.05,
5https://bit.ly/38yMg6u
6https://bit.ly/2PWLHgy
0.1], [0.1, 0.2], [0.2, 0.4], and [0.4, 0.8] respectively. A batch
size of 16 and the maximum epoch of 200 are chosen for model
training. The Adam optimizer [Kingma and Ba, 2014] with a
momentum of 0.9 and a decaying rate of 0.0001 is used. The
poly learning rate policy is adopted to multiply iteratively to the
learning rate by (1 − iter
numiter
)0.7 and the initial learning is set
as 0.001. The lower bound of the learning rate is set as 1e−5
for model training. The evaluation metrics of per-class accuracy,
precision, recall, and F1-score are calculated using the ISPRS 3D
Semantic Labeling Contest dataset.
4.2 Classification results
Table 4 shows the confusion matrix of the DAPnet model. The
overall accuracy is 90.2% and the model provides accuracies of
90% or more on powerline, Impervious surfaces, and roof classes.
The model performs worse on fence/hedge (40.1%), facade (60.9%)
and shrub (73.9%) classes. The most of error cases in fence/hedge
are from the shrub (31.6%) and tree (14.4%). The two classes
have a high similarity in terms of height, topological and spec-
tral reflectance. the precision of the fence/hedge is 77.9%, which
indicates that the model is less likely to misclassify shrub and
tree into the fence/hedge. Many facade points are misclassified as
roof class because of the similarity between the two classes, while
roof points are rarely misclassified as the facade class. The result
reveals that some classes have dominant features in the DAPnet
classification, which provides a lower recall and a higher preci-
sion on the fence/hedge class.
The confusion matrix of the model using multi-scale group sam-
pling (DAPnet MSG) is shown in Table 4. Compared to the DAP-
net, the DAPnet MSG provides an accuracy increase of 1.4%,
1%, and 1.1% in car, fence/hedge, and facade, respectively. It
also reduces the misclassification rate of fence/hedge data to shrub
by 2.8%. Meanwhile, the DAPnet MSG obtains an average accu-
racy improvement of 0.64% among the classes and an increase of
(a) Ground Truth (b) DAPnet (c) DAPnet MSG
Figure 6: The ground truth of the test set, the classification and error maps. (a) the ground truth data. In (b) and (c), the left image is
the classification map and the right side is the corresponding error map.
Figure 7: The comparison of error maps between the new model and benchmark methods. Circles indicate the mixed region of
powerline, roof, and tree classes.
the overall accuracy by 0.5% compared to the DAPnet. These in-
creases demonstrate the effectiveness of incorporating the multi-
scale group sampling strategy to the model.
The classification results and error maps of the DAPnet and the
DAPnet MSG are shown in Figure 6. The distribution of misclas-
sifications are consistent: accuracies are high in regions where
Impervious surfaces and roofs are mixed. In contrast, the mixed
regions of shrub and tree have a larger classification error than
the non-mixed regions according to the error map. This indicates
that the mixture of classes compromises s the classification result
from the DAPnet.
4.3 Performance evaluation
Table 6 shows the comparison of our model to the benchmark
methods. The DAPnet generates a 5.0% higher accuracy than the
best benchmark. And the DAPnet MSG obtains the best overall
accuracy (90.7%), which is 5.5% higher than the best benchmark.
It also outperforms the best benchmark by an average of 3.5% in
per-class accuracies. Especially, the accuracies of powerline and
car are significantly improved by 7.5% and 13.2%. impervious
surfaces and roofs have the least improvements (0.8%).
Table 7 shows the F1 score of our method and the benchmark
methods. The DAPnet MSG produces 12.7% higher F1 scores
than the best benchmark method. In terms of per class F1 score,
our model has an average improvement of 9.4%. For the classes
of powerline, car, fence/hence, facade, and shrub, the improve-
ment is even more significant by an average percentage of 14.17%,
where the powerline is improved the most (16.2%). According to
Table 1, the result shows that our method performs much better
in the classes (powerline, car, and fence/hedge) with the limited
number of training samples. A high F1 score indicates the effec-
tiveness of the model.
Figure 7 shows the error map of the best 5 benchmark methods
compared to our method. The DAPnet and DAPnet MSG gener-
ates fewer errors and achieve better results in the mixed regions
of powerline, roof, and tree, while the benchmark methods gen-
erate many more errors in the regions where the DAPnet makes
mistakes. The DAPnet performs better in classifying classes in
mixed regions.
4.4 Ablation study
In order to verify the effectiveness of the attention module, we
test different attention strategies, including the vanilla or raw model
(-wo-PAM&GAM), the model with group attention module (-w-
GAM), the model with point attention (-w-PAM), and the model
with both types of the attentions (-wo-PAM&GAM). The results
are shown in Table 8.
Table 8 shows that both models have higher overall accuracy than
the ”-wo-PAM&GAM” strategy under the ”-w-GAM” strategy
by solely incorporating the group attention module. However,
the accuracies of powerline and impervious surface classes are
about 0.5% lower than the ”-wo-PAM&GAM” strategy. Com-
pared to the DAPnet-wo-PAM&GAM and the DAPnet-w-GAM,
the group attention module would improve the accuracy of car,
facade, and shrub classes by 3.1%, 3.9%, and 3.8% respectively.
Similarly, the DAPnet MSG-w-GAM improves the accuracies of
the car, facade, and shrub classes by an average of 4.7%. This in-
dicates that the group attention module can effectively capture the
long-range dependency among the car, facade and shrub classes
without being affected by their intra-class differences. The in-
corporation of the group attention module also enhances the per-
class accuracy by an average percentage of 2.6% for all.
From the perspective of the point attention module, the overall ac-
curacy of the model is higher than that of the ”-wo-GAM&PAM”
and the ”-w-GAM” strategies. Compared to the ”-wo-GAM&PAM”
strategy, the incorporation of point attention module improves the
accuracies of powerline (8.0%), car (4.1%), roof (5.4%), and fa-
cade (8.7%) classes significantly. For these classes, the DAP-
net MSG-w-PAM also achieves the improvements of 5.9%, 6.5%,
3.0%, and 7.5%. In general, the point attention module provides
Figure 8: The segmentation results from different models with various block sizes.
Table 6: The overall accuracy (OA) and corresponding per-class accuracy. (%)
Method power low veg imp surf car fence hedge roof fac shrub tree OA
IIS 7 40.8 49.9 96.5 46.7 39.5 96.2 52 68.8 76.2
UM 33.3 79.5 90.3 32.5 2.9 90.5 43.7 43.3 85.2 80.8
HM 1 82.8 65.9 94.2 67.1 25.2 91.5 49.0 62.7 82.6 80.5
WhuY3 24.7 81.8 91.9 69.3 14.7 95.4 40.9 38.2 78.5 82.3
LUH 53.2 72.7 90.4 63.3 25.9 91.3 60.9 73.4 79.1 81.6
RIT 1 29.8 69.8 93.6 77.0 10.4 92.9 47.4 73.4 79.3 81.6
NANJ2 61.2 87.7 93.3 55.6 34.0 91.6 38.6 72.7 77.5 85.2
PointNet 63.5 81.3 88.3 50.5 17.2 78.1 26.5 42.2 67.9 75.1
PointNet++ 80.7 86.2 93.6 74.5 33.0 88.4 51.5 62.4 79.2 84.2
DAPnet 90.2 89.4 96.6 88.8 40.1 96.4 60.9 73.9 87.5 90.2
DAPnet MSG 90.3 89.5 97.3 90.2 41.1 97.0 62.0 74.0 88.2 90.7
Table 7: The per-class F1 score and the average F1 scores (Avg. F1). (%)
Method power low veg imp surf car fence hedge roof fac shrub tree Avg. F1
IIS 7 54.4 65.2 85.0 57.9 28.9 90.9 39.5 75.6 55.3
UM 46.1 79.0 89.1 47.7 5.2 92.0 52.7 40.9 77.9 59.0
HM 1 69.8 73.8 91.5 58.2 29.9 91.6 54.7 47.8 80.2 66.4
WhuY3 37.1 81.4 90.1 63.4 23.9 93.4 47.5 39.9 78.0 61.6
LUH 59.6 77.5 91.1 73.1 34.0 94.2 56.3 46.6 83.1 68.4
RIT 1 37.5 77.9 91.5 73.4 18.0 94.0 49.3 45.9 82.5 63.3
NANJ2 62.0 88.8 91.2 66.7 40.7 93.6 42.6 55.9 82.6 69.3
PointNet 43.6 80.4 87.8 47.3 21.6 81.9 28.7 38.5 64.5 54.9
PointNet++ 71.4 84.9 91.6 73.9 36.2 90.4 51.9 50.5 75.9 69.6
DAPnet 87.2 90.1 94.9 86.0 53.0 96.4 69.2 67.3 88.3 81.4
DAPnet MSG 87.6 90.4 95.3 87.4 54.5 96.7 71.5 68.1 88.9 82.3
Table 8: The comparison of performances using different attention strategies. (%)
Method power low veg imp surf car fence hedge roof fac shrub tree OA
DAPnet-wo-PAM&GAM 80.3 86.1 93.4 75.5 33.2 88.5 51.1 62.2 80.1 84.5
DAPnet-w-GAM 79.5 86.5 94.1 78.6 38.2 91.0 55.0 66.0 83.0 86.1
DAPnet-w-PAM 88.3 86.0 95.1 79.6 38.1 93.9 59.8 63.5 85.4 87.3
DAPnet-w-PAM&GAM 90.2 89.4 96.6 88.8 40.1 96.4 60.9 73.9 87.5 90.2
DAPnet MSG-wo-PAM&GAM 84.3 86.3 95.0 78.1 37.6 91.1 54.4 64.0 81.6 86.0
DAPnet MSG-w-GAM 88.5 86.8 94.6 82.1 40.5 93.9 58.8 69.8 83.9 87.6
DAPnet MSG-w-PAM 90.2 87.9 94.7 84.6 41.0 95.1 61.9 64.4 86.5 88.3
DAPnet MSG-w-PAM&GAM 90.3 89.5 97.3 90.2 41.1 97.0 62.0 74.0 88.2 90.7
an average increase of 4.4% on the per-class accuracy compared
to the vanilla DAPnet, and an average increase of 3.8% compared
to the vanilla DAPnet MSG. Meanwhile, compared to the ”-w-
GAM” strategy, the benefits of all per-class accuracy enhance-
ment from the point attention module is higher than that of the
group attention module, except the shrub class. This shows that
the point attention module can effectively capture the interdepen-
dence between points and improve the classification accuracies.
On the other hand, the improvements from the point attention
module is not significant on low vegetation and impervious sur-
face classes, which is consistent with the result from the group
attention module.
The incorporation of both point and group attention modules gen-
erates the best accuracy. When the ”-w-GAM&PAM” strategy
is adopted, the overall accuracy is improved by 4.7% and 5.7%
compared to adopting the ”-wo-GAM&PAM” strategy. Com-
pared to the vanilla DAPnet, the ”-w-GAM&PAM” strategy gen-
erates an average per-class improvement of 8.2%, where the car
and shrub have the largest improvement of 13.3% and 11.7% re-
spectively. The accuracy of adopting the double self-attention
module is 4.1% higher than using solely group attention and 2.9%
higher than using solely the point attention. Similarly, the DAP-
net MSG-w-GAM&PAM generates a significant accuracy increase
on the car (12.1%) and shrub (10.0%), which is also higher than
the adoption of either a single attention module. The accuracy
Figure 9: The training phases of loss and overall accuracy from
different models.
generated from the double self-attention module is 3.1% and 2.4%
higher than the accuracies of the ”-w-GAM” or ”-w-PAM” strate-
gies. These results show that the adoption of double self-attention
module would improve the accuracy of the most and the utiliza-
tion of MSG operation would also be helpful in enhancing the
accuracy.
4.5 Visualization of results
Figure 8 shows the classification results of 3 random blocks in
the test set under different strategies. Block 1 is a mixed re-
gion of mainly the shrub and tree. The overall accuracy of ”-w-
GAM&PAM” strategy is 12% higher than the ”-wo-GAM&PAM”
strategy. According to the error map, the performance of the two
models are similar. For example, the models perform well in the
roof, but worse in the regions where the roof and impervious sur-
face are mixed. However, the ”-w-GAM&PAM” strategy shows
a good performance in the mixed region of low vegetation, shrub,
and tree. In the mixed region of the roof, low vegetation and
tree (block 2), the ”-w-GAM&PAM” strategy also shows a sig-
nificantly better result over the ”-wo-GAM&PAM” strategy. The
error map also indicates that the ”-w-GAM&PAM” strategy can
classify the mixed area of the roof and low vegetation better. In
block 3, the overall accuracy of the ”-w-GAM&PAM” strategy
also is the best (84.9%). This block is a mixed region of roof
and impervious surface. From the error map, the models with the
double self-attention module classify the region of tree and im-
pervious surfaces well. Similar to block 1, the models perform
poorer in the regions with a mix of roof and impervious surface.
Although these blocks with the mix of the roof and impervious
surface are poor harder, the double self-attention module can still
achieve better classification results, which demonstrates the ef-
fectiveness of the double self-attention module for modeling in-
terdependence between points.
The double self-attention module can improve the classification
accuracy without affecting the convergence speed of the model.
The training phrases of the models are shown in Figure 9. All of
the models converge at around 100 epochs. The ”-w-GAM&PAM”
and ”-wo-GAM&PAM” models converge at approximately the
same epoch. The incorporation of the double self-attention mod-
ule speeds up the convergence of the model by reducing loss val-
ues quickly, which demonstrates the effectiveness of the double
self-attention module for enhancing the speed of model conver-
gence.
5. CONCLUSION AND DISCUSSION
In this study, we propose a novel model called DAPnet by using
a double self-attention module to segment point cloud objects of
various shapes and scales. The double self-attention module con-
sists of point and group attention modules. The point and group
attention modules are used to model the long-range dependen-
cies among point clouds for extracting important contextual fea-
tures. Then the DAPnet would combine the extracted geometric
and contextual features to achieve good segmentation results. Be-
sides, DAPnet is an end-to-end training method by directly pro-
cessing the raw point clouds, which avoids the information loss
during data preprocessing.
In the experiment, our method obtains an overall accuracy of
90.7% using the ISPRS 3D-Semantic Labeling data, which out-
performs the state-of-the-art benchmark by 85.2%. Our model
also achieves a better per-class accuracy (+3.4%) compared to
all benchmark methods. In particular, the accuracies of pow-
erline and car are improved by 7.5% and 13.2% respectively.
Through ablation experiments, we find that the two different at-
tention modules perform differently over classes. Compared with
the strategy without any attention module, the double self-attention
module has significantly improved the results of various classes,
especially car and shrub, which have improved by more than
10.0%. The group attention module enhances the accuracy of
about 3% on the classes of car, facade, and shrub, while the point
attention module enhances the accuracy by 5% in the classes of
powerline, car, facade, and tree. We find that the positive effect of
adding point attention is bigger than adding the group attention
module. It might because the group attention module is a higher-
level point attention module and is not able to model the depen-
dencies at an individual point level as the point attention module.
The ablation experiments show that the strategy of adding the
double self-attention module is the best strategy in terms of both
overall accuracy and the per-class accuracy. Moreover, the incor-
poration of the double self-attention module would not affect the
convergence speed of the model and can be flexibly transferred to
other models or applications.
DAPnet has the following limitations: (1) In data preprocessing,
the extracted features of point clouds are limited by the block size
and the sampling number of points. When the scale or shape of
the object is larger than the block, the modeling process would
fail to extract the features and incur wrong classifications. (2) In
some regions with mixed classes, such as the roof and impervious
surfaces, the double self-attention module cannot classify these
locations well. This might be that the enhancement of features
by the attention matrix emphasizes too much on certain classes
and makes the model classification biased. We also find that our
method and the benchmark methods have low accuracies on the
fence class. This might be because the spatial relationship of the
mixed classes is complicated. It not only exists the long-range
dependency between the points within the class but also exists
out of the class. These features are more difficult to capture, even
when enhanced by the attention module. In our future work, we
would break through the limitation of point cloud data sampling
scale, and model the correlation between mixed classes.
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