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Abstract
We introduce a general method for learning probability density function (PDF) equations from Monte
Carlo simulations of nonlinear partial differential equations with uncertain (random) parameters and
forcings. The method relies on sparse regression to discover the relevant terms in the PDF equation. Un-
like other methods for equation discovery, our approach accounts for salient properties of PDF equations,
such as positivity, smoothness and conservation. Our results reveal a promising direction for data-driven
discovery of coarse-grained PDEs in general.
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1. Introduction
Probabilistic models are essential in various fields of science and engineering, where they are used to
make science-based predictions under epistemic and aleatory uncertainty. Their applications spans a wide
range of fields from biology [43] and environmental forecasting [32] to robotics [34] and econometrics [17].
In physical sciences, mathematical models represent conservation laws and often take the form of dif-
ferential equations that characterize the structure of the system. Such models become probabilistic when
their parameters are uncertain (due to, e.g., data sparsity and measurement errors) and/or when they are
driven by randomly fluctuating forcings that represent subgrid variability and processes (e.g., Langevin
equations and fluctuating Navier-Stokes equations). Solutions of such problems, or quantities of interest
(QoI) derived from them, are given in terms of their probability density functions (PDFs). A plethora
of numerical and analytical methods have been developed to estimate these PDFs, including (multilevel)
Monte Carlo [14], (generalized) polynomial chaos expansions [41], the method of distributions [33], and
Gaussian processes [4].
These and other methods of probabilistic forecasting offer a trade-off between computational efficiency
and accuracy [24]. For example, a sufficiently large number of high-resolution Monte Carlo simulations
(MCS) would provide an accurate approximation of a solution’s PDF, but at a very high (and often
prohibitive) computational cost. On the other hand, the method of statistical moments [39] might be
orders of magnitude more efficient than MCS, but its ability to estimate a solution’s PDF depends largely
on how close it is to Gaussian. While a few statistical moments (e.g., mean and standard deviation) of
a QoI might suffice for some applications, many others require knowledge of its full PDF. For example,
estimating the probability of rare events is only possible when the tails of the distribution are accurately
modeled [2].
Methods that aim to derive a deterministic equation for the PDF of a system state can be orders of
magnitude faster than high-resolution MCS [1, 42]. The Fokker-Planck equation provides an example of
such PDF equations by describing the temporal evolution of the PDF of a solution of a stochastic differ-
ential equation driven by white noise, i.e., of a Langevin equation [23]. The method of distributions [33]
provides a systematic way to derive such PDF equations, regardless of whether the noise is white [23]
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or colored [37]. While under certain conditions PDF equations can be exact, in general (e.g., when the
noise is multiplicative) their derivation requires a closure approximation [36].
Closure terms in PDF or CDF (cumulative distribution function) equations are usually derived ei-
ther through perturbation expansions in the (small) variances of the input parameters or by employing
heuristic arguments. Both approaches require considerable field-specific knowledge and can introduce
uncontrollable errors. We propose a statistical learning method to infer closure terms in PDF/CDF
equations from data. It is based on sparse regression for discovering relevant terms in a differential equa-
tion [10, 27, 28], although its goals are different. The data come from a relatively few Monte Carlo runs of
the underlying differential equations with random inputs, rather than from a deluge of observational data.
Our approach amounts to coarse-graining in probability space and is equally applicable to deterministic
coarse-graining as well.
Starting with efforts to infer analytical relations between inputs and outputs from experimental and
simulation data, e.g., [28], the field of learning differential equations from observations became an active
research area, especially with the advent of efficient deep learning algorithms [13, 16, 19, 21, 22, 31, 40].
The advantage of learning physical laws, or governing equations, rather than an input-output map for a
QoI is the possibility to generalize over space and time and over different initial and boundary conditions.
In this respect, learning a differential equation is akin to learning an iterative algorithm that can generate
a solution (map) rather than learning the solution itself. Of direct relevance to the present study, sparse
regression on noisy measurement/simulation data was used to estimate the constant coefficients of a
nonlinear ordinary differential equation [10] and partial differential equations [26, 27]; this strategy has
been generalized to recover variable coefficients [25]. Equally pertinent are efforts to discover coarse-
grained dynamics from fine-grained simulations [6, 11, 12, 29].
We posit that sparse regression for equation learning is better suited for PDF/CDF equations than
for other types of partial differential equations (PDEs). First, random fluctuations in data and/or an
underlying physical process undermine the method’s ability to learn a governing equation [25]; yet, their
distributions are easier to handle because of the smoothness of corresponding PDFs and CDFs [8]. Second,
the known properties of distributions and PDF/CDF equations significantly constrain the dictionary of
possible terms, rendering the equation learning more tractable. For example, a PDF equation has to be
conservative (i.e., has to conserve probability); and, according to the Pawula theorem [23, pp. 63-95], the
Kramers-Moyal expansion (i.e. the Taylor-series expansion of the Master equation) should stop at the
first three terms to preserve a PDF’s positivity (giving rise to the Fokker-Plank equation). Finally, PDF
equations tend to be linear, even if the underlying physical law describing each realization is nonlinear.
Such considerations are, or should be, a key feature of physics-informed machine learning. Yet, they are
often absent in the equation-learning efforts.
Our strategy to learn PDF equations from noisy data is presented in section 2. A series of computa-
tional experiments in section 3 is used to illustrate the robustness and accuracy of our approach. Main
conclusions drawn from our study are summarized in section 4.
2. Autonomous Learning of PDF Equations and Their Closure Approximations
We start by formulating in section 2.1 a generic problem described by a PDE with uncertain (random)
parameters and/or driving forces. A deterministic equation for the PDF of its solution is formulated in
section 2.2. Our physics-informed sparse-regression strategy for identifying a linear differential operator
in this equation is presented in section 2.3.
2.1. Problem Formulation
Consider a real-valued system state u(x, t) : D×R+ → Du that is defined on the d-dimensional spatial
domain D ⊂ Rd and has a range Du ⊂ R. Its dynamics is described by a PDE
∂u
∂t
+Nx(u;λL) = g(u;λg), x ∈ D, t > 0, (1)
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which is subject to a initial condition u(x, 0) = uin(x) and boundary conditions on the boundary ∂D of
D (to be specific, and without loss of generality, we consider a Dirichlet condition u(x, t) = ub(x, t) for
x ∈ ∂D). The differential operator Lx contains derivatives with respect to x and is parameterized by a
set of coefficients λN (x, t). The source term g(u), a smooth function of its argument, involves another set
of parameters λg(x, t). These system parameters, λ = {λN ,λg}, are uncertain and treated as random
fields. They are characterized by a single-point joint PDF fλ(Λ;x, t) and a two-point covariance function
(a matrix) Cλ(x, t; y, τ), both of which are either inferred from data or provided by expert knowledge.
The auxiliary functions uin(x) and ub(x, t) are also uncertain, being characterized by their respective
single-point PDFs fuin(U ;x) and fub(U ;x, t) and, when available, multi-point statistics.
Uncertainty in the input parameters renders predictions of the system state u(x, t) uncertain (random)
as well. Consequently, a (partial) solution to (1) is the PDF fu(U ;x, t) of u(x, t), whose mean E(u) ≡
u¯(x, t) =
∫
Ufu(U ;x, t)dU and variance σ
2
u(x, t) =
∫
U2fu(U ;x, t)dU − u¯2 often serve as an unbiased
prediction and a measure of predictive uncertainty, respectively. Here, the integration is over Du, the
domain of definition of u(x, t).
Multiple uncertainty propagation tools can be used to estimate the PDF fu(U ;x, t). These include
(multilevel) Monte Carlo simulations, which require one to draw multiple realizations of the inputs
{λ, uin, ub} and solve (1) for each realization. These and other techniques mentioned in the introduction
are typically computationally expensive and provide little (if any) physical insight into either the expected
(average) dynamics or the dynamics of the full PDF fu. The method of distributions provides such an
insight by yielding a deterministic PDE, which describes the spatiotemporal evolution of fu(U ;x, t).
2.2. PDF Equations
Regardless of whether the differential operator Nx in (1) is linear or nonlinear, the PDF fu(U ;x, t)
satisfies a (d+ 1)-dimensional linear PDE
∂fu
∂t
+ Lx˜(fu;β) = 0, x˜ ≡ (x, U) ∈ D ×Du, t > 0, (2)
with a set of coefficients β(x˜, t). According to the Pawula theorem [23, pp. 63-95], the linear differential
operator Lx˜ can include first, second or infinite derivatives with respect to x˜. Transition from (1)
to (2) involves two steps: projection of the d-dimensional (linear or nonlinear) PDE (1) onto a (d + 1)-
dimensional manifold with the coordinate x˜, and coarse-graining (stochastic averaging) of the resulting
(d+1)-dimensional linear PDE with random inputs.1 For first-order hyperbolic PDEs, this procedure can
be exact when the system parameters λ are certain [1] and requires closure approximations otherwise [9].
It is always approximate when PDEs involved are parabolic [5] or elliptic [42]. Identification of the
coefficients β(x˜, t), some of which might turn out to be 0, is tantamount to physics-informed learning of
PDF equations.
When the system parameters λ are random constants—or when a space-time varying parameter, e.g.,
random field λ(x), is represented via a truncated Karhunen-Loe`ve expansion in terms of a finite number
NKL of random variables λ1, . . . , λNKL—the PDF equation (2) is approximate, but an equation for the
joint PDF fuλ(U,Λ;x, t) of the inputs λ and the output u,
∂fuλ
∂t
+ Lˆx˜(fuλ; βˆ) = 0, x˜ ≡ (x, U) ∈ D ×Du, t > 0, (3)
is exact [36]. Similar to (2), the differential operator Lˆx˜ is linear and consists of derivatives with respect
to x˜ up to order 2; its dependence on Λ is parametric, βˆ = βˆ(Λ, x, t). Since the number of parameters
in the set λ can be very large, one has to solve (3) for multiple values of Λ, which is computationally
expensive. A workable alternative is to compute a PDF equation for the marginal fu(U ;x, t), i.e., (2), by
integrating (3) over Λ. In general, this procedure requires a closure [36].
1When the system parameters λ vary in space and/or time, PDF equations are typically space-time nonlocal [3, 15], i.e.,
integro-differential, and the derivation of (2) requires an additional localization step.
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2.3. A Physics-Constrained Hypothesis Class
Traditional data assimilation and deep learning approaches to learning PDEs rely on a priori knowl-
edge of the differential operator’s dictionary of terms. This is where a key advantage of our approach
to learning the dynamics of fu, as in (2), rather than the underlying dynamics of u in (1), manifests
itself. First, we relax the assumption that the operator’s terms are known by considering a larger class of
derivative features whose relevance is discovered by the learning algorithm. Second, PDF equations have
multiple mathematical properties that significantly constrain the hypothesis class; thus ensuring a faster
and more accurate convergence to the optimal solution. This is illustrated in the following formulation
of the optimization problem at hand.
Let fˆu ∈ RM×N×P , with entries fˆ ijku ≡ fu(Ui, xj , tk), be the numerical solution of Eqn. (2), defined
for i ∈ {1,M}, j ∈ {1, N} and k ∈ {1, P}, by discretizing U ∈ Du, x ∈ D, and t ∈ [0, T ] respectively, such
that Ui = U0 + i∆U , xj = x0 + j∆x, and tk = t0 + k∆t. We want to discover the differential operator
Lx˜ = β(U, x, t) ·
[
1,
∂
∂x
,
∂
∂U
,
∂2
∂x2
,
∂2
∂x∂U
,
∂2
∂U2
, · · ·
]>
, (4)
were β(U, x, t) = (β1, . . . , βQ) ∈ RQ are unknown variable coefficients that have Q components, βq(U, x, t)
with q = 1, . . . , Q, multiplying Q derivative features. This is accomplished by minimizing the discretized
residual Rijk(β) = fˆ ijkut + Lx˜(fˆ ijku ;β), for all grid-points (Ui, xj , tk). The differential operators on the
right hand side are computed numerically (using finite difference, FFT, total variation regularized dif-
ferentiation, etc) as discussed in [27, 10]. Accordingly, the optimal coefficient vector βˇ(U, x, t) that best
approximates the operator in equation (2) is given by
βˇ(U, x, t) = argmin
β(U,x,t)
 1MNP
M∑
i=1
N∑
j=1
P∑
k=1
R2ijk(β) + γ||β||21
 , (5)
where the L1 norm, ‖·‖1, is a regularization term that provides sparsification of the PDF equation, with γ
serving as a hyper-parameter coefficient. The residual, Rijk, represents a single training example indexed
by the triplet (i, j, k). In what follows, the subscript ·ijk is sometimes omitted for ease of notation.
The challenge in making the optimization problem in (5) generalize over the largest possible set of un-
seen simulation data lies in properly designing a hypothesis class that balances bias with variance. On one
hand, a larger hypothesis class H (here parametrized by Q three-dimensional coefficients {βq(U, x, t)}Qq=1)
has a higher chance of fitting an operator Lx˜ that honours the data in fˆu. It does so by minimizing the
bias at the cost of a higher variance. On the other hand, a smaller (i.e. simpler) hypothesis class discards
hypotheses with large variance, automatically filtering out noise and outliers that prevent the model from
generalizing.
Both effects are often used in coordination to guide the regression problem in the right direction. For
instance, having variable instead of constant coefficients in (5) significantly increases the power of the
model to describe simulation data generated by PDEs with variable coefficients. On the other hand, using
L1 regularization bounds the hypothesis to sparse solutions with small coefficients; typically associated
with the law of parsimony, making the equations more interpretable and easier to manipulate analytically.
When learning equations of physical systems, the hypothesis class can be significantly constrained
by a priori knowledge of deterministic physical properties (such as conservation of mass, energy and
momentum) and mathematical properties of differential equations (such as non-negativity, linearity etc.).
These constraints can be factored in the form of the residual R(β). We elaborate on this point in this
section.
First, if the random field u(x, t) is appropriately represented by a master equation, the Pawula theorem
provides both an exhaustive dictionary for PDF/CDF equations and the form of Lx˜. Specifically, the
theorem states that a finite Taylor expansion of the master equation (i.e. the Kramers-Moyal expansion)
can only contain up to second order derivatives for the function to be interpretable as a probability
density; otherwise, the PDF can become negative. As a consequence, if we assume the terms in the
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dictionary to be a subset of those in the Kramers-Moyal expansion (i.e. not containing nonlocal terms
and fractional derivatives), the discovered equation only makes sense up to second order derivatives.
Otherwise, its solution will violate the axioms of probability (non-negativity and integration to one).
Therefore, the Pawula theorem restricts the number of derivative features to those explicitly shown in
(4) (i.e. Q = 6).
Second, the equation for fu(U, x, t) is conservative because
∫
Du
fudU = 1 for all (x, t) ∈ D × [0, T ],
which further constrains the residual to the form
R(β) = ∂fˆu
∂t
+∇x˜L¯x˜(fˆu; β¯), (6)
where ·¯ is used to designate operators in the conservative form of the PDF equation. Accordingly, L¯x˜ is
a subset of its non-conservative counterpart Lx˜, and β in (2) is different from β¯ in (6). The conservative
form does not only constrain the form of the operator, but also the numerical implementation of the
derivative terms. In particular, a conservation law can be discretized using a finite volume scheme
ensuring that the learnt solution is in fact conservative.
Finally, depending on the form of (1) and the uncertain parameters or initial conditions involved,
PDF equations can often be partially derived analytically. For example, the method of distributions [33]
can sometimes be used to find a closed form equation for fu, as illustrated in the numerical experiments
below. However, most analytical coarse-graining methods often lead to unclosed differential equations,
requiring a closure approximation. In that case, part of the operator Lx˜ is known analytically by Kx˜, and
the other part, Cx˜, is a closure (usually a nonlocal ensemble average) operator we seek to approximate,
such that
R(β) = ∂fˆu
∂t
+Kx˜(fˆu;η) + Cx˜(fˆu;β), (7)
where coefficients η are known analytically.
Equations (7) and (6) can be used in combination, constraining the system with all known assumptions
about the system. In general, there many more ways to constrain the hypothesis class based on physical
and mathematical properties of the differential equations one aims to learn. Depending on the problem,
the scientific literature is full of versatile physical constraints that can be used for better learning the
equations.
While generalization is what all scientific and machine learning models aim to achieve, experience
shows that the set over which a model generalizes is always bounded. This is why it is important to keep
the human in the loop of discovering ever more generalizing models by learning interpretable models.
With that purpose in mind, while deep learning techniques are very good at fitting nonlinear functions,
learning equations by sparse regression provides a much better collaborative framework between the
scientist and the machine.
2.4. Numerical Implementation
The coefficients βq(U, x, t) are 3-dimensional functions that can make the optimization problem in
(5) prohibitively expensive. A naive approach is to solve the discretized coefficients β(Ui, xj , tk) for each
grid point (Ui, xj , tk) corresponding to the solution fˆ
ijk
u . With Q derivative features, β ∈ RQ×MNP , the
optimization problem is O(QM3) dimensional, where typically M ≈ 103. This is a very high dimensional
problem which can only be solved with the right computational resources (i.e. multithreading on GPUs,
proper memory allocation etc.). In practice, it can be implemented by stacking the minimization problems
of all grid points in one large matrix, as done in [25] for learning parameteric PDEs.
A much cheaper approach is to approximate the variable coefficients βq(U, x, t) by a series of orthogonal
polynomial basis functions, ψr(·) (e.g. Chebyshev polynomials), such that
βq(U, x, t) =
R∑
r
S∑
s
W∑
w
αrswq ψr(U)ψs(x)ψw(t) (8)
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where αrswq ∈ R. Replacing (8) in (5) recasts the optimization problem in terms of the unknown coeffi-
cients αrsw = (αrsw1 , . . . , α
rsw
Q ) ∈ RQ, with q = 1 . . . Q. In addition, ψr(·) is a basis function such that
〈ψr, ψs〉 = 0 over a given interval; although orthogonality is not required for the optimization problem
to work. Having coefficients β ∈ RQ×RSW , the optimization dimension is now of order O(QR3), where
typically R . 10. This is significantly more computationally efficient than the brute force parametric
optimization assumed previously and can be solved on a personal computer.
To be more concrete, given the data matrix fˆu ∈ RM×N×P and its numerical derivatives in U , x and
t as defined by the operator in (4) (i.e. fˆut , fˆux , fˆuU etc.), we build the derivative feature matrix
F =

1 fˆux(U1, x1, t1) fˆuU (U1, x1, t1) · · · fˆuUU (U1, x1, t1)
1 fˆux(U2, x1, t1) fˆuU (U2, x1, t1) · · · fˆuUU (U2, x1, t1)
...
...
...
. . .
...
1 fˆux(UM , xN , tP ) fˆuU (UM , xN , tP ) · · · fˆuUU (UM , xN , tP )
 ∈ RMNP×Q
and its corresponding label vector (i.e. the known part of the equation); e.g. based on the closure
formulation of the residual in (7)
V =

fˆut(U1, x1, t1) +Kx˜(fˆu(U1, x1, t1);η)
fˆut(U2, x1, t1) +Kx˜(fˆu(U2, x1, t1);η)
...
fˆut(UM , xN , tP ) +Kx˜(fˆu(UM , xN , tP );η)
 ∈ RMNP
To include variable coefficients, we define the vector Ψrsw ∈ RMNP whose elements Ψrswijk ≡ ψr(Ui)ψs(xj)ψw(tk)
correspond to the grid-point elements in the columns of F and V. For every polynomial coefficient vector
Ψrsw, the residual in (7) takes the matrix form
R(αrsw) = V + (FΨrsw1ᵀ)αrsw, (9)
where  is the Hadamard (element-wise) product, 1 ∈ RQ is a vector of ones, such that the outer product
Ψrsw1ᵀ broadcasts the variable coefficient vector Ψrsw into Q identical columns. Minimizing the residual
in (9) for all variable coefficients leads the following optimization problem
Aˇ ≡

αˇ111
αˇ211
...
αˇRSW
 = argminA
∥∥∥∥∥∥∥∥∥

V
V
...
V
+

FΨ1111ᵀ
FΨ2111ᵀ
...
FΨRSW1ᵀ


α111
α211
...
αRSW

∥∥∥∥∥∥∥∥∥
2
2
+ γ ‖A‖21
where A ∈ RQRSW . In short,
Aˇ = argmin
A
‖V + FA‖22 + γ ‖A‖21 . (10)
where V ∈ RMNPRSW , F ∈ RMNPRSW×Q, and ‖·‖2 is the L2 norm.
The algorithm used in this study is similar to the one proposed by [10] combining LASSO [35] (L1
regularization) with recursive feature elimination (RFE), which recursively eliminates derivative features
with small coefficients based on a tunable threshold µ. Note that by adding a tunable threshold, we now
have two hyperparameters γ and µ that are chosen based on the test set error (rather than part of the
optimization variable A) and a desired sparsity (i.e. a variance-bias balance). For this purpose, a few
variations of cross-validation algorithms for parameter estimation were used from Python’s scikit-learn
package [20]. These algorithms use grid search to find the optimal regularization hyperparameter γ. For
comparison, we used the algorithms LassoCV, which uses an n-fold cross-validation set on each iteration,
LassoLarsCV which in addition uses a least-angle regression model, and LassoLarsIC, which also uses
the Akaike or Bayes information criterion as an optimization variable over γ. These algorithms give very
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similar results when the optimal solution is in the vicinity of the hypothesis class, but might differ
significantly when the solution is far from optimal (e.g. a closure problem). In general, the choice of the
algorithm depends on whether one favors more sparsity or accuracy.
Given an analytical expression or an equation for u(x, t), we compute NMC numerical solutions,
sampled from the random initial condition u0(x), in the discretized space-time domain D × [0, T ]. The
Monte Carlo results are then post-processed for obtaining the PDF in a discretized D×Du×[0, T ] domain.
In this study, we use a Gaussian kernel density estimator (KDE) to approximate the PDF fu(U ;x, t).
The bandwidth is estimated for every grid point in the D× [0, T ] domain using Scott’s normal reference
rule b = 3.49σN
−1/3
MC [30], where σ is the standard deviation of the data. Both the assumed kernel and
the bandwidth are added hyperparameters that can be optimized.
The matrices V and F in (10) can be very large depending on the assumed maximum order polynomial
coefficients (R, S andW ). For the purpose of this study, we assume the coefficients to be time-independent
(i.e. β = β(U, x), and W = 1) to make our problem numerically tractable on a personal computer. In
addition, for higher computational efficiency, we exclude grid points on which the labels (e.g. fut(U, x, t))
remain close to zero for the entire simulation. This sampling method leads to a significant reduction in
computational cost (around a 4-fold reduction in matrix size), especially in the case of an unbounded
probability density function which remains unchanged on the majority of the domain.
To evaluate the generalization power of the method, we test its extrapolation power in time by fitting
the hypothesis on the first 80% of the time horizon T (i.e. on the domain Dtrain = D × Du × [0, 0.8T ])
and testing it on the remaining 20% of the simulation (i.e. Dtest = D ×Du × [0.8T, T ]).
NUMERICAL DERIVATIVES
,   ,   ,   ,    …̂f ijku t ̂f ijku x ̂f ijku xx ̂f ijku U ̂f ijku UU
KDE MARGINALIZE
	ℛ(αrsw) = V + (F⊙Ψrsw1⊤) ⋅ αrsw
STACK ALL GRID POINTS (i, j, k)
ℛijk = ̂f ijku t + 풦x˜( ̂f ijku ; η) + ([1, ̂f ijku x , ̂f ijku U,⋯, ̂f ijku UU]Ψrswijk ) ⋅ αrswijk
STACK ALL COEFFICIENT OF ORDER  AND OPTIMIZE(r, s,w)
Aˇ = argmin
A
V + FA 22 + γ A
2
1
FORMULATE RESIDUAL
{u (x, t,ω)}NMCω= 0
MONTE CARLO
fu k(U,K; x, t)
JOINT PDF
̂f ijku = fu (Ui, xj, tk)
OR
Figure 1: Summary diagram of the algorithm for learning PDE’s from Monte Carlo simulations.
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3. Results
To validate our approach for data-driven coarse-graining in probability space, we consider nonlinear
problems with uncertain initial conditions and parameters. In addition, in these experiments, we use
the method of distributions [33] to transform PDEs in the random field u(x, t) to either closed or un-
closed PDEs of the marginal density function fu(U, x, t), illustrating the difficulties faced when deriving
distribution equations analytically, and showing how they can be overcome with a data-driven approach.
The overarching goal is to find an equation for fu(U ;x, t) in the form (2) from a single initial distribu-
tion, a single-point PDF of u(x, t), aimed to generalize over space and time as well as all potential initial
and boundary conditions. Experiments on a few test cases will prove the extrapolation power of the
method. The purpose of finding an equation is to be used for computing the evolution of the probability
distribution, in particular the mean solution, u¯(x, t) =
∫
Ufu(U ;x, t)dU and/or other ensemble moments
of the systems’ behavior with a desired probability P[u(x, t) ≤ U ].
3.1. Advection-Reaction with a nonlinear source
We first consider a nonlinear advection-reaction PDE with a known PDF equation. Let u(x, t) be a
real-valued state variable, whose dynamics is governed by
∂u
∂t
+ k
∂u
∂x
= rg(u), x ∈ R, t ∈ R+ (11)
where k and r are deterministic advection and reaction coefficients respectively. The initial condition
u(x, 0, ω) = u0(x, ω) is a random field that depends on a probability sample space variable ω (later
omitted for simplicity), with a known distribution fu0(U ;x). The nonlinearity g(u) is such that for any
realization of u0(x) a solution of this problem, u(x, t), is smooth almost surely. An equation for PDF can
be found in closed form (see Appendix A)
∂fu
∂t
+ k
∂fu
∂x
+ r
∂g(U)fu
∂U
= 0 (12)
which will be used as a benchmark to test whether the equation can be learned with the correct variable
coefficients.
Setting the source term in equation (11) to g(u) = u2, the solution is given by a hyperbolic function
u(x, t) = (1/u0(x−kt)− rt)−1. The random initial condition u0(x) is assumed to be a Gaussian function
of the form u0(x, ω) = a(ω) exp [−(x− µ(ω))2/(2σ(ω)2)], with a normal distributions for the amplitude
a ∼ N (ηa, ξa), mean µ ∼ N (ηµ, ξµ), and standard deviation σ ∼ N (ησ, ξσ), and a deterministic compact
support that ensures u(x, t) integrates to a finite value (i.e. u(x→ +∞, t) = u(x→ +∞, t) = 0).
Using grid search to find the hyperparameters that minimize test set error, while seeking a sparse so-
lution tunable by the RFE threshold, the expanded form of equation (12) can be approximately recovered
as
∂fu
∂t
+ 0.996
∂fu
∂x
+ 0.955 U2
∂fu
∂U
+ 2.06 U
∂fu
∂U
= 0, (13)
which correctly identifies the relevant derivatives and their coefficients, eliminating all remaining features,
and approximating the original coefficients with less than 5% error. However, if we only seek parameters
that minimize the test set error, the solution is less sparse, with around 10 non-zero terms, as shown in
figure 2. This is due to the variance-bias trade-off explained in section 2.3.
Given that the PDF is constructed from Monte Carlo simulations, the number of realizations NMC
is a key hyperparameter that affects the numerically efficiency of the method. Surprisingly, in this case,
the coefficient values were relatively independent of the number of NMC, as shown in figure 2. This is
not always the case, however, as will be shown in section 3.3.
Figure 2 also shows that the average RMS error is of orderO(∆2) where ∆ = max(∆x,∆t,∆U) ≈ 0.05.
This error is equivalent to a numerical scheme’s approximation error, usually quantified using Taylor
expansion. The second order error observed here is due to the use of a first-order finite difference scheme
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Figure 2: Error and coefficients as a function of Monte Carlo realizations, without recursive feature elimination (RFE). On
the features whose values exceed 0.05 are shown out of 21 non-zero features. The algorithm shows a convergence that is
relatively independent of NMC.
to create the derivative features. Better results can therefore be obtained by using a more accurate
numerical method for calculating the derivatives (e.g. using FFT).
The proper treatment of the mesh size is particularly challenging in learning PDEs where u(x, t)
has a compact support at the domain boundaries, giving rise to poorly-differentiable probability density
functions, because limx→±∞fu(U ;x, t) = δ(U). The difficulty in differentiating narrow PDFs near U = 0
can be seen in figure 3 (left) at t = 0. We addressed this issue by i) adding small positive perturbations
to the compact support (i.e. setting limx→±∞u(x, t) = E(λ) where E is an exponential distribution, with
λ 1), and ii) rejecting training samples close to U = 0.2
3.2. A closure problem for random k
In many cases, a closure problem arises due to uncertain parameters that cannot be factored in the
joint PDF equation. This is the case if the advection coefficient k in equation (11) is random.
Consider both the parameter k ∈ R+ and the initial state u0(x) : R 7→ R+ to be uncertain and treated
as random, such that the random variable k is equipped with a probability density function fk(K) and
a random field u0(x) with a single-point PDF fu0(U ;x) and a two-point correlation function ρu0(x, y)
specified for any two points x, y ∈ R. Without loss of generality, we take k and u0 to be mutually
independent.
Ensemble averaging of (11) would lead to an unclosed PDE for u¯(x, t), which contains an unknown
cross-covariance Cku(x, t) = E[k′u′(x, t)] between the zero-mean fluctuations k′ = k − k¯ and u′(x, t) =
u(x, t) − u¯(x, t). A PDE for Cku(x, t) would contain the third moment E[(k′)2u′(x, t)], etc., giving rise
to the so-called closure problem. Derivation of a deterministic PDE for fu(U ;x, t) encounters a similar
challenge, resulting in an unclosed PDF equation (see Appendix A),
∂fu
∂t
+ k¯
∂fu
∂x
+ r
∂g(U)fu
∂U
+M(fu) = 0, (14)
2 Note that the kernel estimation has to include all the simulation points in Dtrain. Rejecting data points near u(x, t) = 0
before estimating the kernel will lead to a poor approximation of the PDF and its associated derivatives, and will not learn
the correct PDF equations. There are other ways for treating delta functions in the PDF which are currently being explored
(e.g. learning it in the frequency domain).
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Figure 3: (left) Coefficient values as a function of the domain truncation fraction away from U = 0 where fu(U = 0;x∗, t) =
δ(U) causes numerical problems and a poor approximation of the derivatives. Results shown for RFE threshold µ = 0.01
(right) Advection-reaction PDF equation evolution at x∗ = 2.03 illustrating the challenge in approximating the PDF of
deterministic values of u(x, t), in this case caused by its compact support at x→ +∞ and x→ −∞.
where the unknown operatorM(fu) is generally nonlocal [18]. It takes the form of an integro-differential
operator or, equivalently, a fractional-derivatives operator, such as (see Appendix C for details)
M(fu) = −σ2k
∂
∂x
∫ t
0
fu(U ;x− k¯(t− τ), t)dτ, (15)
where σ2k is the variance of k. Its localization results in a PDF equation of the form (2). Regardless of
the approximation used, the resulting PDF equation (14) is constructed to conserve probability.3 Our
goal is to learn the localized version of (14).
In this case, the joint PDF fuk(U,K;x, t) satisfies exactly the problem (Appendix B)
∂fuk
∂t
+K
∂fuk
∂x
+
∂g(U)fuk
∂x
= 0, fuk(U,K;x, 0) = fu0(U ;x)fk(K). (16)
Once solved, either analytically or numerically, this joint-PDF equation yields fuk(U,K;x, t), whose
marginal is the solution of (14), fu(U ;x; t) =
∫
fuk(U,K;x, t)dK.
In this test case, we use the same initial distribution fu0(U ;x) as in section 3.1, and a Gaussian
distribution for fk(K) with mean k¯ = 1 and standard deviation σk = 0.2.
The results in figure 4 show that learning the full equation recovers the terms U2fuU and fux with
approximate values for their coefficients r = 1 and k¯ = 1 respectively. However, this is not the case for
Ufu whose coefficient is estimated to be around 1.2 rather than 2.0.
This can be explained by the fact that, with the assumed dictionary, the approximation of a nonlocal
equation is not unique. In this case, the variable coefficient of the feature fu was estimated to be
(0.5 + 1.2U + 0.35U2) instead of (2U). This might be due to differentiation error, and the fact that
there is no unique approximation that explains the simulation data for small RFE threshold. For large
RFE threshold, the variable coefficient x2U also appears in the approximation. This can also be seen in
the approximation of the coefficients of fuU for large RFE threshold; an inverse correlation between the
terms U2fuU and UfuU can be observed. In fact, the first 8 most relevant features in the full problem,
3While it is possible to include nonlocal terms in the dictionary of learned operators, we leave this endeavor for future
work.
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Figure 4: Coefficients as a function of the recursive feature elimination threshold for the closure problem (learning M(fu)
in equation (14)) and the full problem (with only fut as labels).
and 2 most relevant features in the closure problem, involve derivative terms that already exist in the
unclosed equation (14) (i.e. fu, fux and fuU ). The next most relevant term, in both the closure and full
problems, is consistently around −0.02fuxx , regardless of to the RFE threshold. Considering the value of
σk, this approximates the expression in equation (15) with −σ2k∂/∂x(1/2∂fu/∂x). This approximation
is consistent with the literature showing that the leading order of the nonlocal term (15) is a diffusion
term.
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Figure 5: Cross-validation error as a function of the recursive feature elimination threshold for the closure problem and
the full problem. The RMSE of the closure problem is lower because it is constrained by extra known feature terms, thus
reducing the hypothesis set. Only the 11 most relevant features are shown (out of 20
While both the closure and full problems converge to an estimate, rather than a deterministic equation,
the closure problem performs better on the test set as shown in 5. This proves the point stated in section
2.3, that constraining the hypothesis class improves the accuracy of the approximation. That is, the more
terms are known, the better the approximation of the equation.
Note that although learning an equation for the distribution has the advantage of generalizing in
time and across different initial and boundary conditions, its generalizability depends on its inputs and
dimensions. For instance, while the joint equation in (16) generalizes over all distributions fk(K) (which
is the integral over U), the equation for its marginal fu in (14) contains k¯ =
∫
fk(K)dK as a parameter.
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This means that approximating M(fu) in (14) depends on k¯ and potentially higher moments of fk(K),
while learning the equation of the joint PDF in (16) would not generalize over all input distributions
fk(K).
3.3. Nonlinear Conservation Law
One advantage of using the PDF method is to linearize a nonlinear system of PDE’s by projecting it
on a higher dimensional space. Here we consider discovering the PDF equation of a general conservation
law with a nonlinear flux, given by
∂u
∂t
+
∂g(u)
∂x
= 0 (17)
where g(u) is nonlinear in u and the random field u(x, t) has a known initial distribution fu0(U ;x). The
method of distributions leads to the integro-differential equation [33]
∂fu
∂t
+ g′(U)
∂fu
∂x
+ g′′(U)
∂
∂x
∫ U
−∞
fu(u˜;x, t)du˜ = 0, (18)
where the integral term is simply the cumulative distribution function (CDF) Fu(U ;x, t) =
∫
fu(u˜;x, t)du˜.
Using Burgers’ equation as a test case (i.e. g(u) = 12u
2), we set the initial condition to a Gaussian
function u0(x, ω) = s(ω)+a(ω) exp [−(x− µ(ω))2/(2σ(ω)2)], with normal distributions for a random shift
s ∼ N (ηs, ξs), amplitude a ∼ N (ηa, ξa), mean µ ∼ N (ηµ, ξµ), and standard deviation σ ∼ N (ησ, ξσ).
The purpose of this experiment is to approximate the CDF term by derivatives of the PDF.
Figure 7 that the estimated coefficients have a large error on the test set but, unlike the example in
section 3.1, they decrease with the number of Monte Carlo realizations. Furthermore, the terms x2U2fu,
Ufu, x
2U and xU cannot be explained by the form of equation (18). The challenge of learning this
equation can be resolved by a simple change of variables.
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Figure 6: Error and coefficients in Burgers’ PDF equation as a function of the number of Monte Carlo realizations.
Having a CDF term in equation (18) motivates learning an equation for the CDF Fu(U ;x, t) rather
than the PDF. It is often informative to attempt learning a CDF equation in closure problems as well.
First, the CDF tends to be smoother than the PDF because it averages the noise in the data (by
integration). Second, expressing the equation in terms of the CDF sometimes linearizes the PDF equation;
which is the case here.
Equation (19) can be integrated in U , giving rise to a simple linear advection equation in Fu [33]
∂Fu
∂t
+ U
∂Fu
∂x
= 0, (19)
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which can be much easier to learn.
Figure 7 shows the test and training error as a function of the number of Monte Carlo realizations.
In the absence of recursive feature elimination, the test set error is optimal when a few extra terms are
included. These are advection (Fux) and diffusion (Fuxx) terms that account for Monte Carlo sampling
error and its associated KDE approximation. When an RFE threshold of 0.03 is used, with NMC = 50000
realizations, the CDF equation is recovered almost exactly; with coefficient 1.001U .
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Figure 7: Error and coefficients in Burgers’ CDF equation as a function of the number of Monte Carlo realizations.
The results shown in figure 7 are sampled from solutions in the a time domain before any shock arises.
However, many nonlinear conservation laws, including Burgers’ equation, present an additional challenge
due the potential emergence of shocks. The nonlinear equation (17) is only valid in spatial domains where
the solution is differentiable. When a shock develops, an additional equation for the position of the shock
front and the jump in u(x, t) across it is required (i.e. the Rankine-Hugoniot condition). Accordingly, an
equation for the PDF of a system exhibiting shocks is also invalid across the shock front[38].
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Figure 8: Effect of shock on learned coefficients
Figure 8 shows the error and learned coefficients as a function of the simulation time portion, ps,
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given by
ps =
T − tˇb
T − t0 (20)
where T is the time horizon, t0 is the starting time, and tˇb is the minimum shock breaking time over
all realizations ω ∈ Ω, computed as tˆb = min
Ω
tb(ω). The learning algorithm accounts for the shock by
adding advection terms in both U and x but with an increasing RMS error.
With some exploration, it might be possible to learn a closed form equation for the PDF in the shock
region. It has been shown, that given a nonlinear hyperbolic equation ut + ∇ · (vu) = 0, there always
exist a source term m(x, t) that accounts for the shock[7]. Typically, the source term has discontinuities,
thus requiring discontinuous variable coefficients in the dictionary in (4). This opens the possibility for
discovering an equation for a CDF that accounts for the shock by means of a source term with the right
form.
4. Conclusion
In this study, we demonstrated a novel method for discovering coarse-grained distribution equations
from Monte Carlo simulations. We showed that the algorithm works in all cases where the solution is
known and only with relative success where the solution contains derivative features and/or variable
coefficients that are not accounted for.
Learning equations using sparse regression has a lot of potential for exploration and optimization.
First, given that optimizing over tunable hyperparameters (e.g. KDE bandwidth, regularization coeffi-
cient etc.) is a high dimensional problem, the method can benefit from numerical speedup techniques. In
this study, we used a threshold on the labels fut to exclude grid points on which the PDF doesn’t change
throughout the simulation from the training set. For example, it is possible to use the KL divergence for
feature elimination before running the optimization algorithm.
Second, the choice of features and the form of the variable coefficients is open for exploration. Coarse-
graining is known to give rise to nonlocal (integral) terms, or equivalently fractional derivatives which can
be included in the feature space. Furthermore, this study showed that there is a flexibility in choosing
the labels, either as a sum of the known terms in the equations (closure learning), or as the integral of
the solution at hand (learning an equation for the CDF). When the chosen label is lower dimensional
(i.e. having fewer terms), the algorithm is more likely to succeed. Thus, pre-processing with dimensional
reduction methods can be useful for improving the convergence of the method.
Finally, while running numerical experiments, the authors inadvertently found that the method can
be used for reverse engineering black-box simulators by re-discovering the equations they solve from their
output solution. This can be used for solution verification, particularly when the solver doesn’t strictly
use rigorous numerical techniques, such as physics-informed machine learning solvers [21].
Appendix A. Derivation of the PDF Equation
Consider a generalized function
piu(U − u) ≡ δ(U − u(x, t)), (A.1)
where δ(·) is the Dirac delta function. If the random variable u at any space-time point (x, t) has a PDF
fu(U ;x, t), then, by definition of the ensemble average E[·],
E[piu(U − u)] =
∫ +∞
−∞
piu(U − U˜)fu(U˜ ;x, t)dU˜
=
∫ +∞
−∞
δ(U − U˜)fu(U˜ ;x, t)dU˜
= fu(U ;x, t).
(A.2)
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In words, the ensemble average of piu coincides with the single-point PDF of u(x, t). This suggests a two-
step procedure for derivation of PDF equations. First, one derives an equation for piu(U − u). Second,
one ensemble-averages (homogenizes) the resulting equation to obtain a PDF equation.
The first step relies on rules of differential calculus applied, in the sense of distributions, to the function
piu(U − u),
∂piu
∂u
= −∂piu
∂U
,
∂piu
∂t
=
∂piu
∂u
∂u
∂t
= −∂piu
∂U
∂u
∂t
,
∂piu
∂x
= −∂piu
∂U
∂u
∂x
. (A.3)
Multiplying both sides of (11) with ∂Upiu, using the above relations and the sifting property of the delta
function, g(u)δ(U − u) = g(U)δ(U − u) for any “good” function g(u), we obtain a linear stochastic PDE
for piu,
∂piu
∂t
+ k
∂piu
∂x
+ r
∂g(U)piu
∂U
= 0. (A.4)
For deterministic parameters k and r, ensemble averaging yields a deterministic equation for the
PDF fu(U ;x, t), expressed in equation (12). For random parameters not included in the raw PDF and
its associated joint PDF, ensemble averaging of this equation is facilitated by a Reynolds decomposition
that represents all the independent and dependent variables involved as the sums of their ensemble means
and zero-mean fluctuations about these means, i.e., k = k¯ + k′ and piu = fu + pi′u with E[k′] = 0 and
E[u′(x, t)] = 0. Then, the ensemble average of (A.4) yields an unclosed PDE for fu(U ;x, t),
∂fu
∂t
+ k¯
∂fu
∂x
+
∂g(U)fu
∂U
+M(fu) = 0, M(fu) ≡ E
[
k′
∂pi′u
∂x
]
=
∂E[k′pi′u]
∂x
; (A.5)
which is the same as (14).
Appendix B. Derivation of the Joint PDF equation
Consider a generalized function
piuk(U − u,K − k) = δ(U − u(x, t))δ(K − k). (B.1)
Let fuk(U,K;x, t) denote a joint PDF of the random input k and the random output u at any space-time
point (x, t). Then, in analogy to (A.2), E[piuk] = fuk(U,K;x, t). A procedure similar to that used to
derive a stochastic PDE (A.4) now yields a deterministic PDE for piuk,
∂piuk
∂t
+K
∂piuk
∂x
+
∂g(U)piuk
∂U
= 0. (B.2)
The randomness of piuk stems from the random initial state u0, rather than the model coefficients.
Consequently, the averaging of this equation is trivial and exact, and given by (16). This equation is
subject to the initial condition fuk(U,K;x, 0) = fu0,k(U,K;x). If u0(x) and k are mutually independent,
then fuk(U,K;x, 0) = fu0(U ;x)fk(K).
The solution can be obtained numerically with a linear solver, or in some cases analytically, e.g. for
g(U) = 0 using the method of characteristics we get
fuk(U,K;x, t) = fu0(U ;x−Kt)fk(K). (B.3)
Appendix C. Derivation of Closure Approximations
One way to solve for the equation for higher moments is to perturb piu = fu + pi
′
u before averaging,
giving the equation
∂pi′u
∂t
+
∂fu
∂t
+ k′
∂pi′u
∂x
+ k′
∂fu
∂x
+ k¯
∂pi′u
∂x
+ k¯
∂fu
∂x
+
∂g(U)pi′u
∂U
+
∂g(U)fu
∂U
= 0 (C.1)
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Subtracting the marginal PDF Eqn. (14) from Eqn. (C.1), multiplying by k′ and ensemble averaging, we
get
∂〈k′pi′u〉
∂t
+
∂〈k′k′pi′u〉
∂x
+ 〈k′k′〉∂fu
∂x
+ k¯
∂〈k′pi′u〉
∂x
− ∂〈k
′k′pi′u〉
∂x
+
∂g(U)〈k′pi′u〉
∂U
= 0
Third order terms are assumed to be small, and σ2k ≡ 〈k′k′〉. Finally, we get
∂〈k′pi′u〉
∂t
+ k¯
∂〈k′pi′u〉
∂x
+ σ2k
∂fu
∂x
= 0 (C.2)
which is an advection PDE for the closure term 〈k′pi′u〉. We now have two equations (Eqn. (14) and
(C.2)), and two unknowns: fu and 〈k′pi′u〉.
If the third term in Eq. (C.2) is taken as a forcing term, the corresponding Green’s function solution
of the equation is
〈k′pi′u〉 = −σ2k
∫ t
0
∫ +∞
−∞
G(x, y, t, τ)
∂fu(U ; y, τ)
∂y
dydτ (C.3)
where the Green’s function is G(x, y, t, τ) = δ(x− y − k¯(t− τ)), thus
〈k′pi′u〉(U ;x, t) = −σ2k
∫ t
0
∫ +∞
−∞
δ(x− y − k¯(t− τ))∂fu(U ; y, τ)
∂y
dydτ
= −σ2k
∫ t
0
∂fu(U ; y = x− k¯(t− τ), τ)
∂y
dτ.
This yields (15).
We localize in time, resulting in the following expression
〈k′pi′u〉(U ;x, t) ≈ −σˆ2k
∂
∂x
∫ t
0
fu(U ;x, t)dτ (C.4)
which, when combined with Eq. (14) and differentiated in time, becomes
∂2fu
∂t2
+ ˆ¯k
∂2fu
∂x∂t
− σˆ2k
∂2fu
∂x2
= 0 (C.5)
Note the presence of a second order time derivative and a mixed derivative. This equation is a wave
equation with two wave speeds v± = 12
(
ˆ¯k ±
√
ˆ¯k2 + 4σˆ2k
)
, which can be factored as a system of the form
∂fu
∂t
+ v+
∂fu
∂x
= f ′u
∂f ′u
∂t
+ v−
∂f ′u
∂x
= 0
When attempting to learn a second order in time PDE, two derivative terms were discovered to be
relevant for optimal sparsity and accuracy as shown in Fig. C.9, and as already derived in Eq. C.5. This
shows that the learning algorithm can discover the structure of the equation even if the coefficients are
not exact.
Appendix D. Hyperparameter Tuning
Hyperparameter tuning can increase the optimization dimensionality significantly. It is thus informa-
tive to know the dependence of RMSE on the coefficient polynomial order, shown in figure D.10, and the
bandwidth D.11.
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Figure C.9: Coefficients and error of a second order in time PDE of the marginal PDF fu as a function of the regularization
hyperparameter γ as expression in Eqn. C.5. The non-zero terms are approximations of ˆ¯k and σˆ2k for the derivative terms
fuxt and fuxx respectively.
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Figure D.10: RMSE and sparsity in the closure as a function of the polynomial order in the advection-reaction closure
problem of section 3.2. The results show that there is marginal gains in accuracy and sparsity when the coefficient order is
greater or equal to 2.
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The order of the polynomial coefficients increases the accuracy but makes the equations less sparse.
However, even when the resulting equation is approximate, the sparsity reaches a plateaus at polynomial
order around 2, as shown in figure D.10
The bandwidth of the kernel density estimator plays a big role in the accuracy of the PDF and its
corresponding derivatives. Figure D.11 shows that the dependence of the error on the bandwidth is not
trivial. Using Scott’s or Silverman’s rule for estimating the bandwidth also does not guarantee optimal
coefficients, in comparison to fixed bandwidths. On the other hand, a bandwidth of h = 1.3 does very
well in estimating the coefficients of the relevant terms, but adds irrelevant terms with large coefficients.
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Figure D.11: Error and coefficients as a function of the kernel density estimator’s bandwidth method.
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