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A B S T R A C T
Localization based on the reception of radio-frequency waveforms is a crucial problem in many civilian or
military applications. It is also the main objective of all Global Navigation Satellite System (GNSS). Given
delayed and Doppler shifted replicas of the satellites transmitted signals, the most widespread approach consists
in a suboptimal two-step procedure. First, estimate the delays and Dopplers from each satellite independently,
then estimate the user position and speed thanks to a Least Square (LS) minimization. More accurate and
robust techniques, such as a direct Maximum Likelihood (ML) maximization, that exploit the links in between
the different channels exist but suffer from an heavy computational burden that prevent their use in real time
applications. Two-steps procedures with an appropriate Weighted LS (WLS) minimization are shown to be
asymptotically equivalent to the ML procedure. In this paper, we develop a closed-form expression of this WLS
asymptotically efficient solution. We show that this simple expression is the sum of two terms. The first one,
depending on the pseudo-ranges is the widespread used WLS solution. The second one is a Doppler-aided
corrective term that should be taken into account to improve the position estimation when the observation time
increases.
1. Introduction
The main objective of any Global Navigation Satellite System
(GNSS) receiver is to estimate its position and speed from all in-view
satellite signals. The common approach consists in a two step
procedure. First, from each satellite signal, a propagation delay and a
Doppler shift are calculated separately. Then, using these estimates, a
trilateration step is performed to compute the receiver position and
speed. The first stage is easily conducted by correlation of the received
signal with the known orthogonal direct-sequence spread spectrum
transmitted by each satellite. Depending on the knowledge available on
the actual delay and Doppler, a complete (acquisition) or a local search
(tracking) is conducted. The second step is a non-linear least-square
minimization problem usually performed iteratively by linearising the
cost function next to an initial guess. This guess can be computed using
a Bancroft algorithm [1] for instance.
This widely used two-step procedure exhibits near optimal perfor-
mances in open-sky environments but can dramatically degrade in case
of complicated scenarios comprising jamming, multipath and channel
fading [2]. These effects are known to be the more damageable for the
localization precision as they are difficult to compensate by additional
aids (such as differential measurements or assisted error modelling). In
this case, a direct Maximum Likelihood (ML) position and speed
estimation - computed from all in-view satellite signals - will outper-
form the two-step procedure. Indeed, this so-called Direct Position
Estimation (DPE) exploits the fact that the ranges from the satellites
are all calculated from the same point, the receiver position, and share
a mutual information. The two-step scheme does not exploit this prior
knowledge leading to possible incompatible delay estimations and
consequently a wrong position calculation. Moreover the information
provided by the Doppler shift is rarely exploited in the two-step
procedure whereas it handles a useful knowledge on the user position.
This piece of information could be very useful to improve the position
estimation. It can be noticed that some former systems only exploited
this Doppler information for positioning, just like the first global
satellite navigation system: TRANSIT. The DPE, that intrinsically
exploits this knowledge is known to be asymptotically efficient and
unbiased. That is to say, the position and speed correlation error matrix
tends toward the lower error bound given by the inverse of the Fisher
Information Matrix (FIM). In the GNSS context, the FIM has been
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calculated in [3] both for the DPE and the two-step approach. Thus the
asymptotic precision gain using a DPE procedure instead of the
conventional approach can be easily evaluated. The gain can reach
one order of magnitude on the position precision in case of large
satellite signal power differences or in multipath environments [3]. The
DPE has been presented in [4] and extended to the case of an array
antenna receiver in [5]. Directly considering position and speed
through a single step procedure also allows to introduce any prior
information in a natural framework as we work directly with the user
position. It can be easily associated with an Inertial Measurement Unit
(IMU) for instance. Hence, the DPE philosophy has also been extended
to the Bayesian approach in [6,7].
Unfortunately, the price to be paid in using this optimal direct
processing is an extensive computational cost that prevents its use in
practice. Indeed, DPE requires solving a non-linear multidimensional
optimization problem. Possible solutions can be followed to circumvent
this problem. For instance, one solution consists in splitting the
multidimensional optimization procedure in a number of recursive
and simpler searches. The Expectation Maximization (EM) principle,
initially introduced in the radio-communication community [8] is an
example of such a technique that has been successfully used in the
GNSS context. Its extension to antenna array receivers through the
Space Alternating Generalized Expectation Maximization (SAGE) is
thereby a solution of choice to mitigate multipath [9,10]. Nevertheless,
this kind of methods still remains computationally heavy and difficult
to be considered in real-time applications.
It has been shown that the two-step procedure cannot outperform
the DPE, but when choosing an appropriate weighted matrix for the
WLS second step, the two solutions are asymptotically equivalent. The
relevant weighted matrix corresponds to the Fisher Information Matrix
(FIM) of the model at hand, calculated for the pseudo-ranges and
Doppler frequencies. The explanation is linked to the so-called
EXtended Invariance Principle (EXIP). EXIP was first introduced in
[11] and is based on a re-parametrisation of the problem at hand
leading to a less accurate formulation and a simpler solution. Then,
these intermediate estimates can be refined to achieve asymptotically
the performance of the initial model using an appropriate Weighted
Least Square (WLS) minimization. This technique has been used in
radar array processing [12,13] for instance. The main idea behind
EXIP is to find a reparametrisation that simplify the ML criterion to be
maximized. The efficiency property of the ML is maintained (at least
asymptotically) during the refining WLS step by using a matched
weighting matrix. In the GNSS context, Antreich et al. have exploited
the EXIP principle to simplify the joined Direction of Arrival (DoA),
delay and Doppler estimation problem in relaxing the constraints on
the steering vector structure of the array antenna [14]. In case of a
single antenna receiver, it seems natural to re-parametrise the position
and speed estimation issue into a delay and Doppler estimation
problem assuming an independent processing for each satellite.
Then, this approach gives a theoretical grounding to find an asympto-
tically efficient position and speed estimation thanks to the appropriate
EXIP WLS procedure. This approach has been proposed by Closas et al.
[2] in the GNSS context, and by Amar and Weiss for the reciprocal
problem of active transmitter localization from a set of receivers [15–
18]. In all these papers, EXIP has mostly been used to compare the
classical two-step procedure with the DPE concept but, to the best of
our knowledge, no closed-from formulation of this EXIP DPE solution
has been proposed.
In this paper, we propose to calculate this asymptotically efficient
solution based on EXIP. The first step of the procedure remains the
same as the classical delay and Doppler estimation and can be
conducted both by an acquisition procedure or tracking loops. Hence,
the classical GNSS receiver architecture does not have to be modified
and any advanced tracking processing (Narrow Correlator [19],
MEDLL [20],…) can be kept to improve this first stage. Then, we show
that we can obtain a closed-form formulation of the FIM leading to a
simple WLS solution. Moreover, we simplify this solution to show that
it can be seen as the sum of two terms. The first one that only depends
on the pseudo-ranges, is the widespread used WLS solution. The
second one is Doppler based corrective term. This second term balance,
in an optimal way, the information provided by the Doppler to improve
the user position. This Doppler correction is negligible when the
observation time is short, but can provide useful information if not.
This dependence has been exploited in the literature, for instance by Li
et al. in [21] and we give here, a theoretical framework to the Doppler-
aided positioning estimations.
The paper is organized as follows. Section 2 introduces the frame-
work at hand and defines the signal model to be used. Then we make
use of the EXIP to compute the optimal weight matrix in Section 3.
Then, we simplify this solution in Section 4 to give an insightful
interpretation. Numerical illustrations are provided in Sections 5 and 6
draws conclusions.
2. Data model
We assume that K scaled, delayed and Doppler-shifted front waves,
transmitted by each in-view satellite impinge on a GNSS receiver
antenna. Under the narrowband assumption, the complex baseband
model can be written as follows:
∑x t α c t τ e n t( ) = . ( − ). + ( )
k
K
k k k
iπf t
=0
−1
2 k
(1)
where
• α k denotes each complex satellite signal amplitude, supposed to be
deterministic and unknown,
• ck(t) stands for the transmitted complex baseband navigation signal
spread by the pseudo-random code corresponding to the k-th
satellite,
• f0 is the carrier frequency,
• n(t) corresponds to an additive zero-mean white Gaussian noise
with variance σ2,
• and τk, fk are respectively the delay and Doppler frequency shift of
the k-th satellite signal, observed from the receiver.
We suppose that N snapshots are sampled at a F =s Ts
1 rate from x(t), so
that we can write:
x Aα n= + (2)
where
• x x x N T= [ (0)… (( − 1) )]s T ,
• A a a= [ … ]K0 −1 is the manifold corresponding to all in-view satellite
signals, with a c τ c N T τ e= [ ( − )… (( − 1) − ). ]k k k k s k iπf b N T T−2 ( −1)k s0 ,
• α α α= [ … ]K T0 −1 and,
• n n n N T= [ (0)… (( − 1) )]s T
with .T being the transpose operation.
The observed delay τk and delay drift b = −k
f
f
k
0
depends on the
actual relative distance and velocity from the satellite k to the receiver,
as well as secondary propagation effects (atmospheric and ionospheric
additional delays,…) and receiver or transmitter defaults (clock bias
and drift). They can be expressed as follows:
p p v v uτ
c
τ δτ b
c
b δb≃
−
+ + ≃ ( − ) . + +k k k k k
T
k
k0 0 (3)
where:
• p, v, pk and v ∈k 3R are respectively the position and velocity vectors
of the receiver and of the k-th satellite,
• u = p pp pk
−
−
k
k
is the unitary vector toward the k-th satellite,
• τ0 and b0 are the receiver clock delay and delay drift with respect to
(w.r.t) the GPS time reference,
• δτk and δbk comprise all secondary biases (satellites clock defaults,…)
and are supposed to be known from the navigation message.
Due to the non-linearity of the delay expression w.r.t. the receiver
position, it is usual to consider a known initial position p0 and to
linearise Eq. (3) for small position changes p p pΔ = − 0.
Thereby, the GNSS localization problem to be solved consists in
estimating θ p v τ bΔ= [ ]T T T0 0 from the vector data x A θ α n= ( ) + .
If we assume the complex amplitudes α as deterministic and
unknown, it is straightforward to show that the ML solution of the
problem (also known as DPE) is given by maximizing the non-linear
following criterion [4]:
θ x P θ xArgMax= [ ( ) ]AML H? (4)
where .H stands for the Hermitian transpose operation and
P A A A A= ( )A H H−1 is the projection matrix onto the signal subspace,
spanned by the K received signals. Essentially the DPE consists in
searching for the best combination for θ that maximise the norm of the
projection of the data onto the signal subspace.
We can observe that A A IN≃ .H , as the pseudo-random codes are
almost orthogonal and the Doppler shift modulations are relatively
slow compared to the signal variations. We can notice that this near
orthogonality of the columns of A is the basis assumption that allows a
separate processing for each satellite signal in all standard GNSS
receiver. Thereby, we can simply write:
∑θ A θ x a θ x θArgMax ArgMax ArgMax C≃ [ ( ) ] = | ( ) | = [ ( )]ML H
k
K
k
H
θ
2
=0
−1
2
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
?
(5)
which is a non-linear 8-dimension optimization problem leading to a
huge computational burden.
3. Asymptotically efficient solution
3.1. EXIP formulation for the navigation problem
In order to simplify this maximization while keeping asymptotically
the efficiency properties of the ML, we make use of the EXIP principle
[11]. The main idea behind EXIP is a re-parametrization of the
problem at hand. As its name suggests, EXIP is an extension of the
well-known invariance property of the ML when the re-parametrization
is not bijective. More precisely, the objective is to find a mapping from
θ D∈ θ to η θg= ( ) leading to a computationally simpler maximization.
The point is to look for a solution in a larger space than the image space
of Dθ by g (g D( )θ is a subspace of Dη that constrains the solution):
η ηArgMax C= [ ( )]
η D
η
∈ η
?
(6)
where θ θC g C( ( )) = ( )η θ
Then, the following WLS estimate of θ is shown to be asymptotically
equivalent to θML? [11]
θ η θ W η θArgMin g g= [ − ( )] [ − ( )]
θ D
T
∈ θ
? ? ?
(7)
where W E= − A η x
η η
η η
∂ ( )
∂ ∂
| =
H
T
2 2⎧⎨⎩
⎫⎬⎭ ?
.
The key point of this procedure is to find a mapping leading to a
simpler 2-steps procedure than the original one, in relaxing the original
constraints. In the GNSS context, the re-parametrization that naturally
comes in mind is to use each satellite delay and delay drift (or Doppler
equally) instead of θ. Indeed, this mapping allows to relax the
relationship that exists between the different pseudo-range measure-
ments and allows an independent satellite by satellite processing
during a first stage. Lets call g this mapping function:
θ η η η θg g: ⟶ ⟶ = [ ⋯ ] = ( )K K
T8 2
0 −1R R (8)
with η θτ b g= [ ] = ( )k k k
T
k , according to Eq. (3).
We can notice that D =η K2R is larger than the space spanned by
θg( ) for all possible θ D∈ θ. Working in this larger space is the key trick
of the two-step processing leading to a simplified procedure, while
relaxing the relations between the channels. The solution that max-
imises the ML criterion in this larger research space is given by:
∑η A η x a η xArgMax ArgMax= [ ( ) ] = | ( ) |H
k
K
k
H2
=0
−1
2
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥? (9)
or more simply, thanks to the independence provided by the re-
parametrization:
η a η xArgMax k K= [| ( ) | ] = 0, ⋯( − 1)k k k
H 2? (10)
which corresponds to a correlation maximization with each satellite
spread-spectrum sequence delayed and Doppler shifted. It is the usual
correlation step for any GNSS receiver processing. It can be noticed
that the proposed procedure is also compatible with IMU-aided or
advanced processing techniques aiming at estimating or tracking more
precisely delay and Doppler frequency.
Now, the second stage of the EXIP provides an asymptotically
efficient estimate of θML? as:
θ η θ W η θArgMin g g= [( − ( )) ( − ( ))]EXIP T? ? ? (11)
where W is the FIM of the criterion to be minimized in Eq. (9), as
stated in Eq. (7). The features of this criterion implies a block-diagonal
structure for W , as the cross derivatives are nulls, so that:
∑θ η θ W η θArgMin g g= ( − ( )) ( − ( ))EXIP
k
K
k k
T
k k k
=0
−1⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
? ? ?
(12)
where W E= − a η x
η η
η η
k
∂ | ( ) |
∂ ∂
| =
k k
H
k k
T
k k
2 2⎧⎨⎩
⎫⎬⎭ ?
.
3.2. Weight computation
Let's start with Wk calculation. Wk can be easily reformulated as
follows:
W
a η Ra η
η η
= −
∂ [ ( ) ( )]
∂ ∂ η η
k
k k
H
k k
k k
T
2
| =k k? (13)
with R xx AR A Iσ= { } = +αH H 2? , where R αα= { }α H? is the covar-
iance matrix of the sources amplitudes, supposed to be diagonal.
In order to clearly bring out the influence of the delay and Doppler,
we write down a η c eτ b( ) = ( ) ⊙ ( )k k k k k k where ⊙ denotes the Hadamard
product, c τ c τ c N T τ( ) = [ ( − )⋯ (( − 1) − )]k k k k k s k T is the k-th code signal
and e b e( ) = [1⋯ ]k k iπf b N T T−2 ( −1)k s0 the associated Doppler shift.
The four elements of Wk can then be expressed as:
W c e Ra c e R c e= − 2Re[(∂ ⊙ ) + (∂ ⊙ ) (∂ ⊙ )]k k k
H
k k k
H
k k1,1
2
(14)
W t c e Ra c e R t a
W W t a Ra
t a R t a
iπf iπf
πf
πf
= − 2Re[( − 2 )( ⊙ ∂ ⊙ ) + (2 )(∂ ⊙ ) ( ⊙ )]
= * = − 2Re[−(2 ) ( ⊙ )
+ (2 ) ( ⊙ ) ( ⊙ )]
k k k
H
k k k
H
k
k k k
H
k
k
H
k
2
1,2 0 0
2,1 2,2 0
2
0
2
where c t τ∂ = ( − )ck t k
∂
∂
k , c t τ∂ = ( − )ck t k
2 ∂
∂
k
2
2 , t N T= [0⋯( − 1) ]s T and
t N T= [0⋯( − 1) ]s T2 2 2 .
Now using the results in the Appendix A, it is straightforward to
show that:
W BP π N B f T P=
2
3
0
0 =k k c
Δ
k
2 2
2
0
2 2
⎛
⎝⎜
⎞
⎠⎟
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥ (15)
where P α= {| | }k k 2? is the power received from the k-th satellite signal
and T NT=c s is the integration time.
3.3. WLS closed-form solution
As it is usually done in every GNSS receiver, we first linearise Eq.
(3) around the guess position p0.
u p v u u v v P p
τ
d
c c
τ δτ b
c c cd
b
δb
Δ Δ
≃ − + + ≃
.
−
.
− +
+
k
k k
T
k k
k
T
k k
T
k
T
k
k
k
0 0
0
0 0 0
⊥
0
0
(16)
where u = p pp pk0
−
−
k
k
0
0
is the supposed direction toward the k-th satellite,
P I u u= −k k kH0
⊥
0 0 is the projection onto the subspace orthogonal to uk0
and p pd = −k k0 0 is the supposed distance to the k-th satellite. In
order to simplify the calculation to come, we split the unknown vector θ
into the mutual biases vector β τ b= [ ]T0 0 and ϕ p vΔ= [ ]c
T T T1 , whose
influence differs for each satellite. Thus, we can re-write Eq. (16) as:
η β β H ϕ− = +k k k (17)
where β δτ δb= ( + ) +v uk
d
c k c k
T
.k kT k0 0
⎡
⎣⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦⎥ comprises all known biases and
H
u
ν u
0
= −k
k
T T
k
T
k
T
0
0 0
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
(18)
with ν = P vk d0
k k
k
0
⊥
0
which describes the angular velocity of the kth satellite
when assuming a static receiver and where 0 = [0 0 0]T .
In order to determine the β vector that minimises the WLS problem
stated in Eq. (12), we have to derive the criterion w.r.t to β and equal
the result to zero. It is straightforward to obtain:
∑ ∑β W W η H ϕΔ= ( − )EXIP
k
K
k
k
K
k k k
=0
−1 −1
=0
−1⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟?
(19)
where η η βΔ = −k
Δ
k k? .
Inserting the result from Eq. (15), we have the following simple
expression for the receiver clock biases
β η HϕΔ= −EXIP
− −? (20)
where ηΔ = ηP
P
Δ− ∑
∑
k
K
k k
k
K
k
=1
−1
=1
−1 and H =
HP
P
− ∑
∑
k
K
k k
k
K
k
=1
−1
=1
−1 are the weighted-means of ηΔ k
and Hk associated with the power of each channel. Replacing this result
into Eq. (12) yields the following criterion to be minimized w.r.t to ϕ:
∑ η η H H ϕ W η η H H ϕΔ Δ Δ Δ[( − ) − ( − ) ] [( − ) − ( − ) ]
k
K
k k
T
k k k
=1
−1 − − − −
(21)
whose solution is
∑ ∑ϕ H H W H H H H W η ηΔ Δ= ( − ) ( − ) × ( − ) ( − )EXIP
k
K
k
T
k k
k
K
k
T
k k
=1
−1 − −
−1
=1
−1 − −⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
?
(22)
which gives the asymptotically optimum position and speed of the
receiver from the delays and Doppler observed from all in-view
satellites. We can notice that these optimum estimates depend on the
power of each signal, Pk (through Wk, H
−
and ηΔ
−
) that can be easily
estimated from EXIP first step as α A η A η A η x= ( ( ) ( )) ( )H H−1? ? ?? and αP =k 2?? .
We can also compute the optimum estimates of the receiver clock
biases as β η HϕΔ= − EXIP
− −? ? .
4. . Insights and comments
The solution from Eq. (22) requires a 6×6 matrix inversion, and we
propose to simplify this expression to give a meaningful interpretation.
Let's introduce:
• U u u u uP P= ( − )⋯ ( − )K K0 00
−
−1 ( −1)0
−⎡
⎣⎢
⎤
⎦⎥ where u =
uP
P
− ∑
∑
k
K
k k
k
K
k
=1
−1
=1
−1 can be
viewed as a weighted mean satellite direction,
• V ν ν ν νP P= ( − )⋯ ( − )K K0 00
−
−1 ( −1)0
−⎡
⎣⎢
⎤
⎦⎥ where ν =
νP
P
− ∑
∑
k
K
k k
k
K
k
=1
−1
=1
−1 ,
• τ P τ τ P τ τΔ = [ (Δ − Δ )⋯ (Δ − Δ )]K K
T
0 0
−
−1 −1
−
where ητ ΔΔ = (1)k k and
ητ ΔΔ = (1)
− −
,
• b P b b P b bΔ = [ (Δ − Δ )⋯ (Δ − Δ )]K K
T
0 0
−
−1 −1
−
where ηb ΔΔ = (2)k k and
ηb ΔΔ = (2)
− −
.
In this form, the matrix and vector that contribute to Eq. (22) can
be expressed simply as follows:
∑ H H W H H B UU VV VU
UV UU
r( − ) ( − ) = (2, 2) ( + ) ( )
( ) ( )k
K
k
T
k k
T T T
T T
=1
−1 − −⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥ (23)
and
∑ H H W η η B U τ V bU b
rΔ Δ Δ ΔΔ( − ) ( − ) = − (2, 2)
+
k
K
k
T
k k
=1
−1 − −⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
⎡
⎣⎢
⎤
⎦⎥ (24)
where B is the matrix defined in Eq. (15) and r = =BB
B
f T
(1, 1)
(2, 2)
2
c0
⎛
⎝⎜
⎞
⎠⎟ .
Now using the matrix inversion formula in block form, it is
straightforward to obtain:
∑ H H W H H
B VU UU
UU UV UU UU UV VU UU
Ω Ω
Ω Ω
( − ) ( − )
= (2, 2) − ( )
−( ) ( ) + ( ) ( )
k
K
k
T
k k
T T
T T T T T T T
=1
−1 − −
−1
−1
−1 −1 −1
−1 −1 −1 −1 −1 −1
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
(25)
with
UU VV VU UU UV UU VP Vr rΩ = [ + − ( ) ] = +T T T T T T U
T−1 ⊥
T
⎡
⎣⎢
⎤
⎦⎥ (26)
where PU
⊥
T is the projection onto the subspace orthogonal to the
subspace spanned by the 3 columns of UT .
From Eqs. (24) and (25), it is straightforward to obtain a closed-
form expression for the receiver position and velocity. As the main
objective of many GNSS receiver is to estimate its position, let's focus
on the 3 first components of ϕEXIP? corresponding to pEXIP? :
p p U τ V b VU UU U b
c
rΩ Δ Δ Ω Δ1 ( − ) = − ( + ) − ( )EXIP
T T
0
−1 −1 −1?
(27)
or equivalently,
p p UU VP V U τ VP bc r r Δ Δ= − + × +EXIP
T
U
T
U0
⊥
−1
⊥
T T
⎡
⎣⎢
⎤
⎦⎥
⎛
⎝⎜
⎞
⎠⎟? (28)
(28) provides a simple formulation of the asymptotically efficient
positioning solution for a receiver, based on delay and Doppler
measurements of known waveforms received from K sources. To the
best of our knowledge, this useful and general formula is new and
represents one of the key result of this paper.
In the specific case of a GNSS receiver, and because of the huge
distance between the receiver and the satellites, the angular velocities
contained in V are always negligible compared with the normalized
direction vectors included inU . Hence, the matrix to be inverted in Eq.
(28) can be usefully approximated by UUr[ ]T only, leading to a simpler
f-
o-
r-
mulation:
p p UU U τ UU VP b
c
f T
B
Δ Δ1 ( − ) ≃ − [ ] − [ ]EXIP
T c T
U0
−1 0
2 2
2
−1 ⊥
T
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟?
(29)
This last expression allows a more simple interpretation as we have
isolated the contribution of the delay from the contribution of the
Doppler:
• The first term, UU U τΔ−[ ]T −1 , is shown to be (see Appendix B)
exactly the classical WLS solution (where the weights are propor-
tional to each channel received power), when considering only the
pseudo-range measurements.
• The second term, UU VP bΔ− [ ]f TB
T
U
−1 ⊥c
T
0
2 2
2
⎛
⎝⎜
⎞
⎠⎟ , is a correction that allows
to improve the receiver position estimation when using the informa-
tion included in the Doppler measurements. It has to be noticed that
the influence of this correction is proportional to the square of the
integration time Tc. Then, this correction is somehow negligible
when dealing with short observation times, but becomes informative
for longer ones.
Hence, when considering short integration times, the classical and
widespread WLS procedure, based on the pseudo-ranges, is nearly
optimal. But, as soon as one can access to longer integration times - say
about one second for C/A GPS signals – (see Section 5 for more precise
information), the corrective term should be taken into account to
achieve a Doppler-aided asymptotically efficient solution. Indeed, the
resolution of the ranging measurement is inversely proportional to the
signal bandwidth whereas the angular resolution provided by the
Doppler measurement is inversely proportional to the integration time,
or in other words, inversely proportional to the synthetic antenna size
due to the satellites motion. Thereby, the precision induced by the
Doppler measurement increases much more rapidly than the precision
linked to the delay. Using such qualitative considerations to give an
order of magnitude, one roughly needs a 3 s integration time to obtain
the same resolution than for a classical 1 MHz bandwidth C/A GPS
signal.
It can be noticed that increasing the coherent integration time is not
an easy task for a GNSS receiver, but it appears, nowadays, as a
promising way to manage difficult signal reception, such as urban
canyons or indoor. The two main effects that limit integration time are
known to be the oscillators instability and the unknown navigation bit
transitions, but solutions appears to compensate for these drawbacks.
This is particularly the case for quasi-static receivers, using Assisted-
GPS (AGPS), differential measurements and compensated oscillators
[22,23].
Moreover, in [21], the authors have already highlighted the benefits
provided by the use of the information included in the Doppler shifts to
improve the receiver position estimation. In the present paper, we
prove that this approach is asymptotically efficient providing the exact
weights that should be used in order to achieve such an optimal
processing.
It can also be noticed that the proposed 2-step procedure is
equivalent to the DPE only if the received signal matches the assumed
model. In case of signal mismatches (multipath, jamming,…) the
benefits of using a direct optimization, namely the redundant informa-
tion contained in the channels, is partly lost. The only link that can still
be exploited is between the delay and Doppler of one channel, that
contains both the user position information. This is thus another
advantage of using the proposed Doppler-aided solution. Indeed, we
can expect a corrective effect when the delay is biased whereas the
Doppler remains correct. This is typically the case in a multipath
environment, where the receiver is static (see Figs. 4 and 5).
Last, it can be noticed that the proposed algorithm does not require
the estimation of the receiver clock delay and drift shifts. These
unknowns have been eliminated in the receiver position and speed
calculation but can be easily estimated using Eq. (19).
5. Numerical illustrations
The goal of this section is to asses the potential improvement of the
proposed Doppler-aided WLS solution, named “EXIP” in the following
figures, compared to the widespread one based only on the pseudo-
ranges. This last solution is simply the first term of Eq. (29) and will be
Fig. 1. Root Mean Square Positionning Error (m.) vs Integration Time, in open-sky.
Fig. 2. Root Mean Square Positionning Error (m.) vs number of visible satellites.
Fig. 3. Root Mean Square Positionning Error (m.) vs one channel fading.
named “WLS”. We have also added the standard LS solution for
comparison, that assumes the same power P( )k for all channels. As
stated in the previous section, the potential benefits of the proposed
modified solution will only appear for long integration times. We
compare the 3 above-mentioned solutions, through the root Mean
Square Error (MSE) on the estimated position using Monte-Carlo
simulations, on 3 different scenarios:
1. An open-sky scenario (Fig. 1) with 12 satellites (C/N0=45 dB Hz)
where we vary the integration time to determine up to which
observation time the classical WLS solution can be considered as
optimal.
2. A more complicated scenario, where the number of visible satellites
decreases (Fig. 2) and where one satellite is in constant fading
during the whole integration time (Fig. 3). In this scenario we have
chosen C/N0=35 dB Hz.
3. A multipath scenario (Figs. 4 and 5) where the receiver is supposed
static. In this case, a strong multipath (Signal to Multipath Ratio
(SMR=3 dB) biases the pseudo-range output of the correlator,
whereas the Doppler of corresponding channel is still unbiased.
We consider here 9 satellites in the field of view with c/
N0=35 dB Hz.
We consider only the standard C/A 1 MHz bandwidth signals.
From (Fig. 1), we can see that since the integration time is longer
than a few seconds, the improvement due to the Doppler correction
term cannot be ignored and can reach a division by 2 of the positioning
error for a 10 s integration time. It can be noticed that in this
simulation, all satellite signal powers are assumed to be equal so that
the LS and WLS procedures are the same.
We now consider the influence of the number of satellites for a
lower C N/ 0 of 35 dB.Hz and for an integration time of T = 5 sc ., in
Fig. 2. The gain provided by the proposed procedure becomes larger as
the number of visible satellites grows. Once again, the different satellite
signal powers have been chosen equal, leading to the same perfor-
mance for the LS and WLS procedures.
Fig. 3 allows to analyse the behaviour of the 3 procedures in case of
signal fading. In this simulation, we vary the fading of one of the 5 in-
view satellites. 4 signals are chosen to have a C/N0=35 dB Hz level and
the last one changes from 25 to 35 dB Hz. Obviously, in this case, we
can see the superiority of the WLS compared to the classical LS, but the
corrective Doppler term allows to improve, again, the precision in such
a constrained scenario.
To finish with, we try out our proposed scheme in a multipath
scenario. We consider that we have 9 satellites in the field of view of a
static receiver, with the same C/N0=35 dB Hz. One of the channels is in
fading with a strong multipath so that the C=N0 of the Line Of Site
(LOS) and of the multipath are respectively 30 dB.Hz and 32 dB.Hz. In
this situation, the corresponding channel will have a pseudo-range bias
whereas the Doppler frequency remains unbiased. In Fig. 4, we vary the
relative delay between the multipath and the LOS signal, causing a
pseudo-range bias. We can see that, in this case, the improvement due
to the Doppler corrective term is more important. Indeed, the Doppler
information remains correct whereas the pseudo-range one is biased.
The corrective Doppler term tends to compensate for the pseudo-range
biased information. This behaviour is emphasized on Fig. 5 where the
integration time varies. We can clearly see that the more the integration
time increases, the better the performance will be when using the
proposed scheme, unlike the classical WLS algorithms.
6. Conclusions
This paper focused on the optimality of the positioning procedure
for a GNSS receiver. We have shown that the classical WLS minimiza-
tion, that only exploits the pseudo-ranges measurement is near efficient
only when the integration time is short. Indeed, as soon as the
observation time increases, the optimal algorithm consists in a
Doppler corrected version of the widespread WLS algorithm. This
modified WLS procedure is shown to be asymptotically equivalent, in a
clear-sky environment, to the so called DPE, which results from the
direct ML procedure. We have assessed the validity of this efficient
Doppler-aided WLS procedure through numerical simulations and
have shown that we can get a significant improvement in complicated
scenarios.
Appendix A
As previously stated, all cross-correlation between different satellite signals are supposed to be approximatively and identically null for all
relative delays and Doppler shifts, so that we can write down
Fig. 4. Root Mean Square Positionning Error (m.) vs one channel multipath bias.
Fig. 5. Root Mean Square Positionning Error (m.) vs one channel multipath bias.
∫R τ τ c t τ c t τ e dt τ if k l( − ) = ( − ) ( − ) ≃ 0 ∀ ≠k l k k k l iπf b b t, −2 ( − )k l0 (A.1)
Hence, the first and second order derivatives will also be identically null if k l≠ :
∫ ∫R τ ττ c t τ
c t τ
τ
e dt c t τ c
t
t τ e dt0 ≃
∂ ( − )
∂
= ( − ) ∂ ( − )
∂
= − ( − ) ∂
∂
( − )k l k k k l iπf b b t k k l iπf b b t
, −2 ( − ) −2 ( − )k l k l0 0
(A.2)
∫ ∫R τ ττ c t τ
c t τ
τ
e dt c t τ c
t
t τ e dt0 ≃
∂ ( − )
∂
= ( − ) ∂ ( − )
∂
= ( − ) ∂
∂
( − )k l k k k l iπf b b t k k l iπf b b t
2
,
2
2
2
−2 ( − )
2
2 −2 ( − )k l k l0 0
(A.3)
The conversion to discrete time series shows that:
c e a if k l(∂ ⊙ ) ≃ 0 ≠k k H l (A.4)
c e a if k l(∂ ⊙ ) ≃ 0 ≠k k H l2 (A.5)
In the case of autocorrelation functions, we make use of the Parseval theorem:
∫ ∫ ∫c t τt c t τ dt iπf C f C f df iπ f C f df
∂ ( − )
∂
( − ) = (2 ) ( ) *( ) = (2 ) | ( )|k k k k k k k 2 (A.6)
which is null because of the anti-symmetry of the function f C f| ( )|k 2.
Remark 1. We can remark that Eq. (A.6) represents the first derivative of the k-th signal autocorrelation function in its maximum as:
∫ ∫∫R τ ττ
c t τ c t τ dt
τ
c t τ c t τ
τ
dt c t τ c
t
t τ dt∂ ( − )
∂
| =
∂ ( − ) ( − )
∂
| = ( − ) ∂ ( − )
∂
| = − ( − ) ∂
∂
( − )k k τ
k k k
τ k k
k
τ k k
k
kk k k (A.7)
which is actually null.If we do the same with the second order derivative of the autocorrelation function, we can show that
∫ ∫ ∫ ∫ ∫c t τt c t τ dt iπf C f C f df π f C f df π Δ C f df πΔ c t dt πΔ NT
∂ ( − )
∂
( − ) = (2 ) ( ) *( ) = − (2 ) | ( )| = − (2 ) | ( )| = − (2 ) | ( )| = − (2 )k k k k k k k f k f k f s
2
2
2 2 2 2 2 2 2 2 2 2
(A.8)
where we define the signal frequency span as Δ = ∫
∫f
f C f df
C f df
2 | ( ) |
| ( ) |
k
k
2 2
2 .
If considering a uniform power spectrum density for the signal of interest, the relationship between Δf and the bandwidth B is shown to be
Δ =f
B2
12
2
.
With the same method, we can also evaluate:
∫ ∫ ∫c t τt
c t τ
t
dt iπf C f C f df π f C f df πΔ NT∂ ( − )
∂
∂ ( − )
∂
= − (2 ) ( ) *( ) = (2 ) | ( )| = (2 )k k k k k k k f s2 2 2 2 2 (A.9)
Now, re-writing Eq. (A.1) as
∫ ∫ ∫R f u c t e c t e dt if k l c t e c t e dt C f f C f u dt0 ≃ ( , ) = ( ) ( ) ≠ = ( ) ( ( ) )* = ( + )( ( − ))*k l k k iπf t l iπut k iπf t l iπut k k l, −2 −2 −2 2k k (A.10)
that should be identically null for any frequency shift u, so that we have:
∫ ∫ ∫R f uu C f f
C f u
u
dt if k l C f f C
f
f u dt c t e iπt c t e dt0 ≃
∂ ( , )
∂
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∂
*
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∂
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= − ( ) ((2 ) ( ) )*k l k k k
l
k k
l
k
iπf t
l
iπut, −2 −2k
⎛
⎝⎜
⎞
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showing that c e t c e if k l( ⊙ ) ( ⊙ ⊙ ) ≃ 0 ≠k k H l l .
Note that c e t c e c t c nT( ⊙ ) ( ⊙ ⊙ ) = ( ) ( ⊙ ) = ∑k k H k k k T k n
N
s=0
−1 .
Taking the second order derivative, we also have:
∫ ∫ ∫R f uu C f f
C f u
u
dt if k l C f f C
f
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showing that c e t c e if k l( ⊙ ) ( ⊙ ⊙ ) ≃ 0 ≠k k H l l2 .
Note that c e t c e c t c nT( ⊙ ) ( ⊙ ⊙ ) = ( ) ( ⊙ ) = ∑ ( )k k H k k k T k n
N
s
2 2
=0
−1 2.
To sum-up all these results:
A a δN=H k k (A.13)
A c e 0(∂ ⊙ ) =H k k (A.14)
A c e δπ Δ N(∂ ⊙ ) = − 4H k k f k2 2 2 (A.15)
c c π Δ N(∂ ) (∂ ) = 4k T k f2 2 (A.16)
∑A t c e δ nT( ⊙ ⊙ ) =H k k k
n
N
s
=0
−1
(A.17)
∑A t c e δ nT( ⊙ ⊙ ) = ( )H k k k
n
N
s
2
=0
−1
2
(A.18)
where δk is the Kronecker vector composed of 0 expect at k-th-position, where it is 1.
Appendix B
The second step of the classical two-stages procedure when considering only the delay measurements is based on the linearized Eq. (16).
τ U p
c
τΔ Δ 1≃ − +r
T
0
0 (B.1)
where τ ηkΔ Δ( ) = (1)r k , U u u= [ ⋯ ]K00 0 and 1 = [1 1⋯1]
T . The weighted least square to be minimized writes as follows:
p τ U p W τ U pC τ
c
τ
c
τΔ Δ Δ 1 Δ Δ 1( , ) = + − + −r
T T
r
T
0
0
0
0
0
⎡
⎣⎢⎢
⎤
⎦⎥⎥
⎡
⎣⎢⎢
⎤
⎦⎥⎥ (B.2)
where W P P= diag([ ⋯ ])K0 −1 .
Deriving with respect to the receiver clock bias, τ0, conducts to:
W τ
W
u pτ τ
c
1 Δ
Δ=
+
Tr{ }
= Δ +
U pT
r c T
Δ
0
− −
T
0⎛
⎝⎜
⎞
⎠⎟?
(B.3)
Inserting this expression in Eq. (B.2) leads to:
p τ U u p W τ U u pC τ
c
τ
c
Δ Δ 1 1 Δ Δ 1 1 Δ( ) = ( − Δ ) + ( − ) ( − Δ ) + ( − )∼ r T
T
T
r
T T
0 0
− − − −⎡
⎣⎢
⎤
⎦⎥
⎡
⎣⎢
⎤
⎦⎥ (B.4)
which minimum in obtained for:
p UU U τ
c
Δ Δ= − [ ]T −1
?
(B.5)
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