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Abstract
This paper is concerned with stability analysis of nonlinear time-varying systems by using Lyapunov
function based approach. The classical Lyapunov stability theorems are generalized in the sense that
the time-derivative of the Lyapunov functions are allowed to be indefinite. The stability analysis is
accomplished with the help of the scalar stable functions introduced in our previous study. Both asymp-
totic stability and input-to-state stability are considered. Particularly, for asymptotic stability, several
concepts such as uniform and non-uniform asymptotic stability, and uniform and non-uniform exponen-
tial stability are studied. The effectiveness of the proposed theorems is illustrated by several numerical
examples.
Keywords: Nonlinear time-varying systems; Asymptotic stability; Input-to-State stability; Stable
functions; Lyapunov function with indefinite derivative
1 Introduction
It has been recognized in the literature that time-varying systems, which are also referred to as non-
autononuous systems and non-stationary systems, are more difficult to handle than time-invariant systems
[7, 16, 17, 19]. Let’s take linear systems for example. For linear time-invariant (LTI) system, it is known
that there are only two kinds of stability concepts, namely, Lyapunov stability and asymptotic stability,
which are totally determined by the eigenvalue set of the system matrix (see, for example, [13]). However,
for linear time-varying (LTV) system, there are more stability concepts such as non-uniformly asymptotic
stability, uniformly asymptotic stability, non-uniformly exponential stability and uniformly exponential sta-
bility. See our recent paper [20] for the detailed distinction among these concepts. Moreover, differently
from LTI systems, the stability of LTV systems cannot be linked to the eigenvalue set of the system matrices
directly [13, 20, 21]. Therefore, compared with time-invariant systems, study on the analysis and design of
time-varying systems is very challenging and has been greatly retarded and only relatively less papers were
available in the literature (see [2, 4, 10, 17, 18] and the references therein).
Lyapunov indirect approach, which is also know as the Lyapunov’s second approach, is a powerful tool for
stability analysis and design of control systems [7]. By this method, if a positive definite function of the state
can be found such that its time-derivative along the trajectories of the considered system is negative definite,
it is claimed that the system is stable. Moreover, by imposing different positive definiteness assumptions and
different negative definiteness assumptions on the Lyapunov function and its time-derivative, respectively,
different stability properties of the considered system can be deduced. Generally, for time-invariant systems,
the negative definiteness of the time-derivative of the Lyapunov function can be relaxed as negative semi-
definiteness, for which the so-called Lasalle invariant principle can be utilized. For time-varying systems,
expect for some special cases, the Lasalle invariant principle is either not valid or difficult to use [16].
Hence some researchers attempt to use the available Lyapunov function, whose time-derivative is not strictly
negative definite, to construct a new Lyapunov function whose time-derivative is negative definite [9, 11].
Recently, for LTV systems we provided in [20] a new Lyapunov function based stability analysis approach,
which allows the time-derivative of the Lyapunov function to be indefinite. The stability of the considered
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system can be guaranteed if some scalar function is stable, and, different stability properties of the scalar
function together with different assumptions on the bound of the Lyapunov functions gives different stability
outcomes of the considered system. The most advantages of this approach is that, as we have emphasized,
the time-derivative of the Lyapunov function is neither required to be negative definite nor required to be
negative semi-definite. The idea in this approach was latterly extended to time-delay systems in [22] where
both time-varying Razumikhin function and time-varying Lyapunov-Krasovskii functional based stability
theorems were built.
In this note we continue to extend the approach in [20] and [22] to the stability analysis of general nonlinear
time-varying systems, namely, we build stability theorems by using Lyapunov functions whose time-derivative
can take both positive and negative values. As done in [20] and [22], this is achieved by introducing a scalar
stable function on the time-derivative of the Lyapunov function. Both asymptotic stability and input-to-
state (ISS) stability are considered. For asymptotic stability, we provide two theorems. The first theorem
(Theorem 1) can be used to claim non-uniformly asymptotic stability, uniformly asymptotic stability, non-
uniformly exponential stability, and uniformly exponential stability, by imposing different assumptions on
the scalar function and the bounds for the Lyapunov function. The second stability theorem (Theorem 2)
further allows a drifting term, which is non-negative, in the time-derivative of the Lyapunov function, and
the asymptotic stability can be concluded if an additional condition is satisfied. For ISS stability, we provide
two theorems (Theorems 3 and 4) for testing respectively the ISS stability and the integral input-to-state
(iIIS) stability. The advantages of the proposed theorems over the existing results are pointed out and
their effectiveness are also illustrated by several numerical examples with some of which borrowed from the
literature.
The remainder of this note is organized as follows. The system description and preliminaries are given in
Section 2. Our main results are given in Section 3 which contains two subsections dealing with asymptotic
stability and ISS stability, respectively. Numerical examples are given in Section 4. The paper is concluded
in Section 5 and, finally, some proofs are collected in the Appendix.
Notation: Throughout this note, if not specified, we let J = [t#,∞) with t# being some scalar and use
C
1 (J,Ω) and PC (J,Ω) to denote respectively the space of Ω-valued continuously differentiable functions and
piecewise continuous functions defined on J. We denote
Lmp (J) =
{
f (t) : J → Rm
∣∣∣∣∣
(∫
J
|f (t)|p dt
) 1
p
<∞
}
,
Lm
∞
(J) =
{
f (t) : J → Rm
∣∣∣∣ sup
t∈J
{|f (t)|} <∞
}
,
Zm (J) =
{
f (t) : J → Rm
∣∣∣ lim
t→∞
|f (t)| = 0
}
,
where p ∈ [1,∞) is any integer and |·| refers to the usual Euclidean norm. Moreover, if m = 1, then the
Lmp (J) ,L
m
∞
(J) and Zm (J) will be respectively denoted by Lp (J) ,L∞ (J) and Z (J) for short. We also
use ‖f‖[t0,t] = sup{|f (t)| , t ∈ [t0, t] ⊂ J} to denote the truncation of the norm of f at t. The following are
definitions of comparison functions [7].
• A function α (t) : [0,∞)→ [0,∞) is said to be a K function if α (0) = 0 and it is non-decreasing.
• A function α (t) : [0,∞)→ [0,∞) is said to be a K∞ function if α (0) = 0, lims→∞ α (s) = 0 and it is
strictly increasing.
• A function α (t) : J → (0,∞) is said to be a N function if it is positive valued and non-decreasing.
• A function α (t, s) : [0,∞) × [0,∞) → [0,∞) is said to be a KL function if α (t, ·) ∈ K and α (·, s) is
nondecreasing with respect to s and lims→∞ α (t, s) = 0.
• A function α (t, s) ∈ KL is said to be a KL∞ function if, moreover, α (t, ·) ∈ K∞ .
• A function α (t, s) : J × [0,∞)→ [0,∞) is said to be a NK∞ function if α (t, ·) ∈ N and α (·, s) ∈ K∞.
2
2 System Description and Preliminaries
Consider the following nonlinear time-varying system
x˙ (t) = f (t, x (t) , u (t)) , (1)
where f : J×Rn×Rm → Rn is continuous, locally Lipschitz on x for bounded u and such that f (t, 0, 0) = 0.
The input u : J → Rm is assumed to be locally essentially bounded. In this note, we are interested in the
stability analysis of this class of systems. Throughout this note, for any C1 function V : J ×Rn → R, we
denote
V˙ (t, x)
∣∣∣
(1)
,
∂V (t, x)
∂t
+
∂V (t, x)
∂x
f (t, x, u) . (2)
Next we introduce the concept of stable functions proposed in [20]. Consider the following scalar linear
time-varying (LTV) system
y˙(t) = µ(t)y(t), t ∈ J, (3)
where y(t) : J → R is the state variable and µ(t) ∈ PC (J,R). It is not hard to see that the state transition
matrix for system (3) is given by
φ (t, t0) = exp
(∫ t
t0
µ (s) ds
)
, ∀t ≥ t0 ∈ J. (4)
Definition 1 [20] The function µ(t) ∈ PC (J,R) is said to be
1. asymptotically stable if the scalar LTV system (3) is asymptotically stable;
2. exponentially stable if the scalar LTV system (3) is exponentially stable, namely, there exist constants
k (t0) > 0 and α > 0 such that
|y (t)| ≤ k (t0) |y (t0)| exp (−α (t− t0)) , ∀t ≥ t0 ∈ J. (5)
3. uniformly exponentially stable (or uniformly asymptotically stable) if the scalar LTV system (3) is
uniformly exponentially stable, namely, the constant k (t0) in (5) is independent of t0.
In the above definition we have noticed that, for linear system, uniformly asymptotic stability and uniformly
exponential stability are equivalent (see, for example, [13]). By noting the transition matrix (4), we can
obtain immediately the following fact.
Lemma 1 [20] The scalar function µ(t) ∈ PC (J,R) is
1. asymptotically stable if and only if
lim
t→∞
∫ t
t0
µ(s)ds = −∞. (6)
2. exponentially stable if and only if there exist β(t0) ≥ 0 and α > 0 such that∫ t
t0
µ(s)ds ≤ −α(t− t0) + β(t0), ∀t ≥ t0 ∈ J. (7)
3. uniformly exponentially stable if and only if (7) is satisfied where β is independent of t0.
Of course, if µ(t) ∈ PC (J,R) is a periodic function with period T , then it is easy to see that the three
different stability concepts in Definition 1 are equivalent, and moreover they are equivalent to the existence
of c > 0 such that [20] ∫ t+T
t
µ(s)ds ≤ −c. (8)
3
3 Main Results
3.1 Asymptotic Stability Analysis
We first give the following definition.
Definition 2 The nonlinear time-varying system (1) is said to be
1. globally asymptotically stable if, for any ε > 0, there is δ (t0, ε) > 0 such that |x (t0)| ≤ δ (t0, ε) ⇒
|x (t)| ≤ ε, ∀t ≥ t0 ∈ J (Lyapunov stability), and, for any x (t0) ∈ Rn, there holds limt→∞ |x (t)| = 0
(attractivity) [7], or equivalently, there exists a σ ∈ KL and a θ ∈ N such that, for any x (t0) ∈ R
n
(Proposition 2.5 in [6]),
|x (t)| ≤ σ (θ (t0) |x (t0)| , t− t0) , ∀t ≥ t0 ∈ J.
2. globally uniformly asymptotically stable if there exists a σ ∈ KL such that, for any x (t0) ∈ Rn [7],
|x (t)| ≤ σ (|x (t0)| , t− t0) , ∀t ≥ t0 ∈ J.
3. globally exponentially stable if there is a θ ∈ N and α > 0 such that [20]
|x (t)| ≤ θ (t0) |x (t0)| exp (−α (t− t0)) , ∀t ≥ t0 ∈ J. (9)
4. globally uniformly exponentially stable if (9) is satisfied with θ (t0) independent of t0 [7].
To the best of our knowledge, in the literature the exponential stability refers to uniformly exponential
stability, while the non-uniformly exponential stability concept in Item 3 is not well recognized, and was
only emphasized recently in our work [19] for LTV systems.
Theorem 1 Assume that there exists a C1 function V : J ×Rn → [0,∞), two NK∞ functions αi, i = 1, 2,
and a scalar function µ (t) ∈ PC (J,R) such that, for all t ∈ J and x ∈ Rn,
α1 (t, |x|) ≤ V (t, x) ≤ α2 (t, |x|) , (10)
V˙ (t, x)
∣∣∣
(1) where u≡0
≤ µ (t)V (t, x) , (11)
are satisfied. Then the nonlinear system (1) with u ≡ 0 is
1. globally asymptotically stable if µ (t) is asymptotically stable.
2. globally uniformly asymptotically stable if µ (t) is uniformly exponentially stable and αi (t, s) , i = 1, 2
are independent of t.
3. globally exponentially stable if µ (t) is exponentially stable and there exist m > 0 and ki (·) ∈ N , i = 1, 2
such that αi (t, s) = ki (t) s
m, i = 1, 2.
4. globally uniformly exponentially stable if µ (t) is uniformly exponentially stable and there exist m >
0, ki >, i = 1, 2 such that αi (t, s) = kis
m, i = 1, 2.
Proof. Notice that (11) implies ddt lnV (t, x) =
V˙ (t,x)
V (t,x) ≤ µ (t) , ∀t ≥ t0 ∈ J, from which it follows that
α1 (t0, |x (t)|) ≤ α1 (t, |x (t)|)
≤ V (t, x (t)))
≤ V (t0, x (t0))φ (t, t0)
≤ α2 (t0, |x (t0)|)φ (t, t0) . (12)
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Proof of Item 1 : Since limt→∞ φ (t, t0) = 0, there exists a T = T (t0) such that φ (t, t0) ≤ 1, t ≥ t0 + T (t0) .
Let
γ (t0) , max
s∈[t0,t0+T (t0)]
{φ (t, t0)} ≥ 1.
Then we have from (12) that
α1(t0, |x (t)|) ≤ α2 (t0, |x (t0)|) γ (t0) , ∀t ≥ t0. (13)
Hereafter, for a function α ∈ NK∞, we use α
−1(t, s) denotes the inverse function of α(t, s) with respect to
the second variable, namely, α−1 (t, α (t, s)) ≡ 1. Now we set δ (t0) = α
−1
2 (t0,
1
γ(t0)
α1(t0, ε)), or equivalently,
α2 (t0, δ (t0)) γ (t0) = α1(t0, ε). Here Then it follows from (13) that, for any |x (t0)| ≤ δ (t0) ,
α1(t0, |x (t)|) ≤ α2 (t0, |x (t0)|) γ (t0)
≤ α2 (t0, δ (t0)) γ (t0)
= α1(t0, ε), ∀t ≥ t0 ∈ J,
which is just |x (t)| ≤ ε, ∀t ≥ t0. On the other hand, it follows from (6) and (12) that limt→∞ |x (t)| = 0.
This proves that the system is globally asymptotically stable.
Proof of Item 2 : It follows from Item 3 of Lemma 1 and (12) that, for any t ≥ t0 ∈ J,
|x (t)| ≤ α−11 (α2 (|x (t0)|)φ (t, t0))
≤ α−11 (α2 (|x (t0)|) exp (β) exp (−α (t− t0))) ∈ KL,
which shows that the system is globally uniformly asymptotically stable.
Proof of Item 3 : By noting that α−11 (t, s) = s
1
m k
−
1
m
i (t) and (7), we obtain from (12) the following
|x (t)| ≤ k
−
1
m
1 (t0) (k2 (t0) |x (t0)|
m
exp (−α (t− t0) + β (t0)))
1
m
=
(
k2 (t0)
k1 (t0)
) 1
m
exp
(
β (t0)
m
)
|x (t0)| exp
(
−
α
m
(t− t0)
)
, (14)
which indicates that the system is globally exponentially stable.
Proof of Item 4 : This follows from (14) since ki, i = 1, 2 and β (t0) are independent of t0. The proof is
finished.
To go further, we introduce the following technical lemma whose proof is provided in Appendix A1.
Lemma 2 (Generalized Gronwall-Bellman Inequality) Assume that µ (t) , π (t) ∈ PC (J,R) and y (t) : J →
[0,∞) be such that
y˙ (t) ≤ µ (t) y (t) + π (t) , t ∈ J. (15)
Then, for any t ≥ s ∈ J, the following inequality holds true
y (t) ≤ y (s)φ (t, s) +
∫ t
s
φ (t, λ) π (λ) dλ. (16)
The above lemma can be regarded as the Gronwall-Bellman inequality in the differential form. Notice that
differently from the generalized integral Gronwall-Bellman inequality in [21], the function µ (t) is not required
to be positive for all t. We then can state the following theorem which allows a non-negative drifting term
in the time-derivatives of Lyapunov functions.
Theorem 2 Assume that there exists a C1 function V : J ×Rn → [0,∞), two NK∞ functions αi, i = 1, 2,
an asymptotically stable function µ (t) ∈ PC (J,R), and a scalar function π (t) ∈ PC (J, [0,∞)) such that,
for all (t, x) ∈ J ×Rn, (10) and the following inequality
V˙ (t, x)
∣∣∣
(1) where u≡0
≤ µ (t)V (t, x) + π (t) , (17)
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are satisfied. Let φ (t, s) be defined in (4) and denote κ (t, t0) : J × J → R as
κ (t, t0) =
∫ t
t0
φ (t, s)π (s) ds. (18)
Then the nonlinear time-varying system (1) is globally asymptotically stable if κ (t, t0) is bounded for any
t ≥ t0 ∈ J and
lim
t→∞
κ (t, t0) = lim
t→∞
∫ t
t0
φ (t, s)π (s) ds = 0, ∀t0 ∈ J. (19)
Proof. Applying Lemma 2 on inequality (17) gives, for all t ≥ t0 ∈ J,
α1 (t0, |x (t)|) ≤ α1 (t, |x (t)|)
≤ V (t, x (t))
≤ V (t0, x (t0))φ (t, t0) +
∫ t
t0
φ (t, t0)π (s) ds
= V (t0, x (t0))φ (t, t0) + κ (t, t0) .
Hence, by noting that limt→∞ φ (t, t0) = 0 and (19), we have limt→∞ α1 (t0, |x (t)|) = 0, which in turn
implies limt→∞ |x (t)| = 0. Hence the system is globally attractive. On the other hand, as κ (t, t0) and
φ (t, t0) are bounded, α1 (t0, |x (t)|) is bounded, which in turn implies that |x (t)| is bounded, namely, the
system is Lagrange stable. Then, by Proposition 2.5 in [6], the system is Lyapunov stable. Consequently,
the nonlinear time-varying system (1) is globally asymptotically stable. The proof is finished.
The most important advantage of Theorem 2 is that the right hand side of (17) is not required to be negative
for all time and, moreover, is even allowed to have a drifting term that is non-negative for all time.
To test the conditions imposed on (µ (t) , π (t)) in Theorem 2, we assume that there exists a function ̟ (·) :
[0,∞)→ (0,∞) such that
φ (t, s) = exp
(∫ t
s
µ (ω) dω
)
≤ ̟ (t− s) , ∀t ≥ s ∈ J. (20)
This class of function ω (s) was firstly introduced by Kalman in [5], where the function is use to characterize
the uniformly complete controllability concept for LTV systems. Then κ (t, t0) satisfies all the conditions in
Theorem 2 if the function
κ (t, t0) =
∫ t
t0
̟ (t− s)π (s) ds, t ≥ t0 ∈ J,
is bounded and such that limt→∞ κ (t, t0) = 0. This can be tested by the following result which can be
regarded as a generalized Gelig lemma [3]. The proof of this lemma is provided in Appendix A2.
Lemma 3 Consider two functions ϕ1 : [0,∞)→ R, ϕ2 : J → R and denote ϕ (t, τ) =
∫ t
τ
ϕ1 (t− s)ϕ2 (s) ds.
Then, for any t ≥ τ ∈ J, ϕ (t, τ) is uniformly bounded and the following relation holds true
lim
t→∞
ϕ (t, τ) = lim
t→∞
∫ t
τ
ϕ1 (t− s)ϕ2 (s) ds = 0, (21)
if one of the following three conditions holds true:
1. ϕ1 ∈ Lp ([0,∞)) , ϕ2 ∈ Lq (J) , where p, q ∈ (0,∞) are such that
1
p
+ 1
q
= 1.
2. ϕ1 ∈ L1 ([0,∞)) , and ϕ2 (t) ∈ Z (J).
3. ϕ1 (t) ∈ Z ([0,∞)) , and ϕ2 ∈ L1 (J).
Notice that the inequality in (20) is satisfied if µ (t) is uniformly exponentially stable. In this case ̟ (s) =
exp (−αs) ∈ Lp ([0,∞)) , p ∈ [1,∞) and, by Lemma 3, (µ (t) , π (t)) satisfies the conditions in Theorem 2 if
the function π (t) satisfies either π (t) ∈ Z (J) or π (t) ∈ Lq (J) , q ∈ [1,∞). This generalizes Theorem 3.1 in
[6] where µ (t) = −1 and π (t) ∈ Z (J) ∩ L1 (J) .
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Remark 1 In this remark we point out that there is no need to assume that µ (t) is uniformly exponentially
stable in Theorem 4. Let J = [0,∞), µ (t) = −2t1+t2 and π (t) =
1
1+t2 ∈ Z (J) ∩ L1 (J) . It follows from
φ (t, s) = 1+s
2
1+t2 that µ (t) is not (uniformly) exponentially stable. However, it follows from κ (t, t0) =
t−t0
1+t2
that the conditions in Theorem 2 are satisfied with this pair of (µ (t) , π (t)).
3.2 Input-to-State Stability Analysis
The concept of ISS was introduced by E. D. Sontag in the later 1980’s [14] and has been served as a
fundamental tool in the analysis and design of nonlinear systems, such as observer design, small gain theorem,
and stability test of connected nonlinear systems [6, 11, 12, 15]. In the literature, the ISS property is
frequently characterized by the ISS-Lypunov function [15]. As usual, the time-derivative of the ISS-Lypunov
function is required to be negative definite under some additional condition on the input signal u. In this
subsection, we will show how to utilize the idea in the above subsection to deal with ISS stability analysis
of nonlinear time-varying systems by allowing indefinite time-derivatives for the ISS-Lyapunov functions.
Definition 3 The nonlinear system (1) is said to be
1. input-to-state stable (IIS) if there exist σ ∈ KL and γ1 ∈ K such that, for any u ∈ L
m
∞
, (see Eq. (5’)
in [15])
|x (t)| ≤ σ (|x (t0)| , t− t0) + γ1
(
‖u‖[t0,t]
)
, ∀t ≥ t0 ∈ J.
2. integral input-to-state stable (iIIS) if there exist σ ∈ KL and γ1, γ2 ∈ K such that (see Eq. (7) in [1])
|x (t)| ≤ σ (|x (t0)| , t− t0) + γ1
(∫ t
t0
γ2 (|u (s)|) ds
)
, ∀t ≥ t0 ∈ J.
We first present the following result regarding the characterization of IIS.
Theorem 3 Assume that there exist a C1 function V : J×Rn → [0,∞), two K∞ functions αi, i = 1, 2, a K
function ρ, and a uniformly exponentially stable function µ (t) ∈ PC (J,R) such that, for all (t, x) ∈ J ×Rn,
α1 (|x|) ≤ V (t, x) ≤ α2 (|x|) , (22)
V˙ (t, x)
∣∣∣
(1)
≤ µ (t)V (t, x) if V (t, x (t)) ≥ ρ (|u (t)|) . (23)
Then the nonlinear system (1) is IIS.
Proof. Let us consider the inequality
V (s, x (s)) ≥ ρ (|u (s)|) . (24)
If (24) is true for almost all s ∈ [t0, t] ⊂ J, then it follows from (23) that
V (t, x (t)) ≤ V (t0, x (t0))φ (t, t0) ≤ α2 (|x (t0)|) e
βe−α(t−t0). (25)
Now we assume that (24) does not hold true for almost all s ∈ [t0, t] ⊂ J. Let {s ∈ [t0, t] : V (s, x (s)) ≤
ρ (|u (s)|)} which is non-empty. Denote t∗ = sup{s ∈ [t0, t] : V (s, x (s)) ≤ ρ (|u (s)|)}. Then we have either
t∗ = t or t∗ < t. If t∗ = t, it follows from the definition of t∗ that
V (t, x (t)) = V (t∗, x (t∗)) ≤ ρ (|u (t∗)|)
≤ sup
s∈[t0,t]
{ρ (|u (s)|)} = ρ
(
‖u (t)‖[t0,t]
)
. (26)
If t∗ < t, then V (s, x (s)) ≥ ρ (|u (s)|) , s ∈ [t∗, t], which, by (23), implies
V˙ (s, x (s))
∣∣∣
(1)
≤ µ (s)V (s, x (s)) , s ∈ [t∗, t] ,
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from which it follows that
V (t, x (t)) ≤ V (t∗, x (t∗))φ (t, t∗)
= ρ (|u (t∗)|)φ (t, t∗)
≤ ρ
(
‖u (t)‖[t0,t]
)
eβ. (27)
Hence we get from (25), (26) and (27) that
V (t, x (t)) ≤ α2 (|x (t0)|) e
βe−α(t−t0) + ρ
(
‖u (t)‖[t0,t]
)
eβ .
Hence, by using α (a+ b) ≤ α (2a) + α (2b) , α ∈ K, a ≥ 0, b ≥ 0, we get
|x (t)| ≤ α−11 (V (t, x (t)))
≤ α−11
(
2eβα2 (|x (t0)|) e
−α(t−t0)
)
+ α−11
(
2eβρ
(
‖u (t)‖[t0,t]
))
,
which shows that the system is IIS. The proof is finished.
Remark 2 Theorem 3 generalizes the results in [14] and [12]. Particularly, Theorem 3 improves Theorem
1 in [12], where the corresponding function µ (t) needs to satisfy∫
∞
t0
max{µ (s) , 0}ds <∞. (28)
The above condition is quite restrictive since any piece-wise continuous periodic function µ (t) satisfying (28)
if and only if µ (t) ≤ 0, t ∈ J, namely, condition (23) implies V˙ (t, x) |(1) ≤ 0. In this case, by Theorem 1 in
[9], a new Lyapunov function with negative definite time-derivative can be constructed instead.
We next present the following result regarding the characterization of iIIS.
Theorem 4 Assume that there exist a C1 function V : J × Rn → [0,∞), two K∞ functions αi, i = 1, 2,
two K functions ρi, i = 1, 2, and a uniformly exponentially stable function µ (t) ∈ PC (J,R) such that, for
all (t, x) ∈ J ×Rn, (22) and the following inequality are satisfied
V˙ (t, x)
∣∣∣
(1)
≤ (ρ1 (|u|) + µ (t))V (t, x) + ρ2 (|u|) . (29)
Then the nonlinear time-varying system (1) is iIIS with γ1 = α
−1
1 ◦ 2π2, γ2 = ρ = ρ1 ∨ ρ2, and σ (s, t) =
α−11
(
2π1
(
α2 (s) e
βe−αt
))
where (α, β) is defined in Lemma 1 and
π1 (s) = s+
1
2
s2, π2 (s) =
1
2
(es − 1)2 + seβs.
Proof. By the differential form of the Gronwall-Bellman inequality in Lemma 2 one gets from (29) that
V (t, x (t)) ≤V (t0, x (t0)) exp
(∫ t
t0
(ρ1 (|u (s)|) + µ (s)) ds
)
+
∫ t
t0
exp
(∫ t
s
(ρ1 (|u (λ)|) + µ (λ)) dλ
)
ρ2 (|u (s)|) ds
≤V (t0, x (t0))φ (t, t0) exp
(∫ t
t0
ρ1 (|u (s)|) ds
)
+
∫ t
t0
exp
(
β
∫ t
s
ρ1 (|u (λ)|) dλ
)
ρ2 (|u (s)|) ds
≤V (t0, x (t0))φ (t, t0) exp
(∫ t
t0
ρ (|u (s)|) ds
)
8
+ exp
(
β
∫ t
t0
ρ (|u (λ)|) dλ
)∫ t
t0
ρ (|u (s)|) ds, ∀t ≥ t0 ∈ J, (30)
where we have noticed that
∫ t
t0
µ (s) ds ≤ β, t ≥ t0, and
∫ t
s
ρ1 (|u (λ)|) dλ ≤
∫ t
t0
ρ1 (|u (λ)|) dλ, s ∈ [t0, t].
Letting a = V (t0, x (t0))φ (t, t0) , b =
∫ t
t0
ρ (|u (s)|) ds and using the inequality [15]
aeb = a+ a
(
eb − 1
)
≤ a+
1
2
a2 +
1
2
(
eb − 1
)2
,
to give
V (t, x (t)) ≤ π1 (a) + π2 (b) , ∀t ≥ t0 ∈ J. (31)
By using (22) we further get
π1 (a) ≤ π1 (α2 (|x (t0)|) exp (−α (t− t0) + β))
= π1
(
α2 (|x (t0)|) e
βe−α(t−t0)
)
, ∀t ≥ t0 ∈ J.
Hence we can obtain from (31) the following
|x (t)| ≤α−11 (V (t, x (t)))
≤α−11 (π1 (a) + π2 (b))
≤α−11 (2π1 (a)) + α
−1
1 (2π2 (b))
≤α−11
(
2π1
(
α2 (|x (t0)|) e
βe−α(t−t0)
))
+ α−11
(
2π2
(∫ t
t0
ρ (|u (s)|) ds
))
, ∀t ≥ t0 ∈ J,
which is the desired result. The proof is finished.
Letting ρ1 = 0 and ρ2 = ρ in Theorem 4 gives the following corollary.
Corollary 1 Assume that there exist a C1 function V : J × Rn → [0,∞), two K∞ functions αi, i = 1, 2,
a function ρ ∈ K, and a uniformly exponentially stable function µ (t) ∈ PC (J,R) such that, for all (t, x) ∈
J ×Rn, (22) and the following inequality
V˙ (t, x)
∣∣∣
(1)
≤ µ (t)V (t, x) + ρ (|u|) ,
are satisfied. Then the nonlinear time-varying system (1) is iIIS with γ1 = α
−1
1 ◦ 2π2, γ2 = ρ, and σ (s, t) =
α−11
(
2π1
(
α2 (s) e
βe−αt
))
where (α, β) is defined in Lemma 1 and
π1 (s) = s, π2 (s) = se
βs.
Remark 3 Similar to Remark 2, we mention that Theorem 4 improves Theorem 2 in [15] and Theorem 3
in [12], and Corollary 1 improves Theorem 3 in [15] and Theorem 2 in [12], in the sense that the function
µ (t) can take both negative and positive values, and does not need to satisfy the restrictive condition (28).
4 Some Illustrative Examples
In this section, we provide several numerical examples to demonstrate effectiveness the proposed stability
theorems.
Example 1. Consider the following nonlinear time-varying system
x˙(t) = −
x
t+ sinx
, t ∈ J = (1,∞). (32)
This system has been considered in Example 5.1 in [8]. Choose V (x) = x2. Then we can compute
V˙ (x) = −
2V
t+ sinx
≤ −
2V
t+ 1
= µ (t)V (x) ,
9
where µ (t) = − 2
t+1 . It is easy to see that µ (t) is an asymptotically stable function and, by Item 1 of
Theorem 1, the nonlinear time-varying system (32) is globally asymptotically stable. In fact, it follows from∫ t
t0
µ (s) ds = 2 ln 1+t01+t that
|x (t)| = V
1
2 (x) ≤ |x (t0)| exp
(
1
2
∫ t
t0
µ (s) ds
)
= |x (t0)|
1 + t0
1 + t
, ∀t ≥ t0 ∈ J.
Example 2: Consider the following planar nonlinear time-varying system{
x˙1 = −
1
1+tx1 + t
2x2k−12 − tx
2r−1
1 ,
x˙2 = −
1
1+tx2 − t
2x2k−11 − tx
2r−1
2 ,
(33)
where t ∈ J = [0,∞), and k ≥ 1, r ≥ 1 are two given integers. This example is a slight modification of
Example 5.2 in [8]. We choose a time-varying Lyapunov function
V (t, x) =
(
x2k1 + x
2k
2
)
(1 + t) .
Then the time-derivative of V (t, x) can be evaluated as
V˙ (t, x) = x2k1 + x
2k
2 + 2k (1 + t)
(
x2k−11 x˙1 + x
2k−1
2 x˙2
)
= x2k1 + x
2k
2 + 2k (1 + t)
(
x2k−11
(
−
1
1 + t
x1 + t
2x2k−12 − tx
2r−1
1
))
+ 2k (1 + t)x2k−12
(
−
1
1 + t
x2 − t
2x2k−11 − tx
2r−1
2
)
= x2k1 + x
2k
2 − 2k
(
x2k1 + x
2k
2
)
− 2k (1 + t) t
[
x
2(k+r−1)
1 + x
2(k+r−1)
2
]
≤ (1− 2k)
(
x2k1 + x
2k
2
)
= −
2k − 1
1 + t
V (t, x) .
Hence all the conditions in Theorem 1 are satisfied for any integer k ≥ 1 and thus this system is globally
asymptotically stable. Moreover, by using the inequality (a+ b)p ≤ 2p−1 (ap + bp) where a ≥ 0, b ≥ 0 and
p ≥ 1 is an integer, we obtain(
x21 + x
2
2
)k
≤ 2k−1
(
x2k1 + x
2k
2
)
≤ 2k−1V (t, x (t))
≤ 2k−1V (t0, x (t0))
(
1 + t0
1 + t
)2k−1
= 2k−1
(
x2k1 (t0) + x
2k
2 (t0)
)
(1 + t0)
(
1 + t0
1 + t
)2k−1
≤ 2k−1
(
x21 (t0) + x
2
2 (t0)
)k (1 + t0)2k
(1 + t)
2k−1
,
from which it follows that
|x (t)| ≤ 2
k−1
2k |x (t0)|
1 + t0
(1 + t)1−
1
2k
, ∀t ≥ t0 ∈ J,
which gives an estimate of the decay rate of the system.
Example 3: Consider the following nonlinear time-varying system
x˙ (t) = −
1 + t
1 + t2
x (t) +
1
1 + t2
sin (h (x (t))) , t ∈ J = [0,∞), (34)
where h (x) : R → R is any locally Lipschitz continuous function and h (0) = 0. Consider the Lyapunov
function V = x2. Then
V˙ (x) = −2
1 + t
1 + t2
V (x) +
2
1 + t2
x sin2 (h (x (t)))
10
≤ −2
1 + t
1 + t2
V (x) +
2
1 + t2
x2 + 2
(
1
1 + t2
)2
sin2 (h (x (t)))
1
1+t2
≤ −2
1 + t
1 + t2
V (x) +
2
1 + t2
V (x) +
2
1 + t2
≤ −
2t
1 + t2
V (x) +
2
1 + t2
,
which corresponds to (17) with µ (t) = − 2t1+t2 and π (t) =
2
1+t2 . By Remark 1, this pair of (µ (t) , π (t))
satisfies all the conditions in Theorem 2 from which we conclude that this nonlinear time-varying system is
globally asymptotically stable.
Example 4: Consider the following scalar nonlinear time-varying system
x˙(t) =
(
1
1 + t+ x2
− t |cos t|
)
x+
2t cos |t|
1 + x2
u, t ∈ J = [0,∞). (35)
This system is different from system (43) in [12] where 11+t+x2 is replaced by
1
1+t2+x2 . Let V (x) =
1
2x
2.
Then
V˙ (x) = 2
(
1
1 + t+ x2
− t |cos t|
)
V (x) +
2t |cos t|x
1 + x2
u
≤ 2
(
1
1 + t
− t |cos t|
)
V (x) + t |cos t| |u| . (36)
Since
∫
∞
t0
2ds
1+s = ∞, the inequality (44) in [12] is not satisfied for this modified system and the approach
there in is not directly applicable.
In the following we show that how our result can apply to this system. Consider the following scalar function
µ (t) =
2
1 + t
− t |cos t| , t ∈ J = [0,∞). (37)
We can show that µ (t) is uniformly exponentially stable, namely, it follows from Lemma 1 that there exist
two positive numbers α > 0 and β > 0 such that∫ t
t0
µ (s) ds ≤ −α (t− t0) + β, ∀t ≥ t0 ∈ J. (38)
The proof of the above inequality has been moved to Appendix A3 for clarity. If u = 0, we get from (36)
that V˙ (x) ≤ µ (t)V (x) , which, by Theorem 1, implies that the system is globally uniformly exponentially
stable. Moreover, according to (46) in Appendix A3, we have
|x (t)| ≤ exp
(
ln
(
1 +
3
2
π
)
+ 1
)
exp
(
−
2
3π
(t− t0)
)
|x (t0)| , ∀t ≥ t0 ∈ J.
Notice that only asymptotic stability was claimed in [12]. If u ≤ V (x) , we can also obtain from (36) that
V˙ (x) ≤ µ (t)V (x) , which, by Theorem 3, implies that the system is ISS.
5 Conclusion
This paper has studied stability analysis of nonlinear time-varying systems by using Lyapunov’s second
method. Differently from the traditional Lyapunov approach, the proposed stability theorem does not require
that the time-derivative of the Lyapunov function is negative definite. The stability analysis is achieved with
the help of the comparison principle and the concept of scalar stable functions. A couple of stability concepts
were considered. These concepts include asymptotic stability, uniformly asymptotic stability, exponential
stability, uniformly exponential stability, input-to-state stability and integral input-to-state stability. The
developed theorems improves the existing results and their effectiveness were illustrated by some numerical
examples.
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Appendix
A1: Proof of Lemma 2
We write (15) as y˙ (t)− µ (t) y (t) ≤ π (t) , t ∈ J, by using which we can obtain
d
dλ
(
y (λ) exp
(
−
∫ λ
s
µ (ω) dω
))
= (y˙ (λ)− µ (λ) y (λ)) exp
(
−
∫ λ
s
µ (ω) dω
)
≤ π (λ) exp
(
−
∫ λ
s
µ (ω) dω
)
, λ ≥ s ∈ J,
from which it follows that, for all t ≥ s ∈ J
y (t) exp
(
−
∫ t
s
µ (ω) dω
)
− y (s) =
∫ t
s
d
(
y (λ) exp
(
−
∫ λ
s
µ (ω) dω
))
≤
∫ t
s
π (λ) exp
(
−
∫ λ
s
µ (ω) dω
)
dλ.
As exp(−
∫ t
s
µ (ω)dω) > 0, the above inequality can be simplified as
y (t) ≤
(
y (s) +
∫ t
s
π (λ) exp
(
−
∫ λ
s
µ (ω) dω
)
dλ
)
exp
(∫ t
s
µ (ω) dω
)
= y (s) exp
(∫ t
s
µ (ω) dω
)
+
∫ t
s
π (λ) exp
(∫ t
λ
µ (ω) dω
)
dλ,
which is just (16).
A2: Proof of Lemma 3
We only prove Item 1 since Items 2-3 can be proven in quite a similar way. Since ϕ1 ∈ Lp ([0,∞)) , ϕ2 ∈
Lq (J) , there exist two positive constants di, i = 1, 2 such that
(∫
∞
0
|ϕ1 (s)|
p
ds
) 1
p
≤ d1,
(∫
∞
t#
|ϕ2 (s)|
q
ds
) 1
q
≤ d2. (39)
Then, for any t ≥ τ ∈ J, by the Holder inequality, we obtain
|ϕ (t, τ)| =
∣∣∣∣
∫ t
τ
ϕ1 (t− s)ϕ2 (s) ds
∣∣∣∣
≤
(∫ t
τ
|ϕ1 (t− s)|
p
ds
) 1
p
(∫ t
τ
|ϕ2 (s)|
q
ds
) 1
q
≤
(∫ t−τ
0
|ϕ1 (s)|
p
ds
) 1
p
(∫ t
t#
|ϕ2 (s)|
q
ds
) 1
q
≤
(∫
∞
0
|ϕ1 (s)|
p
ds
) 1
p
(∫
∞
t#
|ϕ2 (s)|
q
ds
) 1
q
= d1d2,
which shows that
∣∣∣∫ tτ ϕ1 (t− s)ϕ2 (s) ds
∣∣∣ is uniformly bounded for any t ≥ τ ∈ J.
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By the Cauchy convergence theorem, for any ε > 0, it follows from (39) that there exist Ti = Ti (ε) > 0 such
that, for any t12 ≥ t11 ≥ T1 ∈ [0,∞) and t22 ≥ t21 ≥ T2 ∈ J, there holds
(∫ t12
t11
|ϕ1 (s)|
p
ds
) 1
p
≤ ε,
(∫ t22
t21
|ϕ2 (s)|
q
ds
) 1
q
≤ ε. (40)
Now, for any t > τ ∈ J, consider
∫ t
τ
ϕ1 (t− s)ϕ2 (s) ds =
∫ T
τ
ϕ1 (t− s)ϕ2 (s) ds+
∫ t
T
ϕ1 (t− s)ϕ2 (s) ds,
where T ≥ τ is any constant to be specified. Then, for any t ≥ T1 + T , by using the Holder inequality, we
obtain ∣∣∣∣∣
∫ T
τ
ϕ1 (t− s)ϕ2 (s) ds
∣∣∣∣∣ ≤
(∫ T
τ
|ϕ1 (t− s)|
p ds
) 1
p
(∫ T
τ
|ϕ2 (s)|
q ds
) 1
q
=
(∫ t−τ
t−T
|ϕ1 (s)|
p ds
) 1
p
(∫ T
τ
|ϕ2 (s)|
q ds
) 1
q
≤
(∫ t−τ
t−T
|ϕ1 (s)|
p ds
) 1
p
(∫
∞
τ
|ϕ2 (s)|
q ds
) 1
q
≤ d2ε,
where we have noticed that t− τ ≥ t− T ≥ T1. Similarly, if T ≥ T2, then, for any t ≥ T ≥ T2, we have
∣∣∣∣
∫ t
T
ϕ1 (t− s)ϕ2 (s) ds
∣∣∣∣ ≤
(∫ t
T
|ϕ1 (t− s)|
p
ds
) 1
p
(∫ t
T
|ϕ2 (s)|
q
ds
) 1
q
=
(∫ t−T
0
|ϕ1 (s)|
p
ds
) 1
p (∫ t
T
|ϕ2 (s)|
q
ds
) 1
q
≤
(∫
∞
0
|ϕ1 (s)|
p ds
) 1
p
(∫ t
T
|ϕ2 (s)|
q ds
) 1
q
≤ d1ε.
Combining these two cases by setting T = max{T2, τ}, we obtain, for all t ≥ T1 + T2 + τ,∣∣∣∣
∫ t
τ
ϕ1 (t− s)ϕ2 (s) ds
∣∣∣∣ ≤ (d1 + d2) ε,
which just implies (21). The proof is finished.
A3: Proof of Inequality (38)
Notice that, for any t ∈ J, we have
∫ t+ 3
2
pi
t
2
1 + s
ds = 2 ln
1 + t+ 32π
1 + t
= 2 ln
(
1 +
3
2π
1 + t
)
≤ 2 ln
(
1 +
3
2
π
)
. (41)
Now consider three cases.
• Case 1: There exists a nonnegative integer k such that t ∈ [2kπ, 2kπ + 1/2π]. Then we can compute
∫ t+ 3
2
pi
t
s |cos s| ds ≥
∫ 2kpi+ 3
2
pi
2kpi+ 1
2
pi
s |cos s| ds
13
=∫ pi
0
(
σ +
(
2kπ +
1
2
π
)) ∣∣∣∣cos
(
σ +
(
2kπ +
1
2
π
))∣∣∣∣ dσ
=
∫ pi
0
(
σ +
(
2kπ +
1
2
π
))
sin (σ) dσ
= (sin(σ)− σ cosσ)|pi0 −
(
2kπ +
1
2
π
)
cos (σ)
∣∣∣∣
pi
0
= π + 2
(
2kπ +
1
2
π
)
≥ 2π. (42)
• Case 2: There exists a nonnegative integer k such that t ∈ (2kπ + 1/2π, 2kπ + 3/2π]. Then∫ t+ 3
2
pi
t
s |cos s| ds ≥
∫ 2kpi+ 1
2
pi+ 3
2
pi
2kpi+ 3
2
pi
s |cos s| ds
=
∫ 1
2
pi
0
(
σ +
(
2kπ +
3
2
π
)) ∣∣∣∣cos
(
σ +
(
2kπ +
3
2
π
))∣∣∣∣dσ
=
∫ 1
2
pi
0
(
σ +
(
2kπ +
3
2
π
))
sin (σ) dσ
= (sin(σ)− σ cosσ)|
1
2
pi
0 −
(
2kπ +
3
2
π
)
cos (σ)
∣∣∣∣
1
2
pi
0
= 1 + 2kπ +
3
2
π ≥ 1 +
3
2
π. (43)
• Case 3: There exists a nonnegative integer k such that t ∈ (2kπ + 3/2π, 2kπ + 2π]. Then∫ t+ 3
2
pi
t
s |cos s| ds ≥
∫ 2kpi+ 3
2
pi+ 3
2
pi
2kpi+2pi
s |cos s| ds
=
∫ pi
0
(σ + (2kπ + 2π)) |cos (σ + (2kπ + 2π))| dσ
=
∫ pi
0
(σ + (2kπ + 2π)) |cos (σ)| dσ
≥
∫ pi
2
0
(σ + (2kπ + 2π)) cos (σ) dσ
= (cosσ + σ sinσ)|
pi
2
0 + (2kπ + 2π) sin (σ)|
pi
2
0
=
π
2
− 1 + 2kπ + 2π
≥ 2π. (44)
It follows from (41)–(44) that, for any t ∈ J, we have∫ t+ 3
2
pi
t
µ (s) ds =
∫ t+ 3
2
pi
t
2ds
1 + s
−
∫ t+ 3
2
pi
t
s |cos s| ds
≤ 2 ln
(
1 +
3
2
π
)
−
(
1 +
3
2
π
)
< −2. (45)
For any t ≥ t0 ∈ J, there exists a unique nonnegative integer k such that t ∈ [t0 + k
3
2π, t0 + (k + 1)
3
2π). Let
ti = t0 + i
3
2π. Then it follows from (45) and (41) that∫ t
t0
µ (s) ds =
k−1∑
i=0
∫ t0+(i+1) 32pi
t0+i
3
2
pi
µ (s) ds+
∫ t
t0+k
3
2
pi
µ (s) ds
≤ −2k +
∫ t
t0+k
3
2
pi
2
1 + s
ds
14
≤ −2k +
∫ t0+(k+1) 32pi
t0+k
3
2
pi
2
1 + s
ds
≤ −2k + 2 ln
(
1 +
3
2
π
)
= −2
k−1∑
i=0
ti+1 − ti
3
2π
+ 2 ln
(
1 +
3
2
π
)
= −
4
3π
(tk − t0) + 2 ln
(
1 +
3
2
π
)
= −
4
3π
(t− t0) + 2 ln
(
1 +
3
2
π
)
+
4
3π
(t− tk)
≤ −
4
3π
(t− t0) + 2 ln
(
1 +
3
2
π
)
+ 2, (46)
which is just (38), namely, µ (t) is uniformly exponentially stable.
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