We present a scheme based on an improved watershed algorithm and a two-scale analysis. The method described extracts potential edges in the SAR image, analyzes the patterns obtained, and decides whether or not the image contains a "polygon area."
I. INTRODUCTION
T HE presence of a strong noise factor known as speckle makes segmentation of SAR images difficult and leads to oversegmentation and errors in automated edge and pattern detection. Features easily detected in visual observation are often overlooked. Speckle can be considered as a multiplicative random perturbation, with a signal-to-noise ratio (SNR) of 0 to 2 dB at full resolution. When detectors based on the differences between pixels are used, this multiplicative nature leads to erroneous detection in the bright areas, where the amplitude of variations is higher. In contrast, speckle inhibits detection in dark areas. Hence gradient-based operators are not suited for use with SAR images [1] .
Schemes for contour extraction in noisy images typically consist of two steps [2] , [3] . The first step generates an edge strength map. The image is scanned with a splitting filter, which estimates the probability that each half window belongs to a different region against the hypothesis of a unique region. This scan is performed in all possible directions to test all edge orientations. This results in an edge strength map, which has a high Manuscript received June 7, 2001 ; revised October 21, 2002 . This work was conducted at the Jet Propulsion Laboratory, California Institute of Technology, under contract with the National Aeronautics and Space Administration. This work was supported in part by a grant from the NASA Geology and Geophysics Program. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Aly A. grey-value for pixels having the highest probability of belonging to an edge. The second step is the actual edge extraction, which usually consists of a thresholding of the edge strength map.
In this paper we focus on the second step. We use the watershed method to extract edges. This transformation is a powerful tool of mathematical morphology; it provides a segmentation of images into a set of connex components [4] - [9] . However, the watershed transform leads to oversegmentation. We prevent this oversegmentation by using edge dynamics as defined in [6] , which we adapt to the multiplicative radar noise case. We propose a new method to provide adaptive dynamics thresholding. This analysis is performed at two different scales. The oversegmentation is also further reduced by a region merging step.
The scheme described in this paper is designed for Magellan SAR images of Venus. In past literature, several groups of geologists identified a few regions where fractures form polygonal patterns on the surface of Venus [10] , [11] . Such polygonal cracks form only in an isotropic stress field, such as that due to cooling. The large and relatively uniform diameter of the polygons favors atmospheric cooling due to climatic change [10] , rather than cooling due to volcanic processes [11] . This study seeks to develop a method for determining occurrences of polygons. Additionally, we demonstrate in Section IV that our scheme can be applied to a variety of images, as long as the edges form closed patterns.
In Section II we use nonlinear filters to reduce the influence of noise and enhance edges. A brief description of the watershed technique is provided. Section III describes improvements in the edge extraction process, based on edges dynamics thresholding, multiscale approach, and polygonal approximation. Section IV presents the final decision process and discusses the results. We illustrate that on Magellan SAR data, this scheme provides accurate edges even in high-noise regions.
II. PRELIMINARY RESULTS

A. Edge Enhancement
In SAR images used for agricultural applications, transitions between regions are often characterized by a change in the local mean value [3] , [9] . An edge strength image is generally computed where pixels with high grey level values have the highest probability of belonging to edges. This image can be calculated following the two-dimensional scan described in Section I. The edge strength map can also be a simple gradient image.
On the other hand, our work focuses on identifying geologic fractures. Locations with highly fractured or rough terrain have strong radar backscatter. As a result, the fractures we want to identify appear as bright patterns in the images. The raw image provided by the instrument is in this case similar to a gradient image. Therefore, in that case the main concern before the actual edge extraction is the reduction of noise or edge enhancement.
As mentioned in Section I, speckle can be modeled by multiplicative random noise. The measured intensity amplitude is (1) Here, represents the reflectivity of the observed terrain. and will denote respectively intensity in the image and the spatial direction throughout the paper. Ideally, the terrain is supposed to be a mosaic of many homogenous regions, where the reflectivity from backscattering varies slowly. represents the impulse response function of the SAR system, is the noise factor. Assuming spatially uncorrelated speckle, the probability density function of the noise is given [1] by (2) where is the number of looks. For the Magellan imaging system, the number of looks varies between 5 and 14, depending on latitude of the spacecraft [12] , [13] .
To reduce the influence of speckle while preserving edges in SAR images, numerous filters have been designed [14] - [17] . The filters used here are Lower-upper-middle (LUM) filters [18] , [19] . Those filters are nonlinear and provide constant false alarm rate detection, i.e., the result of the filter does not depend on the observed power. LUM filters can, at the same time, enhance edges and smooth the image, both useful properties for SAR data. LUM filters consider a window centered at each pixel , containing pixels ( is assumed to be odd), and sorts the values by brightness into . The output value of the filter, , is shown in (3) at bottom of page where and are two parameters set by the user. characterizes the smoothing power of the filter, characterizes the sharpening power.
The diagram in Fig. 1 summarizes these outputs. The rankorder nature of LUM filters makes them applicable not only to SAR images where noise is multiplicative, but to any noise-corrupted image. In the case of poorly transmitted data their main advantage over linear filters is their capacity to restore small gaps in the data. In particular many pixels are missing in Magellan images due to poor transmission between the spacecraft and Earth. The size of the window was chosen depending on the size of gaps in the data and set to 7 7 filtering windows . The parameters were set to and . Those values were chosen by visually observing the final results of the detection system, and correspond to a high smoothing power and a lesser sharpening power.
B. Watershed Transformation
The watershed transformation is an efficient way to obtain closed and skeletized, i.e., 1-pixel-wide, contours. It is based on a topographic analogy in which the image is considered as a topographic map. Differing grey level values represent elevation differences. Bright areas are assumed to be topographically high peaks while dark areas are assumed to be valleys in this imaginary landscape. The brightest features are assumed to be basinseparating crests, therefore they can be extracted through a simulated immersion process. Virtual water (a horizontal datum) is raised from the local zero-level altitude (the darkest pixel value) across the image. Basins form around the local altitude minima referred to as "seeds." The horizontal plane represented by the virtual water surface remains the same in all basins during the simulated flooding process. Where two basins intersect, a separating crest is assumed. Where this crest between two basins happens at a plateau which is more than one pixel wide, the separating crest is defined as a set of points equidistant from both basins, i.e., the skeleton of the separating plateau. The simulated immersion process is complete when all points of the image have been flooded. This process is summarized in Fig. 2 .
A very fast implementation, based on first-in first-out waiting lists, has been developed by Vincent et al. [4] . The efficiency of the watershed algorithm for application to the study of geologic faults resides in its ability to provide a set of closed contours around the identified regions. Indeed, many faults in the studied images do not form properly closed polygons, and the grey level on these edges decreases before an intersection with another edge is reached.
The drawback of the algorithm is that oversegmentation arises from the process. Each local grey level minimum leads to a new catchment basin, regardless of whether it is the result of noise or part of the interior of a relevant region.
III. IMPROVEMENTS IN EDGE EXTRACTION
A. Reduction of Oversegmentation
Several methods have been developed to prevent oversegmentation associated with the watershed transformation.
A straightforward means to reduce this oversegmentation consists of thresholding the gradient image before performing the immersion process [3] , [9] . A high threshold value will lead to fewer and bigger regions, whereas a small threshold value will keep most of the regions provided by the initial algorithm. However, if applied to Magellan data, this method will result in undersegmentation when dark regions are under the threshold level, and oversegmentation in bright regions above the threshold level. Images with such alternance of dark and bright regions are common in Magellan data at the boundaries between successive swaths of the radar system.
Another method consists of specifying the location of the seed for growth of the different regions with markers [7] . Although this approach is highly effective to reduce oversegmentation, the markers selection and positioning can prove to be the hardest part of the problem. In particular for Magellan images no a priori knowledge is available, as the goal is to search for previously unidentified polygons.
B. Dynamic of Contours
Here, dynamics of contours [6] were used. This is a contrast criterion, measuring the grey-level difference between peaks and surrounding minima. We use it to characterize whether a detected edge is relevant or not. Let be the set of catchment basins, an arc of the watershed, and the lowest grey level value on this arc. The pixel is a saddle point for the grey level. Let be the set of points that can be reached from by following a path with all values lower than . Let . Najman and Schmitt [6] define the following value of the dynamic of : (4) This definition of the dynamics is a difference of grey levels. Therefore, for SAR images, it leads to nonconstant false alarm rate. The value of the dynamic depends in that case on the observed power. For this reason we define a new value of the dynamics, based on a ratio of grey levels (5) All pixels belonging to have grey level values lower than . Hence, for each basin we have . Therefore is always greater than 1, whereas the dynamics as defined by Najman and Schmitt [6] has a range of values between 0 and . The dynamics of edges is quite insensitive to noise. If noise is added, so that some point of , other than the saddle point , has its value modified and raised to a high level, the value of remains unchanged. This is valid for additional noise with the additive expression of dynamic, as well as multiplicative noise with our modified expression.
The watershed algorithm including the concept of edge dynamics proceeds as follows: during the immersion process an edge is built between two regions, only if the dynamic of the resulting edge is greater than a given threshold . In order to select those edges, we perform a watershed immersion and build a map of the edge dynamics during this process. Edges with dynamics higher than are selected from this map.
• Each basin is assigned a depth , that increases during the flooding process. When the basin is created and consists only of a local minimum, is set to 1 (the minimum possible value for our definition of dynamic).
increases with the rising level of water. If the current level of water is and , the corresponding depth is . This multiplicative form for the depth is to relate to our multiplicative form for the dynamic in (5).
• When two basins and reach each other, they are merged, and their respective dynamics do not increase further. The depth of the resulting region is set to , and continues to increase during the immersion process. Additionally, a "virtual edge" is created where the raw watershed algorithm would have separated the two basins, and its dynamic is set to . This value is consistent with (5), this is the particular case for 2 basins. The dynamic indicates how salient an edge is when compared to the neighboring basins. It is the least salient when compared to the basin with the smallest depth. Fig. 3(b) shows the map of edge dynamics obtained from Fig. 3(a) . The set of all edges displayed in Fig. 3(b) is the set obtained from the watershed algorithm. Oversegmentation is apparent since the edges form numerous, tiny patterns. The grey level of the edges in Fig. 3(b) is proportional to their dynamic. If is selected at a high value, only the edges displayed as bright will remain, forming larger patterns.
The threshold value is selected based on statistical properties of the initial image as will be described in the next section. Choosing the threshold level before performing the immersion process allows us to build only a partial map of the edge dynamics, and to switch to the faster raw watershed algorithm (Vincent and Soille [4] ) once the threshold level is reached. If some a priori knowledge about the edge dynamics is available, the threshold level can also be chosen after computation of the edge dynamics map, by means of statistics calculated on this map. However, this requires computation of the entire set of edges dynamics.
C. Selection of the Dynamics Threshold Value
The dynamics threshold level is an important parameter. The higher this value, the larger the detected patterns. The false alarm rate is also improved with a high dynamics threshold value. The maximum value of dynamics is , where is the highest pixel value of a saddle point in the image.
We want to select this value adaptively: if the image is likely to contain relevant edges, has to be low so that polygonal features are not overlooked. In the opposite case, the main contribution to the signal variations comes from the noise, and has to be set to a higher value to avoid erroneous detection. Similarly, in [15] the smoothing power of the Frost filter is set to a low value in regions with edges, and to a high value in homogenous regions in order to reduce the influence of speckle.
We consider the coefficient of variation, i.e. the ratio between the variance in the image and the square of its mean , and will show that the change of this coefficient between the initial image and the image obtained after smoothing the image by a linear filter provides a test of whether or not the image is likely to contain edges. Here the choice of a linear filter was made in order to limit theoretical calculations to reasonable proportions and provide an algorithm which is easy to implement. The dynamics thresholding level will then be set depending on this change in the coefficient of variation. The choice of the coefficient of variation rather than the variance is motivated by the multiplicative nature of the noise: the parameter needs to be independent of the average observed power. The coefficient of variation is a quantity frequently used in SAR studies to evaluate noise levels.
Consider a homogenous image. This image is characterized [(1)] by the observed reflectivity and the noise factor . An edge of amplitude is added to the image at location , so that we can denote it by . This artificial edge models the polygonal edges observed in SAR images, otherwise mostly homogenous (in our application the images "background" is homogenous because most of the surface of Venus is covered by lava flows). We smooth the image by a linear filter , and want to evaluate (6) For a given image , . The mean square is obtained by (7) where is the power spectral density of . On the other hand, the expected values of the observed images are, using (1) (8) and (9) before and after filtering. As in (1) , is the observed reflectivity for the image without edges, and is the noise factor. and are the transfer functions associated with the system impulse response and the filter . We assume [15] , we also assume (filter normalization). Let and be the number of pixels respectively in the considered edge and in the whole image, and . We can write .
The value of becomes (10) where and
The power spectral density verifies (similar to (7), we expand the expression) (12) It is difficult to compute theoretically the variations of , we examine the limits of this quantity for (no edge) and (ideal edge). For we obtain (13) As in [15] , we assume that , which is the ideal signal without noise or bright edges, varies slowly; as a consequence, and can be removed from the summation in the rightmost term of (13) .
In the other extreme, when we obtain (14) If these two values are denoted by and , we obtain, for a given impulse response and a given filter (15) Note that this value is independent of a scaling in the intensity , since the coefficient of variation is also independent of such a scaling.
Since the image without edges is modeled as a patch of uniform regions, is small, so that and . Also, from (13) . The value of is increasing when the edge becomes stronger, therefore the value of obtained for a particular image provides some information about whether or not the image is likely to contain edges. We choose to be proportional to , in order to have important edge detection in regions likely to contain edges, and less detection otherwise.
One limitation of the calculation above is that we considered only the case of a single edge. As an example for multiple edges, Fig. 4(a) displays a simulated SAR image. The initial image is homogenous . Speckle and several thin edges (2 pixels wide) have been added. Fig. 4(b) shows the variations of as a function of the square of the noise mean value . The linear filter used here has an exponentially decaying impulse response. The crosses represent the results for different values of . The solid line displays the linear approximation (in the least squares error sense). Fig. 4(c) shows, for the same image, the variations of as a function of . The parameter characterizes the "strength" of the edge, i.e. , has a high value when the edge is outstanding compared to the background. As a comparison with other smoothing filters, the dashed line displays the result of for an erosion filter.
D. Multiscale Analysis
Multiscale analysis is the basis of numerous works in signal and image processing, in particular for wavelet transform [20] , [21] . Multiscale analysis has also been used in SAR image processing. In [22] , Hagelberg and Helland apply the wavelet approach to enhance edges in meteorological reflectivity images, for identification of thin lines representing potential risks of storm formation. In the Magellan data, some polygon fields present smooth images with wide, bright edges, whereas others have one-pixel or even subpixel transitions. For the Magellan images acquired at high northern latitudes, the incidence angle of the imaging system is low [12] , [13] , which leads to well-contrasted images, but also to wider edges.
Our modified watershed transform is performed at two scales. The first scale corresponds to the best resolution available for the images (75 m/pixel for Magellan images). At this resolution we extract bright, one-pixel wide contours. The second scale is an image where the resolution is decreased by a factor of two. This image is obtained from the initial fine-resolution image by median-filtering. At coarse resolution, the extracted contours correspond to wider edges in the initial data, where groups, rather than individual pixels, are important indicators of edges.
When the signal-to-noise ratio is high, most edges that appear at low resolution are also picked at high resolution (Fig. 5) . Those edges are both wide and well-contrasted as compared to the background. The variations of the grey level along those contours is small enough that high resolution analysis detects them. On the other hand, if the noise is very high, there are important variations in grey level values between adjacent pixels. This causes fewer edges to be detected at high resolution. Groups of pixels are needed to extract relevant edges. Edges overlooked at high resolution will be picked at low resolution, where each pixel is the filtered response of a group of adjacent pixels in the initial image. In this sense, both scales bring complementary results.
The sets of edges obtained at both resolutions are then merged. Edges obtained at the coarse resolution provide two pixel wide contours, whereas the result of the fine resolution is one pixel wide contours. For further analysis, an image with 1-pixel wide contours is obtained by skeletization.
E. Region Merging
A last step of reduction of oversegmentation consists of a region merging process. For each edge separating two regions and , a Ratio Of Averages (ROA) is computed (16) This ratio is high when the edge has a mean grey value outstanding compared to both mean values of the adjacent regions.
Touzi et al. [1] showed that detectors based on ROAs have a constant false alarm rate, and thus are suitable for use on SAR images. Here the edge is eliminated and the adjacent regions merged, if the value of is not high enough. As Fjortoft et al. [3] observe, the order in which the regions are merged has a strong influence on the final result. We use the same process, i.e., the "iterative pairwise mutually best merge criterion" described in [23] .
F. Polygonal Approximation
Edges provided by the previous steps are closed and skeletized. Hence their vectorization is not difficult. Each identified region is characterized by a set of edges and the set of pixels in its interior. This process leads to exact results concerning the characteristics of the interior of the regions. The size of the regions or properties relative to brightness are computed correctly. However, for a characterization of the fractures as polygons and calculation of parameters such as average number of edges per polygon or edges length, a polygonal approximation has to be computed. In some cases edges are not straight but bent. For instance, the highlighted pattern in Fig. 6 (a) has three vertices but appears visually to be a rectangle.
First we define a new characteristic of a curved line: for each curved line and set of points on we define (17) where denotes the area delimited by the curved line and the line segment joining and . This area has a high value if lies far away from its approximation as a straight line segment. We normalize by so that long and short edges have the same weight.
are additional vertices that are recurrently added in the following way: if , where is set depending on previously reported polygon containing areas, the curved line lies close enough to the line segment and is accepted. In this case the upper part of the fraction in (19) contains only one term. Otherwise, a new vertex is created on , so that
If , then is cut at its "middle point" (so that there are as many pixels on as on ). If we still have , a new vertex is created on if , on otherwise (Fig. 7) . In this manner, new vertices are added successively until . Our definition of was used preferentially to , since this last definition can result in over-numerous cuts of in case where the curve is very irregular as in Fig. 7 .
The time to compute ( (17)) is linearly proportional to the number of points in the curved line . An area is calculated by following the curve , and summing distances between points on and their projection on . When looking for a new vertex , the whole computation of is not performed again for each possible . Instead, 
IV. DECISION PROCESS AND RESULTS
A. Decision Process
The decision step that classifies a frame either as containing polygonal features, or containing no relevant polygonal features, is based on fuzzy logic. We identify a set of criteria and their typical values in already identified polygonal areas. A cost function is computed from these criteria for each frame. We use following properties:
• mean area of the segmented regions;
• standard deviation of the area values. A high value of this criterion shows the presence of very small regions and very large regions in the same image. This usually happens in areas where no polygonal feature is to be detected. The small patterns arise from large noise variations that have not been eliminated previously, whereas the large regions are the consequence of the absence of edges; • the average value of the standard deviation of the grey level inside the regions. A high value of the standard deviation of the inner grey level denotes regions with interiors that are not homogenous; • average number of edges per detected feature; • scaled correlation with the initial picture: we define (19) where image and edges are respectively the initial image and the set of detected edges, and are their number of pixels and represents the grey level in the initial image; • elongation of the detected regions: the length of a region is defined by its diameter, i.e. the largest distance between two points in this region. Denote by and two such points. The is defined as (20) where and (i.e. and are on either side of the straight line ). The elongation is then defined as . This value is high if the identified region is oblong, and is low when the shape is circular or square. Polygons are typically equant, therefore the elongation value is expected to be low, close to 1. For each of these criteria , a cost function is built, based on values reported for type examples of polygon areas. We use a piecewise linear cost function, which has a high value when the criterion lies far from its typical value (Fig. 8) .
The contributions of the different cost functions are then added, the total cost function is (21) where is the value of criterion in the current image and the cost function associated to this criterion. If the value is below a chosen threshold level , the image is accepted as a polygonal area. If exceeds , the image is rejected.
The limitation of this model lies in the reference values used for each criterion. Those values are computed from polygonal images previously reported [10] , [11] . The threshold value is set high in order not to miss relevant regions.
B. Results and Conclusion
The result of our segmentation and analysis scheme is particularly accurate in pictures with well-contrasted edges, like in Fig. 5 and Fig. 6 .
When the processed image contains few edges, the regions obtained after segmentation are expected to be very large [ Fig. 9(a), (b) ]. In that case the criteria leading to rejection are the area of the detected patterns, the standard deviation of the area, and the number of edges per pattern. If the noise is important in the image and the dynamics threshold level as determined in Section III-C. is not high enough, the detected patterns are small [ Fig. 9(c), (d) ]. However, in that case the correlation criterion will be low, since the "detected edges" are not outstanding compared to the rest of the image. Additionally, the detected edges are not straight. As a consequence, the polygonal approximation leads to a high number of edges per polygon. The image is finally rejected. Nondetection of edges will occur when the value for the dynamic thresholding is set too high. This can happen in a region with a high noise level. Nondetection of edges results in regions between edges that are so large that polygon fields are missed, particularly if those regions have characteristics that are too far from typical values. At latitudes above 75 Venus images are too noisy for reliable processing. On the contrary, inaccurate over-detection of edges (false alarms) can occur if the thresholding value for the dynamic is set too low. This will happen if the edges are too faint compared to the noise level in the background. Resulting patterns will be small with a low number of edges per pattern. As a result, the region will be eliminated again by the decision process. Actually, when edges are faint and form small patterns, it is also difficult with visual inspection to determine if the area contains polygons.
To date, 210 new polygon fields have been identified on the surface of Venus using this approach (only 30 regions had been found by visual analysis). A companion paper describes their characteristics and implications for the geologic history of the planet [24] .
Our approach is highly effective for detecting edges in images with a high level of noise. It can be used whenever images show closed patterns. Furthermore, the watershed transform provides closed patterns even when the intersections are not properly defined. This reduces the computational time needed to connect edges, for example in applications based on Markov random fields [25] . When the LUM filter is used in the noise reduction step, non-SAR images can also be processed. In that case the edge dynamic defined by Najman and Schmitt [6] is used. The "ratio of averages" operator used in the region-merging step (III.E) is also modified to be a "difference of averages." We processed with good results images of polygonal fractures on martian impact crater floors, obtained by NASA's Mars Global Surveyor Mission, and images of fractures in the ice of Jupiter's moon Europa, obtained by the Galileo Mission (Fig. 10) . Our application may also be used in observation of Earth, such as for detection of agricultural areas in satellite images and calculating number and sizes of fields.
