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Abstract
The accurate description of internal target effects is important for the prediction
of operation conditions which are required for experiments in the planned storage
rings of the FAIR facility. The BETACOOL code developed by the Dubna group
has been used to evaluate beam dynamics in ion storage rings, where electron
cooling in combination with an internal target is applied. Systematic bench-
marking experiments of this code were carried out at the ESR storage ring at
GSI. A mode with vanishing dispersion in the target position was applied to
evaluate the influence of the dispersion function on the parameters when the
target is heating the beam. The influence of the internal target on the beam
parameters is demonstrated in the present work. A comparison of experimental
results with simple models describing the energy loss of the beam particles in
the target as well as with more sophisticated simulations with the BETACOOL
code will be given. In order to study the conditions which can be achieved in the
proposed experiments the simulation results were quantitatively compared with
experimental results and simulations for the ESR. The results of this comparison
will be discussed in the present thesis. BETACOOL simulations of target effects
were performed for the NESR and the HESR of the future FAIR facility in order
to predict the beam parameters for the planned experiments.
Zusammenfassung
Kernphysikalische Experimente und Studien der fundamentalen Wechselwir-
kungen in Kollisionen von Sekunda¨rstrahlen mit einem internen Target spielen
eine grundlegende Rolle beim neuen experimentellen Speicherring (NESR) sowie
dem Hochenergie-Speicherring (HESR) der ku¨nftigen FAIR-Anlage. Hohe Lu-
minosita¨ten bis zu 2× 1032 cm−2s−1 werden in Experimenten mit Antiprotonen-
strahlen und Wasserstoffpellettarget am HESR erwartet. Deswegen ist es wichtig,
nicht nur die Natur der durch das interne Target induzierten Prozesse zu verste-
hen, sondern auch den Einfluss des internen Targets auf den gespeicherten Strahl
vorauszusagen. Die Hauptaufgabe ist die Untersuchung der Wechselwirkung von
Intrabeam Scattering (IBS), Ku¨hlung und Effekten des Targets.
Eine geringe Gro¨ße des Strahlflecks am Target ist wu¨nschenswert, um in den
Experimenten die Vertexrekonstruktion zu erleichtern. Deshalb muss man die Fo-
kussierung durch die ionenoptische Struktur des Speicherrings beru¨cksichtigen.
Man braucht hohe Strahlqualita¨t und ein gutes Kenntnis der Teilchenvertei-
lung. Der wichtigste Experimentparameter ist die Intensita¨t, die proportional
zu Targetdicke des Ionenstrahls ist. Hohe Intensita¨t des gespeicherten Strahls
und dichtes Target erho¨hen die Za¨hlrate. Die Intensita¨t ha¨ngt von den Para-
metern der Ionenquelle, Beschleunigungseffizienz und Verlusten bei der Trans-
mission des Strahls zum Speicherring ab. Andererseits gibt fu¨r es die Intensita¨t
eine Obergrenze, die durch die Raumladung des Ionenstrahls bestimmt wird. Die
Sekunda¨rstrahlen werden hauptsa¨chlich durch die Produktionsrate limitiert. Das
Target muss mo¨glichst dick sein, um eine maximale Luminosita¨t zu erreichen. Die
zula¨ssige Targetdicke wird im Wesentlichen durch die Ku¨hlungsrate begrenzt, die
den Heizprozessen entgegenwirkt. Der Ionenstrahl soll die Aufheizung durch das
Target u¨berleben.
Ein weiterer wichtiger Punkt, der die Luminosita¨t beeinflußt, ist der U¨berlapp
von Strahl und Target. Um die Luminosita¨t zu erho¨hen, muss man einen opti-
malen Strahl-Target-U¨berlapp erzielen. Der Target-Effekt wird gut vorausgesagt
bei vollsta¨ndigen Strahl-Target-U¨berlapp und infolgedessen steigt auch die Lu-
minosita¨t. Andererseits bewirkt ein unvollsta¨ndiger Strahl-Target-U¨berlapp eine
Verringerung der Wechselwirkung des Strahls mit dem Target. Ein Teil des Strahls
reagiert nicht mit den Atomen des Targets, was in einer reduzierten Aufheizung,
aber auch in einer kleineren Luminosita¨t resultiert. Alle oben erwa¨hnten Effekte
mu¨ssen beru¨cksichtigt werden, falls eine ho¨chstmo¨gliche Wechselwirkungsrate im
Experiment erforderlich ist.
Es gibt zwei Prozesse, die von der Strahl-Target Wechselwirkung im Speicher-
ring induziert werden. Dies sind Energieverlust und Mehrfachstreuung, welche
entweder Strahldynamik oder Gleichgewichtsparameter des Strahls beeinflussen.
Wenn die Strahlform in allen Freiheitsgraden als Gauß-fo¨rmig angenommen wird,
kann man die Bethe-Bloch-Formel fur die Beschreibung des mittleren Energie-
verlustes verwenden. Fur den kompletten Strahl-Target-U¨berlapp, d.h. wenn der
geometrische Querschnitt des Strahls und des internen Targets gleich sind, erlaubt
diese Formel eine einfache Berechnung von Target-Effekten.
Untersuchungen zum Wechselspiel von Phasenraumku¨hlung, Intrabeam Scat-
tering und internen Target-Effekten sind sehr wichtig fu¨r die Vorhersage des Ein-
flusses dieser Effekte auf die Parameter des gespeicherten Strahls. Diese Vorher-
sage ist relevant fur den Betrieb der ku¨nftigen Speicherringe der FAIR-Anlage.
Insbesondere wird der NESR Speicherring mit einem Gas-Jet-Target und einem
Elektronenku¨hler ausgestattet. Man plant auch ein Pellettarget und einen Elek-
tronenku¨hler im HESR zu installieren.
Es wurden systematische Studien mit hochgeladenen Ionen am Experimentier-
speicherring (ESR), der mit einem Elektronenku¨hler und einem internen Gas-Jet-
Target ausgestattet ist, durchgefu¨hrt, um den Einfluss des internen Targets auf
die Strahlparameter zu untersuchen. Es gab zwei experimentelle Vorgehensweisen
bei diesen Experimenten. Erstens wurden die gemessenen Gleichgewichtsparame-
ter des Strahls mit den Simulationen aus dem BETACOOL Programm verglichen,
fur die Fa¨lle Target-ein und Target-aus. Zweitens sind Aufheizungsmessungen ei-
ne geeignete Methode, um den reinen Target-Effekt zu beobachten.
Ein gespeicherter Strahl nackter Blei-Ionen Pb82+ mit einer Intensita¨t von 108
Teilchen und einer kinetischer Energie von 400 MeV/u wurde in diesen Testexpe-
rimenten verwendet. Die Genauigkeit des gemessenen horizontalen Strahlprofils
betra¨gt 30%, was durch der Genauigkeit des Strahlprofilmonitors gegeben ist. Die
Genauigkeit der Impulsbreite ist wesentlich ho¨her wegen der gro¨ßeren Genauig-
keit der verwendeten Frequenzanalyse. Die Gleichgewichtsparameter des Strahls
als Funktion des Elektronenstroms im Elektronenku¨hler sind in Abb. 1 fu¨r ein
Xe-Target gezeigt. Die Gleichgewichtszusta¨nde sind das Ergebnis des Wechsel-
spiels von Elektronenku¨hlung, Intrabeam-Scattering und dem Xe-Target mit einer
Dicke von 2.5×1012 Atome/cm2. Der Strom im Ku¨hler wurde von 10 bis 800 mA
variiert. Der gro¨ßte Unterschied zwischen Simulationen und Messungen tritt bei
niedrigen Elektronenstro¨men auf. Die Aufheizung wegen Intrabeam-Scattering
und internem Target ko¨nnen nicht durch die Elektronenku¨hlung kompensiert wer-
den, weil der Strom im Ku¨hler zu niedrig und damit die Ku¨hlung zu schwach ist.
Es stellt sich kein Gleichgewichtszustand ein, wenn der Strom im Ku¨hler kleiner
als ca. 10 mA ist.
Die Aufheizungsmessungen zeigen die Entwicklung der Strahlparameter bei
Anwesenheit des Targets, wenn der Ku¨hler ausgeschaltet ist. Die Experimente
wurden mit einem gespeicherten Strahl von nackten Blei-Ionen Pb82+ mit ei-
ner Intensita¨t von 108 Teilchen und einer kinetischen Energie von 400 MeV/u
durchgefu¨hrt. Drei Gassorten (Ar,Kr,Xe) mit Dicken im Bereich von 2.5 bis 8
Atome/cm2 wurden verwendet. Die Aufheizungsmessungen starteten ca. 2 Min.
nach dem Ausschalten der Ku¨hlung, um die Target-Effekte von dem Einfluss
des IBS zu unterscheiden. Die Ergebnisse wurden wieder mit BETACOOL Si-
mulationen verglichen. Als Beispiel ist in Abb. 2 die zeitliche Entwicklung des
longitudinalen Schottky Spektrums gezeigt.
Ein deutlicher Unterschied zwischen gemessenen und berechneten longitudi-
nalen Aufheizungsraten wurde im Rahmen der vorliegenden Arbeit gefunden. Es
wurde eine Abnahme des transversalen Schottky-Signals der horizontale Ebene
ermittelt. Ein Einfluss der Dispersionsfunktion am Targetort wurde als Ursache
dafu¨r angesehen. Diese Hypothese wurde dadurch bestatigt, dass keine Abnahme
des transversalen Schottky-Signals bei stark reduzierter Dispersionsfunktion fest-
gestellt wurde. Im Bezug auf den Energieverlust wurde ein Unterschied zwischen
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Abbildung 1: Gleichgewichtsparameter des Strahls vs. Elektronenstrom im Ku¨hler fu¨r ein
Xe-Target mit einer Dicke von 2.5× 1012 Atome/cm2 im Vergleich mit den BETACOOL Rech-
nungen. Der Elektronstrom wurde im Bereich von 10 bis 800 mA variiert.
gemessenen und errechneten Werten beobachtet. Der Grund fu¨r diese Diskrepanz
ist unklar. Die experimentellen Ergebnisse ko¨nnen jedoch grundsa¨tzlich mit BE-
TACOOL Simulationen reproduziert werden. Die Vorhersagen ko¨nnen daher als
zuverla¨ssig angesehen werden. Drei Hauptaspekte zum Einfluss des Targets auf
den Strahl wurden in der vorliegenden Arbeit betrachtet. Als erster ist die Lu-
minosita¨t ein Bewertungskriterium fu¨r Experimente mit einem internen Target.
Targetexperimente mit Antiprotonen und Schwerionen werden fu¨r dir ku¨nftige
FAIR-Anlage geplant. Der direkte Weg die Luminositat zu erho¨hen, liegt in der
Verwendung eines dicken Targets. Intuitiv erwartet man, dass ein Target mit ei-
ner hohen Massenzahl At die Luminosita¨t erheblich erho¨ht. Die Untersuchungen
in dieser Arbeit zeigen, dass der Parameter ξ0, der zur Targetdicke proportional
ist, wichtig zur Abscha¨tzung von Energieverlust und Straggling ist. Dies erwartet
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Abbildung 2: Longitudinale Schottky Spektren aufgenommen in Abstand von 9 s wa¨hrend
der Aufheizungsmessung ohne Ku¨hlung. Das Gastarget aus Kr wird bei t ≈ 30 s eingeschaltet.
Die Spektren stellen die longitudinale Impulsverteilung des Strahls dar.
man wegen der Abha¨ngigkeit des Parameters ξ0 von der Ladung des einfallenden
Ions und der Geschwindigkeit des Ionenstrahls.
Der zweite wichtige Faktor zum Erreichen hoher Luminosita¨t ist der Strahl-
Target-U¨berlapp am Wechselwirkungspunkt. Aus dieser Studie kann man schlie-
ßen, dass der U¨berlapp bei der Planung sowie bei der Auswertung von Experimen-
ten nicht vernachla¨ssigt werden kann. In der vorliegenden Arbeit wurde ein geo-
metrischer Faktor eingefu¨hrt, um die Ergebnisse des BETACOOL Simulationsco-
des zu verbessern (siehe Abschnitt 6.6.2). Wurde dieser Faktor mitberu¨cksichtigt,
so erhielt man eine gute U¨bereinstimmung zwischen Simulationen und gemesse-
nen Daten. Eventuell muss man auch eine detaillierte Dynamik der Strahl-Target-
Wechselwirkung mitberu¨cksichtigen.
Der dritte Faktor ist der Wert der Dispersionsfunktion am Targetort. Der
Einfluss dieses Wertes auf die Strahlparameter wurde ebenso im Rahmen dieser
Arbeit mit Hilfe einer Variation der optischen Eigenschaften des Speicherrings un-
tersucht. Im Hinblick auf den Energieverlust gibt es keinen Unterschied zwischen
den Messungen bei verschiedenen Dispersionsfunktionen. Allerdings gibt es einen
signifikanten Unterschied in der Aufheizung des Strahls in der horizontalen Ebe-
ne. Der Einfluss der Dispersionsfunktion am Targetort auf die Strahlparameter
wurde bei Messungen mit eingeschaltetem Gastarget besta¨tigt. Deswegen ist eine
Mitberu¨cksichtigung dieses Effekts fu¨r eine richtige Vorhersage der Target-Effekte
notwendig.
Die Ergebnisse der vorliegenden Arbeit sind auch fu¨r die weiteren Entwick-
lungen des Gas-Jet-Targets am ESR wertvoll. Diese Entwicklungen werden von
der Gruppe von R.Grisenti von der Universita¨t Frankfurt gemacht und sol-
len demna¨chst am ESR eingesetzt werden. Das Ziel dieser Entwicklungen ist
die Erho¨hung der Targetdicke und eine bessere Targetlokalisierung sowie die
Erho¨hung der Luminosita¨t mittels der Verbesserung der Gasdu¨senkonstruktion.
Die Erho¨hung der Targetdicke fu¨hrt zu Schwierigkeiten mit zuverla¨ssiger Vorher-
sagen. Der Granularita¨tseffekt muss im Falle eines dichten Targets beru¨cksichtigt
werden. Die U¨berlegungen der vorliegenden Arbeit werden ungenau, sobald das
Target kein Gas ist. Fur eine erste Abscha¨tzung reicht allerdings das Targetmo-
dell, das im BETACOOL Code implementiert ist, falls der geometrische Faktor
des Strahl-Target-U¨berlapps richtig beru¨cksichtigt ist. Das BETACOOL Target-
modell wird in der nahen Zukunft verbessert und kann fur die weitere Targetop-
timierung verwendet werden. Experimente mit dichteren Targets am ESR stellen
einen wichtigen Schritt fur ein besseres Versta¨ndnis der Target-Effekte, die an
den NESR und HESR Ringen der ku¨nftigen FAIR-Anlage erwartet werden, dar.
Contents
1 Introduction 3
2 Ion beam in a storage ring 8
2.1 Coordinate system and phase space . . . . . . . . . . . . . . . . . 8
2.2 Betatron motion . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Dispersion function and momentum compaction factor . . . . . . 12
3 Cooling and heating processes 14
3.1 Rate equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Electron cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2.1 Principle of electron cooling . . . . . . . . . . . . . . . . . 18
3.2.2 Illustration of the cooling process . . . . . . . . . . . . . . 20
3.2.3 Definition of the cooling force . . . . . . . . . . . . . . . . 21
3.2.4 Models of the cooling force . . . . . . . . . . . . . . . . . . 23
3.3 Intrabeam scattering . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4 Internal target . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4 Simulation tools 36
4.1 General requirements . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 The BETACOOL code . . . . . . . . . . . . . . . . . . . . . . . . 38
5 Experimental equipment 40
5.1 The ESR storage ring . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.2 Beam diagnostics used in the experiments . . . . . . . . . . . . . 45
5.2.1 Longitudinal Schottky noise signal . . . . . . . . . . . . . 45
5.2.2 Transverse Schottky noise signal . . . . . . . . . . . . . . . 46
2 CONTENTS
5.2.3 Beam profile monitor . . . . . . . . . . . . . . . . . . . . . 48
5.2.4 Beam scrapers . . . . . . . . . . . . . . . . . . . . . . . . . 50
6 Experimental results and comparison with simulations 52
6.1 Equilibrium between cooling and intrabeam scattering . . . . . . 52
6.2 Equilibrium between cooling, IBS and target effects . . . . . . . . 56
6.3 Effective temperature in Parkhomchuk’s model of the cooling force 61
6.4 Interplay between heating and cooling processes . . . . . . . . . . 63
6.5 Beam blow-up studies . . . . . . . . . . . . . . . . . . . . . . . . 64
6.5.1 Dispersion function at the target position . . . . . . . . . . 72
6.5.2 Energy loss induced by the target . . . . . . . . . . . . . . 74
7 Studies for the future FAIR storage rings 79
7.1 Simulations for the NESR . . . . . . . . . . . . . . . . . . . . . . 79
7.2 Simulations for the HESR . . . . . . . . . . . . . . . . . . . . . . 82
8 Conclusions and outlook 87
Chapter 1
Introduction
Nuclear physics and fundamental interaction studies in collisions of secondary
beams with an internal target play a crucial role in the New Experimental Stor-
age Ring (NESR) and the High Energy Storage Ring (HESR) of the future FAIR
facility [1]. High luminosities of up to 2 × 1032 cm−2s−1 are expected in ex-
periments with antiproton beams and a hydrogen pellet target in the HESR.
Therefore, it is important not only to understand the nature of processes induced
by the internal target but also to predict the influence of the internal target on
the stored beam. The highest priority task is to investigate the interplay between
intrabeam scattering, cooling and internal target effects.
The figure of merit for experiments is the luminosity which is proportional
to the target thickness and the number of projectile particles. High intensity of
the stored beam and a dense target increase the interaction rate. The intensity
depends strongly on the ion source parameters, acceleration efficiency and the
losses caused by transmission of the beam into the storage ring. On the other
hand, the intensity has an upper limit determined by the space charge of the ion
beam. For secondary beams there is a limitation mostly due to their production
rate. The target thickness has to be increased as much as possible to achieve a
reasonable luminosity. It is mainly limited by the cooling rate which counteracts
all heating processes. The ion beam should survive heating due to the target.
Another important aspect affecting the luminosity is the beam-target overlap at
the location of the internal target. In order to increase the luminosity one has to
provide optimum beam target overlap, at least, from geometric considerations.
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On the other hand, incomplete beam-target overlap causes a reduction of the
interaction of the beam with the target. A part of the beam does not interact
with the target atoms resulting in reduced heating but also reduced luminosity.
All mentioned effects have to be taken into account when highest interaction rate
is required for the experiment.
High resolution is also required in the experiments. A small size of the beam
spot on the target is preferable for experiments in order to ease vertex reconstruc-
tion. Consequently, one should reduce the emittance at the target position. The
focusing at the target position should be chosen taking the lattice structure of
the storage ring into account. The momentum spread of the stored beam should
be reduced as much as possible in order to achieve the highest energy resolution
which is very important for a number of experiments. High beam quality and
good knowledge of the particle distribution are also required.
There are two processes which are induced by beam-target interaction in a
storage ring. These processes are energy loss and straggling which effect either
the beam dynamics or the equilibrium beam parameters. In the present work
the above mentioned processes are called the target effects. They lead to an
increase of the beam parameters, namely, emittance and momentum spread. The
beam life time in the storage ring is drastically reduced due to the thick target.
The energy resolution is reduced due to the interaction with the internal target.
Also the spot on the target becomes larger than the experimental requirements
due to the emittance increase. The kinetic energy of the projectile particles
is reduced due to the energy loss after the beam-target interaction. This fact is
unacceptable for a number of experiments. Consequently, in order to achieve high
luminosity and sufficient resolution simultaneously one should choose a proper
target thickness otherwise the beam can be lost.
If the beam distribution in all degrees of freedom is assumed to be Gaussian,
the Bethe-Bloch formula can be applied for the description of the mean energy loss
induced by the internal target [2]. For complete beam-target overlap, i.e. when
the geometrical cross section of the beam and internal target are equal at the
point of interaction this formula allows easy evaluation of the target effects. The
analysis of internal target effects in light ion storage rings was performed in [3].
In that work the theoretical expressions were derived to predict the influence of
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an internal target on the beam parameters for the case of complete beam-target
overlap. These expressions can be corrected by the geometrical factor of the
beam-target overlap. They have been used for the data analysis in the present
work.
There are three types of internal targets which are used in storage ring ex-
periments: cluster target, pellet target and gas-jet target. Cluster beams are
formed by pressing a gas through a nozzle with temperature and conditions close
to the phase transition to the liquid state. The central part of the internal tar-
get beam forms clusters of typically 105 atoms. The technique was introduced
by Becker et al. [4]. The dependence of the cluster formation on different input
parameters was studied in detail by Hagena and Obert [5]. As an example, the
cluster target at COSY Ju¨lich can be introduced [6]. Detailed studies of light
mesons to determine the branching ratio of rare decay modes at the CELSIUS
storage ring in Uppsala were proposed in the frame of the elementary physics
program of the Wide Angle Shower Apparatus (WASA) [7, 8]. A pellet target is
a flux of micro-spheres of frozen hydrogen with a diameter of some ten µm. The
pellet target was installed and tested at the CELSIUS storage ring in Uppsala [9].
A review on the use of gas-jet targets in storage rings was given, for example,
by Marci [10]. An investigation of the supersonic gas jet target was performed
at NIKHEF, Amsterdam [11]. In order to provide opportunities for novel exper-
imental studies of superfluid behavior the investigation of a cryogenic microjet
was performed by R. Grisenti et al. in [12, 13].
The PANDA (Anti Proton Annihilations at Darmstadt) experiment is pro-
posed at the future FAIR facility [14]. As described in [1] the HESR will be
equipped with the PANDA detector at the internal interaction point [15]. It is
proposed to have a pellet target for highest luminosity. It is planned to use cooled
antiproton beams with momenta up to 15 GeV/c for a broad research program.
The accurate description of the pellet target influences the parameters of the
stored beam and this is crucial for the PANDA experiment.
The FAIR facility will provide unique opportunities for experimental studies of
nuclei far off stability, exploring new regions in the chart of nuclides which are of a
great interest in the field of nuclear structure and astrophysics. Particularly, the
EXL experiment is important for nuclear physics studies [16, 17]. The aim of the
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EXL project (Exotic nuclei studied in Light-ion induced reactions at the NESR
storage ring), which is a part of the NUSTAR program [18], is to study light-
ion induced direct reactions in the inverse kinematics by using a novel universal
detector system in the storage ring. Luminosities from 1024 to 1028 cm−2 s−1 are
required, depending on the specific reactions to be studied, because of the low
cross sections of these reactions. It is planned to use a gas-jet target with high
density of the order of 1014 − 1015 atoms/cm3 with a well localized interaction
volume in the NESR. In order to increase the luminosity it was proposed to
develop a new target for the NESR storage ring [19]. The gas-jet target will be
replaced by a stream of droplets of liquid hydrogen or nitrogen. It is planned to
install this droplet target in the ESR in order to investigate the droplet target
interaction with the stored beam in detail.
The investigation of the interplay between phase space cooling, intrabeam
scattering (IBS) and internal target effects is very important not only for the
understanding but also for the prediction of the influence of these effects on
the parameters of the stored beam. The prediction of internal target effects is
important especially for the operation of future storage rings, for example, in
the FAIR facility. Particularly, the NESR storage ring will be equipped with an
internal target (gas-jet, droplet or other concept) and an electron cooler. A pellet
target and an electron cooler are planned to be installed in the HESR.
Systematic experiments with highly charged ions were performed in the exist-
ing Experimental Storage Ring (ESR) [20], which is equipped with an electron
cooler [21] and an internal gas-jet target [22], in order to investigate the internal
target influence on the beam parameters. A kinetic energy of all beams which
were used in the experiments presented in this thesis is 400 MeV/u.
There are two procedures in these experimental investigations. Firstly, equi-
librium beam parameters were measured and the results were compared with
the BETACOOL [23] simulations in the cases when the target was switched on
and switched off. The ability of the cooler to compensate the increase of the
beam parameters due to the target is investigated by measuring the equilibrium
beam parameters for various electron currents. Several gases were used as target
material in these measurements. The achieved resolution, namely, the minimum
emittance and momentum spread were also measured during the experiments at
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the ESR. Secondly, to observe the ’pure’ target effect blow-up measurements are
the most appropriate method. The blow-up measurements determine the evolu-
tion of the beam parameters when the cooling is switched off. The energy loss
and straggling can be investigated using the blow-up measurements. The blow-
up measurements were performed over approximately 2 min after switching off
cooling in the case when the target was switched on or switched off in order to
distinguish the target effects from the influence of IBS. The results were compared
with the BETACOOL simulations.
The experiments are aiming at investigating the internal target effects in order
to understand the advantages and drawbacks of the present theory describing the
beam-target interaction. These experiments are also used for benchmarking the
BETACOOL code with experimental results. Then this code can be used for
the prediction of the operation conditions and performance of the future FAIR
facility. The analysis and interpretation of these experiments, comparison of
simulations and measurements, is the topic of the present thesis.
Chapter 2
Ion beam in a storage ring
2.1 Coordinate system and phase space
To simplify the mathematical description the beam dynamics is described in a
curvilinear coordinate system relative to an ideal particle. The ideal particle path
in a circular accelerator is the reference path or orbit, defining the curvilinear
coordinate system. It has to be noticed that the reference orbit is not a straight
line. The curvature of the reference orbit is caused by the Lorentz force action.
The Lorentz force can be presented as
~F = Ze( ~E + ~v × ~B). (2.1)
The Lorentz force ~F is the sum of the acceleration term Ze~E, where Ze is the
charge and ~E is the electric field, and the vector product of the particle velocity
~v and the magnetic field ~B. The orbit in the storage ring is mainly defined by
the dipole magnets. The dipole magnets bend the reference orbit by an angle
defined by θ ≈ L/ρ where L is the effective length of the bending magnet and ρ
is the bending radius.
The coordinate system defined as shown in Fig. 2.1 moves with the velocity of
the reference particle v0 = β0c where β0 is the relativistic Lorentz factor and c is
the speed of light. The transverse coordinates are denoted with x (horizontal) and
y (vertical). The path length along the circular orbit s = v0t+ s0 is used for the
definition of the longitudinal coordinate. The coordinates are introduced relative
to the reference orbit. For the horizontal and vertical plane the derivatives with
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Figure 2.1: Coordinate system for the description of the particle motion in a circular accel-
erator.
respect to the longitudinal coordinate or angles x′ and y′ are represented . The
particle momentum can be normalized to the momentum p0 of the reference par-
ticle. As a result the 6-dimensional phase space (x, x′, y, y′, s, δp/p0) can be used
for the description of the particle motion. δp is the momentum deviation from
the reference momentum p0. One can introduce the symmetry of the magnetic
field relative to the reference orbit in the case when only dipole and quadrupole
components are considered. In this approximation the particle motion in the
transverse planes (x and y) is uncoupled. Therefore, the beam dynamics can be
considered in two independent phase space planes, horizontal (x, x′) and vertical
(y, y′).
2.2 Betatron motion
The dipole magnets bend the particle path and the quadrupole magnets focus
the particle beam. The focusing strength k of a quadrupole magnet for a particle
with momentum p and charge Ze (e is the elementary charge) is proportional to
the magnetic field gradient
kx =
Ze
p
∂By
∂x
, ky =
Ze
p
∂Bx
∂y
. (2.2)
The magnetic field gradients are considered constant in the aperture but hori-
zontal and vertical components have the opposite sign. Therefore, a quadrupole
10 Ion beam in a storage ring
magnet focuses the particle beam in one plane and defocuses it in the perpendic-
ular direction. That is why at least two quadrupole magnets have to be used for
proper beam focusing.
Equations of motion for the reference particle with momentum p0 in horizontal
(x, x′) plane and vertical (y, y′) plane can be expressed as
x′′(s) +
(
kx(s)− 1
ρ20(s)
)
x(s) = 0, y′′(s) + ky(s)y(s) = 0. (2.3)
The second term 1/ρ0(s) in the brackets of the first equation is the curvature
caused by the magnetic field in the dipole magnet. The magnetic field acts on
the particles with a period L which corresponds to the length of the periodic
structure or with the period of the ring circumference C. The motion of parti-
cles in the periodic external fields is described by Hill’s equation. The focusing
strength is a periodic function kx,y(s) = kx,y(s + L). The betatron oscillations
are the particle oscillations in horizontal and vertical plane around the reference
orbit. These oscillations are caused by the magnetic forces which acts on the
particle in each element of the lattice structure. A general solution of Hill’s dif-
ferential equation which is similar to a harmonic oscillator allows us to estimate
the betatron oscillations for simplicity as
y(s) = Ay(s) cos(ψy(s)− ψ0y). (2.4)
The amplitude of the betatron oscillation is denoted as A(s). The initial phase
ψ0y is the phase at the point s = s0. The phase function ψy(s) can be written as
ψy(s) =
∫ s
0
ds¯
βy(s¯)
. (2.5)
The amplitude A(s) of betatron oscillations can be determined as
Ay(s) =
√
βy(s)εy. (2.6)
The vertical betatron function βy(s) is the amplitude function determined by
the focusing structure of the storage ring. This function characterizes the beam
envelope along the ring.
It is shown in [24] that if the ion energy is fixed, its trajectory in transverse
phase plane (y, y′) will be an ellipse of area Ay = πεy. This can be concluded
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Figure 2.2: Definition of the r.m.s. emittance of the ion beam.
from a general theorem of classical mechanics and statistical physics, Liouville’s
theorem [25, 26]. Taking average of Eq. 2.4 over the beam, namely, over all
the phases ψy ∈ [0, 2π] and amplitudes
√
βy(s)εy, one can obtain 〈y2(s)〉 =
βy(s)〈εy〉/2 and consequently
εyrms ≡ 〈εy〉
2
=
〈y2(s)〉
βy(s)
. (2.7)
In the transverse plane the ion beam is described by a distribution function over
4-dimensional phase space (x, x′, y, y′) where ′ means derivation with respect to
s e.g. x′ ≡ dx/ds and y′ ≡ dy/ds. The r.m.s. size and the r.m.s. divergence of
the ion beam in the vertical plane can be represented as
σ2y ≡ 〈y2〉 − 〈y〉2, (2.8)
θ2y ≡ 〈y′2〉 − 〈y′〉2. (2.9)
Using Eq. 2.4, 2.10 and 2.11 one can obtain
σ2y(s) = 〈y2〉 = εyrmsβy(s), (2.10)
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θ2y(s) = 〈y′2〉 =
εyrms
βy(s)
[
1 +
(
β ′y(s)
2
)2]
. (2.11)
At a certain location in the storage ring the betatron function βy(s) is assumed
to be constant βy(s) = βy = const. Therefore, Eq. 2.10 and 2.11 can be rewritten
as
σ2y = 〈y2〉 = εyrmsβy, (2.12)
θ2y ≡ 〈y′2〉 =
εyrms
βy
, (2.13)
εyrms = σyθy. (2.14)
The r.m.s. emittance of the particle beam is equal to the area which contains
65% (1σ) of all beam particles. This definition of r.m.s. emittance will be used in
the present thesis. The number of oscillations per turn gives us the corresponding
betatron tune Qy
Qy =
1
2π
∮
C
ds¯
βy(s¯)
. (2.15)
In the same way, Eq. 2.4 – 2.15 can be written for the horizontal coordinate x. The
tune should not be an integer number to avoid resonances due to the magnetic
field. The sextupole, octupole and solenoid magnetic field contributions induce
coupling of the two transverse planes. Therefore, the sum and difference between
tunes should not be an integer number, which means
kQx + lQy 6= n (2.16)
where k, l and n are integer numbers.
2.3 Dispersion function and momentum com-
paction factor
The motion of the ideal particle with momentum p0 was discussed in Section 2.2.
The momentum deviation ∆p relative to the ideal momentum causes a change
of the bending radius in the dipole magnets and changes the length of the orbit
in the storage ring. For off-momentum particle the horizontal deviation from the
reference orbit can be presented by means of the dispersion function D(s).
x′′(s) +
(
kx(s)− 1
ρ2(s)
)
x(s) =
1
ρ(s)
∆p
p0
. (2.17)
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The particular solution of Eq. 2.17 is a complex function of the lattice struc-
ture [27]. The deviation from the betatron motion x0(s) due to the dispersion
function should be added in the general solution of the equation of motion in the
horizontal plane
x(s) = x0(s) +D(s)
∆p
p0
. (2.18)
The change of the particle path caused by the momentum deviation causes a
change of the path length in a circular accelerator.
∆C
C0
= αp
∆p
p0
, αp =
1
C0
∫
C
D(s¯)
ρ(s¯)
ds¯ (2.19)
where C0 is the length of the reference orbit, the proportionality coefficient αp
is called momentum compaction factor. The revolution frequency f can be pre-
sented as a function of the ion velocity and the path length. The frequency
deviation ∆f = f −f0 and f0 is the revolution frequency of the reference particle
∆f
f0
= η
∆p
p0
, η =
1
γ20
− αp (2.20)
or in the terms of the energy change ∆E of the ion
∆f
f0
=
η
β20
∆E
E0
. (2.21)
E0 = γ0m0c
2 is the total relativistic energy of the particle, γ0 is the Lorentz factor
and η is the frequency dispersion function or phase slip factor. The η function
changes sign for the square of beam energy γ20 = 1/αp = γ
2
tr and above that
point the frequency deviation will be negative for positive energy deviation. γtr
is called transition energy. If γ0 > γtr the relativistic mass increase due to the
change of the momentum is so large that the velocity increase cannot compensate
the path change caused by the mass increase. The revolution time increases with
a positive momentum deviation.
Chapter 3
Cooling and heating processes
3.1 Rate equations
The processes which lead to growth of the emittance and momentum deviation
are called heating processes. The processes which lead to reduction of emittance
and momentum deviation are called cooling processes. The rates are parame-
ters characterizing the evolution of the emittance and the momentum deviation
which is caused by the cooling and heating processes. The change of the beam
parameters with time can be described as
dεx,y
dt
= Λ⊥εx,y
dδ˜2
dt
= Λ‖δ˜
2 (3.1)
where δ˜2 is the square of the momentum deviation. The rate Λ⊥,‖ = 1/τ⊥,‖
characterizes the speed of beam parameter change. The characteristic time τ⊥,‖
(the time of heating or cooling) is inversely proportional to the rate. Heating and
cooling processes can be described by a rate equation [28, 29]. If we take into
account all rates and constants discussed in [28] the r.m.s. rate equation for the
evolution of the r.m.s. momentum spread δ can be written as
1
δ˜2
dδ˜2
dt
=
Λibs‖
ε
3/2
⊥
+
Λt‖
δ˜2
− τ
−1
0
1 + (ε⊥/εeff)3/2
. (3.2)
The evolution of the square of the momentum deviation δ˜2 is determined the
sum of three terms. The first and second term describe the heating process
due to intrabeam scattering and the internal target respectively and the third
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term describes the cooling process. The internal target causes diffusion process
(multiple Coulomb scattering in the internal target) and the beam parameters
increase in all dimensions due to the diffusion process. In the laboratory reference
frame for a coasting beam the IBS diffusion coefficient can be presented as [30, 31].
Λibs‖ =
Z2i
Ai
√
πNcLcr
2
i
4γ30β
3
0
√
β⊥C0
. (3.3)
This diffusion coefficient depends on the particle number N , the classical radius of
the ion ri, the average transverse β-function β⊥ and Lc is the Coulomb logarithm.
Usually the Coulomb logarithm can be approximated as Lc = ln(ρmax/ρmin) (see
Section 3.2.3). C0 denotes the ring circumference. The longitudinal r.m.s. heating
rate due to the internal target for a coasting beam
τ−1‖ =
Λt‖
δ˜2
(3.4)
where
Λt‖ =
v0
β40E
2
0
∆ε2rms (3.5)
and
∆ε2rms = ξ0εmax
(
1− β
2
0
2
)
. (3.6)
∆ε is the mean energy deviation caused by the target. The mean energy loss is
proportional to the scaling quantity ξ0 expressed as
ξ0 = 153.4
Z2i Zt
β20At
ρx [keV ] (3.7)
where ρx [g/cm2] is the product of target density and target thickness, Zi is
the charge of projectile particle, Zt and At are the charge and mass number of
the target material respectively. The maximum energy loss εmax in an head-on
collision with an electron can be given by following formula
εmax =
2mec
2β20γ
2
0
1 + 2γ0
(
me/M
)
+
(
me/M
)2 (3.8)
where me is the electron mass and M is the mass of the projectile particle. The
electron cooling rate for the particles (vi ≪ veff ) in the laboratory frame is
determined by the effective velocity
τ−10 =
4πrpreneηcLc
γ20
c3
v3eff
(3.9)
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where re is the electron classical radius, the cooling section length is Lcool, the
relative cooler length is ηc = Lcool/C0 and the electron density is denoted by ne.
The electron cooling process will be described in details in Section 3.2. For r.m.s.
transverse emittance the rate equation can be written as
1
ε⊥
dε⊥
dt
=
〈
D2x + D˜
2
x
βx
〉
Λibs‖
ε
5/2
⊥
+
Λt⊥
ε⊥
− τ
−1
0
1 +
(
ε⊥/ε‖
)3/2 (3.10)
where
D˜x = Dxαx +D
′
xβx. (3.11)
The Dx and D
′
x are the dispersion function and its derivative with respect to
the coordinate s, αx and βx are the horizontal Twiss parameters. The transverse
r.m.s. heating rate due to an internal target can be presented as
τ−1⊥ =
Λt⊥
ε⊥
(3.12)
where
Λt⊥ =
1
2
v0β
t
⊥θ
2
rms (3.13)
where βt⊥ is the transverse β-function at the internal target location. The r.m.s.
scattering angle θrms can be quick estimated as in [32]
θrms =
14.1[MeV ]
β20E0
√
z
zrad
. (3.14)
Here, zrad is the radiation length and z is the target thickness. E0 is the en-
ergy corresponding to the reference particle. The effective emittance εeff can be
written as
εeff =
v2effβ⊥c
(γ0β0c)2
. (3.15)
The effective velocity veff is a parameter which is included in the definition of the
cooling force in the Parkhomchuk model (see Section 3.2.3). It is determined by
an effective divergence angle θeff which is caused by alignment errors and field
quality. For example, it is a goal to reach θeff ≈ 10−5 for the future high energy
cooler in the HESR ring of the FAIR facility. β⊥c is the transverse β-function in
the cooling section. The longitudinal equilibrium can be determined as
Λt‖ε
3/2
⊥ + Λ
ibs
‖ − ε5/2⊥ τ−1δ˜2 = 0, (3.16)
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Figure 3.1: Longitudinal cooling rates as a function of the ion charge measured in the ESR
(filled squares) are shown in comparison with the heating rates due to the intrabeam scattering
(open circles) calculated for the equilibrium emittance obtained in the experiment [33].
if the cooling rate τ−1 = τ−10 /(1 + (ε⊥/εeff)
3/2). An analogous equation can be
written for the equilibrium r.m.s. transverse emittance
Λt⊥ε
3/2
⊥ +
〈
D2x + D˜
2
x
βx
〉
Λibs‖ − ε5/2⊥ τ−1 = 0. (3.17)
Therefore, the solution of Eq. 3.17 gives an information about the equilibrium
transverse emittance. This equation is very useful for the estimation or prediction
of equilibrium beam parameters if the parameters of the storage ring, the target
and the cooling system are well-known.
The cooling rates at the ESR were measured by T. Winkler in [33]. As an
example the results of the measurements are shown in Fig. 3.1. The heating
rates for the intrabeam scattering were calculated by the KVXYZ code taking
into account measured equilibrium emittance and momentum spread [33].
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3.2 Electron cooling
3.2.1 Principle of electron cooling
Electron cooling is provided by merging the ion beam with an electron beam
over a certain fraction of the storage ring circumference (Fig. 3.3). It should be
noticed that the electron velocity ve has to be equal to the velocity of the reference
particle v0 = β0c in the ring. The electron beam is permanently produced by a
thermionic cathode heated at a typical temperature Tcath ≈ 1200 K. The ion and
electron beams overlap over a certain length of the storage ring called cooling
section Lcool.
Figure 3.2: Principle of electron cooling.
At the end of the cooling section the electrons have to be separated from the
ion beam by a transverse magnetic field and recuperated by a collector. Along
their path inside the cooler the electrons are guided by a longitudinal magnetic
field. That is the most efficient method to counteract the electron beam space-
charge field and at the same time to keep the electron temperature as low as
possible [34, 35]. Additionally, the magnetic field provides the so called electron
magnetization as an additional advantage. This electron magnetization increases
the cooling effect in the case of relatively small ion velocities (see Section 3.2.3).
The cooling process is observed in the laboratory frame (Figure 3.2 (a)). In
this reference frame the ions are distributed around the nominal velocity v0 with
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Figure 3.3: Electron cooling of an ion beam: ion and electron velocities in the laboratory
frame (a) and in the reference frame moving with the electron velocity (b).
different angles and velocity direction. The electron beam is supposed to be
monoenergetic. In the moving frame (the electrons are at rest, Figure 3.1 (b))
the ions move like the molecules of a hot gas while electrons are nearly at rest in
analogy to the molecules in a very cold gas.
The electron cooling ’works’ due to Coulomb interaction between electrons and
ions. Part of the ion energy is transferred to the electrons due to this Coulomb
interaction. Therefore, the ion velocity is reduced in the rest frame of the beam.
This process causes also the reduction of the ion temperature because of the
straightforward relation between velocity spread and temperature. The electrons
are always colder than the ions because of their continuous renewal.
In practice, however, the electrons are not at rest in the moving frame but
have a velocity distribution which can be associated with a total temperature
kTe = kTe⊥+kTe‖ ≡ me〈v2e〉 in the moving frame. Typically the temperature kTe
of about 0.1 eV is dominated by the transverse temperature due to the thermal
electron emission from the cathode.
By analogy with thermodynamics of the mixing of a hot gas with a continu-
ously renewed cold one and neglecting any heating process, a thermal equilibrium
will be reached after cooling:
kTi = kTe or 〈v2i 〉 =
me
M
〈v2e〉. (3.18)
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where vi is the ion velocity in the moving coordinate system where the electrons
are at rest. The equilibrium conditions are considered in the moving frame. A
cold particle beam of any mass and charge state can be used to cool the ion beam
through Coulomb interactions. The electrons are most appropriate because the
mass ratio is favorable for electrons (see Eq. 3.18). The time required for the
cooling process will be discussed in the next sections. For low-energy electron
cooling when β0γ0 ≤ 1, the cooling time will be in the range from 10 ms to 10 s
depending on the quality of the ion beam.
3.2.2 Illustration of the cooling process
The cooling process can be represented analogously to the passage of the ions
through a moving foil. The electrons can be represented as a moving foil with
velocity ~v0 in the laboratory frame Fig. 3.4. The ions penetrate the foil and lose
energy along the direction of their relative momentum during every passage until
all transverse velocity components are reduced and their longitudinal velocity
is equal to the foil velocity ~v0. For the ideal case all ions have the longitudinal
velocity v0 and no transverse velocity component after many passages. The energy
Figure 3.4: Illustration of the cooling process with a moving foil (in the laboratory frame).
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loss can be calculated from Bohr’s equation, for example, [32]
−dE
ds
=
4πZ2i nee
4
(4πε0)
2mev2i
α1 (3.19)
where ne is the electron density and α1 is a material constant.
Due to multiple scattering the beam will blow up as it passes through a foil
of thickness δx. This will cause a smearing of the energy, known as energy
straggling. The r.m.s. width θrms of the angular distribution is given by:
θ2rms =
2πZ2i nee
4
(4πε0)
2E2i
δxα2 (3.20)
where Ei is the kinetic energy of the ion and α2 is another material constant.
Therefore, we distinguish two effects: the energy loss (friction) and the multiple
scattering (diffusion). Eq. 3.19, 3.20 are valid in the moving frame.
3.2.3 Definition of the cooling force
The effect of electron cooling is caused by the action of friction or cooling induced
by the Coulomb interaction between particles. To obtain the expression for the
cooling force Fc consider the binary collision between an ion and an electron in
the moving frame where the electron is at rest (ve = 0). The ion has a velocity
in this moving frame. An important parameter for such a collision is the impact
parameter ρ. The momentum lost by the ion and gained by the electron in a
Figure 3.5: Geometry of collision. The ion moves from position 1 to 2 with the velocity ~vi.
single collision is
∆p =
2Zie
2
4πε0viρ
. (3.21)
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Figure 3.6: Motion of the ion in the electron cloud with different impact parameters.
Therefore, the energy transferred from the ion to the electron can be written as
∆E =
2Z2i e
4
(4πε0)
2mev
2
i ρ
2
. (3.22)
So far we have considered a single collision. Of course, all impact parameters
ρ have to be taken into account. The number of electrons in the volume πρ2ds
will be Ne = πρ
2neds while (Fig. 3.4) dN = 2πρneds is the number of electrons
between ρ and ρ+ dρ over the length ds. The energy loss per unit length is
dE
ds
= 2π
∫ ρmax
ρmin
ρne∆Edρ (3.23)
dE
ds
=
4πZ2i nee
4
(4πε0)
2mev2i
neLc. (3.24)
where Lc is the Coulomb logarithm. The minimum impact parameter ρmin can be
estimated by the maximum momentum transfer to the electron during a head-on
collision
∆pmax =
2Zie
2
4πε0viρmin
= 2mevi. (3.25)
Consequently, the minimum impact parameter ρmin can be written as
ρmin =
Zie
2
4πε0mev2i
. (3.26)
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For the maximum impact parameter ρmax find ρmax = min(λd, r0) where λd is
Debye radius and ρmax ≫ ρmin and r0 is a radius of the electron beam. The value
of the Coulomb logarithm Lc is approximately equal to 10.
The electrons are not mono-energetic and thus the cooling force depends on
the electron velocity distribution f(ve) which can be expressed as a Maxwellian
distribution. Including the velocity distribution the cooling force can be written
as
~Fcool = − 4πZ
2
i nee
4
(4πε0)
2mev2i
Lc
∫
~vi − ~ve
|~vi − ~ve|3
f(ve)d
3ve. (3.27)
Several models of the cooling force have been proposed with various electron
velocity distributions. Usually the cooling force is considered in transverse and
longitudinal planes separately. The dependence of the cooling force on the relative
velocity ~virel = ~vi − ~ve is considered in order to estimate the cooling effect.
3.2.4 Models of the cooling force
Non-magnetized model of cooling force
The general electron distribution f(ve) in Eq. 3.27 can be replaced by a
Maxwellian distribution with different temperatures of the transverse and lon-
gitudinal degree of freedom.
f(ve)d
3ve = 2πve⊥
(
me
2π
)3/2
1
kTe⊥
√
kTe‖
exp
[
− mev
2
e⊥
2kTe⊥
− mev
2
e‖
2kTe‖
]
dve⊥dve‖ (3.28)
where ve⊥ and ve‖ are transverse and longitudinal components of the electron ve-
locity respectively. The transverse and longitudinal temperatures of the electrons
are different in the case of the electrostatic acceleration of magnetized electron
for the relativistic case [36]
kTe⊥ ≈ kTcath, kTe‖ = (kTcath)
2
β20γ
2
0mec
2
(3.29)
where k is the Boltzmann constant, Te⊥ and Te‖ are the transverse and longitu-
dinal temperatures of the electrons respectively and Tcath is the cathode temper-
ature and the average ion velocity is equal to the electron velocity 〈vi〉 = ve = v0
(see Fig. 3.3). It is reasonable to assume that kTe⊥ ≫ kTe‖ [37]. The asymp-
totic formula obtained in [38] can be used for the estimation of the cooling force.
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Figure 3.7: Domains in the velocity space for the cooling force calculation. v⊥,‖ are the ion
velocity components in the moving frame; ∆⊥ is the transverse electron velocity spread, ∆‖ is
the longitudinal electron velocity spread.
For this one should calculate the electron velocity spread in the transverse and
longitudinal planes ∆‖ and ∆⊥ by formulae
∆‖ =
√
kTe‖
me
∆⊥ =
√
kTe⊥
me
. (3.30)
~F = −4πZ
2
i e
4neLc
me
~vi
v3i
. (3.31)
In the range of velocity ∆‖ ≪ vi ≪ ∆⊥ the transverse cooling force becomes
F⊥ = −4πZ
2
i e
4neLc
me
vi⊥
∆3⊥
, (3.32)
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for longitudinal cooling force is
F‖ = −4πZ
2
i e
4neLc
me
vi‖
|vi‖|∆2⊥
. (3.33)
If the ion velocity is vi ≪ ∆‖ the transverse cooling force is much smaller than
the longitudinal cooling force which can be written as
F‖ = −4πZ
2
i e
4neLc
me
vi‖
∆‖∆2⊥
. (3.34)
Magnetized electron beam. Derbenev-Skrinsky-Meshkov formula
The magnetized model of the cooling force was introduced for the description of
cooling effects with the longitudinal magnetic field applied in the electron cooling
system [39]. If we assume that the electron beam is magnetized, the cooling force
can be represented by Meshkov’s formulae [40] :
F⊥ ≈ −Kvi⊥


1
v3i
(
2LF +
v2i⊥ − 2v2i‖
v2i
LM
)
, [I]
2
∆3⊥
(
LF +NcolLA
)
+
v2i⊥ − 2v2i‖
v2i
LM
v3i
, [II]
2
∆3⊥
(
LF +NcolLA
)
+
LM
∆3‖
; [III]
(3.35)
F‖ ≈ −Kvi‖


1
v3i
(
2LF +
3v2i⊥
v2i
LM + 2
)
, [I]
2
∆2⊥vi‖
(
LF +NcolLA
)
+
(
3v2i⊥
v2i
LM + 2
)
LM
v3i
, [IIa]
2
∆2⊥vi‖
(
LF +NcolLA
)
+
LM
∆3‖
, [IIb, III]
(3.36)
withK = 2π(Z2i e
4ne)/me. The ion velocity domains denoted as I, II = IIa+IIb,
and III are shown in Fig. 3.6 . The Coulomb logarithms are determined by
LM = ln
(
R
kρ⊥
)
, LA = ln
(
kρ⊥
ρF
)
, LF = ln
(
ρF
ρmin
)
. (3.37)
The minimum impact parameter is calculated by the formula
ρmin =
Zie
2
me
1
v2i +∆
2
‖
, (3.38)
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and the dynamic shielding radius for the maximum impact parameter is deter-
mined by the longitudinal electron velocity spread:
ρsh =
√
v2i +∆
2
‖
ωp
, (3.39)
where the plasma frequency ωp =
√
4πnee2/me. The maximum impact factor is
ρmax = min
{
max
(
ρsh,
3
√
3Zi
ne
)
, viτflight
}
, (3.40)
where τflight = Lcool/β0γ0c is the time of flight of the ion through the cooling
section. The Larmor radius of the electron can be written as
ρ⊥ =
β0γ0∆⊥
2ωL
=
β0γ0∆⊥mec
2
eB
(3.41)
where B is the magnetic field strength and ωL is the Larmor frequency. The
intermediate impact parameter can be estimated by
ρF = ρ⊥
|vi +∆‖|
vi⊥
. (3.42)
Ncol is the number of multiple collisions and defined as
Ncol = 1 +
[
ve
π|vi +∆‖|
]
. (3.43)
The ion velocity (in the moving frame) in these notations is determined as
vi =
√
v2i⊥ + v
2
i‖ =
√
v2x + v
2
y + v
2
s (3.44)
The coefficient k in Eq. 3.37 was introduced by I. Meshkov to smooth the
cooling force shape. In the original paper [40] it was chosen to be 2 and used as
an input parameter in the BETACOOL code.
Magnetized electron beam. Parkhomchuk’s formula
A semi-empirical formula for the calculation of the cooling force in the magnetized
electron beam was proposed by V. Parkhomchuk [41]:
~Fcool = −4π~viZ
2
i e
4neLp
me
1
(v2i + v
2
eff )
3/2
(3.45)
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Figure 3.8: Comparison of the longitudinal cooling force measured for Ti22+ (250 MeV/u),
C6+ (250 MeV/u) and U92+ (320 MeV/u) [33] with a calculation of the longitudinal friction
force according to Parkhomchuk’s formula. Electron beam density ne = 10
12 m−3, transverse
electron velocity spread ∆⊥ = 1.97× 105 m/s and longitudinal electron velocity spread ∆‖ =
4.2× 103 m/s are used in the BETACOOL calculations. The effective divergence θeff = 10−4
is used in calculations.
where veff is the effective electron velocity spread introduced in order to take
into account the variation of the magnetic field line in the transverse direction.
The effective electron velocity veff is expressed as
veff =
√
kTeff
me
. (3.46)
If the effective emittance εeff is determined according to Eq. 3.15 one can estimate
an effective divergence angle as
θeff =
√
εeff
β⊥c
(3.47)
where β⊥c is the transverse β-function in the cooling section. Lp is the Coulomb
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logarithm which can be written as
Lp = ln
(
ρmax + ρmin + ρ⊥
ρmin + ρ⊥
)
(3.48)
where the minimum impact parameter is calculated by
ρmin =
Zie
2
me
1
v2i + v
2
eff
. (3.49)
This formula is only valid when veff ≪ ∆⊥. The maximum impact parameter
can be estimated as
ρmax =
vi
1/τflight + ωp
(3.50)
where ωp is the plasma frequency.
As an example, the longitudinal cooling force previously measured at the
ESR [33] for different projectiles is shown in comparison with calculations, which
were made according to Parkhomchuk’s formula, in Fig. 3.8. Electron beam den-
sity ne of 10
12 m−3, transverse ∆⊥ and longitudinal ∆‖ electron velocity spread
of 1.97× 105 m/s and 4.2× 103 m/s, respectively, are used in the BETACOOL
calculations. The effective divergence θeff = 10
−4 was used according to field
measurement performed in the ESR [42]. The measurements and calculations
are in good agreement except the range of the high relative velocities.
3.3 Intrabeam scattering
Intrabeam scattering (IBS) is the multiple Coulomb scattering of charged parti-
cles in a beam. It causes small changes of the momenta of colliding particles and
leads to an increase of the six-dimensional phase space volume occupied by the
beam. The kinematics of these collisions between the particles can be studied
either by analytical calculations or by a numerical simulation. There are several
models of intrabeam scattering which are used [43, 44, 45]. Among all the mod-
els of intrabeam scattering the Piwinski and Martini models will be used in the
present work. The Piwinski model does not need detailed lattice functions.
In order to describe the binary collisions or, namely, the influence of these colli-
sions on the beam dynamics in a proper way, one should introduce the interaction.
Obviously, the Coulomb force is the force which describes an interaction between
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charged particles in the beam. The evaluation of kinematics of all collisions of
particles in the beam, when they are subdivided into many binary collisions for
simplicity, is a very difficult task which is limited by the calculation power even
of modern computers. The Langevin equation which originally has been used in
statistical physics for the description of Brownian motion was introduced to make
an appropriate prediction of the beam parameter change due to binary collisions
between particles in the beam. Generally, the Langevin equation was written to
derive the equation of motion of a particle under the influence of a continuous
series of collisions. The product of acceleration and mass of the particle is ex-
pressed as the sum of a viscous force which is proportional to the particle velocity
(Stoke’s theorem) and a so called noise term which in the physical context rep-
resents stochastic processes. In accelerator physics cooling and diffusion terms
instead of the above mentioned are included in the Langevin equation. The mo-
mentum is a convenient value for the beam parameter characterization and one
has to rewrite the Langevin equation in terms of momentum instead of force. It
can be easily done using Newton’s second law. In general the Langevin equation
for a particle momentum evolution is written in the following form
Pi(t+∆t) = Pi(t)−KiPi(t)∆t+Di
√
∆t (3.51)
Pi is the i
th particle momentum, Ki is a constant, Di =
∑3
j=1Ci,j is the diffu-
sion tensor, Ci,j are coefficients which are calculated from diffusion and friction
coefficients.
Therefore, one should solve this equation and find an appropriate solution.
There are several methods which are applied for the solution. One of them is the
use of the Fokker-Planck equation which provides a deterministic equation for
the time dependent probability density. In order to solve the Langevin equation
one has to estimate the coefficients in the last two terms of Eq. 3.51. Different
estimation of the constant Ki in the term which represents cooling and compo-
nents of the diffusion tensor Di leads to the introduction of various models of
IBS. Some of these models are simpler than other ones and only two ’popular’
models of IBS will be used in following chapter.
The Piwinski model of IBS is appropriate especially for simulations because
of the relatively high speed of the calculation. From the consideration of the
30 Cooling and heating processes
Langevin equation A. Piwinski derived the formulae for the variation of the mean
radial and vertical emittances and the mean momentum spread per unit time
due to a scattering event in [43]. The derivatives of the beta and dispersion
functions with respect to the longitudinal coordinate are neglected. The particle
distribution in three dimensions is assumed to be Gaussian. For the smoothed
focusing approximation the mean values of the lattice functions are used. They
are determined in the following way:
βx,y =
R
Qx,y
, Dx,y =
R
Q2x,y
, αx,y = 0, D
′ = 0 (3.52)
where R is the mean ring radius, Qx,y are horizontal and vertical betatron tunes.
The horizontal dispersion Dx function will be denoted by D in further equations
for simplicity. The vertical dispersion function Dy is zero in this approach. In
the frame of this model the growth rates for the three dimensions are determined
in accordance with the following expressions for a coasting beam:

1
τs
=
1
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)
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1
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=
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1
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σ2x
f(a, b, l)
]
;
1
τy′
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2σ2y′
dσ2y′
dt
= A
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1
b
,
a
b
,
l
b
)
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(3.53)
where x′, y′ are the betatron angles, σx′
β
,y′ are the r.m.s. fluctuation of the beta-
tron angles in horizontal and vertical planes and σx,y are the r.m.s. dimension in
horizontal and vertical planes. The constant A can be written as
A =
Nr2pc
16
√
πC0σpσxβσyσx′σy′β
3
0γ
4
0
, (3.54)
where C0 is the ring circumference. The r.m.s. beam parameters can be written
as
σ2xβ = εx,yβx,y, σ
2
x = σ
2
xβ
+D2σp, σh =
σpσxβ
γ0σx
(3.55)
where σp is the r.m.s. momentum spread. The function f(a, b, l) is determined
as the following integral:
f(a, b, l) = 8π2
∫ 1
0
[
ln
(
l2
2
(
1√
p
+
1√
q
))
− 0.577
]
(1− 3x2) dx√
pq
(3.56)
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where the normalized parameters a, b and l are determined as
a =
σh
σx′
β
, b = σhσy′ , q = β0σx
√
2
ρmax
rp
. (3.57)
The other parameters in Eq. 3.54 can be expressed as
σx′
β
,y′ =
〈εx,y〉
2βx,y
, p = a2 + x2(1− a2), l2 = b2 + x2(1− b2). (3.58)
The maximal impact parameter ρmax can be determined as half the vertical beam
size. The Martini model is an extension and of the Piwinski’s theory taking into
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Figure 3.9: The evolution of 208Pb82+ (400 MeV/u) beam parameters due to the intrabeam
scattering. The measurements are compared with the data calculated according to the Martini
and Piwinski model of IBS.
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account variations of the betatron functions and dispersion function along the
lattice [44]. The theory developed in [44] was compared with another formulation
developed at Fermilab which is essentially based on the same initial assumptions.
Afterwards, the validity of the theory was checked for a coasting beam with a
number of experiments performed in the Antiproton Accumulator (AA) at CERN.
In order to cross-check with the models for calculation of the intrabeam scatter-
ing in the ESR one should compare the measurements with the simulations. The
blow-up measurements (see Section 6.5) give us the data which can be compared
with the BETACOOL simulations. Two models of IBS, Martini and Piwinski,
were used for IBS effect calculation in the BETACOOL code. The discrepancy
between measurements and simulations is observed in the transverse and longi-
tudinal plane. The evolution of the momentum spread is similar for two models
of IBS and measurements. Only the magnitude is slightly larger for simulations
in comparison with measurements. There is the discrepancy in the slope between
results of the Martini and Piwinski model in the horizontal plane. The slope
of the Piwinski model is closer to measurements than the slope of the Martini
model. Nevertheless, the discrepancy occurred in the first seconds but after 80 s
the slope and the emittance values predicted by the Martini model are close to
the measurements. On the other hand, the results of the Piwinski model is less
than measurement by factor of 2 after 80 s of the beam blow-up. The proper
prediction of the magnitude is more important for the equilibrium beam param-
eters than a better description of the curve behavior with incorrect magnitude.
That is why the Martini model for IBS calculation is used in the present work
for simulations.
3.4 Internal target
The design of a storage ring aims at optimization of the conditions for physics
experiments. Many physics experiments in storage rings are using an internal tar-
get. High luminosity L is a usual requirement for the internal target experiment.
The luminosity is determined by
L = NxNf0 (3.59)
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where Nx is the target thickness (the number of atoms per cm
2), N is the par-
ticle number and f0 = β0c/C0 is the revolution frequency. The total reaction
Figure 3.10: The target thickness - beam intensity diagram shows the regimes for conventional
single-pass experiments and storage-ring multi-pass experiments. Solid lines are the lines of
constant luminosity [46].
rate in the target is given by the product of the luminosity and the total cross
section for all reactions. One specific channel is selected in the experiment. The
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detected count rate for this channel is the product of luminosity, differential cross
section, detector efficiency and solid angle covered by detector. The background
from other reactions and external sources, energy and angular resolution have to
be taken into account in the experiment. The comparison of the conventional
single-pass experiments with the storage-ring multi-pass experiments was done
in [46]. In Fig. 3.10 the target thickness - beam intensity diagram is shown to
determine the range of thicknesses and intensities for conventional single-pass ex-
periments and multi-turn experiments. Lines of equal luminosity are indicated.
The conventional single-pass experiments are carried out with extracted beams
of 1010–1013 projectiles/s of single charged particles from the accelerator passing
through a thick target of 1020–1023 atoms/cm2. It corresponds to the upper left
corner of the diagram with luminosities in the range from 1030 up to 1035 cm−2s−1.
Comparable or somewhat lower luminosities are obtained in storage-ring multi-
pass experiments with an internal target. As a result of the comparison a list of
drawbacks and advantages of different target system such as gas jet, cluster jet,
fiber and pellet target was given in [46].
Various effects are caused by the target installed in the storage ring. These are
energy loss, energy straggling (multiple scattering in the target) and transverse
scattering (diffusion). The influence of these processes on the beam parameters
can be significant.
The mean energy loss in the target per turn, for ionization events only, can be
estimated by the Bethe-Bloch formula (see [2])
ε¯ = 2ξ0 ln
(
εmax
I
− β20
)
(3.60)
where the parameter ξ0 is proportional to the target thickness
ξ0 = 153.4
Z2i Zt
β20At
ρx [keV ] (3.61)
where the mass thickness ρx = NxNA/At, Nx is the number of the target atoms
per unit area and the maximum energy εmax which can be transferred in a head-
on collision with a target electron is given by Eq. 3.8 and I is the mean ionization
potential
I = Z0.9t × 16 [keV ] (3.62)
3.4 Internal target 35
The r.m.s. width ∆εrms of the energy loss distribution per passage through
the target characterizes the longitudinal straggling. The mean square deviation
∆ε2rms is a result of the contributions accumulated from successive collisions which
can be presented as (see [2])
∆ε2rms = ξ0εmax
(
1− β
2
0
2
)
. (3.63)
The mean square energy deviation ∆ε2rms can be transformed into a corresponding
mean square relative momentum spread
δ2rms =
(
γ0
γ0 + 1
)2
∆ε2rms
E2kin
, (3.64)
where Ekin is the particle kinetic energy. In order to predict these multiple
scattering distributions a large amount of theoretical work was done [34, 35, 47,
48, 49, 50, 51, 52]. To describe the emittance increase in the transverse plane the
r.m.s. scattering angle after passage of the target can be expressed as:
θ2rms = 2Nxπ
(
ZiZtrp
Aiβ
2
0γ0
)2[
ln
(
α22
χ2
)
− 1 + ∆b
]
. (3.65)
The parameters α2, χ and ∆b are given by the equations:
α2 =
λ(
A
1/3
t + A
1/3
i
)
r0
(3.66)
where λ is the De Broglie wavelength, At and Ai are the mass numbers of the
target and of the projectiles, r0 = 1.5× 10−15 m,
χ2 = 1.13α21
[
1 + 3.33
(
ZtZi
137β0
)2]
, (3.67)
where
α1 =
λ
0.885a0
(
Z
2/3
t + Z
2/3
i
)1/3 , (3.68)
a0 = 0.529× 10−10 m denotes the Bohr radius,
∆b =
1
Zt
{
ln
[
1130β20
Z
4/3
t (1− β0)2
]
− uin − β
2
0
2
}
, (3.69)
where uin is a constant determined by the electron configuration of the target
atom (from the Thomas-Fermi model one finds uin = −5.8, for the H-atom an
exact calculation yields uin = −3.6, for Li- and O-atoms the values of uin are -4.6
and -5.0, respectively).
Chapter 4
Simulation tools
4.1 General requirements
There are a number of codes such as MOCAC (MOnte CArlo Code) [53], BETA-
COOL (see [23]), PTARGET (Pellet target) [54] and PETAG01 [55] written for
the calculation of beam dynamics in an ion storage ring where electron cooling
in a combination with an internal target is applied. These codes simulate the
evolution of the beam parameters in the storage ring under certain experimen-
tal conditions. Particularly, the interplay between electron cooling, intrabeam
scattering and internal target is simulated by the codes. The comparison of the
equilibrium parameters calculated by the MOCAC, BETACOOL and PTARGET
codes is given in [56]. The task of simulation of the interplay between these pro-
cesses can be solved by means of various methods.
Firstly, the evolution of the beam parameters is calculated by direct modelling
of the beam dynamics with a Monte-Carlo simulation of so-called ’big particle
events’. The time of interaction is chosen as a parameter. The binary collision
model is used to simulate intrabeam scattering. The interaction of the ion beam
with electrons in the cooling section, intrabeam scattering and beam interaction
with the jet-target are the processes considered in the MOCAC code. Secondly,
the PTARGET code is used to investigate beam dynamics in storage rings where
a pellet target is applied as an internal target. The r.m.s beam parameters are
calculated from turn to turn. The simple formulae for the intrabeam scattering
rates proposed by Piwinski [57] are used in the PTARGET code. The distri-
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bution of particles in the beam is assumed to be Gaussian for the IBS rates
calculation. Interpolated expressions of the cooling force were used for electron
cooling simulation (see [36]). The Monte Carlo model is applied to evaluate the
evolution of the transverse emittance and momentum spread. The interaction
of the beam particles with the internal target is considered taking into account
geometric conditions of the target installed in the storage ring.
The PETAG01 program package is an improved PTARGET code. The main
difference is the implementation of the pellet target subroutine developed at Kiev
University (see [55]). This subroutine models the pellet target taking into account
all geometric factors. The initial parameters of the pellet target can be set, for
example, similar to the existing installation. These parameters are the frequency
of pellet generation, their velocity, divergence in horizontal direction and the dis-
tance between pellets. The average area density can be calculated with known
pellet parameters. The number of interactions inside the pellet is also calculated
by the subroutine. Models of IBS and electron cooling similar to the ones in
the PTARGET code are used. The pellet target subroutine was tested and a
calculation for the HESR storage ring of the future FAIR facility was performed
in [56]. The particle distribution becomes non-Gaussian due to the interaction
of the stored beam with the pellet target. A low energy tail usually occurred,
for example, in the momentum spread distribution. It is shown that the tails
which occurred after beam-target interaction can be a significant problem for the
HESR. In accordance with the PETAG01 calculation the number of tail particles
is relatively large and their influence on the whole beam is unclear. The probabil-
ity of losses shows a discrepancy with the theoretical prediction for the jet-target
in [28]. The target granularity is probably the reason of this discrepancy between
theory and simulations. The problem of the target granularity can be significant
due to the huge local density 1019 − 1020 atoms/cm2 in the interaction region.
This problem and the special time structure for the pellet target were considered
recently by V. Ziemann [58]. Unfortunately, the calculations with the PETAG01
program package have not been benchmarked yet with experimental data. The
installation of the pellet target is in progress at COSY, Ju¨lich. Recently, an in-
vestigation of beam performance and luminosity limitations for the HESR was
performed by A. Lehrach et al. [59]. It was mentioned that simulation codes
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have to be improved, particularly, for accurate description of the dynamics of tail
particles relative to beam-target interaction. Therefore, the PETAG01 aims a
detailed description of core-tail behavior.
4.2 The BETACOOL code
The BETACOOL code which was developed and continuously improved by the
Dubna group has a wide range of applications to evaluate beam dynamics in a
storage ring. In fact, the physical part of the code consists of the executable
file Betacool.exe compiled for the Windows operation system and file of input
parameters. Lattice parameters, included for instance in a MAD-file, are required
in most cases to calculate intrabeam scattering. There are two main algorithms
for beam dynamics calculations in the BETACOOL code [60, 61]. The first of
them is RMS Dynamics which calculates the evolution of the r.m.s. parameters of
the beam distribution function. It is based on the solution of the equation of the
second order momentum of the distribution function. The distribution function
is assumed Gaussian for the calculation of characteristic times of the processes.
The physical model of the RMS Dynamics algorithm is based on three general
assumptions. Firstly, the ion beam has a Gaussian distribution over all degrees
of freedom and this distribution is not changed during the process. Secondly, the
algorithm for analysis of the problem is considered as a solution of the equations
for r.m.s. values of the beam phase space volume in three degrees of freedom.
Thirdly, the position of the center of all distribution functions corresponds to the
reference particle.
The second algorithm, the Model Beam algorithm has some advantages in
comparison with the Monte Carlo method. The relatively high speed of calcula-
tion is a result of code simplicity. Beam dynamics is evaluated for an arbitrary
beam distribution using multi particle simulations. The ion beam is introduced
as an array of model particles. The heating and cooling processes involved in
the simulations lead to a change of the particle momentum and the number of
particles in the beam. The appropriate time step can be chosen for the beam
dynamics simulation. Each effect corresponds to certain installations in the stor-
age ring: cooling to the electron cooler and heating to the internal target. The
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intrabeam scattering is calculated over the storage ring in accordance with the
different available models. Therefore, each effect is located at certain positions of
the storage ring characterized by the ring lattice functions. Beam transformation
in the storage ring is provided using a linear matrix at the locations creating
an effect if the phase advance between these locations are known. The Model
Beam algorithm was used to simulate the interplay between heating and cool-
ing processes. The simulations were performed to estimate the beam parameters
at the equilibrium state and during blow-up. These simulations were compared
with the systematic measurements performed at the ESR storage ring in order
to benchmark the BETACOOL code (see Chapter 6).
Chapter 5
Experimental equipment
5.1 The ESR storage ring
Systematic experiments for the benchmarking of simulation tools were performed
in the ESR storage ring at GSI. The ESR is equipped with an electron cooler
and an internal gas-jet target (see [20, 21, 22]). The experiments were carried
out with stored coasting beams of bare lead (208Pb82+), krypton (78Kr36+) and
nickel (64Ni28+) ions with an intensity range of 107 − 108 particles and a kinetic
energy of 400 MeV/u. The electron cooler was used to reduce the phase-space
volume of the injected beam and preserve the quality of the stored beam. The
other task of the electron cooler is to compensate the increase of the phase space
volume due to heating in the internal gas-jet target.
Three gases (Ar,Kr,Xe) were used as target material with densities in the
range 2.5−8×1012 atoms/cm2. The diameter of the gas-jet beam is determined by
the skimmer geometry and was repeatedly measured to be approximately 5 mm
at the interaction point.
In the electron cooler the electron beam is generated from a 50.8 mm diameter
cathode which is placed in a constant longitudinal magnetic field guiding the
electron beam from the gun through the cooling section to the electron collector.
The field strength was around 0.1 T during the experiments (see [33]). According
to field measurement performed in [42] the straightness of the magnetic field is
10−4. This straightness was achieved by means of correction coils in the electron
cooler magnetic system [62]. The effective cooler section length is the length of
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Figure 5.1: Schematic layout of the ESR storage ring.
Circumference 108.36 m
Bending power 10 T m
Maximum energy, for U92+ 560 MeV/u
Horizontal tune 2.26
Vertical tune 2.27
Transition gamma 2.78
Horizontal acceptance 30 mm mrad
Vertical acceptance 60 mm mrad
Momentum acceptance ±1.5%
Table 5.1: Main parameters of the ESR storage ring [20].
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Figure 5.2: Schematic layout of the ESR electron cooler [20].
the cooler section reduced due to imperfections of the magnetic field. An effective
cooler section length of 1.8 m was derived from the field measurements and used
in simulations with the BETACOOL code. A uniform distribution of electron
beam in the cooler is assumed for the BETACOOL simulations. Electron energy
and electron current can be set independently. Electron energies can be varied
in the range from 1.6 to 230 keV. The highest accelerating voltage which could
be applied to gun and collector after extensive conditioning so far was 265 kV.
Electron currents up to 1 A can be applied for beam cooling. The basic pressure
in the electron cooler is below 2× 10−11 mbar.
The RF cavities installed in the ESR can be used for energy loss compensation.
The variable frequency of these RF cavities ranges from 0.8 to 5 MHz.
The internal gas-jet target, installed in the ESR, was used for the present
systematic studies. There is a number of gases which can be used as material
for the internal gas-jet target in the ESR. To satisfy ultra high vacuum (UHV)
requirements, the setup consists of an injection and a dump section which are
separated by skimmers in four stages forming a differential pumping system.
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Figure 5.3: : Scheme of the gas-jet target installed in the ESR [22].
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The setup is shown in Fig. 5.3. The interaction length along the central ion
beam trajectory is 5.0 mm (FWHM) and the path of the free jet in the UHV
of the interaction chamber is 70 mm. The distance between the nozzle and
the interaction point is about 500 mm due to the required installation of large
pumping speed at the injection section. The distance between the nozzle and the
first skimmer is 40 mm for light gases and 80 mm for heavy gases. This setup
delivers targets of densities from approximately 2× 1012 atoms/cm3 (light gases)
to 5 × 1013 atoms/cm3 (heavy gases) with 5.0 mm diameter and 70 mm height
in the UHV of the beam-target interaction chamber. During target operation
the pressure in the interaction chamber is typically lower than 5 × 10−9 mbar.
The gases, which have been used in experiments with the internal target, are
He,H2, D2, N2, CH4, Ar,Kr andXe. The target density ρ in the experiments was
measured from the pressure difference measurements [63]. The target thickness
is estimated from the following formula
ρgas =
PS
kT
1
Vgasπr2
(5.1)
where P is an increase of pressure in the dump (the readings were taken)
∑
dump P ,
S is the turbo pumping speed capability (1300 l/s for N2, H2), k = 13.8× 10−23
mbar l/s is the Boltzmann constant, T is the temperature, r is the radius of the
nozzle and Vgas is the maximum velocity of the expansion of the gas through the
nozzle. Vgas is expressed as
Vgas =
√
2χ
χ− 1
fT
ma
(5.2)
where ma is the mass of atom, f = 8319m
2/s2/K and the adiabatic exponent
χ = 1.67 for Ar target. Therefore, the target density of argon gas, for example,
is measured according to the following formula including all correction factors
ρ = 2.29× 1018 ×∆P [particles/cm3] (5.3)
where ∆P is the pressure increase due to the target. In order to estimate ∆P in
Eq. 5.3 one should take a difference between a sum of the pressure induced by
the gas-jet, which blows up through the interaction chamber, in the four-stage jet
dump without jet and with jet. The error of the target density estimation is 10%
when this method is applied due to the precision of the pressure measurements.
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5.2 Beam diagnostics used in the experiments
5.2.1 Longitudinal Schottky noise signal
The basis of Schottky noise diagnostics are statistical fluctuations caused by the
discreteness of the charge carrier. This Schottky signal can be detected and
amplified by a beam probe (”Schottky pickup”) [64, 65]. The basic theoretical
description was developed by D. Boussard, D. Mo¨hl, S. van der Meer [66, 67, 68].
The application of the Schottky diagnostics theory for nuclear spectroscopy and
measurements of beam transfer function (BTF) were considered in [64, 65]. The
non-destructive character of this detection is the most important advantage of
this method for application in a storage ring.
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Figure 5.4: Typical longitudinal Schottky spectrum measured at the 30th harmonic of the
revolution frequency by the commercial Tektronix 3066 spectrum analyzer. The spectrum was
measured for the 400 MeV/u Pb82+ beam with an intensity of 1.54× 108 particles cooled with
200 mA electron current.
The information about the momentum spread of the beam is contained in
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the frequency spectrum of the noise signal. Schottky signals are analyzed in
frequency domain by a spectrum analyzer. The kth particle with the charge Zie,
circulating at a revolution frequency fk = 1/T0 in a storage ring, induces a series
of δ-function like current peaks in a short pick-up installed somewhere in the
ring. The passage time tk is given by initial conditions. The current ik(t) and its
Fourier expansion can be expressed as [69]
ik(t) = Ziefk
∑
l
δ(t− tk − lT0) = Ziefk
(
1 + 2
∞∑
h=1
cos
[
hωk(t− tk)
])
, (5.4)
The longitudinal spectrum consists of a circulating beam current ik0 = Ziefk,
namely DC part, and an infinite number of lines at all harmonics of fk. The
circulating beam current Iion = N(Zief0) = Ni0 is obtained by averaging ik(t)
over N particles. The coasting beam, which consists of N particles with the same
mass circulating in the storage ring, has a revolution frequency f0 with the width
∆f of the distribution. Initially, the frequency spectrum of the Schottky signals
is a number of frequency lines with the width h∆f at the frequency hf0 for each
harmonic h of the revolution frequency f0. The ion current ih in one spectral line
is
ih = 2Zief0
√
N
2
=
√
2Zief0Iion (5.5)
independently of the harmonic h. The total noise power in the Schottky band
is proportional to the ion current in the storage ring. The signal amplitude
decreases for higher harmonics because of the constant power per the band. As
explained in Eq. 2.20 the frequency spread of the beam is proportional to the
momentum spread of the beam ∆f/f0 = η∆p/p0 where η = 1/γ
2
0 − 1/γ2tr is
the frequency dispersion function or phase slip factor and γtr is the transition
energy of the storage ring. Therefore, the momentum spread distribution can
be extracted from the Schottky signal. An example of a measured longitudinal
Schottky spectrum is shown in Fig. 5.4.
5.2.2 Transverse Schottky noise signal
The betatron motion of a single particle relative to the reference orbit at a fixed
point s along the circumference can be described as
xk(t) = ak cos(ωQxt+ ψk) (5.6)
5.2 Beam diagnostics used in the experiments 47
where ak =
√
εx,yβx,y is the betatron amplitude, ψk and ϕk are random initial
phases, ω is the betatron frequency. A position pick-up is sensitive to the dipole
mode dk(t) detected as an amplitude modulation of the longitudinal current
dk(t) = xk(t)ik(t) = aki0
∞∑
h
cos((h± q)ωt+ hϕk ± ψk) (5.7)
where q is the fractional part of tune Qx. The spectrum at a certain harmonic
number h has a central peak with frequency hf0 and two sidebands at (h± q)f0.
The total noise power per sideband is not dependent on the harmonic number h.
A typical transverse Schottky spectrum is shown in Fig. 5.5. The average noise
power in each sideband is the same and can be expressed in accordance with [69]
as 〈
d2
〉
=
〈
a2k
〉
2
(Zie)
2f 20N (5.8)
where
〈
a2k
〉
is proportional to the average transverse emittance. Therefore, the
value of the transverse emittance can be evaluated from the transverse Schottky
spectrum. To evaluate the r.m.s. emittance one should rewrite Eq. 5.8 in the
following form
Asb = αx,yN(εx,y)rms (5.9)
where Asb is the area under the sideband, αx,y is the proportionality factor in-
cluding all constants in Eq. 5.8 except the particle number N . A calibration with
the beam scrapers installed in the ESR has been done to estimate the propor-
tionality factor (see Section 5.2.4) for the transverse emittance evaluation. The
measured RF frequency band in the range 0.9−1.7 GHz is converted into the low-
frequency range using a stable reference frequency and a single sideband or image
reject mixer. The analog signal is sampled at a certain sampling frequency fs and
then converted to digital. Then this digital signal is Fourier analyzed. Spectral
averaging over a number of scans Navg is required because of the random nature
of the Schottky signals in order to improve the signal to noise ratio. The error of
the evaluation is the estimated error of the noise power measurement. This error
of the noise power in a given frequency line is N
−1/2
avg according to [65]. This has
to be taken into account in the analysis of Schottky spectra. Consequently, in
order to reduce the error of the noise power measurement the number of averages
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Figure 5.5: Typical transverse Schottky spectrum measured with the pick-ups of the stochas-
tic cooling system and processed by the commercial Tektronix 3066 Spectrum Analyzer for a
Pb82+ beam with an intensity of 1.08× 108 particles cooled with 100 mA electron current.
should be as large as possible. For our benchmarking experiments the Navg varied
from 20 to 100 in order to have a reasonable measuring time.
5.2.3 Beam profile monitor
One possibility of non-destructive transverse beam profile detection of the stored
ion beam is the use of the ionization of residual gas atoms. Despite the ultra high
vacuum with a pressure below 10−10 mbar the rest gas atoms are ionized by the
beam ions through Coulomb interaction with rates of kHz per 1 cm path length.
To detect the ionization products and consequently the transverse beam profile
an electric field is applied perpendicular to the beam direction.
The rest-gas ionization beam profile monitor (BPM) was installed in the ESR
in 1994 [70]. Produced pairs of ions and electrons are separated and extracted
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Figure 5.6: Schematic sketch of the residual gas beam profile monitor in the ESR. It is
installed in one of the dipole magnets of the storage ring.
by a voltage of about 100 V applied perpendicular to the reference orbit and
registered by channel plate detectors mounted above and below the circulating
beam. Round detectors with a diameter of 40 mm are installed. The scheme
of this design is shown in Fig. 5.6. The beam profile monitor is installed in one
of the dipole magnets (see Fig. 5.1). The position of the beam profile monitor
was dictated by the fact that a magnetic dipole field was required. It allows
an increase of collection efficiency up to 100%. The charged particles produced
in the beam pipe are directed along the magnetic field lines to the detector
plates. An additional advantage is the small extraction voltage of 100 V. The
charge carriers are projected on the detector from the place of their production.
The measurement is practically without background because all ions or electrons
produced outside the detection volume are bent by the magnetic field before they
reach the active detector volume. Only horizontal beam profile monitors are
available with the ESR. No vertical beam profiles by time of flight measurement
were available, although, this analysis was planned.
An example of the BPM measurement for 64Ni28+ with a kinetic energy of 400
MeV/u and an intensity of 7 × 107 particles is shown in Fig. 5.7. In order to
evaluate the horizontal emittance εx one has to use Eq. 2.12 assuming a constant
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Figure 5.7: Typical spatial distribution measured by the BPM. This spectrum was measured
for the 400 MeV/u 64Ni28+ of 7× 107 particles cooled with 100 mA electron current.
betatron function βxBPM at the BPM location in the ESR.
εx =
σ2x
βxBPM
(5.10)
where σx is the horizontal size of the beam and βxBPM = 38 m is the betatron
function at the BPM location.
5.2.4 Beam scrapers
Another method to probe small transverse beam sizes is to use destructive beam
scraping. The accuracy and reproducibility of the positioning of the beam scraper
are the limiting factors of this method. The scraper at the ESR can be positioned
routinely to an accuracy of 0.1 mm. A lower limit of 0.025 mm has been achieved
for low beam intensity with reduced momentum spread by means of a beam
scraper [71].
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Figure 5.8: : The calibration curve for the horizontal emittance measurement. The integrated
transverse noise power versus the product of horizontal emittance and the number of particles
in the stored beam is shown. The data were fitted by a linear function (solid line). The
proportionality factor αx is estimated from the slope of the line.
The calibration of the transverse noise power spectra was done by beam scrap-
ing. These spectra were measured in the range 0.9 - 1.7 GHz. The dependence of
the beam intensity on the scraper position was recorded during the experiments.
The horizontal and vertical emittances can be evaluated with the known scraper
position and beta function at the scraper location in the ESR. The horizontal and
vertical beta functions at the scraper positions are 16.7 m and 8.4 m, respectively.
Therefore, in accordance with Eq. 5.9 with the known transverse emittance εx,y
and particle number N the proportionality factor αx,y can be evaluated. The
proportionality coefficient is the ratio of transverse noise power divided by the
transverse emittance multiplied by the particle number. A typical calibration
curve is shown in Fig. 5.8. This calibration is crucial for the transverse emittance
determination in the blow-up measurements using transverse Schottky noise.
Chapter 6
Experimental results and
comparison with simulations
6.1 Equilibrium between cooling and intrabeam
scattering
The equilibrium between electron cooling and intrabeam scattering is used to
benchmark the cooling force models. The benchmarking of the cooling force
models implemented in the BETACOOL code is performed by comparison of
the measured equilibrium parameters with simulated ones. A stored coasting
beam of bare lead Pb82+ ions with an intensity of about 108 particles and a
kinetic energy of 400 MeV/u was used in these benchmarking experiments. The
measured horizontal emittance values are estimated to be accurate within 30%,
which is given by the precision of the beam profile monitor. The precision of the
momentum spread measurement is much higher due to the better accuracy of the
frequency analysis.
Predictions of three models of the cooling force (non-magnetized, magnetized
and Parkhomchuk’s models) mentioned above (see Section 3.2) were compared to
the measured values of horizontal emittance and momentum spread. The Martini
model (see Section 3.3) was chosen for the intrabeam scattering calculation. This
model of intrabeam scattering is the most realistic which is presently implemented
in the BETACOOL code. It takes the lattice structure into account during IBS
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Figure 6.1: Equilibrium beam parameters versus the electron current in the cooler. Equilib-
rium states are a result of the interplay between electron cooling and IBS. The current in the
cooler was varied in the range from 10 to 800 mA. The experimental data points in the upper
and lower graph were fitted by a power scaling. The corresponding dependencies are shown.
rates calculation. The analysis of the experimental data was done in the Origin
program [72]. The equilibrium parameters depend on the electron current in the
cooler and this dependence is shown for the beam of bare lead ions in Fig. 6.1.
The measured data are fitted by a power function (see Fig. 6.1). The fitted scaling
laws agree well with other experimental results [73, 74]. The scaling laws for the
cooling time were obtained in [74], it is proportional to the electron density ne
and, consequently, to the current Ie in the cooler. This statement is valid if
the distribution function of the electron beam is homogeneous and ne ∝ Ie. The
homogeneous distribution of the electron beam is assumed in all simulations in the
BETACOOL code. The magnetized model (Derbenev-Skrinsky-Meshkov model)
results are very close to the measured values of the equilibrium parameters, but
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Figure 6.2: Cooling rates versus horizontal emittance and momentum spread (r.m.s. values).
3D plots from the BETACOOL code (Parkhomchuk model, Ie = 100 mA). The rates are color
coded. Cooling rates in the horizontal and longitudinal directions are plotted on the left and
right graphs, respectively.
have a different slope. The non-magnetized model results have slightly higher
values in comparison with the magnetized ones. The equilibrium parameters
obtained according to Parkhomchuk’s formula for cooling force have the same
slope as the measured data but the values are higher than measured ones. The
similar slope can be a result of the fact that the Parkhomchuk’s model is an
empirical model based on known parameters of the electron cooler. The non-
magnetized model prediction is close to measured values; at least, the character
of the dependence is similar. The magnetized model is too optimistic at low
electron current of the cooler which means the cooling force is overestimated in
the regime of small relative velocities. The predictions of equilibrium parameters,
when different models of the cooling force are applied, differ from each other by
a factor of 2− 5.
The application of the option 3D Rates in the BETACOOL code is very useful
for the estimation of horizontal emittance and momentum spread in equilibrium
even without calculation (see [23, 61]). The 3D maps of rates can be calculated
for the transverse and longitudinal plane. Namely, the horizontal emittance is
shown versus the momentum spread in the Fig. 6.2 – 6.4. These figures are a
demonstration of the influence of IBS and electron cooling on the equilibrium
beam parameters which can be reached between these processes. The maps of
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Figure 6.3: Heating rates of IBS versus r.m.s. horizontal emittance and r.m.s. momentum
spread. 3D plots from the BETACOOL code (Martini model, N = 1.54× 108). The rates are
color coded. IBS rates in the horizontal and longitudinal planes are plotted on the left and
right graphs, respectively.
Figure 6.4: Equilibrium state which is expected between IBS and electron cooling. 3D plots
from the BETACOOL code. The equilibrium state is a result of overlapping 3D maps were
plotted if IBS and electron cooling are included in the calculations. The rates are color coded.
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rates for cooling when Parkhomchuk’s model for cooling force was chosen are
shown in Fig. 6.2. The left picture shows 3D rates for the horizontal plane and
the right one is a 3D map for longitudinal plane. There are plateaus in the range
from 0 to about 0.1 mm mrad for εx and in the range from 0 to 3×10−4 for ∆p/p.
In these regions cooling rates are constant and the longitudinal cooling rates are
larger than the transverse ones. This is expected because of the different depen-
dencies of the cooling force on the relative velocity for longitudinal and transverse
planes. In Fig. 6.3 the heating rates caused by IBS are shown in the same way as
in the previous figure. Higher heating rates are expected for small values of the
horizontal emittance and momentum spread. A decrease of the heating rates is
observed with growth of beam parameters because of the inversely proportional
dependence of the heating rates on horizontal emittance and momentum spread.
The maps for horizontal and longitudinal planes are different as expected from
the theory (see, for example, [28]). In fact, this theory was used to calculate the
maps shown above. The 3D maps are obtained for experimental conditions if
the IBS and Electron Cooling options are switched on in the BETACOOL pro-
gram. Afterwards, the two obtained maps were combined in one which is shown
in Fig. 6.4. As a result of such a combination the equilibrium beam parameters
are obtained in the cross-point of the curves. From Fig. 6.4 one can evaluate that
the equilibrium parameters of horizontal emittance of about 0.3 mm mrad and
momentum spread of 10−4 were reached which correspond to the results used for
comparison with measurements (see Fig. 6.1) for Parkhomchuk’s model and 100
mA electron current.
6.2 Equilibrium between cooling, IBS and tar-
get effects
The equilibrium between electron cooling and IBS was discussed in the previous
chapter. For future experiments the aim is to predict the equilibrium beam
parameters, when the internal target is applied together with cooling. Therefore,
the equilibrium between cooling, IBS and internal target effects is considered
as the most important aspect of this investigation. In order to investigate the
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interplay between these processes one should vary beam parameters, electron
current in the cooler or target species in the gas-jet. The equilibrium beam
parameters obtained by beam intensity variation show the influence of IBS. If
the electron current varies in the appropriate range, the influence of the strength
of the cooling force on equilibrium beam parameters can be demonstrated. The
change of the target species, namely, charge to mass ratio, effects the equilibrium
state because of the parameter ξ0 (see Eq. 3.61). The scaling laws can be verified
in such a way if the ion beam has the same properties i.e. kinetic energy and
intensity for all measurements.
Experiments with a 78Kr36+ coasting beam with a kinetic energy of 400 MeV/u
were carried out in the ESR. The electron cooler was used to counteract the
heating due to IBS and the internal target. Ar gas was used in the gas-jet with
a thickness of about 8 × 1012 atoms/cm2. The measurements of equilibrium
beam parameters were performed for various beam intensities in the range 106−
108 particles when the electron current in the cooler was fixed at 100 mA. The
horizontal emittance was determined from BPM measurements. The momentum
spread was evaluated from the longitudinal Schottky spectrum. The dependence
of beam parameters on beam intensity is a result of the equilibrium between IBS
and cooling when the target is off and cooling, IBS and target effects when the
target is on. The detailed analysis of the dependence of the equilibrium between
cooling and IBS on the beam intensity was performed in [75].
Beam dynamics simulations including the gas-jet target were made with the
BETACOOL code for the parameters of the ESR cooler (electron beam diame-
ter was 5 cm, magnetic field strength was 0.1 T) and for different cooling force
models, namely, the non-magnetized and magnetized model (Derbenev-Skrinsky-
Meshkov formula). The Martini model for IBS description was used in the sim-
ulations and the lattice parameters of the ESR were taken into account. The
formalism mentioned in Section 3.3 was used for the estimation of target effects
in the BETACOOL simulations. The results obtained in the BETACOOL simula-
tions are compared with measurements as shown in Fig. 6.5. The beam intensity
was varied in the range 9 × 106 − 8 × 108 particles. The magnetized model of
the cooling force gives more optimistic values of the horizontal emittance and
momentum spread in equilibrium. The possible reason is the basic assumptions
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Figure 6.5: : Equilibrium beam parameters versus beam intensity of the stored 78Kr36+ beam
for Ar target (8× 1012 atoms/cm2) The electron current is fixed at 100 mA.
of the magnetized model (see [39]). Overestimation can be caused by the strong
magnetization assumption which is not true in reality due to cooler imperfec-
tions. On the other hand, the non-magnetized model of the cooling force applied
for equilibrium parameter calculations shows better overall agreement with the
experimental data. Neither the measurements nor simulations show a large in-
fluence of the target on the equilibrium beam parameters as can be seen from
Fig. 6.5. Nevertheless, the values of measurements and simulations are very close
in spite of difference in the cooling force models. Therefore, the description of
the dependence of equilibrium beam parameters is satisfactory within the typical
error of 30%.
Further experiments with a Pb82+ coasting beam with an intensity of about
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Figure 6.6: Equilibrium beam parameters versus the electron current in the cooler. Equilib-
rium states are a result of the interplay between electron cooling, IBS and an Ar target with a
thickness of 4× 1012 atoms/cm2. The current in the cooler was varied in the range from 10 to
800 mA. The experimental data points in the upper and lower graph were fitted by a non-linear
function. Corresponding dependencies are shown.
108 particles and a kinetic energy of 400 MeV/u were carried out in the ESR.
Three gases (Ar,Kr,Xe) were used in the gas-jet target with thicknesses in the
range 2.5 − 6 × 1012 atoms/cm2. The gas-jet diameter was 5 mm. The mea-
surements of equilibrium beam parameters were performed in the same way as
in the previous experiments. The electron current in the cooler was varied in
the range 10 − 800 mA. The beam intensity was fixed at the level of 108 parti-
cles. The measurements were compared with the BETACOOL simulations and
shown in Fig. 6.6 and Fig. 6.7. The measured data without target were fitted
by a power function and fitting results are shown in Fig. 6.6. The models of the
cooling force, IBS and the internal target were not changed in comparison with
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Figure 6.7: Equilibrium beam parameters versus electron current in the cooler for Xe target of
a thickness of 2.5×1012 atoms/cm2 compared with the BETACOOL simulations. The electron
current was varied in the range from 10 to 800 mA.
the previous experiments. In Fig. 6.7 the non-magnetized model was replaced
by the Parkhomchuk model of the cooling force. The discrepancy between the
equilibrium beam parameters which were obtained in the BETACOOL simula-
tions and measured in experiments is rather small. The data points in all figures
of this section correspond to equilibrium states. There is no equilibrium mea-
sured at low electron current (Ie = 5 mA) for the longitudinal plane in Fig. 6.6.
The equilibrium states cannot be reached in experiments at low current due to
the fact that heating caused by the target is not compensated by the cooler.
Generally, the BETACOOL simulations do not predict a strong influence of the
internal target at low electron current. There are several reasons for the differ-
ence between measurements and simulations. One of them is the error in the
target thickness estimation during experiments which can affect the simulation
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results. Another reason is an overestimation of the cooling force. The aim of the
BETACOOL code from the very beginning was not to estimate all values very
precisely but to show qualitatively the tendency of their behavior. Nevertheless,
the results of the BETACOOL code simulations are comparable with measured
equilibrium beam parameters. Equilibrium beam parameters versus the electron
current in the cooler are shown in Fig 6.7 for a Xe target. Equilibrium states are
a result of the interplay between electron cooling, IBS and the Xe target with a
thickness of 2.5× 1012 atoms/cm2. The current in the cooler was varied from 10
to 800 mA. The largest difference between simulations and measurements occurs
at low electron current. The heating due to IBS and an internal target cannot be
compensated by electron cooling because the current in the cooler is too low and
consequently cooling is too weak. There are no equilibrium states when the cur-
rent in the cooler is lower than about 10 mA. The dependence of the equilibrium
parameters on the target species for the same beam and cooling parameters will
be discussed in detail in Section 6.3. These data demonstrate the compensation
of heating by the application of electron cooling.
6.3 Effective temperature in Parkhomchuk’s
model of the cooling force
The cooling force model plays an important role for the estimation of equilib-
rium beam parameters . Usually Parkhomchuk’s formula for the cooling force is
used because of its simplicity. In fact, there is only one parameter, the effective
temperature Teff , which can be estimated from alignment errors, namely, the
misalignment angle θeff which was mentioned earlier in Section 3.1. It is directly
related to the effective velocity veff (see Eq. 3.46) which is used as a parameter
in Parkhomchuk’s formula for the cooling force. Therefore, it can be useful to
investigate the dependence of the equilibrium state on the effective temperature
Teff . The difference should be in magnitudes of the cooling force only if we look
at Parkhomchuk’s formula for the cooling force. The results of simulations in the
BETACOOL code are given for three effective temperatures Teff of 10
−4, 10−2
and 0.1 eV and compared with the experimental data in Fig 6.8. The values of
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Figure 6.8: Equilibrium beam parameters of Pb82+ beam with a kinetic energy of 400 MeV/u
and intensity of about 108 particles versus the current in the cooler. Parkhomchuk’s formula
was used for the cooling force estimation (Teff was varied in the range from 10
−4 to 0.1 eV).
the equilibrium beam parameters are larger if the effective temperature Teff is
increased. It is expected because of the dependence of the cooling force on the
effective velocity or the effective temperature (see Eq. 3.45). The denominator in-
crease leads to the decrease of the cooling force and, consequently, to an increase
of the equilibrium beam parameters in transverse and longitudinal plane.
The value of effective temperature includes all imperfections of the cooler. This
value is usually estimated for each storage ring independently. The Parkhomchuk
model of the cooling force is more pessimistic in its predictions than, for exam-
ple, the magnetized model. Parkhomchuk’s formula is empirical and in order to
estimate the effective temperature one has to know all parameters of the cooler
in detail. The best method of the effective temperature estimation is to measure
all parameters at the existing cooler. Nevertheless, it can be used for predictions
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of the equilibrium beam parameters for the NESR cooler because its design is
similar to the ESR cooler. The advantage of the NESR cooler in comparison with
the ESR cooler is a higher density of the electron current. The value of 0.2 T of
the magnetic field in the NESR cooler is larger than corresponding value of 0.1 T
in the ESR cooler. Therefore, the beam cooling in the NESR cooler is expected
to be more effective than in the existing ESR cooler.
6.4 Interplay between heating and cooling pro-
cesses
In order to qualitatively analyze the interplay between heating and cooling one
can make simple calculations. Looking at the graphs where momentum spread
versus electron current in the cooler is shown in Fig. 6.6 and Fig. 6.7, a disconti-
nuity of the measured data is obviously seen at about 50 mA of electron current.
The simple calculations can explain why this discontinuity occurs at this point.
From the graphs one can conclude that this change of the dependence is caused
by the change of the contribution of cooling and heating in the equilibrium state
formation. At low electron currents the heating process is dominating the cooling
process. If the current in the cooler is too low, it causes a growth of the emit-
tance and, consequently, the influence of IBS becomes weaker at this moment.
Therefore, the main contribution to heating at low electron current is due to the
target.
That is why electron cooling and heating due to the target were compared.
As an example, the dependence of the cooling force according to Parkhomchuk’s
formula on the relative ion velocity virel is shown in Fig. 6.9 for 20 mA electron
current. In order to estimate the energy loss which can be compensated by the
cooler per turn one can determine the maximum of the cooling force from Fig. 6.9
and this value should be multiplied by the length of cooling section. The energy
gain by cooling is compared with the energy loss due to the target per turn. The
Bethe-Bloch formula was used for the energy loss estimation (see Section 3.4).
The results of the comparison are shown in Table 6.1. The calculations were done
for a bare lead beam with a kinetic energy of 400 MeV/u. The two gases, Ar
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Electron
current
[mA]
Maximum
energy gained
by cooling
per turn [eV]
Mean energy loss in the target
per turn [eV]
Ar Xe
10 0.139 3.86 6.35
20 0.286 3.86 6.35
50 0.727 3.86 6.35
100 1.5 3.86 6.35
Table 6.1: Calculation of energy gained by an electron from ion and energy loss per turn for
a Pb82+ beam of a kinetic energy of 400 MeV/u.
and Xe, were used as target, with thicknesses 4×1012 and 2.5×1012 atoms/cm2,
respectively. The corresponding ξ0 parameter was 0.25 and 0.45 eV for Ar and
Xe targets, respectively. It is obvious from Table 6.1 that at low electron current
in the cooler the energy loss per turn or heating due to the target is much larger
than the energy gained by electron cooling. At an electron current of about
50 mA the energies are comparable. At low electron current the target effects
dominate cooling and vise versa at high electron current. Consequently, one
can conclude from the calculations that an equilibrium state cannot be observed
for low electron current. Nevertheless, the equilibrium beam parameters were
measured at low electron current. The incomplete beam-target overlap at low
electron current can be one reason for the discrepancy between calculations and
measurements.
6.5 Beam blow-up studies
Blow-up measurements are the most appropriate method for the observation of
the ’pure’ target effect. The blow-up measurements show the evolution of the
beam parameters in the presence of the target when the cooler is switched off.
The experiments were carried out with a stored coasting beam of bare lead ions
(Pb82+) with an intensity of about 108 particles and a kinetic energy of 400
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Figure 6.9: The longitudinal cooling force Fc‖ from Parkhomchuk’s formula versus the relative
ion velocity virel for
208Pb82+ and the current in the cooler Ie = 20 mA. The energy which can
be compensated by the cooler or energy of cooling is estimated as product of the maximum
value of the cooling force Fc‖ and the length of the cooling section. The effective velocity veff
is 104 m/s due to the magnetic field errors.
MeV/u. Three target gases (Ar,Kr,Xe) were used in the gas-jet, with densities
in the range 2.5 − 8 × 1012 atoms/cm2 (gas-jet diameter was approximately 5
mm).
The momentum spread was determined by Schottky noise analysis from the
frequency spread according to Eq. 2.20. The residual gas beam profile monitor
(BPM) was used to measure non-destructively the horizontal emittance εx. The
beam size measured with the BPM was cross-checked by beam scraping, taking
into account the ratio of the beta function values at the locations of the two
diagnostic devices. Transverse Schottky noise power spectra from a pick-up of
the stochastic cooling system (measured at the central frequency 1.36 GHz of the
band 0.9− 1.7 GHz) were also used to measure the transverse beam emittances
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Figure 6.10: Longitudinal Schottky spectra recorded every 9 s during the blow-up measure-
ment with the cooler off. The target of Kr gas is switched on at t ≈ 30 s. The spectra show
the longitudinal momentum distribution of the beam.
εx,y using the fact that the area under a sideband is proportional to the emit-
tance εx,y (see e.g. Eq. 5.9). The emittance values obtained in this way were
calibrated against measurements with scrapers both in the horizontal and in the
vertical plane and cross-checked with the BPM in the horizontal plane as already
mentioned in Section 5.2.4.
The time evolution of beam parameters in the presence of the target has been
investigated by means of so-called blow-up measurements. The energy loss and
the phase space growth of the beam due to the target have been measured as a
function of time over approximately 2 min. Before the start of the measurements
the beam was cooled down to the equilibrium state. At time t = 0 the electron
cooler was switched off. Then, after about 30 seconds, to allow for the relaxation
of the beam phase space due to IBS, the gas-jet target was switched on (t = 30 s:
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Figure 6.11: Longitudinal Schottky spectra recorded every 9 s during the blow-up measure-
ment with the cooler off. The target of Ar gas is on at t ≈ 30 s.
target on). The results of the blow-up measurements should demonstrate the
’pure’ target effects, energy loss and straggling. It is obvious from Fig. 6.10
that after the time t ≈ 30 s the frequency decreased due to energy loss in the
Kr target. The signal dropped at a time close to t = 120 s. The reason for
this behavior is the dispersion at the target position and at the position of the
stochastic cooling pickups. The beam moved out from the area of maximum
sensitivity of the stochastic cooling pickups and, therefore, the Schottky signal
dropped as can be seen from Fig. 6.10 and 6.11. The evolution of the Schottky
signal corresponding to the momentum spread is also shown in the Fig. 6.11 for
an Ar target of about 4× 1012 atoms/cm2 thickness. Energy loss due to the Ar
target with the mentioned thickness is less than in the case of the Kr target. This
is caused by the difference in the parameter ξ0 ∝ Z2i Zt/At × ρx [g cm−2] despite
the fact that the same projectile beam 208Pb82+ was used in these experiments.
The values of parameter ξ0 are 0.6 and 0.25 eV for Kr and Ar target respectively.
That is why a stronger effect was observed with Kr target. This is obvious from
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Figure 6.12: Evolution of ∆p/p and εx,y for Ar target (4× 1012 atoms/cm2 ) compared with
BETACOOL result.
the comparison of Fig. 6.10 and Fig. 6.11.
For more detailed investigations of the evolution of the beam parameters the
horizontal emittance and the momentum spread are displayed versus time in order
to verify theoretical predictions.
The blow-up simulations were performed with the BETACOOL code for the
corresponding thicknesses of the Ar and Kr targets. The results obtained with
two options, GAS TARGET and FIBER, in the BETACOOL code for target
effect calculations (see [61]). Originally, the FIBER option was developed for a
pellet target simulations but also can be used for a gas jet simulations in order
to take into account the geometry of the beam-target interaction. The gas-jet
target is represented as an uniform cylinder with an average density determined
by the jet diameter and a density of Ar or Kr gases. The interaction of this
uniform cylinder with the ion beam which has a Gaussian distribution over all
degree of freedom are simulated in the BETACOOL code (the FIBER option).
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Figure 6.13: Evolution of ∆p/p and εx,y for Xe target (2.5 × 1012 atoms/cm2 ) compared
with BETACOOL result for an ’effective’ thickness of 6.2× 1011 atoms/cm2.
This option gives us an opportunity to introduce the ’effective’ thickness men-
tioned in the caption of Fig. 6.13. In fact, it is the thickness of the target in
atoms/cm2 reduced by a certain factor because of the geometrical beam-target
overlap. The input parameters of the BETACOOL code were estimated accord-
ing to the experimental conditions. The jet diameter was fixed at 5 mm and the
required ’effective’ thickness was obtained by the change of other parameters. In
such a way the geometry of the beam-target interaction is taken into account in
simulations.
The evolution of the emittance, which was measured for the horizontal and
vertical plane, and the momentum spread, is shown in Fig. 6.12 and Fig. 6.13.
The complete beam-target overlap is assumed in the BETACOOL simulations
in Fig. 6.12. A disagreement between the measurements and simulations in the
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Figure 6.14: Schematic sketch of beam-target overlap at the target position in the (x,y)
transverse plane. The horizontal size of the beam is larger than the gas-jet diameter (a). The
horizontal size of the beam is equal to the gas-jet diameter (b).
transverse and longitudinal plane was found out if the beam-target overlap is
complete and the geometry of the beam-target interaction is not taken into ac-
count (see Fig. 6.12). The noise power, which was measured for the horizontal and
vertical plane, is proportional to the horizontal and vertical emittance, respec-
tively, if the beam position and intensity are constant. For the vertical plane,
the BETACOOL result, which for simplicity is not shown in Fig. 6.10, was in
qualitative agreement with the experiment. For the horizontal emittance εx how-
ever, BETACOOL predicts a blow-up of the beam in the presence of the target,
whereas the experiment shows a continuous decrease of the transverse Schottky
noise signal which is proportional to the horizontal emittance. Considering now
the absolute magnitudes of the transverse Schottky noise power in Fig. 6.10 for
t < 30 s i.e. when only the IBS acts on the pre-cooled beam, the simulation pre-
dicts systematically larger values of ∆p/p and lower values of εx,y than obtained
experimentally. This is not very surprising since the equilibrium states are sensi-
tive on the choice of the cooling force model. The most unexpected results were
obtained for εx because the signal was reduced drastically after the target was
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switched on. Actually, it does not mean that the horizontal emittance decreases
but only the Schottky signal power dropped. This situation can be explained in
what follows by the influence of the dispersion at the pick-up. This hypothesis
will be confirmed in the next section.
It is obvious from Fig. 6.14 that the geometrical factor plays an important
role in beam-target interaction and its interpretation. For the incomplete beam-
target overlap the particles with large betatron amplitude have less probability
to interact with target atoms. For simulations the real interactions should be
considered and the fraction of the particles, which pass through the target, will
determine the target thickness. In order to clarify the notion of effective thick-
ness in our case only the geometrical factor of beam-target overlap is taken into
account.
Usually there are large horizontal emittance and momentum spread at the
time t = 30 s due to IBS. The β-functions at the target position and the position
of the pickup are known and the size of the beam can be calculated. The gas-jet
diameter was about 5 mm. These two values were compared in order to obtain the
geometrical factor of beam-target overlap. Afterwards the target thickness was
reduced according to this geometrical factor. This effective thickness was used in
the BETACOOL simulations. The results of simulations are in better agreement
with measurements if the geometrical factor of the beam-target overlap is taken
into account.
As already mentioned above, there is only one serious disagreement between
simulations and measurements. It is the decrease of the horizontal Schottky signal
when from the theoretical consideration an increase of this value is expected.
The non-zero dispersion function at the target is probably the reason of this
unexpected decrease.
One of the main parameters characterizing the influence of the target is the
longitudinal heating rate or proportionality factor Λt‖ in Eq. 3.2, for example.
The comparison of the measured and calculated yields for the upper graph of
Fig. 6.13 was done in [76]. A large difference was found between a yield Λt‖ of
1.5 × 10−9s−1 which was obtained from the measurements and the yield Λt‖ =
7.3× 10−11s−1 which is predicted by the theory. The last value of the yield was
obtained for a complete beam-target overlap. The similar calculation can be done
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for the upper graph of Fig. 6.12. The yield of the growth rate Λt‖ for (∆p/p)
2
is 3.3× 10−10s−1. The yield which was calculated in accordance with Eq. 3.5 is
equal to 3.9 × 10−11s−1. Therefore, a discrepancy of one order of magnitude is
found. The only explanation is the dispersion function at the target position.
6.5.1 Dispersion function at the target position
In order to verify the hypothesis of an influence of the dispersion function DT at
the target position on the beam heating observed in the previous experiments the
blow-up measurements were repeated in the ESR in the ’zero’ dispersion mode.
This means that the dispersion at the target position was tuned close to zero.
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Figure 6.15: The evolution of the width of the distribution σ due to energy straggling is
shown in the upper graph. The relative change of the mean frequency ∆f/f caused by energy
loss due to the Kr target (6 × 1012 atoms/cm2) is shown in the lower graph.
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Figure 6.16: Evolution of ∆p/p and εx,y for the Kr target (6×1012 atoms/cm2) compared with
BETACOOL simulations for an ’effective’ thickness of 4.36 × 1012atoms/cm2. The dispersion
function at the target position is DT = 0.09 m.
The blow-up measurements were performed with a 64Ni28+ coasting beam with
a kinetic energy of 400 MeV/u and an intensity of 7×107 particles. Kr target with
a thickness 6× 1012 atoms/cm2 was used. The dispersion function was measured
at the target position by means of small changes of about 4%0 (800 eV change at
218 keV electron cooler energy) of the electron energy in the cooler. The difference
in the beam position measured by scrapers was used to estimate the shift due to
the dispersion function. The precision of the dispersion function measurement
is determined by the precision of the beam scraper movement. This precision
is equal to 0.1 mm. At the standard operation mode the dispersion function
was approximately 1.21 m. A similar measurement of the target dispersion was
performed for the ’zero’ dispersion mode. The dispersion function measured in
74 Experimental results and comparison with simulations
this mode was approximately 9 cm or in other words one order of magnitude
less than in the standard mode. In this case the measured value of the dispersion
function is estimated within 1%0. The Fig. 6.15 illustrates the difference observed
because of the different dispersion functions at the target position.
The growth of the width of distribution due to energy straggling and the
change of the revolution frequency due to energy loss are shown in Fig. 6.15.
There is no difference between measured data for two cases with DT = 1.21 m and
DT = 9 cm [77]. Nevertheless, qualitative difference in the results of the blow-up
measurements is expected if the suggestion about an influence of the dispersion
function is correct. Blow-up measurements at ’zero’ dispersion mode are shown in
Fig. 6.16. These results are shown in Fig. 6.16. The simulations were performed
in the BETACOOL code for ’effective’ thickness of 4.36× 1012atoms/cm2 of the
Kr target. In the previous blow-up measurements a decrease of horizontal power
noise density was observed when the target was switched on (see, for example,
Fig. 6.13). But there is no decrease of the horizontal emittance with time in
Fig. 6.16. At least, the horizontal emittance remains constant when the target
is switched on. Therefore, it can be concluded that the reason of the signal drop
in Fig. 6.13 is the influence of the dispersion at the target position. Namely,
the decrease of power noise density was caused by the shift of the beam away
from the sensitive volume of pickup. This effect was reduced in comparison with
the previous measurements because of the much lower dispersion function at the
target position.
It was noted that because of the different optical settings of the ring a different
dispersion function was at the position of the stochastic pick-up. So the absolute
magnitudes of the horizontal and vertical emittance may be different from the
previous with DT = 1.21 m. However, this does not affect the conclusions on the
relative behavior of the beam during the blow-up measurements.
6.5.2 Energy loss induced by the target
Energy loss is an important process for experiments with internal targets. If it is
not compensated it causes loss of the beam at the acceptance of the storage ring.
In order to estimate energy loss due to the target one can use the results of the
6.5 Beam blow-up studies 75
blow-up measurements. From the observed shift of the center of gravity of the
frequency distribution ∆f/f with time the corresponding energy loss rate was
obtained for targets of different types and thicknesses. The results obtained after
data analysis are shown in Table 6.2. The energy loss per turn and parameter ξ0
were calculated according to Eq. 3.60 and Eq. 3.61.
Target gas Ar Kr Kr Xe
atoms/cm2 4× 1012 5× 1012 6× 1012 2.5× 1012
projectile 208Pb82+ 208Pb82+ 64Ni28+ 208Pb82+
ξ0 0.25 eV 0.6 eV 0.06 eV 0.45 eV
calc. energy loss per turn 3.8 eV 8.9 eV 1.2 eV 6.4 eV
calc. energy loss per turn 0.9 eV 2.1 eV 0.6 eV 1.5 eV
beam-target overlap 24 % 24 % 50 % 24 %
meas. energy loss per turn 0.6 eV 0.8 eV 0.16 eV 0.7 eV
Table 6.2: Energy loss for the different target materials.
The kinetic energy of the beam in all cases mentioned in Table 6.2 was
400 MeV/u and intensity was about 108 particles. The energy loss per turn
for three targets (Ar,Kr and Xe) and the same projectile (208Pb82+) was found
to be very similar ∼ 0.7 eV. The target influence enters in the formula for en-
ergy loss per turn through the parameter ξ0. Qualitatively, the measured energy
loss per turn scales with ξ0 as expected from the theory. The ξ0 parameter is
proportional to the target thickness and the expression Z2i Zt/At which contains
parameters describing the beam and target material. The ion beam size at the
target position when the bare lead beam 208Pb82+ was stored for experiments
(β-function at the target position βT = 15.74 m), calculated from the measured
r.m.s. εx ≈ 1.5 mm mrad (see Fig. 6.13) was larger than the jet diameter. There-
fore, the beam-target overlap is incomplete and the overlap factor between the
beam (assumed to have a Gaussian distribution) and the gas-jet (assumed to have
a uniform distribution) is estimated to be about 24% [76]. In order to evaluate the
geometrical overlap factor one can plot two distributions in the same graph. The
center of the target distribution is assumed to be in coincidence with a center of
the beam distribution for simplicity. An example of the mentioned plot is shown
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Figure 6.17: The estimation of the geometrical overlap factor between the nickel beam with
a kinetic energy of 400 MeV/u and the Kr target with a thickness of 6× 1012 atoms/cm2.
in Fig. 6.17 for the nickel beam 64Ni28+ and the Kr target (6× 1012 atoms/cm2)
the same analysis was done. The beam intensity was about 107 particles in this
experiment. The different values of the betatron function at the beam profile
monitor (βBPM = 38 m) and the target position (βT = 15.74 m) were taken into
account in calculations. The maximum area of the crossing of the distributions
is the area under the Gaussian peak characterizing the distribution of the parti-
cles in the beam. The geometrical overlap factor is estimated to be about 50%
(see Fig. 6.17) if the difference between the values of the betatron function at
the beam profile monitor and the target position are taken into account. For a
proper estimation of the geometrical overlap factor the diameter of the gas jet
was reduced from 5 to 3.6 mm in calculations.
A discrepancy of factor 2− 3 between experiment and calculation is observed
for the 208Pb82+ beam if this simplified overlap model is taken into account. The
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Figure 6.18: The demonstration of the compensation of the target effects by the RF voltage
for 208Pb82+ beam with ana intensity of about 108.
discrepancy of factor 4 between measurements and simulations is observed for the
64Ni28+ beam. Since the thickness of Kr target was the same in the experiments
with the different projectiles (lead and nickel) the only difference in the energy
loss is due to the different charge of the projectile and, consequently, the different
product of the square of the charge of the projectile and the geometrical overlap
factor. Then, one finds (Table 6.2) that the energy loss for the lead beam should
be larger by a factor of 3 than for the nickel beam. The measured values of the
energy loss confirm this scaling although they differ by a factor of 4.
However, the calculated value of the energy loss for the nickel beam is larger
than corresponding values which were measured for the lead beam by factor of
4. All values in Table 6.2 were obtained if the dispersion function at the target
position is 1.21 m. This means that the reason of the discrepancy, occurring
between the calculations and measurements, may be the overestimation of the
geometrical overlap factor for the beam-target overlap. The beam is shifted due to
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the non-zero dispersion function either at the target position or at the stochastic
pick-up position. In this case the beam dynamics is not so straightforward. In
addition, the relative error of the target thickness measurements is about 10%.
All mentioned factors can lead to the disagreement of the measurements and
calculations.
In order to compensate energy loss one can use the RF cavity installed in the
ESR. The measurements of the longitudinal Schottky spectrum were performed
for the lead beam 208Pb82+ with a kinetic energy of 400 MeV/u and intensity of
about 108 particles. The electron current was 30 mA. Xe target with a thickness of
2.5×1012 atoms/cm2 was used in experiments. The measurements were performed
for different RF voltage of 0, 100, 300 and 500 V in order to test that the target
effects can be compensated by the RF. The low energy tail of the longitudinal
Schottky spectrum in Fig. 6.18 is caused by the target effects. Nevertheless, it is
obvious from Fig. 6.18 that this low energy tail are reduced by the RF voltage.
Chapter 7
Studies for the future FAIR
storage rings
The systematic experiments which were performed in the ESR are the basis for
reliable predictions of target effects at the future FAIR storage rings. There are a
number of experiments which are planned to be performed at storage rings of the
future FAIR facility (see vol. 3–5 of [17]). Most of the experiments require high
luminosities in order to access reactions with low cross sections. The problem of
high luminosities was already discussed in Section 3.4. It was mentioned that the
target thickness is very important in order to achieve high luminosities. A pellet
target and gas-jet target are proposed for the HESR and the NESR storage rings,
respectively.
7.1 Simulations for the NESR
Attention was mostly paid to the gas-jet target as this is presently available at
the ESR. Therefore, the predictions will be given for the gas-jet target which is
planned to be used at the NESR storage ring. The aim is to reach experimental
conditions with good statistics for the analysis of the measurements. According
to requirements mentioned in the FAIR Baseline Technical Report the target
densities have to be in the range 1014 − 1015 atoms/cm3 in order to achieve
the required high luminosities. The beam intensity is assumed to be about 108
particles. The kinetic energy of the ion beam will be in the range from 100 up to
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Figure 7.1: Equilibrium beam parameters versus electron current for 132Sn50+ beam with a
kinetic energy of 100 MeV/u and a beam intensity of 108 particles for the NESR storage ring.
Kr target with a thickness of 5× 1013 atoms/cm2 was used in the BETACOOL simulations.
740 MeV/u. Typically, the charge-to-mass ratio Zi/Ai is an important value for
nuclear physics experiments. In this case the neutron rich ion 132Sn50+ was chosen
as a reference particle for the BETACOOL code simulations. As a typical target
Kr with a density of 5×1013 atoms/cm2 was chosen. The Parkhomchuk model of
the cooling force was used for the simulations of the cooling process. The Martini
model was used in order to evaluate the IBS. The lattice structure file was required
for the proper IBS evaluation. The Model beam option was used for simulations.
It was not the latest version of the NESR lattice but this should not affect the
results of the simulations too much. It is valid since the betatron functions at the
locations of interest (gas-jet target, cooler etc.) are similar for all lattice versions
of the NESR due to the experimental requirements. The results of the simulations
are shown in Fig. 7.1. No equilibrium is reached at low current in the cooler. This
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Figure 7.2: Equilibrium beam parameters versus electron current for 132Sn50+ beam with a
kinetic energy of 740 MeV/u and a beam intensity of 108 particles for the NESR storage ring.
Kr target with a thickness of 5× 1013 atoms/cm2 was used in the BETACOOL simulations.
means that heating due to the target cannot be compensated by cooling. The
reason was discussed in the previous chapters. It is very important to consider
in detail the dependence of the equilibrium beam parameters on the electron
current in the cooler. The values of the equilibrium beam parameters which
were obtained in the BETACOOL simulations for the NESR are approximately
one order of magnitude lower than the values of equilibrium parameters for the
ESR. This calculated behavior is caused by various reasons. One of them is the
improvement of the electron cooler in the NESR in comparison with the ESR
cooler. The longitudinal magnetic field of 0.2 T in the cooling section of the
NESR electron cooler is higher than in the cooling section of the ESR cooler.
The length of cooling section of the NESR is planned to be 5 m which is two
times longer than the length of cooling section of the existing ESR cooler. The
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electron density in the NESR cooler is planned to be higher than in the ESR cooler
because of smaller radius of the electron beam. The mentioned factors increase
the cooling effect and, consequently, decrease the values of the equilibrium beam
parameters.
From the BETACOOL simulations it can be concluded that the NESR cooler
will play an important role in the beam quality improvement. Namely, a de-
crease of horizontal emittance will reduce the beam size because the horizontal
β-function at the target position in the NESR is about 10 m instead of about 16
m at the target position in the ESR. Therefore, the horizontal beam size can be
considerably reduced by the appropriate choice of the electron beam diameter for
an optimal electron-ion beam overlap. The same statement is valid for the verti-
cal plane, too. The parameter ξ0 which characterizes the target effect is 6.21 and
1.7 eV for 100 and 740 MeV/u, respectively. These values are one order larger
than the corresponding values in Table 6.2 because of the increased target thick-
ness. The target influence in the NESR experiments will be comparable with the
influence of the gas-jet target in the existing ESR. The BETACOOL simulations
show that heating due to the Kr target with a thickness of 5× 1013atoms/cm2 is
compensated in a wide range of electron currents except of low current below 50
and 100 mA for 100 and 740 MeV/u, respectively. Therefore, experimental re-
quirements are satisfied as one can concluded from the BETACOOL simulations
which were made for typical beam and gas-jet target thickness, planned to be
used in the NESR experiments.
7.2 Simulations for the HESR
The HESR of the future FAIR facility is a challenge from many points of view
such as technical and experimental. According to the requirements the average
pellet target thickness has to be 4× 1015 atoms/cm2 in order to achieve the re-
quired luminosity. Reliable predictions of the target effects are important for the
future experiments. The antiproton beam will have kinetic energy from 0.8 to
8 GeV and an intensity of about 1010 particles. Recently it was decided to use
the normal conducting instead of the super-ferric solution for the HESR design.
One has to use a lattice structure file of the HESR in order to evaluate IBS in
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Figure 7.3: Equilibrium beam parameters versus electron current for the antiproton beam
with a kinetic energy of 0.8 GeV and a beam intensity of 1010 particles for the HESR storage
ring. Hydrogen target with a thickness of 4 × 1015 atoms/cm2 was used in the BETACOOL
simulations.
the BETACOOL code. The lattice structure file for the super-ferric solution of
the HESR was used for the IBS evaluation. It can be done because of the similar
values of the betatron function at the target and electron cooler in the HESR.
The BETACOOL simulations were performed in order to obtain the dependence
of the equilibrium beam parameters on the electron current as it was obtained
for the NESR. For the simulations kinetic energies of 0.8 and 8 GeV were used as
the upper and lower energy limits. The RMS Dynamics option was used for the
BETACOOL simulations in order to obtain the results which can be compared
with other ones (see, for example [28]). The GAS-JET TARGET option of the
BETACOOL program was used for target effects simulations. The electron cur-
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Figure 7.4: Equilibrium beam parameters versus electron current for the antiproton beam
with a kinetic energy of 8 GeV and a beam intensity of 1010 particles for the HESR storage
ring. Hydrogen target with a thickness of 4 × 1015 atoms/cm2 was used in the BETACOOL
simulations.
rent was varied in the range from 50 to 800 mA. The simulation results of the
BETACOOL simulations for two kinetic energies of 0.8 and 8 GeV are shown
in Fig. 7.3 and 7.4. No equilibrium is reached at low electron currents. This is
similar to measurements and simulations which were made for the ESR. The equi-
librium beam parameters which were obtained in the simulations for the HESR
are smaller than the corresponding values for the NESR. It can be explained by
the larger value of the relative cooler length η = Lcool/C0 of about 0.04 for the
HESR instead of about 0.02 for the NESR. The pellet target granularity is not
taken into account in the present simulations. This means that the increase of
the local density in the target is not considered in this work. Nevertheless, from
Fig. 7.3 and 7.4 it is obvious that the heating due to the target is compensated
in a wide range of the electron currents. The equilibrium beam parameters are
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Figure 7.5: Equilibrium beam parameters versus beam intensity of the stored antiproton
beam for hydrogen target (4× 1015 atoms/cm2). The electron current is fixed at 400 mA.
larger for the lower kinetic energy of 0.8 GeV of the antiprotons than for the
higher kinetic energy of 8 GeV. It can be concluded from the comparison of the
Fig. 7.3 and Fig. 7.4 that the momentum spread is larger for the low kinetic
energy of the antiprotons. The transverse emittance is also larger for the low
kinetic energy of the antiprotons.
The dependence of the equilibrium beam parameters on the beam intensity
calculated in the BETACOOL code is shown in Fig. 7.5. The kinetic energy of
the antiprotons was 8 GeV in the BETACOOL simulations. The beam intensity
was varied in the range 107 − 1010 particles. The Parkhomchuk model was used
for the cooling force. The effective velocity was 104 m/s due to the magnetic field
errors expected in the HESR cooler. The electron current of 400 mA was used
in simulations. The equilibrium beam parameters obtained in the BETACOOL
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simulations are reliable that can be confirmed by the comparison with the pre-
dictions for the r.m.s. equilibrium beam parameters in [28]. The electron density
ne of 10
13 m−3 was assumed for the calculations in [28]. On the other hand, the
electron current of 400 mA that corresponds to 6.8 × 1013 m−3 was used in the
present simulations. There is also small difference in the values of the betatron
functions at the cooler and target position. Nevertheless, the predictions of [28]
are in good agreement with the BETACOOL simulations, at least, for the an-
tiproton kinetic energy of 8 GeV. The simulations were performed only for the
r.m.s. beam parameters if the distribution of the particles in the beam is assumed
to be Gaussian but in reality the particle distribution can be non-Gaussian. At
the moment one can use the PETAG01 code in order to obtain results taking into
account the effect of the low energy tails occurring due to the target.
Chapter 8
Conclusions and outlook
Systematic experiments were carried out in the Experimental Storage Ring at
GSI with highly charged ion beams with a kinetic energy of 400 MeV/u interact-
ing with targets (Kr, Ar and Xe gas) of comparable thicknesses. The intensity of
the cooled ion beam was about 108 particles. The dependence of the equilibrium
beam parameters on the applied electron cooling current was measured in order
to investigate the interplay between electron cooling and intrabeam scattering.
Then the experimental results were compared with the BETACOOL code simu-
lations. The equilibrium beam parameters were also determined when the gas-jet
target was switched on and off in order to evaluate its influence on the stored
beam. These measurements were compared with the BETACOOL simulations.
Several models of the cooling force were used in the simulations. In all cases the
discrepancy between measurements and simulation was a factor of 2−3 or better.
The blow-up measurements gave us an opportunity to reduce intrabeam scat-
tering and to measure ’pure’ target effects. A first disagreement between mea-
sured and calculated longitudinal heating rates was found in the present work. A
decrease of the transverse Schottky signal was observed in the horizontal plane.
The influence of the dispersion function at the target position was assumed to
be the reason for that. The beam was moved out of the sensitive area of the
stochastic pick-up due to the dispersion function. This hypothesis was confirmed
because no decrease of the horizontal Schottky signal occurred by tuning the dis-
persion function at the target position close to zero. Concerning the energy loss a
discrepancy between the measured and calculated values was observed. The rea-
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son for this discrepancy was not clear. Nevertheless, the systematic behavior in
the experiments could be basically reproduced by the BETACOOL simulations.
Therefore, the predictions should be reliable with an acceptable uncertainty.
Three main aspects of the target influence on the beam were considered in
the present work. First, luminosity is the figure of merit for the experiments
with an internal target. The target experiments at the future FAIR facility
are planned to be carried out with antiprotons and highly charged heavy ions
beams. The proper way to increase the luminosity is using a thick target during
experiments. Intuitively expected, the thick target with large mass number At
will significantly increase the luminosity. Studies in this thesis show that the
parameter ξ0 which is proportional to the target thickness is the most important
parameter characterizing target effects, namely, energy loss and straggling. This
parameter ξ0 was similar for the gas-jet targets which were used in the ESR
experiments (see Table 6.2) except the case when lighter ions were stored in the
ring. This is expected because of the dependence of the parameter ξ0 on the
charge of the incident ion and the ion beam velocity.
The second factor which is very important to reach high luminosity is the
beam-target overlap in the interaction point. From this study it can be con-
cluded that the beam-target overlap cannot be neglected for the planning of
future experiments as well as for the interpretation of experiments. The geomet-
rical factor obtained from the calculation of the overlap of the ion and the gas jet
distribution was introduced in this work to improve the results of simulations of
the BETACOOL code (see Section 6.6.2). The results of the simulations were in
good agreement with measured data (for the lead beam) if this overlap factor is
taken into account. One can improve this consideration by taking into account
more realistic distributions for ion and electron beam. For example, a Gaussian
distribution should be used for the gas jet which is similar to the profile measured
during target experiments at the ESR. Probably, the detailed dynamics of the
beam-target interaction should be taken into account, too.
The third factor is the value of the dispersion function at the target position.
The influence of this value on the beam parameters was also investigated in this
thesis by changing the optical settings of the storage ring. There is no difference
between measurements with the different values of the dispersion function at the
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target position in terms of energy loss. But there is a significant difference for the
straggling of the beam in the longitudinal and horizontal plane, for the different
values of the dispersion function. The influence of the dispersion function at the
target position on the beam parameters was confirmed when the gas-jet target
was switched on. Consequently, this effect should also be taken into account for
the correct prediction of target effects, energy loss and straggling.
The results of the present work can be useful for further developments of the
gas-jet target in the ESR which is planned for March 2008 by the R. Grisenti
group from Frankfurt University (see [19]) and which is a development for the
new FAIR facility. Several modifications will be made in the existing ESR gas-jet
target in the frame of an R&D program for the future NESR internal target. The
goal of this development is an increase of the target thickness and better target
localization and, consequently, luminosity by means of the gas-jet target design
improvements. The increase of the target thickness gives some complications for
reliable predictions. The granularity effect should be significant in the case of a
dense target. The considerations used in the present work are difficult to apply,
if the target is not a gas. Nevertheless, for a first estimation the target model
which is implemented in the BETACOOL code is sufficient if the geometrical
factor of the beam-target overlap is properly taken into account. For a target
with better localization (smaller diameter) the overlap is reduced, only a fraction
of the particles interact with target atoms. The BETACOOL target model will be
improved in the near future and can be used for further optimizations of target
and cooling. Experiments with the modified target in the ESR will be a next
important step towards a better understanding of the target effects which are
expected in the NESR and HESR rings of the FAIR project. The BETACOOL
code was proven to be an useful tool for the prediction of target effects in the
future storage rings of the FAIR facility.
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