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Abstract
Exponential estimates are proved for the error of computing a finite set of extreme
eigenvalues and corresponding eigenvectors of a bounded operator by means of the
Arnoldi method. An analogous estimate for computation of an operator function is
given. Numerical examples are presented. Ó 1999 Elsevier Science Inc. All rights re-
served.
AMS classification: 65F15; 47A10
Keywords: Arnoldi method; Matrices; Bounded operators; Spectrum; Numerical range; Outermost
eigenvalues; Exponential convergence; Green function
1. Introduction
The Arnoldi method [2; 13, Section 16] to compute eigenpairs of nonsym-
metric matrices was revived in 1980s owing to Y. Saad’s papers and is used: to
compute a part of the spectrum [21,22]; to solve nonsymmetric systems of
linear equations [23]; in methods of solving linear systems [4,25]; as a tool to
evaluate the spectrum in iterative methods of solving linear systems [6,9]; to
solve systems of ordinary dierential equations [3,8] and to compute matrix
exponential [7,24,10].
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However, still few years ago users [17] were sorry about the absence of
general conclusions on the speed of the convergence, conclusions on the con-
vergence when solving a linear system with an indefinite matrix.
In [14] Arnoldi’s method was investigated as a means of approximately
computing
u  f Au; 1:1
where f is a function analytical in A’s field of values and u is a given vector. An
error bound was obtained.
In the present paper we study convergence of a finite set of geometrically
extreme eigenvalues and corresponding eigenvectors in Arnoldi’s method. This
topic is natural: first, it is the outermost eigenvalues that are required when
evaluating the spectrum in an iterative method; second, the maximum-modulus
theorem gives no reasonable hope to find an eigenvalue, separated from infinity
by the rest of the spectrum. Then, we investigate Arnoldi’s method as a means
to compute (1.1) in the situation, when the function f is allowed to have
singularities among A’s outermost eigenvalues. The construction of the part of
A’s spectrum, not being attributed to the ‘‘edge’’, is not essential; that is why
we deal with bounded operators in a Hilbert infinite-dimensional space instead
of matrices. Positive points and some diculties in working with infinite
spectra by means of potential theory (with respect to solving linear systems) are
in detail described in [5]. Also mentioned is that the whole book [18] is devoted
to bounded operators in Krylov subspace processes.
The case of a normal matrix A was considered in [15], where similar results
were established, but now the nonnormal case forced us to partially change the
technique.
Angular brackets handi will denote the scalar product, the symbol dist the
distance in a metric space, the symbol span the subspace, spanned on a given
set of vectors, the symbol diag the diagonal matrix with given diagonal ele-
ments, the symbol K will mean the same as O. The letter I will denote the
identity matrix or operator. The symbols C and N will stand for the sets of
complex and natural numbers, respectively.
2. Statement of the problem and auxiliary propositions
Let H be a Hilbert space, A : H!H be a bounded linear operator, u be
an element of H with kuk  1. We shall consider Arnoldi’s process with A and
u. Let k1; . . . ; ks (s P 1) be dierent eigenvalues of A,
n 
Ys
i1
A
"
ÿ kiIu
#
2H; 2:1
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G be the closure of the linear subspace span n;An;A2n; . . .f g. 1 Being the clo-
sure of an invariant subspace, G is invariant itself, and we can define the re-
striction B  AjG : G! G and the closure K of B’s field of values. As for
matrices [12, Ch. 1] it can be shown that K is a convex compact set in the
complex plane C. We may suppose that dim G  1, otherwise it will be
nothing to prove.
Without loss of generality, we shall assume that H  S1m1KmA;u. This
is not restrictive, because the performance is going on in the mentioned closed
subspace, and will permit us to consider the matrix representations of con-
sidered operators.
Note that it follows from the definition of n and [28, Section 21, Theorem 2]
that G equals the orthogonal complement of the kernel of the operatorQs
i1 A
 ÿ kiI
ÿ 
. In particular, if Ay  ky, where k is one of the numbers
k1; . . . ; ks, then y ? G.
We shall investigate convergence of the eigenvalues k1; . . . ; ks provided
k1 62 K; . . . ; ks 62 K: 2:2
Lemma 1. If k 2 C n K, then the operator Bÿ kI : G! G is invertible and
B
 ÿ kIÿ16distk;Kÿ1:
Proof. Set d  distk;K and suppose p  Bÿ kIq, where p; q 2 G and
kpk  1. Then we have
jhp; qij  hBq; qi
 ÿ kkqk2  hBq; qikqk2
 ÿ k
  kqk2 P dkqk2;
whence dkqk26 kpk  kqk and kqk6 dÿ1. The last inequality, combined with
boundedness of B, means that the linear subspace Bÿ kIG in G is home-
omorphic to G. So, Bÿ kIG is complete and, therefore, closed in G. If g 2 G
and h is the orthogonal projection of g on Bÿ kIG [1, part 1, Ch. 1, Section
7], g ÿ h ? Bÿ kIG and, in particular,
0  hBÿ kIg ÿ h; g ÿ hi  hBg ÿ h; g ÿ hi ÿ kkg ÿ hk2;
which implies g  h. The desirable surjectivity of Bÿ kI has been proved. 
Let W be the function, conformally and univalently mapping the comple-
ment to the unit circle w 2 C [ f1g j jwj > 1f g onto the complement to K in the
1 The product symbol in (2.1) stands for the composition of operators.
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extended complex plane under the conditions W1  1, W01 > 0, U be the
function, inverse to W, ti  Uki. Define for future use (e.g., in Lemma 2)
the terms
ei j ti jÿm mc1 ; 2:3
where the constant c1 P 1 depends on the form of K and ei is the principal part
of estimate (6.3) from [14] for the error of solving a linear system. Note that
jtijÿ1 are analogs of the convergence factors in Kaniel and Saad’s estimates [19,
Section 12.4]. Notwithstanding the fact that the monomial mc1 is not very es-
sential, it is also mentioned that c1 reflects ‘‘angularity’’ of the boundary of K;
if oK is smooth, then c1  1.
We shall denote by Km:; : the m-dimensional Krylov subspace, where the
first and the second arguments are an operator and a vector, generating the
subspace, respectively.
Lemma 2. There exist normalized eigenvectors z1; . . . ; zs 2H of the operator A,
belonging to the eigenvalues k1; . . . ; ks, respectively, and coefficients
u1; . . . ;us 2 C, such that
KmA;u  span u1z1f Oe1; . . . ;uszs Oesg KmÿsB; n; 2:4
as m > s tends to 1.
Proof. Using the Lagrange interpolation polynomials, constructed at the nodes
k1; . . . ; ks, we obtain
KmA;u  span
Ys
i61
i1
k1
h8><>: ÿ kiÿ1Aÿ kiI
i
u; . . . ;
Ys
i6s
i1
ks
h
ÿ kiÿ1Aÿ kiI
i
u;B0n; . . . ;Bmÿsÿ1n
9>=>;: 2:5
Because of the definition of n, (2.2) and Lemma 1,
Aÿ kjI
Ys
i6j
i1
A
264 ÿ kiIuÿ Bÿ kjIÿ1n
375  0 j  1; . . . ; s:
Consequently, there exist representationsYs
i6j
i1
kj
h
ÿ kiÿ1Aÿ kiI
i
u  ujzj 
Ys
i6j
i1
kj ÿ kiÿ1Bÿ kjIÿ1n 2:6
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with zj an eigenvector, associated with kj, and some number uj.
Further, Lemma 1 enables us to prove the estimate
dist
Ys
i6j
i1
kj ÿ kiÿ1Bÿ kjIÿ1n;KmÿsB; n
24 35K ej; j  1; . . . ; s 2:7
in the same way as that for matrices in [14, Section 6]. The proof in [14] used
the initial piece of the operator Faber series for the operator Bÿ kjIÿ1 and
for the compact K, and contour integration of the resolvent to estimate the tail
of the series. (We shall meet a similar technique in Sections 4 and 5.)
Formulae (2.5)–(2.7) imply the assertion of the lemma. 
We shall assume that
u1 6 0; . . . ;us 6 0; 2:8
otherwise we could decrease s, removing the multiplier Aÿ kiI in (2.1) in the
case ui  0. Define
dj  ej=uj; 16 j6 s; 2:9
where ej come from (2.3).
Corollary 1. Under assumptions (2.2) and (2.8),
KmA;u  span z1f  D1; . . . ; zs  Dsg KmÿsB; n
with some Dj 2H, kDjkK dj  j  1; . . . ; s.
Proof. The vectors dj can be taken in the form Dj  Oej=uj with Oej from
(2.4). 
We can reckon that kzj  Djk  1.
Lemma 3. The cosets z1  G; . . . ; zs  G are linearly independent in the factor-
space H=G.
Proof. Since AG  G, A induces the correctly defined linear operator
h G 7! Ah G on H=G, and kj; zj  G are its eigenpairs with distinct ei-
genvalues. 
Note that summarizing the equalities (2.6) for j  1; . . . ; s, we obtain the
congruence u Psj1 ujzjmod G, i.e., the numbers uj are the coecients in
the expansion of u G in the basic cosets zj  G. The next lemma is a part of
Theorem 2.11 from [26].
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Lemma 4. Let T be a bounded linear operator, having a bounded inverse and
defined on a Banach space B, g 2 B and W : B! B be a map, satisfying the
conditions
kW xk6 gkxk2; x 2 B 2:10
and
kW x ÿ W yk6 2g maxj xk; j ykkxÿ yk; x; y 2 B; 2:11
for some g P 0. If
4gkgk  Tÿ1 2 < 1; 2:12
then there exists a solution x of the equation
Tx  g  W x
with
kxk6 2kg j  Tÿ1 :  2:13
3. Approximation of the outermost eigenpairs
For brevity of notations, we shall use matrices, whose components are op-
erators, and handle them according to the usual matrix rules. For h 2H, h
will denote the linear functional H! C, g 7! hg; hi. The operator A will be
assumed to act on matrices in the componentwise manner, say,
Az1 . . . zs  Az1 . . . Azs. Set also gij  gji, gij 2H.
Theorem 1. Let conditions (2.2) and (2.8) hold. Then the Arnoldi method, ap-
plied to the operator A and the vector u, for m > s steps will produce such ap-
proximate eigenpairs h1; r1; . . . ; hm; rm that, under an appropriate enumeration
and normalization, the estimates
ki ÿ hi K di i  1; . . . ; s 3:1
and
kzi ÿ rikK di i  1; . . . ; s 3:2
are valid, where the quantities di are defined in (2.9).
Proof. It is sucient to prove the estimates for k1 and z1. We may suppose
without loss of generality that k1  0. Remark in advance that some terms in
the proof should be ignored if s  1.
Let p1; . . . ; pmÿs be an orthonormal basis of KmÿsB; n. Define ~zi  zi  Di
(16 i6 s, the vectors Dj were introduced in the corollary to Lemma 2),
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Z  z2 . . . zs; Zm  ~z2 . . . ~zs;
Pm  p1 . . . pmÿs; K  diagk2; . . . ; ks:
Orthogonalize the vectors ~z2; . . . ;~zs against p1; . . . ; pmÿs and apply the Gram–
Schmidt procedure to the sÿ 1 obtained vectors. This gives
Qm  ZmRm  PmSm; 3:3
where Qm  ~q2 . . . ~qs is a row of sÿ 1 orthonormal vectors, Rm is an upper
triangular sÿ 1  sÿ 1 matrix, Sm is an mÿ s  sÿ 1 matrix and
QmPm  0. Lemma 3, combined with the estimate of the corollary to Lemma 2,
guarantees us that, for suciently large m, the described operation can be
really performed, Zm tending to Z, Qm tending to some orthonormal
Q  q2 . . . qs 2Hsÿ1 and Rm tending to a nonsingular sÿ 1  sÿ 1 matrix
R as m!1. (Componentwise convergence is assumed here.) Use of ortho-
normality and (3.3) yields I  QmQm  QmZmRm  PmSm  QmZmRm. Passing
to the limit, we have QZR  I . Since Q  ZRmod Gsÿ1 and q2; . . . ; qs ? G, we
get AQ  AZR  ZKRmod Gsÿ1 and
QAQ  QZKR  Rÿ1KR: 3:4
We wish to reduce the proof to application of Lemma 4. To do this, for-
mulate the Ritz problem for KmA;u in terms of the basis
~z1 ~q2 . . . ~qs p1 . . . pmÿs
 
:
We seek a Ritz value k 2 C and a (nonnormalized) Ritz vector
1 yTxT T, y 2 Csÿ1, x 2 Cmÿs. The appearing quadratic system of equations
~z1AD1 ~z

1AQm ~z

1APm
QmAD1 Q

mAQm Q

mAPm
P mAD1 P

mAQm P

mAPm
0@ 1A 1y
x
0@ 1A  k k~z1k2 ~z1Qm ~z1PmQm~z1 I O
P m~z1 O I
0B@
1CA 1y
x
0@ 1A
may be rewritten in the form
T
y
x
k
0@ 1A  ÿ QmAD1P mAD1
~z1AD1
0@ 1A W y; x; k; 3:5
where
T 
QmAQm Q

mAPm ÿ Qm~z1
P mAQm P

mAPm ÿ P m~z1
~z1AQm ~z

1APm ÿ 1
0B@
1CA
and
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W y; x; k  k
I O
O I
~z1Qm ~z

1Pm
0@ 1A y
x
 
:
The constant term in (3.5) can be easily estimated by means of orthonor-
mality of Qm, Pm and the corollary to Lemma 2:
QmAD1
P mAD1
~z1AD1
0@ 1A
K kAD1kK kD1kK d1: 3:6
Further, (2.10) and (2.11) are here transformed into
kW y; x; kkK kkkkxk  kykK
y
x
k
0@ 1A

2
3:7
and
kW y1; x1; l1 ÿ W y2; x2; l2k 3:8
6 j l1 j
I O
O I
~z1Qm ~z

1Pm
0B@
1CA y1 ÿ y2
x1 ÿ x2
 

 jl1 ÿ l2j
I O
O I
~z1Qm ~z

1Pm
0B@
1CA y2
x2
 

K j l1 j ky1 ÿ y2k  kx1 ÿ x2k j l1 ÿ l2 j ky2k  kx2k
K
y1
x1
l1
0B@
1CA
 ÿ
y2
x2
l2
0B@
1CA
 max
y1
x1
l1
0B@
1CA

;
y2
x2
l2
0B@
1CA


264
375;
respectively, the coecient g from Lemma 4 being of the order 1.
Now, let us turn to the linear part of (3.5), i.e., the matrix T. Introduce an
approximating matrix,
T0 
QAQ O ÿ Qz1
P mAQ P

mAPm ÿ P mz1
z1AQ z

1APm ÿ 1;
0@ 1A
and its left upper 2 2 block submatrix
G  R
ÿ1KR O
P mAQ P

mAPm
 
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(we used (3.4)). As m!1, we have kD1kK d1, kQm ÿ Qk  o1, whence
QmAQm
 ÿ QAQ6 QmAQm ÿ Q Qm ÿ QAQ  o1;
P mAQm
 ÿ P mAQ6 kAQm ÿ Qk  o1;
~z1AQm
 ÿ z1AQ6 D1AQm  z1AQm ÿ Q  o1;
QmAPm
   Qm ÿ QAPm  P mAQm ÿ Q6 AQmk ÿ Qk  o1;
~z1APm
 ÿ z1APm  P mAD1 K d1;
Qm~z1
 ÿ Qz16 Qm ÿ Q~z1 QD1k k  o1;
P m~z1
 ÿ P mz1  P mD1 6 kD1kK d1:
So,
kT ÿ T0k  o1; m!1: 3:9
Set H  P mAPm  P mBPm. For H is the orthogonal projection of B onto
spanfp1; . . . ; pmÿsg, the field of values of H is contained in the one of B [14,
Section 2], and, according to Lemma 1, we have kHÿ1k6 dist0;Kÿ1 K 1.
Taking into account that kP mAQk6 kAQkK 1 gives the inequality
kGÿ1k  R
ÿ1KR O
P mAQ H
ÿ1
    Rÿ1Kÿ1R OÿHÿ1P mAQRÿ1Kÿ1R Hÿ1
  K 1:
3:10
Due to Lemma 3, the orthogonal projection z1 of z1 on the closed invariant
subspace spanfz2; . . . ; zsg  G satisfies kz1k < 1. If z^1 is the projection of z1
onto spanfq2; . . . ; qs; p1, . . . ; pmÿsg, then, evidently, z^1 ! z1 as m!1. De-
fine
U  q2 . . . qs p1 . . . pmÿs
and show that the matrix D  Gÿ U z1z1AU is regular for large m. In fact,
D  U AU ÿ U z1z1AU  U AU ÿ U z^1z^1AU  o1;
because z1 ÿ z1 Q  0 and z1 ÿ z1 ? G. Make a transform U  YV , where V is
a unitary mÿ 1  mÿ 1 matrix and Y is a row of mÿ 1 orthonormal
vectors with the first component z^1=kz^1k, if z^1 6 0, and Y  U in the opposite
case. We then obtain:
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D  V  Y AY

ÿ Y z^1z^1AY

V  o1
 V  Y AY

ÿ kz^1k2e1eT1 Y AY

V  o1
 V  I
h
ÿ kz^1k2e1eT1

Y AY
i
V  o1
 V  I
h
ÿ kz^1k2e1eT1

VGV 
i
V  o1
with e1  1; 0; . . . ; 0T 2 Cmÿ1. The fact z^1k k ! z1k k < 1 and formula (3.10)
yield
Dÿ1
 K I ÿ kz1k2e1ÿ1  Gÿ1 K 1: 3:11
Consider now T0. Since z1AU
   U Az1k kK 1, (3.11) gives
Tÿ10
   G ÿU z1
z1AU ÿ1ÿ1
  


 
Dÿ1 ÿDÿ1U z1
z1AUD
ÿ1 ÿz1AUDÿ1U z1 ÿ 1
!K 1: 3:12
Finally, it follows from (3.9) and (3.12) that
T ÿ1
 K 1; m!1: 3:13
Now, on gathering (3.6)–(3.8) and (3.13), we see that conditions (2.10)–(2.12)
in Lemma 4 with B  Cm are satisfied for suciently large m. Estimate (2.13)
is, therefore, applicable in the form k k yTxT TkK d1. This instantly validates
(3.1) with k1  0, h1  kK d1. As to (3.2), we have for the obtained nonnor-
malized Ritz vector
z1
 ÿ ~z1 Q Pm
1
y
x
0@ 1A6 kD1k  kQyk  kPmxkK d1;
and this estimate is not spoilt by normalization. 
4. The resolvents and companion matrices
Let us denote by Uk (k 2 N) the Faber polynomials [27], constructed on K,
by Cq the isoline of Green’s function [29, Ch. 4],
Cq  Ww j w 2 C; jwjf  qg; q > 1; 4:1
(the function W was defined in Section 2, between Lemmas 1 and 2). If
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Ww  bw
X1
k0
bkw
ÿk; jwj > 1; b > 0; bk 2 C
is the Laurent expansion of W at1, then Uk are defined by the recurrence [27,
Ch. 2, Section 2, (6)]
U0  1; bUk1k ÿ kUkk 
Xk
m0
bmUkÿmk  kbk  0; k 2 N
and possess the properties
max
k2K
jUkkj6 2; 4:2
jUkjk K jUkkjK jUkjk; k 2 C n K 4:3
(see [27, Ch. 9, Section 3, Theorem 10; Ch. 2, Section 3, (8)]),
max
k2K
jU0kkj6 c2Kk2 4:4
(is caused by convexity of K and Markov’s inequality).
Let also H denote the m m Hessenberg matrix, produced by the first m
steps of Arnoldi’s process with A and u, and U the corresponding system of the
m orthonormal Arnoldi vectors.
Lemma 5. If q > 1 from (4.1) is sufficiently close to 1, then
max
k2Cq
kI
 ÿ Aÿ16 c3q 4:5
and
max
k2Cq
kI
 ÿ Hÿ16 c3q 4:6
for sufficiently large m.
Proof. Let p1; . . . ; pmÿs, m  s 1; s 2; . . . ; be an orthonormal basis of
KmB; n. Introduce
P  p1 p2 . . . 2HN; K  diagk1; . . . ; ks; Pm  p1 . . . pmÿs;
Z  z1 . . . zs; Zm  ~z1 . . . ~zs
 
:
As well as in the proof of Theorem 1, Lemma 3 guarantees existence of equality
(3.3), but now with Qm a row of s orthonormal vectors, Rm an upper triangular
s s matrix, Sm an mÿ s  s matrix and QmPm  0. Analogously, we have
Zm ! Z, Qm ! Q  q1 . . . qs, Rm ! R with q1; . . . ; qs ? G and with valid (3.4).
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In the basis q1 . . . qs p1 p2 . . . the operator A has a block infinite matrix
representation [1, Part 1, Section 26]
A  Q
AQ QAP
P AQ P AP
 
 R
ÿ1KR O
P AQ B
 
;
where B is identified with P BP . Thus, the resolvent may be written in the form
kI ÿ Aÿ1  R
ÿ1kI ÿ Kÿ1R O
ÿkI ÿ Bÿ1 P AQ Rÿ1kI ÿ Kÿ1R kI ÿ Bÿ1
 
: 4:7
We can consider qÿ 1 so small that k1; . . . ; ks 62 Cq. Using the inequality
P AQk k6 kAQkK 1, Lemma 1 and compactness of Cq, we derive (4.5) from
(4.7).
Similarly, denoting P mBPm by G, we see that H is unitarily equivalent to
QmAQm Q

mAPm
P mAQm G
 
 R
ÿ1KR O
P mAQ G
 
 o1;
so that
kkI ÿ Hÿ1kK R
ÿ1kI ÿ Kÿ1R O
ÿkI ÿ Gÿ1 P mAQ
ÿ 
Rÿ1kI ÿ Kÿ1R kI ÿ Gÿ1
 !
:
In view of the fact that G, being an orthogonal projection of B, satisfies
kkI ÿ Gÿ1k6 distk;Kÿ1, this follows (4.6). 
Lemma 6. If q > 1 is sufficiently close to 1, then, for appropriately large m,
there lie exactly mÿ s Ritz values hs1; . . . ; hm inside Cq, h1; . . . ; hs tending to
k1; . . . ; ks, respectively.
Proof. (Owing to Theorem 1, only the first assertion really needs to be proved.)
Ostrowski’s theorem [11, Section 6.4] in its block version, applied to the matrix
Rÿ1KR o1 o1
P mAQ o1 G
 
;
which is unitarily equivalent to H, infers that the spectrum of H is contained in
k j G
 ÿ kIÿ1ÿ16o1 [ k j Rÿ1KRÿ ÿ kIÿ1ÿ16o1
 fk j distk;K6 o1g [
[s
i1
fk j jkÿ kij6 o1g: 4:8
The proof is completed with the standard continuity reasoning [11, Section 6.1]
because the sets, unifying in (4.8), have empty intersections for large m, and if
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the diagonal blocks are annulled, then s eigenvalues must be located near
k1; . . . ; ks, and the rest of mÿ s ones are forced to lie in K. 
Lemma 6 enables us to connect with each index 16 i6 s H’s companion
matrix Xi, associated with the Ritz value hi approximating ki (i.e., the
matrix rilTi with Hri  hiri, HTli  hili, lTi ri  1, ri; li 2 Cm; see [16, Sec-
tion 2.5]).
It follows from the definition of a function of an operator [20, Ch. 10] that if
a function f is defined and analytical in an open vicinity of K [ fk1; . . . ; ksg,
then
f Au 
Xs
j1
f kjujzj 
1
2pi
Z
Cq
f kkI ÿ Aÿ1u dk 4:9
and
Uf He1 
Xs
j1
f hjUXje1  1
2pi
Z
Cq
f kkI ÿ Hÿ1e1 dk: 4:10
It is supposed that q is close enough to 1 and m is large enough.
Lemma 7. For the companion matrices, the estimates
lim
m!1
kuizi ÿ UXie1k1=m6 jtijÿ1; i  1; . . . ; s;
hold.
Proof. Let q > 1 be close to 1, so that Lemma 6’s assertion be applicable.
Define the polynomial of degree mÿ 1
f k 
Ys
i2
k
h
ÿ hih1 ÿ hiÿ1
i
 Umÿsk
Umÿsh1
it is correctly defined for large m and satisfies
f h1  1; f h2      f hs  0: 4:11
By Corollary 2 in [14], f Au  Uf He1, or (see (4.9)–(4.11))Xs
j1
f kjujzj 
1
2pi
Z
Cq
f kkI ÿ Aÿ1udk
 UX1e1  1
2pi
U
Z
Cq
f kkI ÿ Hÿ1e1 dk;
whence
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ku1z1 ÿ UX1e1k6 jf k1 ÿ 1j  ju1j 
Xs
i2
jf kiuij
 1
2p
Z
Cq
jf kj kI
h ÿ Aÿ1 kI ÿ Hÿ1idk: 4:12
Using smoothness of W, estimates (3.1), (4.2)–(4.4) and the Bernstein–Walsh
lemma, we obtain
f kk ÿ f hkK dk max
k2Cjtk jc4dk
f 0k 
K dkm2jtkj Odkmjt1j Od1ÿm
K jtkjÿmmc12uÿ1k jtk=t1jm K m2d1;
which, by virtue of (4.11), follows
jf k1 ÿ 1j  ju1j 
Xs
i2
jf kiuij  O m2e1
ÿ 
: 4:13
Analogously, we get with use of (4.5) and (4.6)Z
Cq
jf kj kI
h ÿ Aÿ1 kI ÿ Hÿ1idk
K qm max
k2K
jf kj6 c4qqmjt1jÿm: 4:14
Formulae (4.12)–(4.14) imply
ku1z1 ÿ UX1e1kK mc12
  c4qqmjt1jÿm:
Because of arbitrariness of q, this gives
lim
m!1
ku1z1 ÿ UX1e1k1=m6 jt1jÿ1: 
5. Computation of a matrix function
Given a function f analytical on K, one can construct the Faber series
f 
X1
k0
fkUk 5:1
convergent on K. Moreover, if f is analytical inside CR (R > 1), series (5.1) is
known to satisfy [27, Ch. 3, Section 2]
lim
k!1
jfkj1=k 6Rÿ1; fk  1
2pi
Z
jtjq
tÿkÿ1f Wtdt; 1 < q < R: 5:2
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Theorem 2. Let a function f be analytical inside some CR (R > 1) and in vicin-
ities of k1; . . . ; ks. Then the Arnoldi method, applied to A and u, for a sufficiently
large number of steps m will yield a well-defined approximant to
f Au, um  Uf He1, such that
lim
m!1
kf Auÿ umk1=m6Rÿ1: 5:3
Proof. Lemma 6 shows that um is correctly defined for large m.
Let q be close to 1,
1 < q < min

R
p
;min
jtij<R
Rjtijÿ1
  
:
It follows from (5.2) that fk K qkRÿk in (5.1), and it follows from Lemma 7
that kuizi ÿ UXie1kK qmjtijÿm. Taking into account that UkAu 
UUkHe1, k6mÿ 1, gives
f Auÿ um  gAuÿ UgHe1 with g 
X1
km
fkUk: 5:4
As in the proof of Lemma 7, we have
kgAuÿ UgHe1k
6
Xs
i1
gkiuizi
 ÿ ghiUXie1

O
Z
Cq
jgkj kI
h( ÿ Aÿ1 kI ÿ Hÿ1idk)
K
Xs
i1
jghij  kuizi ÿ UXie1k  jgki ÿ ghij  juij max
k2Cq
jgkj: 5:5
Since on K
jgkjK
X1
km
qkRÿk K qmRÿm;
then
max
k2Cq
jgkjK q2mRÿm: 5:6
The sum over i in (5.5) needs accurate handling. Divide the addends into two
classes.
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Case 1: jtijP R. On the contour Cjtijc4di one hasXmÿ1
k0
fkUkk

K Xmÿ1
k0
qkRÿkjtij  c4dik K qmRÿmjtijm
and Xmÿ1
k0
fkU0kk

K Xmÿ1
k0
qkRÿkk2jtij  c4dik K m2qmRÿmjtijm
so, owing to Lemma 7 and continuity of f and f 0 in a vicinity of ki, we get
jghij  kuizi ÿ UXie1k  jgki ÿ ghij  juij
 f hi
 ÿXmÿ1
k0
fkUkhi
  kuizi ÿ UXie1k
 f ki
 ÿ f hi ÿ Xmÿ1
k0
fkUkki
"
ÿ
Xmÿ1
k0
fkUkhi
#  juij
K 1  qmRÿmjtijmqmjtijÿm  1
ÿ  m2qmRÿmjtijmmc1 jtijÿm
K mc12q2mRÿm: 5:7
Case 2: jtij < R. Faber series (5.1) and its derivative converge in a neighbor-
hood of ki, that is why
jghijK
X1
km
qkRÿkjtij  c4dik K qmRÿmjtijm
and
jgki ÿ ghijK di
X1
km
k2qkRÿkjtij  c4dik K dim2qmRÿmjtijm;
whence
jghij  kuizi ÿ UXie1k  jgki ÿ ghij  juij
K qmRÿmjtijmqmjtijÿm  eim2qmRÿmjtijm
K q2mRÿm  mc12qmRÿm K mc12q2mRÿm: 5:8
Summarizing (5.4)–(5.8), we conclude that
kf Auÿ umkK mc22q2mRÿm:
Hence,
lim
m!1
kf Auÿ umk1=m6 q2Rÿ1:
Forcing q to tend to 1, we derive (5.3). 
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6. Numerical examples and conclusive remarks
(1) A ‘‘good’’ example for Theorem 1.
Let us consider in H  l2 the operator (infinite matrix)
A 
3
1 2
3ÿ1 1 0
3ÿ2 2ÿ1 1 0
3ÿ3 2ÿ2 1 0
3ÿ4 2ÿ3 1 0
..
. ..
. . .
. . .
.
0BBBBBBBB@
1CCCCCCCCA
6:1
and the initial vector, collinear to
1:01ÿ1m1; 1:01ÿ2m2; 1:01ÿ3m3; . . .
ÿ T
;
with pseudorandom normally distributed mi of dispersion 1. Set s  2, k1  3,
k2  2. Then we can reckon that
B 
0
1 0
1 0
1 0
. .
. . .
.
0BBBB@
1CCCCA
is an ‘‘infinite transposed Jordan box’’ and K is the circle of radius 1 centered at
0, so that Ww  w.
Really,hereandfurtherwedealtwithC3500 insteadofl2.Thistruncationchanged
nothing up to the used REAL8 precision (the elementary roundo error about
5 10ÿ17)onanIBM-compatiblepersonalcomputerwithanIntelprocessor.
In Fig. 1 one can see the graphs of the 10-based logarithms of the errors of
computing the eigenvalues k1, k2 and the correspondent eigenvectors. The
average slopes of all the curves are in good agreement with (3.1) and (3.2).
(2) A ‘‘bad’’ example for Theorem 1.
Let us redefine
A 
1
0:9
0
1 0
1 0
1 0
. .
. . .
.
0BBBBBBBB@
1CCCCCCCCA
then B and K are the same, but now k1  1, k2  0:9.
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The graphs of the common logarithms of the error of computing the ei-
genvalues k1, k2 are plotted in Fig. 2. Convergence to k2 does not take place
because k2 lies inside K, and convergence to k1 is very slow, because k1 2 oK.
(3) A family of examples for Theorem 2.
Let us solve the linear system
matrix6:1 ÿ lI u  matrix6:1 ÿ lI u;
where u is the same and l is an additive shift. In Fig. 3 one can see the graphs
of the common logarithms of the error norms for three values of the parameter
l. The slopes of all the graphs well conform with (5.3) independently of the
disposition of l (the pole of the function f k  kÿ lÿ1) with respect to k1,
k2.
Fig. 1. Example (1). } log10 jh1 ÿ k1j,  log10 kz1 ÿ r1k,  log10 jh2 ÿ k2j,  log10 kz2 ÿ r2k.
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So, we have presented a few estimates for Arnoldi’s method, guaranteeing its
exponential convergence. Simplicity of the formulations is caused by use of
Hilbert space and Green’s function technique. Neither restrictive conditions,
quantities (diagonalizability, the condition number of a diagonalizing matrix),
nor special suppositions about location of the spectrum (in a line segment, circle,
ellipse) have been assumed. Theorem 1 clearly generalizes Kaniel and Saad’s
Fig. 2. Example (2). } log10 jh1 ÿ k1j,  log10 jh2 ÿ k2j .
Fig. 3. Example (3). log10 kuÿ umk: } l  3:5,  l  2:5,  l  1:5.
L. Knizhnerman / Linear Algebra and its Applications 296 (1999) 191–211 209
estimates for eigenvectors (if A  A and K  ÿ1; 1, then Uk  k

k2 ÿ 1
p
,
and one instantly gets Chebyshev polynomials Tkk  Ukk  Ukÿk
h i
=2).
Both theorems generalize the earlier results for the normal case as far as it is
possible for this type of reasoning and in the present situation (the residue
theorem using separability is not applicable in the nonnormal case, that is why,
generally speaking, eigenvalues do not converge faster than correspondent
eigenvectors). The numerical experiments, carried out, demonstrate cases in
which the Arnoldi method behaves as well or badly as predicted.
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