Approximate Multiparametric Mixed-integer Convex Programming by Malyuta, Danylo & Acikmese, Behcet
Approximate Multiparametric Mixed-integer Convex
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Abstract—We propose an algorithm for generating explicit
solutions of multiparametric mixed-integer convex programs
to within a given suboptimality tolerance. The algorithm is
applicable to a very general class of optimization problems, but
is most useful for hybrid model predictive control, where on-
line implementation is hampered by the worst-case exponential
complexity of mixed-integer solvers. The output is a simplicial
partition which defines a static map from the current state to
a suboptimal solution. The primary theoretical contribution of
this paper is to introduce a non-zero optimal cost overlap metric
which is necessary and sufficient for convergence. The overlap
size is also linked to partition complexity. The algorithm is mas-
sively parallelizable and our implementation, which is publicly
available, is run on a cluster of several hundred processors. Not
only does our solution have a deterministic runtime, simulations
show that our approach is faster than on-line optimization by
up to three orders of magnitude.
Index Terms—optimization, multiparametric programming,
hybrid systems, model predictive control.
I. INTRODUCTION
HYBRID model predictive control (MPC) handles sys-tems with discrete switches or piecewise affinely approx-
imated nonlinearities like chemical powerplants, pipelines and
aerospace vehicles [1], [2], [3]. This requires solving a mixed-
integer convex program (MICP), which is hampered by the
worst-case exponential complexity of mixed-integer solvers.
In this paper, we present a provably convergent algorithm
for computing explicit solutions of MICPs with a specified
suboptimality tolerance.
Several approaches have been proposed to improve hybrid
MPC performance. By leveraging the polynomial runtime
complexity of convex solvers, successive convexification is
able to solve nonlinear programs in real-time [4]. Recently,
the method was extended to handle binary decision making via
state-triggered constraints [5]. Hence, at least some MICPs are
solvable in real-time. However, this is a local method which
may not always converge to a feasible solution.
The traditional method of ensuring real-time MPC perfor-
mance while guaranteeing convergence and global optimality
has been to pre-compute the optimal solution off-line. Various
explicit MPC methodologies have been proposed [6]. For MPC
laws more complicated than linear or quadratic programs,
exact explicit solutions are generally not possible due to
non-convexity of common active constraint sets [7]. Instead,
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approximate solutions have been proposed via local lineariza-
tion [8] or via optimal cost bounding by affine functions
over simplices [7] and hyperrectangles [9]. An approximate
explicit solution to mixed-integer quadratic programs has been
proposed based on difference-of-convex programming [10]
and for MICPs based on local linearization and primal/master
subproblems [11].
Our contribution in this paper is twofold. First, we introduce
a massively parallelizable algorithm for computing the explicit
solution to a very general class of multiparametric MICPs
and to within a user-specified suboptimality tolerance. Our
implementation is available online (see Section V). Second,
we define a novel cost overlap metric and show that it is
both the fundamental driver of partition complexity and the
quantity whose non-zero value is necessary and sufficient for
convergence. To the best of our knowledge, the overlap metric
is the best theoretical insight to-date about explicit MPC parti-
tion complexity. Furthermore, parallelization of explicit MPC
algorithms has not yet been exploited in existing literature.
The paper is organized as follows. Section II defines the
class of programs that our algorithm can handle. Section III
presents the solution algorithm. Section IV proves its con-
vergence and complexity properties. Section V applies the
method to the robust control of a satellite’s position. Section VI
concludes with future research directions.
Notation: I , {0, 1} is the binary set and B , {x :
‖x‖2 ≤ 1} is the unit ball. Matrices are uppercase (e.g. A),
scalars, vectors and functions are lowercase (e.g. x), and sets
are calligraphic uppercase (e.g. S). coS, Sc, ∂S and V(R)
denote respectively the convex hull, complement, boundary
and extreme points (e.g. vertices) of S. The cardinality of a
countable set S is |S|. Given A ⊆ Rn, b ∈ Rn and s ∈ R,
A+ b , {a+ b ∈ Rn : a ∈ A} and sA , {sa : a ∈ A}.
II. PROBLEM FORMULATION
Our algorithm can handle any problem that can be formu-
lated as the following multiparametric MICP:
V ∗(θ) = min
x,δ
f(θ, x, δ) s.t.
g(θ, x, δ) = 0, h(θ, x, δ) ∈ K,
(Pθ)
where θ ∈ Rp is a parameter, x ∈ Rn is a decision vector
and δ ∈ Im is a binary commutation. The cost function f :
Rp × Rn × Rm → R is jointly convex and the constraint
functions g : Rp×Rn×Rm → Rl and h : Rp×Rn×Rm → Rd
are affine in their first two arguments. The convex cone K =
C1 × · · · × Cq ⊂ Rd is a Cartesian product of q convex cones.
Examples include the positive orthant, the second-order cone
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and the positive semidefinite cone. If δ is fixed, (Pθ) becomes
a multiparametric convex program:
V ∗δ (θ) = min
x
f(θ, x, δ) s.t.
g(θ, x, δ) = 0, h(θ, x, δ) ∈ K.
(Pδθ)
Let Θ∗ ⊆ Rp and Θ∗δ ⊆ Θ∗ denote respectively the
parameter sets for which (Pθ) and (Pδθ) are feasible. Define
the following three maps similarly to [7], [12].
Definition 1. The optimal map f∗δ : Θ∗ → Im associates
θ ∈ Θ∗ to any optimal commutation of (Pθ), that is any δ ∈
{δ ∈ Im : V ∗(θ) = V ∗δ (θ)}.
Definition 2. The feasible map fδ : Θ∗ → Im associates
θ ∈ Θ∗ to a commutation such that (Pδθ) is feasible.
Definition 3. The suboptimal map f δ : Θ∗ → Im associates
θ ∈ Θ∗ to an -suboptimal commutation δ such that
V ∗δ (θ)− V ∗(θ) < max{a, rV ∗(θ)}, (1)
where a and r are the absolute and relative errors.
The next section presents an algorithm for computing f δ
over a subset Θ ⊆ Θ∗. It is assumed that Θ is a full-
dimensional convex polytope in vertex representation. One can
choose Θ following the advice of [12, Section IV-C].
III. EXPLICIT SOLUTION OF (Pθ)
A. Suboptimal Map Computation
We begin by computing f δ as a simplicial partition P ,
{(Ri, δi, {x∗i,j}|V(Ri)|j=1 )}Pi=1 of Θ. Each simplex Ri is asso-
ciated with an -suboptimal δi and the set {x∗i,j}|V(Ri)|j=1 of
optimal decision vectors of (Pδθ) at the vertices of Ri.
Algorithm 1 stores f δ as a binary tree and computes it as
follows. To initialize, all leaves of the binary tree fδ output by
[12, Algorithm 2] are converted into nodes, i.e. elements that
have children in the final tree. Lines 4-14 carry out the main
work of partitioning the simplex-commutation tuple (R, δ).
First, the algorithm checks if δ is -suboptimal in R. If it is
not, the following mixed-integer program must be feasible due
to (1):
δ∗, θ∗ = find
θ∈R
δ′ s.t.
V ∗δ (θ)− V ∗δ′(θ) ≥ max{a, rV ∗δ′(θ)}.
(ERδ )
The costs V ∗δ and V
∗
δ′ are convex [12, Lemma 1]. However,
V ∗δ appears on the wrong side of the inequality. Hence, (E
R
δ )
is non-convex and so is not readily solvable. As a remedy, we
formulate a conservative convex upper bound.
Definition 4. Let vi ∈ V(R) be the i-th vertex of R and let
θ =
∑|V(R)|
i=1 αivi where αi ≥ 0 and
∑|V(R)|
i=1 αi = 1. The
affine over-approximator of V ∗δ (θ) over R is:
V¯δ(θ) ,
|V(R)|∑
i=1
αiV
∗
δ (vi). (2)
Since V ∗δ is convex, V
∗
δ (θ) ≤ V¯δ(θ) ∀θ ∈ R. Hence, the
following problem is convex and “conservative” in the sense
of Theorem 1:
δ∗, θ∗ = find
θ∈R
δ′ s.t.
V¯δ(θ)− V ∗δ′(θ) ≥ max{a, rV ∗δ′(θ)}.
(E¯Rδ )
Theorem 1. If (E¯Rδ ) is infeasible then δ is -suboptimal.
Proof. If δ is not -suboptimal then (ERδ ) is feasible, hence
(E¯Rδ ) is feasible. By contraposition, if (E¯
R
δ ) is infeasible then
δ must be -suboptimal.
Since (E¯Rδ ) is a MICP, its feasibility can be certified with
a mixed-integer solver. If (E¯Rδ ) is infeasible, line 5 converts
the node to a leaf since no further partitioning is necessary.
Otherwise, we cannot conclude about the -suboptimality of
δ. In this case, we search for a potentially better commutation
δ∗ via the following extension of (E¯Rδ ):
δ∗, θ∗ = find
θ∈R
δ′ s.t.
V¯δ(θ)− V ∗δ′(θ) ≥ max{a, rV ∗δ′(θ)},
δ′ ∈ {δ′′ ∈ Im \ {δ} : R ⊆ Θ∗δ′′}.
, (D¯Rδ )
where the last constraint ensures that δ′ is feasible in R and
can be embedded via [12, Lemma 2]. If (D¯Rδ ) is infeasible,
Section IV shows that a sound strategy is to keep δ and to
split R in half at the midpoint of its longest edge, as done
on line 14. This may also be done if (D¯Rδ ) is feasible since
shrinking R improves the accuracy of the over-approximator
(2). However, to avoid unnecessary partitioning, line 8 checks
if V ∗δ varies over R by less than the -suboptimality threshold
with respect to Vδ∗(θ∗) as output by (D¯
R
δ ):
max
θ∈R
V ∗δ (θ)−min
θ∈R
V ∗δ (θ) < max{a, rV ∗δ∗(θ∗)}, (3)
which can be done with convex optimization. If (3) holds,
Theorem 3 assures that R need not be subdivided further
and δ∗ is assigned directly on line 9. If (3) does not hold,
Section IV shows that a sound strategy is to split R in half at
the midpoint of its longest edge on line 14.
Algorithm 1 Computation of f δ .
1: Run [12, Algorithm 2] and relabel all leaves as nodes
2: while any nodes exist do
3: (R, δ)← the most recently added node
4: if (E¯Rδ ) infeasible then
5: Change node to leaf (R, δ, {x∗j}|V(R)|j=1 )
6: else
7: δ∗, θ∗ ← solve (D¯Rδ )
8: if (D¯Rδ ) feasible and (3) holds then
9: Change node to (R, δ∗)
10: else
11: δ∗ ← δ if (D¯Rδ ) infeasible
12: v1, v2 ← arg maxv,v′∈V(R) ‖v − v′‖2
13: Si ← co{(V(R) \ {vi})∪{(v1 + v2)/2}}, i = 1, 2
14: Add child nodes (S1, δ∗) and (S2, δ∗)
Fig. 1: Illustration of “overlap” in Definition 5. In (a) the
overlap is positive thanks to local continuity and in (b) it is
positive because the downward jump from V ∗δ to V
∗
δ′ is not
too high. In (c) the jump is too high, causing zero overlap.
B. Explicit Implementation
At this point the partition P is available. Consider a cell
(R, δ, {x∗j}|V(R)|j=1 ) of the partition. We first recognize the
following property.
Theorem 2. Suppose that θ ∈ R and let vj ∈ V(R) be the
j-th vertex of R. One can write θ = ∑|V(R)|j=1 αjvj where
αj ≥ 0 and
∑|V(Rj)|
j=1 αj = 1. Let xˆ ,
∑|V(R)|
j=1 αjx
∗
j and
Vˆδ(θ) , f(θ, xˆ, δ). Then xˆ is feasible for (Pδθ) and
Vˆδ(θ) ≤ V¯δ(θ). (4)
Proof. For feasibility, exploit that g(·, ·, δ) and h(·, ·, δ) in (Pδθ)
are affine. For (4), exploit that f(·, ·, δ) is convex:
Vˆδ(θ) ≤
|V(R)|∑
j=1
αjf(vj , x
∗
j , δ) =
|V(R)|∑
j=1
αjV
∗
δ (vj) = V¯δ(θ).
As a result of (4), (E¯Rδ ) continues to be infeasible if V¯δ(θ)
is substituted by Vˆδ(θ). Therefore xˆ is -suboptimal, i.e.
Vˆδ(θ)− V ∗(θ) < max{a, rV ∗(θ)}. (5)
Hence, given θ ∈ R ⊆ Θ, xˆ in Theorem 2 gives an explicit
solution and is obtained by querying the partition via:
xˆ =
|V(R)|∑
j=1
αjx
∗
j where θ =
|V(R)|∑
j=1
αjvj , vj ∈ V(R). (6)
IV. PROPERTIES
A. Convergence
This section proves that Algorithm 1 converges if As-
sumption 1 holds. Without loss of generality, we restrict the
discussion to ∆, the set of feasible commutations in Θ.
Definition 5. The overlap is the largest γ ≥ 0 such that for
each θ ∈ Θ, ∃δ ∈ ∆ which is -suboptimal in (γB+ θ) \Θc.
Assumption 1. The overlap is positive, i.e. γ > 0.
The overlap γ is between sets where a given commutation is
-suboptimal. Its value is a non-trivial property of (Pθ) which
increases for larger values of a and r. Because Algorithm 1
requires [12, Algorithm 2] to converge, we know that γ ≥ 0
exists. Figure 1 illustrates just three overlap possibilities. For
convergence, Algorithm 1 should not “oscillate” between δ
choices for the same R. This is guaranteed by the following
lemma.
Lemma 1. Let (R, δ) be the node selected on line 3 at some
iteration of Algorithm 1. If δ is replaced with δ∗ on line 9, the
node (R, δ) will not reappear in a future iteration.
Proof. We begin by showing that
min
θ∈R
V ∗δ∗(θ) < min
θ∈R
V ∗δ (θ). (7)
Since (D¯Rδ ) is feasible, ∃θ∗ ∈ R such that
V ∗δ∗(θ
∗) ≤ V¯δ(θ∗)−max{a, rV ∗δ∗(θ∗)}. (8)
Since (3) holds, we have:
V¯δ(θ
∗) ≤ max
θ∈R
V ∗δ (θ)
< min
θ∈R
V ∗δ (θ) + max{a, rV ∗δ∗(θ∗)}. (9)
Substituting (9) into (8) shows that (7) holds. If (R, δ)
reappears in a future iteration, then it must be that all of
the preceding iterations finished on line 9. Consider a future
iteration where the node is (R, δ˜). Recursively applying (7),
we have:
min
θ∈R
V ∗
δ˜
(θ) < · · · < min
θ∈R
V ∗δ∗(θ) < min
θ∈R
V ∗δ (θ). (10)
By contradiction, suppose that δ is chosen on line 7. This
means that ∃θ˜ ∈ R such that
V ∗δ (θ˜) ≤ V¯δ˜(θ˜)−max{a, rV ∗δ (θ˜)}. (11)
In the same way that we obtained (9), we have:
V¯δ˜(θ˜) < minθ∈R
V ∗
δ˜
(θ) + max{a, rV ∗δ (θ˜)}. (12)
Using (12) in (11), we have
V ∗δ (θ˜) < min
θ∈R
V ∗
δ˜
(θ) ⇒ min
θ∈R
V ∗δ (θ) < min
θ∈R
V ∗
δ˜
(θ),
which contradicts (10), hence δ cannot be more optimal than
δ˜ and thus cannot be re-associated with R.
Theorem 3. Algorithm 1 terminates if and only if Assump-
tion 1 holds.
Proof. Suppose that Assumption 1 holds. The algorithm ter-
minates when all nodes become leaves. An iteration can exit
on line 5, 9 or 14. Since exiting on line 5 terminates a branch,
it is necessary and sufficient to show that only a finite number
of iterations can exit on lines 9 or 14. Since V ∗δ is convex, it
is continuous and therefore (3) holds for a small enough R
but with a non-empty interior [13], [14]. If an iteration exits
on line 14, the volume of R is halved and its size is reduced,
so after a finite number of iterations R will be small enough
such that (3) holds and R ⊂ γB+θ for some θ ∈ Θ. Once this
occurs, by Definition 5 ∃δ∗ ∈ ∆ such that (D¯Rδ ) is feasible. As
a result, for any δ ∈ ∆ it will take a finite number of iterations
until all iterations persistently exit on line 9. However, by
Lemma 1 and since |∆| is finite, this can only occur a finite
number of times. Thus, after a finite number of iterations there
will remain only one possible choice of δ and the iteration will
exit on line 5, so the algorithm terminates. If Assumption 1
does not hold, it will take infinite iterations until R ⊂ γB+θ,
so the algorithm does not terminate.
Theorem 3 indicates that the partition complexity is driven
by γ and the required “smallness” of R such that (3) holds.
We formally define the latter quantity below.
Definition 6. The (conservative) variability is the largest ν >
0 such that (3) holds for any δ ∈ ∆, any R ⊂ νB + θ, any
θ ∈ Θ and any θ∗ ∈ R.
Combining Definitions 5 and 6, we can state an overall
condition number:
ψ , min{γ, ν}−1, (13)
which is positively correlated to how much R must be subdi-
vided until Theorem 3 assures convergence. We call (Pθ) with
small ψ “well-conditioned” and Algorithm 1 will converge
faster. Note that larger a and r decrease ψ.
B. Complexity
This section proves that evaluating (6) has polynomial
complexity. We assume that Θ is a simplex, so the partition
P is a binary tree. We begin by determining the tree depth.
Lemma 2. The depth τ of the tree output by Algorithm 1 is
O(p2 log(ψ)).
Proof. In the worst case, Algorithm 1 has to reduce the size
of R until R ⊂ ψB + θ for some θ ∈ Θ. Once this
occurs, Theorem 3 assures that a future iteration will close
the corresponding branch without further subdivision. It was
shown in [12, Theorem 2] that reducing R until R ⊂ ψB+ θ
takes τ = O(p2 log(ψ)) subdivisions.
Theorem 4. The evaluation complexity of (6) is O(p4).
Proof. As explained in Section V-A, checking if θ ∈ R can
be done via a matrix-vector product, which is O(p2). Since
there are τ such checks to perform and since τ = O(p2) due
to Lemma 2, it takes O(p4) operations to find the R which
contains θ. It subsequently takes O(p) operations to compute
xˆ, hence the overall evaluation complexity is O(p4).
Theorem 4 stands in contrast to implementing (Pθ) directly
with a mixed-integer solver, which has an exponential runtime
O(2m).
V. SIMULATION EXAMPLES
This section presents two examples to corroborate the ef-
fectiveness of Algorithm 1 and the conclusions of Section IV.
We consider robust hybrid MPC of a satellite’s out-of-plane
(cwh_z) and in-plane (cwh_xy) position. Explicit MPC is
relevant for satellite control because the conservative design
of space systems typically prohibits the use of on-line opti-
mization. We use Clohessy-Wiltshire-Hill dynamics:
cwh_xy:
{
x¨ = 3ω20x+ 2ωoy˙ + ux + wx,
y¨ = −2ωox˙+ uy + wu, (14)
cwh_z: z¨ = −ω2oz + uz + wz, (15)
where ωo is the orbital rate in rad/s and w are disturbance
terms. The full explanation is provided in [15]. For cwh_xy,
the state is (x, x˙, y, y˙) ∈ R4 and the input is (ux, uy) ∈ R2.
Fig. 2: A non-convex input lower-bound constraint for satellite
MPC can be modeled as the union of convex sets. This induces
a mixed-integer program.
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Fig. 3: The tree depth for cwh_z is approximately logarithmic
in the condition number ψ, as predicted by Lemma 2.
For cwh_z, the state is (z, z˙) ∈ R2 and the input is uz ∈ R.
Assuming an impulsive input, the system is discretized at a
Ts = 100 s thruster firing period. On top of [15], we add a
lower-bound constraint ‖u‖∞ ≥ umin on the thrust magnitude,
which arises from the thruster impulse-bit. The constraint is
non-convex but can be modeled as the union of convex sets, as
illustrated in Figure 2, yielding a mixed-integer second order
cone program. We use a prediction horizon N = 4 and, letting
X , [−10, 10] cm× [−1, 1] mm/s, choose Θ = X for cwh_z
and Θ = X ×X for cwh_xy. It was shown in [15] that this Θ
choice is a robust controlled invariant set, hence the partition
will be sufficient for controlling the satellite.
Our implementation is available online1 and uses Python
3.7.2, CVXPY 1.0.21 [16] and MOSEK 9.0.87 [17]. Recog-
nizing that lines 4-14 can run in parallel across tree branches,
we used MPICH 3.2 in CentOS 7 on a cluster of up to 420
2.4 GHz Intel E5-2680 CPU cores with 20 GB of RAM per
compute node (28 cores). The code can also run locally.
Table I summarizes the output of Algorithm 1 using a
sequence of increasingly tight -suboptimality settings. We
compute a as the largest cost among the vertices of a shrunk
Θ, i.e. a = max{V ∗(θ) | θ ∈ V(saΘ)}. The smaller sa is,
the more dense the partition will be in a neighborhood of the
origin. Figure 4 shows the progress of Algorithm 1 for the
last row of Table I. We can see that the progress is mostly
linear. Because multiple cores do not participate in evaluating
lines 4-14 for the same node (R, δ), progress slows down near
the end when only a few nodes are left.
1https://github.com/dmalyuta/explicit_hybrid_mpc
Example sa r τ λ Twall [hr] Tcpu [hr] M [MB]
cwh_z 0.50 2.00 13 101 0.01 0.09 < 0.01
cwh_z 0.25 1.00 17 978 0.06 0.96 < 0.01
cwh_z 0.10 0.10 20 13500 0.31 7.72 11
cwh_z 0.03 0.05 26 235231 1.91 154.19 202
cwh_z 0.01 0.01 31 3322941 6.37 2516.98 2916
cwh_xy 0.50 2.00 32 30448 0.57 53.44 36
cwh_xy 0.25 1.00 49 884323 3.38 1297.35 1069
TABLE I: Numerical results for several -suboptimality settings; τ is the tree depth, λ is the leaf count, Twall is the Algorithm 1
runtime, Tcpu is the computation time summed across parallel processors, and M is the tree file size.
Fig. 4: Algorithm 1 progress plot. The partition complexity
and the volume fraction of Θ comprised by completed tree
branches steadily increase. The partitioning becomes serialized
near the end.
Figure 3 confirms that τ = O(log(ψ)) using the proxy ψ =
(a/¯a+r/¯r)
−1, where ¯a and ¯r are the largest of the tested
values. The leaf count is exponential in ψ. It follows that Tcpu
and M are also exponential in ψ. Note that the exponential
increase in Tcpu can be offset by an exponential increase in
parallel core count, until a certain limit. Thus, our method
allows for reasonable Twall runtimes.
Figure 6a show statistics for the on-line control input
computation time. For implict MPC, this is the mixed-integer
solver time. For explicit MPC, it is the time to evaluate (6),
which involves querying the partition tree. Statistics are com-
puted by uniformly randomly sampling 1000 values of θ ∈ Θ.
As expected from Theorem 4, explicit MPC can be up to three
orders of magnitude faster. Importantly, explicit MPC provides
a real-time guarantee given by the time that it takes to traverse
the tree to the deepest leaf. The implicit approach may be
arbitrarily slower for some values of θ, subject to the success
of the mixed-integer solver’s heuristics.
Figure 6b quantifies the fuel consumption suboptimality
with respect to implicit MPC. The data is collected based on
a 20 orbit simulation where the satellite is initialized at the
origin, i.e. with zero control error. As expected, partitions with
a tighter -suboptimality setting perform better. Importantly,
explicit MPC can outperform implicit MPC since the control
scheme is finite horizon while fuel is an integrated quantity.
This is the case for cwh_z with sa = 0.03 and r = 0.05,
which achieves ≈ 40 % fuel reduction. The source of this
reduced fuel consumption is clearly visible in Figure 5, where
one can see that with a tighter -suboptimality setting, explicit
(a) Input 2-norm history for cwh_z with sa = 0.5 and r = 2.
(b) Input 2-norm history for cwh_z with sa = 0.01 and r = 0.01.
Fig. 5: Comparison of control input histories for a coarse and a
refined -suboptimal partition. By reducing a and r, explicit
MPC approaches the behavior of implicit MPC.
MPC better reproduces the optimal behavior of implicit MPC.
A. Improving the Storage Memory Requirement
Our implementation is not optimized for storage size, so
the M values in Table I are far greater than necessary. A
more efficient storage model is as follows. Given a simplex
R ⊂ Rp and its vertices vi ∈ V(R), a parameter θ ∈ R if
an only if α = H−1R (x − v1) ≥ 0, 1Tα ≤ 1, where the i-
th column of HR equals vi+1 − v1. Since Θ and hence R
are full-dimensional, HR is invertible. By leveraging mutual
exclusivity of the partition cells, we can thus store a matrix
H ∈ Rp×p and a vector v1 ∈ Rp for each “left” child node.
For each leaf, in order to evaluate (6) we store the p + 1
-suboptimal decision vectors x∗j at its vertices. Assuming a
perfect binary tree and that Θ is a simplex, the improved
storage size is:
M∗ ≈ 3
2
λµfp(p+ 1) + λ(p+ 1)nˆµf , (16)
cwh z cwh xy
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(a) MPC on-line evaluation time. Bars show the mean while error
bars shown the minimum and maximum values.
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(b) Overconsumption of fuel with respect to implicit MPC due to
-suboptimality. Implicit MPC uses ≈ 4 mm/s over 20 orbits.
Fig. 6: Comparison of the proposed semi-explicit and explicit implementations to implicit MPC in terms of (a) on-line control
input computation time and (b) total fuel consumption over 20 orbits.
where µf is the floating point size and nˆ ≤ n is the dimension
of the part of the decision vector that is necessary to compute
the control input (i.e. the first control input for MPC). For the
examples in Table I, M∗ is 3 to 10 times less than M . Greater
economy is possible by eliminating further redundancy in the
stored vertices and optimal decision vectors.
VI. CONCLUSION AND FUTURE WORK
This paper presented a partitioning algorithm for generating
explicit solutions of a very general class of multiparametric
mixed-integer convex programs to within a given subopti-
mality tolerance. We showed that the positivity of a novel
cost function overlap metric is necessary and sufficient for
algorithm convergence. To the best of our knowledge, this is
the first deep theoretical insight into the fundamental driver
of convergence rate and partition complexity of suboptimal
explicit MPC. In future work it will be interesting to prove
the stability of the resulting control law along the lines of
[18] and [19], and to see if the selection of a and r could
be automated to ensure convergence.
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