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RÉSUMÉ 
Le désir d’atteindre une haute résolution spatiale en imagerie médicale pour petits 
animaux conduit au développement d’appareils composés de détecteurs de plus en plus petits. 
Des appareils s’approchant de la résolution théorique maximale en tomographie d’émission 
par positrons (TEP) sont à nos portes. Pour retirer le maximum d’information de ces appareils, 
il importe d’utiliser des méthodes de traitement évoluées qui prennent en considération 
l’ensemble des phénomènes physiques entourant la prise de mesure en TEP. Le problème est 
d’autant plus complexe à résoudre du fait que ces caméras sont composées de milliers de 
détecteurs qui donnent lieu à des millions de lignes de réponses mesurées pouvant alors être 
traitées par un algorithme de reconstruction d’images. Cette situation mène à des problèmes 
de reconstruction d’images en 3 dimensions (3D) qui sont difficiles à résoudre principalement 
à cause des limites en ressources mémoires et de calcul des ordinateurs modernes.  
Les travaux réalisés dans le cadre de cette thèse répondent à deux grands besoins 
relatifs au domaine de la reconstruction d’images en TEP, soit l'atteinte d'une meilleure qualité 
d'image et l'accélération des calculs menant à l'obtention de celle-ci. Le premier volet des 
travaux repose sur le l'élaboration de méthodes de modélisation 3D précises du processus 
d’acquisition en TEP permettant d'atteindre une meilleure qualité d’image. Ces modèles 3D 
s'expriment sous forme de matrices systèmes qui sont utilisées par un algorithme de 
reconstruction d'images. Pour générer ces modèles 3D pour la TEP, des méthodes de calculs 
analytiques et basées sur des simulations Monte Carlo (MC) ont été développées. Des 
méthodes hybrides, basé sur des stratégies analytiques et Monte Carlo, ont également été 
mises en œuvre afin de combiner les avantages des deux approches. Les méthodes proposées 
se distinguent de l'art antérieur en ce qu'elles tirent profit des symétries du système afin de 
réduire considérablement le temps de calcul requis pour l'obtention de matrices 3D précises. 
Pour l’approche analytique, le calcul de la matrice est divisé en diverses étapes qui favorisent 
la réutilisation de modèles pré-calculés entre les lignes de réponses symétriques de l’appareil. 
Pour l’approche par simulations MC, la réutilisation des événements MC collectés entre les 
lignes de réponse symétriques de l’appareil permet d’augmenter la statistique utilisée pour 
 III 
générer la matrice MC et du même coup de réduire le temps de simulation. La méthode 
hybride proposée permet de réduire encore davantage le temps de simulation MC et cela, sans 
faire de compromis sur la qualité de la matrice système. 
Le second volet des travaux repose sur le développement de nouvelles méthodes de 
reconstruction d’images basées sur un référentiel en coordonnées cylindriques permettant de 
réduire les contraintes d’espace mémoire et d'accélérer les calculs menant à l’image. Ces 
méthodes se divisent en deux catégories distinctes. Les premières sont des méthodes dites 
itératives qui permettent de résoudre le problème de reconstruction d’images par un processus 
itératif qui réalise une nouvelle estimation de l’image à chaque itération de façon à maximiser 
le degré de vraisemblance entre l’image et la mesure de l’appareil. Les secondes sont des 
méthodes dites directes qui permettent de résoudre le problème en inversant la matrice 
système qui relie l’image à la mesure de projections par une décomposition en valeurs 
singulières (DVS) de la matrice. La matrice inverse ainsi obtenue peut alors être multipliée 
directement avec la mesure pour obtenir l’image reconstruite. L’utilisation d’une image en 
coordonnées cylindriques entraîne une redondance au niveau des coefficients de la matrice 
système obtenue. En exploitant ces redondances, il est possible d’obtenir une matrice système 
avec une structure dite bloc circulante qui peut alors être transformée dans le domaine de 
Fourier afin d’accélérer les calculs lors du processus de reconstruction d’images itératif ou par 
DVS. De plus, pour la méthode par DVS, l’utilisation d’une matrice bloc circulante factorisée 
facilite grandement la procédure d'inversion de la matrice par DVS, ce qui rend l’application 
de la méthode possible pour des problèmes de reconstruction d’images en 3D. Or, la 
résolution de problèmes aussi complexes n’était jusqu’ici pas possible avec les méthodes par 
DVS de l’art antérieur dû aux contraintes d’espace mémoire et à la charge excessive de calcul.         
En somme, les travaux combinés ont pour objectif ultime de réunir à la fois la vitesse 
de calcul et une qualité d'image optimale en un même algorithme afin de créer un outil de 
reconstruction 3D idéal pour l'utilisation dans un contexte clinique. 
Mots-clés : tomographie d'émission par positrons (TEP), reconstruction d'images, 
reconstruction itératives, décomposition en valeurs singulières (DVS), simulation Monte 
Carlo, modélisation en 3 dimensions, imagerie médicale  
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 XXVIII 
Chapitre 1  
Introduction 
Les travaux de recherche réalisés dans le cadre de mon doctorat constituent un apport 
au domaine de l’imagerie médicale et plus précisément au sous-domaine de la reconstruction 
d’images tomographiques. Bien que la portée des travaux puisse s’étendre à plus d’une 
modalité d’imagerie médicale, les solutions proposées dans cet ouvrage s’adressent plus 
particulièrement à la tomographie d’émission par positrons (TEP). Parmi les autres modalités 
auxquelles lesdites solutions pourraient être adaptées, notons la tomodensitométrie (TDM) 
(« computed tomography (CT) »), la tomographie optique diffuse (TOD) et la tomographie 
d’émission mono photonique (TEM) (« single-photon emission computed tomography 
(SPECT) ») [KAK et coll., 1988] [LEWITT et coll., 2003] [FESSLER, 2004]. Les travaux de 
recherche couvrent plusieurs aspects du domaine de la reconstruction d’images. Les thèmes 
abordés vont du développement de méthodes pour simuler et modéliser le processus 
d’acquisition en TEP jusqu’au développement d'algorithmes de reconstruction d’images qui 
utilisent ces modèles pour générer l’image.  
Ce chapitre présente dans un premier temps les principes et phénomènes physiques qui 
sont à la base de la TEP ainsi que quelques concepts relatifs à la reconstruction d'images en 
TEP. Nous identifierons par la suite les problèmes reliés à la reconstruction d'images en TEP 
qui sont abordés dans cette thèse et discuterons de la portée des travaux de doctorat.  
1.1. Principes de la tomographie d’émission par positrons 
La tomographie d’émission par positrons (TEP) est une modalité d’imagerie non 
invasive dite moléculaire puisqu’elle permet de mesurer et de localiser la biodistribution d’un 
radiotraceur injecté participant à des processus biochimiques ou physiologiques à l’intérieur 
de l'organisme étudié. Contrairement aux modalités d’imagerie dites anatomiques, comme la 
tomodensitométrie, qui permet de mesurer la densité des tissus, la TEP permet de caractériser 
in vivo, directement au niveau moléculaire, les dérèglements métaboliques et fonctionnels de 
cellules, de tissus ou d’organes à l’origine de l’affection. Cet aspect fait de la TEP un outil de 
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choix pour l’étude de la physiologie humaine ou animale, ainsi que pour le diagnostic de 
cancers et de divers troubles cérébraux [ERIKSSON et coll., 1999] [GREEN et coll., 2001] 
[LECOMTE et coll., 2002]. 
Les traceurs utilisés en TEP sont composés de molécules biochimiques, marquées 
préalablement par un atome radioactif, qui s’intègrent spécifiquement dans divers processus 
métaboliques. La caméra TEP, composée de détecteurs disposés en anneaux sensibles aux 
photons d'annihilation, permet de recueillir l’information nécessaire à la localisation 
approximative du site de désintégration des atomes radioactifs dans le but de reconstruire une 
image de la concentration du traceur dans l'organisme étudié. La qualité de ces images ainsi 
que leur utilité pour l’évaluation clinique, reposent principalement sur trois secteurs de 
recherche. Le premier concerne le développement de radiotraceurs plus spécifiques et sélectifs 
qui permettent l’insertion de la radioactivité dans diverses voies métaboliques pertinentes à la 
localisation de tumeurs ou d'autres affections [ANDERSON et coll., 2000] [GREEN et coll., 
2001] [WARBURG, 1931]. Le second vise plutôt à améliorer les caractéristiques de l’appareil 
par la production de détecteurs plus performants et par l’optimisation de l’électronique et des 
méthodes d’extraction de l’information pertinente à la mesure TEP [CUTLER et coll., 1992] 
[FONTAINE et coll., 2005] [LECOMTE et coll., 1994]. Enfin, le dernier secteur de recherche 
s’intéresse au développement de méthodes de reconstruction d’images en deux dimensions 
(2D) et en trois dimensions (3D) afin d’utiliser plus judicieusement l’information recueillie 
par la caméra TEP, pour obtenir une image plus nette (ex. : bon contraste, haute résolution) et 
plus fidèle à la concentration réelle du radiotraceur administré au sujet étudié (c.à.d. obtenir 
des images plus quantitatives) [LEAHY et coll., 2000a]. La relation entre chacun de ces 
secteurs de recherche est illustrée à la Figure 1.1 qui montre les différentes étapes relatives à 
la prise de mesure en TEP.  
Le projet de doctorat porte spécifiquement sur le troisième secteur, soit celui visant à 
améliorer les méthodes de reconstruction d’images appliquées à la modalité TEP. Pour ce 
faire, il importe de bien comprendre les phénomènes physiques se rattachant à la mesure TEP 
afin de reconnaître les limites de l’appareil et d’identifier les principaux défis menant à la 
réalisation de méthodes de reconstruction d’images plus performantes. 
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Figure 1.1 Illustration des différentes étapes relatives à la prise de mesure en TEP, soit 1) l’injection 
du radiotraceur, 2) la prise de mesure, 3) le traitement de l’information recueillie avec un 
algorithme de reconstruction d’images et 4) l’analyse de l’image pour fin de diagnostic. 
Le phénomène physique à la base de la mesure TEP repose sur la colinéarité des deux 
photons émis simultanément lors de l’annihilation d’un positron. Ce positron, issu d’une 
désintégration, survient lorsqu’un des protons « p » de l’atome radioactif subit une 
transmutation en neutron « n » via la réaction : 
 νβ ++→ +np  (1.1) 
1.1  
où β+ représente un positron et v un neutrino. L’énergie cinétique résiduelle de désintégration 
est alors partagée entre le neutrino et le positron. Ce dernier parcourt une certaine distance (la 
portée du positron) avant d’être annihilé avec un électron du milieu environnant  [KNOLL, 
1989]. La conversion de la masse des deux particules en énergie conduit à la création d’une 
paire de photons de 511 keV émis quasi colinéairement et en sens opposés, soit à 180°±0,25° 
(Figure 1.2) [LECOMTE et coll., 2002]. La portée du positron ainsi que la non-colinéarité des 
photons émis posent une limite théorique quant à la résolution spatiale accessible avec la 
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mesure TEP [GLOVER et coll., 1979]. La distance moyenne parcourue par le positron dépend 
de l'énergie d'émission, donc de la nature de l’émetteur (ex. : 11C, 13N, 15O ou 18F) de positrons 
ainsi que de la densité des tissus environnants (ex. ~ 0,5 mm pour le 18F) [KNOLL, 1989]. 
 
Figure 1.2 Processus d’émission et de détection à la base de la mesure TEP. Un positron s’annihile 
avec un électron du milieu pour ensuite émettre deux photons en sens opposé. 
La détection simultanée des deux photons d’annihilation par les détecteurs de la 
caméra permet de déduire sur quelle trajectoire la désintégration s’est produite, soit à 
l’intérieur d'un tube de réponse (aussi appelé ligne de réponse) formé par les deux détecteurs 
ayant détecté l’événement (Figure 1.3). La coïncidence entre le temps d’arrivée des photons 
détectés doit être évaluée afin de déterminer s’ils proviennent bel et bien de la même 
désintégration. La mesure TEP exige donc un algorithme de vérification de la coïncidence 
entre tous les détecteurs de la caméra afin de permettre le dénombrement des événements 
survenus sur chaque ligne de réponse traversant la zone imagée. Lors de la détection 
simultanée des photons par des détecteurs opposés, divers types d’événements peuvent être 
enregistrés, soit les coïncidences vraies (Cvraie), fortuites (Cfortuite) ou diffusées (Cdiffusée) 
[ERIKSSON et coll., 1989]. Un exemple pour chacun est illustré à la  Figure 1.3. 
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Figure 1.3 Types d’événements détectés par le circuit de vérification de coïncidence, soit les 
coïncidences vraies, diffusées ou fortuites.  
L’ensemble des coïncidences comptabilisées par la caméra (Cdétectée) se résume à : 
 Cdétectée = Cvraie + Cfortuite + Cdiffusée (1.2) 
1.2  
- Coïncidences vraies : Cette coïncidence est recherchée puisqu’elle correspond au cas 
idéal où les deux événements détectés en coïncidence proviennent de la même désintégration 
survenue à l’intérieur d'un tube de réponse formé par les deux détecteurs impliqués.  
- Coïncidences fortuites : Ce type d’événement survient lorsque les deux photons 
détectés en coïncidence ne proviennent pas de la même désintégration. Cette détection fortuite 
(ou accidentelle) provient du fait que la vérification en coïncidence entre deux canaux de 
détection (i.e. porte AND à la Figure 1.3) doit être réalisée en ouvrant une fenêtre de temps 
suffisamment grande pour couvrir l'incertitude temporelle sur le temps de détection des 
photons d'annihilation. L'ouverture d'une telle fenêtre offre donc la possibilité que deux 
événements ne provenant pas de la même désintégration soient tout de même perçus comme 
tels par le circuit de vérification en coïncidence. L'incertitude de temps associée à la détection 
d'un photon provient entre autres du bruit statistique inhérent au processus de détection du 
photon dans le détecteur, du bruit électronique de la chaîne de détection ainsi que des 
caractéristiques du circuit de discrimination de temps [LEROUX, 2005]. 
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Le taux d’enregistrement de coïncidences fortuites est proportionnel à la largeur de la 
fenêtre de temps utilisée pour la vérification en coïncidence (τ) et au taux de détection simple 
(i.e. détection d'un seul photon) sur chaque détecteur (Ni et Nj) [EVANS, 1955] : 
 Cfortuite = 2τ NiNj (1.3) 
1.3  
En diminuant la largeur de la fenêtre de coïncidences, une plus grande proportion de 
coïncidences fortuites est rejetée. Toutefois, par la même occasion, nous risquons de rejeter 
également des coïncidences vraies si la résolution temporelle de la chaîne de détection en 
coïncidence est insuffisante par rapport à la largeur de fenêtre choisie. Cette perte 
d’événements entraînerait une baisse du taux de comptage de coïncidences vraies de 
l’appareil, donc une perte de statistiques. La solution idéale consiste à améliorer la résolution 
temporelle de l’appareil par l’utilisation de détecteurs plus rapides ou de circuits d’extraction 
de temps plus performants [LEROUX, 2005]. Par ailleurs, il est possible de réduire l’impact 
du bruit de fortuits sur l’image reconstruite en évaluant le taux de coïncidences fortuites sur 
chaque ligne de réponse afin d’appliquer une correction sur la mesure de coïncidences 
détectées [HOFFMAN et coll., 1981] [STEARNS et coll., 2003].  
- Coïncidences diffusées : La coïncidence diffusée survient lorsqu’un seul ou les deux 
photons d’annihilation dévient de leur trajectoire à la suite d'une interaction Compton avec un 
électron du milieu ambiant [KNOLL, 1989]. L'interaction Compton peut survenir à l'intérieur 
du sujet ou encore dans les détecteurs et tout autre matériau environnant. Puisque la direction 
que prend le photon après la diffusion est imprévisible, la coïncidence diffusée ne retient pas 
ou que très peu d’information sur le site de la désintégration. Tout comme les coïncidences 
fortuites, les coïncidences diffusées ajoutent du bruit sur l’information acquise par la caméra 
et limitent le rapport signal sur bruit dans l'image. Or, contrairement aux coïncidences 
fortuites, puisque les photons d'annihilations d'une coïncidence diffusée proviennent de la 
même désintégration, ceux-ci seront émis en même temps. Ainsi, une diminution de la largeur 
de la fenêtre de coïncidence ne permet pas de réduire le taux de détections des coïncidences 
diffusées. Cependant, lors d’une interaction Compton, le photon incident cède une partie de 
son énergie à l’électron avec lequel il entre en collision, pour ensuite continuer sa course à un 
angle différent. Ainsi, en mesurant l’énergie du photon déposée dans le détecteur, il est 
 6 
possible de rejeter une partie des événements diffusés en fixant le seuil énergétique 
d’acceptation des événements suffisamment élevé [BERGSTRÖM et coll., 1983]. 
D'autres phénomènes dont il faut tenir compte lors de la reconstruction d'images sont 
l'atténuation des photons d'annihilation à l'intérieur du sujet, l'efficacité de détection et le 
temps mort de l'appareil : 
Atténuation : Le phénomène d'atténuation en TEP s'explique par le fait que parmi tous 
les photons d’annihilation émis suite aux désintégrations par émission de positron, certains 
interagiront avec un électron du milieu environnant par interaction photoélectrique (i.e. dépôt 
complet d'énergie) ou par interaction Compton (i.e. dépôt partiel d'énergie) et ne se rendront 
pas jusqu’aux détecteurs [KNOLL, 1989]. Pour obtenir une mesure quantitative de la 
biodistribution des traceurs à l’intérieur du sujet, il faut donc tenir compte du nombre total de 
photons absorbés par la matière environnante, ce qui dépend de la densité des organes imagés 
[DAHLBOM et coll., 1987]. La probabilité qu’un photon traverse un milieu homogène sans 
subir d’interaction est donnée par l’équation suivante [KNOLL, 1989] : 
 xt e
I
I µ−=
0
 (1.4) 
1.4  
où I0 est le nombre initial de photons, It est le nombre de photons transmis sans interaction, x  
représente la distance parcourue dans le milieu et µ(Ey) est le coefficient d’atténuation linéaire 
de l’objet (en cm-1) pour des photons d’énergie Ey. 
Efficacité de détection : L'efficacité de détection simple correspond à la probabilité 
qu'a un détecteur, ainsi que la chaîne électronique de traitement du signal qui lui est relié, de 
détecter un photon qui le frappe. Cette capacité à détecter les photons incidents varie d'un 
détecteur à l'autre et ces variations proviennent principalement des propriétés intrinsèques des 
cristaux et des photodétecteurs utilisés [KNOLL, 1989] [PÉPIN, 2002]. En TEP, on s'intéresse 
plutôt à l'efficacité de détection en coïncidence, c'est-à-dire à la probabilité que les deux 
photons d'annihilation soient détectés par une paire de détecteurs. Ainsi, la perte potentielle 
d'événements associée à l'opération de vérification en coïncidence des événements (ex. 
résolution temporelle variable, délais de temps entre les différents canaux de détection) peut 
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également affecter l’efficacité de détection en coïncidence résiduelle d’une paire de détecteurs 
[LEROUX, 2005]. L'efficacité de détection de chaque paire de détecteurs doit être quantifiée 
et prise en considération lors de la reconstruction d’images afin de produire une image sans 
artéfacts. Pour ce faire, une mesure de normalisation est habituellement réalisée avec une mire  
émettrice de positrons, cylindrique et uniforme, couvrant tout le champ de vue utile ou encore 
avec une source radioactive linéaire axiale en rotation autour du champ de vue [BADAWI et 
coll., 1999] [BAI et coll., 2002] [CADORETTE, 1994]. 
Temps mort : L’arrivée simultanée, ou très rapprochée dans le temps, de plusieurs 
événements peut faire en sorte que les circuits électroniques de traitement des signaux de la 
caméra soient contraints de rejeter certains événements lorsque ces circuits sont déjà occupés 
à traiter un autre événement. Ces périodes où il y a des pertes d'événements dues à une 
surcharge des circuits de traitement sont nommées temps morts et doivent être quantifiées afin 
de produire une image dite quantitative, c'est-à-dire qui représente fidèlement l'activité 
présente dans le sujet imagé [OLLINGER, 1997a].  
En somme, les coïncidences fortuites et diffusées, l’atténuation dans le sujet, 
l’efficacité de détection ainsi que la portée et la non-colinéarité d’émission des photons 
d’annihilation sont des phénomènes physiques inhérents à la mesure TEP qui dégradent le 
rapport signal sur bruit (S/B) et/ou la résolution spatiale de l’appareil. Il est possible de 
quantifier ces éléments perturbateurs et de limiter leur impact sur l’image reconstruite sans 
toutefois les éliminer complètement.  
Une valeur métrique souvent utilisée pour évaluer les performances d’un système à 
différents taux de comptage est le taux de comptage efficace (i.e. « noise equivalent count 
(NEC) »). Il s’obtient à partir du taux de coïncidences vraies, fortuites et diffusées qui sont 
habituellement mesurées directement à partir des données acquises d'une mire composée d'une 
source linéaire entourée d'un médium atténuant (ex. de l'eau) de forme cylindrique. La 
géométrie particulière d'une telle mire permet de déduire le taux de coïncidences vraies, 
fortuites et diffusées directement à partir du taux de coïncidences détectées par l'appareil 
(équation 1.2) [DAHLBOM et coll., 2005]. À partir des taux de coïncidences mesurés, le NEC 
s'obtient alors comme suit [STROTHER et coll., 1990] : 
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1.5  
où fCdV représente la fraction du champ de vue (CdV) occupé par le patient. Il a été démontré  
que NEC  est proportionnel au rapport signal sur bruit (S/B) au centre d’une image d’une 
mire cylindrique uniforme [STROTHER et coll., 1990] [DAHLBOM et coll., 2005].  
Le NEC peut être vu comme un outil, parmi d'autres, qui permet de quantifier la 
capacité d'un appareil d'imagerie à acquérir l'information nécessaire à l'obtention d'images 
avec un rapport S/B souhaité, et cela, pour une dose et un temps d'acquisition donnés. Le NEC 
est grandement affecté par l'efficacité de détection de l'appareil, c'est-à-dire la capacité à 
détecter la plus grande proportion possible de désintégrations survenues à l'intérieur du sujet 
imagé. Une façon d’améliorer l'efficacité de détection consiste à couvrir un plus grand volume 
de détection par l’utilisation de plusieurs anneaux de détecteurs superposés [LEE et coll., 
2004]. Il est alors possible d’insérer des collimateurs disposés axialement entre les différents 
anneaux afin de limiter l’acquisition des événements à une tranche axiale, ce qui correspond à 
une acquisition en 2D (Figure 1.4 (a)) [LEAHY et coll., 2000a]. L’insertion de collimateurs a 
pour effet de limiter le nombre de coïncidences fortuites et diffusées détectées sur chaque plan 
2D imagé. Néanmoins, pour profiter pleinement de tout le volume de détection et ainsi 
atteindre un plus haut taux de comptage, il vaut mieux retirer les collimateurs (Figure 1.4 (b)). 
L’élargissement de l’angle d’acceptation des événements s’accompagne toutefois d’une 
augmentation du taux de coïncidences fortuites et diffusées enregistrées. Malgré tout, le gain 
de signal (coïncidences vraies) demeure généralement plus important que la hausse du bruit 
(coïncidences fortuites et diffusées) pourvu que toutes les trajectoires acquises en 3D soient 
utilisées lors de la reconstruction de l’image [DEFRISE, 2001].     
La résolution spatiale est une métrique servant à caractériser les performances d'un 
appareil d'imagerie. En TEP, la résolution spatiale est principalement déterminée par la taille 
des détecteurs utilisés puisqu’elle délimite le volume du tube de réponse formée entre les deux 
détecteurs en coïncidence (Figure 1.3) [DERENZO, 1993] [STRUL et coll., 2003]. La 
diminution de la taille des détecteurs implique la présence d’un plus grand nombre de 
détecteurs pour couvrir un même volume de détection. Ceci complexifie d’une part la 
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réalisation de l’appareil qui exige une densification de son électronique. D’autre part, 
l'augmentation du nombre de détecteurs conduit à une multiplication impressionnante du 
nombre de lignes de réponses possibles, ce qui complexifie la mise en œuvre des algorithmes 
de reconstruction d’images.  
 
 (a)  (b) 
Figure 1.4 Schéma montrant une vue en coupe axiale à travers les 8 anneaux de détection d’une 
caméra TEP dans une configuration (a) avec collimateurs pour l’imagerie de plans 2D et (b) 
sans collimateurs pour l’imagerie d’un volume 3D. Les trajectoires en noire montrent les lignes 
de réponse possibles entre les anneaux de détection. 
Un autre aspect limitant la résolution spatiale en TEP est l’effet de la pénétration des 
photons d’annihilation de 511 keV dans les blocs de détecteurs. Puisqu’un photon avec une 
énergie de 511 keV peut traverser une certaine épaisseur de matière avant d’être absorbé 
complètement (équation 1.4), un photon peut traverser un détecteur voisin avant d'être détecté 
par un autre détecteur. Cette situation donne lieu à une probabilité non nulle qu'une 
désintégration soit détectée à l'intérieur du tube de réponse (TDR), soit tout le volume joignant 
deux détecteurs en coïncidence. Ce phénomène est illustré à la Figure 1.5 pour des détecteurs 
en coïncidence qui se voient selon différents angles, où la probabilité de détection selon la 
position du site de désintégration est illustrée par la courbe en jaune [KARUTA et coll., 1992] 
[SCHMITT et coll. 1988]. Pour limiter la dégradation de la résolution spatiale en périphérie 
de l’appareil, la mesure de la profondeur de l'interaction peut permettre de réduire le volume 
du TDR. Cela peut être réalisé de différentes façon, comme par exemple la superposition de 
deux ou de plusieurs cristaux couplés à un même photodétecteur suivi d'une discrimination de 
la profondeur d’interaction dans le cristal (PIC) [LECOMTE et coll., 2001] [MICHAUD, 
2005] [MIYAOKA et coll., 1997] [SAOUDI et coll., 1999].  
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Figure 1.5 Effet de la profondeur d’interaction dans le cristal (PIC) sur la forme (i.e. courbes en 
jaune) des tubes de réponse de l’appareil. À gauche, le cas où le tube passe par le centre de 
l’anneau. Au centre et à droite les cas où le tube est en périphérie sans et avec mesure de la PIC. 
Le cas de droite montre que la position des événements peut être discriminée selon la partie 
avant (en bleu) et arrière (en rouge) du détecteur, ce qui donne lieu à des tubes de réponse plus 
étroits. 
1.2. Généralités de la reconstruction d’images en TEP 
À la lumière des phénomènes physiques régissant la mesure TEP exposés à la section 
précédente, le problème de reconstruction d’images peut se poser comme suit : reproduire le 
plus fidèlement possible la distribution spatiale de la concentration du radiotraceur à 
l’intérieur du sujet imagé à partir de l’information acquise par la caméra. La mesure se limite 
parfois au dénombrement des événements mesurés en coïncidence (Cdétectée) alors que certains 
appareils permettent également de mesurer le taux de coïncidences fortuites (Cfortuite) et le taux 
d’événements simples (Ni et Nj, équation 1.3) sur chaque détecteur. Une mesure de la densité 
des tissus peut également être effectuée avec le même appareil ou à partir d’un autre appareil 
provenant d’une autre modalité (ex. tomodensitométrie (TDM) ou imagerie par résonance 
magnétique (IRM)) afin d’obtenir de l’information sur la densité (i.e. atténuation) des tissus 
dans le sujet.  
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Ceci étant posé, le problème de reconstruction d’images à partir de la mesure TEP sera 
maintenant décrit plus en détail. Mathématiquement parlant, le nombre d’événements 
comptabilisés sur chaque ligne de réponse de la caméra représente une mesure de l’intégrale 
de ligne de l’objet le long de projections parallèles (Figure 1.6) [KAK et coll., 1988].  
 
Figure 1.6 Mesure des projections parallèles d’un objet prise à différents angles. Image tirée de 
[KAK et coll., 1988]. 
Même en supposant une mesure sans bruit, la reconstruction parfaite d’un objet à partir 
de la mesure de ses projections impliquerait qu’un nombre infini de projections parallèles 
soient mesurées sur un nombre infini d’angles différents [KAK et coll., 1988]. En pratique, 
une telle mesure est impossible à réaliser. Concrètement, l’espacement entre les projections 
parallèles dépend principalement de la dimension des détecteurs utilisés alors que le nombre 
d’angles mesurés dépend du nombre de détecteurs disposés autour de l’anneau (ou du 
diamètre de l’anneau). L’espacement entre les projections parallèles dépend aussi du diamètre 
de l’anneau de la caméra à cause des effets de parallaxe (Figure 1.5). Plus la taille des 
détecteurs augmente et que leur nombre autour de l’anneau diminue, plus le problème de 
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reconstruction d’images s’éloigne du cas idéal ou une infinité de projections parallèles prises 
sous une infinité d’angles seraient disponibles (Figure 1.6). Ce sous-échantillonnage spatial de 
l’objet de nature continu rend le problème de reconstruction de l’image (l’objet) à partir de ses 
projections impossible à résoudre parfaitement.  
Par définition, un problème est dit bien posé si une solution existe, elle est unique, et 
dépend de façon continue des données, autrement, le problème est dit mal posé [FRANKLIN 
1970]. Or, le problème de reconstruction d'images en TEP, à partir de ces projections, est mal 
posé puisqu’il existe une infinité de solutions (d’images) possibles pour une mesure donnée 
(les projections). La Figure 1.7 illustre un cas limite où la mesure de projections de l’objet est 
prise à seulement deux angles différents. Deux objets différents peuvent alors donner la même 
mesure de projections. En fait, on peut trouver une infinité de solutions (d’objets) à ce 
problème.  
 
Figure 1.7 Exemple d’objets différents pouvant donner la même mesure de projections lorsque le 
nombre d’angles mesurés est limité. Sur l'image de gauche, quatre sources de forme 
rectangulaire et dont l'intensité est la moitié de celle des deux sources de l'image de droite en 
viennent à donner la même mesure de projections. 
Même avec un plus grand nombre de projections et d’angles mesurés, le problème de 
reconstruction d’images demeure numériquement mal posé et avec une infinité de solutions 
possibles, ce qui le rend d’ailleurs très sensible au bruit présent sur la mesure TEP. Puisque 
l'image idéale ne peut pas être solutionnée (trouvée) directement, l’objectif est alors d’estimer 
l’image le plus fidèlement possible à partir de l’information acquise sur l’objet. Pour y 
parvenir, différentes méthodes ont été proposées dans la littérature. 
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Pour juger de la qualité de ces différentes méthodes, les aspects les plus souvent 
évalués sont le rapport S/B, le contraste et la résolution spatiale de l’image reconstruite ainsi 
que la variance et le biais par rapport à une image modèle [READER et coll., 1998c] 
[WILSON et coll., 1993 et 1994]. Néanmoins, lorsqu’il s’agit de choisir la méthode la plus 
appropriée, il est important de ne pas perdre de vue la finalité pour laquelle l’image est 
reconstruite, soit habituellement pour discerner et localiser des tumeurs cancéreuses ou 
d’autres phénomènes à l’étude [LEAHY et coll. 2000a]. En ce sens, une image plus jolie à 
l’œil (ex. : faible bruit, meilleur contraste) ne permet pas nécessairement de détecter plus 
facilement une tumeur. Une étude de la détectabilité de tumeurs par des observateurs humains 
peut s’avérer un moyen plus juste et réaliste d’évaluer la qualité des méthodes de 
reconstruction d’images [GILLAND et coll., 1992] [LLACER, 1993]. En contrepartie, 
l'analyse des images par un humain apporte sans conteste une certaine subjectivité et 
variabilité selon les individus choisis pour réaliser l'analyse.   
L'atteinte d'une meilleure qualité d'images en imagerie TEP est intimement liée au 
développement de caméras de plus en plus complexes permettant l’acquisition en 3D sur des 
milliers, et même des millions de lignes de réponse. Puisque la quantité d’information à traiter 
est énorme, certains algorithmes de reconstruction d’images deviennent beaucoup trop lents 
pour être utilisés dans un contexte clinique. Le temps d’exécution des algorithmes devient 
alors un facteur important dans le choix de la méthode à utiliser sur une base quotidienne 
[EGGER et coll., 1998]. On s'attend généralement à ce que le temps de reconstruction soit 
inférieur à une vingtaine de minutes, soit aussi rapide que le temps requit pour réaliser les 
mesures avec l'appareil TEP afin d'éviter que les données à traiter s'accumulent.  
La vitesse d’exécution d'un algorithme et la qualité des images reconstruites sont des 
caractéristiques difficilement conciliables et un compromis est souvent nécessaire. De cette 
dualité ressort deux grandes classes d’algorithmes, soit les méthodes directes, habituellement 
plus rapides, et les méthodes itératives possédant le potentiel de donner des images de 
meilleure qualité. Les méthodes directes permettent d’obtenir l’image en une seule séquence 
d’opérations alors que les méthodes itératives bouclent sur une séquence d’opérations qui 
raffine l’image jusqu’à ce qu’elle converge vers un résultat optimal ou tout au 
moins satisfaisant. Au-delà de cette distinction, il faut d’abord faire un premier choix quant au 
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domaine discret ou continu dans lequel on traite le problème. Le processus d’acquisition de 
données en TEP peut être naturellement représenté par un modèle discret-continu (D-C) 
reliant les données recueillies sur un nombre fini (discret) de projections à une fonction 
continue à estimer représentant la concentration radioactive à l'intérieur des tissus du sujet 
dans un espace tridimensionnel [LEWITT et coll., 2003]. Il est alors possible de résoudre le 
problème D-C directement ou bien d’estimer la concentration radioactive à l'intérieur du sujet 
par une combinaison linéaire de fonctions discrètes (modèle D-D) ou encore de traiter les 
mesures de projections comme si elles étaient infinies, donc continues (modèle C-C). 
Parmi les trois modèles possibles, les modèles C-C et D-D sont les plus souvent 
utilisés. Certaines méthodes de reconstruction directes basées sur la rétroprojection filtrée de 
l’objet (« filtered-back projection (FBP) ») [KAK et coll., 1988] sont des méthodes 
analytiques reposant sur le modèle C-C. D’autres méthodes directes, telles que celles basées 
sur l’inversion de la matrice système, reposent plutôt sur le modèle D-D [SELIVANOV et 
coll., 2001a] [SHIM et coll., 1981]. Quant aux méthodes dites itératives, elles reposent toutes 
sur le modèle D-D. D’un point de vue théorique, il est intéressant de résoudre le problème 
dans sa représentation originale (modèle D-C), mais cette solution est relativement difficile à 
réaliser en pratique [LEWITT et coll., 2003]. Il existe tout de même quelques méthodes basées 
sur cette approche, dont certaines, qui utilisent un ensemble de fonctions linéaires appelées 
pixels naturels pour représenter l’objet [BAKER et coll., 1992] [BUONOCORE et coll., 1981] 
[GULLBERG, 1996] [NATTERER, 1980].  
Les méthodes de reconstruction d’images basées sur la rétroprojection filtrée et plus 
particulièrement l’algorithme FBP sont encore couramment utilisées en clinique, notamment 
grâce à leur rapidité en temps de calculs. Toutefois, ces méthodes sont progressivement 
remplacées par les méthodes itératives principalement à cause du bruit plus important présent 
sur les images reconstruites avec l'algorithme FBP, particulièrement lorsque la statistique de 
comptage est faible [WILSON et coll., 1993]. Le lecteur est invité à consulter la littérature 
pour en connaître davantage sur les méthodes de reconstruction par rétroprojection filtrée 
[GOTTLIEB et coll., 2000] [KAK et coll., 1988] [WALDEN, 2000] [WILSON et coll., 1993]. 
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Nous nous concentrerons ici sur le modèle D-D puisque tous les travaux de recherche 
sont basés sur cette approche. La première étape relative au modèle D-D consiste à choisir un 
ensemble de fonctions discrètes pour représenter la distribution de la concentration radioactive 
originale de l’objet ( )zyxf ,,  par une approximation dans le domaine discret : 
 ( ) ( )∑
=
=
B
j
jj zyxbfzyxf
1
,,ˆ,,ˆ  (1.6) 
1.6  
où le chapeau au-dessus du terme f signifie que cette fonction est maintenant une estimation 
de la distribution originale de l’objet f(x, y, z). Les termes { jfˆ : j = 1, ..., B} sont les 
coefficients (i.e. la valeur) de chaque pixel de l'image discrète.  La fonction bj(x, y, z) choisie 
pour représenter un des B pixels de l’image correspond habituellement à un pixel cubique (i.e. 
voxel), soit une fonction qui a une valeur unitaire à l’intérieure d’une région délimitée par un 
cube et une valeur nulle à l’extérieur. D’autres représentations discrètes de la distribution 
radioactive de l'objet imagé peuvent également être utilisées. Le modèle D-D reliant une 
estimation yˆ  de la mesure du taux de comptage de chacune des N lignes de réponse de la 
caméra aux coefficients de la représentation discrète de l'image s’exprime comme : 
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1.7  
où les éléments ai,j de la matrice système A représentent la probabilité qu’une désintégration 
survenue dans le pixel j soit détectée par le tube de réponse i (donc par sa paire de détecteurs 
associée) et les termes additifs irˆ  et isˆ  représentent respectivement une estimation du taux de 
bruit de coïncidences fortuites et diffusées sur la ligne de réponse i. Les éléments de la matrice 
A  sont normalisés de façon à ce que la somme des contributions des lignes de réponse à un 
pixel de l’image soit égale à 1. L’équation 1.7 peut aussi être représentée de façon équivalente 
sous sa forme matricielle :  
 srfAy ˆˆˆˆ ++=  (1.8) 
1.8  
 16 
Les termes additifs irˆ  et isˆ  modélisant respectivement le bruit de fortuit et de diffusé peuvent 
également être soustrait directement sur la mesure acquise par la caméra (y). Sous cette 
condition, ils ne doivent plus être considérés dans les équations 1.7 et 1.8. 
Le problème de reconstruction d’images revient à trouver l’ensemble des coefficients 
de l'image ( fˆ ), représentant la distribution de la radioactivité et qui permettent d’obtenir une 
estimation des projections ( yˆ ) qui se rapproche le plus de la mesure acquise par la caméra (y). 
Une première approche pour résoudre ce problème consiste à appliquer les corrections pour le 
fortuit et le diffusé directement sur la mesure y et à inverser la matrice A de façon à pouvoir 
obtenir une estimation de l’image directement à partir des projections mesurées :  
 fyA ˆ1 =−  (1.9) 
1.9  
L’inversion de la matrice est toutefois une opération relativement complexe, d’une part 
à cause de la taille de la matrice (N × B), mais également parce que la matrice A  est très mal 
conditionnée de par la nature même de la mesure TEP, tel que discuté précédemment (Figure 
1.7). Ceci rend l’opération d’inversion très sensible au bruit [BERTERO et coll., 1988]. Une 
approche viable pour inverser une matrice système mal conditionnée consiste à d’abord 
réaliser une décomposition en valeurs singulières (DVS). Une matrice pseudo-inverse peut 
alors être obtenue en utilisant les composantes de la DVS [MOON et coll., 1999]. Des 
méthodes de reconstruction d’images basées sur cette approche sont présentées au chapitre 3.  
Une façon plus conventionnelle de résoudre l’équation 1.8 consiste à utiliser un 
algorithme itératif afin de converger vers une solution optimale au sens de l’équation 1.8. Une 
méthode de reconstruction d’images basée sur cette approche peut être décomposée en cinq 
grandes étapes :  
1) le choix des fonctions pour la représentation de l’image,  
2) la modélisation physique et 
3) statistique du processus d’acquisition,  
4) le choix des objectifs et des termes de pénalité et enfin,  
5) le choix de l’algorithme [FESSLER, 2004] [LEWITT et coll., 2003].  
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Chacun de ces choix aura un impact plus ou moins important sur la qualité de l’image 
reconstruite. Plusieurs options ont été proposées dans la littérature pour chacune de ces étapes, 
dont voici un résumé :  
1) Représentation de l’image (i.e. distribution de la radioactivité) : Les fonctions 
linéaires utilisées pour représenter l’image dans le domaine spatial peuvent être locales ou 
globales. Un exemple de fonctions locales repose sur le pixel traditionnel dont la valeur est 
unitaire à l’intérieur d’une région délimitée par un cube, et zéro à l’extérieur. Pour cette 
représentation, il n’y a aucun chevauchement entre les pixels de l’image. À l’inverse, une 
fonction globale, telle une expansion par série de Fourier [CENSOR, 1983] ou par ondelettes 
[RAHEJA et coll., 2000], possède une contribution non nulle sur toutes les régions de l’image. 
Certaines alternatives se retrouvent entre ces deux extrêmes, dont les « blobs », qu'on peut 
traduire par « tâches », qui ont une symétrie sphérique et un profil radial sous forme de 
cloches s’enchevêtrant quelque peu avec les pixels voisins [LEWITT, 1992] [MATEJ et coll., 
1992]. Cette superposition permet d’obtenir un certain niveau de lissage entre les pixels de 
l’image et agit comme un filtre [MATEJ et coll., 1996]. Par ailleurs, bien qu’un 
positionnement des pixels selon un référentiel en coordonnées cartésiennes soit habituellement 
utilisé, un référentiel en coordonnées polaires, sphériques ou cylindriques peut également 
permettre de tirer profit des symétries de la caméra [HEBERT et coll., 1988] [KAUFMAN, 
1987] [KEARFOTT, 1985]. En somme, plusieurs représentations de l’image ont été proposées 
dans la littérature et il a été démontré que ce choix influence la qualité des images 
reconstruites. Par ailleurs, le choix des fonctions discrètes pour représenter l’image est parfois 
motivé par l’aisance avec laquelle la matrice de probabilité peut être calculée, pour réduire 
l’espace mémoire requis pour sauvegarder la matrice, ou encore pour minimiser le nombre de 
valeurs non nulles de la matrice [LEWITT, 1992] [MATEJ et coll., 1996]. 
2) Modélisation de la physique du processus d’acquisition : Cette étape consiste à 
calculer la matrice de probabilité A du système reliant la concentration de radiotraceur dans 
chaque pixel de l’image à la fonction de transfert de chaque ligne de réponse de la caméra 
(équation 1.8). Vu la taille de la matrice pour certains problèmes de reconstruction en 3D, il 
est parfois impossible, ou du moins très contraignant de sauvegarder en mémoire l’ensemble 
des valeurs de la matrice de probabilité du système [JOHNSON et coll., 1995]. Une solution à 
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ce problème consiste à calculer au vol les éléments ai,j de la matrice durant la reconstruction 
d’images afin d'éviter sa sauvegarde [OLLINGER et coll. 1997b] [READER et coll., 1998b]. 
Le modèle utilisé pour représenter le processus d’acquisition est alors habituellement 
relativement simple afin de limiter le nombre de calculs requis pour obtenir les éléments de la 
matrice [FESSLER, 2004].  
Dans le cas idéal, la matrice système A devrait prendre en considération les 
phénomènes physiques suivants : la portée du positron (Apositron), la fonction de réponse de 
chaque paire de détecteurs en fonction de leur position géométrique dans l’anneau (Ageom), 
l’atténuation dans le sujet observé (Aattn), l’efficacité du détecteur (Adét.eff) ainsi qu’une 
incertitude sur le positionnement du photon dans le détecteur (Adét.inc) [LEAHY et coll., 
2000a]. La matrice système peut conséquemment être exprimée comme : 
 positrongéomattnincdéteffdét AAAAAA ..=   (1.10) 
1.10  
La contribution la plus significative à la matrice de probabilité du système est la 
fonction de réponse des paires de détecteurs (Agéom). Cette dernière peut être obtenue de façon 
empirique, analytique [KARUTA et coll., 1992] [SELIVANOV et coll., 2000] [SCHMITT et 
coll., 1988] ou encore à partir de simulations Monte Carlo [RAFECAS et coll., 2003] 
[SHOKOUHI et coll., 2004]. Quelle que soit la méthode choisie, le calcul de la matrice Agéom  
doit être le plus fidèle possible à la réalité puisque des erreurs ou approximations trop 
importantes se répercutent sur la qualité des images reconstruites [QI et coll., 2004] 
L’atténuation (Aattn) dans le sujet est relativement simple à modéliser en TEP 
puisqu’elle est indépendante de la position de la source le long du tube de réponse formé par 
les détecteurs en coïncidence [LEWITT et coll., 2003]. Cette correction peut être réalisée en 
appliquant un facteur de correction individuel sur chaque ligne de réponse qui correspond au 
pourcentage des photons atténués sur cette ligne (équation 1.4). Le calcul des facteurs de 
correction d'atténuation requiert la connaissance a priori de la densité du sujet, ce qui peut être 
obtenu avec une mesure en transmission réalisée avec la caméra TEP [LEAHY et coll., 2000a] 
ou avec une mesure provenant d'une autre modalité telle que la TDM ou l'IRM [BAI et coll., 
2003] [NUYTS et coll., 2005].  
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L’efficacité de détection (Adét.eff) de chaque paire de détecteurs en coïncidence s'évalue 
à partir d’une mesure de normalisation réalisée avec une source couvrant tout le champ de vue 
ou encore avec une source linéaire en rotation à l'extérieur du pourtour du champ de vue 
[CADORETTE, 1994]. Tout comme l’atténuation, la correction pour l'efficacité de détection 
s’applique par un simple facteur multiplicatif sur chaque ligne de réponse.  
L’incertitude sur le positionnement du photon à l’intérieur du détecteur (Adét.inc) n’est 
présente que lorsqu’un photodétecteur est relié à plus d’un scintillateur et qu’un algorithme 
retrace la position de l’événement [TAI et coll. 2001].  
3) Modélisation de la statistique du processus d’acquisition : La modélisation du 
processus statistique inhérent à la collecte d’information en TEP permet de traiter plus 
judicieusement l’information acquise par la caméra. La prise en considération de la statistique 
d’émission joue d’ailleurs un rôle encore plus important lorsque le nombre d'événements 
acquis par l’appareil est relativement faible. À l’inverse, lorsque le nombre d'événements est 
élevé, la qualité de l’image reconstruite dépend principalement de la modélisation physique du 
système (équation 1.10) [LEWITT et coll. 2003].  
Le nombre d'événements mesurés par une paire de détecteurs en coïncidence (y) en 
fonction d’une estimation de cette mesure y  obtenue à partir d’une estimation de l’image 
selon l’équation 1.7 peut être correctement représenté par une distribution de Poisson 
[KNOLL, 1989] [LEAHY et coll. 2000a] : 
 ( ) ∏
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 (1.11) 
1.11  
où y  est à la fois la moyenne et la variance de la distribution de Poisson. Les coïncidences 
vraies, fortuites et diffusées peuvent toutes être correctement modélisées par une distribution 
de Poisson. Puisque tous ces événements sont indépendants, la somme des coïncidences 
détectées (Cdetectée) demeure une distribution de Poisson [LEAHY et coll. 2000a]. Toutefois, 
lorsque la mesure des coïncidences détectées est corrigée par le taux de coïncidences fortuites 
mesurées, le résultat de cette soustraction ne suit plus une probabilité de Poisson. En effet, la 
variance de la mesure n’est alors plus égale à sa moyenne comme l’exige une distribution de 
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Poisson [FESSLER, 2004]. L’application des autres facteurs de correction tels que 
l’atténuation (Aattn) et/ou l’efficacité de détection (Adét.eff) peut également modifier la densité 
de probabilité de Poisson. Bref, il faut être rigoureux dans l’ordre selon lequel les opérations 
sont appliquées lorsqu’on suppose que la mesure est distribuée selon la loi de Poisson. Par 
ailleurs, lorsque le nombre d’événements captés par l’appareil augmente, la distribution de 
Poisson tend vers une distribution gaussienne. De plus, lorsque la distribution de Poisson est 
brisée par l’application de corrections directement sur la mesure TEP, une distribution 
gaussienne peut s’avérer aussi près de la nouvelle distribution que celle de Poisson 
[FESSLER, 1994a].  
4) Objectifs et termes de pénalité : L’ajout d’objectifs ou de termes de pénalité permet 
de contrôler les caractéristiques de l’image reconstruite afin que celle-ci ne dépende pas 
uniquement de l’information acquise par la caméra. L’utilité d’un terme de pénalité ( )fR ˆ  
provient du fait que l’expression à minimiser selon une certaine norme ( )yfL ,ˆ , qui relie la 
mesure de projections à l’image reconstruite, selon l’équation 1.8, est un problème 
numériquement mal posé (Figure 1.7). Cette problématique fait en sorte que la résolution de 
l’équation ( )yfL ,ˆ  jusqu’à convergence (minimisation de l’erreur) risque de générer du bruit 
sur l’image reconstruite, surtout lorsque la mesure présente une faible statistique. Pour 
contrôler la prolifération du bruit, la fonction objective ( )yf ,ˆΦ  à minimiser par l’algorithme 
peut inclure un terme de pénalité : 
 ( ) ( ) ( )fRyfLyf ˆ,ˆ, β−=Φ  (1.12) 
1.12  
où le paramètre β  sert à contrôler l’équilibre entre la convergence vers la solution optimale 
au sens de ( )yfL ,ˆ  et l’influence du terme de pénalité ( )fR ˆ . Le terme de pénalité doit 
idéalement favoriser l’uniformité des pixels à l’intérieur d’un même tissu ou organe du sujet, 
tout en favorisant une coupure distincte à la frontière des tissus ayant différentes 
concentrations radioactives [LEAHY et coll., 2000b]. Quelques termes de pénalité ont été 
développés pour atteindre cet objectif [LEAHY et coll., 2000a] [LEWITT et coll., 2003]. 
L’avantage d’intégrer un terme de pénalité, tel qu'exprimé dans l’équation 1.12, est que le 
rapport S/B de l’image dépendra alors beaucoup moins du nombre d’itérations choisi. 
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Une autre façon d’intégrer un terme de pénalité à un algorithme de reconstruction 
d’images consiste à formuler le problème selon la règle de Bayes [LEAHY et coll., 2000a]. 
Les caractéristiques souhaitées de l’image sont alors exprimées selon une distribution de 
Gibbs qui est proportionnelle à ( )fˆexp( β− ). La maximisation du nouveau terme d’objectif 
( )yf ,ˆΦ  obtenu à partir de cette formulation Bayesienne du problème est nommée l’estimation 
du maximum a posteriori (MAP) [LEAHY et coll., 2000a] [GREEN, 1990] [HEBERT, 1989].  
Enfin, notons que toutes techniques servant à contrôler les caractéristiques ou le 
rapport S/B de l’image peuvent être considérées comme un terme de pénalité, ou 
régularisateur, greffé à l’algorithme itératif. Une stratégie souvent utilisée consiste à faire 
commencer l’algorithme avec une image uniforme et à arrêter prématurément les cycles 
itératifs lorsque le bruit commence à proliférer trop rapidement. Diverses méthodes peuvent 
permettre d’estimer le nombre idéal d’itérations pour un algorithme donné en fonction de la 
statistique acquise par la caméra [SELIVANOV, 2001b]. Une autre technique consiste à itérer 
jusqu’à la convergence de l’image, soit au-delà du rapport S/B optimal, pour ensuite appliquer 
un filtre passe-bas à l’image afin d’atténuer le bruit à hautes fréquences [FESSLER, 2004].  
5) Algorithme : Idéalement, l’algorithme choisi pour converger vers la solution selon 
les paramètres sélectionnés aux étapes 1 à 4, ne devrait pas influencer la qualité de l’image 
obtenue. En pratique toutefois, l’algorithme ne permet pas toujours de converger vers la 
solution optimale et le cycle itératif est parfois arrêté avant convergence [FESSLER, 2004]. 
D’ailleurs, l’accélération de la convergence de certains algorithmes se fait parfois au détriment 
de l’atteinte d’une solution sous-optimale. 
Par ailleurs, tous les algorithmes ne permettent pas nécessairement d’inclure toutes les 
options décrites aux étapes 1 à 4. Une méthode est parfois intrinsèquement liée à l’un de ces 
choix. Par exemple, la méthode « Maximum likelihood expectation maximization (MLEM) » 
[SHEPP et coll., 1982] est fondamentalement liée au modèle statistique de Poisson alors que 
les méthodes itératives « Least square (LS) » utilisent un modèle gaussien [BROWN et coll., 
1993] [KAUFMAN, 1993] [KAWATA et coll., 1985]. Par ailleurs, certaines méthodes dites 
algébriques ne permettent pas d’inclure un modèle statistique dans le processus itératif menant 
à l’obtention de l’image [GORDON et coll., 1970] [GUAN et coll., 1994] [MUELLER et 
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coll., 1997]. Mentionnons que parmi les principales caractéristiques recherchées pour un 
algorithme, on retrouve : l’assurance de converger vers une solution optimale, la rapidité de 
calculs, la possibilité de paralléliser l’algorithme, la simplicité d’utilisation (i.e. peu ou aucun 
paramètre à sélectionner par l’utilisateur) ainsi que la flexibilité de l’algorithme à 
accommoder différents modèles (étapes 2 et 3). 
1.3. Contribution à la reconstruction d’images en TEP 
Tel que vu à la section 1.2, le but premier d'un algorithme de reconstruction d'images 
consiste à obtenir la meilleure qualité d'image possible à partir des données de l'appareil 
d'imagerie. Une autre considération importante consiste à s'assurer que l'image soit obtenue 
dans un délai raisonnable afin que l'étape de reconstruction d'images ne soit pas un obstacle ou 
une limite sur le nombre de patients qui peuvent être imagés par un appareil. D'un point de 
vue commercial, il importe également que les algorithmes de traitement puissent s'exécuter 
sur des ressources matérielles à coût abordable. 
Les travaux réalisés dans cette thèse visent à concilier dans une même méthode de 
reconstruction d'images l'atteinte de la meilleure qualité d'image possible et l'obtention rapide 
de l'image à partir de ressources matérielles modestes. Pour atteindre ces objectifs, les travaux 
de recherche portent à la fois sur le développement de méthodes pour simuler et modéliser le 
processus d’acquisition en TEP ainsi que sur le développement d'algorithmes de 
reconstruction d’images qui utilisent ces modèles pour générer l’image. Les méthodes et 
algorithmes développés se démarquent de l'art antérieur principalement par les stratégies 
mises en œuvre pour tirer profit des symétries présentes entre les détecteurs d’un appareil 
d’imagerie afin de réduire la complexité du problème à résoudre. Les travaux ont permis 
d’une part de simplifier l’étape de modélisation du système, menant ainsi au développement 
d'une méthode de modélisation analytique 3D inspirée de la méthode en 2D [SELIVANOV et 
coll., 2000] et à plusieurs méthodes de modélisation Monte Carlo qui permettent de mitiger la 
charge en calcul excessive observée dans les travaux antérieurs [RAFECAS et coll., 2003] 
[SHOKOUHI et coll., 2004]. D'autre part, les travaux proposent de nouvelles méthodes de 
reconstruction d’images 3D itératives et par décomposition en valeurs singulières qui sont 
inspirées des méthodes en 2D proposées respectivement par Hébert [HEBERT et coll., 1988]  
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et Selivanov [SELIVANOV et coll., 2001]. Ces algorithmes viennent répondre à divers 
besoins dans le domaine de l’imagerie médicale en rendant plus accessible des méthodes de 
reconstruction d’images 3D qui ont un fort potentiel, mais qui sont souvent laissées de côté, 
dû à leur temps de calcul excessif et aux ressources matérielles requises.  Ainsi, les méthodes 
proposées dans cette thèse constituent une solution de remplacement forte intéressante pour 
les appareils d'imagerie commerciaux actuels qui sont pour la plupart basés sur des 
algorithmes de reconstruction sous-optimaux et qui réalisent un certain compromis entre la 
qualité de l'image obtenue, le temps de calcul et les ressources matérielles utilisées. 
La structure de la thèse se présente comme suit. Le chapitre 2 présente des méthodes 
qui permettent de modéliser et/ou de simuler le processus d’acquisition en TEP afin d'obtenir 
ce qui est appelé une matrice système qui peut être utilisée par un algorithme de reconstruction 
d’images. Le chapitre 3 présente une stratégie de factorisation de matrices systèmes dites 
blocs circulantes qui sont obtenues grâce à l’utilisation d’images en coordonnées cylindriques. 
Il sera démontré que ces matrices blocs circulantes peuvent être factorisées dans le domaine 
de Fourier afin de réduire les contraintes d’espace mémoire et d’accélérer les calculs des 
algorithmes de reconstruction d'images itératifs et par décomposition en valeurs singulières 
(DVS). Le chapitre 4 présente le contexte expérimental, c'est-à-dire un résumé des appareils 
TEP utilisés pour la prise de mesure et les caractéristiques des simulations Monte Carlo 
réalisées pour générer les matrices systèmes à l'étude. Enfin, le chapitre 5 et le chapitre 6 
présentent respectivement les résultats et une discussion des résultats portant sur la qualité des 
images obtenues avec les matrices systèmes à l'étude ainsi que sur les performances obtenues 
avec les méthodes de reconstruction d'images itératives et par DVS qui utilisent les matrices 
systèmes factorisées. 
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Chapitre 2  
Modélisation du système d’imagerie 
Ce chapitre présente différentes méthodes et stratégies développées dans le cadre du 
doctorat afin de modéliser les éléments relatifs à la prise de mesure en TEP et ainsi obtenir des 
matrices systèmes précises (modèle D-D) pour résoudre le problème de reconstruction 
d'images TEP. Ces matrices systèmes seront par la suite utilisées par les différents algorithmes 
de reconstruction d’images présentés au chapitre 3.   
2.1. Revue de la littérature de la modélisation TEP 
2.1.1. Revue de la modélisation analytique 
Une approche analytique simple et répandue pour obtenir une matrice système selon le 
modèle D-D consiste à supposer que la probabilité de détecter un événement par une paire de 
détecteurs se modélise par une ligne infiniment mince reliant les détecteurs [LLACER et coll., 
1985] [SIDON, 1985]. Les coefficients de la matrice, soit la contribution de chacune des 
lignes de réponse aux pixels de l'image, sont habituellement déterminés selon la longueur de 
la section du pixel traversée par la ligne de réponse [SIDON, 1985]. Le principal avantage 
d'une telle approche provient de la rapidité avec laquelle la matrice système peut être calculée 
pour une image et un appareil donné. Ceci permet entre autres de calculer au vol, durant la 
reconstruction d’images, les différents coefficients de la matrice afin d’éviter de sauvegarder 
celle-ci en mémoire, une étape limitant la rapidité de la reconstruction d'images. Pour ce faire, 
divers algorithmes ont été proposés dans la littérature [CHRISTIAENS, et coll., 1999] 
[HONG et coll., 2006] [JACOBS et coll., 1998]. Lorsque la taille de la matrice excède 
l'espace mémoire RAM d’un ordinateur, le calcul au vol de la matrice peut s’avérer plus 
rapide que l’accès sur un disque dur d’une matrice pré-calculée.  
La modélisation des tubes de réponse (TDR) d'une caméra par une ligne infiniment 
mince est une approximation peu fidèle à la réalité TEP, particulièrement pour les TDR 
passant en périphérie du champ de vue (Figure 1.5). Une amélioration consiste à inclure un 
paramètre prenant en considération la limite de la résolution spatiale de l’appareil. La 
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résolution spatiale peut alors être modélisée par une seule et même fonction fixe pour tout le 
volume 3D (modèle spatial invariant) ou par un modèle plus précis qui prend en considération 
la nature variante de la résolution spatiale en TEP (modèle spatial variant). 
D’un point de vue pratique, l’utilisation d’un modèle spatial invariant, telle une 
fonction gaussienne 2D ou 3D, peut s’avérer avantageuse au niveau de l’implantation de 
l’algorithme de reconstruction d’images. Ceci permet, par exemple, d’utiliser une matrice 
système basée sur le modèle de la ligne infiniment mince et de modéliser la limite de la 
résolution spatiale de l’appareil à l’extérieur de la matrice, soit avec une fonction appliquée 
directement dans le domaine de l’image ou des projections [QI et coll., 1998] [READER et 
coll., 2003]. Ceci permet de réduire l’espace requis pour sauvegarder la matrice et mène à une 
réduction de la charge de calcul associée aux étapes de projection et de rétroprojection 
réalisées avec la matrice système [QI et coll., 1998].      
Une façon de modéliser plus précisément la nature variante dans l'espace des TDR en 
TEP consiste à utiliser une méthode analytique qui prend en considération l’atténuation des 
photons d’annihilation dans les détecteurs et autres matériaux environnants [MARKIEWICZ 
et coll., 2005] [SCHMITT et coll., 1988] [SELIVANOV et coll., 2000] [STRUL et coll., 
2003]. Le principal inconvénient de cette approche réside dans l’importante charge de calculs 
associée à la fonction des TDR de l’appareil. Cette charge de calculs est d’autant plus 
importante lorsque la méthode est basée sur une modélisation tridimensionnelle (3D) du 
problème de reconstruction d’images [MARKIEWICZ et coll., 2005]. Il devient alors très 
difficile et parfois irréaliste de vouloir calculer la matrice système au vol durant l’étape de 
reconstruction d’images. La matrice est alors habituellement pré-calculée et sauvegardée en 
mémoire pour une utilisation ultérieure par l’algorithme de reconstruction d’images.   
2.1.2. Revue de la modélisation par simulation Monte Carlo 
Les outils de simulations Monte Carlo (MC) permettent en théorie de modéliser tous 
les phénomènes physiques affectant la prise de mesure en TEP [GATE, 2004]. La justesse de 
la simulation MC dépend alors du degré de réalisme des diverses équations de la physique des 
particules modélisées dans le logiciel de simulation ainsi que de l’exactitude de la 
modélisation géométrique de la caméra (i.e. propriétés des cristaux, position des détecteurs, 
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collimateurs) et du processus d’acquisition (i.e. résolution en énergie, résolution temporelle, 
temps mort) [GERAMIFAR et coll., 2008]. Parmi les simulateurs Monte Carlo, le logiciel 
GATE est sans conteste l’un des plus reconnus et utilisés pour la modalité TEP [GATE, 
2004]. D’autres simulateurs peuvent également être utilisés [SIMSET, 1993].  
Dans la littérature, on retrouve deux philosophies de pensée pour calculer une matrice 
système à partir de simulations MC. La première approche consiste à modéliser l’ensemble 
des phénomènes affectant la mesure TEP dans la simulation et de réaliser la reconstruction 
d'image à même l'information de la simulation [BEEKMAN et coll., 2002] [DE WIT et coll., 
2005] [EL BITAR et coll., 2006]. Cette approche implique qu'une nouvelle simulation MC 
soit réalisée pour chaque nouvel objet à reconstruire. La simulation peut inclure des 
phénomènes qui dépendent de la densité de l’objet imagé tel que le rayonnement diffusé dans 
l’objet et la portée du positron. La notion de matrice système est alors effacée dans le sens où 
la relation entre les projections mesurées et l’image reconstruite est réalisée à travers la 
génération d’événements MC calculés au vol durant la reconstruction d’images [DE WIT et 
coll., 2005] [EL BITAR et coll., 2006]. Il importe de générer suffisamment d’événements MC 
pour que la relation entre chaque TDR et chaque pixel soit représentée par une statistique de 
comptage suffisante pour que ce bruit statistique ne contribue pas au bruit de l’image 
reconstruite. Ceci entraîne une charge importante de calculs, particulièrement pour un 
problème de reconstruction d’images en 3D. Bien qu’il soit possible d’utiliser diverses 
stratégies pour accélérer la génération des événements MC, le temps de calcul demeure 
prohibitif et cela même lorsque la méthode est appliquée à un problème de reconstruction 
d'images en 2D relativement simple à résoudre [BEEKMAN et coll., 2002].    
La seconde école de pensée vise plutôt à modéliser dans la simulation MC uniquement 
les phénomènes ne dépendant pas de l'objet imagé, tel que la géométrie et les matériaux des 
détecteurs de la caméra [CABELLO et coll., 2011] [RANNOU et coll., 2004] [RAFECAS et 
coll., 2004] [SHOKOUHI et coll., 2004] [SOUTHEKAL et coll., 2011] [REHFELD et coll., 
2005]. Ceci permet de pré-calculer et de réutiliser une même matrice système pour 
reconstruire plus d’une acquisition, peu importe l'objet imagé.  
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Bien que la première approche visant à tout modéliser les phénomènes relatifs à la TEP 
à l’intérieur de la simulation MC puisse, en théorie, permettre d’obtenir des images de très 
grande qualité, sa mise en œuvre dans un contexte clinique et préclinique reste pour l’instant 
utopique en considérant les ressources de calculs actuellement disponibles. Ainsi, la seconde 
approche visant plutôt à modéliser dans la matrice uniquement les phénomènes ne dépendant 
pas de l'objet imagé comporte davantage d'intérêts. 
Une stratégie souvent utilisée pour générer une matrice système à partir de simulations 
MC consiste à définir une source radioactive dont la forme, la dimension et la position dans 
l’espace correspondent à un pixel de l’image. La méthode consiste alors à répéter la 
simulation MC pour toutes les positions possibles de pixel dans l’image. [RANNOU et coll., 
2004] [SHOKOUHI et coll., 2004]. Afin d’obtenir une matrice qui soit suffisamment précise 
pour la reconstruction d’image, un nombre minimum d’événements doit être généré pour 
chaque position de pixel. Ceci peut mener à un temps de simulation excessif, particulièrement 
lorsque le système est modélisé en 3D. Un autre inconvénient de cette approche provient du 
fait que plusieurs choix relatifs aux différents paramètres de la simulation (i.e. seuil d’énergie, 
résolution d’énergie, résolution de temps) et de l’image (i.e. nombre de pixel, taille et forme 
des pixels) doivent être faits avant la simulation et ne peuvent être changés par la suite.   
Une méthode alternative consiste à simuler plutôt une source cylindrique uniforme qui 
couvre tout le champ de vue utile et de choisir la configuration de l’image uniquement à la fin 
de la simulation [RAFECAS et coll. 2004]. Le nombre d’événements issus de chaque pixel de 
l’image peut alors être établi à partir de l’information sur la position (x, y, z) du site 
d’annihilation sauvegardée pour chaque événement MC généré. 
Une autre approche qui permet de choisir la configuration de l’image après la 
simulation MC consiste à calculer la fonction de chaque TDR de l’appareil [ALESSIO et coll., 
2004] [TACHEREAU et coll., 2011]. Cette approche consiste à réaliser plusieurs simulations 
d’une source ponctuelle déplacée dans l’image pour obtenir la fonction de réponse en 
coïncidence de la caméra pour différents points discrets du TDR. 
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2.1.3. Revue de la modélisation empirique 
Les méthodes empiriques permettent d’obtenir une matrice système à partir de mesures 
réelles réalisées avec l’appareil que l’on souhaite modéliser. Une stratégie consiste à réaliser 
plusieurs mesures successives d’une source ponctuelle déplacée le long d’une grille 3D 
couvrant tout le champ de vue utile de la caméra [PANIN et coll., 2006] [TOHME et coll., 
2009]. Chaque position de la source correspond alors à la fonction de réponse de la caméra 
pour un point donné dans l’espace 3D de l’image. En théorie, cette méthode présente le 
potentiel d’être la plus précise puisqu’elle n’implique aucune supposition ou simplification du 
système d'imagerie [PANIN et coll., 2006]. En pratique toutefois, la précision des méthodes 
empiriques est limitée par plusieurs considérations pratiques telles que la taille de la source 
(i.e. qui idéalement devrait être infiniment petite), les erreurs de positionnement de la source, 
le choix de la grille d’échantillonnage et la statistique collectée à chaque position de la grille 
[PANIN et coll., 2006] [TOHME et coll., 2009]. Pour répondre à toutes ces exigences et ainsi 
obtenir une matrice système suffisamment précise, plusieurs heures d’acquisitions sont 
requises, voire des jours et des semaines et cela, même pour un système relativement simple. 
Il est toutefois possible de supposer certaines symétries dans le système afin de réduire le 
nombre de positions à couvrir avec la source ponctuelle [TOHME et coll., 2009]. 
2.2. Théorie de la modélisation TEP 
Cette section présente diverses méthodes de calcul de matrices systèmes développées 
dans le cadre du doctorat. Parmi ces méthodes, certaines sont analytiques, d’autres sont basées 
sur des simulations Monte Carlo et enfin, les dernières peuvent être qualifiées d’hybrides 
puisqu’elles impliquent à la fois des méthodes analytiques et Monte Carlo. Une formulation 
générale du problème et de la stratégie de modélisation des phénomènes de la TEP est d'abord 
présentée. La méthodologie générale pour calculer une matrice système ainsi que les 
particularités propres à chaque méthode sont ensuite présentées. 
2.2.1. Formulation du problème de reconstruction d'images 
Les méthodes de reconstruction d’images développées dans le cadre de ce doctorat 
sont toutes basées sur un modèle discret-discret (D-D) du système. Ceci implique d’abord le 
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choix de fonctions discrètes pour représenter la distribution originale de radioactivité dans 
l’objet par une approximation dans le domaine discret, soit l’équation 1.5 reprise ici : 
 ( ) ( )∑
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2.1  
Le problème de reconstruction d’images avec le modèle D-D peut également être 
présenté sous une forme matricielle :  
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où les coefficients ai,j de la matrice système A de taille (N × B) représentent la probabilité 
qu’une désintégration survenue dans le pixel j soit détectée par la paire de détecteurs i et les 
termes additifs irˆ  et isˆ  représentent respectivement une estimation du taux de bruit de 
coïncidences fortuites et diffusées dans le sujet sur la ligne de réponse i.  
Diverses stratégies peuvent être envisagées pour intégrer dans l’algorithme de 
reconstruction d’images les différents phénomènes physiques qui affectent la prise de mesure 
en TEP. Par exemple, il est possible de modéliser certains phénomènes à l’intérieur de la 
matrice système, à l’extérieur de celle-ci ou encore de tout simplement ignorer un phénomène 
jugé négligeable. Ces choix affecteront d’une part la qualité de l’image reconstruite et auront 
d'autre part un impact sur la vitesse de calcul et les contraintes d’espace mémoire de 
l’algorithme de reconstruction d’images.  
En théorie, tous les phénomènes relatifs à la TEP peuvent être modélisés directement 
dans la matrice système, y compris l’estimation du taux de coïncidences fortuites et diffusées. 
En pratique toutefois, l’inclusion de certains phénomènes qui dépendent du sujet imagé (ex. : 
la diffusion Compton dans le sujet et la portée du positron), dans la matrice système implique 
que cette dernière soit recalculée à chaque fois qu’un nouvel objet doit être reconstruit. De 
plus, la modélisation de certains phénomènes dans la matrice système peut la rendre plus 
dense, c’est-à-dire qu’un plus grand nombre de coefficients ai,j de la matrice auront une valeur 
non nulle. En d’autres termes, un plus grand nombre de pixels auront une probabilité non nulle 
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que les deux photons d'annihilation issus de ce volume soient détectés par une paire de 
détecteurs donnée. Par exemple, en observant la Figure 1.3, on constate que la modélisation 
des coïncidences fortuites et/ou diffusées dans la matrice système résulterait en un 
élargissement considérable du tube de réponse à l’intérieur duquel un événement peut 
survenir. La matrice système ainsi obtenue serait alors beaucoup plus dense [REHFELD et 
coll., 2005]; ce qui entraîne une charge de calcul plus importante lors des multiplications 
matricielles réalisées durant la reconstruction d’images [QI et coll., 1998]. De plus, il a été 
démontré qu'une matrice système plus dense implique qu’un plus grand nombre d’itérations 
doivent être réalisées pour converger [TAMAL et coll., 2004] [REHFELD et coll., 2005]. 
Le choix de modéliser ou non un phénomène directement dans la matrice système est 
donc fortement influencé par l’effet de cette intégration sur la densité de la matrice et sur le 
besoin de devoir recalculer ou non la matrice pour chaque nouvel objet à reconstruire. Sous 
cette optique, la décomposition de la matrice système en divers éléments selon l’équation 1.10 
est reprise ici sous une forme qui met en valeur les différentes options de modélisation : 
 imgsystèmeprojattneffdét AAAAAA .=   (2.3) 
2.3  
Les termes Adét.eff et Aattn représentent des matrices diagonales N × N modélisant 
respectivement l’efficacité de détection et l’atténuation dans le sujet observé. L’incertitude sur 
le positionnement du photon dans le détecteur (Adet.inc), présent à l’équation 1.10, est cette fois 
ignorée puisque les caméras modélisées ici ont une architecture basée sur des détecteurs à 
photodiode avalanche (PDA). L’utilisation de PDA permet de coupler individuellement le 
cristal à la PDA, ce qui rend l’erreur de positionnement virtuellement inexistante [MARTEL, 
1989] [LECOMTE et coll., 1994]. Le terme Asystème est une matrice N × B qui comprend 
essentiellement la matrice géométrique Ageom de l’équation 1.10, mais peut également 
modéliser d’autres phénomènes ne dépendant pas uniquement de la géométrie de la caméra tel 
que la portée du positron. Les termes Aproj et Aimg sont des matrices respectivement de tailles 
N × N et B × B permettant de modéliser certains facteurs affectant la résolution spatiale de 
l'appareil dans le domaine des projections et de l’image.    
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À première vue, l’appellation « matrice système » pour désigner le terme Asystème de 
l’équation 2.3 peut paraître confondant puisque l’ensemble des paramètres de cette même 
équation peuvent être considérés comme étant la matrice système globale (A). Néanmoins, 
selon l’équation 2.3, on constate que seule la matrice Asystème relie directement la mesure de 
projections aux pixels de l’image. Les autres termes de l’équation sont soit des facteurs de 
corrections s’appliquant sur la mesure de projections (Adét.eff et Aattn) ou encore un traitement 
appliqué dans le domaine des projections (Aproj) ou de l’image (Aimg). En considérant que la 
matrice système est la matrice qui relie la mesure de projection à l’image, cette appellation 
fera donc référence exclusivement à la matrice Asystème selon l’équation 2.3 pour le reste de cet 
ouvrage. Les autres termes de l’équation 2.3 seront considérés comme des facteurs de 
corrections modélisés à l’extérieur de la matrice système. 
Par ailleurs, une distinction s’impose quant à l’application des facteurs de correction 
Adét.eff  et Aattn par rapport aux opérateurs Aproj et Aimg. Puisque les matrices diagonales Adét.eff et 
Aattn résultent en une multiplication point à point avec les N projections mesurées, ces facteurs 
peuvent être factorisés hors de la matrice Asystème et cela, sans compromis ou simplification sur 
le modèle. À l’inverse, la factorisation de certains facteurs de dégradation de résolution 
spatiale dans le domaine des projections (Aproj) ou de l’image (Aimg) implique des compromis 
quant à la justesse du modèle tel que l'utilisation de modèles spatiaux invariants. En revanche, 
une telle factorisation permet d’obtenir une matrice Asystème beaucoup moins dense et ainsi de 
réduire les besoins en espace mémoire et d'accélérer significativement les calculs de 
l’algorithme de reconstruction [QI et coll., 1998] [READER et coll., 2003]. Par exemple, il est 
possible d'utiliser le modèle de la ligne infiniment mince pour la matrice Asystème et de 
modéliser la limite de résolution spatiale par un terme appliqué dans le domaine de l'image 
(Aimg). Ces gains s’obtiennent toutefois en supposant que la résolution spatiale de l’appareil est 
uniforme dans tout le champ de vue ce qui aura un impact plus ou moins important sur la 
qualité de l'image reconstruite selon la nature du problème à résoudre.  
Afin de simplifier la nomenclature utilisée à l’équation 2.3, les matrices diagonales 
Adét.eff et Aattn peuvent être remplacées par un vecteur contenant les valeurs non nulles de la 
diagonale, soit le vecteur ηˆ  pour la correction de l’efficacité de détection et le vecteur µˆ  pour 
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la correction de l’atténuation dans le sujet.  En intégrant l’équation 2.3 ainsi que les vecteurs 
µˆ  et ηˆ  dans l’équation 2.2, nous obtenons :    
 srfAAAy imgsystèmeproj ˆˆˆˆˆˆ ++⋅⋅⋅= ηµ   (2.4) 
2.4  
L’équation 2.4 représente le système d’équations à résoudre en TEP pour trouver 
l’image ( fˆ ) à partir de la mesure de projections (y). La modélisation de divers phénomènes 
dans le domaine des projections (Aproj) ou de l’image (Aimg) doit idéalement être évitée 
puisqu’elle suppose un compromis sur la justesse du modèle et donc sur la qualité des images 
reconstruites. En contrepartie, lorsque l’algorithme de reconstruction d’images repose sur la 
préservation des symétries du système, la modélisation de certains phénomènes à l’extérieur 
de la matrice devient inévitable afin de préserver ces symétries.  La modélisation de la portée 
du positron dans le domaine de l’image (Aimg) en est un exemple. Les principaux facteurs 
affectant la mesure TEP ainsi que les options relatives à leur intégration au processus de 
reconstruction d’images selon l’équation 2.4 sont présentés au tableau 2.1. La non-colinéarité 
de propagation des photons d'annihilation est négligée ici puisqu'elle a peu d'impact par 
rapport aux autres phénomènes dû au faible diamètre des caméras TEP précliniques pour 
petits animaux.  
TABLEAU 2.1 – PHÉNOMÈNES AFFECTANT LA RÉSOLUTION SPATIALE EN TEP 
Phénomènes  Dépend du sujet imagé 
Intégration dans la 
reconstruction 
    Géométrie de la caméra 7 
 
non systèmeA  
    Atténuation dans les détecteurs 7 
 
non systèmeA  
    Diffusés dans les détecteurs  non systèmeA  
    Efficacité de détection 7 
 
non Facteur multiplicatif ηˆ  
    Atténuation dans le sujet 4 
 
oui Facteur multiplicatif µˆ  
    Diffusés dans le sujet  oui Bruit additif  sˆ  
    Événements fortuits  non Bruit additif  rˆ  
    Portée du positron  oui systèmeA  ou imgA  
    Non-colinéarité des photons d'annihilation  non Négligé 
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2.2.2. Stratégies de calcul de la matrice système 
Le calcul de matrices systèmes modélisant avec précision la prise de mesure en TEP 
peut être une opération très lourde en calcul, particulièrement pour la modélisation en 3D. 
Pour contrer ce problème, un objectif ou ligne directrice qui a guidé le développement des 
méthodes de calcul de matrices systèmes proposées dans cette thèse consiste à éviter de 
réaliser plus d'une fois un même calcul lors de la génération de la matrice. Ainsi, l'architecture 
de calcul proposée se distingue en ce qu'elle permet de sauvegarder des sous-ensembles de 
résultats sous forme de bases de données servant à générer plusieurs éléments d'une même 
matrice et même diverses versions de la matrice ayant des caractéristiques différentes telles 
que la dimension de l'image ou la taille des pixels. L'originalité de l'approche repose 
également sur l'utilisation judicieuse des symétries présentes entre les détecteurs et les TDR 
d'une caméra afin de permettre la réutilisation de parties pré-calculées entre les détecteurs et 
TDR symétriques d'une caméra. Ces objectifs s'obtiennent en séparant la méthode de calcul de 
la matrice en trois grandes étapes distinctes : 
Étape 1 : Calcul de la probabilité de détection simple (PDS) 
Étape 2 : Calcul de la probabilité de détection en coïncidence (PDC) 
Étape 3 : Calcul des coefficients de la matrice 
Une brève description de ces étapes est présentée ci-dessous alors que les détails 
inhérents au calcul de la PDS, de la PDC et des coefficients de la matrice suivant différentes 
techniques sont présentés dans les sections qui suivent.   
Probabilité de détection simple (PDS) : C'est la probabilité qu'un photon d'une énergie 
donnée frappant un détecteur à une position et à un angle d'incidence donné résulte en un 
événement détecté par le système d'imagerie. La PDS se calcule pour un détecteur et elle 
comprend habituellement l'ensemble des probabilités de détection simple pour toutes les 
positions et tous les angles d'incidence possibles.  
Probabilité de détection en coïncidence (PDC) : C'est la probabilité qu'une paire de 
photons d'annihilation émis en une position donnée d'un TDR soit interceptée et détectée 
comme un événement valide par les deux détecteurs en coïncidence du TDR. La PDC est 
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habituellement calculée en différents points du TDR afin de caractériser la probabilité de 
détection pour tout le volume du TDR. 
Coefficients de la matrice système : Le calcul des coefficients ai,j de la matrice système 
(équation 2.2) consiste à déterminer la probabilité qu’une désintégration survenue dans le 
pixel j soit détectée par la paire de détecteurs du TDR i et ce, pour toutes les combinaisons 
possibles de pixel et de TDR. Le nombre de pixels ayant une contribution non nulle à un TDR 
se limite habituellement au volume intercepté entre les deux détecteurs en coïncidence (Figure 
1.3), ce qui limite le nombre possible de combinaisons pixel/TDR à calculer. Les coefficients 
de la matrice peuvent être calculés à partir de l'information d'une fonction de PDC ou encore à 
partir d'un modèle plus simple approximant la fonction de réponse d'une caméra.  
Afin de calculer la fonction de PDS et de PDC, des méthodes dites analytiques ainsi 
que des méthodes basées sur des simulations Monte Carlo ont été développées. La flexibilité 
et la versatilité de la librairie de calcul de matrices systèmes qui a été développée a permis 
d'étudier différentes approches pour calculer une matrice système. Ces méthodes plus 
évoluées ont par ailleurs été comparées à des méthodes plus simples utilisant, par exemple, le 
modèle de la ligne infiniment mince ou encore une fonction gaussienne 2D ou 3D pour 
modéliser la fonction des TDR. Les méthodes de calculs de matrices systèmes développées et 
étudiées dans cette thèse se résument donc aux modèles suivants :  
1) Modèle linéaire  
2) Modèle gaussien 
3) Modèle analytique 
4) Modèle Monte Carlo direct 
5) Modèle Monte Carlo indirect 
6) Modèle hybride 
Modèle linéaire : Le modèle linéaire (ou de la ligne infiniment mince) suppose que la 
probabilité de détecter un événement par une paire de détecteurs peut être vue comme une 
ligne infiniment mince reliant les détecteurs en coïncidence [LLACER et coll., 1985] 
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[SIDON, 1985]. L'implantation de cette approche fait appel uniquement à l'étape de calcul des 
coefficients de la matrice à partir du modèle linéaire.  
Modèle gaussien : Le modèle gaussien est une amélioration au modèle linéaire en ce 
qu'il modélise un peu mieux la nature limitée de la résolution spatiale d'une caméra TEP. 
L'approche consiste à utiliser une fonction gaussienne 2D répétée le long de l'axe radial d'un 
TDR afin de représenter la probabilité de détection à l'intérieur de son volume. Ce modèle est 
dit spatial invariant puisque la même fonction Gaussienne est utilisée pour représenter tous 
les TDR de la caméra. Le calcul de la matrice avec le modèle gaussien fait appel à la méthode 
analytique décrite à la section 2.2.3 pour le calcul des coefficients de la matrice à partir de la 
fonction gaussienne 2D définie. 
Modèle analytique : Le modèle analytique fait appel exclusivement à des méthodes 
dites analytiques pour le calcul successif de la fonction de PDS, de la fonction de PDC et des 
coefficients de la matrice. Ces étapes sont décrites à la section 2.2.3. Le modèle analytique se 
base sur la probabilité d'atténuation (ou d'absorption) des photons d’annihilation dans les 
détecteurs et autres matériaux composant l'anneau de détection. Pour ce faire, une 
modélisation précise de la géométrie 3D des anneaux de détection et de la densité des divers 
matériaux est requise. L’approche s'inspire de méthodes développées antérieurement par un 
groupe de recherche de l’Université de Sherbrooke dirigé par le professeur Roger Lecomte 
[KARUTA, 1988] [KARUTA et coll., 1992] [MARTEL, 1989] [SCHMITT et coll., 1988] 
[SCHMITT, 1989] [SELIVANOV et coll., 2001a] [SELIVANOV, 2002]. La méthode 
développée dans les présents travaux se distingue de l’art antérieur puisqu'elle repose sur une 
modélisation 3D précise du processus d'acquisition TEP et non sur une modélisation 2D plus 
approximative. De plus, l'étape de calcul de la fonction de probabilité en coïncidence a été 
repensée complètement afin de suivre plus fidèlement la physique relative à la mesure TEP. 
Modèle Monte Carlo direct : Les méthodes de calculs de matrices systèmes basées sur 
des simulations Monte Carlo (MC) se démarquent des méthodes analytiques en ce qu'elles 
permettent non seulement de modéliser le processus d'atténuation et d'absorption des photons 
dans les détecteurs mais aussi la probabilité que ceux-ci interagisse plutôt par diffusion 
Compton. Les interactions Compton multiples dans plus d'un détecteur peuvent provoquer un 
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élargissement de la fonction des TDR d'une caméra TEP [MARTEL, 1989] [SELIVANOV et 
coll., 2000] [ZERRATKAR et coll., 2010]. La méthode MC directe consiste à calculer les 
coefficients de la matrice directement à partir de l'information acquise par la simulation MC. 
La méthode développée ici se distingue de l'art antérieur en ce qu'elle propose une stratégie 
permettant de tirer profit des symétries présentes entre les TDR d'un appareil afin d'augmenter 
la statistique MC utilisée pour le calcul des coefficients de la matrice. Ces méthodes sont 
décrites plus en détail à la section 2.2.4.    
Modèle Monte Carlo indirect : L'approche indirecte est très similaire à l'approche MC 
directe. Elle a pour principale différence qu'elle propose de calculer d'abord la fonction de 
PDC à partir de l'information tirée des simulations MC plutôt que de calculer directement les 
coefficients de la matrice. Cette stratégie permet notamment d'introduire un filtrage au niveau 
de la fonction de PDC, ce qui permet de réduire l'impact du bruit statistique des événements 
MC et ainsi de réduire le temps de simulations MC requis pour obtenir une matrice de 
précision suffisante. Le calcul de la PDC à partir de simulation MC est présenté à la section 
2.2.4. Les coefficients de la matrice sont ensuite calculés à partir de cette PDC en utilisant 
l'approche analytique présentée à la section 2.2.3. 
Modèle hybride : Le modèle hybride est une nouvelle approche qui vise à tirer profit à 
la fois des capacités de modélisation accrues de l'approche Monte Carlo et de l'immunisation 
au bruit statistique de l'approche analytique. Cette méthode utilise la simulation MC pour 
modéliser la PDS plutôt que la PDC. Ceci permet notamment de conserver tous les 
événements en détection simple au lieu de ne conserver que les événements en coïncidence. 
En considérant que pour la plupart des caméras TEP, moins de 10% des événements générés 
résultent en une détection en coïncidence, l'utilisation des événements simples permet un gain 
notable au niveau de la statistique acquise. De plus, puisqu'il existe davantage de symétries 
entre les détecteurs qu'entre les TDR d'une caméra, l'utilisation de symétries permet 
d'augmenter encore plus significativement la statistique acquise pour le calcul de la PDS ou de 
réduire le temps de calcul. Ces deux avantages combinés permettent de réduire de plusieurs 
ordres de grandeur le temps de simulation MC requis par rapport à l'approche MC directe ou 
indirecte. La stratégie utilisée pour générer la PDS à partir de simulations MC est présentée à 
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la section 2.2.4. La méthode hybride fait par la suite appel aux méthodes de calcul analytiques 
pour générer successivement la PDC et les coefficients de la matrice (section 2.2.3).    
2.2.3. Calcul de la matrice par modélisation analytique 
Cette section présente des méthodes de calcul analytiques pour obtenir la PDS, la PDC 
et les coefficients de la matrice système. Aux fins de comparaison, il est à noter que les 
fonctions de PDS et de PDC correspondent respectivement aux nomenclatures « Intrinsic 
Aperture Function (IAF) » et « Coincident Aperture Function (CAF) » utilisées dans les 
ouvrages de l'art antérieur  [SCHMITT et coll., 1988] [SELIVANOV et coll., 2001a].  
Calcul analytique de la PDS 
La probabilité de détection simple (PDS) s’obtient en modélisant la probabilité qu’un 
photon d’annihilation de 511 keV soit totalement absorbé par le détecteur d’intérêt (i.e. celui 
pour lequel la PDS est calculée) ou par un détecteur voisin ou les matériaux environnants. Une 
PDS distincte doit être calculée pour chaque détecteur non symétrique de la caméra. Deux 
détecteurs (ou cristaux) sont considérés non symétriques lorsqu'il n'existe aucune rotation, par 
rapport à l'axe central de la caméra, qui permet de faire correspondre parfaitement la position 
des deux détecteurs en questions. Ceci correspond habituellement au nombre de détecteurs 
latéraux composant un bloc de détecteurs répété à angle constant pour former l'anneau 
complet de détection. À titre d'exemple, la caméra illustrée à la Figure 3.1 (vue plus loin au 
Chapitre 3) est composée d'un bloc de 4 détecteurs latéraux répété 8 fois autour de l'anneau et 
par là, une PDS distincte devra être calculée pour chacun de ces 4 détecteurs non symétriques. 
Pour caractériser complètement un détecteur, la PDS doit être calculée pour toutes les 
positions et tous les angles d’incidence possibles des photons d’annihilation. Un exemple de 
fonction de PDS calculée sur un plan 2D pour un angle d’incidence tangentiel (θ) et azimutale 
(φ) donnés est illustré à la Figure 2.1.  
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Figure 2.1 Calcul de la probabilité de détection simple (PDS) d’un détecteur pour une paire d’angles 
d’incidence donnée (θ, φ). La PDS est évaluée pour un certain nombre de points d’incidence 
définis le long d’un plan 2D perpendiculaire à la trajectoire du photon incident.   
Tel qu’illustré à la Figure 2.1, la PDS s’obtient en calculant la probabilité conjointe 
que le photon traverse les détecteurs voisins et les matériaux environnants sans subir 
d'interactions avant de déposer son énergie dans le détecteur d'intérêt. La probabilité que le 
photon soit transmis sans interaction à travers les détecteurs voisins et autres matériaux sur sa 
trajectoire (ex. : collimateurs, boîtier entourant les cristaux) s’obtient à partir de l’équation 1.4. 
La probabilité que le photon interagisse avec le détecteur d’intérêt s’obtient avec une équation 
similaire à la différence que cette fois l'intérêt se porte sur la probabilité d'absorption et non de 
transmission : 
 ( ) ( )xta eIIII µ−−=−= 100  (2.5) 
2.5  
où Ia est le nombre de photons absorbés, I0 le nombre initial de photons, It le nombre de 
photons transmis sans interaction, x la distance parcourue dans le milieu et µ(Ey) le coefficient 
d’atténuation linéaire de l’objet traversé (en cm-1) pour des photons d’énergie Ey. Une énergie 
Ey = 511 keV est utilisée puisque les photons à modéliser sont ceux qui se rendent jusqu'au 
détecteur sans interaction préalable.  
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Il est à noter que la méthode analytique proposée ne prend pas en considération la 
probabilité d'interaction Compton dans les détecteurs. Il est toutefois possible de modéliser 
analytiquement ce phénomène en utilisant par exemple les équations de Klein-Nishina 
[KNOLL, 1989]. De tels modèles sont d’ailleurs utilisés par des méthodes analytiques servant 
à estimer le taux de coïncidences diffusées dans le sujet imagé [OLLINGER, 1996] 
[TSOUMPAS et coll., 2005] [WATSON, 2000]. 
Calcul analytique de la PDC 
La probabilité de détection en coïncidence (PDC) d'une paire de détecteurs est calculée 
à partir de fonctions de PDS préalablement calculées et sauvegardées en mémoire. La PDC est 
calculée uniquement pour les TDR non symétriques d'un système afin de réduire la charge de 
calculs. Cette notion de symétries entre les TDR sera abordée à la section 3.2.1.   
 La PDC en un point donné d'un TDR s’obtient en calculant la somme des probabilités 
de détection des photons d'annihilation par les deux détecteurs d'intérêt, et ce, pour tous les 
angles d’incidence (θ, φ) possibles Un exemple de calcul de la PDC en un point est illustré à 
la Figure 2.2. Cette opération peut être exprimée par l'équation suivante : 
 ( ) ( ) ( )[ ]∑∑
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2.6  
où PDCAB(x, y, z) est la probabilité de détection en coïncidence au point (x, y, z) à l'intérieur 
du TDR, PDS(A)φ,θ et PDS(B)φ,θ sont les probabilités de détection simple respectivement pour 
les détecteurs A et B et finalement Nφ et Nθ représentent le nombre d'angles azimutal (φ) et 
tangentiel (θ) pour lesquels la PDS est non nulle à la fois pour les détecteurs A et B (Figure 
2.2). Tel que vu précédemment, la valeur de la PDS dépend non seulement de l'angle 
d'incidence (φ, θ) mais aussi du point d'entrée (k, l) sur le détecteur. Or, le point d'entrée est 
déterminé implicitement par le choix de la position (x, y, z) de la PDC et des angles φ et θ.  
Pour faciliter l'implantation de la méthode, il importe de choisir un point de référence 
sur les détecteurs qui sera commun pour le calcul de la PDS et de la PDC. À la Figure 2.2, ce 
point est choisi comme étant le milieu de la face avant des détecteurs. La ligne joignant ces 
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points sert alors de trajectoire de référence pour la PDC (i.e. ligne pointillée). La PDC est 
calculée pour un nombre limité de points discrets définis le long de plans 2D perpendiculaires 
à cette trajectoire de référence (Figure 2.2). Ceci résulte en un ensemble de trajectoires 
parallèles reliant les points de la PDC, ce qui facilitera les étapes subséquentes pour le calcul 
des coefficients de la matrice système. Le choix de la grille (x, y, z) contrôle le compromis 
entre la précision versus l'espace mémoire et la charge de calcul associé au calcul de la PDC 
pour un TDR donné. Puisque la fonction de PDC varie plus abruptement dans les directions 
tangentielles (axes y et z) que radiale (axe x), il est avantageux d’utiliser une discrétisation 
plus précise dans le sens tangentiel que radial. Le choix d'incrément pour les angles θ et φ 
auront quant à eux un impact uniquement sur la précision de la PDC et sur le temps de calcul. 
 
Figure 2.2 Calcul de la probabilité de détection en coïncidence (PDC) pour une paire de détecteurs 
donnée. La PDC est évaluée pour un ensemble de positions discrètes (x, y, z) définies à 
l’intérieur du volume joignant les deux détecteurs en coïncidence.  
Calcul analytique des coefficients de la matrice 
L'étape de calcul des coefficients de la matrice système repose sur l'utilisation d'un 
modèle définissant la fonction de réponse des TDR d'un appareil. Tel que présenté à la section 
2.2.2, le modèle choisi pour représenter un TDR peut être relativement simpliste tel que le 
modèle linéaire ou gaussien ou encore plus complexe tel que la fonction de PDC calculée 
selon la méthode illustrée précédemment à la Figure 2.2. 
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Il est possible que le calcul des coefficients de la matrice soit effectué au vol durant la 
reconstruction de l'image ou encore que l'ensemble des coefficients soit pré-calculé et 
sauvegardé en mémoire pour une utilisation ultérieure de la matrice lors de la reconstruction. 
Bien que la méthode proposée ici puisse être utilisée pour le calcul au vol de la matrice, 
l'objectif est plutôt l'obtention de matrices précises qui seront pré-calculées et réutilisées pour 
reconstruire plus d'un objet. Ceci implique que seuls les phénomènes ne dépendant pas du 
sujet imagé soient modélisés dans la matrice systèmeA  (Tableau 2.1).       
Le calcul des coefficients de la matrice à partir de la fonction d'un TDR peut être 
décomposé en deux étapes distinctes : 
1) Rotation-translation du TDR pour une paire de détecteurs 
2) Épanchement de la fonction du TDR sur l’image 
Rotation-translation du TDR : Cette étape consiste à positionner la fonction d'un TDR 
dans un référentiel 3D pour une paire de détecteurs donnée. Ce mécanisme permet de 
réutiliser une même fonction de PDC entre tous les TDR symétriques d'une caméra. En faisant 
référence à la Figure 2.2, cette étape consiste à réorienter la trajectoire de référence joignant 
les deux détecteurs (i.e. la ligne pointillée) sur la paire de détecteurs en coïncidence pour 
laquelle les coefficients de la matrice doivent être calculés. Il est à noter que l'utilisation de 
certaines représentations discrètes de l'image, telle qu'une image en coordonnées cartésiennes, 
peut venir briser les symétries présentes naturellement entre les TDR d'une caméra lors de 
l'étape de calcul des coefficients de la matrice. Ainsi, bien que la fonction des TDR puisse être 
calculée uniquement pour les TDR non symétriques, le calcul des coefficients de la matrice 
peut, quant à lui, devoir être répété même pour les TDR symétriques. 
Épanchement de la fonction du TDR sur l'image : Cette étape consiste à épancher 
(projeter) la fonction du TDR sur les différents pixels de l’image afin d’obtenir les coefficients 
de la matrice système. La méthode proposée consiste à calculer la distance parcourue à 
l’intérieur d’un pixel par un ensemble de rayons parallèles joignant les points de la fonction 
discrète de PDC d’un TDR (Figure 2.3). La distance parcourue par chaque rayon est 
multipliée par la valeur de la PDC interpolée à mi-parcours du chemin parcouru dans le pixel. 
La valeur du coefficient ai,j reliant le pixel i au TDR j s'obtient selon : 
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où R représente le nombre de rayons qui traversent chaque pixel, di,j,r la distance parcourue par 
le rayon r du TDR i dans le pixel j et PDCi,j,r représente la probabilité de détection en 
coïncidence à la position où le rayon r traverse le pixel j à mi-parcours. Puisque le nombre R 
et la longueur des rayons peuvent différer selon l’orientation et la position du pixel, le calcul 
du coefficient inclut une normalisation selon la longueur de tous les rayons traversant le pixel.     
 
Figure 2.3 Illustration de la méthode de calcul des coefficients de la matrice. La contribution d’un 
pixel à un TDR donné est obtenue en multipliant la distance parcourue par les rayons du TDR 
dans un pixel par la valeur de la PDC interpolée à mi-parcours de la section traversée. 
La charge de calculs associée à l’obtention des coefficients de la matrice à partir des 
TDR pré-calculés peut être relativement importante selon la précision désirée. Ceci dépend 
principalement de la distance entre les rayons parallèles définissant le TDR (Figure 2.3). 
Lorsque la matrice système est calculée une seule fois et sauvegardée en mémoire pour une 
utilisation ultérieure, le temps de calcul n’est pas critique. Toutefois, lorsque la matrice est 
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calculée au vol pendant la reconstruction, il importe de choisir une distance entre les rayons 
permettant un bon compromis entre la précision et la vitesse de calcul. 
2.2.4. Calcul de la matrice à partir de simulations Monte Carlo 
Différentes stratégies ont été développées pour calculer la PDS, la PDC ou encore 
directement les coefficients de la matrice système à partir de l'information tirée de simulations 
Monte Carlo. Les deux premières sections présentent les étapes de simulation MC et de post-
traitement communes aux trois approches de calcul de matrice MC alors que les sections 
suivantes présenteront les particularités de chacune. 
Stratégies de simulation Monte Carlo 
Le logiciel de simulation GATE a été choisi pour réaliser l'ensemble des simulations 
Monte Carlo puisqu'il est reconnu comme l'un des simulateurs les plus fidèles à la réalité pour 
la modalité TEP et parce qu'il offre une grande flexibilité au niveau de la sauvegarde de 
l'information simulée [GATE, 2004]. Le logiciel permet notamment de sauvegarder les 
événements générés durant la simulation à différents niveaux soit : 
1) Interactions (i.e. « Hits »)   
2) Événements simples (i.e. « Singles »)   
3) Événements en coïncidence (i.e. « Coincidences ») 
Afin de générer la PDS à partir de la simulation MC, l'information sur les interactions 
ainsi que sur les événements simples doit être conservée. Pour générer la PDC ou les 
coefficients de la matrice, seuls les événements en coïncidence sont utiles. Néanmoins, il peut 
être intéressant de conserver les événements simples à la place de ceux en coïncidences afin 
de réaliser l'opération de vérification en coïncidence uniquement à la fin de la simulation, soit 
dans une étape de post-traitement. Ceci permet de conserver une plus grande flexibilité quant 
aux choix des paramètres modélisant la prise de mesure TEP (ex. : résolution en énergie et 
temporelle, les seuils de coupure en énergie et l'acceptation/rejet de certains types 
d'événements). La sauvegarde des événements simples est l'approche retenue ici pour le calcul 
de la PDC et des coefficients de la matrice.    
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Le logiciel GATE permet de sauvegarder les événements simples en mode liste avec 
l’information suivante : 1) le numéro d’identification (ID) de l’événement, 2) l’adresse du 
détecteur ayant reçu l’événement, 3) la position (x, y, z) de l’annihilation, 4) la position 
(x, y, z) moyenne de l'interaction ou des interactions du photon dans le détecteur, 5) l’étiquette 
de temps de l’événement et 6) l’énergie totale déposée dans le détecteur. D’autres 
informations telles que 7) le nombre d’interactions Compton dans le sujet et 8) le nombre 
d’interactions Compton dans les détecteurs peuvent également être utiles afin d’inclure ou 
d’exclure de la matrice les événements diffusés. Les coïncidences fortuites peuvent quant à 
elles être discriminées des coïncidences vraies en utilisant le fait que les deux photons 
d'annihilation simulés ont le même ID. L'information sauvegardée par GATE pour les 
interactions est très similaire à celle des événements simples à la différence que l'information 
4) sur la position (x, y, z) correspond cette fois à une seule interaction entre le photon et la 
matière et peut survenir dans un détecteur, dans l'objet simulé ou tout autre matériau faisant 
partie de la simulation.  
L'approche préconisée pour la simulation consiste à utiliser une source cylindrique 
uniforme couvrant tout le champ de vue utile de l’appareil. Puisque l'information sur la 
position (x, y, z) de l’annihilation est disponible à la fois dans les données sur les interactions 
et sur les événements simples, le lieu d'émission de chaque événement peut être localisé très 
précisément et ainsi servir lors du calcul de la PDS, de la PDC ou des coefficients de la 
matrice. Par ailleurs, afin que la matrice pré-calculée puisse servir à reconstruire plus d'un 
objet, il importe que seuls les phénomènes indépendants de l’objet imagé soient modélisés 
dans la simulation (Tableau 2.1). Pour ce faire, une source mono énergétique émettant des 
photons 511 keV en sens opposé (« back-to-back ») et une mire sans atténuation (i.e. 
contenant de l'air) ont été utilisées pour la simulation.  
Bien qu'il soit possible de ne réaliser qu'une seule simulation MC avec une mire 
cylindrique uniforme, il peut être plus pratique de réaliser plusieurs simulations en parallèle 
ou successivement en prenant soin de fournir à GATE un vecteur de nombres aléatoires 
différent pour chaque simulation. Cela permet de limiter la taille des fichiers générés par 
GATE et de lancer plusieurs simulations sur un réseau d’ordinateurs parallèles.   
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Post-traitement et utilisation des symétries issues des données simulées 
Lorsque l’ensemble des simulations MC sont complétées, les fichiers de données 
contenant les interactions, les événements simples ou en coïncidence peuvent être traités afin 
de créer des bases de données qui faciliteront et accéléreront les étapes de traitement 
subséquentes. Nous présenterons ici les étapes pour générer une base de données pouvant 
servir à la fois à calculer la PDC ou encore les coefficients de la matrice. 
 La Figure 2.4 illustre les différents paramètres et options pouvant être choisis lors de 
l'étape de post-traitement des données MC afin de reproduire le plus fidèlement possible les 
caractéristiques de l’appareil modélisé.  
   
Figure 2.4 Illustration des différentes étapes de traitement utilisées pour générer la base de données à 
partir des événements simples en mode liste. Différents paramètres et options peuvent être 
choisis afin d’adapter la simulation aux caractéristiques de l’appareil. 
Tel qu'illustré à la Figure 2.4, les événements simples sont d’abord traités afin 
d’inclure la résolution en temps et en énergie de l’appareil. Les événements n'ayant pas une 
 46 
énergie suffisante sont alors rejetés (annexe A.1). Une mesure en coïncidence entre tous les 
événements simples est ensuite réalisée de façon à ne conserver que les événements survenus 
à l’intérieur d’une fenêtre de temps prédéfinie (i.e. fenêtre de coïncidence). L'étape suivante 
consiste à regrouper tous les événements en coïncidence survenus dans un même TDR. Une 
particularité de la méthode consiste à réutiliser les événements en coïncidence détectés par les 
TDR symétriques de la caméra afin d'augmenter la statistique disponible pour le calcul de 
chaque TDR. Pour ce faire, la position (x, y, z) du point d’annihilation de chaque événement 
en coïncidence subit une rotation et une translation de manière à ce que tous les événements 
des TDR symétriques soient référencés à une même position de TDR (Figure 2.5). Le résultat 
obtenu est alors une représentation spatiale dans le domaine continu de la fonction d’un TDR 
qui comporte l'ensemble des événements captés sur les TDR symétriques à celui-ci. On parle 
ici d’une représentation spatiale continue puisque la position exacte (x, y, z) du point 
d’annihilation de chaque événement est conservée. 
 
Figure 2.5 Exemple de symétries en rotation (vue transverse) et en translation (vue axiale) d’une 
caméra. En appliquant une rotation-translation appropriée, tous les événements survenus sur des 
TDR symétriques peuvent être ramenés à une référence commune.  
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Calcul de la PDS à partir de simulations Monte Carlo (méthode hybride) 
La probabilité de détection simple (PDS) peut être obtenue à partir de simulations MC 
en utilisant l’information sur la position du site d’annihilation et sur la position d’interaction 
des photons dans les détecteurs. Pour ce faire, il importe de sauvegarder à la fois l’information 
sur les événements simples et sur les interactions survenus dans les détecteurs. La distinction 
entre ces deux types d’événements réside dans le fait que l’interaction correspond à une seule 
collision entre le photon et un atome de la matière, alors que l’événement simple est enregistré 
par le logiciel GATE uniquement lorsqu’une ou plusieurs collisions entre le photon et la 
matière du cristal résultant en un dépôt suffisant d’énergie dans un détecteur pour y être 
comptabilisé (i.e. énergie supérieure au seuil d’acceptation énergétique). Ainsi, un événement 
simple peut être issu d’une ou de plusieurs interactions dans un détecteur donné et 
l'information sur la position (x, y, z) de l'événement simple correspond à la position moyenne 
de toutes ces interactions. La correspondance entre un événement simple et les diverses 
interactions qui y sont associées peut être établie en utilisant l’information sur le numéro 
d’identification (ID) de l’événement généré par le logiciel GATE. La sauvegarde des 
événements simples permet de retracer la position (x, y, z) du point d’annihilation des photons 
alors que la sauvegarde des interactions permet de retracer l’historique des différentes 
interactions d’un photon dans les détecteurs et de déduire la position (x, y, z) de la première 
interaction du photon dans l’anneau de détection (ex. : cristal, boîtier du détecteur, 
collimateur). À partir de cette information, il est possible de déduire la trajectoire de chaque 
événement détecté, soit en traçant une ligne entre la position (x, y, z) du point d’annihilation et 
la position (x, y, z) de la première interaction dans les détecteurs. Cette procédure est illustrée 
à la Figure 2.6.     
Pour la simulation, il importe d'utiliser comme source une mire cylindrique uniforme 
sans atténuation couvrant tout le champ de vue utile de la caméra et même un peu plus afin 
d'éviter que les angles d'incidence azimutal (φ) et tangentiel (θ) maximaux de la PDS 
interceptent la mire aux frontières. De telles conditions limites résulterait en très peu 
d'événements simples collectés pour ces angles d'incidence. De plus, il importe de normaliser 
la valeur de la PDS calculée pour chaque trajectoire incidente (angles et positions) selon la 
quantité de matière traversée dans la mire cylindrique pour cette trajectoire.  
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Par ailleurs, il est possible de tirer profit des symétries présentes entre les détecteurs de 
la caméra afin d'augmenter la statistique de comptage utilisée pour générer la PDS des 
différents détecteurs. Une fonction de PDS différente sera nécessaire uniquement pour les 
détecteurs non symétriques de l’appareil. Pour être considérés symétriques, deux détecteurs 
doivent avoir la même position et orientation relatives avec leurs détecteurs voisins respectifs. 
Afin de bénéficier pleinement de toute la statistique acquise lors de la simulation, tous les 
événements simples détectés par des détecteurs symétriques sont ramenés à une position 
commune. Cette procédure est similaire à la procédure illustrée précédemment à la Figure 2.5.  
Afin de modéliser les caractéristiques propres au système d'acquisition, les événements 
simples peuvent être traités selon la procédure illustrée à la Figure 2.4. Une particularité pour 
le calcul de la PDS concerne l'acceptation ou le rejet d'un événement (un photon) ayant diffusé 
dans plus d'un détecteur pour ensuite déposer suffisamment d'énergie dans chacun d'eux pour 
causer une détection valide. Cette détection double ou multiple causée par un seul photon 
mènera à une détection en coïncidence triple ou multiple avec l'autre photon d'annihilation. 
Ces coïncidences multiples peuvent être conservées ou non dans la modélisation de la PDS.   
 
Figure 2.6 Calcul de la probabilité de détection simple (PDS) à partir d’événements générés par 
simulation MC. La trajectoire de chaque photon est déduite en utilisant la position (x, y, z) du 
point d’annihilation et la position (x, y, z) de la première interaction dans les détecteurs. 
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Calcul de la PDC à partir de simulations Monte Carlo (méthode indirecte) 
Le calcul de la probabilité de détection en coïncidence (PDC) à partir de simulations 
MC est une méthode alternative à l'approche où les coefficients de la matrice sont calculés 
directement. La simulation MC ainsi que les étapes de post-traitement sont alors 
essentiellement les mêmes pour les deux approches (Figure 2.4). L'obtention de la PDC 
implique que la base de données MC sous sa représentation continue soit discrétisée selon une 
grille d'échantillonnage souhaité pour définir la PDC des TDR d'une caméra. La 
représentation discrète de la PDC est alors semblable à celle utilisée par la méthode de calcul 
analytique (section 2.2.3).  La valeur de la PDC en chaque point du TDR peut être obtenue en 
utilisant une fonction ou un filtre qui intègre tous les événements MC dont le site 
d'annihilation est survenu aux alentours de chaque point de la grille (Figure 2.7). Les 
paramètres de la fonction d’intégration contrôlent alors le compromis entre le niveau de bruit 
statistique et l'impact sur la résolution spatiale du TDR. En TEP, puisque la fonction du TDR 
varie plus lentement dans la direction radiale (i.e. parallèle à la ligne joignant les détecteurs) 
que tangentielle, un filtre d’intégration plus prononcé dans la direction radiale peut être utilisé.  
 
Figure 2.7 Calcul de la fonction PDC discrète effectué à partir de simulations MC. La valeur en 
chaque point de la PDC discrète est obtenue en utilisant un filtre qui intègre les événements MC 
au pourtour de chaque point de la grille. 
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Un avantage de calculer d'abord la PDC et non directement les coefficients de la 
matrice est que la représentation discrète de la PDC permet d'appliquer un filtrage plus précis 
et spécifiquement conçu pour l'orientation de chaque TDR. Ceci est plus difficilement 
réalisable lorsque le filtrage est appliqué au niveau des coefficients de la matrice dû au volume 
et à la géométrie fixe des pixels pour lesquels les coefficients sont calculés.  
Calcul des coefficients de la matrice à partir de simulations Monte Carlo (méthode directe) 
Le calcul des coefficients de la matrice directement à partir de simulations MC est une 
opération relativement simple en soi. Chaque coefficient ai,j reliant le pixel i au TDR j 
s'obtient en effectuant la somme des événements MC détectés par le TDR j dont le point 
d'annihilation (x ,y, z) de l'événement se situe à l'intérieur du volume du pixel i. Il importe 
alors d'utiliser suffisamment d'événements MC dans le calcul de chaque coefficient afin que le 
bruit statistique MC sur ceux-ci ne contribue pas à ajouter du bruit sur l'image reconstruite. 
La méthode proposée se distingue de l'art antérieur par la méthodologie utilisée pour 
réaliser la simulation MC et pour réaliser les étapes de post-traitement des événements MC 
telle qu'illustré à la Figure 2.4. Une diminution du bruit statistique de la matrice MC a par 
ailleurs été obtenue en tirant profit de toutes les symétries du système afin que chaque 
coefficient de la matrice puisse utiliser les événements dénombrés par tous les TDR 
symétriques de la caméra (Figure 2.5). Cette méthode a été présentée à la conférence NSS-
MIC [LEROUX et coll., 2007c]. 
2.3. Conclusion sur la modélisation en TEP 
Tel que vu dans la revue de littérature, les travaux réalisés pour modéliser une caméra 
en TEP se divisent en trois catégories, soit les méthodes analytiques, par simulation Monte 
Carlo ou encore l'approche empirique qui consiste à se servir directement des données 
provenant de l'appareil. Les travaux présentés dans cette thèse se concentrent sur les deux 
premières approches en proposant d'une part des solutions afin d'améliorer l'exactitude des 
modèles 3D (i.e. matrices systèmes) obtenus avec l'approche analytique et par simulation 
Monte Carlo. Une modélisation plus exacte des phénomènes relatifs à la prise de mesure en 
TEP dans la matrice système a été réalisée afin d'atteindre une meilleure qualité d'images. 
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D'autre part, des stratégies ont été mises en œuvre afin d'accélérer les calculs menant à 
l'obtention de ces modèles 3D. Les accélérations obtenues rendent plus accessible l'utilisation 
de telles méthodes de calcul pour l'obtention de matrices systèmes réellement 3D pour des 
caméras complexes pouvant posséder plusieurs millions de lignes de réponses. Ces 
développements ont mené à l'élaboration de nouvelles méthodes de calculs soit l'approche par 
simulation Monte Carlo indirecte et l'approche hybride. Ces méthodes permettent de tirer 
profit des capacités supplémentaires de modélisation de l'approche par simulations Monte 
Carlo tout en réduisant de plusieurs ordres de grandeur le temps de simulation requis pour 
obtenir une matrice avec un rapport signal sur bruit suffisant.   
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Chapitre 3  
Méthodes de reconstruction d'images tirant profit 
des symétries du système 
Ce chapitre présente des méthodes de reconstruction d'images basées sur des matrices 
systèmes blocs circulantes factorisées dans le domaine de Fourier afin d'accélérer les calculs. 
Ces matrices systèmes peuvent être obtenues à partir de diverses méthodes de calculs 
présentées au Chapitre 2. Les stratégies de reconstruction d'images proposées consistent à 
utiliser une image discrétisée selon un référentiel en coordonnées cylindriques afin que les 
symétries présentes entre les détecteurs d’une caméra soient préservées dans la matrice 
système. Ces symétries résultent en une redondance de certains coefficients de la matrice 
menant à une matrice dite bloc circulante qui peut être factorisée dans le domaine de Fourier. 
Trois sections théoriques sont présentées. Dans un premier temps, nous verrons 
comment définir une image en coordonnées cylindriques permettant de conserver les 
symétries du système dans la matrice et comment factoriser celle-ci dans le domaine de 
Fourier. Dans un second temps, nous verrons que ces matrices systèmes factorisées peuvent 
être utilisées avantageusement afin d'accélérer des méthodes de reconstruction d'images dites 
itératives. Enfin, les matrices factorisées seront également mises à profit afin de résoudre le 
problème de reconstruction avec une méthode directe basée sur une décomposition en valeurs 
singulières (DVS) de la matrice système. 
3.1. Revue de la littérature sur l'utilisation des symétries en 
reconstruction TEP 
3.1.1. Revue de l'utilisation d'images en coordonnées polaires 
(cylindriques) en tomographie 
Les systèmes d’imagerie opérant en mode 3D (i.e. sans collimateurs) peuvent produire 
une quantité impressionnante d’information disponible pour l’étape de reconstruction 
d’images [COMTAT et coll., 2004] [EGGER et coll., 1998]. Afin de tirer le meilleur de cette 
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information, il a été démontré que des méthodes de reconstruction d'images basées sur une 
modélisation 3D précise du système ont, en théorie, le potentiel de produire des images plus 
précises et fidèles à la réalité [DEFRISE, 2001]. En pratique toutefois, l’utilisation de telles 
matrices dans le processus de reconstruction d’images se traduit souvent par un accroissement 
significatif de l'espace mémoire requis par la matrice système et en une charge de calcul plus 
élevée. Pour une modélisation en 3D, la taille de la matrice et le temps de calcul deviennent 
rapidement prohibitifs, et cela, même pour une caméra comportant relativement peu de lignes 
de réponse [COMTAT et coll., 2004]. Par ailleurs, une modélisation précise des divers 
phénomènes de la TEP dans la matrice système implique souvent une lourde charge de calcul 
associée à l’obtention de la matrice système (chapitre 2). La matrice système est alors souvent 
pré-calculée et sauvegardée en mémoire afin de réduire la charge de calcul de l’algorithme de 
reconstruction d’images. La taille de la matrice système peut alors affecter la vitesse de 
l’algorithme de reconstruction, particulièrement lorsqu’elle ne peut être entièrement contenue 
dans la mémoire RAM d’un ordinateur.      
Une solution proposée dans la littérature pour réduire les besoins en espace mémoire 
de la matrice consiste à utiliser une image en coordonnées polaires ou cylindriques qui 
préserve les symétries naturelles entre les détecteurs d’une caméra [ANSORGE et coll., 2008] 
[CABELLO et coll., 2010] [KAUFMAN, 1987] [HEBERT et coll., 1988] [MORA et coll., 
2006]. La présence de symétries se traduit par une répétition de certains coefficients de la 
matrice système. En ne sauvegardant que les parties non redondantes de la matrice, il est alors 
possible de réduire substantiellement l’espace mémoire requis pour sauvegarder celle-ci.      
L’utilisation d'une image en coordonnées polaires pour la reconstruction d'images 
tomographiques a été proposée pour la première fois au milieu des années 80 [KEARFOTT, 
1985]. Cette solution a par la suite été reprise et adaptée à des méthodes de reconstruction 
d'images itératives [KAUFMAN, 1987] [HEBERT et coll., 1988]. L’espace mémoire très 
limité des ordinateurs de l’époque justifiait alors l’utilisation de telles stratégies et cela, même 
pour des problèmes de reconstruction d'images 2D relativement simples. Plus récemment, 
l'intérêt pour des méthodes de reconstruction d'images incluant un modèle 3D plus précis de la 
caméra a suscité un nouvel engouement pour l’utilisation d’images en coordonnées 
cylindriques en tomographie [ANSORGE et coll., 2008] [CABELLO et coll., 2010] [MORA 
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et coll., 2006]. Il s'est avéré que la complexité des caméras et des problèmes de reconstruction 
d’images à résoudre en tomographie a augmenté aussi vite, sinon plus, que l’amélioration 
apportée à la puissance de calcul et à la capacité mémoire des ordinateurs [FESSLER, 2004]. 
Il est donc légitime de croire que le problème d’espace mémoire et de vitesse de calcul en 
tomographie ne se résoudra pas de lui-même avec la venue d’ordinateurs plus puissants.   
L’utilisation d’une matrice système compacte obtenue à partir d’une image en 
coordonnées cylindriques peut également permettre d'obtenir certains gains au niveau de la 
vitesse de calcul. De tels gains s'obtiennent notamment grâce à la réutilisation de certains 
coefficients de la matrice lors des calculs, ce qui limite le nombre d'accès mémoire de la 
matrice. Par ailleurs, il est également possible de tirer profit des redondances de certains 
coefficients de la matrice afin de restructurer celle-ci en une matrice dite bloc circulante. En 
factorisant la matrice bloc circulante dans le domaine de Fourier, il est alors possible de 
réduire le nombre d’opérations requises par l'algorithme de reconstruction d'images lors des 
multiplications vectorielles réalisées avec la matrice système [MOON et coll., 1999].  
3.1.2. Revue des méthodes de reconstruction itératives 
Les généralités de la reconstruction d’images avec les méthodes itératives ont été 
présentées à la section 1.2. Par conséquent, cette section portera plus spécifiquement sur les 
solutions visant à répondre aux deux principaux obstacles limitant la mise en œuvre 
d’algorithmes de reconstruction d'images itératifs en TEP, soit : l’espace mémoire requis par 
la matrice système et la vitesse de calcul de l’algorithme. 
Recalage des données (« rebinning ») 
Les méthodes de reconstruction d’images « réellement 3D » basées sur une 
modélisation précise du système d’imagerie permettent d’obtenir des images de meilleure 
qualité. Par « réellement 3D », on entend ici que la reconstruction d’images repose sur une 
matrice système obtenue par une modélisation en 3D de la fonction de réponse des TDR de la 
caméra. Certaines méthodes de reconstruction d’images reposent plutôt sur une modélisation 
2D du système. Ces méthodes peuvent tout de même intégrer dans la reconstruction 
l'ensemble des mesures acquises en 3D (i.e. sans collimateurs) lorsqu’elles sont combinées à 
des techniques de recalage (i.e. en anglais « rebinning ») [EGGER et coll., 1998] [DEFRISE 
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et coll., 1997] [KINAHAN et coll., 1996]. L'opération de recalage consiste à redistribuer les 
comptes mesurés le long des projections en 3D sur des sous-ensembles de projections 
contenues sur un plan transaxial 2D. Les différents plans transaxiaux sont alors reconstruits à 
partir de méthodes 2D et les plans sont rassemblés pour former l’image 3D finale. 
L’utilisation d’un modèle 2D pour la reconstruction permet de réduire à la fois l'espace 
mémoire requis et la charge de calcul [EGGER et coll., 1998]. Ces gains s’obtiennent 
toutefois au détriment d’une perte plus ou moins importante au niveau de la qualité de l’image 
reconstruite due aux diverses simplifications et suppositions réalisées lors de l’étape de 
recalage des données 3D [DEFRISE et coll., 1997]. Dans la littérature, certaines techniques de 
recalage sont dites comme étant mathématiquement exactes [DEFRISE et coll., 1997]. 
Toutefois, elles ne sont exactes que lorsqu'elles sont appliquées à des méthodes de 
reconstruction reposant sur une modélisation des TDR selon une ligne infiniment mince. Or, 
ce modèle est très peu fidèle aux réalités de la prise de mesure en TEP. 
Reconstruction réellement en 3D et image en coordonnées cylindriques 
L'utilisation d'un modèle 3D précis du système permet en théorie d'obtenir des images 
de meilleure qualité. En pratique toutefois, l'implantation de tels algorithmes pour un contexte 
d'utilisation clinique ou préclinique constitue un défi important dû aux contraintes en espace 
mémoire et à la charge de calculs qui en découlent. Il est possible de calculer au vol la matrice 
système afin d'éviter de la sauvegarder (section 2.1.1) ou encore d'utiliser une image en 
coordonnées cylindriques afin de réduire l'espace requis pour sa sauvegarde (section 3.1.1). 
Lorsqu'une image en coordonnées cylindriques est utilisée par une méthode de reconstruction 
itérative, il est préférable que les pixels soient de tailles similaires afin d’éviter que les 
composantes hautes et basses fréquences de l’image progressent à des rythmes différents selon 
la taille des pixels d'une région donnée de l’image [KAUFMAN, 1987]. Une solution à ce 
problème consiste à utiliser un nombre différent de pixels à chaque position radiale de l’image 
de façon à uniformiser davantage la taille des pixels [KAUFMAN, 1987]. 
Accélération de l'algorithme itératif 
Afin de réduire la charge de calcul d'un algorithme itératif, diverses solutions peuvent 
être envisagées pour solutionner les problèmes suivants : 1) le nombre d’itérations requis par 
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l’algorithme pour converger et 2) le nombre d’opérations requis à chaque itération. La 
reconstruction d'images peut également être accélérée en optimisant l’implantation de 
l’algorithme pour une architecture de processeur donnée, en utilisant des processeurs plus 
rapides ou encore en distribuant les calculs sur plusieurs processeurs en parallèles [HERRAIZ 
et coll., 2006] [HONG et coll., 2006] [CHEN et coll., 1995]. Ces solutions sont toutefois très 
génériques puisqu'elles ne s'appliquent pas uniquement aux algorithmes de reconstruction 
d’images, mais bien à tous problèmes mathématiques confondus.    
Dans la littérature, la majeure partie des travaux visant à accélérer les méthodes de 
reconstruction itératives portent sur le premier volet, soit la réduction du nombre d’itérations 
requis pour atteindre la convergence. La méthode d’accélération la plus utilisée est 
l’algorithme « Ordered subsets expectation minimisation (OSEM) »  [HUDSON et coll., 
1994], soit une version accélérée de l’algorithme « Maximum likelihood expectation 
minimization (MLEM) » [SHEPP et coll., 1982]. Contrairement à l’algorithme MLEM qui 
utilise l’ensemble de la mesure à chaque itération, l’algorithme OSEM utilise plutôt des sous-
ensembles (ou blocs) de données à chaque boucle de calcul, ce qui lui permet de rafraîchir 
plus souvent l’image estimée et ainsi d’accélérer la convergence. D’autres méthodes de 
reconstruction d’images dites bloc-itératives sont également basés sur un principe similaire 
pour accélérer la convergence [BYRNE, 1996, 1997 et 1998] [LEAHY et coll., 2000b] 
[LEWITT et coll., 2003]. À la limite, il est possible de n’utiliser qu’une seule trajectoire 
mesurée par bloc [BROWNE et coll., 1996] [FESSLER et coll., 1994b, 1995 et 1998]. 
En ce qui concerne les stratégies visant à réduire la charge de calculs à chaque 
itération, il a été démontré par Hebert qu’il est possible de réduire le nombre d’opérations 
impliquées à l’étape de projection et de rétroprojection des méthodes itératives en réordonnant 
la matrice système, préalablement obtenue par une discrétisation de l’image en coordonnées 
polaires, en une matrice dite bloc circulante [HEBERT et coll., 1988]. Cette accélération 
s’obtient en convertissant la matrice système bloc circulante et les vecteurs de la mesure et de 
l’image dans le domaine de Fourier afin de réaliser les multiplications matrice-vecteur dans le 
domaine de Fourier. Un inconvénient de cette approche est que la conversion de la matrice 
système dans le domaine de Fourier rend la matrice plus dense, c’est-à-dire que plusieurs 
coefficients nuls de la matrice deviennent non nuls durant la conversion. Ceci a pour effet 
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d’augmenter l’espace mémoire requis pour sauvegarder la matrice système lorsqu’elle est 
factorisée dans le domaine de Fourier. Par ailleurs, la méthode exposée par [HEBERT et coll., 
1988] traite la matrice factorisée comme si elle était complètement dense (i.e. aucune valeur 
nulle). Or, la matrice système factorisée dans le domaine de Fourier conserve quelques 
coefficients nuls et le nombre de coefficients nuls s'accentue lorsque la matrice est tirée de 
caméra possédant peu de symétries en rotation. De par son implantation, la méthode proposée 
par Hebert [HEBERT et coll., 1988] est assez performante lorsqu’elle est utilisée pour des 
caméras avec plusieurs symétries, mais devient rapidement sous-optimale lorsque le nombre 
de symétries dans la caméra décroît.  
Un autre inconvénient de la méthode proposée en [HEBERT et coll., 1988] provient du 
fait que la structure bloc circulante de la matrice est obtenue à partir d’une image polaire 
comportant un nombre égal de pixels à chaque position radiale. Ceci a pour effet de créer une 
grande disparité entre la taille des pixels. Pour pallier à ce problème, il a été proposé dans 
[HEBERT et coll., 1988] de convertir l’image polaire en une image en coordonnées 
cartésiennes afin de réaliser l’étape de rafraîchissement de l’image avec des pixels de mêmes 
dimensions. L’image est ensuite reconvertie dans sa configuration originale en coordonnées 
polaires pour la suite des opérations. Un inconvénient de cette approche provient de la perte 
de résolution spatiale et de la discordance avec le modèle de départ issues de la conversion 
polaire à cartésienne à chaque boucle itérative de l’algorithme. Pour une ou plusieurs des 
raisons énumérées ci-haut, une configuration de l’image polaire avec un nombre différent de 
pixels à chaque position radiale a été préférée dans la plupart des ouvrages subséquents 
portant sur l’utilisation d’une image en coordonnées polaires (ou cylindriques) pour la 
reconstruction d’images en tomographie [ANSORGE et coll., 2008] [KAUFMAN, 1987] 
[MORA et coll., 2006]. 
La stratégie de réduction de calcul par l’utilisation d’une matrice système bloc 
circulante dans le domaine de Fourier a également été appliquée à la procédure de correction 
de l’atténuation en tomographie d'émission monophotonique (TEM ou « SPECT ») [HEBERT 
et coll., 1990a]. La méthode a également été mise à profit pour résoudre un problème de 
reconstruction d’image en 3D appliqué à une caméra TEM avec un collimateur électronique 
[HEBERT et coll., 1990b]. La résolution de ce problème en TEM est toutefois assez différente 
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dû au fait que les symétries en rotation proviennent cette fois du processus de détection avec 
le collimateur électronique. 
3.1.3. Revue des méthodes de reconstruction par décomposition en 
valeur singulière (DVS) 
Le principal intérêt de résoudre un problème de reconstruction d’images à partir de 
méthodes directes provient de la vitesse avec laquelle l’image peut être obtenue. De plus, les 
méthodes directes sont habituellement plus prévisibles que les méthodes itératives en ce sens 
qu’il est plus facile d’établir un lien direct entre la mesure et l’image reconstruite [KAK et 
coll., 1988] [GOTTLIEB et coll., 2000] [WILSON et coll., 1993].    
 Une façon de résoudre le problème directement consiste à inverser la matrice système 
afin de multiplier cette dernière avec le vecteur de projection pour obtenir l’image 
reconstruite. Cette solution correspond à l’équation 1.9 reportée ici :  
 fyA ˆ1 =−  (3.1) 
3.1  
L’inversion de la matrice est toutefois une opération relativement complexe, d’une part 
à cause de la taille de la matrice ( BN × ), mais aussi parce que la matrice A  est très mal 
conditionnée de par la nature même de la mesure TEP. Ceci rend l’opération d’inversion très 
sensible au bruit [BERTERO et coll. 1988]. 
Une première méthode viable pour inverser la matrice consiste à utiliser diverses 
techniques de pseudo-inversion. Une méthode de reconstruction d’images basée sur cette 
approche est présentée dans [LLACER, 1982]. L’idée consiste à multiplier les deux côtés de 
l’équation 3.1 par la transposée de la matrice : 
 fAAyA TT ˆ=  (3.2) 
3.2  
Pour obtenir l’image, il suffit alors d’inverser la matrice ATA et de l’appliquer sur le 
vecteur de projection :  
 ( ) yAAAf TT 1ˆ −=  (3.3) 
3.3  
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La matrice à inverser est la matrice ATA et l’opération de pseudo-inversion est alors 
facilitée par le fait que cette matrice est symétrique et semi-définie positive [LLACER, 1982] 
[MOON et coll., 1999]. Une matrice système de la forme ATA peut être vue comme une 
matrice de flou en 2D (en anglais « blurring matrix ») modélisant la résolution spatiale de 
l’appareil en différents points. La matrice ATA s'obtient par le produit d’une projection (A) et 
d’une rétroprojection (AT) de la matrice système originale.   
La résolution du problème selon l’équation 3.3 est très sensible au bruit de la mesure 
dû au fait que la matrice ATA obtenue pour un problème de reconstruction d’images en 
tomographie a un nombre de conditionnement (NC) élevé, soit la valeur propre la plus élevée 
divisée par la valeur propre la plus basse de la matrice. Un NC élevé rend le calcul des plus 
petites valeurs propres de la matrice très imprécis. Un autre inconvénient de cette approche est 
la lourde charge de calcul associée à l’opération de pseudo-inversion. De plus, la mesure (y) 
doit d’abord être rétroprojetée avec la matrice AT avant d’être multipliée avec la matrice 
pseudo-inverse ATA. Cette étape ajoute toutefois peu de calculs comparativement à l’opération 
de multiplication avec la matrice ATA.  
 Une méthode pour accélérer l’étape de pseudo-inversion de la matrice ATA consiste à 
définir l’opération de projection (A) et de rétroprojection (AT) dans le domaine continu, soit 
comme étant une intégration de fonctions sous forme de bandes (en 2D) ou de tubes (en 3D) 
reliant les détecteurs en coïncidence : 
 ( ) yAAAf TT 1ˆ −=  (3.4) 
3.4  
Les coefficients de la matrice AAT peuvent alors être vus comme étant une 
décomposition en pixel naturel de l'image. Buonocore a été le premier à utiliser le terme pixel 
naturel afin de définir ces pixels qui apparaissent naturellement des intersections entre les 
bandes des trajectoires mesurées par l'appareil [BUONOCORE et coll., 1982]. Un avantage de 
cette représentation du problème est que les symétries entre les TDR d'une caméra sont 
préservées, ce qui mène à une structure bloc circulante de la matrice AAT et facilite son 
inversion. Baker et Barber ont démontré que la matrice bloc circulante AAT peut être inversée 
efficacement en utilisant des techniques de décomposition en valeurs singulières (DVS) 
 60 
appliquées sur une version de la matrice bloc circulante transformée dans le domaine de 
Fourier [BAKER et coll., 1982] [BARBER, 1982]. L'image finale peut alors être obtenue en 
appliquant une opération de rétroprojection sur le résultat de la multiplication entre la matrice 
pseudo-inverse et le vecteur de mesure. Bien que l'utilisation de pixels naturels se veut une 
façon élégante de réduire l'erreur de modélisation due à l'étape de pixélisation normalement 
utilisée pour résoudre un problème de reconstruction d'images en tomographie, l'utilisation de 
bandes (en 2D) ou de tubes (en 3D) ayant une probabilité de détection uniforme à l'intérieur 
de leur volume peut s'avérer une approximation acceptable pour résoudre certains problèmes 
(ex. : tomodensitométrie), mais cette modélisation des TDR est plutôt imprécise en TEP. 
Il a été démontré par Shim [SHIM et coll., 1981] que l’opération de pseudo-inversion 
d’une matrice à partir de la décomposition en valeurs singulières (DVS) peut être appliquée 
directement sur la matrice système A reliant les projections à l’image (i.e. matrice Asystème 
conformément à l’équation 2.4). Un avantage de réaliser la DVS directement sur la matrice 
système A est que cette dernière est beaucoup mieux conditionnée (i.e. NC plus petit) que la 
matrice de flou ATA. La matrice A étant mieux conditionnée, l’opération de DVS est alors 
moins affectée par la limite de précision de calcul d’un ordinateur, menant ainsi à un meilleur 
estimé des valeurs singulières de faibles valeurs et des vecteurs singuliers qui y sont associés. 
Un autre avantage de cette approche est que l’image est obtenue directement à partir de 
l’opération de multiplication entre la matrice inverse et la mesure de projection (y), éliminant 
ainsi le besoin de recourir à une étape préliminaire de rétroprojection comme dans (3.3) et 
(3.4). En d’autres termes, la qualité de l’image reconstruite ne sera pas influencée par la 
modélisation du système incluse dans une matrice de rétroprojection. Ceci est une 
amélioration significative puisqu’il est beaucoup plus facile et précis d’inclure les 
phénomènes affectant la prise de mesure TEP directement dans la matrice système A que dans 
la matrice de flou ATA. Vandenberghe a démontré qu’il est possible d’inclure un modèle plus 
réaliste du système pour une matrice AAT, obtenue par une décomposition de l’image avec des 
pixels naturels, en recourant à des simulations Monte Carlo pour obtenir AAT 
[VANDENBERGHE et coll., 2006]. Toutefois, Vandenberghe n’a pas réussi à intégrer un tel 
modèle directement dans la matrice de rétroprojection AT, appliquée sur l'image après la 
matrice AAT. D'ailleurs, l'aspect visuel des images reconstruites n'est pas très convaincant.   
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Bien que l’application de la DVS directement sur la matrice système apporte certains 
avantages, un inconvénient réside dans la quantité de mémoire requise et le temps de calcul 
prohibitif associé à la décomposition d’une telle matrice pour un problème de reconstruction 
d'images. Afin de rendre cette méthode plus viable, Selivanov a proposé de réaliser la DVS de 
la matrice système une seule fois et de sauvegarder le résultat en mémoire pour une utilisation 
ultérieure par l’algorithme reconstruction d’images [SELIVANOV et coll., 2001]. La méthode 
de reconstruction résultante est alors très rapide puisque l’image s’obtient par une simple 
multiplication entre la matrice inverse et le vecteur de projections. Bien que l’opération de 
DVS soit réalisée une seule fois, la taille importante des matrices systèmes résultant d’une 
modélisation 3D de caméras TEP modernes rend l’opération de DVS très périlleuse et difficile 
à réaliser, vu la puissance de calcul et la quantité de mémoire disponible sur les ordinateurs 
actuels. La méthode de reconstruction d’images par DVS présentée dans [SELIVANOV et 
coll., 2001] est donc viable uniquement lorsqu'elle est appliquée à des problèmes de 
reconstruction d’images relativement simples. 
3.2. Théorie sur la reconstruction d'images exploitant les 
symétries du système 
3.2.1. Symétries présentes dans une caméra TEP 
Les symétries présentes dans une caméra TEP proviennent généralement de la 
répétition angulaire et axiale de blocs de détecteurs composant les anneaux de détection. Dans 
le cas idéal, une caméra pourrait par exemple être composée d’un seul détecteur (cristal) 
répété angulairement et axialement de façon à ce qu’il y ait une symétrie parfaite entre tous les 
détecteurs de la caméra. En pratique toutefois, la réalisation d’une caméra avec une symétrie 
parfaite entre ses détecteurs va à l’encontre des autres critères à optimiser lors de la 
conception. Par exemple, il est important de minimiser les espaces (air ou autre) laissés entre 
les détecteurs disposés autour de l’anneau afin de maximiser l’efficacité de détection de 
l’appareil [BERGERON et coll., 2009]. Certains types de détecteurs (ex. photodiode 
avalanche (PDA)) requièrent que les détecteurs soient scellés dans un boîtier hermétique, ce 
qui augmente l’espace mort ou inactif laissé entre les blocs [BERGERON et coll., 2009] 
[LECOMTE et coll., 1996]. Afin de minimiser ces espaces morts, une caméra est 
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habituellement composée de matrices ou de blocs de détecteurs répétés angulairement et 
axialement pour former les anneaux de détections. Une caméra composée d'une matrice de 
2 × 4 cristaux répétées 8 fois angulairement et 2 fois axialement est illustré à la Figure 3.1.  
 
Figure 3.1 Illustration des symétries en rotation (vue 2D transaxiale) et en translation (vue 2D axiale) 
présentes entre les TDR d’une caméra constituée de blocs de détecteurs. 
Grâce aux symétries en rotation et en translation présentes entre les blocs de 
détecteurs, certaines paires de détecteurs en coïncidence auront exactement la même fonction 
de réponse (Figure 3.1). Le nombre de symétries entre les TDR de l’appareil est alors 
directement relié au nombre de symétries entre les blocs de détecteurs. En prenant en 
considération l’ensemble des symétries de la caméra, le nombre total de TDR mesurés, 
représenté ici par N,  peut être décomposé selon : 
 ( ) ( )αφθ −⋅⋅⋅= pq NNNNN   (3.5) 
3.5  
où (Nθ ⋅ Nq) correspond au nombre de TDR sur un plan de projection et (Nφ ⋅Np -α) est le 
nombre de plans mesurés par l’appareil. Plus précisément, Nθ et Nq sont respectivement le 
nombre de TDR symétriques et non symétriques dans un plan de projection, Nφ et Np sont 
respectivement le nombre de plans symétriques et non symétriques de l’appareil et α est un 
facteur de correction prenant en considération le fait que certains plans de projections croisés 
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ont moins de symétries que les plans directs. En effet, le nombre de plans croisés mesurés par 
l’appareil diminue à mesure que la différence d’anneau (DA) entre les détecteurs augmente. 
Ceci est illustré à la Figure 3.2 pour une caméra de 4 anneaux. 
 
Figure 3.2 Illustration du nombre de plans de projection mesurés par une caméra de 4 anneaux en 
fonction de la différence d’anneau (DA) entre les détecteurs en coïncidence. 
Bien que les symétries réelles présentes entre les TDR d'une caméra soient déterminées 
par le choix des détecteurs et par leur positionnement dans la caméra, il est parfois possible de 
faire des simplifications au modèle ou d'utiliser certaines stratégies lors de la prise de mesure 
à différentes positions de lit afin d'augmenter le nombre de symétries pouvant être exploitées 
par l'algorithme de reconstruction d'images (annexe A.2). 
3.2.2. Définition de l'image en coordonnées cylindriques 
La plupart des méthodes de reconstruction d’images couramment utilisées en 
tomographie reposent sur une modélisation discret-discret (D-D) du problème (section 1.2). 
Ceci implique qu’un ensemble de fonctions discrètes doit d’abord être choisi pour représenter 
la concentration de radioactivité dans l’objet imagé ( )zyxf ,,  par une approximation dans le 
domaine discret tel qu’illustré par l’équation  1.6 reportée ici : 
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 ( ) ( )∑
=
=
B
j
jj zyxbfzyxf
1
,,ˆ,,ˆ  (3.6) 
3.6  
La fonction bj(x, y, z) choisie pour représenter l’image correspond habituellement à un 
pixel cubique, soit à une fonction ayant une valeur unitaire à l’intérieure d’une région 
délimitée par un cube et une valeur nulle à l’extérieur. Ces pixels cubiques sont généralement 
positionnés selon un référentiel en coordonnées cartésiennes. Le désavantage d’utiliser une 
telle représentation est qu’une partie importante des symétries en rotation naturellement 
présentes entre les détecteurs d’une caméra seront brisées lors du calcul de la matrice système. 
En fait, uniquement les quatre symétries en rotation présentes dans l’image cartésienne seront 
conservées, et cela, à la condition que le nombre de symétries en rotation entre les TDR de la 
caméra soit un multiple de quatre. 
Une solution à ce problème consiste à utiliser une représentation de l’image basée sur 
un référentiel en coordonnées cylindriques (r, θ, z). L’équation 3.6 devient alors : 
 ( ) ( )∑
=
=
B
j
jjpc zrbfTzyxf
1
,,ˆ,,ˆ θ  (3.7) 
3.7  
où Tpc dénote une transformation cylindrique à cartésienne de l’image. Puisque la coordonnée 
en z (axiale) de l’image reste inchangée par la transformation Tpc, cela revient à une 
transformation bidimensionnelle, soit à une transformation polaire à cartésienne appliquée de 
façon indépendante sur chaque tranche 2D axiale de l’image. La tâche consiste alors à choisir 
un sous-ensemble de fonctions bj(r, θ, z) et une grille en coordonnées cylindriques permettant 
de préserver dans la matrice l’ensemble des symétries présentes entre les TDR de la caméra, 
soit les symétries en rotation dans le plan et en translation axiales. La fonction bj(r, θ, z), 
utilisée à l’équation 3.7 pour représenter un pixel, peut prendre différentes formes telles que 
des secteurs cylindriques tronqués, une forme sphérique, cubique, gaussienne ou autres, 
pourvu que ce choix permette de préserver les symétries du système dans la matrice. Un pixel 
en forme de sphère et de polygone ont d'ailleurs été utilisé avec un référentiel en coordonnées 
cylindriques respectivement dans [CABELLO et coll., 2012] et [YU et coll., 2013]. Une 
configuration possible pour une image en coordonnées cylindriques est illustré à la Figure 3.3.  
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Figure 3.3 Représentation d’une image en coordonnées cylindriques choisie de façon à préserver 
toutes les symétries en rotation (vue transaxiale) et en translation (vue axiale) du système. 
En prenant en considération l’ensemble des symétries présente dans l’image 
cylindrique, le nombre total de pixels B peut être décomposé selon : 
 ( ) ( )zr BBBBB ⋅⋅⋅= φθ   (3.8) 
3.8  
où (Bθ ⋅ Br) est le nombre total de pixels dans une tranche 2D de l’image et (Bφ ⋅ Bz) est le 
nombre total de tranches 2D le long de l’axe axial. Plus précisément, Bθ est le nombre de 
symétries en rotation et Br le nombre de pixels non symétriques dans une tranche 2D, ce qui 
correspond au nombre de pixels dans un secteur triangulaire de la Figure 3.3. Bφ et Bz sont 
respectivement le nombre de pixels symétriques et non symétriques le long de l’axe axial. La 
configuration de l’image en coordonnées cylindriques est habituellement choisie de façon à 
préserver toutes les symétries du système de telle sorte que Bθ = Nθ et Bφ = Nφ pour les 
équations 3.5 et 3.8. Les nombres de pixels différents (i.e. non symétriques) dans une tranche 
2D (Br) et axialement (Bz) sont quant à eux choisi de façon à obtenir la résolution spatiale 
souhaitée pour l’image. 
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Tel qu’illustré à la Figure 3.3, il peut être avantageux d’utiliser un plus grand nombre 
de pixels pour les positions de rayon plus éloignées du centre de l’image afin de minimiser la 
différence de volume entre les pixels au centre et en périphérie de l’image. Toutes les 
symétries en rotation dans le plan sont préservées à la condition que le nombre d’angles (de 
pixels) à chaque position radiale soit égal ou soit un multiple du nombre de symétries en 
rotation entre les TDR. Les symétries axiales en translation de l’appareil sont préservées à la 
condition que la hauteur des pixels corresponde à une fraction entière (ex. : 1, ½  ou ¼) de la 
distance entre deux anneaux de détecteurs symétriques.  
Bien que l’algorithme de reconstruction d’images utilise uniquement la représentation 
de l’image en coordonnées cylindriques tout au long des calculs, une conversion de l’image 
cylindrique en une image cartésienne est habituellement requise à la fin de la reconstruction 
afin de permettre l’affichage de celle-ci. La conversion cylindrique à cartésienne, réalisée à 
partir de l’équation 3.7, est illustrée à la Figure 3.4. La valeur de chaque pixel cubique 
s’obtient en calculant la contribution de tous les pixels cylindriques chevauchant ledit pixel 
cubique. En pratique, la conversion cylindrique à cartésienne de l’image peut être réalisée très 
rapidement grâce à l’utilisation d’une table de valeurs pré-calculée contenant la contribution 
pondérée de chaque pixel cylindrique à un pixel cubique donné. Ceci est illustré à la Figure 
3.4 où les poids w attribués à chaque pixel cylindrique représentent le rapport du volume du 
pixel cylindrique à l’intérieur du pixel cubique par rapport à son volume total. 
 
Figure 3.4 Illustration de la conversion cylindrique à cartésienne. La valeur du pixel cartésien est 
obtenue en sommant une valeur pondérée selon w de tous les pixels cylindriques le chevauchant.  
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3.2.3. Calcul d'une matrice système en coordonnées cylindriques 
Le calcul d'une matrice système basée sur une discrétisation de l'image en coordonnées 
cylindriques est similaire à l'approche utilisée pour une image en coordonnées cartésiennes. 
Les mêmes fonctions de TDR pré-calculées peuvent être utilisées et la procédure demeure 
essentiellement la même bien que la forme un peu plus excentrique des pixels issus de l'image 
cylindrique puisse complexifier quelque peu l'étape de calcul des coefficients de la matrice 
telle qu'illustrée précédemment à la Figure 2.3. 
Par ailleurs, bien qu’une représentation de l’image en coordonnées cylindriques puisse 
être utilisée pour le calcul au vol de la matrice système, le principal avantage d’utiliser une 
telle représentation provient du gain en espace mémoire obtenu par la préservation des 
symétries dans la matrice système. Nous nous intéresserons donc principalement au cas où 
l’image en coordonnées cylindriques sert à obtenir une matrice système pré-calculée et 
sauvegardée en mémoire pour une utilisation ultérieure par l’algorithme de reconstruction 
d’images. Lorsque la matrice peut être entièrement contenue dans la mémoire RAM d’un 
ordinateur, l’utilisation d’une matrice pré-calculée s’avère généralement plus rapide que le 
calcul au vol de la matrice durant la reconstruction. De plus, une modélisation plus réaliste et 
précise du processus d’acquisition en TEP peut être incluse dans la matrice pré-calculée.   
Bien que l’utilisation d’une image en coordonnées cylindriques comporte plusieurs 
avantages, la préservation des symétries dans la matrice système implique certaines 
contraintes sur les différents phénomènes pouvant être modélisés dans la matrice. En faisant 
référence à l’équation 2.4 ainsi qu’au tableau 2.1, nous constatons que les phénomènes qui 
dépendent de l’objet imagé, tel que la portée du positron ou le diffusée dans l'objet, devront 
alors être modélisés à l’extérieur de la matrice système Asystème, soit par exemple dans les 
opérateurs Aimg et Aproj ou encore dans un terme additif. La préservation des symétries dans la 
matrice est un pré requis pour toutes les méthodes de factorisations de la matrice et les 
méthodes de reconstruction d'images présentées dans ce chapitre. 
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3.2.4. Stratégies de factorisation de la matrice système 
Une matrice système basée sur une image en coordonnées cylindriques peut être 
factorisées sous différentes formes selon qu'uniquement les symétries dans le plan ou que 
l’ensemble des symétries (dans le plan et axiales) sont utilisées dans la factorisation. La 
première option mène à une matrice dite bloc circulante simple alors que la deuxième mène à 
une matrice dite bloc circulante double où chaque bloc de la matrice est lui-même composé de 
matrices blocs circulantes. Les deux types de factorisation sont présentés ci-après. 
La configuration de l’image en coordonnées cylindriques est habituellement choisie de 
façon à préserver toutes les symétries du système, faisant en sorte que Bθ = Nθ et Bφ = Nφ. Bien 
qu’il soit possible d’utiliser un nombre de symétries dans l’image qui soit une fraction entière 
de celles dans le système (ex. Bθ = ½Nθ), nous supposerons ici que Bθ = Nθ et Bφ = Nφ pour 
toutes les factorisations. 
La première factorisation s’obtient en réordonnant le vecteur des N projections 
mesurées et le vecteur des B pixels de l’image selon leurs symétries rotationnelles dans le 
plan, soit { }njNiyy ji ,,1;,,1:ˆˆ ,  === θ  pour la mesure et 
{ }mjNiff ji ,,1;,,1:ˆˆ ,  === θ  pour l’image, où l’indice j varie plus vite que l’indice i. Une 
matrice système A ayant une structure bloc circulante simple peut alors être obtenue : 
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3.9  
où chacun des Nθ = Bθ blocs sont des matrices n × m avec n = N/Nθ et m = B/Bθ. Plus 
précisément, n et m représentent respectivement le nombre de TDR et de pixels non 
symétriques. Lorsque l’image cylindrique possède un même nombre de pixels sur chaque 
position radiale, m est alors égale au nombre de positions radiales. Ceci n’est toutefois pas le 
cas lorsque l’image comporte un plus grand nombre de pixels sur les positions radiales en 
périphérie (Figure 3.3). Les pixels sont alors regroupés en groupe de Nθ pixels symétriques, ce 
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qui peut résulter en plus d’un groupe de pixels symétriques pour une même position radiale. 
La variable m est alors égale au nombre total de groupes de pixels symétriques.  
En utilisant la transformée de Fourier, la matrice système A, ayant une structure bloc 
circulante simple avec M = Nθ, peut être factorisée selon : 
 ( ) ( )msHn IIA ⊗ℑ∆⊗ℑ= θθ  (3.10) 
3.10  
où In et Im sont des matrices identités respectivement de dimensions n × n et m × m avec 
n = N/Nθ et m = B/Bθ, ⊗ est le produit de Kronecker, l’indice H représente la transposée 
hermitienne et ℑθ est une matrice Nθ × Nθ représentant l’opération de Fourier discrète 
normalisée avec θπ Nkjkw /2exp−= : 
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3.11  
et ∆s est une matrice Nθ n × Nθ m complexe et bloc diagonale où chacun des Nθ  blocs est une 
matrice n × m : 
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3.12  
Du point de vue de la mise en œuvre d’un algorithme de reconstruction d’images basé 
sur la factorisation en (3.10), il peut s’avérer plus efficace de réordonner les coefficients de la 
matrice de façon à ce que l’opération de la transformée de Fourier soit appliquée sur des 
données contiguës. Une matrice de permutation Pθ  peut être utilisée à cet effet : 
 ( ) ( ) θθθθ PIIPA msHn ℑ⊗∆ℑ⊗= '  (3.13) 
3.13  
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où ∆s’ est essentiellement la même matrice qu’en (3.12) mais avec un ordre différent, ce qui 
donne une matrice complexe Nθ n × Nθ m composée de (n⋅m) matrices diagonales Dij de 
dimension Nθ × Nθ : 
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3.14  
La seconde factorisation de la matrice système est obtenue en tirant également 
avantage de la redondance des coefficients de la matrice provenant des Nφ symétries axiales de 
l’appareil. Pour ce faire, le vecteur contenant les N projections mesurées peut être réordonné 
selon { }nkNjNiyy kji ,,1;,,1;,,1:ˆˆ ,,  ==== θφ  et le vecteur contenant les B pixels de 
l’image selon { }mkNjNiff kji ,,1;,1;,,1:ˆˆ ,,  ==== θφ , où l’indice k varie plus vite que 
l’indice j qui à son tour varie plus vite que i. En d’autres termes, les données du vecteur de 
projection et de l’image sont ordonnées en Nφ groupes contenant eux-mêmes Nθ sous-groupes 
respectivement de n et de m données. À partir de cette nouvelle configuration, une matrice 
bloc circulante double peut être obtenue : 
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3.15  
et où A est une matrice bloc circulante Nφ × Nφ dont les blocs Ax sont eux-mêmes des matrices 
blocs circulantes de dimension Nθ × Nθ composées de blocs Cx de dimension n × m avec 
n = N’/(Nφ Nθ) et m = B/(Bφ Bθ). Il est à noter que le terme N’ est utilisé ici pour représenter le 
nombre total de projections à utiliser dans l’équation 3.15 et pour souligner le fait qu’il est 
nécessaire d’augmenter le nombre de projections dans le vecteur de mesure (N’ > N) de façon 
à ce que tous les plans mesurés par l’appareil aient le même nombre de symétries axiales. Ceci 
provient du fait que, contrairement aux symétries rotationnelles de l’appareil qui mènent 
réellement à une matrice circulante, les symétries axiales de l’appareil mènent plutôt à une 
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matrice de Toeplitz [MOON et coll., 1999]. En effet, une caméra TEP ne mesure pas le même 
nombre de plans pour les plans directs et les différents plans croisés (Figure 3.2). Or, le fait 
d’étendre le vecteur de projections à N’ > N et de supposer que les symétries axiales de 
l’appareil mènent à une matrice bloc circulante pourra avoir certaines conséquences sur un 
algorithme de reconstruction d'images basé sur la factorisation en (3.15). Puisque ces 
considérations particulières dépendent de l’algorithme utilisé, ce sujet sera abordé plus en 
détail aux sections 3.2.5 et 3.2.6. 
En utilisant la transformée de Fourier, la matrice bloc circulante double peut être 
factorisée selon : 
 ( ) ( ) ( ) ( )φθφθφθφφφθ mmdHnHn IPIIPIA ⊗ℑ⊗ℑ∆⊗ℑ⊗ℑ=  (3.16) 
3.16  
où ∆d est une matrice complexe de dimension Nφ⋅Nθ n × Nφ⋅Nθ m semblable à (3.14) mais avec 
Nφ Nθ blocs de matrice de dimension n × m où n = N’/(Nφ Nθ) et m = B/(Bφ Bθ). ℑφ et ℑθ sont 
des matrices Nφ × Nφ and Nθ × Nθ représentant l’opération de Fourier discrète normalisée 
illustrée en (3.11). Inφ, Inθ, Imφ et Imθ sont respectivement des matrices identité de dimensions 
nNφ × nNφ, nNθ × nNθ, mNφ × mNφ et mSθ × mSθ avec n = N’/(Nφ Nθ) et m = B/(Bφ Bθ). Pφ est 
une matrice de permutation qui réordonne les données afin de permettre à la seconde 
transformée de Fourier ℑφ d’être appliquée. 
Par ailleurs, il peut s’avérer plus efficace pour l’algorithme de reconstruction d’images 
de réordonner les opérations en (3.17) afin d’optimiser l’accès mémoire. Ainsi, en utilisant des 
matrices de permutations Pφ et Pθ qui permettent de réordonner les données de façon à ce que 
les opérations de transformée de Fourier ℑφ et ℑθ soient appliquées sur des données contiguës, 
nous obtenons la formulation suivante : 
 ( ) ( ) ( ) ( ) θθφφφθφθφθφθ PIPIIPIPA mmdHnHn ℑ⊗ℑ⊗∆ℑ⊗ℑ⊗= '  (3.17) 
3.17  
où ∆d’ est essentiellement la même matrice qu’en (3.16) mais avec un ordre différent. L’ordre 
de la matrice ∆d’ ressemble alors à la matrice de l’équation 3.14 mais avec les (n⋅m) matrices 
diagonales Dij étant de dimension Nφ Nθ × Nφ Nθ.  
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3.2.5. Méthodes de reconstruction d'images itératives basées sur les 
matrices systèmes factorisées 
Cette section présente diverses stratégies permettant d'accélérer les étapes de 
projection et de rétroprojection des méthodes itératives, soit les deux principales étapes qui 
limitent la vitesse de calculs des algorithmes itératifs. Bien que la théorie soit présentée ici 
plus particulièrement pour l’algorithme de reconstruction d'images « Maximum likelihood 
expectation maximization (MLEM) » ainsi que pour sa version accélérée « Ordered subset 
expectation maximization (OSEM) », et ce, pour un problème issu de la tomographie 
d’émission par positrons (TEP), la stratégie proposée peut être adaptée à d’autres algorithmes 
et à d’autres modalités d’imagerie. 
Utilisation de l'algorithme MLEM 
Les diverses factorisations de la matrice système bloc circulante présentées à la section 
3.2.4, soit la factorisation simple (équation 3.13) et double (équation 3.17), mènent chacune à 
une stratégie différente pour accélérer l’étape de projection et de rétroprojection des 
algorithmes itératifs de reconstruction d’images. En utilisant par exemple l’algorithme MLEM 
[SHEPP et coll., 1982] et la factorisation en (3.13) pour une matrice bloc circulante simple, la 
boucle itérative de l’algorithme peut être décomposée comme suit : 
(a) Projection de l’image estimée : 
 ( ) ( )( )fPIIPy msHn ˆˆ θθθθ ℑ⊗∆ℑ⊗=  (3.18) 
3.18  
(b) Calcul du vecteur de correction sur la mesure : 
 Nifor
y
y
i
i
i ,,1 ==ε  (3.19) 
3.19  
(c) Rétroprojection du vecteur de correction : 
 ( ) ( )( )εδ θθθθ PIIP nHsHm ℑ⊗∆ℑ⊗=  (3.20) 
3.20  
(d) Correction de l’image estimée : 
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3.21  
Un algorithme équivalent s'obtient pour la factorisation d’une matrice bloc circulante 
double en substituant l’équation 3.13 par l’équation 3.17 dans les étapes de projection (a) et de 
rétroprojection (c). Une particularité de la factorisation double est que certaines entrées du 
vecteur de projections étendu (N’), représentant des plans qui n'ont pas été mesurés par 
l’appareil, doivent alors être mises à zéro dans le vecteur de correction sur la mesure (ε) en 
(3.19) de façon à ce qu’elles n’affectent pas le résultat de la rétroprojection en (3.20). 
Il est à noter que la stratégie d’accélération proposée aux étapes (a)-(d) ne modifie que 
l’étape de projection (a) et de rétroprojection (c) de telle sorte que l’étape du calcul du vecteur 
de correction sur la mesure (b) et l’étape de correction de l’image estimée (d) demeurent 
réalisées dans le domaine spatial et non dans le domaine de Fourier. Ainsi, il est relativement 
facile d’adapter la méthode à différents algorithmes de reconstruction d’images ou encore 
d’intégrer des connaissances a priori sur le sujet ou des termes de pénalité à l’étape de 
correction de l’image (équation 3.21).    
Pour simplifier la formulation du problème, l'étape de calcul du vecteur de correction 
sur la mesure (équation 3.19) a été présentée pour le cas où le vecteur de la mesure (y) a été 
pré-corrigé avant d’être utilisé dans la boucle itérative. Or, il est généralement plus 
avantageux d’intégrer les différentes corrections telles que l’atténuation (µ), les facteurs de 
normalisation (η), le taux de coïncidences fortuites estimé ( rˆ ) ainsi que le taux de 
coïncidences diffusées estimé ( sˆ ) directement à l’équation 3.19 : 
 ( ) Niforsry
y
iiiii
i
i ,,1ˆˆˆ
=
++⋅
=
ηµ
ε  (3.22) 
3.22  
 Tel que mentionné au chapitre 2, l’intégration des facteurs de correction directement 
dans la boucle itérative (équation 3.22) permet d’obtenir une image plus fidèle à la réalité, 
surtout à de faible taux de comptage, puisqu’elle permet de mieux modéliser la densité de 
Poisson caractérisant le processus statistique de collecte de l’information de l’appareil TEP. 
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Quelques précisions doivent être apportées au sujet de l’étape de la correction de 
l’image à l’équation 3.21. Selon la formulation utilisée à cette équation, il est sous-entendu 
que les différents coefficients ai,j de la matrice ont d’abord été normalisées de façon à ce que 
la somme des coefficients de la matrice contribuant à chaque pixel de l'image soit égale à 1. 
Lorsque les différentes corrections à appliquer sur la mesure sont intégrées directement dans 
la boucle itérative (équation 3.22), il est alors plus pratique de normaliser chaque pixel de 
l’image en ajoutant un terme multiplicatif à l’équation 3.21 : 
 Bjforfwf j
k
jj
k
j ,,1ˆˆ
)()1( =⋅⋅=+ δ  (3.23) 
3.23  
 où     Bjpour
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w N
i
jiii
j ,,1
1
0
,
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⋅
=
∑
=
ηµ
 
L’ensemble des facteurs de correction wj à appliquer à l’image estimée fˆ  selon 
l’équation 3.23 est souvent appelé dans la littérature image de sensibilité. Cette image de 
sensibilité permet de prendre en considération le fait que la sensibilité de l’appareil pour une 
région de l'image varie selon le nombre de TDR croisant chaque région ainsi que selon 
l’atténuation et l’efficacité de détection de chaque TDR. En factorisant tous ces termes de 
correction hors de la matrice système, il est possible de réutiliser la même matrice pré-calculée 
pour reconstruire plusieurs objets différents en ne modifiant que l’image de sensibilité. 
Lorsqu’une image en coordonnées polaires ou cylindriques est utilisée dans le 
processus itératif, une attention particulière doit être apportée à l’étape de la correction de 
l’image en  (3.21) et (3.23) due à la différence de volume des pixels de l’image. En effet, 
l’utilisation d’une image en coordonnées cylindriques implique généralement que les pixels au 
centre de l’image soient de plus petite taille que ceux en périphérie. Or, tel que stipulé dans 
[KAUFMAN, 1987], les pixels de l’image utilisée dans le processus de reconstruction itératif 
doivent idéalement être de mêmes tailles afin d’éviter que le bruit et la résolution spatiale de 
l’image puissent évoluer différemment dans différentes portions de l’image selon la taille des 
pixels. Les disparités du volume entre les pixels au centre et en périphérie de l’image peuvent 
être réduites en utilisant un plus grand nombre d’angles (de pixels) pour les positions radiales 
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situées en périphérie de l’image. Un exemple d’une telle configuration d’image en 
coordonnées cylindriques est illustré à la Figure 3.3. Il est également possible d’utiliser une 
longueur radiale variable afin d’uniformiser encore davantage le volume de tous les pixels de 
l’image [KAUFMAN et coll., 1997]. Par ailleurs, il a été démontré à la section 3.2 qu’une 
image en coordonnées cylindriques avec un nombre différent de pixels à chaque position 
radiale peut tout de même mener à l’obtention d’une matrice système avec une structure bloc 
circulante. Ceci se distingue de l’algorithme proposé dans [HEBERT et coll., 1988], où 
uniquement des images avec un nombre égal de pixels à chaque position radiale sont utilisées. 
Bien que cette amélioration puisse paraître triviale, l'auteur du présent ouvrage croit que la 
grande disparité entre les pixels de l’image proposée par [HEBERT et coll., 1988] soit l’une 
des principales raisons pour laquelle l’idée générale d’utiliser une matrice bloc circulante pour 
une méthode de reconstruction d’images itérative n’a pas été reprise par la suite.  
Par ailleurs, lorsqu’une caméra possède un grand nombre de symétries en rotation, 
l’utilisation d’un nombre de pixels différent sur chaque position radiale (i.e. selon une fraction 
entière du nombre de symétries en rotation) ne permet pas toujours d’uniformiser 
suffisamment le volume de tous les pixels de l’image. Les pixels au centre de l’image 
demeureront généralement de plus petites tailles que ceux en périphérie à moins d’utiliser de 
très petits pixels pour l’image entière. Un sur-échantillonnage de l’image peut cependant avoir 
des conséquences néfastes sur le niveau de bruit de l’image reconstruite et entraîne 
nécessairement une augmentation du nombre requis d’opérations pour obtenir l'image.  
Une solution au problème de disparité entre les pixels d’une image en coordonnées 
cylindriques consiste à réaliser une conversion cylindrique à cartésienne de l’image, en 
utilisant par exemple Tpc de l’équation 3.7, avant de procéder à la correction de l’image en 
(3.21)  [HEBERT et coll., 1988]. L’image est ensuite reconvertie en coordonnées cylindriques 
avant d’entreprendre la prochaine itération. Le principal inconvénient de cette approche est 
qu’une perte de précision survient à chaque cycle itératif dû au passage de l’image d’une 
représentation à une autre. Cette conversion de l’image ajoute également des calculs 
supplémentaires au processus itératif.  
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Une solution alternative, proposée ici, consiste à fusionner c'est-à-dire, à additionner la 
valeur des pixels voisins situés sur les positions radiales plus au centre de l’image de façon à 
ce que le volume du pixel fusionné résultant soit de dimension comparable aux autres pixels 
de l’image. Cette stratégie est illustrée à la Figure 3.5. L’étape de correction de l’image 
estimée selon (3.21) ou (3.23) est alors réalisée à partir des pixels fusionnés tandis que les 
opérations de projection en (3.18) et de rétroprojection en (3.20) continuent d’utiliser la 
configuration originale de l’image. Lorsque la nouvelle valeur )1(ˆ +kjf  est trouvée en (3.21) 
pour un groupe donné de pixels fusionnés, le résultat est alors partagé entre les différents 
pixels d’un même groupe. Ceci revient à diviser le résultat obtenu selon le nombre de pixels 
impliqués et de recopier cette nouvelle valeur dans chacun. Lorsque cette technique est 
utilisée, l’image cylindrique est convertie en une image cartésienne (équation 3.7) uniquement 
à la fin du processus itératif afin de permettre l’affichage de celle-ci.  
 
Figure 3.5 Illustration de la stratégie de fusion des pixels centraux de l’image avant l’étape de la 
correction de l’image estimée de façon à ce que tous les pixels de l’image aient sensiblement le 
même volume.  
Utilisation de l'algorithme OSEM et bloc itératif 
Afin d’accélérer davantage la reconstruction de l’image, la stratégie d’accélération 
basée sur des matrices blocs circulantes (équations 3.18 à 3.21) peut être jumelée à une autre 
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stratégie permettant cette fois d’accélérer la vitesse de convergence de l’algorithme. Plusieurs 
méthodes ont été proposées dans la littérature à cet effet, dont l’algorithme « Ordered subset 
expectation maximization (OSEM) » [HUDSON et coll., 1994] et plusieurs autres algorithmes 
de type bloc itératif [BYRNE, 1996, 1997 et 1998] [LEAHY et coll., 2000b] [LEWITT et 
coll., 2003] [BROWNE et coll., 1996]. Le gain de vitesse résultant est alors multiplicatif, 
c’est-à-dire que le facteur d’accélération global s’obtient en multipliant le gain obtenu par 
l’utilisation de matrices systèmes blocs circulante avec le gain obtenu par la méthode 
d’accélération de la convergence de l’algorithme.   
L’utilisation d’une matrice système bloc circulante factorisée implique toutefois 
certaines contraintes au niveau de l’étape de projection (équation 3.18) et de rétroprojection 
(équation 3.20). Ceci concerne plus particulièrement les algorithmes où uniquement une partie 
ou sous-ensemble des projections mesurées (i.e. en anglais « subset ») est utilisé pour estimer 
la correction à appliquer sur l’image à chaque itération. Puisque le calcul impliquant les Nθ ou 
Nφ⋅Nθ projections symétriques sont réalisées simultanément aux équations (3.18) et (3.20), il 
importe de conserver toutes les projections symétriques dans un même sous-ensemble. De la 
même façon, les Nθ ou Nφ⋅Nθ pixels symétriques d’un groupe devront être rafraîchis en même 
temps. Cette restriction nous amène à développer de nouvelles stratégies pour diviser les 
projections en sous-ensembles tout en nous assurant que chaque sous-ensemble de projections 
couvre le plus uniformément possible le volume imagé. Ce problème est d’autant plus 
complexe lorsque la matrice bloc circulante possède un grand nombre de symétries et que 
l’algorithme OSEM utilise un grand nombre de sous-ensembles. 
Implantation de l'algorithme itératif basée sur les matrices systèmes factorisées 
Les méthodes de reconstruction d'images itératives basées sur des matrices blocs 
circulantes proposées dans cet ouvrage se démarquent de l'art antérieur non seulement par les 
concepts théoriques utilisés, mais aussi de par les stratégies d'implantation de l'algorithme 
permettant de minimiser l'utilisation de la mémoire et de maximiser la vitesse de calcul. Ces 
stratégies d'implantation sont présentées à l'annexe A.3.   
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3.2.6. Méthodes de reconstruction d'images par DVS basées sur les 
matrices systèmes factorisées 
Cette section présente des méthodes permettant de résoudre le problème de 
reconstruction d’images en TEP par une inversion de la matrice système. La matrice inversée 
est alors multipliée directement avec le vecteur de la mesure de projection afin d’obtenir 
l’image reconstruite. Les diverses factorisations de la matrice système bloc circulante 
présentées à la section 3.2.4 sont alors mise à profit afin de faciliter d’une part l’inversion de 
la matrice par une décomposition en valeurs singulières (DVS) et d’autre part, afin d’accélérer 
l’étape de reconstruction d’images à partir de la matrice inverse. 
Étape de décomposition en valeurs singulières (DVS) des matrices systèmes factorisées 
La décomposition en valeurs singulières (DVS) consiste à décomposer une matrice A 
selon ses valeurs singulières D, son vecteur singulier de gauche U et son vecteur singulier de 
droite V  [MOON et coll., 1999] [PRESS et coll., 1992] : 
 TUDVA =  (3.24) 
3.24  
où U ={uij: i = 1,...,N; j = 1,...,B} et V ={vij: i, j = 1,...,B} sont des matrices orthogonales 
contenant les vecteurs singuliers de gauche et de droite et Dk = diag(µ1, µ2, ..., µB) est une 
matrice diagonale contenant les valeurs singulières habituellement ordonnées selon 
µ1 ≥ µ2 ≥ ... ≥ µB ≥ 0. En utilisant les différentes composantes de la DVS, il est possible de 
trouver la matrice pseudo-inverse selon [MOON et coll., 1999] [PRESS et coll., 1992] : 
 TUVDA ++ =  (3.25) 
3.25  
où A+ est la matrice pseudo-inverse de A et D+ est une matrice diagonale contenant la 
réciproque des valeurs singulières : 
 ( )BdiagD µµµ 1,,1,1 21 =+  (3.26) 
3.26  
La résolution du problème de reconstruction d’images à partir de la matrice pseudo-
inverse A+ obtenue par une opération de DVS appliquée sur la matrice système A est 
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équivalente aux méthodes antérieures discutées dans [SHIM et coll., 1981] [SELIVANOV et 
coll., 2001a]. Le principal inconvénient d'une telle approche est la quantité de mémoire 
requise et la lourde charge de calcul associée à l’étape de DVS lorsqu’elle est appliquée à des 
matrices systèmes de grandes dimensions et souvent mal conditionnées. Une solution à ce 
problème consiste à utiliser une matrice système bloc circulante factorisée dans le domaine de 
Fourier afin de faciliter l’opération d’inversion par DVS. Il a été démontré à la section 3.2.4 
qu'une matrice système bloc circulante peut être obtenue à partir d'une discrétisation de 
l'image en coordonnées cylindriques. En utilisant la factorisation pour une matrice bloc 
circulante simple (équation 3.10) ou bloc circulante double (équation 3.16), la lourde tâche de 
décomposer une matrice de taille N × B peut être remplacée par M opérations de DVS 
indépendantes, où selon le cas, M = Nθ ou M = Nφ Nθ, appliquées sur de plus petites matrices 
complexes ∆k de dimensions n × m :  
 MkforVDU Tkkkk ,,1 ==∆  (3.27) 
3.27  
où Uk = {ui,j: i = 1,..., n; j = 1,..., m} et Vk = {vi,j : i,j = 1,..., m;} sont des matrices orthogonales 
contenant les valeurs complexes des vecteurs singuliers de gauche et de droite et Dk = 
diag(µ1, µ2, ..., µm) est une matrice diagonale contenant les valeurs singulières. En utilisant les 
composantes de la DVS, la matrice bloc circulante pseudo-inverse ∆+ peut être trouvée : 
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3.28  
où D∆+ = {Dk : k = 1, ..., M} est une matrice bloc diagonale avec des blocs 
Dk+ = diag(1/µ1, 1/µ2, ..., 1/µm) et M est le nombre total de blocs dans la matrice bloc 
circulante, soit égal à M = Nθ ou à M = Nφ Nθ en utilisant respectivement les factorisations bloc 
circulante simple (équation 3.10) et double (équation 3.16).  
En utilisant la factorisation de la matrice bloc circulante simple à l’équation 3.10, la 
matrice complexe ∆s+ peut être reconvertie dans le domaine spatial selon : 
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 ( ) ( )nsHm IIA ⊗ℑ∆⊗ℑ= ++ θθ  (3.29) 
3.29  
ou de façon équivalente selon : 
 ( ) ( )nTHmT IUDVIUVD ⊗ℑ⊗ℑ= ∆+∆∆+ θθ  (3.30) 
3.30  
Des équations similaires peuvent être obtenues pour la factorisation d’une matrice bloc 
circulante double de l’équation 3.16, soit : 
 ( ) ( ) ( ) ( )φθφθφθφφφθ nndHmHm IPIIPIA ⊗ℑ⊗ℑ∆⊗ℑ⊗ℑ= ++  (3.31) 
3.31  
ou de façon équivalente avec :  
 ( ) ( ) ( ) ( )φθφθφθφφφθ nnTHmHmT IPIUDVIPIUVD ⊗ℑ⊗ℑ⊗ℑ⊗ℑ= ∆+∆∆+  (3.32) 
3.32  
Algorithme de reconstruction d'images par DVS basée sur les matrices systèmes 
factorisées 
Diverses approches peuvent être envisagées pour reconstruire une image à partir de la 
matrice pseudo-inverse pré-calculée ou à partir des composantes de la DVS. Par exemple, il 
est possible de réaliser les calculs dans le domaine spatial ou encore dans le domaine 
fréquentiel (de Fourier). Une réduction substantielle du nombre de calculs impliqués lors des 
multiplications matricielles peut être obtenue en réalisant les calculs dans le domaine de 
Fourier. Cette diminution du nombre de calculs provient d’une propriété intrinsèque de la 
transformée de Fourier lorsqu’elle est appliquée à des matrices dites circulantes [MOON et 
coll., 1999]. Par exemple, lorsqu’une matrice circulante de dimension M × M est multipliée à 
un vecteur de dimension M, il est possible de remplacer les M × M multiplications réelles 
réalisées dans le domaine spatial par M multiplications complexes réalisées dans le domaine 
de Fourier. Une telle réduction de calcul est également possible lorsque la transformée de 
Fourier est appliquée à des matrices blocs circulantes [MOON et coll., 1999].  
Une autre option de conception porte sur le choix d’utiliser la matrice pseudo-inverse 
pré-calculée ou les composantes de la DVS pour l’implantation de l’algorithme de 
reconstruction d’images. Les deux options comportent des avantages et des inconvénients 
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explicités plus en détail à l'annexe A.4. La théorie est présentée ici pour le cas où la 
reconstruction d'image est réalisée avec les composantes de la DVS. La version avec la 
matrice pseudo-inverse s’obtient par une simple substitution conformément à l’équation 3.28. 
En utilisant les composantes de la DVS pour une matrice bloc circulante simple 
(équation 3.30), l'image fˆ  peut être trouvé directement à partir des projections mesurées y : 
 ( ) ( )yIUDVIf nTHm ⊗ℑ⊗ℑ= ∆+∆∆ θθˆ  (3.33) 
3.33  
Pour un problème de reconstruction d’images en 3D, un algorithme encore plus rapide 
peut être obtenu en tirant également profit des symétries axiales de la caméra, c’est-à-dire en 
utilisant les composantes de la DVS pour une matrice bloc circulante double (équation 3.31). 
La reconstruction de l’image s’effectue alors selon : 
 ( ) ( ) ( ) ( )yIPIUDVIPIf nnTHmHm φθφθφθφφφθ ⊗ℑ⊗ℑ⊗ℑ⊗ℑ= ∆+∆∆ˆ  (3.34) 
3.34  
Bien que l’utilisation de la matrice bloc circulante double par l’algorithme de 
reconstruction d’images permette de maximiser la vitesse des calculs, son utilisation amène 
également quelques inconvénients et considérations particulières causés par l’extension du 
vecteur de projections à N’ > N. Tel que discuté à la section 3.2.4, l’extension du vecteur de 
projections consiste à supposer que tous les plans mesurés par l’appareil ont le même nombre 
de symétries axiales. Cette stratégie est nécessaire si nous voulons modéliser les symétries 
axiales comme si elles étaient circulantes. En contrepartie, l’extension de la mesure fait en 
sorte que certaines projections inexistantes (ou fictives) sont incluses dans le modèle utilisé 
selon l’équation 2.4. Ce constat est illustré à la Figure 3.6 pour une caméra de 4 anneaux. La 
nature circulante du problème fait en sorte que les projections fictives sortant par la tranche 
inférieure de l’image sont rabattues sur la tranche supérieure de l’image (Figure 3.6-b). 
Contrairement aux méthodes itératives présentées à la section 3.2.5, le fait de mettre à zéro 
toutes les projections inexistantes aurait ici des répercussions directes sur l’image reconstruite, 
ce qui pourrait se traduire par divers artefacts dans l’image selon la nature de la mesure. Le 
problème provient du fait que la matrice pseudo-inverse de l’équation 3.34 a été optimisée au 
sens de la DVS de façon à utiliser toute l’information du vecteur de projection étendu y. 
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Figure 3.6 Illustration de l’extension du vecteur projection requise pour obtenir une matrice double 
bloc circulante. a) L’image est étendue afin d’éviter que les trajectoires fictives soient repliées 
sur le haut de l’image. b) Exemple d’un effet de repliement d’une projection lorsque l’image 
n’est pas étendue. 
Une première solution à ce problème consiste à étendre l’image reconstruite 
axialement, ce qui revient à prétendre un plus grand nombre de symétries axiales : 
 Nφ’ = Nφ + p (3.35) 
3.35  
où p correspond au nombre de symétries axiales ajoutées au système. La valeur de p doit être 
choisie de façon à éviter que les projections fictives, provenant de l’extension du vecteur 
projection, soient rabattues sur les tranches supérieures de l’image (Figure 3.6-b). Plus 
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concrètement, p dépendra de la différence maximale d’anneaux permise entre les paires de 
détecteurs en coïncidence. Le nombre de symétries axiales du vecteur de projection doit aussi 
être étendu à Nφ’ afin que l’équation 3.34 demeure valide. Bien que l’extension de l’image 
évite le rabattement des projections, certaines projections fictives continueront de contribuer à 
l’image d’intérêt (Figure 3.6-a). Néanmoins, grâce à l’extension de l’image, ces projections 
fictives correspondent maintenant à de vraies lignes de réponse pouvant être mesurées en 
réalisant des acquisitions à différentes positions axiales, c'est-à-dire en déplaçant le lit de la 
caméra.  
Une seconde stratégie pour éviter que les projections fictives ne créent des artefacts 
dans l’image consiste à avoir recours à une méthode permettant d’estimer leurs valeurs. Ceci 
est notamment possible en utilisant une autre méthode de reconstruction d’images pour 
réaliser une première estimation de l’image à reconstruire. Les trajectoires fictives peuvent 
alors être estimées en réalisant une projection de l’image estimée avec la matrice bloc 
circulante double. Pour ce faire, il est possible d’utiliser la matrice système originale (A) ou de 
façon équivalente les composantes de la DVS (équation 3.24). En utilisant les composantes de 
la DVS et en réalisant l’opération de projection dans le domaine de Fourier, une estimation 
des données de projection étendu ( yˆ ) peut être obtenue à partir de l’image estimée ( fˆ ) : 
 ( ) ( ) ( ) ( ) fIPIVDUIPIy mmTHnHn ˆˆ φθφθφθφφφθ ⊗ℑ⊗ℑ⊗ℑ⊗ℑ= ∆∆∆  (3.36) 
3.36  
Dans cette dernière équation, des chapeaux (i.e. accents circonflexes) ont été utilisés 
pour marquer le vecteur image et le vecteur projection afin de signifier que l’estimation de 
l’image et, de surcroît, l’estimation des projections ont été générées à partir d’un autre 
algorithme de reconstruction d’images. Bien que le fait de devoir recourir à un second 
algorithme de reconstruction d’images conjointement avec la méthode par DVS basée sur une 
matrice bloc circulante double puisse paraître, à première vue, comme un sérieux handicap, 
cette combinaison peut être avantageuse dans certaines circonstances (annexe A.4). 
Une troisième stratégie, qui serait possiblement moins coûteuse en calcul que la 
seconde, consiste à utiliser un algorithme qui permet d'estimer la valeur des trajectoires 
manquantes directement à partir des autres projections mesurées. Des algorithmes de recalage 
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qui répondent à un problème similaire ont d'ailleurs été développés pour les méthodes de 
reconstruction d'images par rétro-projection en 3D [BOUALLEGUE et coll., 2007] 
[DEFRISE et coll., 1997]. 
Le fait d’utiliser la matrice pseudo-inverse sans aucune méthode de régularisation rend 
l’algorithme de reconstruction d’images très sensible au bruit. Ceci s’explique par le fait que 
la DVS d’une matrice peut être vue comme une décomposition du contenu de la matrice en 
différentes composantes fréquentielles, où les composantes basses fréquences se retrouvent 
dans les valeurs singulières plus élevées et les composantes hautes fréquences dans les valeurs 
singulières plus faibles [MOON et coll., 1999]. Lorsque la matrice est mal conditionnée, 
l’obtention des valeurs singulières de faibles valeurs et des vecteurs singuliers qui y sont 
associés s’avère une opération très imprécise et sensible à la limite de précision de calcul d’un 
ordinateur [MOON et coll., 1999] [SELIVANOV et coll., 2001a]. Ainsi, lorsque la matrice 
pseudo-inverse est obtenue selon l’équation 3.25 à partir de la réciproque des valeurs 
singulières (équation 3.26), le contenu haute fréquence imprécis associé aux plus petites 
valeurs singulières se retrouve alors amplifié considérablement.    
Une solution à ce problème consiste à intégrer dans l’algorithme de reconstruction 
d’images (équations 3.33 et 3.34) une méthode de régularisation permettant de contrôler le 
compromis entre l’amplification du bruit haute fréquence et la résolution spatiale de l’image 
reconstruite [SELIVANOV et coll., 2001] [SMITH, 1996]. La régularisation appliquée sur les 
valeurs singulières de D∆ est alors équivalente à celle appliquée sur les valeurs singulières de 
D puisque les valeurs singulières sont exactement les mêmes.  
Une première approche relativement simple pour régulariser la matrice pseudo-inverse 
consiste à tronquer le spectre de valeurs singulières à un certain index T qui représente la 
position de la plus petite valeur singulière à accepter dans la solution et d’ignorer toutes les 
valeurs plus faibles µk, k = T + 1, ..., B [SELIVANOV et coll., 2001]. Tous les coefficients aij 
de la matrice pseudo-inverse A+ peuvent alors être obtenu selon : 
 ∑
=
+ =
T
k
jkik
k
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µ
 (3.37) 
3.37  
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Une autre méthode de régularisation consiste à réduire l’influence des plus petites 
valeurs singulières progressivement en utilisant différents poids wk, k = 1, ..., B à appliquer sur 
chacun [SMITH, 1996] : 
 ∑
=
+ =
T
k
jkik
k
k
ij VU
wa
1 µ
 (3.38) 
3.38  
où le poids wk à appliquer sur chaque valeur singulière peut alors être déterminé en utilisant 
différentes fonctions de pondération. Cette fonction peut être choisie de façon à modifier le 
spectre des valeurs singulières selon un paramètre λ contrôlant l’intensité ou si on préfère, la 
vitesse avec laquelle les plus faibles valeurs singulières sont atténuées [SMITH, 1996] :   
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3.39  
Des méthodes de régularisation plus complexes peuvent également être mises en 
œuvre de façon à permettre de régulariser indépendamment le spectre des valeurs singulières 
pour chaque pixel de l’image reconstruite. Par exemple, l’équation 3.39 peut être modifiée de 
façon à inclure un paramètre λi indépendant pour chaque pixel de l’image  
 { }Biff i ,,1:ˆˆ == , ce qui mène à une pondération dépendant à la fois du pixel et de la valeur 
singulière impliquée [SMITH, 1996] : 
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3.40  
La dernière étape de la méthode de reconstruction d’images par DVS proposée 
consiste à réaliser une conversion cylindrique à cartésienne de l’image selon l’équation 3.7 
afin de permettre l’affichage de l’image reconstruite. Cette étape peut être réalisée très 
rapidement en utilisant une table de valeurs pré-calculées pour la conversion (section 3.2.2).  
Implantation de l'algorithme de reconstruction par DVS à partir de matrices systèmes 
factorisées 
Les différentes implantations possibles de l'algorithme par DVS basé sur une matrice 
bloc circulante transformée dans le domaine de Fourier sont présentées à l'annexe A.4. 
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3.3. Conclusion sur les méthodes de reconstruction d'images  
Deux méthodes de reconstruction d'images ont été proposées dans ce chapitre, soit une 
première méthode, dite itérative, qui obtient l'image grâce à un processus de convergence 
itératif et une seconde, dite directe, qui obtient l'image à partir d'une matrice inverse obtenue 
par une décomposition en valeurs singulières (DVS) de la matrice système. La particularité de 
ces deux approches est qu'elles sont toutes deux basées sur l'utilisation de matrices systèmes 
blocs circulantes factorisées dans le domaine de Fourier. Ces matrices sont obtenues à partir 
d'une image en coordonnées cylindriques. Une telle factorisation permet dans certains cas, soit 
plus particulièrement lorsque l'appareil possède plusieurs symétries entre ces détecteurs, de 
réduire significativement la quantité de calculs nécessaire pour reconstruire l'image et par le 
fait même d'accélérer l'étape de reconstruction de l'image. 
La méthode itérative proposée se distingue de l'art antérieur [HEBERT et coll., 1988] 
par les solutions qui ont été proposées pour améliorer les performances au niveau de la vitesse 
et de l'utilisation mémoire de l'algorithme et cela même pour des systèmes possédant peu de 
symétries. Un algorithme de reconstruction itératif 3D basée sur une matrice bloc circulante 
doublement factorisée a également été proposé pour la première fois. Un tel algorithme peut 
permettre d'accélérer encore davantage l'algorithme de reconstruction lorsqu'il est appliqué à 
un système possédant plusieurs symétries en rotation et en translation axiale. La méthode de 
reconstruction par DVS proposée se distingue de l'art antérieur [SELIVANOV et coll., 2001] 
[BAKER et coll., 1982] [BARBER, 1982] en ce qu'elle est la première à intégrer à la fois 
l'utilisation de la DVS et l'utilisation de matrice blocs circulantes factorisées pour inverser 
directement la matrice système.    
Bien que les deux approches de reconstruction d'images puissent utiliser les mêmes 
modèles de matrices systèmes obtenues par diverses techniques telles que celles proposées au 
chapitre 2, il sera démontré dans la section des résultats que la qualité des images obtenues 
dépend également de l'algorithme utilisé. 
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Chapitre 4  
Expérimentations 
Ce chapitre présente le cadre expérimental relatifs aux appareils TEP utilisés pour la 
prise de mesure ainsi que sur les modèles utilisés pour les simulations Monte Carlo. On 
discute également les diverses matrices systèmes qui ont été générées selon les méthodes 
présentées au chapitre 2 et ayant servi dans les études et analyses présentées respectivement 
aux chapitres 5 et 6. 
4.1. Acquisitions TEP réalisées 
Les expérimentations ont toutes été tirées de mesures acquises à partir de deux 
architectures de caméras TEP développées au Centre d'imagerie moléculaire de Sherbrooke 
(CIMS), soit 1) la caméra TEP animal de Sherbrooke [LECOMTE et coll., 1996] et 2) la 
caméra LabPET [BERGERON et coll., 2008 et 2009] [FONTAINE et coll., 2005]. Ces 
deux caméras ont été spécifiquement conçues et développées pour réaliser des recherches 
précliniques sur de petits animaux.  
4.1.1. Acquisitions avec le scanner TEP animal de Sherbrooke 
Le scanner TEP animal de Sherbrooke est le premier appareil TEP animal développé 
au CIMS de Sherbrooke. Il était composé à l'origine de détecteurs à cristaux de type BGO et 
de taille 5 × 3 × 20 mm couplés individuellement à des photodiodes à avalanche (PDA) 
[LECOMTE et coll., 1996]. Bien qu'il possède une moins bonne résolution spatiale que le 
scanner LabPET, la géométrie des détecteurs relativement simple fait de ce système un très 
bon candidat pour le développement des premiers prototypes de matrices systèmes. De plus, la 
symétrie en rotation parfaite entre les détecteurs de cet appareil permet de valider les 
performances optimales que peuvent atteindre les algorithmes de reconstruction d'images 
basés sur des matrices blocs circulantes telles que décrites au chapitre 3. 
La configuration du scanner TEP animal de Sherbrooke avec deux anneaux de 
détection a été utilisée pour les expérimentations. Puisque cette caméra n'était plus en fonction 
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lors des travaux de doctorat, les mesures utilisées proviennent d'acquisitions antérieures. Les 
acquisitions ont été réalisées avec la configuration par défaut de l'appareil soit avec un seuil 
bas en énergie de 250 keV et une fenêtre de coïncidence de 40 ns. Plus de détails sur 
l'architecture et la géométrie du scanner TEP animal sont présentés à l'annexe B.1. 
4.1.2. Acquisitions avec le scanner LabPET 
Le LabPET est un scanner TEP à haute résolution spatiale pour petits animaux, basé 
sur des détecteurs à PDA et dont l’architecture de traitement du signal est complètement 
numérique [BERGERON et coll., 2008 et 2009] [FONTAINE et coll., 2005]. Les cristaux, 
dont la face est de 2 × 2 mm, confère à cette caméra une meilleure résolution spatiale que le 
scanner TEP animal de Sherbrooke. Cette haute résolution spatiale, obtenue grâce à des 
détecteurs de plus petite taille, rend encore plus critique le calcul de matrices systèmes 
précises permettant d'atteindre la qualité d'image optimale pour cet appareil. Le scanner 
LabPET est donc l'outil de prédilection pour comparer la qualité des images reconstruites 
avec les diverses matrices systèmes développées dans le cadre de ce doctorat. 
Le scanner LabPET est disponible dans une version de 16, 32 ou 48 anneaux de 
détection, conférant à la caméra un champ de vue axiale respectif d'environ 4, 8 ou 12 cm, 
d'où l'appellation LabPET 4, 8 et 12. Le laboratoire du CIMS possède un LabPET 4 cm ainsi 
qu'un LabPET 8. Par conséquent, les expérimentations présentées dans cette thèse ont été 
réalisées avec l'un ou l'autre des deux systèmes du CIMS. Toutes les mesures ont été réalisées 
avec la configuration par défaut de l'appareil, c'est-à-dire avec un seuil de discrimination en 
énergie à 250 keV et une fenêtre en coïncidence de 22 ns. Un grand soin a également été pris 
afin de réaliser une mesure de normalisation qui corresponde bien à l'état de l'appareil lors des 
diverses prises de mesures utilisées dans les expérimentations. Plus de détails sur l'architecture 
et sur la géométrie du scanner LabPET sont présentés à l'annexe B.2. 
Il est à noter que bien que des outils de correction de l'atténuation et du diffusé dans 
l'objet imagé ont été rendus disponibles grâce à des travaux réalisés vers la fin du doctorat, ces 
corrections n'ont pas été utilisées pour produire les résultats présentés ici. 
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4.2. Simulations Monte Carlo 
4.2.1. Simulations avec le scanner TEP animal de Sherbrooke 
Un modèle de la caméra TEP animal de Sherbrooke a été réalisé avec le simulateur 
Monte Carlo GATE [GATE, 2004]. La géométrie et la nature des matériaux composant les 
modules de détections (i.e. cristal BGO, boîtier en kovar, espace d’air, etc.) ainsi que leur 
position dans l’anneau ont été modélisées afin de maximiser la correspondance avec la caméra 
TEP animal de Sherbrooke. Ce modèle est présenté à l'annexe B.1. 
Une simulation MC a été réalisée conformément à la procédure présentée à la section 
2.2.4 dans le but de construire une base de données d'événements MC servant au calcul de 
matrices systèmes selon la méthode MC directe présentée à la section 2.2.4. Pour ce faire, une 
source émettrice de photons 511 keV (« back-to-back ») de forme cylindrique, sans médium 
atténuant et couvrant tout le champ de vue utile a été utilisée. Un seuil de discrimination en 
énergie à 200 keV a été utilisé durant la simulation. Ce choix a été fait de façon à permettre le 
choix d'un seuil de discrimination en énergie légèrement inférieure au seuil par défaut de 
l'appareil (i.e. 250 keV). La procédure de post-traitement des événements MC, qui inclut le 
choix du seuil de discrimination en énergie, a ensuite été appliquée (Figure 2.4). Les 
événements ayant diffusé dans l’objet où provenant d’une coïncidence fortuite ont été rejetés 
alors que les événements ayant diffusé uniquement dans les détecteurs ont été conservés. Les 
caractéristiques de la simulation MC sont rapportées au Tableau 4.1.  
TABLEAU 4.1 – CARACTÉRISTIQUES DE LA SIMULATION MONTE CARLO DE LA 
CAMÉRA TEP ANIMALE DE SHERBROOKE 
  Temps de simulation CPU total1  375 heures 
  Événements primaires générés 7 
 
3,2 × 109 
  Événements simples détectés  1,2 × 108 
  Événements en coïncidences valides 7 
 
8,0 × 106 
  Taille totale des fichiers de simulation 4 
 
21,1 GB 
  Taille de la base de données générée  330 MB 
     1Ordinateur AMD 2.0 GHz double coeur CPU, 3GB de RAM à 667 MHz. 
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4.2.2. Simulations avec le scanner LabPET 
Un modèle de la caméra LabPETTM a également été réalisé avec le simulateur Monte 
Carlo GATE. Dans un premier temps, des simulations MC ont été réalisées afin de construire 
une base de données servant à la fois à générer des matrices systèmes avec la méthode MC 
directe et MC indirecte, cette dernière menant au calcul de la probabilité de détection en 
coïncidence (PDC). L'information relative à ces simulations est rapportée à la première 
colonne du Tableau 4.2. Ces simulations ont été réalisées suivant la procédure explicitée à la 
section 2.2.4, c'est-à-dire en utilisant une mire cylindrique sans médium atténuant et couvrant 
un champ de vue de 80 mm de diamètre. Un seuil de discrimination en énergie à 100 keV a 
été utilisé durant la simulation afin de permettre de récupérer les événements en coïncidence 
multiples. Un seuil en énergie plus élevé peut ensuite être utilisé durant les étapes de post-
traitement servant à générer la matrice. Les événements MC simples ont été conservés afin de 
permettre une plus grande flexibilité au niveau des étapes de traitement ultérieures de 
l'information (Figure 2.4).  
D'autres simulations MC ont également été lancées afin de générer cette fois une base 
de données d'événements MC servant au calcul de la probabilité de détection simple (PDS) 
selon la procédure illustrée à la Figure 2.6. Ceci implique que l'information sur chaque 
interaction et sur chaque événement simple détecté soit conservée afin de bâtir la base de 
données. L'information relative à ces simulations est rapportée à la seconde colonne du 
Tableau 4.2. Une mire cylindrique de 110 mm de diamètre a été utilisée pour les simulations 
afin d'accumuler suffisamment de statistique et cela même pour les angles d'incidence plus 
prononcés du plan transverse.  Un seuil de discrimination en énergie à 100 keV a été utilisé. 
Les temps de simulation rapportés au Tableau 4.2 ont été obtenus en lançant quatre 
simulations en parallèle afin d'utiliser au maximum les quatre cœurs disponibles du 
processeur. Les résultats montrent que les simulations réalisées pour le calcul de la PDS n'ont 
exigé que 1.5% du temps de simulation requis pour le calcul de la PDC. Un gain plus modeste 
(i.e. facteur 4) au niveau de la réduction de l'espace mémoire requis pour sauvegarder les 
données simulées est obtenu. Ceci est notamment dû au fait que, pour calculer la PDS, 
l'information sur chaque interaction doit également être conservée avec celle de l'événement 
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simple. Enfin, il est à noter que l'écart entre le nombre d'événements primaires générés et les 
détections simples reçues est beaucoup moins grand pour les simulations réalisées avec le 
LabPET (Tableau 4.2) que celles réalisées avec le scanner TEP animal (Tableau 4.1). Ceci est 
dû au fait qu'un seuil d'acceptation en énergie beaucoup plus bas a été utilisé pour le LabPET 
(i.e. 100 keV) que pour le scanner TEP animal (200 keV) augmentant ainsi les probabilités 
qu'un même événement primaire génère plus d'un événement simple dans les détecteurs.  
TABLEAU 4.2 – CARACTÉRISTIQUES DE LA SIMULATION MONTE CARLO DE LA 
CAMÉRA LABPET UTILISÉES POUR GÉNÉRER LA PDC ET LA PDS 
  PDC PDS 
  Temps de simulation CPU total1  461 heures 7.11 heures 
  Événements primaires générés 7 
 
7,2 × 109 3,2 × 108 
  Événements simples détectés  4,6 × 109 2,5 × 108 
  Événements en coïncidences valides 7 
 
9,6 × 106 - 
  Taille totale des fichiers de simulation 4 
 
811 GB 200 GB 
  Taille de la base de données générée  9,1 GB 3,4 GB 
     1Intel Core i7 2.93 GHz quadruple-cœur, 16 GB de RAM à 1333 MHz, 8 MB cache L2.  
4.3. Caractéristiques des matrices systèmes générées 
Cette section présente les détails relatifs aux différentes matrices systèmes ayant été 
générées selon les diverses approches de calcul de matrices proposées au chapitre 2. Ces 
matrices feront ensuite l'objet d'expérimentations, présentées au chapitre 5 afin de dégager les 
forces et les faiblesses de chaque méthode. 
4.3.1. Matrices systèmes du scanner TEP animal de Sherbrooke 
Les matrices systèmes qui ont été générées pour le scanner TEP animal de Sherbrooke 
sont les suivantes : 
1) Matrice analytique 
2) Matrice MC directe 
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Diverses variations de matrices MC directes ont été réalisées en utilisant les données 
simulées telles que présentées au Tableau 4.1. Les variations relatives à chacune de ces sous-
versions de matrices MC directes sont présentées dans la section 5.1.5 du chapitre 5. 
4.3.2. Matrices systèmes du scanner LabPET 
Le scanner LabPET™ possède une excellente résolution spatiale, ce qui en fait un très 
bon candidat pour l'analyse de la qualité d'image obtenue avec les diverses matrices systèmes 
à l'étude. Ainsi, un plus grand nombre de matrices ont été générées pour ce système :  
1) Matrice linéaire 
2) Matrice gaussienne 
3) Matrice analytique 
4) Matrice hybride (i.e. sans les événements triples) 
5) Matrice hybride+ (i.e. avec les événements triples) 
6) Matrice MC indirecte (i.e. sans les événements triples) 
7) Matrice MC indirecte+ (i.e. avec les événements triples) 
Les matrices hybrides et MC indirectes ont toutes deux été réalisées à partir des 
simulations MC présentées à la section 4.2.2. L'information relative à ces simulations est 
rapportée respectivement à la seconde et première colonne du Tableau 4.2. Les matrices 
hybrides et MC indirectes ont été générées en choisissant d'accepter (cas 5 et 7) ou de rejeter 
(cas 4 et 6) les événements en coïncidences triples. Cela revient à accepter ou non les 
événements provenant de photons ayant d'abord interagi avec un détecteur voisin avant 
d'interagir avec le détecteur d'intérêt. Le détecteur d'intérêt fait ici référence au détecteur pour 
lequel on s'attarde à calculer une fonction de réponse pour générer la matrice système. Par 
défaut, le système de traitement du scanner LabPET™ rejette tous les événements triples. Les 
événements triples ont tout de même été conservés dans le calcul de certaines matrices afin 
d'étudier leur impact sur la forme de la matrice ainsi que sur l'image reconstruite. 
Une précision importante concernant la méthode hybride est que les fonctions de PDS 
générées à partir des événements MC ont été filtrées légèrement afin de réduire le bruit. Les 
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fonctions de PDS filtrées ont ensuite été tronquées à 2% de leur amplitude maximale. La 
troncation a été réalisée afin de limiter l'espace disque occupé par l'ensemble des PDS et 
surtout afin de limiter le temps de calcul de l'étape subséquente consistant à calculer la PDC à 
partir de la PDS d'une paire de détecteurs en coïncidence. À cause du processus de calcul 
impliqué (qui ressemble à une opération de convolution entre deux fonctions), la fonction de 
PDC obtenue se retrouve tronquée à environ 4% de son amplitude maximale.  
Pour la méthode MC indirecte, un filtrage a également été appliqué sur la PDC 
obtenue à partir des événements MC afin de réduire le bruit statistique sur ces fonctions. Un 
filtre gaussien avec une variance de 5 mm dans le sens radial et de 0,3 mm dans le sens latéral 
et axial a été appliqué. Un filtrage plus prononcé est utilisé dans la direction radiale puisque la 
fonction de PDC varie plus lentement dans cette direction. Une troncation à 2% de l'amplitude 
maximale de la PDC filtrée a ensuite été réalisée. Cette troncation différente de la PDC pour la 
méthode hybride (4%) et MC indirecte (2%) n'était pas intentionnelle et cette différence a été 
découverte lors de l'analyse des résultats. Cette erreur fortuite a néanmoins permis de mieux 
comprendre l'impact de la troncation de la fonction PDC sur l'image reconstruite. Ceci sera 
discuté plus en profondeur lors de l'analyse des résultats (chapitre 6). 
La méthode MC directe a également été utilisée pour générer des matrices pour le 
scanner LabPET. Le nombre d'événements générés lors des simulations MC était toutefois 
insuffisant pour obtenir une matrice MC directe avec un rapport signal sur bruit suffisant. Il 
aurait fallu augmenter significativement le temps total de simulation qui était déjà prohibitif 
(première colonne du Tableau 4.2). C'est d'ailleurs cette problématique qui a stimulé la 
création de méthodes alternatives pour générer des matrices à partir de simulations MC, soit 
les méthodes de modélisation MC indirectes et hybrides. 
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Chapitre 5  
Résultats 
Les travaux de recherche comportent trois contributions majeures, soit le 
développement de méthodes de calculs de matrices systèmes pour la TEP, le développement 
de méthodes de reconstruction d'images itératives d'une part, et par décomposition en valeurs 
singulières d'autre part. Les résultats obtenus pour chacun de ces éléments ainsi qu'une 
discussion de ces résultats sont présentés respectivement aux sections 5.1, 5.2 et 5.3. Une 
analyse et une synthèse plus complète des résultats sont présentés au chapitre 6. Par ailleurs, 
afin d'alléger la section des résultats, uniquement les résultats les plus significatifs et essentiels 
à l'étude comparative des diverses matrices systèmes et méthodes de reconstruction d'images 
sont présentés dans ce chapitre. Néanmoins, par souci de fournir une étude complète, plusieurs 
résultats complémentaires ont été reportés en annexe (annexe C.1).  
5.1. Performance des différents modèles de matrices systèmes 
Les résultats présentés dans cette section ont pour but de mettre en valeur les 
différences entre les diverses matrices systèmes développées dans le cadre du doctorat ainsi 
que d'évaluer l'impact de ces différences sur la qualité des images reconstruites. Les matrices 
systèmes ont été générées conformément à la théorie présentée à la section 2.2 et selon les 
méthodes expérimentales présentées aux sections 4.2 et 4.3. Rappelons que les modèles de 
matrices systèmes calculées avec les modèles linéaire et Gaussien sont des méthodes issues de 
l'art antérieur alors que tous les autres modèles, soit les modèles analytiques et par simulations 
Monte Carlo, sont issus de nouvelles méthodes proposées dans cette thèse. 
L'analyse porte principalement sur des expérimentations réalisées avec la caméra 
LabPET™ due à sa meilleure résolution spatiale. Dans un premier temps, les différences 
morphologiques entre les matrices calculées pour le LabPET™ sont mises en valeur afin de 
mieux comprendre leur impact sur la qualité de l'image reconstruite (i.e. sections 5.1.1, 5.1.2 
et 5.1.3). La section 5.1.4 présente ensuite une étude comparative de la qualité des images 
reconstruites avec les diverses matrices suivant différents critères. Enfin, la section 5.1.5 
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présente des expérimentations portant sur l'obtention de matrices avec l'approche MC directe 
pour la caméra TEP animale de Sherbrooke.  
5.1.1. Comparaison de la fonction de probabilité de détection simple 
(PDS) du LabPET™ 
Le calcul de matrices systèmes avec les méthodes analytique et hybride requiert 
comme première étape le calcul de la probabilité de détection simple (PDS). Une analyse de la 
forme des fonctions de PDS est réalisée ici afin de mieux comprendre les différences 
morphologiques entre les modèles et leurs impacts sur l'image reconstruite. Un profile linéaire 
des fonctions de PDS obtenues avec la méthode analytique et à partir de simulations MC sont 
illustrées pour différents angles d'incidence des photons d'annihilation selon l'axe latéral 
(Figure 5.1) et axial (Figure 5.2). Les PDS basés sur des simulations MC ont été générés en 
utilisant uniquement les événements à l'intérieur de la fenêtre énergétique de 150 à 750 keV. 
Les événements triples ont été discriminés en ne conservant que l'interaction ayant déposé le 
plus d'énergie dans un détecteur donné. Les résultats montrent que la méthode analytique et 
par simulation MC donnent des fonctions de PDS similaires. Les différences les plus 
importantes entre les deux modèles surviennent pour les angles d'incidence latéral et axial de 
0°, soit lorsque le photon frappe perpendiculairement la face avant du détecteur. La méthode 
analytique donne alors une PDS ayant une transition abrupte aux frontières du détecteur. Ceci 
provient du fait que la méthode analytique ne tient compte que de la probabilité d'atténuation 
et d'absorption des photons incidents dans les détecteurs, d'où une probabilité de détection 
nulle au-delà des frontières du détecteur. La PDS obtenue par simulation MC a plutôt une 
transition plus graduelle allant au-delà des frontières du détecteur. Ceci s'explique par le fait 
que la méthode MC prend aussi en considération la probabilité qu'un photon diffuse dans un 
détecteur voisin (ou un matériau environnant) avant d'être intercepté par le détecteur d'intérêt. 
La Figure 5.2 montre également que l'amplitude de la probabilité de détection diffère plus 
significativement entre la méthode analytique et Monte Carlo pour la PDS ayant un angle 
d'incidence plus élevé (φ = 46°). Quelques expérimentations ont été tentées afin de déterminer 
si cette divergence provient d'une erreur lors de la modélisation analytique où encore d'une 
erreur lors du traitement des événements de la simulation MC. Toutefois, les résultats obtenus 
(non illustrés) ne sont pas concluants et cette divergence reste pour l'instant inexpliquée. 
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 Figure 5.1 Fonctions de PDS obtenues avec la méthode analytique et à partir de simulations Monte 
Carlo, et ce, pour différents angles d'incidence latéraux des photons sur le détecteur.  
 
Figure 5.2 Fonctions de PDS obtenues avec la méthode analytique et à partir de simulations Monte 
Carlo, et ce, pour différents angles d'incidence axiaux des photons sur le détecteur. 
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Une seconde expérimentation a été réalisée afin d'évaluer l'impact de certains choix 
relatifs à la configuration du scanner sur la forme de la PDS. La Figure 5.3 montre la fonction 
PDS obtenue à l'angle d'incidence latéral et axial de 0° selon trois méthodes de discrimination 
des événements triples, soit: 1) une discrimination parfaite (i.e. cas théorique idéal où le 
premier point d'interaction dans les détecteurs est conservé), 2) la discrimination en 
conservant l'événement de plus haute énergie et 3) le rejet complet des événements triples. 
Pour le cas 2, le seuil minimal d'acceptation en énergie a été modifié afin d'évaluer son impact 
sur la forme de la PDS. Les résultats montrent que le choix de la méthode de discrimination 
des événements triples ainsi que le choix du seuil d'acceptation en énergie font varier 
l'amplitude de la PDS. Néanmoins, lorsque l'amplitude de toutes les PDS est normalisée selon 
le nombre total des événements détectés par chacun, on constate que la forme de la PDS ne 
change pas significativement (annexe C.1.1, Figure C.1). Un agrandissement de la portion du 
bas de la PDS révèle toutefois que l'épanchement de la probabilité de détection est la plus 
grande pour le cas de la discrimination des triples selon l'énergie alors que la discrimination 
parfaite donne la PDS la plus étroite (annexe C.1.1, Figure C.2).    
 
Figure 5.3 Fonctions de PDS obtenues à partir de la même simulation Monte Carlo mais en 
choisissant différents critères au niveau de la discrimination des événements triples et du seuil 
d'acceptation minimal en énergie. 
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5.1.2. Comparaison de la fonction de probabilité de détection en 
coïncidence (PDC) du LabPET™ 
Tel que vue au chapitre 2, la probabilité de détection en coïncidence (PDC) peut être 
calculée à partir des fonctions de PDS pré-calculées (i.e. méthode analytique et hybride) ou 
encore être calculée directement à partir de simulations Monte Carlo (i.e. méthode MC 
indirecte) ou d'un modèle implicite (ex. modèles linéaire et gaussien). Toutes ces méthodes 
sont comparées ici. Par ailleurs, bien que la PDC soit une fonction en 3D calculée pour tout le 
volume joignant deux détecteurs en coïncidence (Figure 2.2), nous nous contenterons de 
montrer des profils linéaires le long de l'axe latéral (y) et de l'axe axial (z) pour une position 
radiale (x) au centre du tube de réponse (TDR).  
Des profils linéaires de la PDC pour des TDR passant respectivement par le centre et 
en périphérie du champ de vue utile du scanner sont illustrés à la Figure 5.4 et à la Figure 5.5. 
Aux fins de comparaison, les fonctions de PDC ont été normalisées selon leurs aires sous la 
courbe, à l'exception du modèle linéaire qui a plutôt été normalisé de telle sorte que son 
amplitude maximale soit égale à un. Ces résultats montrent que le modèle linéaire est 
significativement différent de tous les autres. Le modèle gaussien est quant à lui plus près de 
la forme théorique de la PDC, mais puisque ce modèle est spatial invariant (i.e. même modèle 
pour tous les TDR du scanner), il se doit d'être une approximation de l'ensemble des TDR. 
Selon le compromis fait ici, le modèle gaussien sous-estime légèrement la résolution spatiale 
réelle de l'appareil pour les TDR passant par le centre (Figure 5.4) alors qu'il surestime 
significativement la résolution pour les TDR passant en périphérie (Figure 5.5).  
Par ailleurs, diverses fonctions de PDC ont été calculées à partir de la méthode hybride 
et MC indirecte en variant les paramètres de post-traitement des événements MC. Le 
phénomène ayant le plus d'impact sur la forme de la PDC est le rejet ou l'acceptation des 
événements en coïncidence triple. Les profils linéaires des PDC obtenues avec le modèle 
hybride et MC indirecte sont illustrés à la Figure 5.6 et à la Figure 5.7. L'absence ou la 
présence du signe "+" indique que les événements triples en coïncidence  ont été 
respectivement rejetés ou conservés. Un seuil minimal en énergie de 150 keV a été utilisé 
pour tous les cas.  
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 Figure 5.4 Profils linéaires dans l'axe latéral des PDC obtenues pour un tube de réponse passant par 
le centre du champ de vue du scanner (i.e. détecteurs 0 et 96). La PDC est illustrée pour le 
modèle linéaire, gaussien, analytique et par simulations Monte Carlo. 
  
Figure 5.5 Profils linéaires dans l'axe latéral des PDC obtenues pour un tube de réponse passant en 
périphérie du champ de vue du scanner (i.e. détecteurs 0 et 68). La PDC est illustrée pour le 
modèle linéaire, gaussien, analytique et par simulations Monte Carlo. 
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Figure 5.6 Profils linéaires dans l'axe latéral des PDC obtenues pour un tube de réponse passant par 
le centre du champ de vue du scanner (i.e. détecteurs 0 et 96). La PDC est illustrée pour le 
modèle analytique ainsi que pour le modèle hybride et MC indirecte avec ou sans triples. 
  
Figure 5.7 Profils linéaires dans l'axe latéral des PDC obtenues pour un tube de réponse passant en 
périphérie du champ de vue du scanner (i.e. détecteurs 0 et 68). La PDC est illustrée pour le 
modèle analytique ainsi que pour le modèle hybride et MC indirecte avec ou sans triples. 
 103 
La Figure 5.6 et la Figure 5.7 montrent que les diverses méthodes de calcul de la PDC 
donnent des résultats assez similaires. En fait, le modèle analytique et le modèle hybride sans 
les événements en coïncidence triple sont pratiquement identiques. L'acceptation des 
événements triples (i.e. hybride+ et MC indirect+) a comme effet d'élargir la forme de la 
fonction de PDC et plus particulièrement le bas de la fonction, augmentant ainsi la probabilité 
de détection au-delà des frontières géométriques du tube joignant les deux détecteurs en 
coïncidence. Bien que cet élargissement soit sensiblement la même pour tous les TDR de 
l'appareil, son impact est plus important pour les TDR passant par le centre du champ de vue 
puisqu'ils sont au départ plus étroit que ceux en périphérie.  
Les résultats montrent également que la PDC du modèle MC indirect sans les triples 
est plus éparse que le modèle hybride avec triples. En théorie, les modèles hybrides et MC 
indirectes sans les triples devraient correspondre entre eux et pareillement pour les versions 
avec triples. Les résultats obtenus ont toutefois possiblement été biaisés par le choix d'avoir 
tronqué les fonctions de PDS utilisées par le modèle hybride à 2% de l'amplitude maximale. 
Ce choix a été fait dans le but de réduire l'espace disque occupé par les PDS et de limiter le 
temps de calcul des PDC. Lorsque la PDC est calculée à partir des deux PDS tronquées à 2%, 
le processus de calcul, qui ressemble à une convolution, a pour effet de tronquer les queues de 
la PDC à 4% de l'amplitude maximale. Par contraste, la méthode MC indirecte calcule la PDC 
directement à partir des événements MC et tronque celle-ci à 2% de son amplitude. De plus, 
afin de réduire le bruit statistique, les fonctions de PDC obtenues avec la méthode MC 
indirecte ont été filtrées suivant la procédure illustrée à la Figure 2.7. Bien qu'un filtrage très 
léger ait été appliqué dans l'axe latéral et axial afin de ne pas dénaturer la forme de la PDC, ce 
filtre a tout de même pu élargir quelque peu la fonction. Une simulation MC plus longue 
aurait pu permettre de diminuer ce filtrage ou de l'éliminer tout en préservant une statistique 
suffisante pour les fonctions de PDC calculées. 
En somme, l'élargissement de la forme de la PDC obtenue avec la méthode MC 
indirecte est probablement davantage dû au filtrage appliqué sur les fonctions alors que la 
queue plus étendue provient du fait d'avoir tronqué les queues de la PDC uniquement à 2% de 
l'amplitude maximale par rapport à 4% pour la méthode hybride.  
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5.1.3. Comparaison des coefficients de la matrice (LabPET™) 
L'analyse des différences morphologiques entre les matrices système est réalisée ici au 
niveau des coefficients de la matrice. Le Tableau 5.1 présente l'espace mémoire occupé par 
des matrices systèmes calculées pour le scanner LabPET 8 cm et pour un champ de vue utile 
de 80 mm de diamètre (i.e. résultats pour le LabPET 4 cm à l'annexe C.1.3). Rappelons que la 
taille de la matrice est directement proportionnelle au nombre de coefficients non nuls de la 
matrice reliant un pixel à un TDR de la caméra (équation 2.2). En comparant la taille des 
matrices, on constate que, pour les méthodes hybrides et MC indirectes, l'élargissement de la 
queue de la PDC au-delà des frontières géométriques du TDR a un impact bien réel sur la 
taille de la matrice. Cet effet est encore plus important lorsque les événements en coïncidence 
triple sont modélisés dans la matrice. 
TABLEAU 5.1 – ESPACE MÉMOIRE OCCUPÉ PAR LA MATRICE SYSTÈME DU 
SCANNER LABPET 8 CM, RÉSOLUTION = 0,5 × 0,5 × 0,6 mm3, FOV = 80 mm  
Modèle Espace disque  (MB) 
Rapport vs modèle 
analytique 
    Linéaire 25,5 0,014 
    Gaussien 1136 0,64 
    Analytique 1781 1,00 
    Hybride 1991 1,11 
    Hybride+ 5379 3,02 
    MC indirecte 9635 5,40 
    MC indirecte+ 1 -  
1 La matrice MC indirecte+ n'a pas été calculée puisqu'elle aurait exigée un espace disque supérieur à la mémoire 
RAM disponible de l'ordinateur utilisé. 
Lors d'une seconde expérimentation, la différence entre les matrices systèmes a été 
quantifiée en calculant l'écart-type entre les coefficients d'une matrice  avec les autres matrices 
à comparer. Pour ce faire, la matrice analytique a été choisie comme référence. L'écart-type 
pour chaque TDR i a été calculée comme suit :  
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5.1  
où a(m)i,j représente les coefficients de la matrice analytique (i.e. la référence) et a(n)i,j 
représente les coefficients de l'autre matrice sous comparaison ; B est le nombre de pixels dans 
l'image et N est le nombre de tubes de réponse effectifs selon le champ de vue choisi.  
L'écart-type entre les coefficients des matrices est illustrée en fonction de la position 
des TDR par rapport au centre du champ (Figure 5.8) et en fonction de la différence d'anneau 
(Figure 5.9). Ces résultats montrent que la matrice basée sur le modèle hybride est celle dont 
la fonction de réponse est la plus près de la matrice analytique. L'ajout des événements triples 
à ce modèle vient pratiquement tripler cette différence avec la matrice analytique. Par ailleurs, 
il est à noter que les courbes de variation standard se suivent sensiblement mis à part le 
modèle gaussien, et ce, plus particulièrement pour le cas où la différence est évaluée en 
fonction de la distance par rapport au centre du champ de vue (Figure 5.8). Pour ce cas, on 
remarque que l'aspect spatial invariant du modèle gaussien fait en sorte que la différence 
atteint un point minimal à environ 11 mm du centre, soit à l'endroit où la largeur de la 
gaussienne modélise le mieux la fonction de réponse analytique. En s'éloignant davantage du 
centre, l'effet de parallaxe (i.e. Figure 1.5) fait en sorte que la fonction de réponse analytique 
continue de s'élargir alors que le modèle gaussien demeure le même. En faisant référence à la 
Figure 5.8, il importe de préciser que l'abaissement rapide de la variation standard jusqu'à zéro 
pour les points au-delà de 35 mm pour les matrices basées sur le modèle gaussien et MC 
indirecte vient du fait que le champ de vue effectif de ces modèles a été choisi légèrement plus 
petit que pour le modèle hybride et analytique. Ce choix a été fait dû à certaines contraintes 
d'ordre technique.   
 106 
 Figure 5.8 Variation standard de la différence entre les coefficients de la matrice analytique et les 
coefficients des autres matrices à l'étude en fonction de la position des TDR par rapport au 
centre du champ de vue. 
 
Figure 5.9 Variation standard de la différence entre les coefficients de la matrice analytique et les 
coefficients des autres matrices à l'étude en fonction de la différence d'anneau. 
 
 107 
5.1.4. Comparaison de la qualité des images reconstruites (LabPET™) 
Lorsqu'il est question de comparer la qualité des images obtenues en TEP, les critères 
vont au-delà de l'aspect visuel des images. La notion de qualité d'image a d'ailleurs été 
abordée brièvement à la section 1.2. Parmi les critères, on retrouve entre autres 1) le rapport 
signal sur bruit, 2) la résolution spatiale, 3) le contraste, 4) les coefficients de recouvrement, 5) 
l'uniformité ou présence d'artefacts, 6) la précision quantitative et enfin 7) la qualité visuelle 
générale de l'image, ce dernier étant plutôt subjectif et pouvant varier selon l'observateur. 
Différentes mesures et expérimentations ont été réalisées avec le scanner LabPET™ 
dans le but d'évaluer la qualité des matrices systèmes. Bien que celles-ci aient été regroupées 
selon une certaine thématique, l'ensemble des résultats a été utilisé pour évaluer les matrices 
selon chacun des critères puisqu'une même mesure peut révéler des éléments importants pour 
plus d'un critère à la fois. De plus, afin d'alléger cette section, les détails relatifs à chaque 
acquisition (ex. temps d'acquisition, activité, radiotraceur, etc.) ainsi que plusieurs résultats 
jugés complémentaires, mais non essentiels à l'analyse, ont été reportés à l'annexe C.1.  
Étude 1: Bruit sur l'image versus le nombre d'itérations 
Une première expérimentation a été réalisée afin de quantifier la prolifération du bruit 
sur l'image en fonction du nombre d'itérations réalisées. Pour ce faire, une mire cylindrique de 
26 mm de diamètre, remplie uniformément d'activité, a été mesurée avec le scanner 
LabPET 4 cm. Les données acquises ont été reconstruites avec les diverses matrices à l'étude 
et une image a été sauvegardée à chaque incrément de 10 itérations. Une mesure de la 
variation standard a été réalisée sur les pixels se trouvant à l'intérieur d'une région d'intérêt de 
forme cylindrique de 16 mm de diamètre par 20 mm de longueur afin de mesurer le bruit 
présent sur chaque image. Les courbes de bruit en fonction du nombre d'itérations réalisées 
sont représentées à la Figure 5.10. La courbe de bruit pour la matrice linéaire a été reportée à 
l'annexe C.1.4 puisque son amplitude importante masquait les autres résultats.  
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 Figure 5.10 Courbes de la variation standard du bruit dans une région d'intérêt de la mire cylindrique 
en fonction du nombre d'itérations pour les différents modèles de matrice système. Les courbes 
ont été normalisées en fonction du nombre de comptes moyen dans la région d'intérêt.  
Les résultats de la Figure 5.10 montrent que les matrices plus denses, telles que celles 
obtenues avec la méthode MC indirecte, tendent à ralentir la prolifération du bruit sur l'image 
lors du processus de reconstruction itératif. En d'autres termes, les matrices plus denses 
requièrent davantage d'itérations afin d'obtenir une image avec un rapport signal sur bruit 
donné. Cette différence au niveau de la vitesse de convergence doit être prise en considération 
lorsqu'il est question de comparer la qualité des images obtenues avec les différentes matrices. 
Par exemple, une image obtenue avec 200 itérations de la matrice 3D analytique devrait être 
comparée à celle obtenue avec environ 340 itérations de la matrice 3D MC indirecte. Ceci 
résulte en une variation standard de 0,15 pour les deux images.  
Étude 2: Uniformité et présence d'artefacts 
Des mires cylindriques de 26 mm et de 76 mm de diamètre ont été uniformément 
remplies d'activité et mesurées respectivement avec le LabPET 4 cm et le LabPET 8 cm du 
CIMS afin de vérifier l'uniformité et la présence d'artefacts sur les images reconstruites. Une 
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vue transverse, coronale et sagittale de toutes les images reconstruites avec les diverses 
matrices est également présentée à l'annexe C.1.5. Un résultat ressortant du lot est l'image 
obtenue avec le modèle 3D linéaire qui contient plusieurs artefacts très prononcés (annexe 
C.1.5, Figure C.6-a). D'ailleurs, vu l'importance de ces artefacts, le modèle 3D linéaire n'a pas 
été utilisé pour les expérimentations subséquentes puisqu'il a été jugé trop imprécis. Nous 
reviendrons néanmoins sur ce modèle à la section 5.2.4 lorsqu'il sera question de comparer 
l'utilisation d'image en coordonnées cylindriques versus cartésiennes. 
En ce qui concerne les autres méthodes de calcul de matrices 3D, on constate qu'ils 
permettent tous d'obtenir des images relativement uniformes avec, pour la plupart, très peu 
d'artefacts visibles. En effectuant la somme des images le long de l'axe axial, on parvient 
toutefois à identifier plus clairement certains artefacts en anneaux concentriques centrés avec 
le champ de vue de l'appareil. Ces artefacts sont davantage visibles pour le modèle Hybride+, 
MC indirect et MC indirect+ (Figure 5.11). Des artefacts similaires sont également 
perceptibles sur la mire de 76 mm (annexe C.1.5, Figure C.7). Pour ce dernier cas, un artefact 
est également présent en bordure du champ de vue du au fait que la mire de 76 mm occupe 
pratiquement tout le champ de vue utile de 80 mm de diamètre. Un champ de vue utile de 80 
mm a été choisi de façon à limiter la taille des matrices systèmes. D'ailleurs, le modèle MC 
indirect+ n'a pas été utilisé pour ce cas dû à sa taille excessive. 
    
                                (a)                                           (b)                                            (c) 
Figure 5.11 Somme des projections de tous les plans axiaux pour l'image d'une mire cylindrique 
uniforme de 26 mm de diamètre mesurée avec le scanner LabPET 4 cm et reconstruite avec une 
matrice 3D basée sur le modèle a) hybride avec triples, b) MC indirecte sans triples et c) MC 
indirecte avec triples. 
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Étude 3: Résolution spatiale et contraste 
Bien que la résolution spatiale et le contraste n'aient pas nécessairement une 
correspondance directe entre eux, les deux sujets sont abordés de pair ici puisqu'une 
expérimentation permettant d'évaluer la résolution spatiale permet habituellement d'évaluer du 
même coup le contraste sur l'image. Une mesure communément utilisée pour caractériser la 
résolution spatiale d'un scanner consiste à calculer la largeur à mi-hauteur (LMH de l'anglais 
Full Width at Half Maximum (FWHM)) sur le profil linéaire passant à travers une source 
ponctuelle. Un exemple de mesure LMH est illustré à la Figure C.10 de l'annexe C.1.6. Pour 
évaluer la résolution spatiale, nous avons préféré utiliser ici quatre capillaires de 0,5 mm de 
diamètre remplis de radioactivité et positionnés dans le champ de vue du LabPET 8 cm selon 
différentes orientations. Le fait d'utiliser des capillaires permet de mesurer la résolution 
spatiale selon différents angles et positions dans le champ de vue de la caméra à partir d'une 
seule et même mesure. La reconstruction a été réalisée avec des matrices systèmes calculées 
avec une résolution spatiale standard (i.e. pixel de 0,5 × 0,5 × 0,6 mm3) et un champ de vue de 
80 mm de diamètre. Quelques reconstructions ont également été réalisées en haute résolution 
(i.e. pixel de 0,25 × 0,25 × 0,6 mm3), mais uniquement avec les matrices analytiques et 
gaussiennes puisque la taille des autres matrices était supérieure à l'espace mémoire RAM de 
l'ordinateur utilisé.  
La Figure 5.12 présente la mesure de résolution spatiale LMH réalisée sur un capillaire 
le long du plan transverse en un point situé à 32 mm du centre du champ de vue. La mesure a 
été répétée pour les différentes matrices à l'étude ainsi qu'à différents stades de la convergence 
de l'algorithme. Des résultats complémentaires sont également présentés à l'annexe C.1.6 pour 
d'autres positions sur le plan transverse et sur l'axe axial. Afin d'évaluer plus précisément la 
variation de la résolution spatiale en fonction de la position dans le champ de vue, la mesure 
de résolution LMH a été répétée à diverses positions le long d'un capillaire parallèle au champ 
de vue en maintenant cette fois le nombre d'itérations à 800 itérations (Figure 5.13). La vue 
transverse des images reconstruites des capillaires (i.e. 800 itérations) pour le modèle 3D 
analytique, 3D hybride+ et 3D MC indirecte+ est également illustrée à la Figure 5.14. Les 
images sur les autres plans ainsi que pour toutes les matrices 3D et la matrice 2D ont été 
reportés à la Figure C.13 de l'annexe C.1.6.   
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 Figure 5.12 Mesure de la résolution spatiale LMH réalisée sur un capillaire dans le plan transverse et 
pour une position à 32 mm du centre du champ de vue. 
 
Figure 5.13 Mesure de résolution spatiale LMH réalisée à différentes positions radiales sur un 
capillaire parallèle au plan transverse. La moyenne de la résolution LMH obtenue le long de 
l'axe radial est également affichée pour chacun. 
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                             (a)                                                 (b)                                                 (c) 
Figure 5.14 Vue transverse de l'image reconstruite des capillaires avec une matrice système calculée à 
partir du modèle: (a) 3D gaussien, (b) 3D analytique et (c) 3D MC indirecte. La flèche sur 
l'image (a) dénote la présence d'artefact en pourtour du capillaire pour le modèle gaussien. 
Les Figures 5.12 à 5.14 sont présentées en rafale avant de débuter l'analyse puisqu'ils 
apportent des éléments complémentaires. La Figure 5.12 montre d'abord que les matrices plus 
denses, comme celles basées sur le modèle hybride+ et MC indirecte, requièrent davantage 
d'itérations avant de converger vers la solution optimale. En contrepartie, lorsqu'on leur laisse 
suffisamment d'itérations, ces modèles permettent également d'obtenir la meilleure résolution 
LMH. Ces résultats sont confirmés à la Figure 5.13, où le modèle 3D hybride+ et 3D MC 
indirecte atteignent la meilleure résolution spatiale avec une moyenne respective de 0,90 mm 
et 0,89 mm LMH. Sur cette même figure, on constate des variations statistiques importantes 
entre les mesures LMH prises en différents points. Le fait que les courbes se suivent démontre 
que les diverses matrices sont affectées de façon assez similaire par le bruit statistique présent 
sur l'image. Une dégradation de résolution plus accentuée touche cependant le modèle 3D 
gaussien pour la position radiale à -12 mm du centre du champ de vue. En se référant à 
l'image reconstruite, on remarque qu'à cet endroit se trouve un second capillaire passant à 
environ 5 mm du capillaire d'où la mesure LMH a été tirée. Le modèle gaussien semble donc 
avoir plus de difficulté à discriminer les objets plus complexes ou les points de croisement 
entre les objets. D'ailleurs, bien que le modèle 3D gaussien et 3D analytique obtiennent une 
résolution LMH moyenne similaire (Figure 5.13), le modèle gaussien présente des éléments 
résiduels (ou artefacts) plus importants sur le pourtour du capillaire lorsqu'on s'éloigne du 
champ de vue (flèche à la Figure 5.14). De tels artefacts sont moins présents pour le modèle 
3D analytique et pratiquement inexistant pour le modèle 3D (Figure 5.12). Enfin, il est à noter 
que l'ensemble des modèles 3D permet d'obtenir une meilleure résolution spatiale que 
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l'algorithme en 2D. Ce gain est encore plus important lorsque l'objet s'éloigne du centre du 
champ de vue (Figure C.13 de l'annexe C.1.6). 
Une seconde approche souvent utilisée afin de caractériser la résolution spatiale d'un 
appareil consiste à vérifier la capacité de distinguer sur l'image reconstruite de petits objets 
très rapprochés les uns des autres. Pour ce faire, une mire Derenzo à points chauds (Figure 
5.15) et à points froids (Figure 5.17) ont été utilisées. Un profil linéaire mesuré le long d'un 
axe de la mire Derenzo (i.e. axes entre les flèches jaunes de la Figure 5.15 et Figure 5.17) sont 
également présentés à la Figure 5.16 et à la Figure 5.18. Pour cette expérimentation, un champ 
de vue utile de 46 mm de diamètre a été utilisé, ce qui a permis d'utiliser des matrices 
systèmes calculées en haute résolution (i.e. pixel de 0,25 × 0,25 × 0,6 mm3) et ce, sans 
dépasser les contraintes en espace mémoire RAM. Dans cette section, les résultats sont 
rapportés uniquement pour les matrices basées sur le modèle 3D analytique, 3D hybride+ et 
3D indirect+ puisque ces différents cas représentent bien l'éventail des résultats obtenus. 
L'intégral des résultats est présenté à aux annexes C.1.7 et C.1.8.   
Une comparaison visuelle des images reconstruites (Figure 5.15) ou des profils 
linéaires (Figure 5.16) obtenus pour la mire Derenzo à points chauds démontre que la matrice 
basée sur le modèle 3D MC indirect+ est celle permettant d'obtenir le meilleur contraste et la 
meilleure discrimination des points de 1,35 mm de diamètre ou plus. Le modèle 3D indirect+ 
permet d'ailleurs un retour pratiquement parfait à la valeur zéro entre chacun des points de 
1,7 mm de diamètre (Figure 5.16-c) alors que le point d'inflexion minimum est plutôt aux 
alentours de 0,15 pour le modèle 3D analytique (Figure 5.16-a). Par contre, le modèle 3D MC 
indirect+ ne réussit pas à discriminer les points de 1 mm aussi bien que les matrices moins 
denses telles que celles obtenues avec le modèle 3D analytique. Les résultats obtenus avec la 
mire Derenzo à points froids mènent à un constat similaire en ce que le modèle 3D MC 
indirect+ permet un gain au niveau du contraste des points de 1,6 mm ou plus (Figure 5.17 et 
Figure 5.18).    
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                           (a)                                                 (b)                                                 (c) 
Figure 5.15 Vue transverse de l'image d'une mire Derenzo à points chauds reconstruite avec une 
matrice calculée à partir du modèle: (a) 3D analytique, (b) 3D hybride+ et (c) 3D MC indirect+. 
    
                              (a)                                                 (b)                                                    (c) 
Figure 5.16 Profils linéaires de la mire Derenzo à points chauds mesurés le long de l'axe illustré par 
les flèches sur la Figure 5.15-a pour une image reconstruite avec le modèle: (a) 3D analytique, 
(b) 3D hybride+ et (c) 3D MC indirect+. 
    
                          (a)                                                 (b)                                                    (c) 
Figure 5.17 Vue transverse de l'image d'une mire Derenzo à points froids reconstruite avec une 
matrice calculée à partir du modèle: (a) 3D analytique, (b) 3D hybride+ et (c) 3D MC indirect+. 
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                             (a)                                                 (b)                                                    (c) 
Figure 5.18 Profils linéaires de la mire Derenzo à points froids mesurés le long de l'axe illustré par les 
flèches sur la Figure 5.15-a pour une image reconstruite avec le modèle: (a) 3D analytique, (b) 
3D hybride+ et (c) 3D MC indirect+. 
Étude 4: Coefficients de recouvrement 
La mesure de coefficients de recouvrement vise à évaluer la capacité d'un système 
d'imagerie à attribuer la bonne quantité d'activité aux différents organes du sujet, peu importe 
leur taille. Pour ce faire, une mire de type NEMA a été mesurée avec le scanner LabPET 8 cm 
du CIMS. La mire NEMA est composée d'une grande cavité cylindrique uniformément 
remplie d'activité ainsi que d'une seconde section contenant des interstices (i.e. tiges) de 
différents diamètres (i.e. 1, 2, 3, 4 et 5 mm) remplis avec la même concentration que la cavité 
cylindrique. Afin de calculer les coefficients de recouvrement, des régions d'intérêt (RDI) (de 
l'anglais Region of Interest (ROI)) de forme cylindrique et dont le diamètre correspond à 
chaque interstice ont été tracées sur l'image reconstruite (Figure 5.19). La concentration 
d'activité moyenne obtenue dans chaque RDI a ensuite été divisée par l'activité moyenne 
mesurée dans une RDI tracée à l'intérieur de la grande cavité cylindrique. Le cas idéal est un 
coefficient de recouvrement de valeur unitaire, ce qui dénote que l'activité dans les interstices 
a été pleinement recouvrée. Les coefficients de recouvrement obtenus en fonction du nombre 
d'itérations réalisées sont illustrés la Figure 5.20 et à la Figure 5.22 respectivement pour la tige 
de 5 mm et 1 mm. Un agrandissement de ces figures sur les 20 premières itérations est 
également illustré à la Figure 5.21 et à la Figure 5.23 pour fin d'analyse. Les résultats obtenus 
pour les tiges de 2, 3 et 4 mm ont été rapportés à l'annexe C.1.9. 
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                              (a)                                            (b)                                             (c) 
Figure 5.19 Illustration des régions d'intérêt tracées autour des tiges ainsi qu'à l'intérieur de la région 
uniforme de la mire NEMA pour la vue: (a) transverse, (b) coronale et (c) sagittale. 
  
Figure 5.20 Coefficients de recouvrement pour la tige de 5 mm obtenue avec les différentes matrices 
systèmes 3D à l'étude ainsi qu'avec la méthode de reconstruction 2D en fonction du nombre 
d'itérations réalisée. 
5 mm 
4 mm 
3 mm 
2 mm 1 mm 
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Figure 5.21 Mêmes résultats qu'à la Figure 5.20 mais avec un agrandissement sur les 20 premières 
itérations des coefficients de recouvrement obtenus pour la tige de 5 mm. 
  
Figure 5.22 Coefficients de recouvrement pour la tige de 1 mm obtenus avec les différentes matrices 
systèmes 3D à l'étude ainsi qu'avec la méthode de reconstruction 2D en fonction du nombre 
d'itérations réalisées. 
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Figure 5.23 Mêmes résultats qu'à la Figure 5.22 mais avec un agrandissement sur les 20 premières 
itérations des coefficients de recouvrement obtenus pour la tige de 1 mm. 
Les résultats des Figures 5.20 à 5.23 montrent que la méthode de reconstruction en 2D 
permet d'obtenir un meilleur coefficient de recouvrement que la plupart des modèles en 3D, 
sauf peut-être le modèle 3D MC indirect. Ce résultat est plutôt surprenant puisque les 
expérimentations réalisées à la section précédente (i.e. étude 3) ont démontré que les 
algorithmes en 3D permettent d'atteindre une meilleure résolution spatiale que la méthode en 
2D. Une meilleure résolution spatiale devrait normalement favoriser un meilleur recouvrement 
de l'activité des petits objets. En regardant les courbes agrandies sur les 20 premières 
itérations (Figure 5.21 et Figure 5.23), on constate que les méthodes de reconstruction en 3D 
prennent un retard au niveau de la valeur du coefficient de recouvrement lors de la deuxième 
boucle itérative et que ce retard n'est pas rattrapé lors des itérations subséquentes. Il y a donc 
un déséquilibre entre la méthode 2D et 3D concernant le rapport entre l'activité se trouvant 
dans la région uniforme et celle des capillaires dès les premières itérations. Dans le but de 
mieux comprendre ce phénomène, un profil du nombre de comptes sur chaque plan axial de 
l'image de la mire NEMA a été réalisé pour l'algorithme 2D analytique, 3D analytique et 3D 
MC indirecte+ (Figure 5.24). Ces profils sont comparés avec un profil tiré directement de la 
mesure en coïncidence de l'appareil, soit le taux de comptage total mesuré sur chaque plan 
direct (i.e. trajectoires dont les deux détecteurs en coïncidence sont sur la même position 
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d'anneau). Le rapport entre le nombre moyen de comptes mesurés dans la région des 
capillaires et la région uniforme est rapporté au Tableau 5.2. 
 
Figure 5.24 Profil axial de la mire NEMA montrant l'activité sur chaque plan de l'image reconstruite 
avec les méthodes de reconstruction 2D et 3D. L'exception est la courbe en noir qui montre 
plutôt le nombre de comptes total mesuré par l'appareil sur chaque plan direct. Les courbes ont 
été normalisées selon leur aire sous la courbe pour fin d'analyse. 
TABLEAU 5.2 – RATIO DU NOMBRE DE COMPTES DU PROFIL AXIAL DE LA MIRE 
NEMA: RÉGION DES CAPILLAIRES VERSUS RÉGION UNIFORME 
Méthode Ratio capillaire vs uniforme1 
Rapport vs       
mesure 
    Mesure (plans directs) 0,120 1,00 
    Matrice 2D analytique 0,118 0,983 
    Matrice 3D analytique 0,105 0,875 
    Matrice 3D MC indirecte+ 0,100 0,833 
 1Nombre moyen de comptes mesurés sur la position axiale de -20 à -10 mm et de 0 à 8 mm 
  respectivement pour la région des capillaires et de la section uniforme. 
Les résultats rapportés au Tableau 5.2 montrent que le profil axial obtenu avec la 
méthode de reconstruction en 2D est plus fidèle au profil axial obtenu à partir de la mesure en 
coïncidence de l'appareil. Une hypothèse afin d'expliquer ce phénomène repose sur le fait que 
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l'algorithme de reconstruction en 2D reconstruit d'abord chaque plan 2D axial de l'image de 
façon indépendante avant de former l'image en 3D. L'algorithme en 2D ne permet donc pas le 
déplacement de l'activité entre les plans axiaux de l'image lors du processus de convergence. 
Par contraste, pour l'algorithme en 3D, l'activité de l'image peut se déplacer dans toutes les 
directions lors du processus de convergence. Ceci mène donc à se demander si la contre-
performance des algorithmes en 3D au niveau des résultats de la mesure des coefficients de 
recouvrement avec la mire NEMA n'est pas dû au processus de convergence de l'algorithme. 
Ainsi, une trop grande quantité d'activité pourrait se déplacer axialement par erreur dans la 
région uniforme lors des toutes premières itérations dû au fait que les éléments en basses 
fréquences convergent plus rapidement que celles en hautes fréquences. Une autre hypothèse 
est qu'une erreur de modélisation systématique puisse être faite lors du calcul de toutes les 
matrices en 3D. Peu importe la nature de ce problème, il y a certainement quelque chose à 
comprendre de ce déséquilibre entre le profil axial des algorithmes de reconstruction en 3D et 
celui obtenu à partir de la mesure. D'ailleurs, lorsque la mesure de coefficients de 
recouvrement est réalisée avec les capillaires de 1, 2, 3 et 4 mm en normalisant avec l'activité 
mesuré dans le capillaire de 5 mm au lieu de la région uniforme, les coefficients obtenus avec 
la méthode 2D et 3D correspondent alors beaucoup plus. Bien que ce constat ne soit pas 
illustré ici, ces nouveaux coefficients s'obtiennent aisément en divisant les coefficients de 
recouvrement obtenus avec les capillaires de 1 à 4 mm par ceux obtenus avec le capillaire de 5 
mm (Figures C.20 à C.24 en annexe).    
Un autre résultat ressortant de la mesure de profil axial illustrée à la Figure 5.24 est le 
fait que la matrice MC indirecte+ semble créer des artefacts sous la forme de courbes 
d'amortissement lors des transitions abruptes d'activité. D'ailleurs, cet effet est également 
visible en regardant directement l'image de la mire NEMA reconstruite avec la méthode MC 
indirecte+ (Figure 5.25). Ce résultat apporte un sérieux questionnement à savoir si les gains de 
performance sur les coefficients de recouvrement obtenus par la méthode MC indirecte+ et 
même pour les méthodes sous-jacentes MC indirectes et Hybride+ ne sont pas en partie dus à 
la présence d'artefact dans les transitions abruptes.  
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                                (a)                                            (b)                                            (c) 
Figure 5.25 Image de la mire NEMA reconstruite avec la matrice 3D MC indirecte+ (100 itérations) et 
illustrée sur la vue (a) transverse, (b) coronale et (c) sagittale. Des artefacts sont présents aux 
frontières des différents objets. 
Étude 5: Qualité visuelle des images 
Cette section présente une comparaison de l'aspect visuel de l'image obtenue avec les 
différentes matrices systèmes lorsqu'elles sont appliquées à reconstruire des mesures 
provenant de véritables études précliniques. Nous nous intéressons ici plus particulièrement à 
trois cas précliniques soit 1) l'imagerie du cerveau chez le rat, 2) l'imagerie corps entier du 
squelette d'une souris et 3) l'imagerie cardiaque chez la souris. L'analyse porte ici uniquement 
sur une appréciation générale de la qualité visuelle de l'image sans toutefois perdre de vue la 
finalité pour laquelle l'image est utilisée, soit par exemple pour poser un diagnostic, détecter 
une tumeur où encore étudier le métabolisme.  
Les trois différents cas à l'étude ont été reconstruits avec les diverses matrices 
systèmes en faisant varier le nombre d'itérations afin d'obtenir pour chaque cas la meilleure 
qualité visuelle de l'image. Ceci revient à faire un bon compromis entre le niveau de bruit 
versus la résolution spatiale et le contraste de l'image. L'ensemble des images reconstruites 
ainsi que quelques vidéos sont présentées aux annexes C.1.10 à C1.12. Uniquement quelques 
résultats sont rapportés ici.   
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                           (a)                                                 (b)                                                    (c) 
Figure 5.26 Vue transverse de l'image d'une mesure de cerveau de rat reconstruite avec une matrice 
calculée à partir du modèle: (a) 3D analytique, (b) 3D hybride+ et (c) 3D MC indirecte+. La 
flèche à l'image (c) indique la présence d'un objet (artefact?) qui est moins visible sur l'image (b) 
et pratiquement invisible sur l'image (a). 
  
                           (a)                                                 (b)                                                    (c) 
Figure 5.27 Vue transverse de l'image d'une mesure d'une souris corps entier reconstruite avec une 
matrice calculée à partir du modèle: (a) 3D analytique, (b) 3D hybride+ et (c) 3D MC indirecte. 
L'image 3D reconstruite a été traitée ici avec un algorithme de rendu en 3D. 
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                           (a)                                                 (b)                                                    (c) 
Figure 5.28 Vue transverse de l'image d'une mesure du coeur d'une souris reconstruite avec une 
matrice calculée à partir du modèle: (a) 3D analytique, (b) 3D hybride+ et (c) 3D MC indirecte+. 
5.1.5. Modélisation MC directe (caméra TEP animale de Sherbrooke) 
Cette section présente des résultats portant sur l'obtention de matrices 3D avec le 
modèle MC direct qui consiste à calculer les coefficients de la matrice système directement à 
partir de la simulation Monte Carlo. Ces résultats ont été présentés à la conférence NSS-MIC 
2007 [LEROUX et col., 2007c]. La caméra TEP animale de Sherbrooke a été utilisée ici 
puisqu'elle possède davantage de symétries que la caméra LabPET™. Quelques matrices MC 
directes ont également été calculées pour la caméra LabPET à partir de la simulation MC 
décrite au Tableau 4.2. Toutefois, la statistique acquise durant cette simulation était nettement 
insuffisante pour obtenir une image de qualité acceptable ; on n'illustrera donc pas ces 
résultats. 
Une première expérimentation a été réalisée afin d'évaluer l'impact de la stratégie 
d'utilisation des symétries du système sur la qualité des matrices MC obtenues. Les 8.0 × 106 
événements en coïncidence simulés ont été utilisés pour générer diverses matrices en utilisant 
pour chacune un nombre différent de symétries entre les TDR. Les coefficients de la matrice 
ne contenant qu’un seul événement ont été mis à zéro afin de réduire le bruit provenant des 
événements erratiques. Les matrices MC ont été utilisées pour reconstruire une mire Derenzo 
(Figure 5.29) ainsi qu'une mire à points chauds (Figure 5.30) provenant de mesures acquises 
avec la caméra TEP animale de Sherbrooke. Une matrice analytique a également été utilisée 
comme point de comparaison. Le nombre d’itérations utilisé pour chaque reconstruction a été 
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adapté selon le pourcentage de coefficients non nuls de chaque matrice puisque ceci affecte la 
vitesse de convergence de l’algorithme. Le nombre d’itérations a donc été fixé à a) 16, b) 5, c) 
9, d) 13, e) 15 et f) 18 (Figure 5.29 et Figure 5.30). 
Une seconde expérimentation a été réalisée afin de vérifier si le fait d’accroître le 
nombre de symétries utilisées lors du calcul de la matrice est équivalent au fait d'utiliser un 
plus grand nombre d’événements MC (i.e. augmenter le temps de simulation). Pour ce faire, 
des matrices MC ont été générées à partir d'un nombre différent de symétries, mais dont 
chacune contient le même nombre d'événements MC "effectifs", soit le nombre d'événements 
MC réellement simulés multiplié par le nombre de symétries utilisées pour générer la matrice. 
Les résultats de cette expérimentation sont présentés à la Figure 5.31.  
 
Figure 5.29 Images 4 × 128 × 128 pixels d’une mire Derenzo reconstruite avec l’algorithme MLEM 
basé sur a) une matrice système analytique; et des matrices dérivées de simulations MC avec 8M 
d'événements en coïncidence et en utilisant respectivement b) 0; c) 4; d) 16; e) 64 et f) 512 
symétries entre les TDR pour générer la matrice. 
a b c 
d e f 
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 Figure 5.30 Images 4 × 128 × 128 pixels d’une mire à points chauds reconstruite avec l’algorithme 
MLEM basé sur a) une matrice système analytique; et des matrices dérivées de simulations MC 
avec 8M d’événements en coïncidence et en utilisant respectivement b) 0; c) 4; d) 16; e) 64 et f) 
512 symétries entre les TDR pour générer la matrice. 
 
Figure 5.31 Images 4 × 128 × 128 pixels d’une mire Derenzo reconstruite avec l’algorithme MLEM 
basé sur une matrice MC tirant profit de 16 symétries du système et générée à partir de a) 8M, b) 
2M et c) 500k d’événements en coïncidence. L’expérience a été répétée cette fois en utilisant 
512 symétries et d) 250k, e) 62k et f) 15.5k événements en coïncidences pour générer la matrice. 
En ce sens, les images sur la même colonne ont été générées à partir du même nombre 
d’événements effectifs, soit : a-d) 128M, b-e) 32M et c-f) 8M événements effectifs.   
a 
d 
a b c 
d e f 
a b c 
d e f 
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Les résultats illustrés à la Figure 5.29 et à la Figure 5.30 montrent que la stratégie 
proposée, visant à exploiter les symétries du système pour augmenter la statistique utilisée 
pour le calcul des coefficients de la matrice, permet d'améliorer significativement la justesse 
de la matrice. Ceci se traduit par l'obtention d'images avec moins de bruit statistique. En 
contrepartie, lorsque la statistique acquise lors de la simulation MC est relativement faible, 
l'utilisation des mêmes événements pour calculer les coefficients des TDR symétriques peut 
résulter en des artefacts prenant la forme d'anneaux concentriques, comme en témoigne la 
Figure 5.31-f.  
Pour plus de détails sur les résultats obtenus avec la méthode MC directe, le lecteur est 
invité à consulter l'article [LEROUX et col., 2007c]. Un nombre limité de résultats ont été 
présentés ici pour la méthode MC directe puisque les méthodes de calcul de matrice MC 
indirecte et hybride, appelées en remplacement à la méthode MC directe, ont été jugées plus 
avantageuses que cette dernière puisqu'elles permettent d'obtenir des matrices systèmes moins 
bruitées pour une même statistique de simulation.  
5.2. Performance des méthodes de reconstruction d'images 
itératives 
5.2.1. Cadre expérimental pour les méthodes itératives 
Les résultats présentés dans cette section sont issus de deux phases de développement 
et d’optimisation de l’algorithme de reconstruction d’images itératif basé sur des matrices 
blocs circulantes (section 3.1.2). Dans un premier temps, l’algorithme a été appliqué à des 
mesures acquises avec la caméra TEP animale de Sherbrooke [LECOMTE et coll., 1996]. 
Cette caméra possède une symétrie en rotation parfaite entre les 256 détecteurs de l'anneau la 
rendant propice à l'évaluation du plein potentiel du présent algorithme qui tire justement son 
accélération des symétries du système. Ces résultats, ont également fait l'objet d'un article de 
conférence [LEROUX et coll., 2007a], sont présentés aux sections 5.2.2 et 5.2.3. 
Dans la seconde phase de développement, la méthode a été adaptée et optimisée pour 
reconstruire des données acquises avec la caméra LabPET de Gamma Medica 
[BERGERON et coll., 2008 et 2009] [FONTAINE et coll., 2005]. L'algorithme a été accéléré 
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davantage grâce à l'utilisation d'instructions en parallèles de type « Single Access Multiple 
Data (SIMD) » et en tirant profit de tous les processeurs disponibles dans un même ordinateur 
(i.e. « multi-threading »). Ces résultats sont présentés à la section 5.2.4. 
5.2.2. Reconstruction d'images 2D avec la caméra TEP animale de 
Sherbrooke 
Les résultats présentés dans cette section portent sur des problèmes de reconstruction 
en 2D. Les expérimentations ont été réalisées à partir de mesures acquises avec la caméra TEP 
animale de Sherbrooke. La géométrie de cette caméra est décrite à l'annexe B.1.  
Dans un premier temps, l’espace mémoire requis pour sauvegarder une matrice 
système dérivée d’une image en coordonnées polaires a été évaluée et ce, avant et après avoir 
réalisé la factorisation de la matrice dans le domaine de Fourier (Figure 5.32). L'expérience a 
été répétée en supposant que le système possède un nombre différent de symétries en rotation. 
L’espace mémoire requis pour sauvegarder une matrice issue d'une image en coordonnées 
cartésiennes, qui est la représentation conventionnelle utilisée dans l'art antérieur, est 
également illustré à titre comparatif. Pour cette implantation, les quatre symétries en rotation 
préservées par l’image cartésienne n’ont pas été utilisées pour réduire la taille de la matrice 
(Figure 5.32). Par ailleurs, le nombre de pixels dans les images en coordonnées polaires a été 
ajusté de façon à obtenir des pixels dont l’aire moyenne est similaire à celle des pixels de 
l’image cartésienne. Par conséquent, une image polaire avec plus de symétries contient 
davantage de pixels effectifs afin de compenser pour les plus petits pixels au centre de 
l’image. Les résultats montrent qu'une réduction significative de l'espace mémoire occupé par 
la matrice système peut être obtenue en utilisant une image en coordonnées polaires et en 
laissant la matrice dans le domaine spatial (i.e. matrice polaire). La conversion de la matrice 
dans le domaine de Fourier (i.e. matrice simple bloc circulante - BC) rend la matrice plus 
dense, mais celle-ci demeure tout de même moins volumineuse que la matrice cartésienne, et 
ce, particulièrement lorsque la caméra possède plusieurs symétries entre les détecteurs.  
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Figure 5.32 Mémoire requise pour la sauvegarde d’une matrice système 2D basée sur une image 
cartésienne 128 × 128 et sur une image polaire (∼14 000 pixels) avec un nombre différent de 
symétries en rotation. La taille de la matrice basée sur une image polaire est illustrée avant et 
après la factorisation simple BC.    
L’algorithme de reconstruction d’images MLEM a été utilisé pour évaluer le gain de 
vitesse obtenu grâce à la factorisation de la matrice BC simple dans le domaine de Fourier 
(équation 3.13). Un ordinateur doté d'un processeur AMD double-cœur avec une fréquence de 
2 GHz, une mémoire cache L2 de 512 kB et avec 3 GB de mémoire RAM à 667 MHz a été 
utilisé pour reconstruire les images. Le temps de calcul par itération MLEM a été mesuré pour 
une matrice système BC basée sur un nombre différent de symétries en rotation (Figure 5.33). 
Les performances des nouvelles méthodes BC proposées sont comparées au temps obtenu 
avec une méthode de l'art antérieur, soit une implantation standard de l’algorithme MLEM 
basée sur une image en coordonnées cartésiennes. Un gain de vitesse d’un facteur 12 peut être 
obtenu en utilisant une matrice BC simple basée sur 256 symétries (3,1 msec/itération) 
comparativement à la méthode traditionnelle basée sur l’image cartésienne (36,4 
msec/itération). 
 129 
 
Figure 5.33 Temps de calcul par itération pour l’algorithme MLEM basée sur une matrice système 
cartésienne (image 128 × 128) et basée sur une matrice système simple BC obtenue à partir 
d’une image polaire (∼14 000 pixels) avec un nombre différent de symétries en rotation.  
5.2.3. Reconstruction d’images 3D avec la caméra TEP animale de 
Sherbrooke 
Dans cette section, les méthodes de reconstruction itératives ont été appliquées à des 
problèmes de reconstruction d'images en 3D. La caméra TEP animale de Sherbrooke ne 
possède que 2 anneaux, ce qui est insuffisant pour tester le plein potentiel des méthodes de 
reconstruction d'images pour un problème en 3D. Pour ce faire, une version de 16 anneaux de 
la caméra TEP animale, avec une symétrie parfaite entre les anneaux, a été simulée avec le 
logiciel de simulation Monte Carlo GATE [GATE, 2004].  
Lors de cette phase de développement, un système d’exploitation 64-bits n'était pas 
supporté. Ceci impose que l'utilisation de la mémoire ne devait pas dépasser les 4 GB 
d’adressage mémoire permis par les systèmes d’exploitation 32-bits. Cette limite peut 
d'ailleurs être encore plus restrictive selon le système d’exploitation utilisée (ex. : 2 GB pour 
Windows et ∼3 GB pour Linux). Par conséquent, la différence d’anneaux (DA) maximale des 
matrices systèmes a été fixée à une valeur relativement basse afin que celles-ci ne dépassent 
pas la limite de 3 GB imposé par le système d'exploitation Linux utilisé. 
 130 
L’espace mémoire requis pour sauvegarder une matrice système (DA = 3) dérivée 
d’une image cartésienne de 64 × 128 × 128 pixels et à partir d’images cylindriques avec 
64 × (~14 000) pixels, basées sur un nombre différent de symétries en rotation dans le plan, 
sont illustrés à la Figure 5.34. Les 16 symétries axiales en translation ont été utilisées pour 
réduire la taille de la matrice système cylindrique et cartésienne. Néanmoins, la taille de la 
matrice cartésienne aurait pu être réduite d'un facteur 4 supplémentaire en tirant profit des 4 
symétries en rotation préservées par l’image cartésienne. Cette amélioration a été introduite 
lors de la seconde phase du projet.  
En utilisant toutes les symétries disponibles, la matrice basée sur l’image cylindrique 
requiert 3.9 MB d’espace mémoire comparativement à 1 479 MB pour la matrice basée sur 
l’image cartésienne. La conversion de la matrice système dans le domaine de Fourier, selon la 
factorisation BC simple et double, a toutefois comme effet d’augmenter l’espace mémoire 
requis pour sauvegarder la matrice complexe soit respectivement à 30,8 MB et 324 MB pour 
DA = 3. L’utilisation d’une différence d’anneaux plus élevée fait augmenter la taille des 
matrices presque linéairement. Ainsi, deux fois et quatre fois plus de mémoire sont requis 
pour sauvegarder les matrices basées sur des images cartésiennes et polaires, respectivement 
pour le cas où DA = 7 et DA = 15 (résultats non illustrés). 
En utilisant les mêmes matrices systèmes, le temps de calcul par itération MLEM 
(DA = 3) a été mesuré pour les factorisations de la matrice BC simple et double (Figure 5.35). 
Les expérimentations ont été répétées pour des images cylindriques avec un nombre différent 
de symétries en rotation. Le nombre de symétries axiales a été fixé à 16. Puisque le système 
d'exploitation 32-bits ne permet pas d'aller au-delà de 3 GB de mémoire, la vitesse de 
l’algorithme pour la factorisation BC double n’a pas pu être mesurée pour une image 
cylindrique possédant moins de 32 symétries en rotation. Les résultats de la Figure 5.35 
montrent que pour une image avec 256 symétries en rotation, un gain de vitesse d’un facteur 
~30 peut être obtenu avec les factorisations de la matrice BC simple (1.5 sec/itération) et 
double (1.3 sec/itération) par rapport à une méthode itérative plus conventionnelle basée sur 
une image cartésienne (43.6 sec/itération).     
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Figure 5.34 Mémoire requise pour la sauvegarde d’une matrice système 3D  (DA = 3) basée sur une 
image cartésienne 64 × 128 × 128 et sur une image cylindrique 64 × (∼14 000 pixels) avec un 
nombre différent de symétries en rotation. La taille de la matrice basée sur une image 
cylindrique est illustrée avant et après les factorisations de la matrice BC simple et double. 
 
Figure 5.35 Temps de calcul par itération pour l’algorithme MLEM basée sur une matrice système 
(DA=3) obtenue d’une image cartésienne 64 × 128 × 128 et obtenue d’une image cylindrique 
64 × (∼14 000) pixels basée sur un nombre différent de symétries en rotation. Les résultats sont 
montrés pour les factorisations de la matrice BC simple et double.  
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5.2.4. Reconstruction d’images 3D avec le scanner LabPET 
Les résultats présentés dans cette section ont été réalisés à partir de mesures acquises 
avec une des deux caméras LabPET du CIMS, soit le LabPET 4 cm (version 16 anneaux) et 
le LabPET 8 cm (version 32 anneaux). Ces résultats s'inscrivent dans le cadre de la seconde 
phase de développement des algorithmes à l'intérieur de laquelle la vitesse des algorithmes a 
été améliorée et l'implantation a été portée sur un système d'exploitation 64-bits. Les 
reconstructions d'images ont été réalisées à partir d'un ordinateur basé sur un processeur Intel 
Core i7 de quatre coeurs avec une fréquence de 2,93 GHz et 16 GB de mémoire RAM à 1333 
Mhz. Les accès mémoires des algorithmes de reconstruction d’images ont été optimisés 
soigneusement afin de profiter au maximum de la puissance de calcul des quatre processeurs 
disponibles. De plus, quelques boucles de calcul critiques ont été codées avec des instructions 
en assembleur afin d'accélérer les calculs. 
Étude 1: Qualité de l'image en coordonnées cylindriques versus cartésiennes 
Un premier point d’investigation consiste à vérifier si l'utilisation d'une image en 
coordonnées cylindriques, proposée ici et qui vient en remplacement à l'image en coordonnées 
cartésiennes plus communément utilisée dans l'art antérieur, a un impact sur la qualité de 
l'image reconstruite. L'image en coordonnées cartésiennes est basée sur des pixels de forme 
cubique alors que les pixels de l'image en coordonnées cylindriques se présentent sous la 
forme de secteurs tronqués (Figure 3.3). Des matrices systèmes ont été calculées pour chaque 
cas en utilisant un champ de vue utile de 46 mm de diamètre et des pixels de 0,5 × 0,5 × 
0,6 mm3. Ces choix mènent à une image cartésienne de 92 × 92 × 64 pixels (total de 541 696 
pixels) et à une image en coordonnées cylindriques de 7152 pixels transaxiaux par 64 pixels 
axiaux (total de 457 728 pixels). Les 7152 pixels par plan de l'image cylindrique sont obtenus 
en utilisant 42 positions radiales se partageant en moyenne 170 pixels par rayon, les rayons en 
périphérie ayant davantage de pixels que ceux au centre (Figure 3.3). À la fin de la 
reconstruction, l'image en coordonnées cylindrique est convertie en une image cartésienne de 
même taille et de même résolution que la matrice cartésienne (i.e. 92 × 92 × 64 pixels).    
Afin de mesurer l'impact du choix de la représentation de l'image par rapport aux choix 
de modélisation, la comparaison a été réalisée en utilisant des matrices issues de deux modèles 
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différents, soit les modèles linéaire (de l'art antérieur) et analytique (tel que proposé dans cette 
thèse). Une image d'un cerveau de rat acquise avec le LabPET 4 cm a d'abord été reconstruite 
à partir du modèle linéaire pour la matrice cartésienne et cylindrique (Figure 5.36). La 
différence entre ces deux images est également illustrée (Figure 5.36-c). La même mesure a 
ensuite été reconstruite avec des matrices basées sur le modèle analytique (Figure 5.37). Une 
comparaison de l'image obtenue avec une matrice cartésienne et polaire a également été 
réalisée à partir de la mesure d'une mire Derenzo à point chaud (annexe C.2.1).  
 
                  (a)                                                 (b)                                                    (c) 
Figure 5.36 Vue transverse de l'image d'une mesure de cerveau de rat reconstruite avec une matrice 
basée sur le modèle linéaire et utilisant une image en coordonnées: (a) cartésiennes et (b) 
cylindriques. La différence entre les deux images est également illustrée (c).  
   
                            (a)                                                (b)                                                (c) 
Figure 5.37 Vue transverse de l'image d'une mesure de cerveau de rat reconstruite avec une matrice 
basée sur le modèle analytique et utilisant une image en coordonnées: (a) cartésiennes et (b) 
cylindriques. La différence entre les deux images est également illustrée (c).  
Les résultats montrent que le choix du modèle linéaire versus analytique a un impact 
beaucoup plus important que les choix concernant la discrétisation de l'image (i.e. cartésienne 
versus cylindrique). Toutefois, une différence moins marquée aurait certainement été obtenue 
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si une matrice basée sur le modèle gaussien avait plutôt été choisie afin d'être comparée au 
modèle analytique. Le modèle linéaire est néanmoins très intéressant ici, puisqu'il permet de 
démontrer que l'utilisation d'un modèle très simpliste et éloigné de la réalité se retrouve du 
même coup davantage affecté par le choix de la représentation de l'image. On constate ici que 
l'image reconstruite avec la matrice cartésienne (Figure 5.36-a) est beaucoup moins affectée 
par la présence d'artefacts que celle reconstruite avec la matrice cylindrique (Figure 5.36-b). 
Cette démarcation est beaucoup moins présente lorsque le modèle analytique est utilisé 
(Figure 5.37). Ce résultat s'explique par le fait que la matrice cylindrique réutilise les mêmes 
coefficients de la matrice pour tous les TDR symétriques de l'appareil. Une erreur de 
modélisation sur un coefficient de la matrice (i.e. suite à l'utilisation du modèle linéaire) sera 
donc répétée pour tous les angles de symétries. Bien que de telles erreurs soient également 
présentes pour l'image cartésienne, le fait que la ligne de réponse du modèle linéaire traverse 
chaque pixel cubique selon un angle et un point d'incidence différents a comme effet de créer 
une erreur différente pour chaque coefficient de la matrice. Puisque chaque coefficient porte 
une erreur différente, celles-ci s’annuleront partiellement lors du processus de reconstruction 
d'images au lieu de se juxtaposer comme c'est le cas pour la matrice cylindrique.   
Lorsque les fonctions de réponses de la caméra sont modélisées plus précisément, 
comme c'est le cas pour le modèle analytique, le choix de la discrétisation de l'image a alors 
un effet beaucoup moins important, voire négligeable (Figure 5.37). Pour cet exemple, la 
différence entre l'image cartésienne et cylindrique par rapport à l'intensité de l'image est de 
l'ordre de 5%. Cette différence est d'ailleurs difficilement perceptible à l'œil (Figure 5.37). 
Étude 2: Comparaison de la vitesse des algorithmes itératifs 
Afin d'évaluer le gain de vitesse obtenu avec les stratégies de factorisation de la 
matrice cylindrique dans le domaine de Fourier, les méthodes de reconstruction basées sur la 
factorisation BC simple et BC double ont été comparées à des méthodes de reconstruction de 
l'art antérieur réalisant les calculs dans le domaine spatial, soit l'une utilisant la même matrice 
cylindrique et l'autre une matrice en coordonnées cartésiennes. Ceci donne quatre 
implantations différentes de l'algorithme itératif MLEM [SHEPP et coll., 1982]. Chaque 
implantation a été soigneusement optimisée afin de tirer profit au maximum des ressources de 
calcul en parallèle disponibles. Par ailleurs, l'implantation basée sur l'image en coordonnées 
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cartésiennes tire cette fois profit des quatre symétries de quadrant ainsi que de toutes les 
symétries axiales disponibles afin de réduire la taille de la matrice et accélérer les calculs. Le 
Tableau 5.3 rapporte la taille des diverses matrices systèmes ainsi que le temps de calcul 
associé à une itération MLEM réalisée avec les diverses méthodes pour le scanner LabPET 
8 cm. Les matrices systèmes ont été calculées en utilisant la méthode analytique. L'expérience 
a été répétée pour diverses différences d'anneaux (DA). Les performances pour l'algorithme 
basé sur la factorisation double BC n'ont pas été mesurées pour certaines DA dû au fait que la 
taille de la matrice factorisée excédait les 16 GB de mémoire RAM de l'ordinateur. Des 
résultats complémentaires réalisés pour le scanner LabPET 4 cm sont présentés à l'annexe 
C.2.2. 
 
TABLEAU 5.3 – COMPARAISON DE LA TAILLE DE LA MATRICE ET DU TEMPS DE 
CALCUL POUR DIVERSES IMPLANTATIONS DE L'ALGORITHME MLEM          
(LABPET 8 CM, MODÈLE ANALYTIQUE, FOV = 46 mm)  
Méthodes 
Dimension de la 
matrice (MB) 
Temps de calcul par 
itération (sec)1 
(1 coeur | 4 coeurs) 
Gain versus matrice 
cylindrique 
(1 coeur | 4 coeurs) 
 Matrice cartésienne (DA = 15) 2060 5.01 | 2.95 0,67 | 0,34 
 Matrice cylindrique (DA = 15) 183 | 274 3,38 | 1,02 1,0 | 1,0 
 Matrice BC simple (DA = 15) 1644 1,40 | 0.75 2,41 | 1,36 
 Matrice BC double (DA = 15) 12553 2,86 | 2,17 1,18 | 0,47 
 Matrice cartésienne (DA = 31) 5444 8,73 | 5,71 0,65 | 0,31 
 Matrice cylindrique (DA = 31) 483 | 724 5,68 | 1,77 1,0 | 1,0 
 Matrice BC simple (DA = 31) 4781 2,54 | 1,54 2,23 | 1,15 
 Matrice BC double (DA = 31) − − − 
    1Intel Core i7 2.93 GHz quadruple-cœur, 16 GB de RAM à 1333 MHz, 8 MB cache L2.  
 
Les résultats du Tableau 5.3 montrent que des gains appréciables au niveau de la 
vitesse de calcul et de l'espace mémoire requis sont obtenus en utilisant une matrice basée sur 
une image en coordonnées cylindriques en remplacement à la matrice en coordonnées 
cartésiennes. En ce qui concerne la factorisation de la matrice dans le domaine de Fourier, elle 
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n'est pas nécessairement avantageuse dans le cas du LabPET. En effet, les 48 symétries en 
rotation versus les 192 détecteurs de l'anneau et la symétrie axiale à tout les 4 détecteurs ne 
permettent pas aux méthodes de reconstruction BC simple et BC double d'accélérer autant la 
reconstruction que pour le cas de la caméra TEP animale de Sherbrooke possédant une 
symétrie parfaite (section 5.2.3). Un autre résultat se dégageant du Tableau 5.3 est le fait que 
l'algorithme basé sur la matrice cylindrique dans le domaine spatial est celui qui tire le plus 
grand gain de vitesse de l'utilisation des quatre unités de calcul (i.e. cœurs) du processeur. Une 
inspection des ressources utilisées par l'ordinateur lors des calculs révèle que le goulot 
d'étranglement provient de l'utilisation du bus de mémoire RAM partagé par toutes les unités 
de calcul du processeur. L'algorithme basé sur la matrice cylindrique dans le domaine spatial 
s'en tire donc mieux dû à la matrice de plus petite taille requérant moins de transfert sur le bus 
de mémoire RAM. D'ailleurs, l'algorithme BC double, ayant la matrice la plus dense, ne tire 
pratiquement aucun gain de l'utilisation des quatre unités de calcul.      
Étude 3: Impact de la densité de la matrice système sur la vitesse de reconstruction 
L'expérimentation précédente a permis d'évaluer les performances des algorithmes 
itératifs pour des matrices systèmes calculées à partir du modèle analytique. Il a été démontré 
à la section 5.1.3 que des matrices significativement plus denses peuvent être obtenues avec 
des méthodes basées sur des simulations MC tenant compte de la probabilité de diffusion des 
photons dans les détecteurs voisins et autres matériaux environnants (Tableau 5.1). La 
comparaison des performances des différents algorithmes a donc été reprise ici en utilisant 
cette fois des matrices plus denses obtenues à partir du modèle MC indirect+ incluant les 
événements triples. La matrice basée sur une image cartésienne n'a pas été calculée pour ce 
cas puisqu'elle est trop volumineuse pour la quantité de mémoire RAM disponible. Le Tableau 
5.4 rapporte les résultats obtenus. 
Les résultats du Tableau 5.4 montrent que la factorisation de la matrice dans le 
domaine de Fourier devient plus avantageuse lorsqu'elle est appliquée à une matrice plus 
dense telle que celle obtenue avec le modèle MC indirect+. Ainsi, pour le cas DA = 31, la 
méthode basée sur la matrice BC simple par rapport à celle basée sur la matrice cylindrique 
obtient un gain de vitesse d'un facteur 5,55 et 3,54 lorsque la matrice MC indirecte+ est 
utilisée (Tableau 5.4) comparativement à 2,23 et 1,15 pour la matrice analytique (Tableau 
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5.3). La méthode BC double obtient également un gain de vitesse plus intéressant lorsqu'une 
matrice plus dense est utilisée pourvu que cette matrice puisse être entièrement contenue dans 
la mémoire RAM. On constate d'ailleurs que la matrice factorisée BC double subit une 
densification moins importante lors de la conversion de la matrice dans le domaine de Fourier 
lorsque la matrice MC indirecte+ est utilisée (p. ex. pour DA = 15, un facteur de 11,6 versus 
26 pour la matrice analytique). En contrepartie, le fait que la matrice MC indirecte+ soit déjà 
plus dense au départ fait en sorte que la matrice BC double atteint plus rapidement la limite de 
mémoire RAM. Une densification moins importante de la matrice MC indirecte+ est 
également observable pour le cas où la factorisation BC simple est utilisée (p. ex. pour DA = 
31, un facteur de 2,6 versus 9,9 pour la matrice analytique). Le fait d'avoir un moins grand 
nombre de coefficients nuls devenant non nuls lors de la transformation dans le domaine de 
Fourier explique le gain de vitesse obtenu avec la factorisation BC simple et double. 
TABLEAU 5.4 – COMPARAISON DE LA TAILLE DE LA MATRICE ET DU TEMPS DE 
CALCUL POUR DIVERSES IMPLANTATIONS DE L'ALGORITHME MLEM          
(LABPET 8 CM, MODÈLE MC INDIRECT+, FOV = 46 mm) 
Méthodes 
Dimension de la 
matrice (MB) 
Temps de calcul par 
itération (sec)1 
(1 coeur | 4 coeurs) 
Gain versus matrice 
cylindrique 
(1 coeur | 4 coeurs) 
 Matrice cylindrique (DA = 7) 991 | 1486 1,20 | 4,70  1,00 | 1,00 
 Matrice BC simple (DA = 7) 2016 2,39 | 0,95  6,77 | 4,95 
 Matrice BC double (DA = 7) 12472 3,27 | 2,62  4,95 | 1,79 
 Matrice cylindrique (DA = 15) 2258 | 3387 31,60 | 9,30 1,00 | 1,00 
 Matrice BC simple (DA = 15) 5110 5,12 |  2,00 6,17 | 4,65 
 Matrice BC double (DA = 15) 26185 1253 | 1253  0,025 | 0,0074 
 Matrice cylindrique (DA = 31) 4967 | 7450 48,05 | 15,40  1,00 | 1,00 
 Matrice BC simple (DA = 31) 12901 8,65 | 4,35  5,55 | 3,54 
 Matrice BC double (DA = 31) − − − 
    1Intel Core i7 2.93 GHz quadruple-cœur, 16 GB de RAM à 1333 MHz, 8 MB cache L2.  
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Étude 4: Stratégie d'augmentation des symétries en rotation du LabPET™ 
Plusieurs expérimentations ont démontré que le gain de vitesse obtenu avec les 
méthodes de reconstruction basées sur les factorisations BC simple et double sont directement 
reliées au nombre de symétries présentes dans le système d'imagerie. Or, pour le scanner 
LabPET™, il est possible d'augmenter artificiellement le nombre de symétries angulaires 
présentes entre les détecteurs d'un anneau en considérant l'espace d'air entre chaque bloc de 4 
détecteurs comme étant un détecteur inactif. Cette stratégie, qui est explicitée plus en détail à 
l'annexe A.2, permet d'obtenir un système avec 240 détecteurs ayant une symétrie parfaite. 
Une telle approximation apporte toutefois certaines erreurs au niveau de la modélisation de la 
matrice système. Un premier test à réaliser consiste donc à vérifier l'impact d'une telle 
approximation sur la qualité des images reconstruites. Cette expérimentation a été réalisée à 
partir de matrices calculées avec le modèle gaussien puisque ce modèle s'adapte plus 
facilement à la nouvelle configuration de la caméra LabPET avec 240 symétries parfaites. Les 
matrices systèmes ont été calculées en haute résolution (i.e. pixel de 0,25 × 0,25 × 0,6 mm3). 
La Figure 5.38 montre une image d'un cerveau de rat reconstruite avec la matrice gaussienne 
conventionnelle et avec celle basée sur l'approximation supposant 240 symétries. La 
différence entre les deux images est également illustrée (Figure 5.38-c). Ces résultats montrent 
que l'approximation de la caméra LabPET par une matrice système ayant 240 symétries en 
rotation a très peu d'impact sur la qualité de l'image reconstruite. Les différences maximales 
entre les deux modèles par rapport à l'intensité de l'image originale sont de l'ordre de 10%. 
   
                            (a)                                                 (b)                                                (c) 
Figure 5.38 Vue transverse de l'image d'une mesure de cerveau de rat reconstruit avec une matrice 
basée sur le modèle gaussien: (a) exact (48 symétries en rotation) et (b) approximé (240 
symétries en rotation). La différence entre les deux images est également illustrée (c).  
 139 
Une seconde expérimentation a été réalisée afin de vérifier le gain au niveau de la 
vitesse de reconstruction d'images pouvant être obtenue grâce à l'approximation selon laquelle 
la caméra LabPET possède 240 symétries en rotation. Le Tableau 5.5 montre une comparaison 
de la taille de la matrice système ainsi que de la vitesse de reconstruction d'images pour les 
diverses implantations de l'algorithme itératif MLEM lorsqu’appliqués au scanner LabPET 
8 cm. Les résultats obtenus pour le scanner LabPET 4 cm ont été reportés à l'annexe C.2.4.    
TABLEAU 5.5 – COMPARAISON DE LA TAILLE DE LA MATRICE ET DU TEMPS DE 
CALCUL POUR DIVERSES IMPLANTATIONS DE L'ALGORITHME MLEM          
(LABPET 8 CM, MODÈLE GAUSSIEN AVEC 240 SYMÉTRIES, HR, FOV = 46 mm) 
Méthodes 
Dimension de la 
matrice (MB) 
Temps de calcul par 
itération (sec)1 
(1 coeur | 4 coeurs) 
Gain versus matrice 
cylindrique 
(1 coeur | 4 coeurs) 
 Matrice cylindrique (DA = 15) 210 | 315 13,8 | 4,14 1,00 | 1,00 
 Matrice BC simple (DA = 15) 1750 1,58 | 0,58 8,73 | 7,14 
 Matrice BC double (DA = 15) 13698 3,32 | 2,43 4,16 | 1,7 
 Matrice cylindrique (DA = 31) 434 | 651 19,6 | 5,90 1,00 | 1,00 
 Matrice BC simple (DA = 31) 4100 2,48 | 1,10 7,90 | 5,36 
 Matrice BC double (DA = 31) − − − 
    1Intel Core i7 2.93 GHz quadruple-cœur, 16 GB de RAM à 1333 MHz, 8 MB cache L2.  
5.3. Résultats des méthodes de reconstruction d'images par DVS 
5.3.1. Cadre expérimental pour les méthodes par DVS 
Les résultats présentés dans cette section sont principalement tirés d’un article soumis 
à la conférence NSS/MIC 2007 [LEROUX et coll., 2007b]. Contrairement aux méthodes de 
reconstruction d’images itératives, l’algorithme de reconstruction d’images basé sur la DVS 
n’a pas subi de modifications majeures depuis les résultats présentés à la conférence NSS/MIC 
2007. Ainsi, les techniques d’optimisation de l’accès mémoire et les instructions SIMD n’ont 
pas été mises à profit dans ce cas-ci et l'algorithme n'a pas été porté à un système 
d'exploitation 64-bits. La méthode de reconstruction par DVS n'a d'ailleurs pas été adaptée 
pour reconstruire des données provenant de la caméra LabPET. La principale difficulté 
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associée à la résolution du problème pour le LabPET provient du fait que la taille de la 
matrice pseudo-inverse excède la mémoire RAM disponible sur la plupart des ordinateurs. 
L’état d’avancement de la méthode s’explique par le fait qu’il a été jugé plus pertinent 
d’investir davantage de temps et d’énergie au perfectionnement des méthodes itératives dû à 
leur plus grand potentiel immédiat pour les applications cliniques.       
La méthode de reconstruction d’images par DVS a été validée et évaluée à partir de 
mesures acquises avec la caméra TEP animale dans sa version 2 anneaux [LECOMTE et coll., 
1996]. La géométrie de cette caméra est décrite à l'annexe B.1. La symétrie parfaite entre les 
256 détecteurs de l'anneau rend celle-ci propice à l’utilisation d’une image en coordonnées 
cylindriques pour la reconstruction d’images. Toutefois, les 2 anneaux axiaux de cette caméra 
ne permettent pas des tests très extensifs au niveau de la reconstruction 3D. Pour ce faire, une 
version 16 anneaux de cette caméra a été modélisée avec le logiciel de simulation Monte 
Carlo GATE [GATE, 2004] afin d’évaluer les performances de l’algorithme par DVS avec les 
méthodes 3D. Les résultats présentés dans cette section ont été obtenus en utilisant un 
processeur double cœur AMD 2.0 GHz avec 3 GB de mémoire RAM à 667 MHz. 
L'implantation de l’algorithme permet l’utilisation d’un seul processeur à la fois.  
5.3.2. Reconstruction d’images par DVS en 2D 
Comme première expérimentation, la méthode de reconstruction par DVS (équation 
3.33) a été appliquée sur une mesure 2D (N = 8 192) acquise avec la caméra TEP animale de 
Sherbrooke de 2 anneaux. Ce problème de reconstruction d’images en 2D est suffisamment 
simple pour être également résolu avec une méthode de reconstruction par DVS plus 
conventionnelle de l'art antérieur basée sur une image cartésienne [SHIM et coll., 1981] 
[SELIVANOV et coll., 2001] [SMITH, 1996]. Pour ces expérimentations, une image en 
coordonnées polaires composée de B = 4 096 pixels, soit avec 128 symétries en rotation 
(Bθ = 128) et 32 positions radiales (m = 32), a été utilisée. Une image en coordonnées 
cartésiennes de dimension 64 × 64, soit B = 3 228 pixels effectifs dans le champ de vue, a 
également été utilisée.  
La dimension de la matrice pseudo-inverse ainsi que le temps de calcul associé à 
l’opération de DVS des matrices basées sur l’image cartésienne et sur l’image polaire sont 
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présentés au Tableau 5.6. Les images reconstruites avec ces deux méthodes sont présentées à 
la Figure 5.39. Une image reconstruite avec d'autres méthodes de l'art antérieur, soit avec 
l’algorithme FBP et avec l’algorithme itératif MLEM, sont également présentées sur cette 
figure aux fins de comparaison.  
TABLEAU 5.6 – COMPARAISON DE LA MÉTHODE DE RECONSTRUCTION PAR DVS 2D 
AVEC UNE IMAGE EN COORDONNÉES CARTÉSIENNES ET CYLINDRIQUES  
Méthode DVS Dimension de la matrice (MB) 
Temps pour la DVS 
de la matrice (sec)1 
Temps pour obtenir 
l’image (sec)1 
   Image cartésienne 146 1860 0,0520 
   Image cylindrique (Nθ = 128) 1,59 0,12 0,0011 
    
1AMD 2.0 GHz core-duo, 3 GB de RAM à 667 MHz, 512 KB cache L2 par CPU.  
 
Figure 5.39 Image 64 × 64 d’une mire Derenzo aquise en 2D (3 M événements) et reconstruite avec a) 
méthode par DVS d’une image cartésienne en 52 msec; b) méthode par DVS d’une image 
polaire en 1,1 msec; d) MLEM (30 itér.) en 304 msec; et e) FBP en 27 msec; c) est la différence 
entre la méthode par DVS cartésienne et polaire (contraste de l'image ajusté à 20% de l'intensité 
maximale de l'image pour amplifier les détails).  
Les résultats obtenus pour la reconstruction d'images en 2D montrent que la méthode 
par DVS basée sur une matrice bloc circulante (BC) permet de simplifier grandement le 
problème d'inversion de la matrice, ce qui se traduit par une réduction de la taille de la matrice 
a b c 
d e f 
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d'un facteur de 91 et par une accélération de l'opération de DVS par un facteur de 15 500 
(Tableau 5.6). L'algorithme de reconstruction par DVS résultant s'en retrouve également 
accéléré, cette fois d'un facteur de 47. Ce gain de vitesse est obtenu sans dégrader la qualité de 
l'image, comme en témoigne la comparaison entre l'image reconstruite avec la méthode par 
DVS cartésienne (Figure 5.39-a) et polaire (Figure 5.39-b). La Figure 5.39 montre également 
que la méthode de reconstruction par DVS polaire produit des images de qualité comparable 
ou possiblement supérieure à l’algorithme FBP 2D tout en réduisant d’un facteur 25 le temps 
de reconstruction. Les images les plus nettes sont cependant obtenues avec la méthode de 
reconstruction itérative MLEM 2D, au détriment d’un temps de reconstruction plus lent.  
Par ailleurs, le compromis entre le bruit et la résolution spatiale de l’image reconstruite 
avec la méthode de reconstruction d’images par DVS de la matrice peut être contrôlé en 
tronquant ou en pondérant le spectre des valeurs singulières [SELIVANOV et coll., 2001] 
[SMITH, 1996]. L’effet sur l’image de la troncation du spectre des valeurs singulières à un 
index T en utilisant (3.37) ou encore en pondérant le spectre des valeurs singulières selon le 
paramètre λ de (3.39) est illustré à la Figure 5.40. 
 
Figure 5.40 Image 64 × 64 d’une mire Derenzo reconstruite avec la méthode par DVS d’une matrice 
bloc circulante (Nθ = 128) en tronquant le spectre de valeurs singulières à un index T : a) 
T = 400; b) T = 1000; et c) T = 1500, et en pondérant le spectre de valeurs singulières avec 
T = 1200 et d) λ = 2,0; e) λ = 0,4; et f) λ = 0,05. 
a b c 
d e f 
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Les résultats de la Figure 5.40 montrent que l’équilibre (ou compromis) entre le bruit 
et la résolution spatiale des images reconstruites avec la méthode par DVS peut être contrôlé 
en tronquant ou encore, en pondérant le spectre des valeurs singulières. En observant la Figure 
5.40-a, on constate cependant qu'une troncation trop sévère du spectre de valeurs singulières 
peut créer des non-uniformités au niveau de la résolution spatiale de l'image. Ces non-
uniformités proviennent de la disparité entre la taille des pixels dans l'image polaire. Ce 
problème peut être contourné en adaptant l’index de troncation T en fonction de l’aire de 
chaque pixel de l’image (résultat non illustré). 
5.3.3. Reconstruction d’images par DVS en 3D 
Les expérimentations présentées dans cette section ont été réalisées à partir des 
mesures obtenues par simulations Monte Carlo de la version 16 anneaux de la caméra 
Sherbrooke TEP animale. Pour résoudre le problème de reconstruction d’images en 3D, il est 
possible d’utiliser toute l’information acquise par l’appareil ou encore de restreindre 
l’information selon la différence d’anneaux (DA) maximale entre les pairs de détecteurs en 
coïncidence. Pour une caméra de 16 anneaux, l’utilisation de toute l’information acquise par 
l’appareil revient à utiliser DA = 15. Les performances de l’algorithme de reconstruction par 
DVS ont été évaluées pour différentes valeurs de différence d’anneaux, soit DA = 3, 7 et 15, 
menant respectivement à un vecteur de projection contenant 0,8 M, 1,5 M et 2,1 M lignes de 
réponses. Une image cylindrique avec 128 pixels par rayon, 32 rayons et 32 pixels axiaux a 
été utilisée pour ces expérimentations. Cette configuration mène à un total de 32 × (32 × 128) 
= 131 072 pixels effectifs dans l’image. Cette image permet de préserver 128 symétries en 
rotation et 16 symétries axiales, ce qui revient à utiliser Bθ = 128, Bφ = 16 et m = 64 (i.e. 32 
rayons et 2 pixels axiaux non symétriques). Il est à noter ici que bien que la caméra possède 
Nθ = 256 symétries en rotation, nous avons préféré limiter le nombre de symétries utilisées 
dans l’image à Bθ = 128 afin de restreindre la taille de l’image tout en préservant une 
résolution spatiale acceptable radialement.   
Une première expérimentation porte sur l’évaluation des performances de l’algorithme 
par DVS proposée en fonction du nombre de symétries présentes dans la caméra. Ceci donne 
un aperçu des performances anticipées avec la méthode par DVS lorsqu’elle est appliquée à 
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une caméra comportant moins de symétries que la caméra TEP animale de Sherbrooke. Pour 
ce faire, la reconstruction d’images par DVS a été réalisée en utilisant la factorisation BC 
double (équation 3.34) basée sur un nombre différent de symétries en rotation (Nθ). Le nombre 
de symétries axiales a été fixé à Nφ = 16 pour toutes les expériences. Dans ce cas-ci, les 
projections manquantes provenant de l’extension du vecteur projection ont été estimées 
conformément à l’équation 3.26 en faisant appel à l’algorithme MLEM (1 itération) pour 
fournir l’image estimée. Le temps de calcul requis pour réaliser l’opération de DVS (équation 
3.27) sur les matrices systèmes BC doubles basées sur un nombre différent de symétries Nθ et 
de DA est illustré à la Figure 5.41. L’espace mémoire requis pour sauvegarder les 
composantes de la DVS  (V∆, D∆ et U∆) pour chacune de ces matrices est illustré à la Figure 
5.42. Le temps de calcul requis pour l’étape de reconstruction d’images à partir des 
composantes de la DVS selon l’équation 3.34 est rapporté à la Figure 5.43. Puisque 
l'implantation de l'algorithme a été réalisée uniquement pour un système d’exploitation 32-
bits, les matrices excédant la limite de 4 GB n’ont pas été validées.  
La limitation mémoire de 4 GB du système d’exploitation est d’ailleurs encore plus 
contraignante lorsque la factorisation BC simple est utilisée (équation 3.33). Pour la caméra 
16 anneaux, les composantes de la DVS excèdent cette limite même pour le cas où 128 
symétries en rotation sont utilisées pour réduire la taille de la matrice. Pour cette raison, les 
expérimentations avec la factorisation BC simple n’ont été réalisées que pour un problème 3D 
plus simple, soit pour la version 2 anneaux de la caméra Sherbrooke TEP animale (les 
résultats ne sont pas illustrés).  
La qualité de l’image obtenue avec l’algorithme par DVS basé sur une image en 
coordonnées cylindriques a été évaluée sous différentes conditions de rapport signal sur bruit 
(SB), soit pour des mesures à différent taux de comptage. Une mire Derenzo simulée avec 
GATE a été reconstruite en utilisant qu’une portion de la mesure 3D (1,5 × 106 d’événements) 
(Figure 5.44) et en utilisant toute l’information disponible (10,5 × 106 événements) (Figure 
5.45). Les images 3D reconstruites avec la méthode par DVS sont comparées aux images 2D 
reconstruites avec les algorithmes FBP 2D et MLEM 2D ainsi qu’à l’image 3D reconstruite 
avec l’algorithme MLEM 3D. L’espace mémoire requis ainsi que le temps de calcul associé à 
l’obtention des images avec les diverses méthodes sont rapportés au Tableau 5.7.  
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Figure 5.41 Temps de calcul requis pour la procédure de DVS de la matrice système BC obtenue pour 
la caméra TEP animale de Sherbrooke de 16 anneaux. Les performances ont été évaluées pour 
un nombre différent de symétries en rotation et de différence d’anneaux (DA). 
 
Figure 5.42 Taille des composantes de la DVS d’une matrice système BC issue de la caméra TEP 
animale de Sherbrooke de 16 anneaux. L’expérience a été répétée en utilisant un nombre 
différent de symétries en rotation et de différence d’anneaux (DA).  
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Figure 5.43 Temps requis pour reconstruire une image avec la méthode DVS 3D basée sur une image 
en coordonnées cylindriques, lorsqu’appliquée à la caméra Sherbrooke TEP animale de 16 
anneaux. Les performances ont été évaluées pour un nombre différent de symétries en rotation et 
de différence d’anneaux (DA).   
 
Figure 5.44 Acquisition 3D (simulée) avec un taux de comptage faible (1.5 M événements) d’une 
mire Derenzo. La tranche centrale de l’image (64 × 64) a été reconstruite avec des méthodes 2D 
(8.8 k événements)  : a) FBP 2D; b) MLEM 2D (20 itérations). Une image 3D (32 × 64 × 64 ) a 
été reconstruite avec : c) MLEM 3D (20 itérations); et DVS 3D basée sur une image en 
coordonnées cylindriques et avec DA égale à d) 3; e) 7; et f) 15. 
a b c 
d e f 
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Figure 5.45 Acquisition 3D (simulée) avec un taux de comptage moyen (10,5 M événements) d’une 
mire Derenzo. La tranche centrale de l’image (64 × 64) a été reconstruite avec des méthodes 2D 
(8.8 k événements) : a) FBP 2D; b) MLEM 2D (20 itérations). Une image 3D (32 × 64 × 64 ) a 
été reconstruite avec : c) MLEM 3D (20 itérations); et DVS 3D basée sur une image en 
coordonnées cylindriques et avec DA égale à d) 3; e) 7; et f) 15. 
TABLEAU 5.7 – COMPARAISON DE LA TAILLE DE LA MATRICE ET DU TEMPS DE 
RECONSTRUCTION POUR DIVERSES MÉTHODES DE RECONSTRUCTION D’IMAGES  
Méthodes Dimension de la matrice (MB) 
Temps de 
reconstruction (sec)1 
    FBP 2D  0,027 
    MLEM 2D (20 itér.) 12,7 0,220 
    MLEM 3D (20 itér., DA = 7) 558 103,0 
    DVS 3D (DA = 3)2 268 0,12 
    DVS 3D (DA = 7)2 537 0,25 
    DVS 3D (DA = 15)2 1074 0,52 
   1AMD 2.0 GHz double-cœur, 3 GB de RAM à 667 MHz, 512 KB cache L2 par CPU.  
2Une image en coordonnées cylindriques avec Nφ = 16 et Nθ = 128 symétries a été utilisée. 
La stratégie de factorisation de la matrice BC permet de réduire significativement la 
complexité du problème 3D à résoudre, et ce, particulièrement pour des systèmes ayant 
beaucoup de symétries. L'exploitation des symétries permet de réduire à la fois la taille de la 
a b c 
d e f 
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matrice à inverser (Figure 5.42) ainsi que le temps de calcul associé à l'opération d'inversion 
par DVS (Figure 5.41). Pour la caméra TEP animale dans sa version 16 anneaux, la stratégie 
proposée a permis d'inverser avec succès une matrice originale de 2 097 152 TDR × 131 072 
pixels en utilisant la factorisation BC double (équation 3.27). Le temps requis pour réaliser la 
DVS ainsi que la taille de la matrice système bloc diagonale ∆d peuvent tout de même causer 
de sérieux problèmes d’implantation lorsque la caméra possède un très grand nombre de TDR 
ou encore lorsqu’elle possède moins de symétries (Figure 5.41 et Figure 5.42). Le temps 
requis pour la DVS n’est toutefois pas un facteur critique lorsqu’on considère que la DVS peut 
être réalisée une seule fois pour une matrice donnée et le résultat sauvegardé pour une 
utilisation ultérieure par l’algorithme de reconstruction d’images. La taille excessive de la 
matrice pseudo-inverse ou des composantes de la DVS peut néanmoins poser un obstacle 
majeur à l'exécution de l'algorithme. La Figure 5.43 illustre le temps de reconstruction 
d'images uniquement pour des cas où la matrice inverse (ou composantes de la DVS) peut être 
entièrement contenue dans la mémoire RAM de l'ordinateur utilisé pour la reconstruction. Or, 
lorsque la matrice excède la mémoire RAM, les latences engendrées par les accès mémoires 
sur le disque dur causent un ralentissement de la reconstruction d'images d'un facteur 
d'environ 20 (résultat non illustré).  
Dans le cas où les composantes de la DVS n'excèdent pas la mémoire RAM 
disponible, la méthode de reconstruction par DVS d’une image cylindrique est extrêmement 
rapide (Figure 5.43). Tel qu’illustré au Tableau 5.7, la méthode de reconstruction par DVS, 
appliquée à une image cylindrique avec Nφ = 16 et Nθ = 128, peut produire une image 3D 
reconstruite pour une caméra 16 anneaux en un temps compétitif avec des méthodes de 
reconstruction d’images 2D utilisant les projections mesurées sur un seul plan (ou ramené sur 
un seul plan). Or, tel qu'illustré à la Figure 5.45, l'utilisation de l'ensemble des données 3D 
mesurées par l'appareil peut s'avérer particulièrement importante lorsque la statistique de 
comptage est relativement faible. Ainsi, la méthode de reconstruction par DVS 3D permet 
d'obtenir une image de meilleure qualité que les méthodes en 2D (i.e. FBP 2D et MLEM 2D). 
La méthode de reconstruction itérative MLEM 3D demeure roi et maître en ce qui a trait au 
rapport signal sur bruit de l'image reconstruite (Figure 5.45-c), mais résulte également en un 
temps de reconstruction beaucoup plus long (Tableau 5.7). Il importe de préciser toutefois que 
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le temps de reconstruction est rapporté ici pour une implantation de l'algorithme MLEM 3D 
traditionnelle basée sur une image en coordonnées cartésiennes. Tel que vu à la section 5.2.3, 
de meilleures performances peuvent être atteintes avec des méthodes de reconstructions 
itératives basées sur des matrices BC. Une telle comparaison sera plutôt réalisée lors de 
l'analyse des résultats présentée au chapitre 6. 
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Chapitre 6  
Discussion 
Ce chapitre présente une analyse et discussion des résultats présentés au chapitre 5 
portant sur les diverses expérimentations réalisées avec les modèles de matrices systèmes et 
les algorithmes de reconstruction d'images itératives et par décomposition en valeurs 
singulières développés dans le cadre de cette thèse. Bien que les résultats ont été présentés de 
façon séquentielle pour chacun de ces thèmes de recherche, l'analyse et la discussion de ces 
thèmes est réalisée ici en parallèle afin de mettre à l'avant-plan les liens et les 
interdépendances entre le choix du modèle (i.e. matrice système) et le choix de l'algorithme de 
reconstruction d'images qui utilise ce modèle pour obtenir l'image. 
Les travaux de recherche reposent sur une modélisation en 3D de la fonction de 
réponse de scanners TEP. Ce choix a été fait dans le but d'obtenir un modèle plus fidèle à la 
réalité et ainsi obtenir des images reconstruites de meilleure qualité. La modélisation en 3D 
apporte deux difficultés techniques d'implantation, soit la taille importante de la matrice 
système et le temps de calcul supplémentaire associé à l'étape de reconstruction d'images. Il y 
a donc une certaine incompatibilité naturelle entre l'atteinte d'une qualité d'image optimale 
(i.e. modélisation en 3D) et d'autres critères d'aspect pratique tel que le temps d'attente requis 
pour obtenir l'image reconstruite. La discussion présentée dans cette section fera état de cette 
dualité entre la qualité de l'image obtenue et les performances de l'algorithme de 
reconstruction d'images. Nous discuterons d'abord plus particulièrement de l'impact des 
travaux de recherche sur la qualité des images reconstruites. Nous aborderons ensuite les 
aspects relatifs à la performance de l'algorithme de reconstruction d'images, soit la vitesse 
d'exécution et les ressources mémoires utilisées. Enfin, nous terminerons en tentant d'établir 
quelle pourrait être la meilleure combinaison possible de matrice système (i.e. modélisation) 
et d'algorithme ayant le potentiel de former la méthode de reconstruction idéale pour un 
contexte d'utilisation clinique ou préclinique. 
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6.1. Qualité de l'image reconstruite 
6.1.1. Impact de la représentation de l'image 
Les méthodes de reconstruction d'images itératives et par DVS développées ici 
reposent sur l'utilisation d'une représentation de l'image en coordonnées cylindriques afin de 
limiter l'espace mémoire utilisé. Une première vérification consiste à établir si l'utilisation 
d'une image en coordonnées cylindriques, en remplacement à une image conventionnelle en 
coordonnées cartésiennes, vient compromettre la qualité de l'image reconstruite. Pour 
l'algorithme itératif, l'utilisation d'une image en coordonnées cylindriques démontre très peu 
d'impact sur la qualité de l'image comparativement à d'autres facteurs reliés aux choix de 
modélisation de la matrice système (Figure 5.37). Le choix de l'image peut cependant avoir un 
effet plus important advenant le cas où une modélisation relativement simpliste et imprécise 
est utilisée (Figure 5.36). Un constat similaire a été observé pour l'algorithme par DVS (Figure 
5.39). Dans les deux cas toutefois, l'utilisation d'une image en coordonnées cylindriques 
apporte de nouvelles considérations dues aux différences de tailles entre les pixels du centre 
de l'image par rapport à ceux en périphérie. Dans le cas de l'algorithme itératif, la différence 
de taille entre les pixels peut avoir un impact sur la vitesse de convergence des basses et des 
hautes fréquences dans les diverses régions de l'image. Ce problème a été contourné en 
combinant les pixels de petite taille ensemble à l'étape de la correction de l'image afin 
d'uniformiser la taille des pixels. Dans le cas de l'algorithme par DVS, la divergence de taille 
entre les pixels résulte en un filtrage non uniforme de l'image lors de la troncation des valeurs 
singulières (Figure 5.40). Une solution à ce problème consiste à adapter l’index de troncation 
T en fonction de l’aire de chaque pixel (résultat non illustré). 
6.1.2. Impact de l'algorithme de reconstruction 
Les résultats présentés au chapitre 5 ont démontré que bien que l'algorithme de 
reconstruction par DVS puisse produire des images de qualités comparables à l'algorithme 
FBP, celui-ci est surpassé par les algorithmes itératifs au niveau du rapport signal sur bruit de 
l'image. Ce constat a pu être observé pour des problèmes de reconstruction d'images en 2D 
(Figure 5.39) et en 3D (Figure 5.44 et Figure 5.45) qui reposent sur une matrice système 
calculée avec la méthode analytique. Les résultats en 3D révèlent par ailleurs que l'écart au 
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niveau de la qualité de l'image s'accentue entre les méthodes itératives et par DVS lorsque la 
statistique de l'acquisition est plus faible (Figure 5.44). 
Notons toutefois que la qualité de l'image obtenue avec l'algorithme par DVS n'a été 
validée qu'avec une mesure provenant d'une mire de Derenzo et seulement pour le cas où une 
matrice système analytique est utilisée. Il aurait été intéressant d'explorer plus à fond la qualité 
d'image obtenue avec l'algorithme par DVS, notamment avec d'autres acquisitions provenant 
de véritables sujets animaux ainsi qu'avec d'autres modèles de matrices systèmes. Néanmoins, 
il a été jugé préférable de concentrer les efforts de recherche à expérimenter plus à fond la 
qualité de l'image avec l'algorithme itératif puisque ce dernier surclasse clairement 
l'algorithme par DVS du point de vue de la qualité de l'image obtenue.  
6.1.3. Impact de la modélisation du système 
Puisque l'algorithme itératif permet d'obtenir une image de meilleure qualité que 
l'algorithme par DVS, l'impact sur la qualité de l'image de l'utilisation de différents modèles 
de matrices systèmes ont été réalisées exclusivement avec les méthodes itératives. Les images 
obtenues avec les matrices basées sur un modèle très simpliste, tel que le modèle linéaire, se 
sont avérées de piètre qualité et plusieurs artefacts sont clairement visibles (annexe C.1.5, 
Figure C.6). Lorsqu'un modèle un peu plus évolué est utilisé, tel que le modèle gaussien, 
analytique et hybride, nous constatons que ces matrices de densité moyenne mènent à des 
images de qualité comparable entre elles. L'expérimentation réalisée à partir de capillaires 
remplis d'activité a néanmoins révélé que le modèle gaussien crée des artefacts plus 
importants dans le pourtour de l'objet pour des positions plus éloignées du centre du champ de 
vue (Figure 5.14-a). Ces artefacts proviennent de l'utilisation d'un modèle gaussien spatial 
invariant pour tout le champ de vue, ce qui crée des erreurs de modélisation plus importantes 
pour les TDR en périphérie du champ de vue. Ces erreurs de modélisation, plus ou moins 
importantes selon la position du TDR dans le champ de vue, ont été observées en comparant 
les coefficients de la matrice gaussienne à ceux de la matrice analytique (Figure 5.8). 
Lorsque des matrices de densité plus élevée sont utilisées (i.e. modèle hybride+, MC 
indirecte et MC indirecte+) l'impact de l'un de ces choix sur la qualité de l'image obtenue est 
davantage visible. Rappelons que le signe "+" signifie que les événements en coïncidence 
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triple ont été conservés lors de la modélisation de la matrice alors que l'absence de ce signe 
signifie qu'ils ont été rejetés.  Les résultats montrent que l'utilisation de matrices plus denses a 
comme effet de ralentir le processus de convergence de l'algorithme de reconstruction 
d'images. Ce phénomène a été observé sur diverses expérimentations dont l'analyse de bruit 
réalisée sur une mire cylindrique uniforme (Figure 5.10), la mesure de résolution spatiale 
réalisée sur des capillaires (Figure 5.12), la mesure des coefficients de recouvrement (Figure 
5.22) ainsi qu'en observant les caractéristiques des images reconstruites de différentes mires et 
sujets animaux en fonction du nombre d'itérations réalisées (annexe C.1.10, Figures C.25 et 
C.26). Les résultats de la Figure 5.13 qui présente une mesure de résolution spatiale réalisée 
sur des capillaires montrent que bien que les matrices plus denses tendent à converger plus 
lentement, elles permettent dans certains cas d'atteindre une meilleure résolution spatiale 
lorsqu'elles bénéficient de suffisamment d'itérations. En contrepartie, lorsque la structure de 
l'objet à reconstruire est plus complexe, comme c'est le cas pour la mire Derenzo, les objets de 
plus petites tailles semblent alors être moins bien discriminés par les matrices plus denses 
telles que la matrice MC indirecte+ (Figure 5.16 et Figure 5.18). Néanmoins, ces mêmes 
matrices plus denses réussissent à mieux recouvrer les points de moyennes ou de grandes 
tailles et améliorent significativement le contraste sur l'image. 
Cette ambivalence au niveau des gains ou des pertes de résolution spatiale obtenus 
suite à l'utilisation de matrices plus denses porte à se questionner sur ce qui confère à ces 
matrices la capacité d'obtenir certains gains au niveau de la résolution spatiale et du contraste 
sur l'image. Un autre phénomène qui entre en ligne de compte est la présence d'artefacts sur 
certaines images reconstruites avec les matrices plus denses. Ces artefacts apparaissent sous la 
forme de courbes d'amortissement aux frontières des transitions plus abruptes de l'activité sur 
l'image. Ceci peut être observé sur le profil axial réalisé sur la mire NEMA (Figure 5.24) ainsi 
qu'en observant directement l'image reconstruite (Figure 5.25). Un second type d'artefact 
ayant une forme un peu différente a également été observé sur les images reconstruites des 
capillaires (Figure C.13 de l'annexe C.1.6). L'échelle de couleur de ces images a été ajustée de 
façon à faire ressortir les éléments résiduels (ou artefacts) se trouvant aux pourtours des 
capillaires. En observant plus particulièrement le capillaire vertical sur la vue sagittale, on 
constate que les matrices de densité moyenne (i.e. gaussienne, analytique, hybride), ont des 
éléments résiduels (en bleu) situés aux pourtours immédiats du capillaire (en rouge). À mesure 
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que la densité de la matrice augmente, on constate qu'une zone sans activité de plus en plus 
large sépare les éléments résiduels du capillaire. Cette zone est facilement observable pour la 
matrice hybride+ et un peu moins apparent pour la matrice MC indirecte. Il aurait été 
intéressant de pouvoir observer également le résultat obtenu avec la matrice MC indirecte+, 
mais la taille de celle-ci dépassait l'espace mémoire RAM disponible de l'ordinateur pour le 
champ de vue de 80 mm et la reconstruction aurait donc pu prendre des semaines voire plus.  
Une première hypothèse afin d'expliquer la présence des artefacts aux frontières des 
objets (Figure 5.25) ainsi que des zones sans activité aux pourtours immédiats de l'objet est le 
fait que les événements en coïncidence triples soient modélisés dans certaines matrices telles 
que la matrice hybride+ et MC indirecte+ alors que le scanner LabPET™ rejette ces 
événements. En effet, le scanner LabPET™ a une configuration par défaut qui rejette tous les 
événements détectés en coïncidence triple. Bien qu'il soit possible de modifier cette 
configuration afin que les événements triples soient conservés dans le flot de données, ceci 
exige certaines modifications dans les algorithmes de traitement de l'information acquise afin 
de supporter ce nouveau type d'information. De tels travaux n'ont pas été réalisés dans le cadre 
du doctorat, ce qui explique pourquoi toutes les mesures ont été acquises sans les événements 
triples. Ceci porte donc à avoir un regard critique particulier sur l'utilisation de matrices 
systèmes qui modélisent les événements en coïncidence triple pour reconstruire des 
acquisitions qui n'en contiennent pas. 
En contrepartie, le type d'artefacts visibles pour les matrices hybride+ et MC 
indirecte+ sont également visibles pour la matrice MC indirecte qui ne modélise pas les 
événements triples. De plus, l'amplitude des artefacts sur les images reconstruites avec la 
matrice MC semble se trouver à mi-chemin entre l'amplitude des artefacts observés sur les 
images obtenues avec la matrice hybride+ et MC indirecte+, soit respectivement des matrices 
dont la densité est inférieure et supérieure à la matrice MC indirecte. Une seconde hypothèse, 
plus plausible que la première, porte à croire que la présence et la nature des artefacts sont 
plutôt reliées à la densité de la matrice système utilisée. D'ailleurs, les caractéristiques de 
contraste et de la résolution spatiale obtenues sur l'image semblent également liées à la densité 
de la matrice.  
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Ces observations nous amènent à reconsidérer la façon dont les matrices systèmes 
hybrides et MC indirectes ont été calculées. Tel que présenté à la section 4.3.2, un filtre a été 
appliqué sur les fonctions de PDS et de PDC afin de réduire les fluctuations dues au bruit 
statistique des événements MC collectés. Une troncation (i.e. mise-à-zéro de la fonction aux 
extrémités) a également été appliquée sur les fonctions de PDS et de PDC afin de réduire 
l'espace mémoire occupé par celles-ci et réduire la charge de calculs associée à l'obtention des 
matrices systèmes. Bien que l'opération de filtrage ait pu élargir quelque peu les fonctions de 
réponse, le plus grand impact sur la densité finale de la matrice demeure la troncation sur les 
fonctions de PDS et de PDC. Une troncation de la PDC à 2% et à 4% de son amplitude 
maximale est obtenue respectivement pour la méthode MC indirecte et hybride (Figure 5.6). 
Cette troncation différente est d'ailleurs responsable du fait que la matrice MC indirecte (sans 
les triples) s'est retrouvée à être plus dense que la méthode hybride+ (avec les triples) 
(Tableau 5.1) alors qu'en théorie l'ajout des événements triples au modèle aurait dû mener à 
l'obtention de la matrice la plus dense. 
 Du point de vue de l'opération de reconstruction d'images, le fait d'utiliser une matrice 
plus dense, c'est-à-dire de préserver une plus grande proportion de la PDC originale (i.e. 
troncation la plus basse possible) a comme effet d'élargir le tube de réponse (TDR) reliant les 
deux détecteurs en coïncidence. Ainsi, pour chaque TDR donné, un plus grand nombre de 
pixels de l'image se retrouve impliqué dans les opérations de projection et de rétroprojection 
de l'algorithme de reconstruction itératif. Le fait d'utiliser un plus grand nombre de pixels pour 
réaliser l'estimation sur la mesure (i.e. opération de projection) et pour rétropropager l'erreur 
entre l'estimé et la mesure (i.e. opération de rétroprojection) est très probablement ce qui 
confère aux matrices plus denses leur propriété à ralentir la convergence de l'algorithme. 
L'utilisation d'un plus grand nombre de pixels ayant une contribution non nulle sur les TDR 
agit en quelque sorte comme un effet de régularisation ou de filtre implicitement inclus dans le 
modèle de la matrice système. 
Ceci nous amène à nous demander s’il serait possible de bénéficier des gains 
qu'apporte l'utilisation de matrices plus denses au niveau du contraste sur l'image et des effets 
de régularisation sur le bruit sans pour autant risquer d'être affecté par les problèmes 
d'artefacts observés sur certaines images.  D'ailleurs, lorsque ces matrices plus denses sont 
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utilisées pour reconstruire des mesures TEP provenant de véritables expérimentations 
précliniques réalisées avec de petits animaux (i.e. souris et rats), on observe une amélioration 
significative du contraste et de l'aspect visuel des images reconstruites (Figure 5.26 et Figures 
C.25 à C.29 de l'annexe C). Les artefacts découverts au niveau de la reconstruction de mires à 
partir de ces mêmes matrices apportent néanmoins un certain doute quant à l'utilisation de ces 
modèles pour l'imagerie préclinique. D'ailleurs, sur certains cas précliniques, bien que l'image 
reconstruite avec les matrices MC indirectes soit de belle apparence, il est possible de 
distinguer certaines structures sur cette image qui ne sont pas visibles (ou à tout le moins très 
peu visibles) lorsque la mesure est reconstruite avec d'autres matrices systèmes moins denses 
tels que le modèle analytique (Figure 5.26). 
6.2. Performances de l'algorithme de reconstruction 
6.2.1. Inversion de la matrice par DVS 
Tel que mentionné au chapitre 4, l'inversion de la matrice par DVS peut être réalisée 
une seule fois pour ensuite servir à reconstruire plus d'une image. Puisque cette étape peut être 
réalisée en une étape de prétraitement, le temps requis pour inverser la matrice est beaucoup 
moins critique que le temps requis pour obtenir l'image reconstruite par une multiplication de 
la mesure avec la matrice inverse. Il n'en demeure pas moins que la taille de la matrice 
système à inverser est parfois si importante que l'étape d'inversion de la matrice par DVS avec 
les approches traditionnelles prendrait des jours de calculs et pourrait même être très instable 
dû aux erreurs d'arrondi durant les calculs. 
Les factorisations bloc circulante (BC) proposées dans cet ouvrage permettent de 
faciliter grandement l'opération d'inversion de la matrice par DVS et ce, autant du point de vue 
de l'utilisation de la mémoire qu'au niveau de la charge de calculs. Pour un problème de 
reconstruction en 2D avec la caméra TEP animal de Sherbrooke, l'utilisation de la 
factorisation BC a permis de réduire le temps d'inversion de 1860 secondes à 0,12 seconde 
(Tableau 5.6). Pour un problème en 3D appliqué à la version 16 anneaux de la caméra TEP 
animale, une matrice de 2 097 152 TDR × 131 072 pixels a été inversée avec succès en 
utilisant la factorisation BC double (Figure 5.41). Pour ce dernier cas, l'approche plus 
traditionnelle d'inversion de la matrice par DVS n'a pu être tentée dû à la complexité du 
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problème. La méthode de reconstruction par DVS proposée dans cet ouvrage ouvre donc la 
porte à l'application de la méthode à des problèmes de reconstruction 3D plus complexe. La 
limitation au niveau de l'espace mémoire n'en demeure pas moins contraignante autant au 
niveau de l'étape d'inversion de la matrice que pour la mise en œuvre de l'algorithme de 
reconstruction (Figure 5.41). 
6.2.2. Impact de la représentation de l'image 
Les algorithmes de reconstruction d'images ainsi que les matrices systèmes proposées 
dans cette thèse reposent sur une représentation de l'image en coordonnées cylindriques. Ce 
stratège à permis de réduire significativement l'espace mémoire requis pour sauvegarder la 
matrice système. Puisque ce choix d'utiliser des images en coordonnées cylindrique fait partie 
intégrante des méthodes de reconstruction d'images développées, cet aspect sera discuté dans 
la section qui suit portant sur l'impact du choix de l'algorithme sur les performances de la 
reconstruction. Il importe néanmoins de préciser que le choix de la taille des pixels pour 
représenter l'image a également un impact à la fois sur la taille de la matrice système obtenue 
et sur le nombre d'opérations matricielles requises par l'algorithme de reconstruction d'images.  
6.2.3. Impact de l'algorithme de reconstruction 
L'utilisation de matrices BC a permis de réduire les contraintes d'espace mémoire et 
d'accélérer les calculs à la fois pour l'algorithme itératif et par DVS. Néanmoins, les gains et 
performances obtenus pour chacun sont bien différents. Un premier constat concerne l'espace 
mémoire requis par l'algorithme de reconstruction d'images. La factorisation de la matrice BC 
dans le domaine de Fourier a comme effet de rendre la matrice plus dense suite à la 
conversion de certains coefficients nuls de la matrice dans l'espace direct en coefficients non 
nuls dans l'espace de Fourier. Pour l'algorithme itératif, la factorisation BC double engendre 
un plus grand accroissement de la densité de la matrice (i.e. plus de coefficients devenant non 
nuls) que la factorisation simple due à un plus grand nombre d'opérations de transformée de 
Fourier réalisées sur la matrice originale (Figure 5.34). Cet accroissement de la taille de la 
matrice a comme effet d'augmenter le nombre de multiplications à réaliser dans le domaine de 
Fourier, ce qui vient contrebalancer le gain de vitesse associée à la stratégie de multiplication 
de matrices BC dans le domaine de Fourier (Figure 5.35). Le nombre de symétries du système 
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d'imagerie doit donc être suffisamment élevé pour que le gain de vitesse conféré par la 
factorisation dans le domaine de Fourier surpasse la perte de vitesse associée à l'accroissement 
du nombre de coefficients non nuls de la matrice. Un exemple illustrant bien ce constat est la 
performance de vitesse obtenue avec la caméra TEP animale dans sa version 16 anneaux 
(simulée) versus la performance obtenue avec la caméra LabPET™. Les résultats montrent 
que les symétries axiales parfaites de la caméra TEP animale confèrent à l'algorithme itératif 
basé sur la factorisation double BC une vitesse de calcul légèrement plus rapide que la 
factorisation simple BC (Figure 5.35). Dans le cas de la caméra LabPET™,  la factorisation 
simple BC surclasse clairement la factorisation double BC puisque le fait d'avoir une seule 
symétrie axiale à tous les 4 anneaux n'est pas suffisant pour justifier la factorisation 
supplémentaire dans la direction axiale (Tableau 5.3). Suivant la même logique, la 
factorisation simple BC procure un gain de vitesse plus important lorsqu'elle est appliquée à la 
caméra TEP animale dû à son plus grand nombre de symétries en rotation que la caméra 
LabPET™. 
Dans le cas de l'algorithme basé sur la DVS de la matrice, la notion de dualité entre le 
gain de vitesse obtenu par la factorisation BC et la perte de coefficients nuls n'est pas présente 
puisque cette méthode implique une étape subséquente d'inversion de la matrice système qui 
rend tous les coefficients de la matrice originale non nuls. Il est donc avantageux de profiter 
au maximum de toutes les symétries disponibles dans le système et par là, la factorisation BC 
double devient nettement la plus avantageuse (Figure 5.42 et Figure 5.43). Il n'en demeure pas 
moins que pour une matrice système donnée, la méthode par DVS est celle qui exige le plus 
de ressources mémoire puisque la matrice factorisée est complètement dense contrairement à 
l'algorithme itératif basé sur la factorisation BC simple ou double pour lesquels des 
coefficients nuls subsistent. Par exemple, pour la caméra TEP animale avec DA = 3 et une 
image de 64 × (~14 000) pixels, la matrice cylindrique originale occupe 3.9 MB alors que la 
matrice factorisée BC simple et double occupe respectivement 30,8 MB et 324 MB (Figure 
5.34). La même matrice avec DA = 3 mais cette fois avec 32 × (~14 000) pixels occupe 
268 MB pour la méthode par DVS, soit environ 536 MB si on porte cette valeur sur une image 
avec 64 pixels axiaux (Tableau 5.7). Une démarcation plus importante aurait été observée sur 
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la taille des matrices des diverses méthodes en utilisant toutes les trajectoires mesurées par 
l'appareil (DA = 15) (résultat non illustré). 
Afin d'améliorer les performances obtenues avec les factorisations BC simple et 
double pour le scanner LabPET™, il a été démontré qu'il est possible d'augmenter 
artificiellement le nombre de symétries présentes dans le système d'imagerie en acceptant de 
faire quelques approximations au niveau de la modélisation. Des gains substantiels au niveau 
de l'espace mémoire et du temps de calcul peuvent ainsi être réalisés avec l'algorithme itératif 
en supposant que le scanner LabPET™ possède 240 symétries en rotation parfaites (Tableau 
5.5). Malgré cette approximation, la qualité de l'image est demeurée pratiquement inchangée 
(Figure 5.38). Bien que non validée, une stratégie similaire peut également être utilisée afin 
d'augmenter le nombre de symétries axiales de l'appareil en utilisant des mesures acquises à 
différentes positions de lit (annexe A.2, Figure A.2). Ces stratégies d'augmentation des 
symétries pourraient aussi être adaptées à la méthode de reconstruction par DVS afin 
d'augmenter les symétries du LabPET™ et ainsi réduire l'espace mémoire occupé par la 
matrice inverse complexe.  
6.2.4. Impact de la modélisation du système 
La notion d'espace mémoire et de temps de calcul requis par l'algorithme de 
reconstruction d'images amène également à considérer l'impact du choix du modèle utilisé 
pour générer la matrice système originale. Les résultats présentés au Tableau 5.1 montrent que 
la densité de la matrice (i.e. rapport de coefficients non nuls) peut varier significativement 
selon les choix réalisés durant l'étape de modélisation de la matrice. Par exemple, la matrice 
basée sur le modèle MC indirect+ est 5,4 fois plus dense que la matrice basée sur le modèle 
analytique (Tableau 5.1). Il a été montré au Tableau 5.4 que, pour l'algorithme itératif, la 
densité initiale de la matrice affecte l'indice de performance en consommation mémoire et en 
vitesse de calcul de la stratégie de factorisation BC simple et double par rapport au fait de 
réaliser les calculs dans le domaine spatial. Une matrice plus dense favorise généralement la 
factorisation BC, et plus particulièrement la BC double, pourvu que la matrice factorisée 
demeure suffisamment compacte pour être totalement incluse dans la mémoire RAM de l'unité 
de calcul (Tableau 5.4).  
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Bien que des expérimentations avec des matrices de densités différentes n'aient pas été 
réalisées avec l'algorithme par DVS, il est relativement aisé de prédire les résultats. En effet, 
puisque la matrice devient complètement dense lors de l'étape d'inversion par DVS, une 
matrice initiale plus dense n'aura donc aucun impact ni sur la taille, ni sur la vitesse de calcul 
de l'algorithme par DVS. En d'autres termes, lorsque la méthode par DVS est comparée aux 
méthodes itératives BC simple et double, celle-ci devient de plus en plus avantageuse au 
niveau de la vitesse et moins pénalisante en consommation mémoire à mesure que la matrice 
initiale est plus dense. Par ailleurs, d'un point de vue théorique, l'utilisation d'une matrice 
initiale plus dense pour l'opération d'inversion par DVS devrait réduire le nombre de 
conditionnement (NC) de la matrice, ce qui rend l'opération d'inversion plus précise (section 
3.1.3). Il serait donc intéressant de valider la qualité de l'image obtenue avec l'algorithme de 
reconstruction par DVS pour une matrice plus dense telle que celle obtenue avec la méthode 
de calcul MC indirecte. Une telle validation exigerait toutefois des développements 
supplémentaires afin d'adapter la méthode par DVS aux géométries du scanner LabPET™. De 
plus, une unité de calcul avec beaucoup de ressource mémoire RAM serait requise. 
6.3. Élaboration de la méthode de reconstruction idéale 
L'objectif ici consiste à prendre un peu de recul sur les caractéristiques individuelles 
(i.e. points forts versus points faibles) des méthodes de modélisations de matrices systèmes en 
3D ainsi que des algorithmes de reconstruction d'images proposés dans cette thèse afin de 
dresser le bilan de quelle pourrait être l'agencement du modèle et de l'algorithme pouvant 
mené à la méthode de reconstruction d'image idéale. 
Dans un contexte d'utilisation clinique, la qualité finale de l'image reconstruite est 
clairement l'aspect le plus important pourvu que le temps de reconstruction soit raisonnable.  
Dans cette optique, puisque les algorithmes itératifs permettent la meilleure qualité d'image, le 
champ d'application de l'algorithme de reconstruction par DVS se limite à des situations où un 
temps de reconstruction rapide vient prendre une importance plus grande qu'à l'habitude par 
rapport à la qualité de l'image obtenue. Un exemple d'une telle application est la 
reconstruction en temps réel de l'image durant la prise de mesure TEP. L'algorithme par DVS 
pourrait alors rafraîchir régulièrement l'image grâce à sa très grande vitesse de calcul. En 
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contrepartie, une autre qualité recherchée d'un engin de reconstruction en temps réel consiste à 
obtenir une image de bonne qualité dès les premières secondes de la prise de mesure. Par là, 
un algorithme itératif qui excelle davantage à obtenir une image de qualité à partir d'une 
mesure à faible statistique pourrait s'avérer plus profitable que l'algorithme par DVS et cela 
même au détriment d'un taux de rafraîchissement de l'image moins élevé. L'algorithme itératif 
de type OSEM, combiné aux méthodes d'accélérations BC simples ou BC doubles, pourrait 
d'ailleurs être un très bon candidat pour une telle tâche (section 3.2.5). 
L'algorithme itératif étant établi comme favori, voyons plus en détail à quel modèle de 
matrice système il devrait être agencé. Tel que discuté précédemment, les gains au niveau du 
contraste et de l'aspect visuel des images reconstruites de sujets animaux obtenus grâce à 
l'utilisation de matrice plus denses calculées avec les méthodes hybride+ et MC indirecte 
rendent l'utilisation de tels modèles très attrayante. Néanmoins, les artefacts qui ont été 
observés sur certaines images des mires reconstruites en utilisant ces mêmes matrices nous 
mènent à faire preuve d'une certaine prudence, voire même d'une certaine retenue quant à leur 
utilisation dans un contexte clinique. En effet, du point de vue d'un biologiste ou encore d'un 
médecin qui doit apposer un diagnostique sur un sujet imagé à partir de ce qui est observé sur 
l'image reconstruite, la présence d'artéfact sur l'image peut mener à un faux diagnostique. Par 
exemple, dans le cas plus spécifique où l'on tente d'identifier une tumeur de petite taille, 
l'utilisation de la matrice MC indirecte pourrait vraisemblablement faciliter l'identification de 
petites tumeurs notamment grâce au gain obtenu sur le contraste et la netteté de l'image. En 
contre partie, la présence d'un artéfact qui s'apparenterait à une tumeur pourrait mener à un 
diagnostic positif d'un sujet qui est sain. Ceci revient au dilemme de se demander s'il vaut 
mieux éviter de ne pas passer à côté d'une tumeur ou plutôt s'assurer de ne pas diagnostiquer 
une maladie à un patient sain. Nous laisserons cette question ouverte. 
En somme, jusqu'à ce que la présence des artéfacts observés avec les matrices plus 
denses soient élucidés ou, tout au moins, mieux compris, il vaut probablement mieux se 
rabattre sur l'utilisation de matrices à densité moyenne obtenues notamment avec la méthode 
analytique ou encore la méthode hybride sans les événements triples. Du point de vue de la 
performance de l'algorithme de reconstruction d'image itératif, le choix de la factorisation BC 
simple ou double dépendra du nombre de symétries présentes dans la caméra TEP utilisée 
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ainsi que des ressources mémoire RAM disponible. L'espace mémoire requis par la matrice 
système factorisée n'est pas un facteur important pour autant que ces besoins demeurent 
inférieurs à l'espace mémoire RAM disponible de l'architecture de calcul. En effet, lorsque 
l'utilisation mémoire d'un algorithme dépasse la quantité de mémoire RAM, les pénalités de 
temps relative à l'accès de l'information dans de la mémoire plus lente (ex. disque dur) 
viennent contrebalancer très rapidement toutes les autres stratégies d'accélération des calculs. 
Bref, la tâche consiste à choisir la stratégie de calcul qui mène à l'obtention de l'image en un 
temps le plus court possible et ce, pour une caméra donnée et une architecture de calcul 
donnée. 
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CONCLUSION 
Les travaux de recherche répondent à deux besoins importants pour le domaine de la 
reconstruction d'images en TEP, soit le développement de modèles 3D précis reflétant le plus 
fidèlement le processus d'acquisition en TEP, ainsi que le développement d’algorithmes de 
reconstruction d’images 3D plus rapides et requérant moins de ressources mémoire. Ces 
apports combinés ont pour but ultime de fournir une méthode de reconstruction d'images 
basée sur un modèle 3D précis, menant ainsi à des images de meilleure qualité et pouvant être 
obtenues à l’intérieur d’un laps de temps suffisamment court pour rendre viable l’utilisation de 
telles méthodes dans un contexte clinique. 
La première phase des travaux de doctorat a consisté à identifier les différents 
phénomènes et facteurs influençant la prise de mesure en TEP (chapitre 1). Cette information 
a ensuite servi à élaborer des stratégies qui modélisent les principaux phénomènes relatifs à la 
mesure TEP dans un modèle prenant la forme d'une matrice système qui est ensuite utilisée 
par un algorithme de reconstruction d'images (chapitre 2). Quelques modèles 3D simplistes de 
la caméra ont d'abord été développés tels que l'approximation du TDR par une ligne 
infiniment mince joignant les détecteurs en coïncidence ou par une fonction Gaussienne. 
Ceux-ci ont servi de point de comparaison avec les méthodes 3D plus évoluées développées 
dans le cadre de cette thèse.  
Parmi les méthodes plus évoluées, on compte une méthode analytique 3D qui s'inspire 
de la méthode en 2D présentée dans [SELIVANOV et coll., 2000]. La méthode proposée se 
démarque de son analogue en 2D, ainsi que des autres méthodes en 3D présentées dans la 
littérature [MARKIEWICZ et coll., 2005] [STRUL et coll., 2003], de par la rigueur mise de 
l'avant pour modéliser précisément et sans approximation la probabilité d'absorption et 
d'atténuation des photons d'annihilation dans les détecteurs et les matériaux environnants. 
Plusieurs stratégies d'optimisations ont également été mises de l'avant, notamment en 
exploitant les symétries du système, afin de réduire la charge de calcul.  
Les travaux de modélisation comprennent également des méthodes basées sur des 
simulations Monte Carlo (MC). L'avantage de cette approche par rapport à celle analytique est 
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qu'elle permet de modéliser plus fidèlement certains phénomènes en TEP tels que la 
probabilité de diffusion des photons d'annihilation dans les détecteurs. Diverses méthodes de 
modélisation basées sur des simulations MC ont été proposées dans la littérature [RANNOU 
et coll., 2004] [RAFECAS et coll., 2004] [SHOKOUHI et coll., 2004] [REHFELD et coll., 
2005]. Toutefois, ces méthodes se sont toutes butées au problème du temps de calcul 
prohibitif associé aux simulations MC nécessaire pour obtenir une matrice système avec un 
rapport signal sur bruit suffisant. Ce problème est encore plus important lorsqu'on vise 
l'obtention de matrices systèmes en 3D.  
La méthode de calcul de matrice MC directe proposée dans cette thèse se démarque de 
l'art antérieur en ce qu'elle repose sur une méthodologie qui permet d'augmenter le rapport 
signal sur bruit de la matrice calculée en tirant profit des symétries présentes entre les 
détecteurs de la caméra. Les résultats de la section 5.1.5 ont démontré que cette stratégie 
permet de réduire significativement le temps de simulation MC nécessaire pour l'obtention de 
la matrice. Le désir de réduire davantage le temps de simulation MC requis a mené au 
développement de deux nouvelles approches pour calculer la matrice, soit la méthode MC 
indirecte et hybride. La méthode MC indirecte propose de calculer d'abord la PDC à partir des 
événements MC simulés pour ensuite leur appliquer un filtre. Cette stratégie a permis 
d'obtenir une matrice système pour le scanner LabPETTM avec un rapport signal sur bruit 
acceptable alors que la méthode MC directe était encore très loin du compte. La méthode 
hybride a, quant à elle, permis de réduire encore davantage le temps de simulation (1.5% du 
temps de simulation de la méthode MC indirecte (Tableau 4.2)) tout en permettant d'obtenir 
une matrice système moins bruitée que celle obtenue avec la méthode MC indirecte. Les 
résultats obtenus avec les méthodes MC indirecte et hybride permettent d'envisager la 
modélisation 3D par simulations MC de caméras TEP plus complexes, ce qui n'était pas 
envisageable avec les méthodes de calculs antérieures dû à la lourde tâche de calculs.  
Les expérimentations réalisées avec les différents modèles de matrices systèmes ont 
démontré que des gains substantiels au niveau de l'aspect visuel, de la résolution spatiale et du 
contraste sur l'image reconstruite ont été obtenus en utilisant des modèles plus évolués et ce, 
particulièrement lorsqu'ils sont comparés au modèle qui approxime les TDR par une ligne 
infiniment mince. Les investigations ont également révélé que la densité de la matrice a un 
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impact à la fois sur la vitesse de convergence de l'algorithme de reconstruction itératif ainsi 
que sur la qualité de l'image obtenue. Les matrices plus denses, obtenues avec les méthodes de 
calculs hybride+ et MC indirecte, exigent davantage d'itérations avant de converger vers la 
solution, mais permettent d'obtenir les images avec le meilleur contraste et le plus bel aspect 
visuel. Ceci a notamment été observé sur les images reconstruites de sujets animaux (Figure 
5.26 à 5.28). En contre partie, l'utilisation de ces mêmes matrices pour reconstruire certaines 
mires a révélé la présence d'artéfacts aux pourtours des transitions abruptes d'activité sur 
l'objet imagé.  Il est à noter que certaines publications de l'art antérieur ont fait mention du fait 
que l'utilisation de matrices systèmes plus denses pouvait ralentir la vitesse de convergence de 
l'algorithme itératif [TAMAL et coll., 2004] [REHFELD et coll., 2005]. Néanmoins, à la 
connaissance de l'auteur, aucun article n'a fait mention des propriétés régulatrices sur le bruit 
que pouvaient avoir l'utilisation de matrices 3D plus denses et des gains sur le contraste de 
l'image reconstruite lorsque l'algorithme est mené à convergence. Ces effets méritent d'être 
investigués davantage. 
 Bien que l'utilisation de matrices systèmes en 3D précises puisse permettre 
d'améliorer la qualité de l'image obtenue, leur utilisation complexifie du même coup l'étape de 
reconstruction d'image en requérant d'une part plus d'espace mémoire pour leur sauvegarde et 
d'autre part, plus de calcul pour obtenir l'image. Ces problèmes ont été traités dans cette thèse 
à travers le développement de méthodes de reconstruction d'images basées sur des matrices 
dites blocs circulantes (BC) (chapitre 3). D'une part, il a été démontré qu’il est possible de 
réduire considérablement la quantité de mémoire requise pour sauvegarder une matrice 
système en dérivant celle-ci d’une image en coordonnées cylindriques choisie de façon à 
préserver toutes les symétries naturelles entre les détecteurs de la caméra dans la matrice 
système. La préservation des symétries dans la matrice impose toutefois certaines restrictions 
quant aux phénomènes pouvant être modélisés dans la matrice. En effet, tous les phénomènes 
dépendant du sujet imagé et/ou venant briser les symétries entre les différents TDR de la 
caméra ne peuvent être intégrés à la matrice système.  D'autre part, il a été démontré que les 
redondances entre les coefficients d’une matrice obtenue par une discrétisation de l’image en 
coordonnées cylindriques peuvent être mises à profit en réordonnant celle-ci de façon à 
obtenir une matrice BC simple ou double selon si seulement les symétries en rotation ou si 
également les symétries axiales sont utilisées. Ces matrices systèmes BC peuvent alors être 
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factorisées dans le domaine de Fourier afin d’accélérer les calculs menant à l’obtention de 
l’image. 
La factorisation de la matrice système BC dans le domaine Fourier a mené au 
développement de deux méthodes de reconstruction d'images distinctes soit une méthode dite 
itérative et une autre dite directe, basées sur une inversion de la matrice système par une 
décomposition en valeurs singulières (DVS). Pour l'algorithme itératif, l'utilisation des 
factorisations de la matrice BC simple et double permet d’accélérer les opérations matricielles 
lors des étapes de projection et de rétroprojection de la boucle itérative soit les deux étapes 
comportant la grande majorité des calculs d’un algorithme de reconstruction d’images itératif. 
La factorisation d'une matrice BC dans le domaine de Fourier a comme conséquence que 
plusieurs coefficients nuls deviennent non nuls durant la conversion. Ceci augmente la densité 
de la matrice et donc la mémoire nécessaire pour la sauvegarder. L'augmentation de densité 
est encore plus marquée pour la factorisation de la matrice BC double puisque la transformée 
de Fourier est alors appliquée sur un plus grand nombre de données. Le gain en vitesse obtenu 
par l’utilisation de matrices BC factorisées dépend principalement du nombre de symétries 
présentes entre les détecteurs d’une caméra. Il a été démontré que pour une caméra avec une 
symétrie parfaite entre les détecteurs, le gain de vitesse peut aller jusqu’à un facteur 10 par 
rapport à un algorithme plus traditionnel. Ces gains sont toutefois moins importants pour une 
caméra possédant moins de symétries telle que la caméra LabPET.  
Tel que discuté dans la revue de littérature de la section 3.1.2, l'utilisation de matrices 
BC a déjà été proposée par [HEBERT et coll., 1988] pour résoudre un problème de 
reconstruction itérative en 2D. La méthode proposée dans cette thèse se démarque de cette 
dernière sous divers aspects. D'abord, la méthode a été adaptée à la reconstruction d'images 
réellement 3D pour la première fois. Ceci a donné lieu a une matrice BC simple, similaire à 
l'art antérieur, mais aussi à une matrice BC double qui exploite également les symétries 
axiales pour accélérer les calculs. La performance de la méthode, tant au niveau de la qualité 
de l'image, de l'utilisation de la mémoire et de la vitesse d'exécution, a également été 
améliorée en proposant notamment l'utilisation de matrices systèmes 3D précises, une 
nouvelle configuration d'images cylindriques mieux adaptée ainsi qu'une nouvelle 
méthodologie pour les calculs. L'algorithme proposé exploite le fait que la matrice factorisée 
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n'est pas parfaitement dense pour minimiser l'utilisation de mémoire. La vitesse de calcul de 
l’algorithme a été optimisée en recourant à diverses techniques de programmation dont 
l’utilisation d’instructions parallèles de type SIMD et l’optimisation des accès mémoires pour 
retirer le plein potentiel de tous les processeurs disponibles sur un ordinateur. L’algorithme 
itératif MLEM résultant est alors très rapide et permet de reconstruire des images 3D haute 
résolution pour la caméra LabPET et ce, à l’intérieur d'un temps suffisamment court pour 
les applications cliniques. Par ailleurs, l’algorithme itératif MLEM peut être accéléré 
davantage en combinant la stratégie proposée avec l’algorithme OSEM ou un autre algorithme 
de type bloc itératif qui permet d’accélérer la convergence.         
Les diverses factorisations de la matrice BC peuvent également être mises à profit pour 
résoudre le problème directement en inversant la matrice système par une décomposition en 
valeurs singulières (DVS) de la matrice. L’utilisation des matrices BC factorisées permet alors 
de faciliter et d’accélérer grandement l’étape de la DVS de la matrice. De plus, l’algorithme 
de reconstruction d’images résultant peut être accéléré significativement en utilisant la matrice 
pseudo-inverse factorisée dans le domaine de Fourier pour obtenir l’image. Ces gains 
permettent d’envisager l’utilisation de la méthode de reconstruction par DVS pour résoudre 
des problèmes de reconstruction d’images en 3D relativement complexes, ce qui n’était pas 
possible avec les méthodes par DVS proposées dans l’art antérieur [SELIVANOV et coll., 
2001]. La méthode proposée ici se démarque également en ce qu'elle démontre que la matrice 
système peut être restructurée directement en une matrice BC pour ensuite être inversée par 
DVS. En effet, bien que l'utilisation combinée de la DVS et de matrices BC se retrouve dans 
certains ouvrages antérieurs [BAKER et coll., 1982] [BARBER, 1982] [VANDENGERHE et 
coll., 2006], la matrice BC était alors obtenue en multipliant la matrice avec la transposée de 
celle-ci, ce qui dégrade inévitablement la qualité de l'image reconstruite. 
Une contrainte importante de la méthode par DVS proposée provient de l’espace 
mémoire important requis par la méthode. L’obtention de la matrice pseudo-inverse à partir 
des composantes de la DVS a pour effet d’écraser définitivement toutes les valeurs nulles de 
la matrice initiale, ce qui la rend parfaitement dense. Il est donc avantageux de tirer profit de 
toutes les symétries possibles de la caméra pour réduire au maximum la taille de la matrice 
pseudo-inverse, et par le fait même réduire la charge de calcul de l’algorithme. En ce sens, la 
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factorisation de la matrice BC double est plus avantageuse que la factorisation simple. 
L’utilisation de la matrice BC double apporte toutefois son lot de complications dû à 
l’approximation initiale voulant que les symétries en translation axiale mènent également à 
une matrice BC. Ceci nécessite une extension du vecteur projection qui suppose la présence de 
lignes de réponse non mesurées par l’appareil. Diverses solutions ont été proposées dans cette 
thèse pour pallier ce problème. 
En somme, les travaux réalisés dans le cadre de ce doctorat ont démontré que 
l’exploitation des symétries présentes entre les détecteurs d’une caméra TEP peut mener à des 
gains tangibles et significatifs et ce, tant au niveau des méthodes permettant de modéliser le 
système que pour la mise en œuvre des méthodes de reconstruction d’images. Les techniques 
de modélisation 3D précises du système combinées aux méthodes de reconstruction d’images 
proposées dans le présent ouvrage constituent une solution tangible pour permettre d’obtenir 
des images de meilleure qualité pour les applications cliniques. Les résultats obtenus avec les 
matrices plus denses laissent entrevoir de belles perspectives à propos des gains pouvant être 
obtenus par une modélisation plus poussée des phénomènes dans la matrice système. En 
contrepartie, la préservation des symétries impose certaines contraintes au niveau de la 
modélisation du système, soit des contraintes qu'il faudra éventuellement contourner ou 
encore transgresser pour continuer d’améliorer la qualité des images obtenues. La 
modélisation de facteurs comme la portée du positron, le mouvement dans le sujet et la 
position exacte des détecteurs sont autant d'exemples qui méritent que l'on s'y attarde 
davantage, mais qui ont été laissés de côté ici puisqu'ils brisent les symétries de la matrice et 
pour certains, exigent un recalcule de la matrice pour chaque nouvelle acquisition. Pour 
modéliser ces phénomènes, que la voie de recherche empruntée soit l'utilisation de 
simplifications ou encore l'intégration des phénomènes par le calcul au vol de la matrice avant 
chaque reconstruction, tôt ou tard il faudra se réconcilier avec la vitesse de reconstruction si 
l'on vise un jour une application commerciale.  
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ANNEXE A − Théorie complémentaire 
A.1.   Modélisation de la discrimination énergétique en TEP 
Lorsqu'on effectue une simulation Monte Carlo, il peut être avantageux de modéliser 
en une étape de post-traitement la probabilité qu'un photon d'une énergie donnée soit détecté 
ou non comme un événement valide par un détecteur. Ceci permet entre autres de modifier les 
paramètres de la résolution en énergie et des seuils d'acceptation énergétique minimum et 
maximum afin de valider différents scénarios sans pour autant devoir recommencer la 
simulation. La probabilité de détecter un photon peut être modélisée en utilisant une fonction 
gaussienne dont la moyenne correspond à l’énergie E du photon incident et la variance à la 
limite de résolution en énergie du système [TSOUMPAS et coll., 2005] : 
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où la variance de la gaussienne est déterminée selon : 
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et avec Emin et Emax représentant respectivement le seuil d’acceptation d’énergie minimale et 
maximale de l’appareil et RFWHM correspond à la résolution en énergie du système, soit la 
largeur à mis hauteur (« full width half max (FWHM) ») du spectre d’énergie à 511 keV. 
En plus de permettre une plus grande flexibilité de modélisation, la modélisation de la 
probabilité de détection des événements en post-traitement permet aux événements dont 
l’énergie est en deçà du seuil minimum énergétique de tout de même contribuer au calcul 
d'une matrice système, ce qui augmente la statistique utilisée.   
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A.2.   Stratégies pour augmenter les symétries en TEP 
Bien que les symétries réelles d’une caméra soient fixées par le nombre de répétitions 
des blocs de détecteurs dans l’anneau, il peut être avantageux de supposer un plus grand 
nombre de symétries entre les TDR de la caméra. Une erreur de modélisation volontaire est 
alors introduite dans la matrice système ce qui affectera de façon plus ou moins importante la 
qualité de l'image reconstruite selon la nature de l'approximation. Un exemple d'une telle 
approximation est illustré à la Figure A.1 pour la caméra LabPET™ qui est composée de 
modules de détection de quatre cristaux scellés dans un boîtier. Pour cette configuration, 
l’espacement entre les modules est environ égal à la largeur d’un cristal. En supposant la 
présence d’un détecteur « fantôme » entre chaque module, il est possible de supposer une 
symétrie de rotation parfaite entre tous les détecteurs de l’anneau. La nouvelle position 
approximée des détecteurs correspond alors à la grille en pointillée de la Figure A.1. 
L’inclusion d’une erreur géométrique volontaire dans la matrice peut, à première vue, paraître 
contre nature. Néanmoins, une telle approximation peut parfois avoir peu d’impact sur la 
qualité de l’image reconstruite et ainsi permettre d’obtenir des gains intéressants au niveau de 
l’espace mémoire et de la vitesse de calculs de l’algorithme de reconstruction d’images.     
 
Figure A.1 Illustration d’une stratégie permettant d’augmenter artificiellement le nombre de 
symétries en rotation d’un système. La position et la taille des cristaux sont approximées selon la 
grille en pointillée. Un cristal « fantôme » est inséré entre chaque module.  
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Une autre technique permettant d’augmenter artificiellement le nombre de symétries 
d'une caméra consiste à intercaler ou à fusionner des données acquises à différentes positions 
de lit. Cette stratégie est illustrée à la Figure A.2 :  
 
Figure A.2  Vue axiale des plans directs et croisés mesurés par une caméra de 4 anneaux pour (a) une 
position de lit, (b) deux positions de lit avec un pas de déplacement d = 4 anneaux et (c) cinq 
positions de lit avec un pas de déplacement d = 1 anneau.  
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La méthode consiste à choisir un déplacement de lit axial dont la distance correspond à 
1, ½ ou ¼ (ou à une autre fraction entière) de la distance axiale entre deux anneaux de 
détection symétriques. Ces déplacements de lit résultent alors en une correspondance parfaite 
entre certains TDR de la caméra mesurés à différentes positions de lit. Dans l’exemple illustré 
à la Figure A.2, une caméra de 4 anneaux est utilisée pour acquérir des données à 5 positions 
de lit différentes selon un déplacement d égal à la distance entre deux anneaux. En fusionnant 
les données acquises aux différentes positions de lit, un problème de reconstruction d’images 
avec 8 symétries axiales est obtenu. L’acquisition et la fusion de données à plusieurs positions 
de lit avec pas de déplacement relativement petit permettent par ailleurs de couvrir plus 
uniformément le champ de vue axial imagé (Figure A.2-c).      
A.3.   Implantation de l'algorithme de reconstruction itératif basé 
sur une matrice bloc-circulante 
L’utilisation d’une matrice bloc circulante (BC) factorisée dans le domaine de Fourier 
peut permettre de réduire le nombre d’opérations impliquées dans l’étape de projection et de 
rétroprojection des algorithmes itératifs (section 3.2.5). Une accélération optimale de 
l’algorithme n’est toutefois possible que lorsque cette réduction d’opérations s’accompagne 
d’une stratégie adéquate pour optimiser l’implantation de l’algorithme. En ce sens, la méthode 
proposée dans cet ouvrage se démarque de l’art antérieur [HEBERT et coll. 1988] non 
seulement par les nouveaux concepts théoriques présentés à la section 3.2.5, mais également 
par les améliorations apportées à la stratégie d’implantation de l’algorithme.  
Une première amélioration importante de la méthode par rapport à [HEBERT et coll. 
1988] consiste à utiliser une représentation « clairsemée » de la matrice BC complexe ∆s ou ∆d 
qui permet de tirer profit du fait que certaines valeurs de la matrice complexe demeurent 
nulles suite à la conversion de celle-ci dans le domaine de Fourier. L’utilisation de la 
représentation clairsemée de la matrice permet de réduire à la fois l’espace mémoire requis 
pour sauvegarder la matrice complexe et le nombre d’opérations impliquées lors de l’étape de 
projection et de rétroprojection de l’algorithme itératif. Les gains en espace mémoire et en 
calcul ainsi réalisés dépendent alors du nombre de symétries dans la caméra ainsi que du type 
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de factorisation utilisée, soit la factorisation simple (∆s) ou double (∆d). De plus, l’espace 
mémoire et le nombre d’opérations requis par l'algorithme peuvent toutes deux être réduites 
d’un facteur supplémentaire de deux en considérant que la transformée de Fourier d’un 
vecteur de nombres entiers résulte en un vecteur complexe possédant une symétrie miroir 
entre les données [PRESS et coll., 1992]. Les opérations complexes peuvent donc être 
appliquées uniquement sur la première moitié du vecteur complexe.   
Lors de la conversion de la matrice BC dans le domaine de Fourier, un groupe de 
coefficients de la matrice devient non nul dès que l’un des Nθ ou Nφ⋅Nθ pixels symétriques 
d’un groupe a une contribution non nulle à un TDR donné. Puisque la factorisation de la 
matrice BC simple implique un moins grand nombre de pixels dans chaque groupe (Nθ) que la 
matrice BC double (Nφ⋅Nθ), cette dernière résultera en une perte plus importante du nombre de 
valeurs nulles dans la matrice. Néanmoins, certains coefficients de la matrice demeureront 
nuls et cela même pour la matrice BC double. Par exemple, le ie groupe de TDR symétriques 
situé en périphérie du champ de vue ne recevra jamais de contribution du je groupe de pixels 
situé au centre de l’image. Ceci résulte alors en une matrice Dij à l’équation 3.14 ne contenant 
que des valeurs nulles.   
La sauvegarde de la matrice complexe ∆s ou ∆d sous une forme clairsemée repose sur 
l’utilisation de (n⋅m) index utilisés pour adresser les différents vecteurs contenant les Nθ ou 
Nφ Nθ groupes de pixels ou de TDR symétriques, où n et m dépendent ici de la factorisation 
utilisée (équation 3.10 et 3.16). L’espace mémoire requis pour sauvegarder les indexes ne 
constitue qu’une faible fraction de la mémoire totale requise puisqu'il y a un index par groupe 
de (Nθ) ou (Nφ⋅Nθ) coefficients selon le cas. Par ailleurs, l’accès indexé aux différents blocs de 
la matrice peut être réalisé de façon efficace puisque chaque index adresse un vecteur de 
coefficients comparativement à un seul coefficient par index pour les méthodes de 
reconstruction d’images itératives plus traditionnelles [SHEPP et coll., 1982] [SYDON, 
1985]. Par ailleurs, lorsque la factorisation BC simple est utilisée, il est possible de réutiliser 
les mêmes coefficients de la matrice complexe pour les TDR ayant une symétrie axiale. Ceci 
permet de réduire les contraintes d’espace mémoire encore davantage.  
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Pour certains problèmes de reconstruction d’images 3D relativement complexes et/ou 
comportant peu de symétries, les stratégies proposées ci-haut pour réduire les contraintes en 
espace mémoire peuvent ne pas être suffisantes pour permettre de sauvegarder entièrement la 
matrice complexe dans la mémoire RAM d’un ordinateur. L’utilisation de la factorisation BC 
simple (3.13) peut alors s’avérer plus profitable que la factorisation double (3.17) puisqu’elle 
exige moins d’espace mémoire. Afin de limiter encore davantage l'espace mémoire utilisé, il 
est également possible de sauvegarder la matrice système dans le domaine spatiale. La matrice 
BC peut alors être accédée par blocs ou sous-sections qui sont transformés dans le domaine de 
Fourier au vol durant la reconstruction d’images. Bien que cette stratégie implique des calculs 
supplémentaires reliés à la conversion dans le domaine de Fourier, l’algorithme de 
reconstruction d’images résultant peut tout de même s’avérer plus rapide qu’un algorithme 
traditionnel réalisant les calculs dans le domaine spatial. Cette flexibilité d’utiliser la matrice 
système dans le domaine spatial ou de Fourier est illustrée à la Figure A.3 qui résume les 
principales étapes de calculs de l’algorithme. 
L’algorithme de reconstruction d’images peut être accéléré encore davantage en 
optimisant les calculs pour un processeur ou une architecture de calcul donnée. Certains 
processeurs permettent par exemple d’effectuer plusieurs opérations en parallèle en se servant 
d’instructions de type « Single instruction multiple data (SIMD) ». Un exemple d'implantation 
d'un algorithme de reconstruction d'images tirant profit des instructions SIMD est présenté 
dans [HONG et coll., 2006]. Les ordinateurs récents sont par ailleurs composés de plusieurs 
processeurs travaillant en parallèle. Il est donc avantageux que l’algorithme de reconstruction 
d’images puisse tirer profit de la parallélisation possible des calculs. Il s'avère que les 
multiplications matricielles réalisées avec la matrice BC dans le domaine de Fourier peuvent 
être aisément parallélisées puisque les (n⋅m) multiplications avec les vecteurs de taille Nθ ou 
Nφ Nθ peuvent être réalisées de façon indépendante. Le principal goulot d’étranglement 
limitant la vitesse des calculs provient alors habituellement de la vitesse d’accès à la mémoire. 
Il est donc important d’optimiser l’accès mémoire à tous les niveaux (i.e. cache L1 et L2, 
mémoire RAM, disque dur) ce qui est possible en restructurant adéquatement l’algorithme de 
façon à utiliser pleinement la puissance de calcul de tous les processeurs disponibles.  
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 Figure A.3  Schéma bloc des étapes de calcul de l’algorithme itératif MLEM basé sur une matrice 
système BC obtenue par une discrétisation de l’image en coordonnées cylindriques. 
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A.4.   Implantation de l'algorithme de reconstruction par DVS 
basé sur une matrice bloc-circulante 
Différentes stratégies d’implantation peuvent être envisagées pour reconstruire une 
image à partir de la matrice système pseudo-inverse tout dépendamment des besoins et des 
objectifs à rencontrer pour une application et une modalité d’imagerie donnée. Une première 
approche consiste à réaliser la DVS de la matrice système à chaque fois qu’une nouvelle 
mesure doit être reconstruite. Cette méthode est la plus versatile puisqu’elle permet d’intégrer 
de nouvelles informations dans la matrice système avant que celle-ci soit inversée. Les 
diverses étapes de cette procédure sont illustrées à la Figure A.4. Bien que conceptuellement 
intéressante, cette approche offre peu de possibilités au niveau du type d’information pouvant 
être intégré à la matrice système sans pour autant briser les symétries et rendre la stratégie 
d’accélération proposée pour la DVS non applicable. En effet, la plupart des phénomènes 
propres à une acquisition donnée et présentant un certain intérêt à être intégré à la matrice en 
prétraitement (ex.: portée du positron et la diffusion Compton dans l’objet) dépendent de 
l’atténuation dans le sujet, ce qui brise les symétries dans la matrice.      
 Une seconde approche consiste à réaliser la DVS de la matrice système une seule fois 
et de sauvegarder le résultat pour l’étape de reconstruction d’images. En préservant les 
composantes de la DVS (D∆, V∆ et U∆), il est alors possible de régulariser les valeurs 
singulières du vecteur D∆ (équations 3.37-3.40) de façon à optimiser l’équilibre entre le bruit 
et la résolution spatiale de l’image pour une acquisition donnée (Figure A.5). Par exemple, 
une mesure avec une faible statistique nécessitera une régularisation plus sévère afin de 
contrôler le niveau de bruit alors qu’une mesure avec une bonne statistique pourra bénéficier 
d’une régularisation plus relâchée dans le but d’atteindre une meilleure résolution spatiale. Par 
ailleurs, le fait de réaliser la reconstruction d’images selon (3.33) ou (3.34) à partir des 
composantes de la DVS et avec une version tronquée du spectre de valeurs singulières peut 
permettre de réduire significativement le nombre de calculs impliqués par rapport à 
l’utilisation de la matrice pseudo-inverse. En effet, lorsque le spectre de valeurs singulières est 
tronqué selon (3.37) ou (3.38), uniquement les valeurs singulières non tronquées dans D∆ et 
les vecteurs singuliers correspondants (V∆ et U∆) sont utilisés lors de la reconstruction.    
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Une troisième approche consiste à utiliser la matrice pseudo-inverse pré-calculée, soit 
∆s+ ou ∆d+, en remplacement des composantes de la DVS pour l’étape de reconstruction 
d’images (Figure A.6). Un avantage d’utiliser la matrice pseudo-inverse pour reconstruire 
l’image provient de la possibilité de calculer indépendamment chaque groupe de Nθ (3.33) ou 
Nφ Nθ (3.34) pixels symétriques. Une telle flexibilité peut notamment être utile dans le 
contexte où l’algorithme doit servir à reconstruire une image en temps réel durant la prise de 
mesure. La procédure de reconstruction d’images peut alors être accélérée en ne rafraîchissant 
que les pixels visibles à l’écran. Dans ce cas, bien que l’image soit produite pour un nombre 
limité de pixels, l’algorithme par DVS continue d’utiliser l’ensemble des projections 3D pour 
estimer la valeur de chacun de ces pixels. Un inconvénient de cette approche est que la 
matrice pseudo-inverse doit être recalculée lorsque l’utilisateur souhaite modifier le spectre 
des valeurs singulières pour contrôler le niveau de bruit sur l’image.  
Peu importe l’approche utilisée pour reconstruire l’image, un aspect très contraignant 
de la méthode basée sur la DVS provient de la dimension importante de la matrice pseudo-
inverse et des composantes de la DVS. Bien que la factorisation en (3.31) puisse permettre 
une réduction significative de la taille de la matrice par rapport aux méthodes antérieures, soit 
d’un facteur équivalent au nombre total de symétries dans le système, la matrice ∆+ ou encore 
les matrices U∆ et V∆ peuvent tout de même être trop volumineuses pour être entièrement 
sauvegardées dans la mémoire RAM d’un ordinateur. Une solution à ce problème consiste à 
distribuer les Nθ ou les Nφ Nθ opérations vectorielles indépendantes réalisées en (3.33) ou en 
(3.34) sur plusieurs ordinateurs ou têtes de calcul afin de diviser la charge mémoire et du 
même coup, accélérer davantage l’algorithme.  
Une autre considération concerne plus particulièrement la factorisation de la matrice 
BC double (équation 3.34). Tel que mentionné à la section 3.2, selon la stratégie utilisée pour 
éviter que l’extension du vecteur projection provoque des artefacts dans l’image reconstruite, 
il peut être nécessaire de recourir à une méthode de reconstruction d’images conjointes pour 
fournir une estimation des données manquantes du vecteur projection. Or, dans un contexte 
d’utilisation normale, il peut sembler vain d’utiliser un tiers algorithme pour fournir une 
première estimation de l’image dont se sert l’algorithme par DVS pour produire une seconde 
estimation de l’image. Néanmoins, cette collaboration peut être profitable si nous prenons en 
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considération le fait que l’estimée de l’image dont se sert l’algorithme par DVS n’a pas besoin 
d’être très précise alors que l’image produite par l’algorithme par DVS a une bonne résolution 
spatiale. En ce sens, un algorithme itératif effectuant une seule itération peut fournir 
rapidement une estimation de l’image dont se sert ensuite l’algorithme par DVS pour générer 
l’image finale. Le temps de calcul global peut alors être inférieur au temps de calcul requis par 
l’algorithme itératif pour produire une image de résolution spatiale équivalente.  
Un champ d’application potentiellement prometteur pour ce genre de collaboration 
entre algorithmes est la reconstruction en temps réel de l’image durant la prise de mesure. 
Sous cette condition, une estimation des trajectoires manquantes du vecteur projection 
pourrait potentiellement n’être requise qu’au début de la prise de mesure ou encore de façon 
sporadique. L’algorithme par DVS pourrait alors, pour ainsi dire, voler de ces propres ailes en 
réalisant lui-même ces propres estimations des trajectoires manquantes à partir de la dernière 
image générée. Ceci n’est cependant qu’une hypothèse et ce concept n’a pas été vérifié. 
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 Figure A.4  Schéma bloc des étapes de calcul de l’algorithme par DVS d’une matrice système BC 
obtenue par une discrétisation de l’image en coordonnées cylindriques. Version où la DVS de la 
matrice est réalisée pour chaque nouvel objet à reconstruire. 
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 Figure A.5  Schéma bloc des étapes de calcul de l’algorithme par DVS d’une matrice système BC 
obtenue par une discrétisation de l’image en coordonnées cylindriques. Version où la DVS de la 
matrice est réalisée une seule fois comme une étape préliminaire et les composantes de la DVS 
sont utilisées pour la reconstruction. 
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 Figure A.6  Schéma bloc des étapes de calcul de l’algorithme par DVS d’une matrice système BC 
obtenue par une discrétisation de l’image en coordonnées cylindriques. Version où la DVS de la 
matrice est réalisée une seule fois comme une étape préliminaire et la matrice pseudo-inverse est 
utilisée pour la reconstruction. 
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ANNEXE B − Architecture des scanners TEP 
B.1.   Scanner TEP animal de Sherbrooke 
La caméra TEP animale de Sherbrooke est l’une des premières caméras TEP à 
proposer des détecteurs basés sur des photodiodes à avalanche (PDA) [LECOMTE et coll., 
1996]. L’utilisation de photodétecteurs de type PDA permet un couplage individuel entre 
chaque cristal et photodétecteur. Contrairement aux caméras TEP basées sur des tubes 
photomultiplicateur (TPM) couplés à une matrice de cristaux, le couplage individuel de 
chaque cristal avec une PDA permet d’avoir une voie indépendante pour chaque détecteur, ce 
qui rend l’erreur de positionnement du photon dans le détecteur ( incA .det ), selon l’équation 
1.10, virtuellement inexistante [MARTEL, 1989] [LECOMTE et coll., 1994].     
Un module de détection est composé de deux cristaux BGO de taille 5 mm × 3 mm × 
20 mm (i.e. hauteur × largeur  × longueur) superposés axialement et scellés dans un boîtier de 
Kovar. Chaque cristal est couplé individuellement à une PDA. Par ailleurs, la face arrière de 
chaque cristal est tronquée afin d’améliorer le couplage entre le cristal et la PDA. La 
géométrie détaillée du module est présentée dans [LECOMTE et coll., 1991].  
Un anneau de détection est composé de 256 modules disposés uniformément le long de 
l’anneau. Un seul module est utilisé axialement. La caméra est donc composée de 2 anneaux 
de 256 cristaux ayant une symétrie en rotation parfaite entre eux, menant à 256 symétries en 
rotation dans le plan et à 2 symétries en translation axiales. Un modèle géométrique de cette 
caméra et d’un module de détection réalisé avec le simulateur GATE [GATE, 2004] est 
illustré à la Figure B.1. 
Une version de 16 anneaux de la caméra TEP animale de Sherbrooke a également été 
modélisée avec le simulateur GATE afin de valider la performance de certains algorithmes de 
reconstruction d’images pour des systèmes possédant plusieurs symétries axiales. Néanmoins, 
ce modèle a servi exclusivement à mesurer la vitesse des algorithmes de reconstruction 
d’images et non pas à évaluer la qualité des images reconstruites. 
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 Figure B.1  Modèle géométrique de la caméra TEP animale de Sherbrooke réalisée pour la simulation 
MC avec GATE.   
B.2.   Scanner LabPET™ 
La caméra LabPET est un scanner TEP à haute résolution spatiale pour petits 
animaux, basé sur des détecteurs à PDA et dont l’architecture de traitement du signal est 
complètement digitale [BERGERON et coll., 2008 et 2009] [FONTAINE et coll., 2005]. Cette 
caméra est composée de cristaux LGSO et LYSO de taille 2 mm × 2 mm (i.e. hauteur × 
largeur) et ayant respectivement une longueur de 12 mm et 14 mm. Un cristal de type LGSO 
et de type LYSO se partage une même PDA. Ce couplage de deux types de cristaux sur une 
même PDA permet d'augmenter la résolution spatiale axiale de l'appareil sans pour autant 
augmenter le nombre de voies électroniques à traiter. En contrepartie, ceci implique 
l'utilisation de méthodes de discrimination de cristaux afin de déduire sur quel cristal s'est 
produit chaque événement [MICHAUD, 2005].   
Chaque pair de cristaux LGSO/LYSO sont juxtaposés à quatre autres paires de cristaux 
pour ainsi former un bloc de 2 × 4 cristaux scellé dans un boîtier de kovar. Chaque bloc est 
répété 48 fois dans le plan pour former un anneau de 192 détecteurs. Ceci mène donc à 48 
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symétries en rotation présentent dans l’anneau. La caméra LabPET est vendu sous trois 
configurations différentes, soit pour un champ axial d'environ 4, 8 et 12 cm ce qui vaut 
l’appellation LabPET 4, LabPET 8 et LabPET 12 pour les différentes configurations. Selon la 
version utilisée, la caméra est composée de 16, 32 ou 48 détecteurs axialement. Il importe de 
préciser ici que les blocs de détecteurs successifs ont été positionnés axialement de façon à 
obtenir une rotation d’un demi-détecteur entre deux anneaux successifs. Cette stratégie permet 
d’améliorer l’uniformité de couverture des différentes lignes de réponse de l’appareil. En 
contrepartie, ceci fait en sorte qu’une symétrie axiale n’est présente qu’à tous les 4 cristaux, 
menant respectivement à 4, 8 et 12 symétries axiales pour les différentes configurations du 
LabPET. Un modèle géométrique de la caméra LabPET 4 et d’un module de détection 
réalisé avec le simulateur GATE [GATE, 2004] est illustré à la Figure B.2. 
 
Figure B.2  Modèle géométrique de la caméra LabPET dans sa version 16 anneaux réalisée pour la 
simulation MC avec GATE. Les cristaux de type LGSO sont illustrés en bleu alors que les 
cristaux LYSO sont illustrés en rouge. 
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ANNEXE C − Résultats complémentaires 
C.1.   Modélisation de la matrice système 
Cette annexe contient des résultats complémentaires associés aux expérimentations 
réalisées à la section 5.1 sur la modélisation de matrices systèmes. Les résultats sont 
simplement reportés ici, l'analyse et la discussion de ceux-ci sont réalisés lors de la 
présentation des résultats (chapitre 5) ou encore dans le cadre de la discussion des résultats 
(chapitre 6). 
C.1.1.     Comparaison de la fonction de PDS 
Les résultats présentés dans cette section sont reliés à la section 5.1.1. 
 
Figure C.1 Fonctions de PDS obtenues à partir de la même simulation Monte Carlo mais en choisissant 
différents critères au niveau de la discrimination des événements triples et du seuil d'acceptation 
minimal en énergie. L'amplitude des PDS a été normalisée de façon à avoir la même aire sous la 
courbe pour fin de comparaison. 
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 Figure C.2 Agrandissement de la Figure C.1 afin d'illustrer les différences au niveau de la portion de la 
PDS allant au-delà des frontières du détecteur (i.e. -2.0 à 2.0 mm). 
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C.1.2.     Comparaison de la fonction de PDC 
Les résultats présentés dans cette section sont reliés à la section 5.1.2. 
 
Figure C.3 Profiles linéaires dans l'axe axial des PDC obtenues pour un tube de réponse passant par le 
centre du champ de vue du scanner (i.e. détecteurs 0 et 96). La PDC est illustrée pour le modèle 
analytique ainsi que pour le modèle hybride et MC indirecte avec ou sans triples. 
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C.1.3.     Comparaison des coefficients de la matrice 
Les résultats présentés dans cette section sont reliés à la section 5.1.3. 
TABLEAU C.1 – ESPACE MÉMOIRE OCCUPÉE PAR LA MATRICE SYSTÈME DU 
SCANNER LABPET 4 CM, RÉSOLUTION = 0,5 × 0,5 × 0,6 mm3, FOV = 46 MM  
Modèle Espace disque  (MB) 
Rapport vs modèle 
analytique 
    Linéaire 3,81 0,024 
    Gaussien 160 0,99 
    Analytique 161 1,00 
    Hybride 182 1,13 
    Hybride+ 582 3,61 
    MC indirect 1279 7,94 
    MC indirect+ 2053 12,75 
 
TABLEAU C.2 – ESPACE MÉMOIRE OCCUPÉE PAR LA MATRICE SYSTÈME DU 
SCANNER LABPET 4 CM, RÉSOLUTION = 0,25 × 0,25 × 0,6 mm3, FOV = 46 MM  
Modèle Espace disque  (MB) 
Rapport vs modèle 
analytique 
    Linéaire 9,74 0,02 
    Gaussien 436 0,97 
    Analytique 448 1,00 
    Hybride 501 1,11 
    Hybride+ 1646 3,67 
    MC indirect 3646 8,13 
    MC indirect+ 5851 13,06 
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C.1.4.     Bruit sur l'image versus le nombre d'itérations 
Les résultats présentés dans cette section sont reliés à la section 5.1.4 - étude 1. 
 
TABLEAU C.3 – CARACTÉRISTIQUES DE L'ACQUISITION DE LA MIRE UNIFORME 
  Caméra LabPET 4 cm, Sherbrooke 
  Sujet Mire uniforme (d = 23 mm) 
  Radiotraceur FDG (F-18) 
  Activité (MBq) 10,2 
  Temps d'acquisition (hh:mm:ss) 00:05:00 
  Échantillonnage Simple 
  Nb de positions de lit 1 
      
  
Figure C.4  Courbes de variation standard du bruit dans une région d'intérêt de la mire cylindrique en 
fonction du nombre d'itérations pour les différents modèles de matrice système. Les courbes ont 
été normalisées en fonction du nombre de compte moyen dans la région d'intérêt. 
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Figure C.5  Courbes de variation standard du bruit dans une région d'intérêt de la mire cylindrique en 
fonction du nombre d'itérations pour le modèle 3D analytique, 3D linéaire et 2D analytique. Les 
courbes ont été normalisées en fonction du nombre de compte moyen dans la région d'intérêt. 
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C.1.5.     Test d'uniformité et présence d'artefacts 
Les résultats présentés dans cette section sont reliés à la section 5.1.4 - Étude 2. 
TABLEAU C.4 – CHARACTÉRISTIQUES DE L'ACQUISITION DE LA MIRE UNIFORME 
(D = 23 mm) 
  Scanner LabPET 4 cm, Sherbrooke 
  Sujet Mire uniforme (d = 23 mm) 
  Radiotraceur FDG (F-18) 
  Activité (MBq) 10,2 
  Temps d'acquisition (hh:mm:ss) 00:05:00 
  Échantillonnage Simple 
  Nb de positions de lit 1 
 
TABLEAU C.5 – CHARACTÉRISTIQUES DE L'ACQUISITION DE LA MIRE UNIFORME 
(D = 76 mm) 
  Scanner LabPET 8 cm, Sherbrooke 
  Sujet Mire uniforme (d = 76 mm) 
  Radiotraceur FDG (F-18) 
  Activité (MBq) 20,3 
  Temps d'acquisition (hh:mm:ss) 00:30:00 
  Échantillonnage Simple 
  Nb de positions de lit 1 
 
 
           Transverse                Coronale                     Sagittale 
(a) 3D linéaire 
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(b) 3D Gaussien 
     
(c) 3D analytique  
     
(d) 3D hybride 
     
(e) 3D hybride+ 
     
(f) 3D MC indirect 
     
(g) 3D MC indirect+ 
     
Figure C.6  Mire cylindrique uniforme de 26 mm de diamètre acquise avec le scanner LabPET 4 cm et 
reconstruite avec différentes matrices systèmes. Les vues transverses, coronales et sagittales sont 
illustrées pour la matrice basée sur le modèle a) linéaire, b) Gaussien, c) analytique, d) hybride 
sans triples, e) hybride avec triples, f) MC indirect sans triples et g) MC indirect avec triples.    
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           Transverse                Coronale                     Sagittale 
(a) 3D Gaussien 
   
(b) 3D analytique 
   
(c) 3D hybride 
   
(d) 3D hybride+ 
   
(e) 3D MC indirect 
   
Figure C.7  Mire cylindrique uniforme de 76 mm de diamètre mesurée avec le scanner LabPET 8 cm et 
reconstruite avec différentes matrices systèmes en utilisant un champ de vue de 80 mm. Les 
vues transverses, coronales et sagittales sont illustrées pour la matrice basée sur le modèle a) 
Gaussien, b) analytique, c) hybride sans triples, d) hybride avec triples et e) MC indirect sans 
triples.  
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(a) 3D Gaussien 
 
(b) 3D analytique 
 
(c) 3D hybride 
 
(d) 3D hybride+ 
 
(e) 3D MC indirect 
 
(f) 3D MC indirect+ 
 
Figure C.8  Projection (somme) de tous les plans axiaux pour une image d'une mire cylindrique 
uniforme de 26 mm de diamètre mesurée avec le scanner LabPET 4 cm et reconstruite avec 
différentes matrices systèmes en utilisant un champ de vue de 46 mm. Les images sont illustrées 
pour une matrice basée sur le modèle a) Gaussien, b) analytique, c) hybride sans triples, d) 
hybride avec triples et e) MC indirecte sans triples. 
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 (a) 3D Gaussien 
 
(b) 3D analytique 
 
(c) 3D hybride 
 
(d) 3D hybride+ 
 
(e) 3D MC indirecte 
 
 
Figure C.9  Projection (somme) de tous les plans axiaux pour une image d'une mire cylindrique 
uniforme de 76 mm de diamètre mesurée avec le scanner LabPET 8 cm et reconstruite avec 
différentes matrices systèmes en utilisant un champ de vue de 80 mm. Les images sont illustrées 
pour une matrice basée sur le modèle a) Gaussien, b) analytique, c) hybride sans triples, d) 
hybride avec triples et e) MC indirect sans triples. 
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C.1.6.     Résolution spatiale: capillaires 
Les résultats présentés dans cette section sont reliés à la section 5.1.4 - Étude 3. 
TABLEAU C.6 – CARACTÉRISTIQUES DE L'ACQUISITION DES CAPILLAIRES 
  Scanner LabPET 8 cm, Sherbrooke 
  Sujet Capillaires (d = 0.5 mm) 
  Radiotraceur FDG (F-18) 
  Activité (MBq) 3,2 
  Temps d'acquisition (hh:mm:ss) 00:20:00 
  Échantillonnage Simple 
  Nb de positions de lit 1 
 
 
Figure C.10 Exemple d'une mesure de profile linéaire réalisé sur une image reconstruite d'un capillaire. 
Les mesure de largeur à mis hauteur ("Full Width Half Max (FWHM)") de la fonction est 
illustrée. 
 198 
 Figure C.11 Mesure de résolution spatiale FWHM réalisée sur un capillaire dans le plan transverse et 
pour une position à 32 mm du centre du champ de vue. 
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Figure C.12 Mesure de résolution spatiale FWHM réalisée sur un capillaire dans le plan transverse et 
pour une position à 32 mm du centre du champ de vue. Les résultats pour la matrice 3D 
analytique est illustrée pour une matrice en basse et en haute résolution ainsi que pour une 
matrice 2D en basse résolution. 
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            Transverse                Coronale                     Sagittale 
(a) 3D Gaussien 
   
(b) 3D analytique 
   
(c) 3D hybride 
   
(d) 3D hybride+ 
   
(e) 3D MC indirect 
   
2D analytique 
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Figure C.13  Vues transverse, coronale et sagittale de l'image de capillaires reconstruite en basse 
résolution (i.e. pixel de 0,5 × 0,5 × 0,6 mm3) avec une matrice système calculée à partir du 
modèle: (a) Gaussien, (b) 3D analytique, (c) 3D hybride sans triples, (d) 3D hybride avec triples, 
(e) 3D MC indirect sans triples et (f) 2D analytique. 
C.1.7.     Résolution spatiale: mire Derenzo à points chauds 
Les résultats présentés dans cette section sont reliés à la section 5.1.4 - étude 3. 
TABLEAU C.7 – CARACTÉRISTIQUES DE L'ACQUISITION DE LA MIRE MICRO 
DERENZO A POINTS CHAUDS 
  Scanner LabPET 4 cm, Sherbrooke 
  Sujet Mire micro derenzo à point 
chaud (d = 30 mm) 
  Radiotraceur FDG (F-18) 
  Activité (MBq) 1.1 
  Temps d'acquisition (hh:mm:ss) 01:00:00 
  Échantillonnage Double 
  Nb de positions de lit 1 
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(a) 3D Gaussien 
 
(b) 3D analytique 
 
(c) 3D hybride 
 
(d) 3D hybride+ 
 
(e) 3D MC indirect 
 
(f) 3D MC indirect+ 
 
(g) 2D analytique 
  
 
Figure C.14 Vues transverse, coronale et sagittale de l'image de mire Derenzo à points chauds 
reconstruite en haute résolution (i.e. pixel de 0,25 × 0,25 × 0,6 mm3) avec une matrice système 
calculée à partir du modèle: (a) Gaussien, (b) 3D analytique, (c) 3D hybride sans triples, (d) 3D 
hybride avec triples, (e) 3D MC indirect sans triples, (f) 3D MC indirect avec triples et (g) 2D 
analytique. 
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(a) 3D Gaussien 
 
(b) 3D analytique 
 
(c) 3D hybride 
 
(d) 3D hybride+ 
 
(e) 3D MC indirect 
 
(f) 3D MC indirect+ 
 
(g) 2D analytique 
  
 
Figure C.15  Profiles linéaires mesurés sur l'image de la mire Derenzo à points chauds le long de l'axe 
illustré par les flèches à la Figure C.14-a. La mesure a été répétée pour le cas où la matrice 
provient du modèle: (a) Gaussien, (b) 3D analytique, (c) 3D hybride sans triples, (d) 3D hybride 
avec triples, (e) 3D MC indirect sans triples, (f) 3D MC indirect avec triples et (g) 2D 
analytique. 
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C.1.8.     Résolution spatiale: mire Derenzo à points froids 
Les résultats présentés dans cette section sont reliés à la section 5.1.4 - étude 3 
TABLEAU C.8 – CARACTÉRISTIQUES DE L'ACQUISITION DE LA MIRE DELUXE 
DERENZO A POINTS FROIDS 
  Scanner LabPET 4 cm, Sherbrooke 
  Sujet Mire deluxe derenzo à point 
froid (d = 48 mm) 
  Radiotraceur FDG (F-18) 
  Activité (MBq) 4,5 
  Temps d'acquisition (hh:mm:ss) 01:00:00 
  Échantillonnage Double 
  Nb de positions de lit 1 
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(a) 3D Gaussien 
 
(b) 3D analytique 
 
(c) 3D hybride 
 
(d) 3D hybride+ 
 
(e) 3D MC indirect 
 
(f) 3D MC indirect+ 
 
Figure C.16  Vues transverse, coronale et sagittale de l'image de mire Derenzo à points froids 
reconstruite en haute résolution (i.e. pixel de 0,25 × 0,25 × 0,6 mm3) avec une matrice système 
calculée à partir du modèle: (a) Gaussien, (b) 3D analytique, (c) 3D hybride sans triples, (d) 3D 
hybride avec triples, (e) 3D MC indirect sans triples, (f) 3D MC indirect avec triples et (g) 2D 
analytique.  Le nombre d'itérations a été choisi de façon conservatrice afin de maintenir le bruit 
sur l'image à un taux acceptable. 
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(a) 3D Gaussien 
 
(b) 3D analytique 
 
(c) 3D hybride 
 
(d) 3D hybride+ 
 
(e) 3D MC indirect 
 
(f) 3D MC indirect+ 
 
Figure C.17  Vues transverse, coronale et sagittale de l'image de mire Derenzo à points froids 
reconstruite en haute résolution (i.e. pixel de 0,25 × 0,25 × 0,6 mm3) avec une matrice système 
calculée à partir du modèle: (a) Gaussien, (b) 3D analytique, (c) 3D hybride sans triples, (d) 3D 
hybride avec triples, (e) 3D MC indirect sans triples, (f) 3D MC indirect avec triples et (g) 2D 
analytique.  Le nombre d'itérations a été doublé par rapport à l'expérimentation de la Figure C.16 
afin de mieux recouvrir les petites structures. 
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(a) 3D Gaussien 
 
(b) 3D analytique 
 
(c) 3D hybride 
 
(d) 3D hybride+ 
 
(e) 3D MC indirect 
 
(f) 3D MC indirect+ 
 
Figure C.18  Profiles linéaires mesurés sur l'image de la mire Derenzo à points froids le long de l'axe 
illustré par les flèches à la Figure C.16-a. La mesure a été répétée pour le cas où la matrice 
provient du modèle: (a) Gaussien, (b) 3D analytique, (c) 3D hybride sans triples, (d) 3D hybride 
avec triples, (e) 3D MC indirect sans triples, (f) 3D MC indirect avec triples et (g) 2D 
analytique. 
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C.1.9.     Coefficients de recouvrement: mire NEMA 
Les résultats présentés dans cette section sont reliés à la section 5.1.4 - étude 4. 
TABLEAU C.9 – CARACTÉRISTIQUES DE L'ACQUISITION DE LA MIRE NEMA 
  Scanner LabPET 4 cm, Sherbrooke 
  Sujet Mire NEMA 
  Radiotraceur FDG (F-18) 
  Activité (MBq) 3,1 
  Temps d'acquisition (hh:mm:ss) 00:40:00 
  Échantillonnage Simple 
  Nb de positions de lit 1 
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           Transverse                Coronale                     Sagittale 
(a) 3D linéaire 
   
(b) 3D Gaussien 
   
(c) 3D analytique  
   
(d) 3D hybride  
   
 210 
(e) 3D hybride+  
   
(f) 3D MC indirect  
   
(g) 3D MC indirect+  
   
 
Figure C.19  Mire NEMA mesurée avec le scanner LabPET 8 cm et reconstruite avec différentes 
matrices systèmes en utilisant un champ de vue de 46 mm. Les vues transverses, coronales et 
sagittales sont illustrées pour la matrice basée sur le modèle a) linéaire, b) Gaussien, c) 
analytique, d) hybride sans triples, e) hybride avec triples, f) MC indirect sans triples et g) MC 
indirect avec triples.    
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 Figure C.20  Mesure de coefficients de recouvrement réalisée sur les images reconstruites de la mire 
NEMA (Figure C.19) pour la tige de 1 mm de diamètre. La mesure est illustrée en fonction du 
nombre d'itérations réalisées par l'algorithme de reconstruction. 
 
Figure C.21  Mesure de coefficients de recouvrement réalisée sur les images reconstruites de la mire 
NEMA (Figure C.19) pour la tige de 2 mm de diamètre. La mesure est illustrée en fonction du 
nombre d'itérations réalisées par l'algorithme de reconstruction. 
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 Figure C.22 Mesure de coefficients de recouvrement réalisée sur les images reconstruites de la mire 
NEMA (Figure C.19) pour la tige de 3 mm de diamètre. La mesure est illustrée en fonction du 
nombre d'itérations réalisées par l'algorithme de reconstruction. 
 
Figure C.23 Mesure de coefficients de recouvrement réalisée sur les images reconstruites de la mire 
NEMA (Figure C.19) pour la tige de 4 mm de diamètre. La mesure est illustrée en fonction du 
nombre d'itérations réalisées par l'algorithme de reconstruction. 
 
 213 
 Figure C.24 Mesure de coefficients de recouvrement réalisée sur les images reconstruites de la mire 
NEMA (Figure C.19) pour la tige de 5 mm de diamètre. La mesure est illustrée en fonction du 
nombre d'itérations réalisées par l'algorithme de reconstruction. 
C.1.10.   Étude préclinique: cerveau de rat 
Les résultats présentés dans cette section sont reliés à la section 5.1.4 - étude 5. 
TABLEAU C.10 – CARACTÉRISTIQUES DE L'ACQUISITION DU CERVEAU D'UN RAT 
  Scanner LabPET 4 cm, Sherbrooke 
  Sujet Rat 426 g 
  Radiotraceur FDG (F-18) 
  Activité (MBq) 1,2 
  Temps d'acquisition (hh:mm:ss) 01:00:00 
  Échantillonnage Double 
  Nb de positions de lit 1 
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Figure C.25 Vue transverse de l'image d'une mesure de cerveau de rat reconstruite avec une matrice 
calculée à partir du modèle 3D analytique. L'image est illustrée à différente phase du processus 
de reconstruction soit selon le nombre d'itérations MLEM réalisées.  
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260 280 300 320 
340 360 380 400 
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Figure C.26  Vue transverse de l'image d'une mesure de cerveau de rat reconstruite avec une matrice 
calculée à partir du modèle 3D MC indirect+. L'image est illustrée à différente phase du 
processus de reconstruction soit selon le nombre d'itérations MLEM réalisées. 
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180 200 220 240 
260 280 300 320 
340 360 380 400 
 216 
 
 
 
(a) 3D Gaussien 
 
(b) 3D analytique 
 
(c) 3D hybride 
 
(d) 3D hybride+ 
 
(e) 3D MC indirect 
 
(f) 3D MC indirect+ 
 
(g) 2D analytique 
  
 
Figure C.27  Vue transverse de l'image d'une mesure de cerveau de rat reconstruite avec une matrice 
calculée à partir du modèle: a) 3D Gaussien, b) 3D analytique, c) 3D hybride, d) 3D hybride+, e) 
3D MC indirect, f) 3D MC indirect+ et g) 2D analytique. La flèche à l'image (f) indique un objet 
n'apparaissant pas sur toutes les images. 
 217 
C.1.11.   Étude préclinique: souris corps entier 
Les résultats présentés dans cette section sont reliés à la section 5.1.4 - étude 5. 
TABLEAU C.11 – CARACTÉRISTIQUES DE L'ACQUISITION D'UNE SOURIS CORPS 
ENTIER 
  Scanner LabPET 4 cm, Sherbrooke 
  Sujet Souris 30 g 
  Radiotraceur FDG (F-18) 
  Activité (MBq) 9,8 
  Temps d'acquisition (hh:mm:ss) 01:00:00 
  Échantillonnage Double 
  Nb de positions de lit 5 
      
 
(a) 3D Gaussien 
 
(b) 3D analytique 
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(c) 3D hybride 
 
(d) 3D hybride+ 
 
(e) 3D MC indirect 
 
(g) 2D analytique 
Figure C.28  Vue transverse et sagittale de l'image d'une mesure d'une souris corps entier reconstruite 
avec une matrice calculée à partir du modèle: a) 3D Gaussien, b) 3D analytique, c) 3D hybride, 
d) 3D hybride+, e) 3D MC indirect et f) 2D analytique.  
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(a) 3D Gaussien 
 
(b) 3D analytique 
 
(c) 3D hybride 
 
(d) 3D hybride+ 
 
(e) 3D MC indirect 
 
(f) 2D analytique 
Figure C.29  Capture d'écran d'une vidéo créée à partir de l'image obtenue d'une souris corps entier 
reconstruite avec une matrice calculée à partir du modèle: a) 3D Gaussien, b) 3D analytique, c) 
3D hybride, d) 3D hybride+, e) 3D MC indirect et f) 2D analytique. 
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C.1.12.   Étude préclinique: cœur de souris 
Les résultats présentés dans cette section sont reliés à la section 5.1.4 - Étude 5.  
TABLEAU C.12 – CARACTÉRISTIQUES DE L'ACQUISITION EN SEGMENT 
CARDIAQUE DU COEUR D'UNE SOURIS 
  Scanner LabPET 4 cm, Sherbrooke 
  Sujet Souris 25 g 
  Radiotraceur FDG (F-18) 
  Activité (MBq) 1,9 
  Temps d'acquisition (hh:mm:ss) 00:30:00 
  Échantillonnage Simple 
     
 
(a) 3D Gaussien 
 
(b) 3D analytique 
 
(c) 3D hybride 
 
(d) 3D hybride+ 
 
(e) 3D MC indirect 
 
(f) 3D MC indirect+ 
Figure C.30  Vue transverse de l'image d'une mesure du cœur d'une souris avec une matrice calculée à 
partir du modèle: a) 3D Gaussien, b) 3D analytique, c) 3D hybride, d) 3D hybride+, e) 3D MC 
indirect et f) 3D MC indirect+. La mesure a été séparée en 8 intervalles représentant les cycles 
cardiaques du cœur. Uniquement un intervalle est illustrée sur la figure.  
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C.2.   Méthodes de reconstruction d'images itératives 
Cette annexe contient des résultats complémentaires associés aux expérimentations 
réalisées à la section 5.2 sur les méthodes de reconstruction d'images itératives. Les résultats 
sont simplement reportés ici, l'analyse et la discussion de ceux-ci sont réalisés lors de la 
présentation des résultats (chapitre 5) ou encore dans le cadre de la discussion (chapitre 6). 
C.2.1.   Qualité de l'image en coordonnées cylindriques versus cartésiennes 
Les résultats présentés dans cette section sont reliés à la section 5.2.4 - Étude 1. 
 
           Transverse                Coronale                     Sagittale 
(a) Matrice 
cartésienne 
(échelle 0 : 500) 
  
(b) Matrice 
cylindrique 
(échelle 0 : 500) 
 
(c) Différence 
(échelle -500 : 
+500) 
 
Figure C.31  Cerveau de rat reconstruit avec une matrice système basée sur le modèle linéaire et 
l'algorithme MLEM (60 itérations) et ce, pour une image a) en coordonnées cartésiennes, b) en 
coordonnées cylindriques et c) la différence entre les deux images.    
 
 222 
            Transverse                Coronale                     Sagittale 
(a) Matrice 
cartésienne 
(échelle 0 : 400) 
   
(b) Matrice 
cylindrique 
(échelle 0 : 400) 
   
(c) Différence 
(échelle -40 : +40) 
   
Figure C.32  Cerveau de rat reconstruit avec une matrice système basée sur le modèle analytique et 
l'algorithme MLEM (100 itérations) et ce, pour une image a) en coordonnées cartésiennes, b) en 
coordonnées cylindriques et c) la différence entre les deux images.    
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C.2.2.   Comparaison de la vitesse des algorithmes 
Les résultats présentés dans cette section sont reliés à la section 5.2.4 - Étude 2. 
TABLEAU C.13 – COMPARAISON DE LA TAILLE DE LA MATRICE ET DU TEMPS DE 
CALCUL POUR DIVERSES IMPLANTATION DE L'ALGORITHME MLEM             
(LABPET 4 CM, MODÈLE ANALYTIQUE, FOV = 46 mm)  
Méthodes 
Dimension de la 
matrice (MB) 
Temps de calcul par 
itération (sec)1 
(1 coeur | 4 coeur) 
Gain versus matrice 
cartésienne 
(1 coeur | 4 coeur) 
 Matrice cartésienne (DA = 15) 1846 1,69 | 1,167 0,69 | 0,36 
 Matrice cylindrique (DA = 15) 162 | 243 1,17 | 0,42 1,0 | 1,0 
 Matrice BC simple (DA = 15) 1425 0,50 | 0,25 2,34 | 1,68 
 Matrice BC double (DA = 15) 5526 1,31 | 1,03 0,89 | 0,41 
    1Intel Core i7 2.93 GHz quadruple-cœur, 16 GB de RAM à 1333 MHz, 8 MB cache L2.  
 
C.2.3.   Impact de la densité de la matrice système 
Les résultats présentés dans cette section sont reliés à la section 5.2.4 - Étude 3. 
TABLEAU C.14 – COMPARAISON DE LA TAILLE DE LA MATRICE ET DU TEMPS DE 
CALCUL POUR DIVERSES IMPLANTATION DE L'ALGORITHME MLEM             
(LABPET 4 CM, MODÈLE MC INDIRECTE+, FOV = 46 mm) 
Méthodes 
Dimension de la 
matrice (MB) 
Temps de calcul par 
itération (sec)1 
(1 coeur | 4 coeur) 
Gain versus matrice 
cylindrique 
(1 coeur | 4 coeur) 
 Matrice cylindrique (DA = 7) 991 | 1486 7,45 | 2,33  1,00 | 1,00 
 Matrice BC simple (DA = 7) 2012 1,05 | 0,475  7,09 | 4,91 
 Matrice BC double (DA = 7) 6252 2,82 | 2,47  2,64 | 0,94 
 Matrice cylindrique (DA = 15) 2008 | 3012 11,8 | 3,9 1,00 | 1,00 
 Matrice BC simple (DA = 15) 4469 1,72 |  0,90 6,86 | 2,59 
 Matrice BC double (DA = 15) 11835 2,87 | 2,50  4,11 | 1,56 
    1Intel Core i7 2.93 GHz quadruple-cœur, 16 GB de RAM à 1333 MHz, 8 MB cache L2.  
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C.2.4.   Stratégie d'augmentation des symétries en rotation du LabPET 
Les résultats présentés dans cette section sont reliés à la section 5.2.4 - Étude 4. 
 
           Transverse                Coronale                     Sagittale 
(a) Matrice 
cylindrique avec 
48 symétries 
(échelle 0 : 120) 
   
(b) Matrice 
cylindrique avec 
240 symétries 
(échelle 0 : 120) 
   
(c) Différence 
(échelle -20 : +20) 
   
Figure C.33  Cerveau de rat reconstruit avec une matrice basée sur le modèle Gaussien et reconstruit 
avec l'algorithme MLEM (100 itérations) en utilisant une image cylindrique de a) 48 symétries, 
b) de 240 symétries et c) la différence entre les deux images.    
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TABLEAU C.15 – COMPARAISON DE LA TAILLE DE LA MATRICE ET DU TEMPS DE 
CALCUL POUR DIVERSES IMPLANTATION DE L'ALGORITHME MLEM            
(LABPET 4 CM, MODÈLE GAUSSIEN AVEC 240 SYMÉTRIES, HR, FOV = 46 mm) 
Méthodes 
Dimension de la 
matrice (MB) 
Temps de calcul par 
itération (sec)1 
(1 coeur | 4 coeur) 
Gain versus matrice 
cartésienne 
(1 coeur | 4 coeur) 
 Matrice cylindrique (DA = 7) 100 | 150 3,26 | 1,00 1,00 | 1,00 
 Matrice BC simple (DA = 7) 697 0,39 | 0,19 8,36 | 5,26 
 Matrice BC double (DA = 7) 2780 0,70 | 0,53 4,66 | 1,89 
 Matrice cylindrique (DA = 31) 190 | 285 4,62 | 1,43 1,00 | 1,00 
 Matrice BC simple (DA = 31) 1540 0,62 | 0,36 7,45 | 3,97 
 Matrice BC double (DA = 31) 6080 1,40 | 1,15 3,30 | 1,24 
    1Intel Core i7 2.93 GHz quadruple-cœur, 16 GB de RAM à 1333 MHz, 8 MB cache L2.  
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