Abstract. Sea clutter is the backscattered returns from a patch of the sea surface illuminated by a radar pulse. The amplitude waveforms of sea clutter and indoor radio propagation are very complicated. Can the apparent randomness of these waveforms be attributed to be generated by low-dimensional chaos? Based on the assumption that a chaotic attractor is characterized by a noninteger fractal dimension and a positive Lyapunov exponent, Haykin et al (1992) concluded that sea clutter while Tannous et al (1991) concluded that indoor radio propagation data were chaotic. However, a numerically estimated non-integral fractal dimension and a positive Lyapunov exponent may not be sufficient indication of chaos. Other researchers have also indirectly questioned the chaoticness of the sea clutter. We employ a more stringent criterion for low-dimensional chaos developed by Gao and Zheng (Phys. Rev. E, 1994) to study a two minute duration sea clutter data provided by Haykin, and indoor radio propagation data measured at UCLA, and show that these data are not chaotic. We carry out a multifractal analysis and find that sea-clutter data can be modeled as multiplicative multifractals with a lognormal envelope distribution, while the radio propagation data can be modeled as a weak multifractal in the sense of structure function technique.
INTRODUCTION
Sea clutter refers to the backscattered returns from a patch of the sea surface illuminated by a transmitted radar pulse. The amplitude waveforms of sea clutter and indoor radio propagation are very complicated. The complexity of the former comes from the fact that the data is generated by radar pulses massively reflected from a wavy and possibly turbulent sea surface; the complexity of the latter lies in the (possible) fading of the channel and multipath interference due to massive reflection of electromagnetic waves from objects of vastly different sizes, some visually identifiable, some visually indetectable. The study of sea clutter and radio propagation is not only of theoretical importance, but may also be of practical relevance. For example, study of sea clutter may help us understand the severe limitations on the detectability of radar returns from "point" targets such as low-flying aircraft, small marine vessels, navigation buoys, small pieces of ice, submarine periscope, etc, while study of radio propagation may help us better understand the nature of fading of a channel and multipath interference, thus help us design better signal detection methods, increase the signal-to-noise ratios, and increase the number of users that can be suported by a given channel.
Traditionally sea clutter and radio propagation is often studied in terms of certain simple statistical features, such as the marginal probability density function. For example, in the phenomenological modeling of sea clutter, it has been recognized for quite a while that some sea clutter amplitude signals are approximately log-normally distributed [16] .
That is, in a logarithmic scale, the amplitude signals are approximately normally distributed. On the other hand, it has been found that some amplitude signals of radio propagation follow a Weibull distribution [10] . Such modeling, however, basically does not shed much light on the true nature of sea clutter or radio propagation. Hence, one does not have any insight as how good the log-normal and Weibull distributions are for the sea clutter and radio propagation signals, respectively, and where is the basis for this log-normality in the sea clutter data, or the Weibullian for the radio propagation.
Since the complicated sea clutter signals are functions of complex (sometimes turbulent) wave motions on the sea surface, while wave motions on the sea surface clearly have their own dynamical features that are not readily described by simple statistical features, it is thus very desirable to understand sea clutter by considering some of their dynamical features. To this end, a natural question to ask is whether sea clutter is lowdimensional deterministic chaos. That is, if the complicated sea clutter wave forms are generated by nonlinear deterministic interactions of a few modes (i.e., number of degrees of freedom). If the answer is yes, then the apparent randomness in the sea clutter signals has a deterministic origin. This would contrast sharply with the modeling of sea clutter based solely on random processes. The same question can be asked about the radio propagation, since it is basically a problem of scattering from objects of very different sizes, some static, some dynamic, such as floating dusts, possibly forming some sort of fractals, thus similar to the scattering of radar pulses from a sea surface.
Chaos is also commonly called a strange attractor. Being an "attractor", the trajectories in the phase space are bounded. Being "strange", the nearby trajectories, on the average, diverge exponentially fast. Mathematically, the latter property can be expressed as follows. Let d´0µ be the small separation between two arbitrary trajectories at time 0, and d´tµ be the separation between them at time t. Then, for true low-dimensional deterministic chaos, we have d´tµ d´0µe λ 1 t where λ 1 is positive and called the largest Lyapunov exponent. Due to the boundedness of the attractor and the exponential divergence between nearby trajectories, a strange attractor typically is a fractal, characterized by a simple and elegant scaling law of N´εµ ε D where N represents the (maximal) number of boxes, of linear length not larger than ε, needed to cover the attractor, and D is typically a non-integral number called the fractal dimension of the attractor.
In the past decade, Haykin et al. [11, 12] and Tannous et al. [20] carried out analysis of some sea clutter data and radio propagation data, respectively, using chaos theory, based on the assumption that strange attractors are fully characterized by a non-integral fractal dimension and a positive Lyapunov exponent. By numerical computations, they found a non-integral correlation dimension (which is a tight lower bound for the fractal dimension [9] ) and a positive largest Lyapunov exponent from their data. Thus they suggested that sea clutter and radio propagation be modeled by low-dimensional strange attractors.
However, a non-integral dimension together with a positive largest Lyapunov exponent obtained by computational means instead of analysis may not be a sufficient indication of deterministic chaos. A well-known example is the so-called 1 f processes. These are random processes with spectral density of S´f µ f ´2H·1µ where 0 H 1 is sometimes called the Hurst parameter. A trajectory formed by such a process has a fractal dimension of 1 H. As we shall explain shortly, with most algorithms of estimating the largest Lyapunov exponent, one obtains a positive number for the "Lyapunov exponent", and interpret the random process as originating from deterministic chaos.
Recently, Cowper and Mulgrew [1] , Noga [17] , Davies [2] , and Haykin et al [13] separately have questioned the chaoticness of the radar sea clutters based on different reasons. Since the approaches of Cowper and Mulgrew [1] , Noga [17] and and Davies [2] are indirect, it would be very desirable to directly re-assess if sea clutter is really chaotic. If the answer is yes, then one can specifically ask how may log-normal distribution and chaos coexist for sea clutter. On the other hand, the radio propagation data used by Tannous et al. [20] is quite non-stationary. Given that wireless communications have been playing an ever growing role in our daily lives, there is an even more urgent need to reassess whether radio propagation can be modeled as chaos. To answer these questions, in this paper we employ a number of signal processing tools from the more advanced chaos and fractal theories to analyze a sea clutter data set measured on a patch of free sea surface (i.e., without point targets), supplied by Haykin's group, and a number of indoor radio propagation data, measured at UCLA. We shall show that neither sea clutter signals nor radio propagation data (at least for these data sets) are low-dimensional chaos. we shall also show, however, that they are multifractals. The multifractal nature of sea clutter justifies why the sea clutter signals are log-normally distributed.
SEA CLUTTER AND RADIO PROPAGATION DATA
The sea clutter data analyzed here is supplied by Haykin's group. The sampling rate is 1000 Hz. The data set is 2 17 points long. Fig. 1 shows two short segments of the amplitude signal. We notice that the signal between two successive local maxima is about 10 points long and are reasonably smooth. The waveform between two successive local maxima may be considered to correspond to the gradual turning over of a wave on the sea surface. To have a feeling of how the entire amplitude signal looks like, we have plotted it in Fig. 2(a) . Now we notice that the signal is very irregular. Fig. 2(b) has plotted the envelope signal of the data, which is formed by picking up the successive local maxima of the data. Local maxima of the amplitude of the data may be thought of as the square root of the energy of the successive waves of the sea surface. Thus, the irregularity of the data reflects the wide variation of the energy of successive waves turning over on the sea surface. We shall show below that log-normal distributions are more applicable to the envelope signal, and less applicable to the original amplitude data. In other words, the energy of successive waves on the sea surface follows lognormal distribution. This simply follows from that if x follows log-normal distribution, then x 2 also follows log-normal distribution.
None-line-of-sight propagations over approximately 50 feet at 1 GHz were conducted inside a medium size laboratory room with diverse objects. The HP83620A RF Sweep Generator was used as the transmitter, the HP Spectrum Analyzer E4407B was used as the receiver, two high gain transmit/receive antennae were used, and the Tektronix TDS694C 4-channel oscilliscope capable of 25G samples/second with internal interpolation was used for data collection. Four sets of data of 120,000 samples were collected. A low-pass filter at 4 GHz was used on the collected data. The envelopes were obtained from the interpolated values of the peaks of the observed data. 
ARE SEA CLUTTER-RADIO PROPAGATION DATA CHAOTIC?
In this section, to study the sea clutter data set, we employ the direct dynamical test for low-dimensional chaos developed by Gao and Zheng [6] , which is one of the more stringent test for chaos available in the literature.
Given a scalar time series, x´1µ x´2µ x´Nµ, one first constructs vectors of the following form using the time delay embedding technique [19] : V i x´iµ x´i · Lµ x´i · m 1µLµ , with m being the embedding dimension and L the delay time. For example, when m 3 and L 4, we have V 1 x´1µ x´5µ x´9µ V 2 x´2µ x´6µ x´10µ , and so on. For the analysis of purely chaotic signals, m and L has to be chosen properly. This is the issue of optimal embedding (see [5, 6] and references therein). After the scalar time series is properly embedded, one then computes Λ´kµ ln
with r V i V j r · ∆r, where r and ∆r are prescribed small distances. The angle brackets denote ensemble averages of all possible pairs of´V i V j µ and k is called the evolution time. A pair of r and ∆r is called a shell. The computation is typically carried out for a sequence of shells. For true low-dimensional chaotic systems, the curves Λ´kµ vs. k for different shells form a common envelope. The slope of the envelope estimates the largest positive Lyapunov exponent. An example is given in Fig. 3(a) for the well-known chaotic Lorenz system. We note the common envelope at the lower left corner of Fig. 3(a) . The existence of that common envelope guarantees that a robust positive Lyapunov exponent will be obtained by different researchers no matter which shell they use in the computation, thus ensures determinism. For non-chaotic systems, the common envelope is absent. As an example, Fig. 3(b) shows the Λ´kµ vs. k curves for a set of uniformly distributed random variables. Here, we note there is no common envelope in the lower left corner of Fig. 3(b) . We also note, most other algorithms for estimating the largest Lyapunov exponent is equivalent to compute Λ´kµ for r r 0 , where r 0 is selected more or less arbitrarily, then obtain Λ´kµ k, for not too large k, as an estimation of the largest Lyapunov exponent. With such algorithms, one can obtain a "positive" Lyapunov exponent for white noises and for 1 f processes. However, this positive number critically depends on the parameter r 0 that is selected to use in the computation, hence, typically is different for different researchers. Thus, we are observing the realization of a random process! While there is little danger to interpret white noise as low-dimensional deterministic chaos, the possibility of mistaking 1 f processes as "chaotic" may result from using certain computational algorithms that inappropriately yield "positive" Lyapunov exponents.
The Λ´kµ vs. k curves for the sea clutter and radio propagation signal envelopes are shown in Fig. 4(a) and (b), respectively, with m 7 and L 2 for the sea clutter, and m 4 and L 3 for the radio propagation data. Similar curves were obtained for other choices of m and L. We do not observe a common envelope here. Hence, we have to conclude that these given sea clutter and radio propagation data are not chaotic.
SEA CLUTTER AND RADIO PROP. DATA AS MULTIFRACTALS
To gain deeper insights into sea clutter and radio propagation, we perform multifractal analysis of these data. Mathematically, multifractals are characterized by many or infinitely many power-law relations. Strange attractors, as geometrical objects, are often multifractals, in the sense that, the entire attractor may be partitioned into many (possibly infinitely many) subsets, each subset has its own fractal dimension, and its "weight" in the original attractor is well defined.
We first work with a specific type of multifractal, called random multiplicative process model, to analyze sea clutter. Such models have been used to characterize many other physical problems. In this framework, one computes the generalized moment M q´ε µ ∑ i w q i where q is a real number, and the positive "weights" w i i 1 2 can be readily computed from a time series, as we shall explain shortly. One then checks if the following scaling law holds, M q´ε µ ε τ´qµ If the above relationship holds and τ´qµ is not a linear function of q, then we conclude the waveform is a multifractal. Note that large positive q "emphasizes" large weights, while large negative q "emphasizes" small weights. Also note that τ´qµ being nonlinear in q is equivalent to the weights w i begin not constants. Thus, when w i are obviously nonuniform, one only needs to check if the scaling described above holds or not. An example of a multifractal time-series is shown in Fig. 5 for some network traffic data [7] . From this model, one can show that the weights in the generalized moment must have a log-normal distribution with FIGURE 5. log 2 M q´ε µ vs. log 2 ε for the interarrival time series of WAN traffic. Reproduced from Fig.8(a) of [7] . FIGURE 6. log 2 M q´ε µ vs. log 2 ε for the amplitude and envelope signals of sea clutter. τ´qµ ln´2µ q µ ln 2 [7] . Fig. 6(a) shows the result of multifractal analysis on the amplitude signal of sea clutter. We observe that the multifractal scaling is valid for all positive q as well as for negative q on not too short time scales. Since negative q emphasizes the part of the signal with small magnitudes, the above feature thus suggests that the short portion of the data between successive local maxima does not follow this multifractal scaling laws. We are therefore motivated to carry out multifractal analysis on the envelope signal of Fig. 2(b) . The result is shown in Fig. 6(b) . Indeed, now we see the multifractla scaling holds for all q on all time scales. The results of Fig. 6 suggest that the amplitude signals will only be approximately log-normally distributed, while the envelope signal will be more so. This is indeed the case, as shown in Fig. 7(a) and (b) . This simply suggests that the detailed signals for each wave motion on the sea surface, represented by the data between successive local maxima, do not follow log-normal distributions.
Next, we use structure function technique [4] to perform a different type of multifractal analysis of the radio propagation data. The procedure is as follows. Let x´tµ t the structure function based multifractal analysis is to check whether the following scaling laws F´q µ´m µ y´i · mµ y´iµ q m ζ´qµ holds, where ζ´qµ is a function of real value q, and the average is taken over all possible couples of´y´i · mµ y´iµµ. A negative q value emphasizes small absolute increments of y´tµ, while a positive q value emphasizes large absolute increments of y´tµ. Large absolute increments of y´tµ can be thought of as bursts. Hence, large positive q value focuses on the intermittency of the signal (or field). Since our interest is in the variations of y´tµ, we shall only focus on positive q's. When ζ´qµ is a nonlinear function of q, the data set is said to be a multifractal, in the sense of Parisi and Frisch [18] . Following [3] , we also define H´qµ ζ´qµ q It is clear that H´qµ is equivalent to ζ´qµ. Note that for a standard Brownian motion (Bm) process, H´qµ 1 2 for q 1. The extension of Bm is the fractional Brownian motion (fBm) [14] , which has a constant H´qµ, with 0 H´qµ 1, H´qµ 1 2.
H´2µ is of special interest to us. It characterizes the correlation structure of the data set y´tµ, since when the above scaling law for q 2 holds, then the variance of y´tµ scales with t as t 2H´2µ . Equivalently, this gives a power-law decaying auto-covariance function, R´tµ, for y´tµ, R´tµ t 2H´2µ 2 By the Wiener-Khinchin theorem, this gives a decaying power spectral density (PSD) for the data that also follows a power-law, f ´2H´2µ·1µ . Note that when the PSD for y´tµ follows f ´2H´2µ·1µ , then the PSD for x ¼´t µ follows f ´2H´2µ 1µ . When H´2µ 1 2, the process is called memoryless or short range dependent. The most well-known example is the Bm process. In nature and in manmade systems, often a process is characterized by an H 1 2. Prototypical models for such processes are fBm processes. When 0 H´2µ 1 2, we have negatively correlated increments; a jump up is more likely followed by a jump down and viceversa. This leads to a process less nonstationary than Bm. When referring to fBm, this is called "anti-persistence" by Mandelbrot [14] . For 1 2 H´2µ 1, we have positively correlated increments. This means that a jump tends to be followed by another jump in the same direction. This type of noise is more nonstationary than Bm. In fBm, this is called "persistence" [14] . Such processes have long memory properties.
In practice, it is not known whether the time series under study is a multifractal or not, one thus first computes F´q µ´m µ then checks if F´q µ´m µ varies with m in a powerlaw manner. We have carried out analysis on the envelopes of the radio propagation data set measured at UCLA. Fig. 8a shows log 2 F´q µ´m µ versus log 2´m µ and Fig. 8b shows H´qµ versus q These results tend to indicate the data are weakly multifractal, with H´2µ having values about 0.5. Due to the complexity and the seeming time and scenario dependency of when and where the data are measured, clearly more data must be collected before any general conclusion on the radio propagation data can be made.
CONCLUDING REMARKS
It is well known that the measurement and characterizing of radar sea-clutter returns are quite complicated. In the first part of the paper, by employing some advanced tools for signal processing from chaos and random multiplicative fractal theory, we have found that (at least for the two minutes of available) sea clutter data set, it is multifractal but not chaotic. The multifractal scaling laws hold well for the envelope signal of the sea clutter amplitude data, but less so for the original amplitude signal on time scales small enough to represent individual waves on the sea surface (which is "emphasized" by negative q). This determines that log-normal distribution describes quite well the envelope signal while only approximately the amplitude signal. In the second part of the paper, we also used the structure function technique of multifractal theory, and showed the measured wideband radio propagation data over a fine time scale is not chaotic and exhibits weak multifractal behaviors. We note these data behave very different from the conventional narrowband fading radio propagation data. Clearly, more data are needed before any general conclusions can be made from the basic understanding and application point of view. For applications, we may exploit possible differences of the multifractal nature of free sea surface clutters from that of sea clutter with point targets. We also may exploit the multifractal properties of the radio propagation data to find adaptive receiver schemes to improve SNR and decrease BER. 
