Abstract. In this unpublished note, we sketch an idea of using a three-piece mollifier to slightly improve the known percentages of zeros and simple zeros of the Riemann zeta-function on the critical line. This uses the recent result of Bettin et al.
Introduction
Let ζ(s) be the Riemann zeta-function. Let N (T ) denote the number of zeros of ζ(s), ρ = β + iγ, with 0 < γ ≤ T counted with multiplicity. Also let N 0 (T ) denote the number of such critical zeros with β = 1/2, and N * 0 (T ) denote the number of such critical zeros with β = 1/2 and being simple. Define κ and κ * by κ = lim inf
Selberg [11] was the first to prove that a positive proportion of zeros lie on the critical line. Following the approach of Levinson [10] and the observation of Heath-Brown [9] , it is now known that [3, 7] κ > 0.410725 and κ * > 0.40582.
Remark 1.1. Bui et al. [3] showed that κ > 0.4105 and κ * > 0.40582. Shortly after that, Feng [8; version 1] put a paper on arXiv claiming that κ > 0.4173 and κ * > 0.4075. Feng also used Levinson's method, but instead chose the mollifier as a sum of various pieces of different shapes n≤T ϑ 1 + . . . + n≤T ϑ l . At this point, Feng took ϑ 1 = . . . = ϑ l = 4/7 − ε. The choice ϑ 1 = 4/7 − ε was from Conrey [4] , but it was not clear why, say, ϑ 2 < 4/7 is admissible. Conrey then emailed Feng requesting for the verification of that statement. Feng later agreed that that was a mistake, and subsequently replaced it with the second version. In this updated version [8; version 2] , which is the same as the published one [7] , he chose ϑ 1 = 4/7 − ε and ϑ 2 = . . . = ϑ l = 1/2 − ε. With this Feng obtained κ > 0.4128, but no claim on the lower bound for κ * . Feng still did not give any explanation as to why, say, the range ϑ 2 < 1/2 is admissible. This is doubtful and can be problematic. Note that if one just applies the result of Balasubramanian et al. [1] on the twisted second moment of the Riemann zeta-function to, say, the cross term |ζ(1/2 + it)| 2 n≤T ϑ 1 n≤T ϑ 2 dt, then one needs ϑ 1 + ϑ 2 < 1. So without extra work, one can only take ϑ 1 = 4/7 − ε and ϑ 2 = . . . = ϑ l = 3/7 − ε in Feng's paper. This numerically leads to the above bound κ > 0.410725 in (1) .
In this paper we shall prove Theorem 1.1. We have κ > 0. 410918 and κ * > 0.40589.
Remark 1.2. Rigourously speaking this
is not yet a theorem. Here we assume a result on the twisted third moment of the Riemann zeta-function (see Theorem 5.1 for the precise statement). We leave that unproved. It is possible that the ideas of Bettin et al. [2] work in this context as well.
Reduction to mean-value theorems
2.1. The mollifier. To get lower bounds for N 0 (T ) and N * 0 (T ) it suffices to consider a certain mollified second moment of the Riemann zeta-function and its derivatives. This is well-known, so we shall simply state the conclusion.
Let Q(x) be a real polynomial satisfying Q(0) = 1, and define
where for large T we denote L = log T. Suppose ψ(s) is a "mollifier". Littlewood's lemma and the arithmetic-mean, geometric-mean inequality give
where σ 0 = 1/2 − R/L, and R is a bounded positive real number to be chosen later. Actually, by choosing Q(x) to be a linear polynomial, we obtain a lower bound for the proportion of simple zeros, κ * .
We choose a mollifier of the form where µ 2 (m) are the coefficients of 1/ζ 2 (s), and P 1 (x) = j a j x j and P 2 (x) = j b j x j are certain polynomials satisfying P 1 (0) = 0 and P 2 (0) = P ′ 2 (0) = P ′′ 2 (0) = 0. For the third mollifier, we take
where P 3 (x) = j c j x j is a certain polynomial satisfying P 3 (0) = P ′ 3 (0) = P ′′ 3 (0) = P ′′′ 3 (0) = 0. We also require the condition that P 1 (1) + P 3 (1) = 1 (see the below remark). Throughout the paper we denote y 1 = T ϑ 1 , y 2 = T ϑ 2 and y 3 = T ϑ 3 , where 0 < ϑ 3 < ϑ 2 < ϑ 1 < 1 (we shall see later what conditions are required on ϑ 1 , ϑ 2 and ϑ 3 ). Note that formally
which explains why ψ 3 (s) may also be a useful choice of a mollifier.
1 It was originally an idea of K. Soundararajan to make use of the twisted fourth moment of the Riemann zeta-function and use a two-piece mollifier of the form ψ1 + ψ3. The author learned about this from Brian Conrey, Chris Hughes and K. Soundararajan. However, the implied proportion of critical zeros using this two-piece mollifier has never been worked out explicitly.
Remark 2.1. We can apply Levinson's method (see, for example, Appendix A of [5] ) to our choice of ψ = ψ 1 + ψ 2 + ψ 3 . It is important to note that when applying Littlewood's lemma, we need to estimate the integral on the right side of a rectangle. Assume that ψ 1 (s) + ψ 3 (s) can be expressed as a Dirichlet series, ψ 1 (s) + ψ 3 (s) = n a(n)n −s , that integral is negligible given that a(1) = 1. That is why we require P 1 (1) + P 3 (1) = 1.
2.2.
A smoothing argument. It simplifies some calculations to smooth out the integral in (2) . We introduce a smooth function w(t) with the following properties
Theorem 2.1. Suppose ϑ 1 < 4/7, ϑ 2 < 1/2 and ϑ 3 < 1/4. Then we have
where c(P 1 , P 2 , P 3 , Q, R, ϑ 1 , ϑ 2 , ϑ 3 ) = c 1 + c 2 + c 3 + 2c 12 + 2c 23 + 2c 31 , and the c i and c ij are given below by (4)-(9).
Numerical evaluations.
It is a standard exercise to deduce from Theorem 2.1 the unsmoothed version
Using Mathematica, with R = 1.26,
we get κ > 0.410918. To get κ * > 0.40589 we take R = 1.12, Q(x) = 1 − 1.03232x,
The mean-value results
Writing ψ = ψ 1 + ψ 2 + ψ 3 and opening the square, we get Theorem 3.1 (Conrey) . Suppose ϑ 1 < 4/7 and P 1 (0) = 0. Then we have
where
The terms I 12 and I 2 are evaluated in [3] .
Theorem 3.2 (Bui, Conrey and Young). Suppose ϑ 2 < ϑ 1 < 4/7 and P 1 (0) = 0 = P 2 (0) = P ′ 2 (0). Then we have
. 
We are left to evaluate I 3 , I 23 and I 31 , which are
Theorem 3.4. Suppose ϑ 3 < 1/4 and P 3 (0) = P ′ 3 (0) = P ′′ 3 (0) = P ′′′ 3 (0) = 0. Then we have
Theorem 3.5. Suppose ϑ 2 < 1/2, ϑ 3 < 1/4 and
3.2. The shift parameters. Rather than working directly with V (s), we shall instead consider the following three general integrals
and
Our main goal in the rest of the paper is to prove the following lemmas.
Lemma 3.1. Suppose ϑ 3 < 1/4 and
Remark 3.1. In the special case α = β = γ = δ = 0, Lemma 3.1 agrees with the mollified fourth moment of the Riemann zeta-function predicted by Conrey and Snaith using the ratios conjecture [6; Theorem 6.1].
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We now prove that Theorems 3.4-3.6 follow from Lemmas 3.1-3.3, respectively. Let I ⋆ denote either I 23 or I 31 . We first note that
We then argue that we can obtain either c 3 or c ⋆ by applying the above differential operator to the corresponding c 3 (α, β, γ, δ) or c ⋆ (α, β, γ). Since I 3 (α, β, γ, δ), I ⋆ (α, β, γ), c 3 (α, β, γ, δ) and c ⋆ (α, β, γ) are holomorphic with respect to α, β, γ, δ small, the derivatives appearing in (16) and (17) can be obtained as integrals of radii ≍ L −1 around the points α = δ = 0, β = γ = −R/L, using Cauchy's integral formula. Since the error terms hold uniformly on these contours, the same error terms that hold for I 3 (α, β, γ, δ) and I ⋆ (α, β, γ) also hold for I 3 and I ⋆ . Next we check that applying the above differential operator to c 3 (α, β, γ, δ) and c ⋆ (α, β, γ) does indeed give c 3 and c ⋆ . Notice the formula
Using (18) and (15), we have
Setting β = γ = −R/L and simplifying gives (9) . A similar argument produces (8) from (14) and produces (7) Lemma 4.1. Suppose y 2 ≤ y 1 , |z| ≪ (log y 2 ) −1 , and that f 1 and f 2 are smooth functions. Then we have
Mellin pairs.
By convention, we set P j (x) = 0 for j = 1, 2, 3 and x ≤ 0. Note that with this definition we have
for all n. Similar expressions holds for P 2 log y 2 /n log y 2 and P 3 log y 3 /n log y 3 .
Proof of Lemma 3.3
5.1. Reduction to a contour integral. We shall used the following unproved twisted third moment of the Riemann zeta-function. 
Recall that I 31 (α, β, γ) is defined by (12) . We have
31 is obtained by multiplying I 1 31 with T −(α+γ) and changing the shifts α ↔ −γ, γ ↔ −α, and I 3 31 is obtained by multiplying I 1 31 with T −(β+γ) and changing the shifts β ↔ −γ, γ ↔ −β. We shall first work on I 1 31 . In view of (19) we get
The Euler product implies that
where A(α, β, γ, u, v) is an arithmetical factor converging absolutely in a product of half-planes containing the origin. Hence
Using the Dirichlet series for ζ(1 + u + v) 2 and reversing the order of summation and integration, we obtain
Note that here we are able to restrict the sum over n to n ≤ y 3 by moving the v-integral far to the right. We now move the contours of integration to Re(u) 
We evaluate M j (γ) with the following lemma.
Lemma 5.1. Suppose j ≥ 2. Then for some ν ≍ (log log y 3 ) −1 we have
Proof. Let Y = o(T ) be a large parameter to be chosen later. By Cauchy's theorem, M j (γ) is equal to the residue at v = 0 plus integrals over the line segments
where c is some fixed positive constant such that ζ(1 + γ + v) has no zeros in the region on the right hand side of the contour determined by the C j . Furthermore, we require that for such c we have 1/ζ(σ + it) ≪ log(2 + |t|) in this region (see [12; Theorem 3.11] ). Then the integral over
Finally, the contribution from C 3 is
Choosing Y ≍ L gives an error so far of size
For the residue at v = 0, we write this as 1 2πi
where the contour is a circle of radius ≍ L −1 around the origin. This integral is trivially bounded by O(L j−2 ), hence by taking the first term in the Taylor series of ζ(1 + γ + v) we get
The above main term can be written in a compact form
x 3 log y 3 + log y 3 /n j x 3 =0 and the lemma follows.
In view of (23), (24) and Lemma 5.1 we get
Using Lemmas 4.1 and 4.2 this is equal to
As j ≥ 2, putting this back to (21) we get 
Using the identity
and the integral formula
we can write
Changing the roles of the variables x 1 and x 2 in the second term we obtain
Using (25) again we have
Lemma 3.3 follows from this and (26). , where
23 is obtained by multiplying I 1 23 with T −(α+γ) and changing the shifts α ↔ −γ, γ ↔ −α, and I 3 23 is obtained by multiplying I 1 23 with T −(β+γ) and changing the shifts β ↔ −γ, γ ↔ −β. We first work on I 1 23 . In view of (19) we get
The arithmetical sum is
where B(α, β, γ, u, v) is an arithmetical factor converging absolutely in a product of half-planes containing the origin. So
Using the Dirichlet series for ζ(1 + u + v) 4 and changing the order of summation and integration, we have
Note that here we are able to restrict the sum over n to n ≤ y 3 by moving the v-integral far to the right. We now move the contours of integration to Re 
We evaluate N i (α, β, γ) and N j (α, β) with the following lemmas.
Lemma 6.1. Suppose i ≥ 3. Then we have
Proof. An argument on the level of the prime number theorem shows that N i (α, β, γ) is equal to the residue at u = 0 plus an error of size (log y 2 /n) −B for any B > 0. Since n ≤ y 3 , we have (log y 2 /n) ≥ log(y 2 /y 3 ) = (ϑ 2 − ϑ 3 )L so that this error is negligible. We write the residue at u = 0 as 1 2πi
where q = y 2 /n and the contour is a circle of radius ≍ L −1 around the origin. This integral is trivially bounded by O(L i−2 ). Hence by taking the first terms in the Taylor series of the zeta-functions we have
We next use the identity
, to write
Taking the power series gives
As there are three poles inside the contour, it is slightly easier to compute the residue at infinity. In other words, changing the variable u → 1/u yields
In view of the power series of (1 + αu) −1 and (1 + βu) −1 , we have
The integral picks out the terms k = i + l 1 + l 2 , giving
We now separate the variables l 1 , l 2 and i by using the standard beta function and its integral representation 1
Putting this into (32) we obtain
and the lemma follows.
Lemma 6.2. Suppose j ≥ 4. Then for some ν ≍ (log log y 3 ) −1 we have
Proof. Similarly to Lemma 5.1, N j (α, β) equals the residue at v = 0 plus an error of size
where the contour is a circle of radius ≍ L −1 around the origin. This integral is trivially bounded by O(L j−4 ). Hence by taking the first terms in the Taylor series of the zeta-functions we have
The above integral can be written in a compact form as
, and the lemma follows.
In view of (30) and Lemmas 6.1 and 6.2 we get
Using Lemmas 4.1 and 4.2, the O-terms are ≪ ε L i+1+ε + L i+j−3 , while the first term is
Putting this back to (28) and using the assumption that j ≥ 4 we get 
As in the previous section we can write
Applying (25) leads to
Changing t 2 → 1 − t 2 in the first term, and changing the roles of the variables x 2 with x 3 in the second term yields
Using (25) again implies that V 2 equals
7. Proof of Lemma 3.1 7.1. Reduction to a contour integral. We first state the twisted fourth moment of the Riemann zeta-function [2] . 
uniformly for α, β, γ, δ ≪ L −1 , where
Recall that I 3 (α, β, γ, δ) is defined by (10) . We write I 3 (α, β, γ, δ) = I correspondingly to the decomposition in Theorem 7.1. We first work on I 1 3 , which is equal to
In view of (19) we get
where C(α, β, γ, δ, u, v) is an arithmetical factor converging absolutely in a product of halfplanes containing the origin. Hence
Using the Dirichlet series for ζ(1 + u + v) 4 and reversing the order of summation and integration, we have
Here we are able to restrict the sum over n to n ≤ y 3 by moving the u, v-integrals far to the right. We now move the contours of integration to Re(u) = Re(v) ≍ L −1 . Bounding the integrals trivially shows that L i,j ≪ L i+j−4 . As before we can replace C(α, β, γ, δ, u, v) by C(0, 0, 0, 0, 0, 0) in L i,j with an error of size O(L i+j−5 ). By letting α = β = γ = δ = u = v = s in (33), it is easy to verify that C(0, 0, 0, 0, 0, 0) = 1. The u and v variables in (35) are now separated so that
where the function N j (α, β) is defined in (31). Using Lemma 6.2 we obtain
In view of Lemmas 4.1 and 4.2, the O-terms are
Combining this with (34), and using the assumption i, j ≥ 4, we get
7.2. Deduction of Lemma 3.1. Recall that I 2 3 is essentially obtained by multiplying I 1 3 with T −(α+γ) and changing the shifts α ↔ −γ, I 3 3 is obtained by multiplying I 1 3 with T −(α+δ) and changing the shifts α ↔ −δ, I 4 3 is obtained by multiplying I 1 3 with T −(β+γ) and changing the shifts β ↔ −γ, I 5 3 is obtained by multiplying I 1 3 with T −(β+δ) and changing the shifts β ↔ −δ, and I 6 3 is obtained by multiplying I 1 3 with T −(α+β+γ+δ) and changing the shifts α ↔ −γ and β ↔ −δ. Hence 
U (x)(1 − u) 3 P 3 (x 1 + x 2 + u)P 3 (x 3 + x 4 + u)du (α + γ)(γ + β)(δ + α)(β + δ) .
We write y αx 1 +βx 2 +γx 3 +δx 4 3
(α + γ)(α + δ)(β + γ)(β + δ) = y (−γ + δ)(α + δ)(β + γ)(β − α) .
Notice that we can change the roles of x 1 with x 2 , or of x 3 with x 4 in any term of U (x) without affecting the value of I 3 (α, β, γ, δ) in (36). Applying both changes to the last term in (37), we can replace U (x) with y αx 1 +βx 2 +γx 3 +δx 4 3
(−γ + δ)(β − α) 1 − (T y ) −(β+γ) β + γ . ) −(β+γ)t 2 1 + ϑ 3 (x 1 + x 4 ) 1 + ϑ 3 (x 2 + x 3 ) .
Using (25) we then get
Again notice that I 3 (α, β, γ, δ) is unchanged if we swap any of these pairs of variables x 1 ↔ x 2 , x 3 ↔ x 4 and t 1 ↔ t 2 in V 1 (x, t 1 , t 2 ) or V 2 (x, t 1 , t 2 ). We next replace V 1 − V 2 in the integrand with 1 2 V 1 (x 1 , x 2 , x 3 , x 4 , t 1 , t 2 ) − V 2 (x 2 , x 1 , x 3 , x 4 , t 2 , t 1 ) − V 2 (x 1 , x 2 , x 4 , x 3 , t 1 , t 2 ) +V 1 (x 2 , x 1 , x 4 , x 3 , t 2 , t 1 ) , .
Using (25) again and simplifying we obtain Lemma 3.1.
