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2 Chapter 1. Fractal Configurations
1-1. Critical Phenomena and Fractal Nature
Many studies have been made for the critical phenomena using the droplet or
cluster pictures and from a view-point of percolation problems.1- 1)-1-14) They are
based not on configurations as a whole but on clusters in the configurations. This
cluster picture works good near the critical point. However if we treat the system
very close to the critical point, the definition of the cluster of this picture becomes
vague and difficult. The success of the renormalization group methodl - 15)-1-18)
suggests that the self-similarity can be studied more directly by looking at the
configurations. The concept of fractals for self-similar systems was proposed by
Mandelbrot.I-19) He and others studied critical phenomena on fractal lattices and
revealed some important relations between fractal dimensions of a lattice and
critical phenomena on it.1- 20 ,1-21)
Suzuki l - 22) has discussed the relation between critical phenomena and the
fractal nature of each configuration at the critical point. His argument is briefly
reviewed in the following.
If the largest cluster of the relevant configuration has the volume LD ( where
L denotes the size of the system) at the critical point, the following two relations
can be derived with the use of the finite size scaling 1-23)-1-25):
/3 = -v(D - d) and / = v(2D - d).
( where d, /3 , / and v denote the dimensionality of the system, and critical
exponents of magnetization, susceptibility and correlation length, respectively).
These relations yield automatically the hyperscaling relation dv = 2/3 + /. In this
argument, he expected that the magnetization at the ordered phase ( T < Tc )
was connected with the percolated clusters at the transition point ( T = Tc ).
Now a new theory stimulated by the above mentioned intuitive argument is
discovered here. In this theory, the fractal dimensionality D is defined using the
magnetization of the system and the same argument as Suzuki's original argument
leads us to the hyperscaling with the help of finite size scaling. The detail of our
theory will be explained in the succeeding sections.
The hyperscaling relation is essential to understand the non-classical behavior
of the system. Therefore to clarify many aspects of the hyperscaling relation is
fundamental in the study of critical phenomena and field theory. Our new theory
reveals some important aspect of the hyperscaling and finite size scaling exponent.
We have confirmed the fractalness of the two-, three- and four-dimensional
Ising models at the critical point without directly referring to the distribu-
tion of clusters. Our method is, in a sense, an extension of the cluster
approaches.1- 1)---1-14) It has some theoretical and practical advantages ( which
will be shown in the succeeding sections) compared with the cluster approaches,
because it is directly connected with the microscopic Hamiltonian through the
magnetization of the configuration and fractal picture works at the critical point,
although the cluster pictures run into difficulties. Practically it is easy to test this
by Monte Carlo simulations. It has an analogy to the real space renormalization
group transformation and the 1Jlonte Carlo renormalization group method.
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1-2. Fractal Nature of Each Configuration
In the present paper we verify the following conjecture: in the Ising models at
the critical point, the magnetization of each configuration which has appreciable
Boltzmann probability shows a power la\v behavior with respect to L, the linear
size of the system, i.e., lvf( L) ~ L D under the majority rule scale transformation.
This conjecture insists the fractalness of each configuration. Each configuration
of the system with linear size L is mapped to another configuration of the corre-
sponding size L/b system by the scale transformation with scale factor b. At the
critical point the emergence probability, or Boltzmann probability is also correctly
mapped, because the critical point of the Ising model is a fL"(ed point of this scale
transformation in the renormalization group scheme. Therefore, the magnetiza-
tion of the original system is proportional to L D and that of the scaled system to
(L / b)D. This expresses the very fractalness of each configuration.
This conjecture yields the hyperscaling if we uses the finite size scaling argu-
ment. Assuming this conjecture and the finite size scaling, the total magnetization
M tot of the configuration of the relevant system with linear size L, which is im-
portant to statistical average, is proportional to L D . When the finite size scaling
argument22),23) is applied, the statistical average < m > of the magnetization per
site, m, has t- II (D-d) dependence on t, where t = T - Te• Therefore
(3 = -v(D - d) or D = d- /3/v. (1 - 1)
On the other hand, the susceptibility per site, X , is
X rv< m2 >~ L 2D- d rv t- II(2D-d)
at temperatures higher than the critical point. Therefore we obtain
,= v(2D - d) or D = (d + ,/v)/2. (1 - 2)
If we eliminate the parameter D from (1-1) and (1-2), then we obtain the
hyperscaling relation dv = 2{3 + '"Y. If this fractal picture is correct, the exponent
v of the correlation length and the exponent v' appearing in the finite size scaling
must be different in the higher dimensions than four. With this notation of v'
the scaling relation dv' = 2{3 + '"Y is obtained from fractal picture. Therefore v'
is equal to 2/d for mean field behavior in four or more dimensions. For example
in five dimension the values of v' is estimated from this relation is 2/5 which is
consistent with the Monte Carlo results by Binderl - 26)). The possibility of v'=2/d
is already pointed out by many authors l - 27 ) and our argument supplies intuitive
picture for their argument. We have examined the above-mentioned conjecture
using the Monte Carlo sampling method. Obtained configurations are used to
measure the fractal dimensionality D at and near the critical point. The details
of the simulation are given in the next section. If the relevant system is really
scale-invariant, the dimensiona.lity D is constant irrespective of the scale factor
used in the scale transformation.
Our scale transformation is constructed by the ordinary majority rille or the
block counting method. This transformation removes, from the configuration, the
-727-
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clusters which are smaller than the scale used by the transformation. Thus our the-
ory may include the ordinary cluster theories of critical phenomena which are too
phenomenological to be explained by the principles of statistical mechanics. Our
theory is easier to be treated with first principles, because it is formulated using
the total magnetization of the sys tem and the total magnetization is. theoretically
and numerically easier to treat than the clusters in the system.
1-3. Test of the Conjecture by Monte Carlo Method
Our procedure is summarized as follows. Firstly configurations are generated
by Monte Carlo simulations. If one continues an enough number of Monte Carlo
steps, the obtained distribution of configurations follows the equilibrium distribu-
tion. Secondly using the scale transformation, the fractal dimensionality of the
relevant system is measured'with many scales.
The definition of the fractal dimensionality D is given by
. D (b) = ------.:....:- (1 - 3)
(1 - 4)
where MtotCx) is the total magnetization of the configuration which is obtained
by the scale transformation with scale x from the original configuration. If the
linear size of the original configuration is L, Mtot(b) is the total magnetization of
one of the configurations of the system whose linear size is L/b, while Mtot(l) is
the total magnetization of the original configuration. One may suspect that the
D defined by (1-3) may be accompanied with the effect of the transient effect,
because fractal, objects often have their own scale regions in which the system
display scale-invariant character. 1- 28 } In our cases, however, this effect turned out
to be rather small. The existence of the infrared cut off ( the system size) can
produce some effects on the fractal behavior. Therefore the definition (1-3) is
appropriate for our purpose.
If each spin in the system takes the +1 or -1 state randomly, the D defined
by (1-3) isd/2 as shown in ( 1-A-1), where d is the dimensionality of the relevant
lattice. In this case, the short-range correlation can make some transient behavior
of D(b). This is irrelevant to the present work, because we are not so much
interested in the case in which the temperature is not the critical point.
At temperatures higher than the critical point, such a random situation is
expected to occur. If the scale factor b is large enough, D( b) will approaches d/2.
At temperatures lower than the critical point, D(b) will approach d if b is large
enough, because the system is in the ordered state.
Just at the critical point, D(b) is expected to be equal to D = d - f3/v irre-
spective of b.
To avoid the transient fractal effect and to obtain the exact values of D, we
had better to try the scale transformation repeatedly for the scale transformed
configuration. The estimation of D is given by
I ky-t(b)
D (b) = og in b)
n log b '
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where M n is the total magnetization of the configuration after n-times scale trans-
formation with scale factor b.
We have examined the fractalness of the two-, three- and four-dimensional
Ising models on square and simple cubic lattices with cyclic boundary conditions
in all directions. Our Monte Carlo algorithm was the Metropolis method.1- 29)
Two kind of fractal dimensionalities are estimated using (1-3) and (1-4) for two-
and three-dimensional systems. For four-dimensional case only the that of (1-3)
is tried: Figure 1-1 is one of the configurations of the 10242 Ising system at the
critical point. This figure displays self-similarity or fractalness. This fractalness is
the fractal property of the magnetization. It should be remarked that only the up
( or down) sites of the relevant configuration ( for example, black or white sites
in Fig. 1-1 ) do not show fractal dimensionality D = d - /3/v but we get d instead
of D by the majority rule scale transformation, which was explicitly confirmed
numerically in the two-dimensional case.
Fig. 1-I.
A typical configuration of the 10242 Ising
system at the K =K e =0.4407 is shown. Up-
spin sites are displayed by black dots. One can
observe a self-similar structure.
1-3-1 Two-Dimensional Case
In this case, we have studied not only at the critical point, but also at other
temperatures around the critical point. The system studied here was the 642
square lattice Ising model with cyclic boundary conditions in all directions. The
expected values of the D(b) defined by (1-3) are the following: .
lim D(b) = 1 for ]{ < ]{c (T > Tc),
b-oo
D(b) = 1.875 for !{ = !{c (T = Tc), (1- 5)
lim D(b) = 2 for !{ > !{c (T < Tc ),
b-oo
where !{ is J / kBT, kB is the Boltzmann constant, T is the temperature and
J is defined in the following Hamiltonian of the system:
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(Si = ±1).H= -J L SjSj
li-il=l
The result is shown in Fig. 1-2. From this figure, the behavior described in
(1-5) is clearly observed.
The feature of the system at the critical point is given in the following. Fig-
ure 1-3 shows the behavior of the magnetization at the critical point with increase
of Monte Carlo steps. Most of the configurations take such values of the magne-
tization as are near the maximum in magnitude. The distribution of this magne-
tization is given in the Fig. 1-4. The magnetization distribution of finite systems
was also studied by Binder.1- 30) Figure 1-5 shows the correlation function of the
system of 642 at the critical point. The correlations for small distances are consis-
tent with exact calculations by Ghosh and Shrockl - 31 ) From this figure, we can
observe that the system recovers the Euclidean rotational symmetry ( i.e., 0(2)
) at the critical point from the small distances. The rotational symmetry for the
large distances in thermodyna:mic limit can be appreciated from the exact forms
of correlation functions for lattice directions and asymptotic form for diagonal
directionl - 32). The first five points along the lattice axis yield TJ ~ 0.23 ( and
Onsager- Yang's exact value of TJ is 1/4 ), where TJ is defined by the correlation
function fer) f'V r-(d-2+11) at the critical point. Figure 1-6 also shows the correla-
tion function at the critical point for the system of 10242 • From these results we
have obtained very good value T] ~ 0.25, by Monte Carlo simulations at the critical
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Fig. 1-3 The time evolution of the magnetization per spin is shown for the 642 system at the critical
point. Configurations with either positive or negative magnetizations are dominant, and
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Values D(b) defined by (1-3) are shown as
functions of scale factor b for several temper-
atures. The system size is 642.
(a) J( = 0.20: When the scale factor
b is large, the values D(b) approach unity
which corresponds to the random percolation
case. When b is small, D(b) are greater
than unity because of the short-range corr.e-
lation: (b) J( = 0.40, (c) K = 0.43, (d)
]{ = Kc = 0.4407. D(b) converge to the ex-
pected value 1.875 irrespective of the used
scale factor. From these values we obtain
D = 1.86 ± 0.01: (e) K = 0.45: D(b) deviate
from the dashed line to indicate D = 1.875.
If the system size is large enough, D(b) ap-
proach 2 as b increases. In Figs. (c) ...... (e) , the
























Fig. 1-4 The probability distribution function, P(Mtot ), of the total magnetization, Mtot , of the
system at the critical point is shown: (a) is a schematic figure of P(Mtot ) for the system
size L. and (b) denotes P(Mtot ) corresponding to Fig. 1-3. The small asymmetry of (b) is
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Log-log plot of the correlation function at
/{c obtained by Monte Carlo simulations for
the 642 system is shown. The dotted line rep-
resents
- log < SoSR >= 0.2341og R + 0.341.
This yields T/ =::: 0.23.
Figure 1-7 shows the behaviors of D( b) for some values of b at the early stage
of the simulation. The initial condition is that all sites are up. The D(b) converges
to the expected value D = 1.875 very rapidly, Of course, for larger scale factors,
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A plot similar to Fig. 1-5 for the the sys-
tem of 10242 is shown. The dotted line corre-
sponds to
-log < SoSR >= 0.253 log R + 0.367.
This yields 1] ~ 0.25.
a larger number of steps are needed to reach equilibrium. These phenomena were
also observed by Kikuchi and Okabe 1-33) during their Monte Carlo renormaliza-
tion calculations. The reason why D reaches its equilibrium value so rapidly is
understood by noting that there are so many blocks that their average has little
fluctuation.
The other definition of dimensionality, (1-4), is also tried. The scale transfor-
mation is tried repeatedly to the original configuration to get rid of the transient
effect. The scale factor used here is two. If the number of up sites and down sites
in a box is equal, the block spin is selected using random numbers. We adopt up
spin and down spin with equal probability in such a case. Figure 1-8 shows the
behavior of Dn (2) for n = 1,2,3,4,5 and 6. From this figure, the same behavior
with Fig. 1-2 is observed. The values of Dn (2) at the critical point are better than
the D( b) compared with the expected value 1.875
1.3.2 Three-Dimensional Case
In the three-dimensional case, we have also studied two definitions of fractal
dimensionalities. The critical point of the Ising model on the cubic lattice is
estimated by the Monte Carlo renormalizationl - 32), finite-size scaling analysisl - 35)
and high temperature expansion calculationl - 36) to be about K c = 0.2217. The
expected fractal dimensionality is estimated by the results of two different theories.
The fractal dimensionality D is estimated to be 2.480 ± 0.007 from the high-
temperature expansionl - 37) and 2.485±0.004 from field theoretic calculationsl - 38).
Firstly, the results of the values of D by (1-3) are given in Fig. 1-9. The
system size is 643 . The expected behavior is obtained. namely, the D approaches
d/2 = 1.5 in the paramagnetic phase and to d = 3 in the ferromagnetic phase.
Just at the critical point, the values of D are about 2.48 which is the expected
value.
The dynamical behavior of D is also studied. The values of D in the first 50
-733-
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Fig. 1-7 The behaviors of D(b) at the beginning of the simulations are shown: I< = I<e = 0.4407
and the system size is 642 • (a) b=3, (b) b =5, (c) b =7, (d) b =9. The relaxation of D(b)
is very fast. Of course, the relaxation time becomes longer, as the scale factor becomes
larger.
Monte Carlo steps with the all-up initial state are shown in Fig. 1-10. The used
scale is b = 3 and the system size is also 643. The result is given in Fig. 8.
3 ......... K
a a
D aa o 0.3a
a












0 20 40 60
b
Fig. 1-9
The results of D(b) for three dimensional
643 system.
Secondly the values of Dn (2) by (1-4) are shown in Fig. 1-11. The behavior of
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The behavior of Dn (2) in two dimensional
1282 lattice for three temperatures around the
critical point are shown. The feature is al-
most the same as Fig. 1-2. The values for












Fig. 1-10 A plot similar to Fig. 1-7 for the three-dimensional Ising model is shown. The system size
is 642 and the scale used in the coarse graining is b = 3.
the system at the temperature closer to the critical point is shown Fig. 1-12. The
behavior of the fractal dimensionality is more sensitive to the temperature in the
three-dimensional case than in the two-dimensional case.
1.3.3 Four-Dimensional Case
In this case, only the definition (1-3) is tested. The expected value of D is d = 4
in the ferromagnetic phase, d/2 = 2 for the paramagnetic phase and d - Plv = 3
at the critical point. The critical point is estimated to be about K = 0.15 by the
high-temperature expansion methodl - 39). As shown in Fig. 1-13, the expected
behavior is observed.
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Fig. 1-11
The behavior of Dn (2) for three dimen-
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Fig. 1-12
The behavior of Dn (2) for three dimen-



















The D for four-dimensional 304 system
is plotted. The critical temperature is about
K = 0.15.
1.4 Relation to Scaling of the Distribution Function
Binderl - 30) has studied the Ising model block distribution functions. He found
-736-
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that the magnetization distribution function PL(M) in finite blocks of linear di-
mension L satisfies the scaling relation,
D = d - /3/v. (1 - 6)
The relation to this scaling and our fractal picture is studied in this section.
At first, we consider the general situation where any quantity AL, which de-
pends 'on the size parameter L, obeys the distribution function PL(AL) which
shows scaling behavior like
PL(AL) = L-DP(AL/L D ), (1- 7)
where P(x) is nonnalized so as to fulfill JP(x) dx = 1. Then the expected
fractal dimensionality is calculated to be D as
< D >p= Jdx Jdyl07~:~Y) PbL(y)PL(X) = D (1- 8)
Therefore we cannot distinguish between the true fractalness and such case.
Then the variance of D is estimated as
2 2 2
< (DoD) >p= (logb)2 < (Dologx) >p (1 - 9).
To observe its magnitude, the gaussian distribution is considered as an exam-
ple. In the case of following distribution,
where (j = L D • Then we have
S > 0, (1 - 10)
. /< (.6.D)2 > = 7r (1 - 11).V 210gb
If the factor b is three, this value of V< DoD)2 > is 1.43, namely of order one.
In our results, the distribution function of the block magnetization by
Binder is used to examine the deviation of the dimensionality D. The calculatedV< DoD)2 > is equal to 1.07 for scale factor three.
The observed V< DoDF > estimated from Fig. 1-14 is 0.02. This value is very
small compared with the previous value 1.07.
The value 1.07 is a naive estimation. For example the configuration which has
a large value of magnetization usually has also a large value of magnetization after
scale transfonnation. This effect is not considered.
Anyway, our fractality is not a trivial result by the scaling of block distribution
function. .
Whether the deviation of D shown in Fig. 1-14 vanishes or not as the system
size becomes infinite is not yet tested. Multi-fractal analysis l - 40) may be useful
for detailed analysis of the configuration.
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Fig. 1-14
The observed distribution of D(3) for two
dimensional 642 system. The deviation of D
is very small compared with naive estimation
from scaled block magnetization distribution
function.
1.5 Discussions
Cambier and Nauenbergl - 41 ) recently obtained DR = 1.9±O.06 and 2.30±O.05
for two- and three-dimensional cases by analyzing clusters in the configurations.
Their definition of the dimensionality D is
where Rand n are the linear dimensionality and the number of spins in one
cluster. From their value of DR for the three-dimensional case, they concluded
that Suzuki's conjecturel - 22) was not correct in the three-dimensional case. Our
value D is, however, consistent with the knO\vn values of critical e:o.-ponents. Their
definition of the DR may not be appropriate for the purpose to confirm Suzuki's
conjecture. 1-22)
Our argument yields automatically the hyperscaling relation dv = 2{3 + ,.
Therefore in the Ising case, its validity must be limited to the dimensions less
than or equal to four. The four-dimensional case is marginal. The hyperscaling
is the result of our fractal nature of the configurations and the finite-size scaling.
If we assume that our fractal picture is correct for dimensions higher than four,
the finite-size scaling exponent v' which scales the system-size L and temperature
t = T - Tc like Lit must satisfy dv' = 2{3 + , = 2. Therefore v' = 2/d. This is
also predicted by other authors l - 27) and confirmed for the five-dimensional case
by Binderl - 26).
In this chapter, we have established the relation between the fractal and critical
phenomena. We have confirmed an extended version of Suzuki's conjecture in the
case of two-, three- and four-dimensional square and simple cubic lattice Ising
models.
-738-
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1. Appendix A
D( b ) of the random percolation
The symbol A denotes the d-dimensional hypercubic lattice of linear size b
which is any positive integer:
A random variable Xx E {+1, -I} is defined at every x E A. The probability of
Xx = +1 is p and that of Xx = -1 is q = 1 - p for all x E A.
The expectation values of lvIb = L:XEA XX and MtC = sgn(Mb), where sgn(x)
denotes the sign of x, are necessary to estimate D( b). The quantities
and
are calculated easily and the results are
< M~ >= N(p - q) and
where N = bd•
The central limit theorem implies that the distribution of
s = Mb- < Mb >
J < (tllvlb)2 >
approaches the Gaussian distribution with mean value J.L = 0 and standard devi-




erf(x) = -- e-x /2 dx.
VZ; x
Therefore we arrive at
1 <Mb> 1 1og <M"c> = ~ + og vr;
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1. Appendix B
The Art of Monte Carlo Simulations on Vector Processors
The appearance of a vector processor, or a super-computer, recommend us
to adopt ne\\~ algorithms which are suited for vector processors. The traditional
theory of numerical complexity, which treats the total number of arithmetical
operati"ons, is not useful, because the power of vector processors depends largely
on the vectorizability of the algorithms.
A vector processor is, in a sense, a special purpose computer for the matrix
operation. Therefore the Monte Carlo simulation on the vector processor requires
some technique which is not, effective in a universal purpose processor, or a scalar
processor. Such techniques are introduced shortly in this appendix.
An effective multispin coding techniquel-42)rvl-43) is developed recently by
Bhanot, Duke and Salvadorl- 42 ,1-43). This works not only for a vector processor
but also for a scalar one. This method is also introduced.
Using these techniques, our program can treat 2 M, 120 M and 847 M spins
per second on HITAC M260 ( scalar ), HITAC S810 ( vector) and HITAC S820 (
vector) for the three-dimensional ferromagnetic Ising model. This 847M updates
per second is the fastest Monte Carlo simulator in the world up to now.
(1) Multi-Spin Coding of the Same Site of the Different systems
Ising spin takes only two states, up or down, so one Ising spin have one-bit
information. Therefore we can store the state in only one bit of computer memory.
This spin coding method is called the multi-spin coding technique, because usually
we use integer variables in FORTRAN to store the spins and assign many spins for
one variable. The multi-spin cod.ing saves memory and data transfer time. Logical
operations are used to treat spins.
The traditional multi-spin codingl - 42 ,1-43) codes some spins of the same sys-
tem for each variable. Bhanot, Duke and Salvadorl- 44,1-45) proposed a new al-
gorithm which saves the effort of random-number generation very much. They
proposed to code the same spins at different temperatures or fields systems in one
word ( Fig. 1-A-1). The merit of their coding is that this coding requires only one
random number for spins in one word.
(2) Vectorizable Spin Flip Dynan1ics
The sequential-flip dynamics and random-flip dynamics are not suited for vec-
torization. The sublattice-flip dynamics is easily veetorizable.
Spins are divided into some sets ( sublattices ) so that the spins belonging
to one set may be treated independently and simultaneously. An example of
sublattices is shown in Fig. 1-A-2.
(3) Vectorization of Random Number Generation
To generate random numbers is the most important ingredient in Monte
Carlo calculations. Therefore one has to be careful in using it. Two kind of
algorithmsl - 40) are familiar to generate random numbers. One is the linear con-
gruential sequencel - 40) and the other is the Tausworthe sequencel-47)rvl-50). The
nature and vectorization technique are described in the following.
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SYSTEMS
1 2 3 N Fig. l-A-l
The multi spin coding of the same spin
of different two-dimensional systems is shown.
Each plane denotes the system whose size is
the same but system parameters like temper-
ature and field are different.









Fig. l-A-2 Examples of the sublattice division. (a) is the square lattice and (b) is the triangular
lattice.
1. Linear Congruential Sequence
This sequence is generated by the following recursion formula
(mod m). (1- A - 2)
The ordinary values of c, m and n are 0, 231 and 511 , respectively. The modulo
231 calculation is easily realized by integer operation. Therefore the recursion
formula is
(1- A - 3)
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The period p of this sequence is obtained by solving the equation
Ro =511PRo (mod 231 ). (1- A - 4)
This equation can be easily solved by using index. If Ro is odd, the p is 229 . If
R o is 2tr where r is odd, pis 229- t . Therefore the period of this method is short
and thi~ method is not suited for large scale simulations. For example, the period
is exhausted only 2048 MeS for a 643 system.
The vectorization of this method is accomplished by preparing a special num-
ber Ni which is defined by
(1- A - 5)
The sequence
(mod 231 )
generates random number in every i distance. Then this enables to realize up to
the length-i vectorization.
II. Tausworthe Sequence
This method uses the bit sequence defined by
(mod 2), (1- A - 6)
where the n and m (n > Tn) are selected so as the polynomial xn + xm + 1 may be
primitive. An eXp,mple of them is n = 250 and m = 103. Other pairs (n, m) are
listed by Zierler and Brillhart1-4~,1-49).The period of this sequence is 2n - 1. We
can use this sequence as random numbers. The nature of this sequence is studied
by Tausworthe. The period of this sequence is large enough for ordinary scale
simulations, although we have to use large n for very large scale simulations.
This sequence is realized by logical operation in a computer like
where ffi denotes exclusive-OR.
To vectorize this sequence, the following formula is useful:
(a ffi b) ffi (b ffi c) = a ffi c.
The sequence {bk} is rewritten like
(1- A - 7)
(1- A - 8)
for 1= 0, 1, 2, .... (1- A - 9)
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2-1. Dynamical Critical Phenolnena
Since Suzuki and Kub02- 1) formulated the mean-field theory of the kinetic
Ising model and the fluctuation-dissipation theorem for stochastic dynamics, many
studies2- 2)-2-7) have been made about the dynamical exponent z of the kinetic
Ising model. The former results of z is summarized in Ref. 2-7). The estimated
values of z vary from 1.8 to 2.3 and not yet settled.
Recently, special-purpose computers2- 8,2-9) turn out to be very powerful tools
for computational physics, especially for spin systems. Taiji, Ito and Suzuki de-
signed and constructed a special-purpose computer system for Ising spin systems
named m- TIS, which represents the mega spin model of Tokyo university Ising
Spin machine. This m-TIS can treat some millions of spins per second when it
is connected to an appropriate host computer. The present host computer is EP-
SON PC-286 which is a compatible machine of NEC PC-9800 series and has CPU
80286 with clock 10MH z. The detailed report of this system is described in the
appendix of this chapter.
In this chapter, the relaxation time of the two-dimensional kinetic Ising model
is studied by Monte Carlo ca1culation using m-TIS and the dynamical critical
exponent z is estimated.
The stochastic dynamics of the Ising model is reviewed shortly following Suzuki
and Kub02- 1). In the case of continuous time, the stochastic time evolution of the
system is represented by
dP(a,t) _ fP( )dt - a,t, (2 - 1)
where P(a, t) is the probability distribution over the configuration space n = a,
a j = ±1 at time·t. The f is the operator defined by
(2 - 2)
where Pj denotes the operator which flips the j-th spin a j' Therefore its action is
represented by
Pjf (... a j ... ) = f (. .. - a j ...). (2 - 3)
The transition probability wj(a) is determined so as to fulfill the detailed balance
condition,
(2 - 4)
where Peq ( a) denotes the equilibrium distribution, and for this stochastic process
to have the ergodic property.
When one tries Monte Carlo calculations, it is desirable to clarify the dynamical
nature of his dynamics so as to confirm that the system reaches to equilibrium and
to estimate the errors correctly. Therefore the study of dynamical properties is
important to get exact result by Monte Carlo method.
2.2. Estimation of the Dynamical Critical Exponent
Our Monte Carlo dynamics is described in the following, namely, we treat the
two-dimensional square-lattice Ising model with troidal boundary condition and
the lattice point is denoted as (i, j) which means i-th row and j-th column lattice
-744-
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point. The time is discretized and spin flip is tried sequentially from (1, I)-site
to (I,n)-site and then from (2, I)-site to (2,n)-site and so on. Therefore the time
evolution equation is rewritten as
P(a, t + 1) = AP(a, t),
where A is defined by
A = A(n,n) ... A(n,l) A(n-l,n) ... A(2,n) ... A(2,1) A(l,n) ... A(1,l)
and
(2 - 5)
A(i,j)j(a) = (F(i,j) -I)W(i,j)(a)j(a). (2 - 6)
Our flip algorithm is the Metropolis method. Therefore W(i,j) is defined by
where
W(i,j) = min{I, exp(2,BEU,j))} , (2 - 7)
E(i,j) = -J L a(k,l)'
(k,l):n.n.of( i,j)
We have studied the correlation time of the magnetization. We define the
magnetization-magnetization time correlation function C (r) by
N-l
C(r) =< M(t)M(t + r) >= lim 2. L M(t)M(t + r), (2 - 8)N-ooN t=o
where M(t) is the magnetization-of the system at time t.It is easily shown that C(t)
shows multi-exponential decay. The longest decay time is called the correlation
time and denoted bye. This e is finite, because the time evolution operator A has
only one eigenvalue 1 corresponding to the equilibrium state, and the equilibrium
state has even property for spin global inversion operation although magnetization




c = T - Te.
This is the critical slowing down phenomenon. vVe have estimated the value of
z using the finite-size scaling method. If we assume the finite-size scaling, the
correlation time of finite systems whose linear size is L at critical temperature
behaves like
(2 - 10)
We investigated the correlation time of finite systems at the critical point
by the Monte Carlo method using m-TIS.The system sizes we have used are
162 f'V 1442• For each system size, about one thousand times of correlation time
et Monte Carlo steps are tried and the values of magnetizations are recorded to
diskettes. Then the sequence of the values of magnetizations is divided into about
-745-
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5 pieces and magnetization-magnetization correlations C(t) are calculated from
each piece. The values of C(t) are calculated from each pieces following equation
( 2-8 ) and the errors of C(t) are estimated from the deviations of the values of
C(t) of each pieces.
The X2 fitting is tried for the obtained values oflog C(t) by assuming that the
distributions of the errors of log C(t) is Gaussian. Of course, this assumption is
not correct. The distributions of the errors of log C( t) are not Gaussian. However
the obtained data must not be so much different from the true estimation and the
.difference between the result of the X2 fitting and the result of true fit must be
within'the error. An example of the obtained values of C(t) and fitted curve of








The obtained values of C( t) with error
bars are plotted as an example. The system is
1442 • The fitted curve is






The values of the correlation time is given in Table 2-1.
L et error of et Monte Carlo
Steps x106
16 285.6 4.3 3
32 1258 28 6
48 2874 44 10
64 5380 140 10
80 8810 67 15
96 12300 280 10
112 18380 270 20
128 23950 480 18
144 30410 680 40
Table 2-1 Magnetization-magnetization correlation time of two dimensional Ising model for £2 system
at critical point is listed. The dynamics is explained in the text.
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Figure 2-2 is the plot of obtained values of correlation time for each system
size. From this plot, one can observe that the time correlation behaves like LZ
from the 162- to 1442-systems. vVe applied the X2 fitting to the values of log Land
log et and estimated the values of z, although the errors are also not Gaussian.
The obtained value of z is 2.132 ± 0.008.





The obtained values of correlation times
are plotted. The error bars are smaller than
the dots. The line represents
5.02L-.-o---J.:.-.--3L-.o----J4~.0-----I5.0 loget =2.132(±0.008) l~g L -0.265(±0.003), '.
log'L which is obtained by X fitting.
Therefore the estimated values' of z is
2.132 ± 0.008.
2-3. Discussions
The obtained value of z supports the conjecture by Racz and Collins 2-3) that
the values of z is 17/8 = 2.125. They proposed this conjecture from their result
z = 2.125 ± 0.01 by high-temperature expansions. If the value ofz is really 17/8,
there must be some theoretical explanation for this z to be such a neat rational
number.
There are another view point2- 10) about the dependence of et, which said that
et behaves like e2(log e)x. It is difficult to distinguish the difference between this
form and power dependence. From our result the value of x is found to be about
0.49 ± 0.03. This value of x does not agree with the Domany's conjecture2- 10)
that this values of x is equal to 1. The difficulty of this Domany's conjecture is
also pointed out by Kalle2- 5).
-747-
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2. Appendix
Special-Purpose Computer System, m-TIS
The special-purpose processor for Ising spin systems which is named the m-
TIS, mega-spin model of Tokyo University Ising Spin machine, is designed and
constnicted to study the spin systems by the Monte Carlo method. The m-TIS
can treat several millions of Ising spins per second when it is connected to an
appropriate host computer and the maximum ability is about ten millions per
second. This machine can treat the Ising spin systems which have one translation
invariant direction in the lattice and which have local Hamiltonians including less
than 13 spins, for example, Ising models with external field, ±J spin glasses and
±H random field models. This machine is used for the study in this appendix.
(1) INTRODUCTION
Lattice systems are actively studied as the models of magnetic materials and
field theory using the Monte Carlo method2- 11)-2-14). In this field, the use of
universal-purpose computers including super-computers turned out not to be the
best selection2- 8,2-9). Condon and Ogielski2- 15) in Bell Laboratories made special-
purpose systems for Ising spins. Using this system, Ogielski and Morgenstern2- 16)
and Ogielski2- 17,2-18) have studied the three-dimensional ±J Ising spin glass and
discovered the existence of the spin-glass transition in three-dimensional lattices.
There are other two special-purpose machines for Ising spin systems made by Hoog-
land and his collaborators2- 19) in Delft and by Pearson and his collaborators2- 20)
in Santa Barbara. The Delft group has studied the finite-size scaling in three
dimensions2- 21), two-dimen~ionalmodels with multiple spin interactions2- 22), the
Ising model with crossing bonds2- 23), random number sequences and cellular
automata2- 24). The Santa Barbara group has studied the three-dimensional Ising
model using the finite-size scaling2- 25,2-26) and its dynamics2- 27). Special-purpose
computers for other models have also been constructed2- 8,2-9). The most remark-
able machine is the GFll by Beetem, Denneau and \tVeingarten.2- 28) The GFll
is the parallel-processor machine designed for lattice QCD calculation.
All the Ising machines constructed previously have the memories for spins in
a special processor or share them with the host computer. The Monte Carlo dy-
namics is, roughly speaking, determined by the hardware of the processor, but
the recent development of micro computers enables us to introduce another ar-
chitecture. Our machine m-TIS works, in a sense, as subroutines of spin flipping
processes. When information on configuration and randomness is transferred to
the m-TIS from the host computer, the m-TIS returns the results of its simu-
lations. The configuration of the system is stored in the memories of the host
computer. Therefore the flip sequence can be partially controlled by the software.
This machine is cheaper and easier to make than the previous machines because
of this separation of the configuration memory and progress in integrated-circuits
technology. The detail of this system is presented in the following sections.
(2) CONSTRUCTION OF THE m-TIS
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We use an EPSON PC-286 model 0 as a host computer. It is compatible with
the NEC PC-98 series personal computer. Our machine m-TIS is designed as a
I6-bit bus oriented system because the host has a I6-bit bus.
Figure 2-A-l shows an example of spin coding. We consider binary one as up
spin (+1) and zero as down spin (-1). Spins are close- packed in a word. (A word
means 16 bits.) A sequence of bits reflects that of spins; the next spin of bit 0
is bit 1, the next spin of bit 1 is bit 2 and so on. Therefore the linear dimension
of a lattice must be a multiple of 16 at least in one direction. The machine flips
spins sequentially from bit 0 to bit 15. Condon and Ogielski packed a lattice
into "spin words"which are placed on "word lattice.2- 15)" Our packing has the
following advantages compared with theirs.
(1) It is easy to display a configuration of spins in a bit map screen.
(2) We can easily change the linear dimension of a lattice by modifying a software.
No modification of the hardware is necessary.
(3) The hardware is simple.
A block diagram of the system is shown in Fig. 2-A-2. The system is composed
from six parts: the host microcomputer, the clock generator, the local information
registers, the spin flipper, the random number generator and the magnetization
counter.
M·16
,...---------------~,~in word 0 spin word 1 spin word M -1
111"1""'1111111111111111111111, •••••••• 1"111111111111"
, I I I '.' j I I I I I I I I I I
N
(a)
s p rn W 0 r d M( N -1) 5 pin word M(N-1 ) +1 spin W 0 r d MN-1
I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I ••••• • •• I I I I I I I I I I I I I I I I I
(b)
Fig 2-A-l (a) An example of spin coding in the case of the two- dimensional square lattice (16M)zN.
Each long box denotes one word, which we call a "spin word." Each small box denotes a
spin (a bit) and the physical lattice point.
. (b) Magnified picture of the upper left part of (a). It shows the sequence of spins in spin
words. Symbols bO - b15 represent the bit order in word, bO is the LSB (least significant bit)
and b15 is the MSB (most significant bit).
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Fig. 2-A-2
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i) The clock generator
It generates 16 clock pulses called "system clock"when it receives a start sig-
nal from the host computer. An interval between pulses is 200ns at present. The
system works synchronously with this clock and flips one spin per one pulse. There-
fore, It can flip 5 x 106 spins per second at its best. This interval can be decreased
up to lOOns or 10 X 106 spins per second if we use the RAM of access-time 35ns
for the Boltzmann factor memories of the spin flipper.
ii) The random number generator
It generates a 16-bit random number synchronously with the system clock. A
binary random number sequence is generated by the two-bit feedback shift register
method or Tausworthe methodZ- 29)"""Z-32), which determines the next bit by
Rn =Rn-33 + Rn -68 (mod 2). (2 - A-I)
We use these serial 16 bits as a random number. The hardware generates 16 bits
simultaneously as explained in Fig. 2-A-3. It is composed of 16-bit parallel four-
or five-stage shift registers and 16 exclusive-or gates.
These 16-bit random numbers are sufficient for ordinary simulations. If neces-
sary, more accurate random numbers can be used by replacing the random number
generator and Boltzmann factor RAMs.
iii) The local information registers
They store information on resultant spins, spins to be treated, neighbor spins
and randomness. They send it to the spin flipper and receive the result syn-
chronously with the system clock. They consist of a 64-bit, a 20-bit and eight
16-bit shift registers. The local information registers have input latches, so that
we can set the next data to the shift registers while simulating.
Figure 2-A-4 shows the composition of the local information registers. They
consist of a 64-bit, a 20-bit and eight 16-bit shift registers. The 64-bit register
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Construction of the random number gen-
erator. The rows of boxes represents shift reg-
isters and each box is considered as one bit.
When the system clock goes up, random num-
bers RO - R15 are written to bO - b15, respec-
tively, and the registers are shifted. Then a
new 16-bit random number RO - RI5 is gen-
erated.
stores spins to flip. It works as 16-, 32-, 48- or 64-bit ring shift register. This
structure makes simulations faster not only for large systems but also for small
systems. The 20-bit register is used for the Ising spin glass to store bond ran-
domness of the direction in which the simulation is progressing or is used for the
two-dimensional triangular lat tice to store up (or down) nearest neighbor spins.
Because two bits of this register are connected with the spin flipper, it can not
compute a six-dimensional hypercubic Ising model. We use the 16-bit registers to
store the left,right,up and down nearest neighbor spins and bond randomness, for
example, in the case of the three- dimensional Ising spin glass on the cubic lattice.
For the two- dimensional triangular lattice, two of these 16-bit registers can be
concatenated and work as a 32-bit register to store down (or up) nearest neighbor
spIns.
No modification of the hardware is necessary to change the structure of a
lattice, except for the two-dimensional triangular lattice. In this case, we must
move one switch (but it is very easy! ).
A linear dimension of the relevant system must be a multiple of 16 in one
direction. The maximum size is determined by the memory capacity of a host
computer.
iv) The spin flipper
It is the central part of this machine. Figure 2-A-5 shows its block diagram.
It receives the informationon spins and randomness (totally 13 bits) from the
local information registers. Then it generates a probability of flipping a spin as
an arbitrary function of thirteen Boolean variables. For this purpose, we use two
8192x8-bit static RAMs (HM6264LP-lO, Hitachi) of which address-access-time is
lOOns. The information is connected with the address lines of the S-RAMs and
the probability comes from the data lines. This probability is compared with
a random number from the random number generator and if the probability is
greater than the random number, the spin is flipped. The result is returned to the
local information registers.
The flip probabilities are stored in these s-RAMs by the host computer before
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Fig. 2-A-4 Construction of the local information registers. Each long box represents a 16-bit shift
register. The information on spins and randomness, 50 - 512, is transferred to the spin
flipper.
(a.) The 64-bit shift register. The variable 50 is a now treating spin. The variables 51 and
52 denote the previous spin and the next spin, respectively.
(b) The 20-bit shift register. We use 57 and 58 for the Ising spin glass or the two-
dimensional triangular lattice.
(c) The 16-bit shift registers. The variables 53 - 56,59 - 512 are independent except
for 53 and 54'. We connect 54' instead of 54 while computing spin configurations on the
two-dimensional triangular lattice.
beginning a simulation.
v) The magnetization counter
It counts the resultant spins of the spin flipper synchronous with the system
clock. We clear it before simulating each Monte Carlo step and read it after the
step. Then we obtain the value of magnetization. It is composed of a 20-bit
counter. Therefore this counter can treat a system consisting of less than 220
spms.
We summarize a simulation sequence of one Monte Carlo step:
(1) Clear the magnetization counter.
(2) Set information on spins and randomness.
(3) Send start signal to the clock generator. Then the simulation of 16 spins starts.
(4) Set next information and wait the end of simulation.
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Block diagram of the spin flipper. In this
figure, P is an arbitrary function of S, which
is generated by RAMs.
(5) Get results and store them. Repeat (3)-(5)
(6) Read the magnetization counter and output the result to floppy disks.
Prior to the simulation, the m-TIS must be initialized. The initialization
procedures consist of the following two steps.
(1) Set the seed to the random number generator.
(2) Set the Boltzmann factors t~ the spin flipper.
Figure 2-A-6 shows the photograph of the entire system. The machine consists
of about one hundred lCs. They are all commonly used F,AS,ALS TTL lCs and
HC-MOS lCs. It was built in five 14.5cm x11.5cm boards. The boards are con-
nected with each other through a mother board with 44pin card edge connectors.
The machine and the host computer are connected by 50 line flat cables. The host
computer has an interface board to extend a bus. The host controls the machine
through an I/O space or a memory space. Now we are using an I/O space for the
convenience of programming.
(3) OPERATING ENVIRONMENT
We use Microsoft MS-DOS for development. The routines for simulation are
written in 80286 assembly language and the other routines are written in C lan-
guage. We prepare a "control file "which contains necessary parameters for the
simulation such as system sizes, values of temperature and external field, repeat
factors, random seeds and output-file names etc. Then the program automatically
performs specified simulations and output results to floppy disks. The results are
analyzed by other programs. The Hamiltonian of the system is given as a function
of local spin variables in the operating program written in C language. There-
fore we can change the Hamiltonian by modifying, compiling and linking only one
function in C language.
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Fig. 2-A-6
Photograph of the entire system of the m-
TIS. Our special processor can be seen at the
right of the host microcomputer.
(4) SPECIFICATIONS
i) Computable Hamiltonians
As we mentioned before, this machine can simulate Ising spin systems. In the
following, we show some examples of computable systems.
(1) Ising spin systems with uniform interactions and external field on one- to five-
dimensional cubic and two-dimensional triangular lattices.
(2) ±J-Ising spin glass on one- to three-dimensional cubic lattices.
(3) ±H-random field Ising spin systems on one- to five- dimensional cubic and
two-dimensional triangular lattices.
(4) Cellular automata with sequential flip dynamics.
Though the present machine is designed for sequential flip dynamics, a lit-
tle modification enables us to study simultaneous flip dynamics for the cellular
automata.
The local Hamiltonian must be a function of spins to be flipped (lbit) and its
neighbor and information on randomness (12 bits in maximum).
Boundary conditions are arbitrary. Periodic boundary condition including the
twisted case and fixed one are most easily simulated. Free boundary condition is
also simulated using information on bond randomness as the boundary informa-
tion.
ii) Performance
The performance of the present system is (1) 1.5 x 106 flips per second for
the two-dimensional Ising model (square lattice, 2562) and (2) 1.2 x 106 flips per
second for the three-dimensional Ising model (cubic lattice, 643), with displaying
configurations and recording the values of magnetization to a floppy disk. Without
them it can compute 1.2 times faster. The cost- performance ratio is very good
compared with universal-purpose computers. This machine is tested by calculating
the spontaneous magnetization of the two-dimensional Ising model on the square
lattice.
iii) Characteristics
(1) We can observe configurations of spins in real time on CRT screen. It is useful
in studying the dynamical natures of models.
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(2) Magnetizations are measured with simulation without slowing down.
(3) Low cost. it costs less than 100,000 yen except for a host computer.
(4) You can use a 16-bit personal computer, for example, IBM PC AT, as a host
computer.
(5) This machine can treat the Hamiltonian as a function of nearest neighbor spins.
Furthermore, the Hamiltonian may depend on other information dependent on
site ( six bits in the case of the cubic lattice ). The flexibility supersedes any
other special-purpose machine for Ising spin systems.
(5) SUMMARY AND FUTURE PERSPECTIVES
Our machine is very cheap and has reasonable portability. Its special advantage
is its flexibility on Hamiltonians and lattice structures.
This system is already used to study the dynamical critical exponent of the
two-dimensional Ising model as described in this chapter.
There is much room for improvement in our machine. We can accelerate it
by two modifications. First, we change Boltzmann factor RAMs with much faster
ones. Next, we can modify it to store spins and randomness in special memories
which the machine can directly access ( like the other Ising machines). By these
two improvements, it will be able to treat a few ten million spins per second.
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3-1. Introduction to the Coherent-Anomaly Method
The coherent-anomaly method ( CAM) proposed by Suzuki3- 1)-3-3) is pow-
erful to estimate singularities using some series of approximations. A short review
of the CAM is given in section 2. This CAM theory is applied successfully to
many systems which show critical phenomena so as to estimate the critical points
and critical exponents. The systems studied up to now using the CAM theory are
Ising models3- 4)-3-8), spin glasses3- 9) and random percolation problems3- 9,3-10).
Recently, the CAM for perturbation expansion methods was also proposed by
Suzuki3- 11) and it is found by Suzuki3- 12) that the continued fraction is useful to
apply the CAM for power series type approximations.
The Ising model is studied in detail by Suzuki, Katori and Hu using the
systematic cluster mean-field approximations3- 4)-3-6) and systematic mean-field
transfer-matrix methods3- 7,3-S). For the cluster mean-field approximations, the
coherent anomalies of the response functions are derived phenomenologically3-S)
and the convergence of the critical temperature is proven3- S). The obtained val-
ues of the critical points and critical exponents of the susceptibility are K c =
0.448 ± 0.008 and I = 1.79 ±0.12 for the square lattice and 0.221 ± 0.003 and
1.26 ± 0.07 for the simple cubic lattice3- S). For the systematic mean-field transfer-
matrix method, the new scaling relation ViTJ = (3 is obtained from the CAM scaling,
where vi is the critical exponent of the induced magnetization by an external field
on the boundary of the relevant system at the critical point3 - 8). The obtained
values of I<c,cx,(3, I and fJ are 0.4403, 0 ( logarithmic divergence ), 0.131, 1.749
and 15.1 respectively in two dimensions.
The critical exponent of the non-linear susceptibility X2 for ±J-Ising spin glass
system on the simple cubic lattice is estimated3- 9) to be 2.87. .
Suzuki3- 9) has shown how to apply the CAM to the random percolation
problems and obtained some results for many types of models. Takayasu and
Takayasu3- 10) obtained very good values from their cluster mean-field calculations
of the site problems on hyper-cubic lattices.
In this chapter, the Heisenberg ferromagnet is studied using the CAM theory
based on the Weiss, Bethe3- 13) and constant coupling3- 14) approximations. The
results show that the CAM theory is also powerful for quantum spin systems.
The basic idea of the coherent-anomaly method is given in the following. The
mean-field type approximations of magnetic spin systems are considered as exam-
ples.
Mean-field type approximations give classical critical exponents irrespective
of the dimensionality of the lattice, although the system does not show classical
critical values below the upper critical dimensionality of it. Therefore the mean-
field theory has not been used to study the system near the critical point. The
coherent-anomaly method uses, however, the singular part of mean-field approx-
imations. If the size of a cluster used in an approximation is increased and the
effects of the fluctuations are taken into account, this singular part will be modified
coherently as the degree of the approximation increases, namely as the difference
of the obtained critical temperature from the true one goes to zero. This is the
essential point of the CAM theory. The CAM is formulated so as to be able to
estimate the true non-classical behavior of the system. Therefore if one calculates
-756-
-{ :; :..r ~l=c 7"/vrJ) 13 ctI31~M:.t3 J: a~~~fDI~ --::>" \-c
34 Chapter 9. CAM for Quantum Spin Syste'fnj
some cluster approximations, the true critical point and the true critical exponents
can be estimated approximately with the use of the CAM.
Now we assume that there are two mean-field type approximations, A and B,
for a magnetic spin system. The critical points and susceptibilities obtained from
these two approximations are denoted by K~, K!, XA and XB . The susceptibilities
diverge at the critical point like
K
'i -i c
X '" X Ki _ K
c
(K < K~), i = A,B, (3 - 1)
where XA and XB are some constants. This type of divergence is universal for
mean-field-type approximations. Therefore the critical exponent of susceptibility,
" estimated from these approximations is equal to unity for any models, which is
called the classical value. On the other hand, the exact value of , is 7/4 for the
two-dimensional Ising model. The residual divergence, (K - K c)l-'Y, affects the
coefficients XA and XB , respectively. If the obtained critical point is closer to the
exact critical point K;, the approximation is better. This implies the relation
i--+oo as (3 -2)
The CAM theory assumes the following relation
Xi '" (K; - K~)-lp.
Therefore the true exponent is estimated by
[ XB] [ OK!]1 = 1 - log XA / log 8Kt- '
(3 - 3)
(3-4)
where 8K~ = K; - K~.
The spontaneous magnetization of the relevant system emerges in the ordered





(I{ > J(~), i =A,B, (3 - 5)
(3 - 6')
The true exponent of the spontaneous magnetization,,B, is estimated by
~ = ~ + [log ::] I [log ~~~] ,
The difference of the sign in (3-4) and (3-6) originates from the definitions of the
critical exponents.
The exact critical point is assumed in eqs. (3-4) and (3-6), but we can dispense
with it if we have three or more approximations. The details of the CAM is given
in ref. 3-1).
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3-2. Mean-Field Theories for the Heisenberg Model
The CAM is applied successfully for many systems as described in section 3-l.
The aim of the present paper is to show that the CAM is also useful for quantum
spin systems. The isotropic Heisenberg ferromagnet on the simple cubic lattice is





where 0', /-La and 9 are Pauli matrices, Bohr magneton, and the g- factor of spins,
respectively.
The high-temperature-expansion analysis3- 15) concludes that the critical point
Kc and the critical exponents of the susceptibility and spontaneous magnetization,
f and f3 are
K c = 0.595 ± 0.003, f = 1.43 ± 0.01 and f3 = 0.385 ± 0.025, (3 - 8)
where K denotes Jj(kBT).
The Weiss, Bethe and constant coupling approximations are used to estimate
the values of f3 and f with the CAM. In the following, the results of these ap-
proximations for the Heisenberg model with an arbitrary number of the nearest
neighbour spins, which is denoted by z, are summarized.
The critical points are denoted by K ci , where i denotes Weiss, Bethe and c.c.
( i.e. constant coupling). The coefficients of the susceptibility and spontaneous
magnetization are defined by
i -i K~
X r-.J X Ki _ ]{
c
(I( < I(~), K-Kic (K > K~), i = A,B,
(3 - 11)
(3 - 10)T<,Weiss _ ~.I.J.. c -,Z
2 2
XWeiss = 9 /-La
2zJ
(3 -9)
These are the "skeletonized3- 16)"susceptibility and spontaneous magnetiza-
tion, or singular part of them.
3-2-1 Weiss Approximation
The Weiss approximation for the Heisenberg model is the same as for the Ising
model. The results are
and




The Bethe approximation for the Heisenberg model was obtained by
P.R.Weiss3- 13). We have calculated it again following P.R.Weiss3- 13) and we give,
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for the future references, more compact expressions for the coefficients appearing
in the results than those in ref. 3-13). In the following, the values of z should be
even.
This approximation treats the Hamiltonian,
z z
H = -2J50 :E 5j - gpoHSo - gpo(H +Hmf) :E sf,
i=l i=l
(3 - 13)
where Hand H mf represent, respectively, an external field and the molecular field
which is determined by the self-consistency equation. This Hamiltonian is diag-
onalized exactly and consequently its partition function is derived. It is required
that the averaged value of So is equal to that of Si.
The self-consistency equation which determines the critical point is
where
A=O, (3 - 14)
(3 - 15)
2 z/2 ]A= :E:E w(z, S) [A2 + ~Ai e-(K/J)A.
k=18=0
and Ak, W(Z, 5) and A~ are given in (3-A-1),(3-A-2), (3-A-12) and (3-A-13) rv
(3-A-18). The susceptibility is





B = _1_K~"w(z S)BOe-(K/J)Ak
z+1 J L.JL.J ,k ,
k=18=0
2 z/2






Zo = :E:E .:E w(z,S)e-(K/J)Ak
k=l 8=0 m=-Mk
The coefficients B2, D~ and Mk are given in (3-A-19)rv(3-A-21), (3-A-34)rv(3-
A-36) and (3-A-13). Therefore the singular part at the critical point is
where
}'Bethe
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The spontaneous magnetization is
where
(3 - 22)
2 z/2 [ 2 3]C·=~~ w(Z S) CO + K C1 + K C 2 + K C 3 e-(K/J)A.\:L.-.J L.-.J ' k J k J2 k J3 k
k=lS=O
(3 - 23)
and the coefficients C are given in (3-A-22).-v (3-A-33). Near the critical point,







mBethe = gila ~ [E.- _K3 8A
z + 1 J Zo C 8K K=K[Jethe
(3 - 25)
3-2-3 Constant Coupling Approximation
The constant coupling approximation is introduced by Kasteleijn and van
Kranendonk3- 14). This method treats the following effective Hamiltonian
H = -2JSi . Sj - (mH Z + C)(5[ + 5j), (3 - 26)
where C is a variational parameter determined by minimizing the free energy.
From this approximation, the critical point and the coefficients Xc.c. and m C'c., are
given by
and
1 zK C' c. = -log-
c 2 z - 4'
1 2 2
XC.C. = g Ilo
2(z - 4) J
- c.c. Z V3(Z - 1)(z - 4) 1 Z




3-3. Estimation of (3 and, by the CAM
The values 6f critical points and the coefficients of the susceptibility and spon-
taneous magnetization are given in Table 3-1 for the case of the simple cubic lattice,
z=6. Assuming that the exact critical point is the high-temperature-expansion
value, 0.595, we can estimate the exponents (3 and, from any two of the three,
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Weiss Bethe C.c.
Ke 0.33333 0.54005 0.54931
Xl/(9Po)2 0.08333 0.23647 0.25
m/(9Po) 0.86603 0.87321 0.86114
Table 3-1 The critical temperatures and coefficients obtained from approximate theories are given
fO,r the case of the simple cubic lattice, Z =6.








Table 3-2 Estimated values of the exponents i and {3 are listed. Two pairs of the approximations are
tried. One is the Weiss and Bethe pair and the other is the Weiss and constant coupling
pair. The critical point of the high-temperature-expansion, J(e = 0.595, is used as the
exact critical point. The difference of the results due to the choice of the variables, K and
T, should vanish when the degree of approximation is decreased by using larger clusters.
Weiss, Bethe and constant coupling approximations using eqs. (3-4) and (3-6).
The results are listed in Table 3-2.
The estimation of the value of f3 is more difficult than the value of I, because
the difference between the true value of f3 and the mean-field value of it is small.
Thus the present preliminary results are not so good, but this will be improved
when larger clusters are used.
The results of the Weiss and Bethe pair seem to be better, because the anoma-
lies of the spontaneous magnetization emerges correctly. If we make mean-field
approximations for larger clusters, more accurate values of the critical point and
critical exponents will be obtained. On the other hand, the Weiss and constant
coupling pair is not good up to this degree of approximation, because of its incor-
rect anomalies for spontaneous magnetization. If we try the constant-coupling-like
approximation for larger clusters, this difficulty will vanish.
3-4. Concluding Remarks
It is shown that the CAM works successfully for quantum spin systems. The
critical phenomena of various quantum systems can be studied by the CAM theory.
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3. Appendix





C1 = - 25 + 1
C2 = -Cl








1 [ 24m2 80m4 ]
il = -16(25 + 1)3J3 1 - (25 + 1)2 + (25 + 1)4
i2 = -il
( 5) (25 + 1) z!
w z, = (z/2 _ 5)! (z/2 +,5+ I)!
A~= ~ (-2dk), Mk ={;+ ~j; ~ ;
m=-Mk
1 MkAi = -- ~ [(bk + Ck)2 + zCk(bk + Ck)]z+1 L.-J
m=-Mk
A O _ 45(5 + 1)
1-- 3(25+1)2J
Ag = -A~
Al __1_5(5 + 1)(25 -1)(25 + 2 + z)
1- z+1 3(25+1)
1 1 5(25 - 1)(5 + 1)(25 + 3)
A 2 = z + 1 3(25 + 1)
Mk
BZ = L [b~ + (z + l)bkCk]
m=-Mk
Bf = : (25 - 1)(25 + z + 2)
-762-
(3-A-l)
(3 - A - 2)
(3 - A - 3)
(3 - A - 4)
(3 - A - 5)
(3 - A - 6)
(3 - A -7)
(3 - A - 8)
(3 - A - 9)
(3 - A -10)
(3-A-ll)
(3 - A - 12)
(3 - A -13)
(3 - A -14)
(3 - A -15)
(3- A -16)
(3 - A -17)
(3 - A -18)
(3 - A - 19)
(3 - A - 20)
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Bg = ~(5 + 1)(25 + 3)(25 - z)
Mk
C~ = 2: (-4!k)
m=-Mk
(3 - A - 21)
(3 - A - 22)
(3 - A - 34)
(3 - A - 33)
(3 - A - 35)
(3 - A - 36)
(3 - A - 32)
(3 - A - 24)
(3 - A - 26)
(3 - A - 27)
(3 - A - 28)
(3 - A - 25)
(3 - A - 23)
ci = 1 52(5t;)(2~4~3) [4(z + 1)52 - 4(z + 1)5 + z]
z + 1 15 2 + 1
ct = 45(z2+ 1) (25~ 1)3 (5 + 1)3(25 - 1)(25 + 2 + z )(352 - ~)
2 53 5C~ = ( ) ( )3 (25 + 3)(5 + 1)(25 - z)(352 + 65 + -4)
. 45 z + 1 25 + 1
Mk
D~ = 2: bk(Ck + bk)
m=-Mk;
, 1D~ = 35(5 + 1)(25 - 1)
. 1D~ = 35($ + 1)(25 + 3)
1 Mk








3 1 "'" [4 3]Ck = ( ) LJ (bk +Ck) + zCk(bk + Ck)
6 Z + 1 m=-Mk
Co - 85(5+1)
1 - 3(25 + 1)6J3
cg = -cr
c1 = 1 5 X
1 z+1(25+1)5J2
[
_ 32 + 24z 54 _ 16 + 12z 53 _ 8 + 6z 52 8 + 7Z5 32 + 29Z]
15 3 3 + 3 + 15
c 1 = 1 5(5 + 1) [32 + 24z 53 16 + 12z 52 _ 8 + 6z 5 8 + lIZ]
2 z+1(25+1)5J2 15 + 5 15 + 15
(3 - A - 29)
c2 = _ 1 5(25 - 1)(5 + 1) [8 + 4z 53 28 + 16z 52 32 + 21z 5 4 + 3Z]
1 Z + 1 (25 + 1)4J . 15 + 15 + 15 + 5
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