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Tato práce se zabývá problematikou spolehlivosti vestavěných systémů pracujících v reálném čase. 
Obsahuje shrnutí základních pojmů týkajících se oblasti reálného času ve vestavěných systémech a 
mechanismů zvýšení spolehlivosti prostřednictvím redundance a kontroly toku. Popisuje 
implementaci vybraných mechanismů kontroly toku, techniku využití softwarových časovačů, použití 
hardwarové n-násobné redundance v softwarovém prostředí a techniku zpracování páru s použitím 
operačního systému μC/OS-II. Jednotlivé mechanismy jsou po té ověřeny metodou injekce chyb do 
zvolených datových struktur systému μC/OS-II. 
 
Abstract 
This thesis deals with issue of reliability of real-time embedded systems. Contains a summary of 
basic concepts related to field in real-time embedded systems and mechanisms for dependability 
enhancement through redundancy techniques and control flow checking. Describes the 
implementation of selected control flow checking mechanisms, the technique uses software watchdog 
timers, use of hardware n-modular redundancy in software environment and technique of process 
pairs using operating system μC/OS-II. The different mechanisms are validated by method injection 
of faults into the chosen data structures of system μC/OS-II. 
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S rostoucí závislostí člověka na komunikačních a informačních technologiích neustále přibývá počet 
zařízení, která musí řešit časově náročné úkoly v reálných podmínkách. Ve většině případů nejsou 
tato zařízení nápadná a obsluha netuší, že s takovýmto prostředkem vůbec pracuje. Tam, kde je 
nasazení klasických počítačových systémů zbytečně nákladné nebo aplikačně nepostačuje danému 
úkolu, jsou nasazovány vestavěné systémy pracující v reálném čase. 
Vestavěné systémy se skládají z výpočetní jednotky, paměti a vstupně-výstupních jednotek, 
které komunikují s okolním prostředím. Integrací těchto vstupně-výstupních jednotek do jednoho 
pouzdra spolu s pamětí a procesorem se vestavěné systémy odlišují od klasických univerzálních 
počítačů. Typickým představitelem takovýchto systémů jsou mikrokontroléry. Podmnožinou 
vestavěných systémů jsou i systémy, které musí plnit striktní časová omezení. Těmto systémům 
říkáme systémy pracující v reálném čase. Více podrobností o vlastnostech vestavěných systémů 
můžeme nalézt v kapitole  2. 
Při současných vývojových trendech dochází k neustálému zvyšování výkonu a k lepší 
dostupnosti těchto vestavěných systémů na trhu. S tím je spojena i narůstající složitost. Požadavky na 
systém jsou mnohdy velmi náročné a je důležité, aby výsledky byly nejen správné, ale i poskytnuté 
v předem stanovených mezích za jakýchkoliv podmínek. Jeden z požadavků představuje i odolnost 
proti vznikajícím poruchám. Jelikož složitost programového vybavení neustále narůstá, roste i riziko 
skrytých chyb. Operace v systému tak musí být dobře zabezpečeny, aby byla dodržena dostatečná 
spolehlivost a včasná odezva. V minulosti byl nejčastějším zdrojem chyb hardware. Tento trend se 
však s postupným vývojem technologií měnil a v současnosti je nutné zabývat se spolehlivostí i na 
úrovni softwaru. Podrobné informace o současně používaných technikách zvýšení spolehlivosti uvádí 
kapitola  3. 
Cílem této diplomové práce je shrnout možná řešení zvýšení spolehlivosti ve vestavěných 
systémech pracujících v reálném čase včetně implementace vybraných metod s tímto předpokladem. 
Základní myšlenka vychází z využití mechanismů systémů odolných proti poruchám. Systémy 
reálného času však patří do specifické kategorie a tudíž je nezbytné vhodným testováním ověřit, zda 
použité mechanismy nedegradují systém a nezabrání mu ve výkonu úloh, pro které byl navržen. Jedná 
se tedy o nalezení optimálního kompromisu mezi spolehlivostí a včasností odezvy, jelikož zlepšení 
jedné vlastnosti je provedeno na úkor ostatních. Práce se dále snaží zmapovat vlivy jednotlivých 
poruch na celý systém. Při testování budou brány v potaz jak chyby přechodné, tak chyby vyskytující 
se trvale. Za důležitý bod se pokládá také shrnutí dopadu mechanismů zvýšení spolehlivosti na 
odezvu systému. Jako vhodná implementační platforma pro demonstraci metod byl zvolen operační 
systém reálného času μC/OS-II. 
V kapitole  2 budou popsány základní pojmy týkající se operačních systémů reálného času a 
jejich rozdělení. Dále také charakteristika vlastností a rozhraní systému μC/OS-II zvoleného pro 
implementaci zabezpečovacích mechanismů. Kapitola  3 popisuje mechanismy zvýšení spolehlivosti 
vestavěných systémů pomocí mechanismů systémů odolných proti poruchám a mechanismů kontroly 
toku programu. Jsou zde popsány jejich principy a základní rozdělení. Kapitola  4 se zabývá popisem 
implementací zvolených metod zvýšení spolehlivosti systému ve formě názorných obrázků a částí 
zdrojových textů v jazyce C. V kapitole  5 je uvedeno shrnutí jednotlivých testů na vytvořených 
mechanismech přehledně zobrazené ve formě grafů. Závěrečná kapitola  6 obsahuje shrnutí celkové 
problematiky, osobní přínos práce  a zhodnocení možného budoucího vývoje projektu. 
Tato diplomová práce navazuje na semestrální projekt se stejným názvem. Ze semestrálního 
projektu, který popisoval základní vlastnosti operačních systému pracujících v reálném čase a metody 
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zvýšení spolehlivosti prostřednictvím redundance, bylo převzato téměř 90 % práce. Kapitola  2 byla 
částečně redukována a doplněna o konkrétní detaily týkající se rozhraní systému μC/OS-II. Kapitola  3 
byla přijata téměř beze změn, jelikož při vytváření semestrálního projektu bylo bráno v potaz budoucí 
použití této kapitoly do navazující diplomové práce. 
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2 Vestavěné systémy pracující 
v reálném čase 
2.1 Vestavěné systémy 
Před samotnou definicí systémů pracujících v reálném čase je zapotřebí uvést definici systému 
vestavěného. Následující definice byla převzata z [24]. Vestavěný systém nebo také embedded system, 
je systém, ve kterém je zpracování dat vestavěno do většího systému a ve kterém není zpracování dat 
viditelné uživateli např. prostřednictvím  počítače. 
Vestavěný systém bývá při svém výčtu vlastností nejčastěji porovnáván s univerzálním 
počítačem. Tohoto porovnání se budeme držet i v následujícím textu. Oproti univerzálnímu počítači 
obsahuje vestavěný systém mnohdy pouze jeden program po celou dobu svojí životnosti. Dalším 
zásadním rozdílem je přítomnost funkčních bloků. Hlavní interakce nemusí probíhat s člověkem, ale 
především s okolními čidly nebo akčními členy. Častým požadavkem je také reakce na externí 
události v dostatečném časovém intervalu. Taktéž požadavky na bezpečnost a spolehlivost musí být 
daleko vyšší než u univerzálních počítačů. Vestavěné systémy pracující v reálném čase jsou jistou 
podmnožinou těchto systémů, jejichž základním rysem je reakce do garantovaného časového limitu. 
Principiální schéma vestavěného systému je uvedeno na obrázku 2.1 (převzato z [24]). 
 
Obrázek 2.1 Principiální schéma vestavěného systému 
2.2 Systémy reálného času 
Tato část práce se zabývá popisem vestavěných systémů, které musí dostatečně rychle reagovat na 
vnější podměty a na základě svého plánovačem stanoveného plánu vykonat patřičnou akci. Takovéto 
víceúlohové operační systémy pak nazýváme systémy reálného času (Real-Time Systems) nebo RTOS 
(Real-Time Operating Systems). Vyskytují se především jako vestavěné systémy v termostatech, 
průmyslových robotech, leteckém a kosmickém odvětví a vědeckých nástrojích. 
Aby bylo dosaženo včasné reakce systému na podněty okolí, je nutné věnovat dostatečný čas 
především problematice návrhu softwaru. RT systémy většinou využívají speciální plánovací 
algoritmy k zajištění deterministického chování. Hodnotícím faktorem je rychlost reakce na vzniklou 
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událost namísto množství vykonané práce za časový úsek jako u běžných operačních systémů. 
Základními požadavky tedy jsou minimální zpoždění při přerušení a minimální doba potřebná 
k přepínání vláken. 
Tradiční schéma RT systému, založené na plánování úloh reagujících na vstupy systému, 
popisuje obrázek 2.2 (převzato z [1]). 
 
Obrázek 2.2 Klasický model RT systému 
2.3 Základní pojmy RT systémů 
Kapitola shrnuje popis základních pojmů souvisejících s návrhem, specifikací a verifikací RT 
systémů. Následující definice vycházejí z definic uvedených v [1]. 
2.3.1 Doba odezvy systému 
Doba odezvy systému je časový interval začínající výskytem vstupního podnětu na vstupu systému 
trvající do příslušného výstupu systému. Jedná se tedy o dobu provedení požadovaného chování. 
2.3.2 Real-time operační systém 
Real-time operační systém je systém, který musí včasně reagovat na vstupní podněty správnou 
odezvou. Včasně rozumíme stanovenou mez danou odezvou systému. Pokud není možné tato časová 
omezení dodržet, musí RTOS zajistit bezpečnostní opatření před důsledky plynoucími z nedodržení 
časového plánu. Tyto důsledky často vedou k selhání systému. 
2.3.3 Selhání systému 
Selhání systému nastává při nedodržení navrhovaných omezení stanovených ve formální specifikaci 
systému. 
2.3.4 Událost  
Událost je podnět, který vyžaduje reakci systému. Podněty přicházejí v různých časech a mění tok 
programu. Události můžeme rozdělit na synchronní (předvídatelné) a asynchronní (přicházejí 
náhodně, vnější přerušení) nebo podle pravidelnosti výskytu na periodické (pravidelně generované), 
aperiodické (nedochází k nim v pravidelných intervalech) a sporadické (události, ke kterým dochází 
jen zřídka). 
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2.3.5 Čas spuštění 
Jedním z nejdůležitějších pojmů je čas. Ten je nutný pro správný běh zařízení, plánování úloh, 
splnění odezev a synchronizaci. Čas spuštění souvisí s plánováním úloh a označuje čas, kdy je úloha 
připravena k běhu. 
2.3.6 Determinismus 
Dalším důležitým požadavkem RT systému je determinismus. Systém je deterministický, pokud pro 
každý stav z množiny jeho stavů lze jednoznačně určit stav následující. Jestliže jsou v takovémto 
systému pro jednotlivé množiny odezev známy i doby odezev, hovoříme o temporálním 
determinismu. 
2.3.7 Kritická míra výkonu 
V neposlední řadě patří k důležitým pojmům také kritická míra výkonu. Ukazatelem zatížení je doba 
strávená „užitečnou“ prací. Obecně platí, že systémy s příliš velkou zátěží nejsou vhodné pro oblast 
RT systémů. 
2.3.8 Úloha 
Úloha (nebo také vlákno) je jednoduchý program využívající výpočetní jednotku pouze pro sebe. Při 
návrhu RT aplikací se rozdělí daná práce tak, aby mohla být vykonávána několika úlohami. Každá 
úloha má svou prioritu, registry a vlastní vyhrazenou část zásobníku. Příznačně lze úlohy pokládat za 
nekonečnou smyčku rozdělitelnou do několika stádií, typicky: spící, připravená, běžící, blokovaná, 
přerušená, dokončená. Na obrázku 2.3 (převzato z [8]) jsou znázorněny stavy úloh v μC/OS-II.  
Jakmile je úloha vytvořena, nachází se ve spícím stavu. Po přidělení místa v paměti je úloha 
připravená k běhu. Získá-li úloha jádro, přejde do stavu běžící a začne se provádět. Existuje-li úloha 
s vyšší prioritou, může být současně běžící úloha přerušena. 
 
Obrázek 2.3 Stavový diagram úloh μC/OS-II 
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2.3.9 Zdroje 
Zdroj je jakákoliv entita využívaná úlohou. Za zdroje tedy můžeme považovat vstupně/výstupní 
zařízení jako tiskárny, klávesnice nebo displej. Sdílený zdroj je takový zdroj, který může být použit 
více úlohami najednou. Každá úloha však musí získat exkluzivní přístup, aby nedošlo k porušení dat. 
2.3.10 Přepínání kontextu 
Jestliže se jádro rozhodne spustit jinou úlohu, jednoduše uloží kontext současné úlohy na zásobník. 
Nová úloha obnoví svůj kontext ze svého zásobníku a začne se provádět její kód. Tomuto procesu 
říkáme přepínání kontextu. Doba tohoto přepnutí záleží na počtu registrů, které musí CPU uložit a 
obnovit. 
2.3.11 Plánovač 
Jedná se o část jádra, která je zodpovědná za rozhodnutí o tom, jaká úloha poběží jako následující. 
Většina jader je prioritně založená. Každé úloze se přiřadí priorita podle její důležitosti. Jádro pak na 
základě priority určí, která úloha poběží. Existují dva druhy prioritních jader: nepreemptivní a 
preemptivní. 
2.3.12 Preemptivní a nepreemptivní jádra 
Nepreemptivní jádra vyžadují, aby každá úloha po určitém čase uvolnila CPU pro ostatní úlohy. 
Nepreemptivní plánování se také nazývá kooperativní multitasking. Úloha s vyšší prioritou může 
získat CPU pouze tehdy, pokud jej uvolnila současně běžící úloha. Jednou z výhod tohoto přístupu je 
snazší kontrola nad správou sdílených dat. Když úloha běží a pracuje s daty, nemůže se stát, že data 
budou modifikována jinou úlohou. I zde však existují výjimky. Mezi nevýhody patří delší odezva. 
Úlohy s vysokou prioritou připravené k běhu mohou čekat poměrně dlouhou dobu, jelikož aktuálně 
běžící úloha může uvolnit CPU až po určité době. Provádění úloh je tedy nedeterministické. Nikdy 
přesně nevíme, kdy úloha s vyšší prioritou získá CPU. 
Preemptivní jádra jsou využívána, je-li zapotřebí dostatečně rychlá odezva. Proto většina 
komerčních RT systémů využívá preemptivních jader (např. μC/OS-II). Úloze s vyšší prioritou je 
vždy přiděleno CPU okamžitě. Takovéto systémy nazýváme deterministické. Oproti předešlému 
konceptu je nutné věnovat zvýšenou pozornost práci se sdílenými prostředky, protože úloha s nižší 
prioritou může být kdykoliv přerušena a její rozpracovaná data přepsána úlohou s vyšší prioritou. 
2.3.13 Priorita úloh 
Priorita je přiřazována každé úloze podle její důležitosti. Úlohy s vyšší důležitostí mají vyšší prioritu. 
Priority mohou být statické nebo dynamické. Statické priority jsou úlohám přiděleny při vytvoření a 
po celý běh programu se nemění. U dynamických priorit dochází ke změnám za běhu aplikace. 
Přidělování priorit není obecně lehkou záležitostí kvůli složité povaze RTOS. Ve většině 
systémů nejsou všechny úlohy považovány za kritické. Nekritickým úlohám jsou tedy přiděleny nižší 
priority. Rozhodování o důležitosti úloh závisí na konkrétním systému. Jednotlivé RT systémy 
popisuje kapitola  2.4. 
2.3.14 Exkluzivní přístup 
Nejjednodušší způsob komunikace mezi úlohami je skrze sdílené datové struktury. To je obzvláště 
vhodné, existují-li úlohy v jednom adresovém prostoru. Přístup ke sdíleným datům musí být 
exkluzivní, aby se předešlo porušení dat. Mezi obvyklé metody získání exkluzivního přístupu patří: 
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• Zákaz přerušení 
• Test-And-Set 
• Zákaz plánování 
• Užití semaforů 
2.4 Rozdělení RTOS 
RT systémy dělíme na tři podskupiny podle dodržování časových omezení: 
• Soft RT systémy – Systémy, jejichž funkce nejsou při nedodržení časových omezení dotčeny. 
Dojde pouze k omezení výkonnosti. 
• Hard RT systémy – Systémy, u nichž při nedodržení časových omezení dochází k fatálnímu 
selhání. 
• Firm RT systémy – Systémy tolerující nedodržení časových omezení v malém rozsahu. Při 
velkém počtu nedodržení může dojít k selhání systému. 
2.5 Jádra RTOS 
Abychom mohli klasifikovat jádra RT systémů mezi ostatní počítačové systémy, je nutné nejprve 
provést rozčlenění těchto systémů.  
2.5.1 Konvenční operační systémy 
Tyto systémy zajišťují přidělování prostředků a správu úloh prostřednictvím různých strategií, které 
se snaží o optimalizaci tohoto přidělování. Pracují pouze s aperiodickými úlohami. 
K základním přidělovaným prostředkům patří CPU a paměť, přičemž je nejprve algoritmem 
(např. round-robin u Unixu) úloze přidělena paměť a po té procesor. Dalším rysem je neexistence 
časových omezení pro splnění úlohy. Jedná se o základní rozdíl mezi konvečním a RT systémem. 
Prioritu úloh řídí plánovač a není definována uživatelem. 
2.5.2 RT operační systémy 
Prostředky jsou typicky přidělovány úlohám staticky na základě času CPU potřebného pro 
zpracování. Data, se kterými se pracuje, jsou uchovávány v hlavní paměti. Správa vstupů a výstupů je 
nutná pro komunikaci mezi procesy. Typické bývá také užití preemptivního zpracování úloh. 
Požadavky na RT systémy se od konvečních liší. Důraz je kladen především na včasnost řešení 
dosažitelnou pomocí vhodných plánovacích mechanismů, předvídatelnost (nutné vědět jak se systém 
zachová především z hlediska bezpečnosti), odolnost proti poruchám (systémy typicky pracují 
v horších podmínkách než konveční systémy), odolnost proti přetížení a udržovatelnost. 
2.5.3 Typy jader RTOS 
Jádra RT systémů musí zajišťovat mechanismy pro plánování, komunikaci a synchronizaci úloh. 
Součástí jádra je také plánovač, přiřazující úlohám jednotlivé běhy. 
2.5.3.1 Pseudojádro 
• Vyzývací smyčka (polling loop) - Je založena na testování speciální podmínky v cyklu. 
Využívá se při potřebě rychlé odezvy na podnět u rychlých zařízení. Smyčky běží na pozadí 
 8
jako klasické úlohy. Jsou jednoduché na implementaci a analýzu,ale vedou k velkému zatížení 
CPU. 
• Synchronizovaná vyzývací smyčka – Vychází z předchozí varianty a je vhodná především pro 
aplikace vyžadující ustálení stavu. 
• Cyklické provádění – Poskytuje iluzi současného běhu jednotlivých úloh. Chceme-li provádět 
některé úlohy vícekrát během průchodu smyčky, musíme opakovat jejich volání. Při 
implementaci je potřeba zajistit přibližně stejnou dobu na zpracování jednotlivých úloh a 
spokojit se s delším trváním odezev na příchozí události. 
• Stavově řízený kód – Jedná se většinou o implementaci konečného stavového automatu. 
Využívá rozčlení aplikací do segmentů, které napomáhají víceúlohovosti systému. Při 
rozdílných délkách trvání jednotlivých úloh se tato technika kombinuje spolu s cyklickým 
prováděním. 
• Spolupracující úlohy – Využívají programátorem nastavený plánovač, který vybírá jednotlivé 
úlohy. 
2.5.3.2 ISR jádro 
Jedná se o jádro využívající mechanismy přerušení (plánovač realizovaný prostřednictvím HW 
obslužných rutin nebo SW přerušením). Každému přerušení je přidělena priorita. Přerušení s nejvyšší 
prioritou vybere plánovač pro následující běh a ostatní úlohy dočasně pozastaví. Při vstupu do 
kritických sekcí je nutné přerušení maskovat. Nastává tedy nutnost důkladně se seznámit s HW 
platformou, na které RTOS poběží. Priority mohou být statické nebo dynamické. Výhodou 
takovýchto systémů je snadnost implementace a vysoká přehlednost. Mezi nevýhody patří plýtvání 
strojovým časem při průchodu hlavní smyčkou, obtížné poskytování složitých služeb a náchylnost 
k časovým chybám. 
2.5.3.3 FB jádro 
Tento typ jádra umožňuje běh úloh v popředí či v pozadí. Jedná se o typickou architekturu 
využívanou RT systémy. V porovnání s jádry ISR podporují úlohy vyvolané přerušeními (běh na 
popředí) a úlohy nevyvolané přerušeními běžící v hlavní smyčce (běh na pozadí). Úlohy běžící na 
pozadí neprovádí žádnou časově kritickou činnost. Tyto systémy poskytují dostatečně krátkou 
časovou odezvu. Nacházejí uplatnění především v telefonech nebo v inteligentních hračkách. 
2.5.3.4 TCB jádro 
Jádro je založeno na modelu kontrolního bloku úlohy TCB (Task Control Block). Každé vytvořené 
úloze se přiřadí identifikace, priorita, stav a další parametry. Jádro si jednotlivé bloky uchová 
v obousměrně vázaném seznamu, přičemž je zvlášť veden seznam připravených úloh, ze kterého 
plánovač vybírá úlohy ke spuštění a zvlášť seznam blokovaných úloh. Každé přerušení vede k volání 
plánovače. Jádro také spravuje tabulku systémových prostředků. Veškerou práci s kontextem 
obstarávána software (oproti ISR jádru, kde část kontextu obstarává i hardware). Plánovač nejprve 
testuje seznam připravených úloh. Existuje-li úloha s vyšší prioritou než úloha aktuálně prováděná, 
přesune aktuální úlohu na konec seznamu připravených úloh, vyjme ze seznamu prioritní úlohu a 
spustí ji. Správa úloh se provádí manipulací se stavem úlohy. Úloha je po vytvoření označena jako 
spící. Po inicializaci a zajištění systémových prostředků přejde do stavu připravena. Je-li zvolena 
k běhu, změní stav na běžící. Úlohy, které nemají přiděleny systémové prostředky, jsou ve stavu 
blokované. Po dokončení úlohy může dojít k jejímu odstranění ze seznamu nebo ke změně stavu na 
spící. Toto jádro je vhodné pro RT systémy s dynamickým počtem úloh. Obrázek 2.3 zachycuje 
přechod mezi jednotlivými stavy úloh. 
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2.6 Rozhraní jádra μC/OS-II 
2.6.1 Základní rysy 
RT systémy využívající jádro μC/OS-II jsou přenositelné, škálovatelné, preemptivní, deterministické 
a podporují multitasking. Jádro je založeno na principu TCB, který byl popsán v předešlé kapitole. 
Možné je i propojení s grafickou nadstavbou μC/GUI a souborovým systémem μC/FS. Tyto jádra 
nacházejí uplatnění u mikrokontrolérů, mikroprocesorů i u DSP jednotek. Podporují většinu 
procesorů od 8bitových až po 64bitové. Nabízejí opravdu velkou jednoduchost použití a jsou 
dodávány v ANSI C zdrojových kódech. Díky rychlému pochopení principů snižují dobu vývoje a 
urychlují uvedení výrobků na trh. Jádro běží na velkém množství procesorových architektur,  
umožňuje portování na většinu operačních systémů, je volně šiřitelné a včetně dalších nástrojů ke 
stažení na webu [5]. K aplikačnímu využití dochází v různých odvětvích, především pak v lékařských 
zařízeních, zařízeních pro datovou komunikaci, mobilních telefonech a PDA, spotřební elektronice či 
v automobilovém průmyslu. 
Jádro umožňuje pracovat až s 64mi dílčími úlohami. Ačkoliv 8 z těchto úloh je rezervováno 
pro systémové použití. Z uživatelského hlediska tedy můžeme pracovat až 56ti úlohami. Každá úloha 
má svou jedinečnou prioritu a vlastní zásobník, jehož velikost lze nadefinovat. Díky speciálnímu 
příznaku kontroly zásobníku lze přesně rozpoznat, kolik která úloha vyžaduje paměti a tím značně 
šetřit paměť RAM. 
μC/OS-II obsahuje komunikační mechanismy jako jsou semafory, příznaky událostí, společné 
semafory s nevázanou prioritní inverzí, schránky a fronty, správa času a fixní blokovou správa 
paměti. Provedení časovače je pro většinu služeb konstantní a deterministické. Nabízí rozšiřitelnost 
paměti mezi 5ti a 24mi Kbyty. Svou robustností dokáže pokrýt systémové požadavky kritických 
bezpečných systémů. Prostřednictvím více než 80ti API volání můžeme snadno využívat služeb jádra. 
Podporovány jsou i přerušení, statické a dynamické objekty a neomezené časovače. Dojde-li 
k přerušení úlohou s vyšší prioritou, je uložen kontext právě rozpracované úlohy a spuštěna úloha 
prioritní. 
μC/OS-II je kompatibilní s předešlou verzí, ale poskytuje oproti ní mnoho vylepšení. Například 
fixní správu paměti, mazání úloh nebo přepínání mezi jednotlivými úlohami. Při přechodu na verzi 
novější u již napsaných aplikací tedy nenastává nutnost měnit zdrojové kódy. V současné době je již 
k dispozici verze třetí s označením μC/OS-III. 
2.6.2 Struktura jádra 
Následující kapitola popisuje základní struktury a proměnné systému μC/OS-II. Pro podrobné 
informace o jednotlivých strukturách je nutné nahlédnout do literatury [4]. 
2.6.2.1 Úlohy 
Úlohy jsou typicky nekonečné smyčky popsané jako funkce bez návratového typu. Úloha se tedy 
neustále periodicky opakuje. Alternativního ukončení úlohy po jejím provedení lze dosáhnout funkcí 
OSTaskDel(), která úlohu fyzicky nesmaže, ale zabrání jádru v jejím dalším plánování. 
Každé úloze lze předat libovolná data prostřednictvím prázdného ukazatele. Všechny úlohy 
v systému musí mít unikátní prioritu. V průběhu plánování úlohy je možné tuto prioritu měnit 
prostřednictvím funkce OSTaskChangePrio(). Samotná úloha se pak vytváří funkcí 
OSTaskCreate(). 
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2.6.2.2 Kontrolní bloky úloh (TCB) 
V kapitole  2.5.3.4 byl popsán základní koncept TCB jader. Při vytvoření úlohy dojde k přiřazení 
bloku paměti, který úloha používá po celou dobu existence v systému. Kontrolní blok TCB je 
v podstatě datová struktura využívaná μC/OS-II k udržování stavů úloh při jejich přerušení. TCB se 
vždy inicializuje při tvorbě nové úlohy. Základními položkami kontrolního bloku jsou ukazatel na 
vrchol zásobníku dané úlohy, pointery propojující blok TCB s dalšími bloky, ukazatel čekání na 
událost, zpoždění úlohy, její stav a priorita. Význam a funkčnost jednotlivých částí TCB popisuje 
literatura [4]. 
2.6.2.3 Plánování úloh 
Plánovač μC/OS-II vždy naplánuje úlohu s nejvyšší prioritou připravenou k běhu. Rozhodnutí, která 
úloha splňuje tyto požadavky a která úloha bude naplánována jako další, je na plánovači. Samotné 
plánování provádí funkce OSSched(), jejíž kód je zobrazen níže. 
Proces plánování lze dočasně ukončit, je-li vyžadována obsluha přerušení nebo je zakázáno 
plánování funkcí OSSchedLock(). Počet přerušení, která čekají na vyřízení, se ukládá v proměnné 
OSIntNesting. Plánovač rozhodne, která funkce má nejvyšší prioritu a je připravena k běhu. Úlohy 
připravené k běhu se ukládají v datové položce OSRdyTbl[]. Liší-li se připravená úloha s nejvyšší 
prioritou od aktuálně prováděné úlohy, dojde k přepnutí kontextu pomocí makra OS_TASK_SW(). 
 
void  OS_Sched (void) 
{ 
      OS_ENTER_CRITICAL(); 
      if (OSIntNesting == 0) {                            
if (OSLockNesting == 0) {                       
              OS_SchedNew(); 
              if (OSPrioHighRdy != OSPrioCur) {           
                   OSTCBHighRdy = OSTCBPrioTbl[OSPrioHighRdy]; 
                   OSCtxSwCtr++;                           
                   OS_TASK_SW();                           
              } 
          } 
      } 
     OS_EXIT_CRITICAL(); 
} 
2.6.2.4 Seznam připravených úloh 
Každá připravená úloha se umístí do seznamu připravených úloh (Ready List) tvořeného dvěma 
položkami: OSRdyGrp a OSRdyTbl[]. Priority v tomto seznamu jsou rozděleny do skupin po osmi. 
Jednotlivé bity proměnné OSRdyGrp indikují připravenost některé z úloh ve skupině. Je-li úloha 
připravena, musí být také nastaven patřičný bit v tabulce OSRdyTbl[]. Vztah mezi oběma položkami 
znázorňuje obrázek 2.4. Hexadecimální hodnoty OSRdyGrp a řádku v tabulce OSRdyTbl[] jsou také 
použity jako indexy do prohledávací tabulky (OSUnMapTbl[]). 
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 Obrázek 2.4 Seznam připravených úloh 
2.6.2.5 Inicializace jádra 
Základním požadavkem systému je volání funkce OSInit() před zahájením jakýchkoliv služeb. 
Tato funkce inicializuje všechny proměnné a datové struktury. Funkce také vytvoří úlohu 
OSTaskIdle, která je vždy připravena k běhu a má nejnižší prioritu v systému (OS_LOWEST_PRIO). 
Dále jsou inicializovány struktury ukazatelů na data OSTCBFreeList, OSEventFreeList a 
OSQFreeList využívané při komunikaci mezi úlohami a OSMemFreeList využívaný pro správu 
paměti. 
Zahájení multitaskingu započne voláním funkce OSStart(). Před voláním této funkce však 
musí existovat alespoň jedna uživatelská úloha. 
2.6.2.6 Zpoždění úloh 
μC/OS-II vyžaduje periodické přerušení prostřednictvím funkce ClockTick(). Při každém 
takovémto přerušení dojde k přeplánování úloh. μC/OS-II poskytuje službu, která umožňuje 
jednotlivým úlohám zpozdit své plánování o několik hodinových tiků. Touto službou je volání funkce 
OSTimeDly(), při němž dojde k nastavení zpoždění dané úlohy a přepnutí kontextu. Po vypršení 
daného zpoždění je úloha opět připravena k běhu. 
 12
2.6.2.7 Komunikace mezi úlohami 
Základním mechanismem při běžné komunikaci více úloh je sdílená paměť. Pro tuto metodu 
komunikace poskytuje systém μC/OS-II makra OS_ENTER_CRITICAL() a OS_EXIT_CRITICAL(), 
která povolí a zakáží přerušení. Další možností je uzamčení a odemčení plánovače prostřednictvím 
funkcí OSSchedLock() a OSSchedUnlock(). 
μC/OS-II však poskytuje i pokročilejší mechanismy jako jsou semafory, schránky zpráv či 
fronty zpráv. Tyto mechanismy využívají obdobně jako úlohy struktury kontrolních bloků, nyní 
nazývaných ECB (Event Control Block). 
Stav těchto kontrolních bloků se ukládá ve strukturách OS_EVENT. Stav události je tvořen 
samotnou událostí a seznamem úloh čekajících na událost (Wait List), která má nastat. Každá úloha, 
která čeká na událost, se vkládá do seznamu čekajících úloh tvořeného strukturami .OSEventGrp a 
.OSEventTbl[]. Výběr úloh pak probíhá analogický jako u seznamu připravených úloh ( 2.6.2.4). 
Práce s jednotlivými mechanismy je velice podobná a využívá stejných ekvivalentních funkcí. 
Následující odstavec popisuje funkce pro správu schránky zpráv. Ostatní komunikační mechanismy 
využívají funkce obdobné, a proto není nutné je podrobně rozebírat. 
Schránka zpráv umožňuje zaslat ukazatel na proměnnou jiné úloze, která pak s proměnnou 
může pracovat. Takovéto proměnné, která obsahuje užitečnou informaci, se říká zpráva. Před 
samotným používáním je nutné vytvořit schránku funkcí OSMboxCreate(), která vrací ukazatel na 
strukturu OS_EVENT. Tento ukazatel pak slouží pro práci se schránkou. Úloha, která čeká na zaslání 
zprávy, použije funkci OSMboxPend() s definovanou dobou čekání nebo funkci OSMboxAccept(), 
která zkontroluje schránku, aniž by uspala danou úlohu. Zasílání zpráv provádí funkce 
OSMboxPost(). Funkcí OSMboxQuery() je možné získat „snapshot“ ECB bloku, který schránka 
využívá. Vztah mezi jednotlivými funkcemi a úlohami znázorňuje obrázek 2.5. 
Podrobnější informace o jednotlivých mechanismech, práci s nimi i jejich implementaci 
můžeme nalézt v [4]. 
 
Obrázek 2.5 Vztah mezi úlohami, přerušením a schránkou zpráv 
 13
3 Mechanismy zvýšení spolehlivosti 
Spolehlivost systému je termín používaný pro popis pohotovosti a faktorů, které ji ovlivňují. 
Jmenovitě tedy pro bezporuchovost, udržovatelnost a zajištěnost údržby. Jedná se o obecnou 
vlastnost, jelikož tato vlastnost nelze vyjádřit číselným ukazatelem. Následující definice pojmů 
spjatých se spolehlivostí jsou převzaty z [3]. 
Pohotovost je schopnost objektu být ve stavu schopném plnit požadovanou funkci v daných 
podmínkách, v daném časovém okamžiku nebo v daném časovém intervalu, za předpokladu, že jsou 
zajištěny požadované vnější prostředky. Pohotovost je komplexní vlastnost, zahrnující 
bezporuchovost, udržovatelnost a zajištěnost údržby. Vnějšími prostředky, které jsou v definici 
uvedeny, se rozumí prostředky údržby, jiné požadované vnější prostředky pohotovost neovlivňují. 
Bezporuchovost je schopnost objektu plnit požadovanou funkci v daných podmínkách a 
v daném časovém intervalu. Obecně se předpokládá, že na začátku časového intervalu je objekt ve 
stavu schopném plnit požadované funkce. Kritériem pro ukončení schopnosti plnit požadovanou 
funkci je nastoupení jevu porucha. 
Udržovatelnost je schopnost objektu v daných podmínkách používání setrvat ve stavu, nebo se 
vrátit do stavu, v němž může plnit požadovanou funkci, jestliže se údržba provádí v daných 
podmínkách a používají se stanovené postupy. Jedná se tedy o schopnost objektu být udržován 
v provozuschopném stavu prováděním preventivní a nápravné údržby. 
Zajištěnost údržby je schopnost organizace poskytující servisní služby zajišťovat podle 
požadavků v daných podmínkách prostředky potřebné pro údržbu podle dané koncepce služby. Jde 
tedy o schopnost organizace zajišťující údržbu objektu zajistit všechny potřebné prostředky jako jsou 
aktualizace programového vybavení, náhradní díly, spotřební materiál, diagnostické prostředky atd. 
v souladu se stanovenou koncepcí služby. 
3.1 Poruchy a chyby 
Nejprve definujme pojmy poruchy a chyby tak, jak budou chápány v následujícím textu. Pojmem 
porucha bude popisován jev, týkající se hardwarového vybavení, zatímco pojem chyba bude 
označovat projev poruchy v systému, jehož zdrojem není nespolehlivost technického vybavení. 
Následující seznam popisuje poruchy a chyby na různých úrovních v rámci výpočetního systému: 
• Poruchy na úrovni součástek -  Nejčastějším zdrojem poruch na této úrovni bývá kosmické 
záření, které je schopné vyvolat radiační poškození. Nejedná se o závažný problém v případě 
zařízení pracujících na povrchu Země, ale u zařízení operujících ve vysokých výškách či 
v kosmu. V rámci mechanického poškození se jedná o zanedbatelné detaily. Nezanedbatelné jsou 
však poškození elektrických vlastností součástek. 
• Poruchy na úrovni technického vybavení – Na této sféře jsou poruchy způsobeny především 
nedokonalostí součástek, nedodržením provozních podmínek a nevhodnou aplikací součástek. 
Typickými následky těchto poruch jsou zkraty, přerušení vodivých cest a zhoršení parametrů 
systému. 
• Chyby jádra operačního systému – Jádro je důležitým prostředníkem mezi hardwarovým 
vybavením a uživatelskými aplikacemi. Slouží ke spravování a poskytování výpočetních 
prostředků ostatním úlohám systému. V případě výskytu chyby potřebuje operační systém čas na 
zotavení se. Častým zdrojem chyb na této úrovni bývá chybná práce s paměťovým podsystémem 
(přetečení, přistoupení do nevyhrazené oblasti), vyčerpání zdrojů, zablokování při plánování 
procesů, chyby při synchronizacích procesů jádra a přetížení systému. 
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• Chyby v uživatelském prostoru – Mezi nejčastější zdroje chyb v této sféře patří sám uživatel 
(zneužití systému, neexistující data nebo špatný přístup, chyby synchronizace procesů,  zápis do 
cizího uživatelského prostoru nebo přetečení paměti). 
3.2 Klasifikace poruch 
Definice pojmů porucha a chyba byla uvedena v předcházející sekci ( 3.1), stejně jako rozdělení 
poruch z hlediska úrovní výpočetního systému. Na rozdělení můžeme však nahlédnout i z jiného úhlu 
a klasifikovat poruchy podle jejich výskytu a trvání, příčiny, chování vadné komponenty nebo 
příznivosti. Jednotlivé poruchy a chyby, spadající do těchto kategorií, jsou popsány níže. 
3.2.1 Klasifikace podle doby trvání 
• Trvalé (permanent) – Tyto chyby permanentně ovlivňují systém nebo komponentu, dokud 
nedojde k opravě či výměně. Typickým příkladem je zkrat nebo protavený vodič. 
• Přechodné (transient) – Komponenta vykazuje nefunkčnost pouze po určitý čas. Příkladem může 
být paměťová buňka ovlivněná silným elektromagnetickým zářením. Buňka je sama o sobě 
nepoškozena. Obsahuje pouze nesprávnou hodnotu a s dalším zápisem do této buňky dojde 
k opravě. 
• Občasné (intermittent) – Tento druh chyb nikdy zcela neopustí systém. V podstatě se jedná o 
opakovaný výskyt přechodných chyb. Příkladem může být uvolněný kontakt nebo špatně 
inicializovaný ukazatel. 
3.2.2 Klasifikace podle příznivosti 
• Příznivé (benign) – Příznivými poruchami rozumíme ty, které způsobí selhání a zničení jednotky. 
S těmito poruchami je snadné se vyrovnat nahrazením nefunkční části částí funkční.  
• Záludné (malicious) – Těmito poruchami rozumíme ty, které produkují rozumně vypadající 
avšak chybné výsledky nebo různé výsledky pro stejné vstupní hodnoty. 
3.2.3 Klasifikace podle příčiny 
• Chyby návrhu – Tyto chyby jsou výsledkem špatných nebo dostatečně nedomyšlených návrhů. 
Ačkoliv se může zdát, že tyto chyby se v pečlivě navržených systémech nevyskytují, v praxi je 
tomu naopak. Z tohoto důvodu mnoho systémů odolných proti chybám vychází z předpokladu, že 
chyby v návrhu jsou nevyhnutelné. 
• Provozní chyby – Na druhou stranu provozní chyby jsou chyby, které se objeví v průběhu 
životnosti systému a jsou vždy vyvolány v důsledku fyzické příčiny. Příkladem může být selhání 
procesoru nebo závada pevného disku. 
3.2.4 Klasifikace podle chování vadné komponenty 
• Selhání (crash fault) – Komponenta úplně přestane fungovat nebo se nedokáže vrátit do 
validního stavu. 
• Vynechání (omission fault) – Komponenta přestane plnit služby. 
• Časová porucha (timing fault) – Neschopnost dodržet časové meze služby. 
• Byzantská porucha (byzantine fault) – Jedná se o svévolné chyby. 
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3.3 Systémy odolné proti poruchám 
Zvýšení spolehlivosti u všech systémů, nejen RTOS, dosáhneme především zvýšením odolnosti vůči 
systémovým poruchám. Odolnost proti poruchám je vlastnost systému, která umožňuje dále 
vykonávat zadané úlohy i při výskytu chyb. Takovýto systém by měl být schopen vypořádat se 
s chybami jak softwarových, tak hardwarových komponent. Potřeba těchto systémů je opravdu 
vysoká, neboť není prakticky možné sestavit perfektní systém. Základním problémem bývá růst 
komplexnosti systému spolu s jeho odolností a spolehlivostí. Typickým prostředkem zvýšení 
odolnosti je redundance. Existují dva možné druhy redundancí: 
• Prostorová – Poskytuje přídavné komponenty, funkce nebo datové položky nezbytně nutné pro 
bezchybné operace.  Tato redundance je dále klasifikována na hardwarovou, softwarovou a 
informační podle typu poskytovaných prostředků. 
• Časová – Výpočet nebo datová transakce je opakována a výsledek porovnán s uloženou kopií 
předešlého výsledku. 
Původně byly tyto techniky použity kvůli fyzickým defektům hardwarových komponent. 
Návrháři původních výpočetních systémů používali redundantní struktury s hlasováním, aby 
eliminovali vadné prostředky nebo detekovali chyby. Následný rozvoj technologií použitých v 
technickém vybavení, které se stávalo stále spolehlivější, však tyto techniky pomalu vytlačil. 
Nicméně jsou stále využívány u kritických aplikací. 
3.3.1 Odolnost a redundance 
Existuje velké množství přístupů k dosažení odolnosti proti chybám. Všechny tyto přístupy však 
vyžadují určitý typ redundance. Pro další účely budeme definovat redundanci jako poskytování 
funkčních schopností systému, které by byly zbytečné v bezchybném prostředí. To může být 
například replikování hardwarové součásti, přidání kontrolního bitu k registru nebo připsání pár řádků 
kódu pro ověření výsledků. 
3.4 Druhy redundancí 
Tato kapitola popisuje podrobněji jednotlivé druhy redundancí a shrnuje techniky, které dané 
mechanismy používají. Toto rozdělení již bylo zmíněno v kapitole  3.3. Podrobnější informace o 
jednotlivých druzích redundancí je možné nalézt v [8] a [11]. 
3.4.1 Hardwarová redundance 
Hardwarové redundance se dosahuje prostřednictvím dvou nebo více fyzických instancí hardwarové 
komponenty (například procesorů, pamětí nebo napájecích zdrojů). Často se jedná o jedinou 
dostupnou metodu zvyšující spolehlivost systému, když ostatní techniky jako spolehlivější 
komponenty, zjednodušená konstrukce, kontrola kvality nebo ladění softwaru nedostačují 
požadavkům nebo jsou dražší. 
Původně byl tento druh redundance používán v ranných počítačových systémech, kdy kvalita 
komponent nebyla dostačující. Návrháři replikovali jednotlivé části a používali komparaci nebo 
hlasování k detekci poruch. S rostoucí spolehlivostí hardwaru byla redundance přesunuta na úroveň 
celých komponent. 
Existují tři formy hardwarové redundance: aktivní, pasivní a hybridní. Pasivní dosahuje vyšší 
spolehlivosti maskováním chyb, aniž by byl nutný vnější zásah. Aktivní detekuje chybu, lokalizuje 
zasaženou část a po té ji odpojí ze systému. Hybridní kombinuje oba zmíněné přístupy. Tento typ 
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redundance přináší řadu nevýhod jako zvýšení hmotnosti, větší spotřeba energie, delší čas nutný 
věnovat se návrhu a především cena. 
3.4.1.1 Pasivní redundance 
Trojnásobná modulární redundance (TMR) 
Tato redundance je z pasivních nejpoužívanější. Základní konfiguraci znázorňuje obrázek 3.1. 
Jednotlivé komponenty jsou ztrojeny, aby vykonávaly stejnou činnost paralelně. Pro získání 
správného výsledku je použita majoritní volba. Jestliže jeden z modulů selže, majoritní hlasovač 
maskuje chybu rozpoznáním správného výsledku ze zbylých dvou modulů. V závislosti na aplikaci 
mohou být ztrojeny procesory, paměti, diskové jednotky, sběrnice atd. 
Takovýto systém umožňuje maskovat pouze jednu chybu. Selháním dalších modulů by došlo 
k produkování chybných výsledků. Tento způsob je vhodný pro aplikace, kde zvýšení spolehlivosti 
požadujeme pouze krátkou dobu. 
 
Obrázek 3.1 Trojnásobná modulární redundance 
N-násobná modulární redundance (NMR) 
Tento přístup vychází z předchozího a je založen na stejném principu, ale s použitím n modulů místo 
tří (Obrázek 3.2). Číslo n bývá typicky liché kvůli hlasovači. NMR systém dokáže maskovat N/2 se 
zaokrouhlením dolů modulových chyb. Jak lze očekávat, s rostoucím n roste i spolehlivost systému. 
 
Obrázek 3.2 N-násobná modulární redundance 
3.4.1.2 Aktivní redundance 
Aktivní redundance je běžná v aplikacích, kde jsou dočasné chybné výsledky vhodnější než vysoký 
stupeň redundance k zamaskování chyby. 
Duplikace s komparací 
Jedná se o běžný přístup aktivní redundance, který je zobrazen na 3.3. Dva identické moduly 
vykonávají stejnou činnost paralelně. Výsledky jsou ověřeny komparátorem. Jsou-li výsledky 
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rozdílné, generuje se chybový signál. Toto schéma umožňuje detekovat pouze jednu chybu modulu. 
Po zjištění závady nejsou provedena žádná opatření. 
 
Obrázek 3.3 Duplikace s komparací 
Zálohování rezervami 
Základní konfiguraci tohoto přístupu znázorňuje 3.4 (převzato z [7]). Pouze jeden modul z n je 
aktivní a poskytuje systémový výstup. Zbývající moduly slouží jako zálohy a nejsou potřebné pro 
normální běh systému. Přepínač je zařízení, které monitoruje aktivní modul a přepíná operace na 
záložní moduly v případě detekce chyby hlášené detekční jednotkou. 
 
Obrázek 3.4 Zálohování rezervami 
Existují dva typy záloh: horká a studená. U horké zálohy je napájen operační modul i modul 
rezervní. Záložní rezerva tak může být okamžitě aktivována, selže-li operační modul. U studené 
zálohy je záložní modul aktivován teprve po selhání operačního. Nevýhodou je tedy čas potřebný 
k uvedení modulu do chodu, jeho inicializace a opakované provedení operace. Výhodou zůstává nižší 
spotřeba energie. 
Systém zálohování s rezervami obsahující n modulů může tolerovat n-1 modulových chyb. 
Tolerancí je myšlena detekce, lokalizace, úspěšné zotavení se a pokračování v činnosti. Objeví-li se n 
chyb, systém všechny detekuje, ale nebude schopen normálně pokračovat v činnosti. 
Zálohovaná dvojice (Pair-and-a-spare) 
Tato technika kombinuje zálohování rezervami a duplikační a komparační přístupy. Idea je podobná 
jako u zálohování rezervami, avšak dva moduly namísto jednoho pracují paralelně. Výsledky jsou 
opět porovnány a hledají se neshody. Je-li přijat chybový signál od komparátoru, přepínač analyzuje 
správu od bloku detekce chyb a rozhodne, který ze dvou modulů podal chybný výstup. Chybný modul 
se vyřadí a nahradí záložním. 
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Systém s n moduly toleruje n-1 modulových chyb. Objeví-li se n-1 chyb, přepínač všechny 
detekuje a výstup bude korektní. Nicméně po vyčerpání záloh nebude přepínač moci nahradit chybný 
modul záložním. Zapojení je zobrazeno na 3.5 (převzato z [7]). 
 
Obrázek 3.5 Zálohovaná dvojice 
3.4.1.3 Hybridní redundance 
Hlavní myšlenkou je kombinovat užitečné rysy pasivních a aktivních přístupů. Maskování chyb 
slouží k prevenci před produkováním okamžitých chybných výsledků. Detekce chyb, lokalizace a 
obnovení se používá pro rekonfiguraci systému po objevení chyb. Následující sekce popisují tři 
základní přístupy hybridní redundance. 
Systém se samočinným čištěním 
Systém tvoří n identických modulů, které se aktivně účastní hlasování (Obrázek 3.6, převzato z [7]). 
Výstup hlasovače je porovnáván s výstupy individuálních modulů kvůli detekci chyb. Pokud nastane 
neshoda, spínač sepne a vyčistí vadné moduly ze systému. Hlasovač se navrhuje jako prahové hradlo, 
schopné přizpůsobit se měnícímu se počtu vstupů. Vstup vadného modulu je nastaven na nulu a 
neúčastní se hlasování. 
Takovýto systém s n vstupy může maskovat n-2 chybných modulů. Objeví-li se n-2 chyb a 
zbudou pouze dva moduly, systém bude schopen identifikovat n-1 chyb, ale v důsledku duplikace a 
komparace nebude volič schopen rozhodnout, který vstup je správný. 
 
Obrázek 3.6 Systém se samočinným čištěním 
N-násobná modulární redundance se zálohami 
N-násobná modulární redundance s k zálohami (Obrázek 3.7, převzato z [7]) se podobá systému se 
samočinným čištěním s k+n moduly, kde n modulů poskytuje vstup majoritnímu hlasovači a dalších 
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k modulů slouží jako zálohy. Jestliže se jeden z primárních modulů stane chybným, hlasovač maskuje 
chybný výsledek a přepínač nahradí vadný modul záložním. K identifikaci postižených modulů se 
používá řada technik. Jedním z přístupů je porovnávat výstup hlasovače s individuálními výstupy 
modulů. Modul, jehož výstup nesouhlasí s majoritou, se považuje za chybný. 
 
Obrázek 3.7 N-násobná modulární redundance se zálohami 
Spolehlivost tohoto systému se liší v závislosti na formě použitého hlasování a implementaci 
přepínače a komparátoru. Jednou z možností je po vyčerpání všech záloh odpojit detektor a systém 
provozovat dále jako systém NMR. Druhou možností je nechat detektor aktivní a navrhnout hlasovač 
tak, aby se vyrovnal s klesajícím počtem vstupů. 
Trojitý duplex 
Systém trojitého duplexu kombinuje trojnásobnou modulární redundanci a duplikaci s komparací. 
Množina šesti identických modulů rozdělená na tři páry pracuje paralelně. V každém páru je výsledek 
porovnán komparátorem. Jestliže výsledky souhlasí, výsledek se podílí na celkové volbě, jinak je pár 
stanoven chybným a odebrán ze systému. 
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 Obrázek 3.8 Trojitý duplex 
3.4.2 Informační redundance 
Tato kapitola popisuje principy ochrany dat prostřednictvím kódování. Technik kódování a variant 
jejich použití existuje nesčetné množství, proto jsou v této kapitole uvedeny pouze základní rozdělení. 
Popis jednotlivých principů není možné v rozsahu této práce pojmout podrobněji, je však možné jej 
nalézt v [8] a [11]. 
Kódování patří mezi silné techniky napomáhající předcházet nežádoucím změnám informací 
při jejich přenosu. Využívá speciálních kontrolních bitů digitální informace umožňujících 
hardwarovou detekci a případnou korekci. 
3.4.2.1 Základní rozdělní kódů 
Paritní kódy 
Paritní kódy jsou nejstarším typem kódů. Sudý (lichý) paritní kód délky n je tvořen binární n-ticí 
obsahující sudý (lichý) počet jedniček. Jakákoliv podmnožina n-1 bitů kódového slova může být 
zobrazena jako datová posloupnost nesoucí informaci, zatímco zbývající n-tý bit zajišťuje paritu 
kódového slova. Každá jednobitová chyba může být detekována, jelikož parita u sudého (lichého) 
porušeného kódu bude lichá (sudá). Nejčastějším aplikačním využitím paritního kódu je detekce chyb 
v pamětech počítačových systémů. 
Lineární kódy 
Lineární kódy poskytují široký rámec pro vytváření mnoha kódů včetně Hammingova. Při popisu 
lineárních kódů jsou nutné základní znalosti lineární algebry, konkrétně množinových a vektorových 
operací. Lineární kód (n,k) má délku n a jedná se o podprostor Vn, který je rozdělen k lineárními 
nezávislými vektory. Všechna kódová slova mohou být zapsána jako lineární kombinace k vektorů: 
nnvdvdvdc ....1100 +=  
Různá kódová slova dostaneme pro různé kombinace koeficientů d0, d1,….dk-1. Jednoduchou 
metodu kódování získáme, pokud definujeme d=(d0, d1,….dk-1) jako data, která mají být kódována. 
V praxi se pro generování kódových slov používá generující matice. Zakódované slovo se 
vytvoří násobením dat s touto maticí. Pro dekódování se používá matice kontrolní, kterou se vynásobí 
zakódovaná data. Je-li výsledek násobení roven nule, data byla přijata bezchybně, jinak výsledek 
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označuje syndrom chyby. Tento mechanismus umožňuje opravu jednotlivých chyb pomocí syndromu 
chyby udávajícím pozici chyby. 
Cyklické kódy 
Cyklické kódy jsou speciální třídou lineárních kódů. Použití nacházejí především v aplikacích 
s možností výskytu shluku chyb. Takovéto chyby jsou typické pro digitální komunikaci nebo úložná 
zařízení. Dvěmi významnými třídami jsou CRC kódy a Reed-Solomonovi kódy. 
Lineární kód se nazývá cyklický, jestliže platí, že [cn-1, c0, c1,….cn-2] je kódové slovo a zároveň 
[c0, c1,….cn-2, cn-1] je kódové slovo. Tedy každý rotační posuv kódového slova je opět kódové slovo. 
Při práci s cyklickými kódy se využívá především zápisu pomocí polynomů. Obdobně, jako u 
lineárních kódů, zde existuje generující polynom pro tvorbu kódových slov a kontrolní polynom pro 
zjištění chyb. Je-li nalezena chyba, z vypočteného syndromu chyby se provede korekce přijatých dat. 
Neuspořádané kódy 
Neuspořádané kódy slouží k detekci jednosměrných chyb. Jednosměrná chyba je chyba, která změní 
buď nuly v kódovém slově na jedničky nebo jedničky na nuly, ale ne obojí. Příkladem takové chyby 
může být změna posloupnosti bitů [10110000] na [00010000]. Existují techniky zajišťující, že většina 
chyb objevujících se v logických obvodech způsobí pouze jednosměrné chyby. 
Pojmenování těchto kódů vychází z následujícího. Říkáme, že dvě binární n-tice x=(x1, 
x2,….xn) a y=(x1, x2,….xn) jsou uspořádané, jestliže xi ≤ yi  pro všechna i z množiny {1,2…,n} nebo pro 
xi ≥ yi. Neuspořádaný kód je takový kód, který tuto podmínku nesplňuje. Jednosměrná chyba vždy 
změní slovo x na y, které je menší nebo větší než x. Jsou-li dvě kódová slova neuspořádaná, potom při 
jednosměrné chybě nikdy není namapováno kódové slovo na jiné kódové slovo a to je možné 
detekovat. Mezi nejčastěji používané kódy patří Bergerův kód a kód m z n. 
Aritmetické kódy 
Tyto kódy jsou nejčastěji používány pro detekci chyb v aritmetických operacích jako sčítání a 
násobení. Data, která reprezentují operandy, jsou do tohoto kódu převedeny před zahájením 
provádění operací a po té jsou operace provedeny s kódovými slovy. Po získání výsledku je kódové 
slovo dekódováno a zkontrolováno kvůli chybám. Mezi hlavní představitele patří AN kódy a kódy 
zbytkových tříd. 
3.4.3 Časová redundance 
Časové redundance se dosahuje opakováním výpočtu nebo přenosu dat a porovnáním výsledku 
s uloženou kopií předchozího. Je-li výpočet proveden dvakrát a chyba, která nastala, je dočasná, bude 
se uložená kopie lišit od nového výsledku. Provedeme-li opakování třikrát nebo vícekrát, může být 
chyba opravena. Existují i techniky pro odhalování trvalých chyb. 
Kromě detekce a korekce chyb je časová redundance vhodná pro rozlišování mezi 
přechodnými a trvalými chybami. Pokud chyba po přepočítání zmizí, jednalo se o chybu přechodnou. 
Je-li tomu tak, je modul stále užitečný a jeho odpojením by docházelo k plýtvání zdrojů. 
3.4.3.1 Alternující logika 
Toto schéma bylo použito pro detekci trvalých chyb v digitálních přenosech a digitálních obvodech. 
Předpokládejme přenos dat paralelní sběrnicí. V čase t0 jsou přenesena originální data. V čase t0 + Δ 
je vytvořen komplement dat a přeposlán. Výsledky jsou porovnány, zda-li jsou komplementy jeden 
druhého. Je možné detekovat trvalé chyby linek sběrnice. 
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3.4.3.2 RESO - Recomputing with shifting operands 
Tato technika byla vyvinuta pro detekci chyb v aritmeticko-logických jednotkách v organizaci 
s bitovými řezy. V čase t0 i-tá sčítačka v obvodu provede výpočet a po té data předá doleva. Výpočet 
je zopakován v čase t0 + δ. Operand může být přesouván aritmetickým nebo logickým posuvem. Po 
dokončení výpočtu je výsledek přesunut doprava a výsledky jsou porovnány. Nenastala-li chyba, jsou 
výsledky stejné. V opačném případě se neshodují v i-tém, (i-1)-tém bitu nebo v obou.  
Schopnost detekce chyb v RESO závisí na množství posunutí. Základním problémem tohoto 
přístupu je nutnost přídavného hardwaru. 
3.4.3.3 RESWO – Recomputing with swapped operands 
Technika vychází z techniky předešlé. Během prvního výpočtu se postupuje stejně. Při druhém 
výpočtu se horní a dolní poloviny operandů vymění. 
3.4.3.4 REDWC – Recomputing with duplication with comparison 
Tato technika kombinuje hardwarovou redundanci s časovou. N-bitová operace se provádí dvěmi n/2-
bitovými zařízeními dvakrát. Operandy jsou rozděleny na dvě poloviny. Nejprve je operace 
provedena pouze se spodními polovinami a jejími duplicitami. Následuje porovnání výsledků. Stejná 
operace se pak provede i s horními polovinami operandů. 
3.4.4 Softwarová redundance 
Tato kapitola popisuje základní techniky softwarové redundance. Obecně není softwarová redundance 
v oblasti softwaru rozšířena tak, jako hardwarová v oblasti technického vybavení. Většina chyb bývá 
způsobena především nekvalitním návrhem. 
Mnoho softwarových technik pro detekci chyb se snaží využít již známých technik hardwarové 
redundance. Ačkoli tradiční techniky hardwarové odolnosti proti poruchám byly navrženy proti 
trvalým chybám komponent a přechodným chybám vzniklým působením okolních faktorů, 
neposkytují dostatečnou ochranu proti chybám návrhu, které v softwaru dominují. Jednoduchým 
ztrojením softwarového modulu a hlasováním nemůžeme tolerovat chybu v jediném modulu, jelikož 
všechny kopie budou obsahovat identickou chybu. Je nutné vytvořit různé specifikace tak, aby 
programátoři mohli navrhovat software nesdílející stejné chyby, což je obecně obtížný úkol. 
Techniky softwarové redundance dělíme do dvou skupin: single-verze a multi-verze. Single 
techniky mají za úkol zlepšit vlastnosti chybové odolnosti jediného softwarového modulu přidáním 
detekce chyb, izolací a implementací mechanismů obnovy do jeho návrhu. Multi techniky využívají 
nadbytečných softwarových modulů vytvořených na základě pravidel diverzity. Stejně jako u 
hardwaru je nutné prozkoumat, který stupeň redundance vyhovuje pro danou aplikaci. Redundanci lze 
aplikovat na proceduru, proces nebo celý systém. Většinou jsou vybrány části s nejvyšší 
pravděpodobností vzniku chyb. Tak jako u hardwaru může zvýšení redundance vést ke zvýšení 
složitosti a degradování celého systému. 
3.4.4.1 Techniky single-version 
Tyto techniky přidávají jednoduchým softwarovým modulům určité funkcionální schopnosti, které 
jsou nutné pro zabezpečení správného běhu programu. Struktura softwaru je modifikována tak, aby 
byla schopná detekovat, izolovat a zabránit šíření chyby systémem. 
Techniky detekce chyb 
Obdobně jako u hardwaru je cílem detekce chyb nalezení chyby v systému. Single techniky tolerance 
chyb obvykle používají různé typy testů přijatelnosti k detekci chyby. Výsledek programu se podrobí 
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zkoušce. Jestliže výsledek projde zkouškou, pokračuje se v programu. Při selhání dojde k indikaci 
chyby. Test je nejúčinnější, jestliže je jednoduše počitatelný a je-li odvozen z kritérií, která mohou 
být odvozena nezávisle na aplikaci. Stávající techniky zahrnují časové kontroly, kontroly kódování, 
zpětné kontroly a strukturální kontroly. 
Časové kontroly se vztahují na systémy obsahující časová omezení. Na tomto předpokladu lze 
vyvinout kontroly indikující odchylku ve standardním chování. Příkladem je kontrolní časovač nebo-
li watchdog. Tyto časovače se používají k detekci výkonnosti a detekci ztracených nebo vyloučených 
modulů. 
Kódové kontroly jsou použitelné pro systémy pracující s informační redundancí. Například 
aritmetické kódy mohou být využity k odhalení chyb při přenosu aritmetických operací. 
Zpětná kontrola je možná v systémech, kde lze z výstupních hodnot spočítat hodnoty vstupní. 
Kontrola pak srovná aktuální vstupy se vstupy vypočtenými a porovná výsledky. 
Kontrola přiměřenosti využívá sémantických vlastností dat k detekci chyb. Příkladem je 
kontrola rozsahu dat na přetečení nebo podtečení vzhledem k systémovým požadavkům. 
Strukturální kontrola je založena na známých vlastnostech datových struktur. Například 
přepočítávání prvků seznamu nebo ověřování pointerů. Tyto kontroly lze zefektivnit přidáním 
nadbytečných dat do datové struktury. 
Techniky izolace chyb 
Omezení chyb v softwaru lze dosáhnout modifikováním struktury systému a definováním omezení 
přípustných akcí. Následující odstavce popisují čtyři základní techniky. 
Systém se obecně rozkládá na moduly s žádnými nebo jen pár závislostmi. Modularizace se 
snaží zabránit šíření chyb omezením množství komunikace mezi moduly monitorováním a 
odstraněním sdílených zdrojů. Před modularizací je nezbytné zjistit, který modul představuje nejvyšší 
riziko pro systém pomocí viditelnosti a konektivity. Viditelnost modulu charakterizuje množinu 
modulů, které mohou být ovlivněny modulem přímo nebo nepřímo. Konektivitu modulu 
charakterizuje množina modulů, které se mohou uplatnit přímo nebo používáním modulu. 
Izolaci funkčně nezávislých modulů lze provést dělením modulární hierarchie v horizontálním 
nebo vertikálním směru. Horizontální dělení separuje hlavní softwarové funkce do nezávislých větví. 
Komunikace mezi funkcemi se pak provádí přes kontrolní moduly. Vertikální dělení přiřadí vyšším 
modulům kontrolní funkce a nižším provádění zpracování. 
Další technikou omezení chyb je uzavírání systému. Vychází z principu, že žádná akce není 
povolena, dokud není explicitně autorizována. V prostředí s mnoha zákazy a se striktními kontrolami 
jsou snadno viditelné interakce systému. 
Pomocí techniky atomických akcí lze definovat spojení mezi systémovými komponentami. 
Atomická akce ve skupině komponent je činnost, ve které komponenty reagují jedna na druhou. 
Neexistuje komunikace se zbytkem systému během této aktivity. Bez těchto akcí zúčastněné 
komponenty nemohou importovat ani exportovat informace systému. Každá akce skončí běžným 
způsobem nebo detekcí chyby. Skončí-li běžným způsobem, je výsledek správný. Je-li detekována 
chyba, týká se pouze zmíněných komponent. Poruchová oblast je tak definována a zotavení chyby 
limitováno na atomické komponenty. 
Techniky zotavení 
Při detekci chyby se systém pokusí dostat z chybového stavu zpět do stavu operačního. Jsou-li 
detekce a mechanismus odhalování závad správné, účinky chyby se projeví v rámci konkrétních 




Ve velkém množství softwarových systémů se žádost na zahájení zotavení se z chyb provádí pomocí 
obsluhy výjimek. Zpracování výjimek je přerušení běžného provozu ke zvládnutí výjimečné akce. 
Možné události vedoucí ke spuštění výjimek lze rozdělit do tří skupin: 
• Interface exceptions – signalizovány modulem při zjištění neplatného požadavku na službu, 
výjimku zpracovává modul, který ji vygeneroval 
• Local exceptions – signalizovány modulem při detekci chybového mechanismu ve své vnitřní 
operaci, výjimku zpracovává chybový modul 
• Failure exceptions – signalizovány modulem není-li možné využít mechanismus obnovení 
systému, výjimku musí zpracovat systém 
Bod obnovení a restart 
Bod obnovení a restart je populární mechanismus známý i pod názvem zpětné zotavení chyb. Většina 
softwarových chyb se aktivuje neočekávanou vstupní sekvencí způsobenou chybou v návrhu. Tyto 
chyby se podobají hardwarovým. Objeví se, zmizí a mohou se objevit znovu. Obvykle stačí 
restartovat modul pro úspěšné dokončení úloh. 
Schéma systému je znázorněno na obrázku 3.9. Modul, provádějící program, pracuje 
v kombinaci s testovacím blokem kontrolujícím správnost výsledku. Detekuje-li se chyba, je zaslán 
signál „retry“ modulu jako požadavek na restartování do bodu obnovení uloženého v paměti. 
  
Obrázek 3.9 Bod obnovení a restart 
Existují dva typy bodů obnovení: statické a dynamické. Statický bod vytvoří obraz 
systémového stavu na začátku vykonávání programu a uloží jej do paměti. Detekční kontroly jsou 
umístěny na výstupu modulu. Při detekci chyby se systém vrátí do bodu obnovení a výpočet je 
zahájen od začátku. Dynamické body jsou vytvářeny dynamicky v různých částech výpočtu. Při 
detekci chyby se systém vrátí do posledního bodu obnovení a pokračuje od něj. Detekční kontroly 
musí být součástí kódu a provedeny před vytvořením kontrolního bodu. 
Efektivnost bodů obnovy ovlivňuje velké množství faktorů včetně požadavků na provedení, 
intervaly mezi body obnovení a režie spojená s vytvářením, detekcí a zotavením. U statického 
přístupu čas k dokončení provedení úlohy exponenciálně roste se složitostí úlohy. Proto jsou statické 
body obnovení vhodné pro úlohy s relativně malými požadavky na zpracování. Dynamickým 
přístupem lze dosáhnout lineárního růstu u úloh s rostoucími požadavky na složitost. Existují tři 
strategie dynamického vkládání kontrolních bodů: 
• Ekvidistantní (Equidistant) – body jsou rozmisťovány v deterministicky fixních časových 
intervalech závislých na poměru výskytu chyb 
• Modulární  (Modular) – body jsou vkládány na konci sub-modelů po detekci chyb 
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• Náhodné (Random) – body jsou rozmisťovány náhodně 
Celý mechanismu je tedy jednoduchý, nezávislý na chybách, aplikovatelný na neočekávané 
chyby a může být použit na různých úrovních systému. Problémy představují pouze nezotavitelné 
akce, vyskytující se v některých systémech. Ty jsou většinou spjaty s externími událostmi, které tímto 
mechanismem nemohou být kompenzovány. Zotavení se z takových akcí vyžaduje speciální 
zacházení. 
Zpracování párů 
Při technice zpracování párů běží dvě identické verze softwaru na separovaných procesorech. První 
procesor je primární a aktivní. Provádí program a zasílá informace z kontrolního bodu druhému 
procesoru. Je-li detekována chyba, primární procesor se odpojí. Sekundární procesor načte data 
z bodu obnovení a pokračuje ve výpočtu. Primární procesor začne provádět diagnostické testy. Je-li 
chyba neopravitelná, musí se provést výměna, v opačném případě se procesor stává sekundárním. 
Princip mechanismu popisuje 3.10. 
 Mezi hlavní výhody tohoto konceptu patří neustálé poskytování služeb i při detekci chyby. 
Mechanismus je vhodný pro aplikace vyžadující vysokou dostupnost. 
 
Obrázek 3.10 Zpracování párů 
Datová diverzita 
Cílem této techniky je zlepšit efektivnost metody restartu a bodu obnovení pomocí různých vstupů 
pro každé opakování. Vychází se z pozorování, že softwarové chyby jsou obvykle závislé na vstupní 
sekvenci. Proto pokud jsou vstupy vyjádřeny různým způsobem, je nepravděpodobné, že vznikne 
stejná chyba. 
3.4.4.2 Techniky multi-version 
Tyto techniky využívají dvě nebo více verzí stejného softwarového modulu splňující podmínky 
návrhové diverzity. Například různá kódování nebo různé algoritmy mohou být použity ke zvýšení 
pravděpodobnosti, že všechny verze nebudou obsahovat stejné chyby. 
Bloky zotavení 
Bloky zotavení kombinují bod obnovení a restart spolu s přístupem zálohování rezervami. Základní 
konfigurace je zobrazena na 3.11. Pouze jedna verze poskytuje systémový výstup. Je-li detekována 
chyba testem přijatelnosti, dojde k vygenerování signálu „retry“. Systém se obnoví do zálohovaného 
stavu a přepínač vybere další verzi modulu. Kontrolní body jsou vytvořeny před spuštěním verzí. 
Testy přijatelnosti využívají různé techniky. Kontroly by měly být jednoduché kvůli zachování 
rychlosti a umístěny na výstupu nebo přímo v kódu pro zvýšení účinnosti detekce. 
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 Obrázek 3.11 Bloky zotavení 
Podobně jako u studených a horkých verzí hardwarového zálohování rezervami, různé verze 
mohou být realizovány sériově nebo paralelně v závislosti na výpočetním výkonu. Sériové provedení 
často vyžaduje použití kontrolních bodů k obnovení stavu před zahájením provádění další verze. 
Náklady na provoz několika verzí současně mohou být příliš drahé zvláště u real-time systémů. 
Jestliže všech n verzí selže, modul vyvolá výjimku, aby informoval systém o selhání a 
neschopnosti dokončení funkce. 
Jako všechny multi-verzní techniky i tato je závislá na diverzitě dat. Bloky zotavení zvyšují 
tlak na detailní specifikaci, aby bylo možné vytvořit několik různých alternativ se stejnou 
funkcionalitou. Stejně obtížné je vytvořit testy přijatelnosti, které jsou vysoce aplikačně závislé a 
umožňují specifikovat pouze přijatelné výsledky. 
N-násobné programování 
N-násobné programování je technika založená na n-násobné modulární redundanci. Blokový diagram 
je znázorněn na 3.12. Skládá se z n různých softwarových implementací modulu prováděných 
souběžně. Každá verze zpracovává stejnou úlohu, ale rozdílným způsobem. Výběrový algoritmus pak 
rozhodne, který z výsledků je správný a předá jej systému. Výběrový algoritmus se typicky 
implementuje jako obecný hlasovač. To je výhoda oproti blokům zotavení, které požadují aplikačně 
specifické testy přijatelnosti. 
 
Obrázek 3.12 N-násobné programování 
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Pro tuto techniku bylo vyvinuto velké množství hlasovačů. Pro srovnání často velmi přesných 
výpočetních hodnot je použita metrická vzdálenost a výpočet prahu. Ve formalizovaném majoritním 
hlasovači stačí, aby se více než polovina hodnot považovala za správnou a výsledek většiny bude 
potvrzen jako platný. V obecném mediánovém hlasovači je vybrán medián z hodnot na výstupech 
jednotlivých modulů. Formalizovaná pluralita rozdělí výstupy do skupin na základě metrických 
rovností a výsledek odpovídá výsledku skupiny, která má nejvíce členů. Průměrová váhová technika 
kombinuje výstupy s průměrováním vah. Váha může být vybrána předem na základě charakteristik 
jednotlivých verzí. Pokud jsou všechny váhy sobě rovné, technika degraduje na střední výběr 
hodnoty. Váhy mohou být přiděleny i dynamicky například na základě úspěšnosti jednotlivých 
modulů v historii. 
Výběrové algoritmy jsou typicky vyvíjeny s přihlédnutím k následkům chyby na spolehlivost. 
Pro aplikace s požadavky na vysokou spolehlivost se algoritmus navrhuje tak, aby byl vybraný 
výsledek správný s vysokou pravděpodobností. Je-li důležitá dostupnost, výběrový algoritmus 
produkuje výsledek, i když není správný. Pro bezpečné aplikace je nutné správně rozlišovat chybné 
verze a maskovat výsledky. Nelze-li zvolit správný výsledek, musí být systém informován například 
chybovým stavem. 
N-násobné programování toleruje chyby návrhu, pokud je správně implementována návrhová 
diverzita. Každá verze tak musí být prováděna co nejrůznoroději, jak je to jen možné. Specifikace 
systému musí být dostatečně podrobná kvůli kompatibilitě verzí. Na druhou stranu musí být taky 
značně flexibilní, aby umožňovala programátorům vytvářet různé vzory. 
N-násobné samoopravné programování 
N-násobné samoopravné programování kombinuje bloky zotavení spolu s konceptem n-násobného 
programování. Kontrola se provádí pomocí testu přijatelnosti nebo pomocí komparace. N-násobné 
samoopravné programování s využitím testů přijatelnosti je zobrazeno na 3.13. Různé verze 
programových modulů a testů přijatelnosti jsou vyvíjeny nezávisle na sobě ze známých požadavků. 
Individuální kontroly každé verze se umisťují do kódu nebo se nachází na výstupu. Použití 
separovaných testů přijatelnosti pro každou verzi je hlavní rozdíl mezi touto technikou a technikou 
bloků zotavení. Provedení každé verze lze vykonat sériově nebo paralelně. V obou případech výstup 
odpovídá  nejvýše ohodnocené verzi, která projde testem. 
 
Obrázek 3.13 N-násobné samoopravné programování s testy přijatelnosti 
N-násobné samoopravné programování s komparací popisuje obrázek 3.14. Schéma vychází 
z redundance trojitého duplexu. Výhodou metody s testy přijatelnosti je aplikačně nezávislý 
rozhodovací algoritmus. 
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 Obrázek 3.14 N-násobné samoopravné programování s komparací 
Návrhová diverzita 
Nejkritičtější částí multi-verzního softwaru odolného proti chybám je dosažení nezávislosti mezi 
různými verzemi skrze návrhovou diverzitu. Ta chrání software před obecnými chybami návrhu. 
Softwarové systémy jsou citlivé na společné chyby v návrhu, pokud jsou vytvořeny stejným týmem 
za použití stejných návrhových technik a nástrojů. 
Při tvorbě softwaru je tedy nutné zvážit, který modul bude nadbytečný, stupeň redundance na 
jednotlivých úrovních, požadovaný počet redundantních verzí, požadovanou diverzitu a oddělený 
vývoj v různých týmech. 
3.5 Kontrola toku programu 
Mezi novější techniky zvýšení spolehlivosti programů patří kontrola toku. Typicky se jedná o čistě 
softwarové metody, které kontrolují tok programu na základě přiřazených značek. Typy značek se liší 
podle použitých algoritmů. Algoritmus přiřadí unikátní značku každému uzlu v grafu programu a 
přidá instrukce pro detekci chyb. 
Každý program se skládá ze základních bloků. Základní blok je množina po sobě jdoucích 
instrukcí, jejichž provedení začíná první instrukcí a končí poslední instrukcí bez jakéhokoliv větvení. 
Libovolný program lze popsat pomocí programového grafu. Programový graf P je množina {V,E} 
tvořená množinou základních bloků V = {vi; i = 1,2,3,…..,n} a množinou hran E, které představují 
povolené skoky mezi základními bloky programu. Skoky nemusí být nutně pouze instrukce skoku, 
jedná se také o volání podprogramů a návraty z podprogramů. Sekvence instrukcí a odpovídající 
programový graf jsou znázorněny na obrázku 3.15 (převzato z [13]). Následující kapitola popisuje 
některé z algoritmů pro kontrolu toku programu. 
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 Obrázek 3.15 Příklad programového grafu 
3.5.1 Enhanced Control-Flow Checking Using Assertions 
(ECCA) 
Metoda vkládá kontrolní značky na začátek a konec základních programových bloků. Každému bloku 
je přidělen takzvaný blokový identifikátor BID, který musí být unikátní pro každý programový blok a 
musí se jednat o prvočíslo větší než dvě. Každý blok také obsahuje proměnnou NEXT, informující o 
dalších blocích, které mohou následovat. Nutnou proměnnou je i id, obsahující BID aktuálně 
vykonávaného bloku. 
Algoritmus této metody probíhá následovně. Nejprve se rozdělí program na základní bloky a 
každému bloku se přiřadí unikátní BID. Pro daný program se sestrojí graf toku programu. Každému 
bloku se přiřadí proměnná NEXT, obsahující součin všech BID bloků, které mohou následovat 
aktuální blok. Každý blok se uzavírá mezi dvě kontrolní přiřazení, pomocí kterých se identifikují 
chyby v toku programu. Prvním přiřazením je SET, jehož výpočet je popsán následující rovnicí: 
)2mod()mod( idBIDid
BIDid ⋅=  (3.1) 
Druhým přiřazením je TEST, které se provádí na konci bloku a jeho rovnice je: 
)( BIDidNEXTid −+=  (3.2) 
Na začátku bloku se do proměnné id uloží hodnota BID aktuálního bloku, na konci hodnota 
NEXT aktuálního bloku. Indikátorem nesprávného toku programu je dělení nulou při přiřazení SET. 
K tomu dojde v důsledku toho, že blok není následovníkem předcházejícího nebo se jedná o sudé 
číslo. BID jsou voleny tak, aby hodnota NEXT byla vždy liché číslo. Při přiřazování TEST se hodnota 
id nastaví na hodnotu NEXT. Pokud se však id liší od BID, je do proměnné uloženo číslo sudé a při 
následujícím přiřazování SET dojde k dělení nulou. Ukázkový diagram ohodnocení programových 
bloků zobrazuje 3.16 (převzato z [14]). 
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 Obrázek 3.16 Příklad ohodnocení grafu programu algoritmem ECCA 
3.5.2 Control-flow Checking by Software Signatures (CFCSS) 
Na podobném principu jako předcházející metoda pracuje i následující algoritmus. Každému bloku se 
přiřadí unikátní značka a rozdíl mezi zdrojovým a cílovým blokem. Rozdíl nebo také diference mezi 
bloky se počítá pomocí operace XOR. Tentokrát již není nutné používat prvočísla. Algoritmus vždy 
na začátku každého bloku řeší, zda-li je možné skočit do bloku následujícího. 
V globální proměnné G je uložena značka aktuálního bloku, proměnná d každého bloku 
obsahuje vypočtenou diferenci v čase kompilace. Během programu se provádí operace XOR mezi 
aktuální značkou v globální proměnné G a vypočtenou diferencí. Pokud nebyl narušen tok programu, 
globální proměnná bude obsahovat značku aktuálního bloku. 
Zjištění skoku pomocí nelegální operace je tedy jednoduché. V každém bloku se aktualizuje 
globální proměnná G na základě její předešlé hodnoty a diference aktuálního bloku. Rovnice 3.3 a 
obrázek 3.17 názorně zobrazují princip výpočtu aktuální značky (převzato z [13]). 
2211212 )( ssssdGGG =⊕⊕=⊕==  (3.3) 
 31
 Obrázek 3.17 Princip výpočtu aktuální značky algoritmem CFCSS 
Oproti předešlému algoritmu ECCA je znatelná nižší paměťová a výpočetní náročnost. 
Signatury uzlů nemusí být prvočísla a náročnou operaci dělení zde nahrazuje operace XOR. 
Nevýhodou této metody je tzv. aliasing. Ten nastává pokud cílové bloky sdílí více bloků 
zdrojových. V tomto případě nemusí být odhaleny všechny nepovolené skoky. Více informací 
obsahuje literatura [12] a [13]. 
3.5.3 Metody založené na CFCSS 
Tato kapitola popisuje další algoritmy, které vycházejí z předešlého nebo oproti němu obsahují 
drobná vylepšení. 
Jednou z takovýchto metod je i CFCSS-IR (Interrupt count), která k předešlé metodě přidává 
počítadlo instrukcí v bloku. Pokud by došlo ke skoku v rámci jednoho bloku do druhého, počítadlo 
bude obsahovat jinou hodnotu, než se očekává. 
Další možností je místo ukládání rozdílu značek kontrolovat jejich rozdíl za každým blokem. 
Touto variantou se zabývá YACCA (Yet Another ….). Metoda je odolnější oproti aliasingu za cenu 
vyšší výpočetní náročnosti. 
Software-Based Error Detection Technique Using Encoded Signatures patří mezi další metody 
vycházejících z principu CFCSS. Každému bloku se přiřadí číslo X, následovníkům bloku čísla 2X a 
2X+1. Pokud má blok pouze jednoho následovníka, je mu přiděleno pouze číslo 2X a 2X+1 uloženo 
do tzv. černé listiny. Nemá-li žádné následovníky, jsou do této listiny uloženy obě čísla. Tímto 
způsobem se dosahuje lepšího zabezpečení vzdáleností mezi jednotlivými značkami. Možným 
vylepšením této metody je přidání kontrolní parity do instrukcí skoku (Control-Flow Checking Using 
Branch Instructions). 
3.5.4 Kontrolní proces 
Další z možností kontroly toku programu je implementace kontrolního procesu. Jedná se o vložení 
kontrolních bodů do programu, ve kterém dochází ke kontrole správné funkčnosti systému. Existují 
dvě možnosti implementace kontrolního procesu. Princip kontrolního procesu je znázorněn na 
obrázku 3.18. 
První vychází ze softwarové implementace hardwarové periferie, která restartuje systém 
v případě jeho uváznutí. Tato varianta kontrolního procesu se nazývá kontrolní nebo též diagnostický 
časovač (WDT – Watchdog timer). Kontrolní proces je v tomto případě časovač, který při dosažení 
zadané hodnoty způsobí restartování systému. Program periodicky informuje časovač o svém 
bezchybném chodu a ten při každé signalizaci od programu nuluje svůj interní čítač uplynulého času. 
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Při poruše vykonávání programu existuje velká pravděpodobnost, že dojde k výpadku volání WDT a 
tím i k restartování celého systému. 
Druhou variantou je kontrolní proces, který je informován o běhu jiného procesu tzv. watchdog 
processor. Oproti předešlé verzi však kontrolní proces obsahuje graf toku programu hlídaného 
procesu. Hlídaný proces posílá při každém vnoření do dalšího programového bloku informaci 
kontrolnímu procesu. Kontrolní proces tato vnoření vyhodnocuje a zjišťuje chyby vůči toku 
programu. Metoda je vhodná především pro systémy pracující s přepínáním procesů. 
Pro zvýšení spolehlivosti lze kontrolní proces rozšířit o tzv. tvrzení. Tvrzení můžeme definovat 
jako kontroly přiměřenosti, které ověřují očekávané vztahy mezi proměnnými programu a jsou 
zobecněním testů přijatelnosti. Tato tvrzení musí být připravena aplikačním programátorem a být 
součástí softwaru. 
 
Obrázek 3.18 Princip kontrolního procesu 
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4 Implementace 
Následující část se zabývá popisem implementačních detailů vybraných metod, jejichž předpokladem 
je zvýšení spolehlivosti. Jednotlivé podkapitoly popisují implementované mechanismy 
prostřednictvím  obrázků a úseků zdrojových kódů. 
Jak již bylo uvedeno v kapitole  2.6, za vhodnou implementační platformu byl zvolen operační 
systém μC/OS-II. Kapitola  2.6 popsala jeho nesporné výhody. Jednou z nich je především 
kompatibilita s širokou řadou v současnosti vyráběných procesorů. Lze tedy naportovat zmíněný 
operační systém i na klasické procesory a vytvářet specifické aplikace i na běžných operačních 
systémech. Toto portování významně urychluje prototypování a vývoj vestavěných RT aplikací. 
Ovšem za jistou cenu omezených možností týkajících se například zpracování externích událostí 
periferií, se kterými může systém komunikovat. Využití portování také znesnadňuje testování 
systému na úrovní hardwaru. Obecně je tedy nutné po vytvoření aplikace provést dodatečné testy na 
cílové platformě. 
Samotné naportování systému μC/OS-II na požadovanou platformu (v našem případě procesor 
Intel) můžeme realizovat samostatně nebo zapátrat po již vytvořených řešeních, která jsou volně 
šiřitelná po internetu. Při implementaci mechanismů s požadavkem na zvýšení spolehlivosti byla 
použita varianta již naportovaného systému, verze vytvořená Georgem Fankhauserem, běžící pod 
operačními systémy Linux i Windows, dostupná na [5]. Veškerá testování byla provedena na systému 
Linux s distribucí Ubuntu s verzí jádra 2.6.24-26 a dodatečně také na serveru merlin.fit.vutbr.cz. 
Podrobné informace týkající se portování jsou obsaženy v [4]. 
Veškeré implementace níže uvedených mechanismů byly uskutečněny na úrovni jádra 
operačního systému μC/OS-II (mechanismy kontroly toku a kontrolní časovač) nebo na aplikační 
úrovní úloh (n-násobné úlohy a zpracování párů). Na úrovní aplikačních úloh byl také implementován 
mechanismus vkládání chyb pro testování vlivu chyb na funkčnost systému. Tato problematika bude 
dále popsána v kapitole  5.2. Při takto situovaném prostředí lze testovat pouze chyby systémových 
struktur a jejich celkový dopad. Další experimenty související s testováním chyb na úrovni hardwaru 
(např. testování registrů, pamětí nebo sběrnic) je zapotřebí provést až na cílové platformě. 
4.1 Charakteristika systému 
Při snaze vytvářet systémy odolné proti poruchám se v praxi užívá kombinace jak softwarových, tak 
hardwarových postupů. V této oblasti uvažujeme problémy jak technického, tak i programového 
charakteru. Navrhovaný systém bude tvořen instancí μC/OS-II operačního systému pracujícího 
v reálném čase a úlohami, které na něm poběží. Systém bude mít k dispozici omezené prostředky. 
Základem bude řídící úloha, která vytvoří jednotlivé podúlohy. Funkčnost systému tedy bude 
záviset na těchto podúlohách a jejich schopnosti plnit předepsané požadavky. Proto se zaměříme na 
plánování a běh těchto podúloh, které budou klíčovým bodem pro aplikaci zabezpečovacích 
mechanismů. Jelikož pracujeme s již vytvořeným operačním systémem, jehož běh je možný na 
různých programových platformách, nebude cílem práce zabránit všem možným typům chyb 
ovlivňujícím výsledné chování systému, ale snaha potlačit chyby v důsledku programového vybavení. 
Chyby, které nebudou explicitně uvedeny, nejsou uvažovány. Je však možné tyto chyby ošetřit 
pomocí metod popsaných v kapitole  3.4, především pomocí hardwarové a informační redundance. 
Typickými prostředky pro ochranu programového vybavení jsou redundance a metody kontroly 
řízení toku programu. Redundance mohou být identické (SIFT) nebo různorodé (n-násobné 
programování). 
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Software Implemented Fault Redundancy (SIFT) je založena na implementaci hardwarových 
principů v softwaru. Daná úloha se spustí v několika instancích, které mohou být synchronizovány a 
pro výsledná data jsou použity majoritní informace. Tento typ redundance umožňuje tolerovat stálé i 
nestálé poruchy. Hlasování o majoritních datech je však oproti hardwarové reprezentaci značně 
pomalejší. Tato technika bude předmětem zkoumání a její rysy můžeme nalézt v  4.6 a  4.7. Jedná se 
především o využití principů vycházejících z hardwarové redundance a vlastnost hlasování. 
Metoda n-násobného programování byla popsána v kapitole  3.4.4.2. S touto metodou je vhodné 
pracovat, jsou-li k dispozici nezávislé skupiny vývojářů, různé programovací jazyky, prostředí a 
vývojové nástroje. Kapitola  4.6 přejímá některé vlastnosti tohoto typu programování jako je 
nezávislost jednotlivých implementací. 
Metody řízení toku programu popsané v  3.5 jsou aplikačně závislé a je nutné je přizpůsobit na 
míru dané aplikaci. Pro implementaci jsem zvolil metodu ECCA a metodu CFCSS, na kterých jsou 
patrné dané principy. Ostatní metody vycházejí především z těchto technik nebo se jedná o jejich 
modifikace. 
4.2 Vliv zvýšení spolehlivosti na vlastnosti 
systému 
Doplněním zabezpečovacích mechanismů do operačního systému reálného času zřejmě dojde 
k ovlivnění jeho původních vlastností. Musíme tedy výslednou implementaci přizpůsobit tak, aby 
nepotlačovala jeho schopnost plnit omezení plynoucí z potřeby pracovat v reálném čase. 
Předpokládanými změnami jsou především zvýšení komplexnosti systému, nárůst požadavků na 
zdroje (především paměť) a pravděpodobně nižší reakčnost z pohledu odezev. 
Nárůst komplexnosti systému lze samozřejmě předpokládat. Při použití technik kontroly toku 
je nutné přidat do každého programového bloku zabezpečovaného tímto mechanismem několik řádků 
kódu. Počet těchto řádků závisí především na délce kódu a složitosti jeho větvení. Komplexnost 
systému vzroste i při použití technik vycházejících z hardwarové redundance. Tyto techniky vyžadují 
redundanci především na úrovni systémových zdrojů, které jsou duplikovány a musí obsahovat 
hlasovací prvek, zajišťující komunikaci mezi nimi. 
Růst požadavků na zdroje vyplývá ze samotného principu redundance. Je nutné vzdát se 
nižších nároků na systémové zdroje za cenu vyšší spolehlivosti. Míra spolehlivosti a požadavků však 
musí být vyvážena. Zdroji rozumíme především paměť, která bude muset pojmout nadbytečné 
informace, funkce a struktury. Mezi zdroje patří také procesy nebo procesory, na kterých poběží 
redundantní instance systémových částí. 
Reaktivita systému je důležitá stejně jako jeho spolehlivost a korektnost výstupních hodnot. 
Vysoké snížení reaktivity za cenu vyšší spolehlivosti je nepřípustné. Oproti dvěma výše zmíněným 
vlastnostem systému lze reaktivitu ověřit až při testování vlastností systému na cílové platformě. 
4.3 CFCSS 
Metody kontroly toku programu jsou aplikačně specifické a tudíž je zapotřebí znát předem aplikaci, 
do které budou integrovány. Jako u všech podobných metod musí být nejprve vytvořen programový 
graf daného algoritmu, který určuje rozdělení kódu na jednotlivé bloky a ty pak opatřeny 
redundantními kontrolami toku. 
Z tohoto důvodu jsem se rozhodl implementovat tuto metodu do vybraných mechanismů jádra 
operační systému μC/OS-II. Jedná se především o funkce související s plánováním úloh (funkce 
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uzamykání OSSchedLock() a odemykání plánovače OSSchedUnlock() a funkce samotného 
plánovače OSSched()) a funkce systémového tiku OSTimeTick(). Tento mechanismus byl použit i 
pro zabezpečení hlavního kontrolního časovače, který bude dále popsán v kapitole  4.5.5. 
Následují kapitoly popisují implementaci metody CFCSS v prostředí operačního systému 
μC/OS-II. Mechanismus je představen na úloze plánovače. Zabezpečení ostatních částí se liší pouze 
v programových grafech a aplikování příslušných diferencí na dané uzly grafů. 
4.3.1 Inicializace 
Metoda pracuje se signaturami jednotlivých uzlů a diferencemi mezi nimi, jak bylo uvedeno 
v kapitole  3.5.2. Jednotlivým uzlům musí být přidělena signatura a příslušné diference přepočítány 
před samotným během aplikace. Dojde tak k výraznému urychlení celého mechanismu. Zabezpečení 
metodou CFCSS je možno povolit popř. zakázat v souboru os_cfg.h, obsahujícím konfiguraci 
celého operačního systému. 
V souboru security.h nalezneme veškeré globální proměnné nutné ke korektní funkčnosti 
daného mechanismu. Každá zabezpečená část systému, ať již plánovač nebo událost systémového 
tiku, zde má svou globální proměnnou. Tato proměnná je postupně aktualizována dle programového 
toku. Soubor obsahuje i jednotlivé signatury. Signaturám může být přiřazena libovolná hodnota, 
avšak platí, že žádné dva uzly nesmí mít stejnou hodnotu signatury. Jelikož zabezpečované funkce 
obsahují relativně nízký počet uzlů, vystačí použít signatury a jim odpovídající diference velikosti 
jednoho bytu. Soubor dále obsahuje proměnné diferencí a run-time diferencí, které se přepočítávají 
v době inicializace celého systému. Toto přepočítání je realizováno funkcí ComputeDif(), volanou 
během inicializace funkcí jádra OSInit(). 
Je-li například nutné používat diferenci mezi prvním a čtvrtým uzlem grafu, tedy programový 
tok bude plynout z prvního do čtvrtého uzlu, musí existovat diference mezi těmito uzly, popisující 
tuto skutečnost. Zmiňovanou diferenci nazveme d14 a její hodnota bude tvořena výsledkem funkce 
XOR mezi signaturami prvního a čtvrtého programového bloku d14=s1^s4. Takto je nutné nastavit 
všechny používané diference. Stejným způsobem se inicializují i run-time diference. O jejich 
významu bude hovořeno později. 
4.3.2 Implementace kontroly toku 
Před zahájením kontroly toky musí být nastavena globální proměnná dané funkce na hodnotu 
signatury prvního uzlu. To je možné provést klasickým přiřazením. V každém dalším bloku se pak 
provádí operace XOR nad globální proměnnou pomocí předem známé diference. Celý tento proces 
obstarává funkce void CheckFlow(INT8U *G, INT8U sig, INT8U dif, INT8U D[], 
INT8U len). Funkce jako parametr vyžaduje odkaz na globální proměnnou, která se bude 
aktualizovat, signaturu současného uzlu a diferenci pro aktuální uzel. Pokud je graf programového 
toku složitější, může nastatat situace, kdy do daného bloku vcházíme ze dvou nebo i více bloků. 
Cílový blok pak musí rozeznat, jestli byl skok příspustný či nikoliv.  
Jednou z možných variant řešení je přiřadit zdrojovým uzlům stejnou signataru. Pokud bychom 
pak aplikovali danou diferenci na cílový uzel, výsledná hodnota v globální proměnné by odpovídala 
očekávané hodnotě. Velkou nevýhodou takového postupu by však bylo snížení detekce ilegálních 
skoků mezi ostatními větvemi. Z tohoto důvodu se používají tzv. run-time diference. Situace s více 
zdrojovými uzly je znázorněna na obrázku 4.1 (převzato z [13]). 
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 Obrázek 4.1 Programový graf obsahující více zdrojových uzlů 
Z obrázku je patrné, že uzel V5 má předchůdce V1 a V3. Předpokládejme, že uzel V5 očekává 
příchod z uzlu V1. Takovému případu bude odpovídat diference, kterou v souladu s předešlým 
značením nazveme d15. Bude-li náš předpoklad správný a v souladu s výše popsanou situací 
použijeme rovnici 3.3, bude hodnota globální proměnné nastavena správně. Pokud však do uzlu 
vstoupíme z jiného zdrojového uzlu, nastane problém. Vzniklou situaci popisuje rovnice 4.1. 
)( 5131535 sssdGG ⊕⊕=⊕=   (4.1) 
K řešení tohoto problému více předchůdců využijeme run-time diference D. Po té, co je 
globální proměnná aktualizována prostřednictvím diference d15, musí být na výslednou hodnotou 
aplikována další operací XOR s run-time diferencí. Výsledná hodnota pak bude odpovídat očekávané. 
Situace s run-time diferencí je znázorněna rovnicí 4.2. 
)()( 35131535 sssssDdGG i ⊕⊕⊕⊕=⊕⊕=  (4.2) 
V tomto případě nastavíme D na 31 ss ⊕ . Pokud má uzel pouze jednoho předchůdce, je možné 
tento krok zanedbat. V ostatních případech musí být diference aplikována i vícekrát (více 
předchůdců). Syntaxe funkce Checkflow() pro kontrolu toku je popsána níže. Kód znázorňuje 
základní princip implementované CFCSS metody. Globální proměnná se aktualizuje klasickou 
diferencí a existují-li i run-time diference, pak i jimi. Pokud i nadále není globální značka shodná 
s očekávanou značkou aktuálního uzlu, došlo k chybě v programovém toku. Při implementaci na 
cílovou platformu lze chybový výpis nahradit vyvoláním výjimky, která způsobí restartování systému 


















  if(len>0)   // need to check run-time differencies 
  { 
   INT8U i; 
   for(i=0;i<len;i++) 
   { 
    (*G)^=D[i]; 
    if((*G)==sig) 
     break; 
   } 
  } 
     
  if((*G)!=sig) // error in flow 
  { 
   printf("CFSCC:Error in flow!!!\n"); 
  } 
}   
4.3.3 Zabezpečení plánovače 
Plánovač se stará o plánování a běh úloh založených na prioritách a tudíž je kritickým místem celého 
operačního systému. Kód plánovače a popis jeho funkce byl uveden v kapitole  2.6.2.3. Tento kód lze 
rozdělit do několika bloků, jejichž programový graf je znázorněn na obrázku 4.2. V podstatě se jedná 
o postupné zanořování do bloků. 
 
Obrázek 4.2 Programový graf plánovače při použití mechanismu CFCSS 
Dle metody CFCSS je nutné každému bloku přiřadit jeho signaturu. Signatura může být 
libovolné číslo, ale každý blok musí mít signaturu unikátní. V našem případě byla zvolena celá čísla, 
tedy prvnímu bloku je přiřazena signatura s číslem 1, druhému s číslem 2 atd. Následující kód 
představuje blok se signaturou s2 zabezpečeného plánovače. 
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if (OSIntNesting == 0) {                            
 
#if OS_CFCSS_CHECKING == 1 
      /* this block is second block - came from first */ 
      CheckFlow(&GSched,s2,d12,NULL,0); 
#endif 
if (OSLockNesting == 0) { 
Jak je z kódu patrné, na začátky jednotlivých bloků se vkládají kontroly, ověřující, zda-li jsme 
do tohoto bloku vstoupili oprávněně. Jiná situace nastane, má-li aktuální blok více předchůdců. 
Z obrázku 4.2 je zřejmé, že takovýmto problémovým blokem bude blok S5. Do toho bloku lze 
vstoupit ze všech bloků předchozích. Musí se tedy použít run-time diference. Parametry předané do 
funkce CheckFlow() jsou nyní obohaceny o pole Dsched s run-time diferencemi možných 
předchůdců. Pokud se signatura aktuálního bloku nebude shodovat s hodnotou aktualizované globální 
proměnné, provede se postupně aktualizování globální proměnné všemi možnými run-time 
diferencemi. 
 
#if OS_CFCSS_CHECKING == 1 
CheckFlow(&GSched,s5,d15,Dsched,(INT8U)3); 
#endif 
4.3.4 Shrnutí vlastností 
Metoda CFCSS je velmi rychlým způsobem zjištění správného toku programu pomocí výpočtu 
redundantních kontrolních bodů umístněných do algoritmu. Díky předpočítaným diferencím a 
používání pouze XOR operací nezatěžuje plánovač ani jiné zabezpečené funkce systému. Nevýhodou 
zůstává možnost aliasingu, který může vzniknout, pokud do cílového bloku vede více cest z bloků 
zdrojových. U algoritmů s náročnějším programovým grafem se aliasingu předchází použitím některé 
z pokročilejší technik kontroly toku, které vycházejí z CFCSS např. YACCA. 
4.4 ECCA 
I v případě této metody musíme znát zabezpečovanou aplikaci pomocí jejího programového grafu, 
který vyčlení uzly, do nichž se umístí značky pro kontrolu toku. Mechanismus je implementován ve 
stejných částech jádra jako CFCSS a může běžet samostatně nebo spolu se zabezpečením CFCSS. 
Jako u předchozí implementace musí být kontrola toku povolena v souboru os_cfg.h. 
Následují kapitoly popisují implementaci metody ECCA v prostředí operačního systému 
μC/OS-II. Mechanismus je představen na úloze plánovače stejně jako u metody CFCSS. Zabezpečení 
ostatních částí se liší pouze v programovém grafu a aplikování příslušných pravidel na uzly tohoto 
grafu. 
4.4.1 Inicializace 
Metoda pracuje s globální proměnnou, která se postupně aktualizuje pomocí matematických operací 
uvedených v kapitole  3.5.1. Jednotlivým uzlům se přidělují signatury stejně jako v případě metody 
CFCSS. Na rozdíl od této metody, která povolovala libovolné unikátní hodnoty signatur, metoda 
ECCA vyžaduje jako signatury prvočísla. Mimo signatury je každému bloku přiřazena proměnná 
NEXT, obsahující následníky daného bloku v podobě součinu signatur následujících bloků. Vzorce, 
s jejichž pomocí se globální proměnná aktualizuje, jsou rovněž k dispozici v kapitole  3.5.1. Počáteční 
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hodnoty všech proměnných jsou nastaveny při inicializaci jádra. Dojde tak k významnému urychlení 
celého mechanismu. 
V souboru security.h lze nalézt veškeré globální proměnné nutné ke korektní funkčnosti 
daného mechanismu. Každá zabezpečená část systému, ať již plánovač nebo událost systémového 
tiku, zde má svou globální proměnnou. Díky používání prvočísel u signatur rostou paměťové nároky 
tohoto mechanismu. Například u zabezpečení hodinového tiku, jehož graf toku programu obsahuje 
relativně nízký počet uzlů, avšak jeden uzel má více předchůdců, je nezbytné použít globální 
proměnnou velikosti 4 byty. Inicializaci proměnných NEXT pro dané uzly realizuje funkce 
ComputeNEXTs() volaná při inicializaci jádra funkcí OSInit(). Funkce provede přiřazení do 
jednotlivých proměnných na základě programového grafu. 
Budeme-li vycházet z obrázku 4.1, který jsme použili pro demonstraci metody CFCSS, a 
předpokládáme-li signaturu jednotlivých uzlů V2 = 7 a V5 = 11, pak proměnná NEXT uzlu V1 bude 
NEXT = 77. 
 
Obrázek 4.3 Programový graf plánovače při použití mechanismu ECCA 
4.4.2 Implementace kontroly toku 
Před zahájením kontroly toku je opět nutné nastavit globální proměnnou dané funkce na hodnotu 
signatury prvního uzlu. Každý další blok obsahuje dvě přiřazení. Přiřazení SET, které se vkládá na 
začátek každého bloku a přiřazení TEST, které se vkládá na konec. Tato přiřazení odpovídají vzorcům 
3.1 a 3.2. 
Tyto vzorce jsou navrženy tak, aby v případě odhalení neadekvátního skoku došlo v programu 
k dělení nulou. Obslužná rutina pak provede informování o stavu systému popř. se pokusí z daného 
selhání zotavit. Druhou možností je využít tvrzení if-then a provést obslužnou funkci bez vyvolání 
výjimky. Právě tato varianta byla implementována. Použití mechanismů vyplývá z následujícího 
příkladu zabezpečení plánovače. Diagram zabezpečení je zobrazen na 4.3. 
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4.4.3 Zabezpečení plánovače 
Metoda vyžaduje globální proměnnou pro ukládání a výpočet následujících bloků, přidělení signatury 
každému bloku a proměnnou NEXT, přiřazenou každému bloku, obsahující součin signatur bloků 
následujících. Níže uvedený kód popisuje zabezpečení jednoho programového bloku plánovače. 
 
#if OS_ECCA_CHECKING == 1 
            /* this block is third */ 
  if(!((!(idSched%primes[2]))*(idSched%2))) 
   ECCAError(); 
  else 
   idSched = primes[2]; 
#endif 
 
            OS_SchedNew(); 
 
#if OS_ECCA_CHECKING == 1 
            /* this block is third */ 
            idSched = SchedNEXTs[3] + !!(idSched-primes[2]); 
#endif 
Nejprve se provede přiřazení SET, následuje kód daného bloku a ukončení přiřazením TEST. 
Proměnná idSched představuje globální proměnnou a pole primes[] obsahuje signatury v podobě 
prvočísel. Není-li aktuální blok následníkem bloku předešlého, tedy hodnota v globální proměnné je 
sudé číslo nebo není-li beze zbytku dělitelná prvočíslem představujícím signaturu aktuálního uzlu, 
dojde k volání funkce ECCAError(). Pakliže jsou podmínky splněny, do globální proměnné bude 
zapsána hodnota aktuálního uzlu. Po provedení kódu daného bloku se musí globální proměnná opět 
aktualizovat. Při správném běhu programu bude nyní obsahovat součin všech svých možných 
následovníků reprezentovaných proměnnou uloženou v poli SchedNEXTs[]. 
4.4.4 Shrnutí vlastností 
Obecně platí, že metoda ECCA je oproti metodě CFCSS pomalejší a náročnější na paměť. Zpomalení 
i paměťovou náročnost způsobují především operace násobení a dělení za běhu programu. Stejně jako 
u předešlé metody musí být vytvořen programový graf. Částečného zrychlení dosáhneme pomocí 
předpočítání proměnných NEXT jednotlivých bloků v době inicializace systému. Výhodou oproti 
CFCSS je vyšší spolehlivost, kterou u CFCSS snižuje možnost výskytu aliasingu. Porovnání 
paměťových nároků mechanismů  uvádí kapitola  5.7. 
4.5 Softwarový diagnostický časovač 
Základní princip softwarového časovače byl popsán v kapitole  3.5.4. Na základě tohoto principu je 
vytvořen koncept softwarových časovačů, které hlídají jednotlivé úlohy. V následujících kapitolách 
budou používány pojmy kontrolní a diagnostický časovač. V obou případech se jedná o tutéž 
implementaci. 
Dílčí úlohy vyskytující se v systému se liší především svou prioritou. Prioritní úlohy se 
vykonávají častěji než úlohy běžící v pozadí. Při použití tradičního diagnostického časovače by úlohy 
s nižší prioritou nemohly dodržet stanovené meze a byly obtížně detekovatelné. Těmto nedostatkům 
je možné předejít s použitím následujícího modelu diagnostických časovačů. 
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Závažnější poruchy hardwarového vybavení mohou způsobit selhání celého systému. Z tohoto 
důvodu doporučuji propojit níže uvedený model s hardwarovým WDT. Takovéto propojení je 
platformově závislé a tudíž není náplní této práce.  
4.5.1 Model systému diagnostických časovačů 
Model je tvořen dedikovanými softwarovými časovači, které jsou přiděleny jednotlivým úlohám. 
Každá úloha komunikuje se svým časovačem a ohlašuje svou aktivitu. V případě, že úloha 
v požadovaném časovém intervalu nestihne informovat časovač, dojde k jejímu ukončení a 
opětovnému obnovení. Interval, ve kterém musí úloha provést ohlášení se diagnostickému časovači, 
závisí na kritičnosti dané úlohy. Diagnostický časovač při každém ohlášení provede zálohu dat. 
Pokud je tedy nutné hlídanou úlohu restartovat, lze pokračovat s rozpracovanými korektními daty. 
Dojde-li k překročení stanoveného počtu obnovení, např. vznikem trvalé chyby některé z komponent 
nebo chybnými programovými konstrukcemi, úloha i časovač budou ukončeny. 
Všechny diagnostické časovače jsou kontrolovány centrálním časovačem, který ověřuje jejich 
aktivitu. Aby se centrální časovač nestal úzkým hrdlem zabezpečení, obsahuje robustnější 
programové konstrukce a kontrolu toku řízení. Dojde-li vlivem přechodné chyby k poškození některé 
z hlídajících úloh, provede se restartování této úlohy. Centrální softwarový časovač je vhodné 
propojit s hardwarovým, který při vážné poruše umožní, vyžaduje-li to situace, restartovat celý 
systém. Příkladem takovéto poruchy může být chybné plánování úlohy centrálního časovače. Toto 
propojení je platformě specifické. Model diagnostického systému znázorňuje obrázek 4.4. 
 
Obrázek 4.4 Model systému diagnostických časovačů 
4.5.2 Implementace diagnostických časovačů 
Každý softwarový časovač je ve skutečnosti klasická úloha vytvořená prostřednictvím funkce 
WDTaskCreate(). Zmíněná funkce v sobě zapouzdřuje volání funkce OSTaskCreate(), nejprve 
pro uživatelem vytvářenou úlohu a po té pro úlohu plnící funkci diagnostického časovače. Kvůli 
snazší uživatelské adaptibilitě je funkce WDTaskCreate() volána s téměř shodnými parametry jako 
funkce OSTaskCreate() (INT8U WDTaskCreate(void (*task)(void *p_arg), 
OS_PROTECT_TASK *p_arg, OS_STK *ptos, INT8U prio);). 
První parametr tvoří ukazatel na obslužnou uživatelskou funkci. Parametr p_tos představuje 
ukazatel na zásobník pro danou uživatelskou úlohu a parametr prio prioritu této úlohy. Rozdíl mezi 
výše zmíněnými funkcemi tkví ve druhém parametru. Klasické volání prostřednictvím 
OSTaskCreate() vyžaduje ukazatel na uživatelská data, zatímco WDTaskCreate() ukazatel na 
strukturu OS_PROTECT_TASK, která obsahuje uživatelem nastavené parametry pro bezchybné 
vytvoření klasické a diagnostické úlohy. Obě úlohy vracejí jako svůj výsledek informaci o stavu 
vytvořených úloh. Není-li možné vytvořit diagnostický časovač nebo hlídanou úlohu (nejčastěji 
v důsledku duplikace priorit), vrací funkce příznak chyby. 
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Struktura OS_PROTECT_TASK je stejně jako všechny ostatní datové struktury jádra definována 
v souboru ucos_ii.h a její syntaxe je následující: 
 
    typedef struct os_protect_task { 
   INT8U WDprio;           /* priority of watchdog task */ 
   INT8U time;             /* time before watchdog reset */ 
   OS_EVENT *WD;           /* pointer for watchdog (internal use) */ 
   void  *userData;        /* user data for task */ 
   INT16U size;  /* size of user data (for control points)*/ 
    } OS_PROTECT_TASK; 
 
Proměnná WDprio obsahuje prioritu diagnostického časovače. V závislosti na kritičnosti úlohy 
lze tedy nastavit, jak důležitý bude softwarový časovač v dané implementaci. Pomocí proměnné time 
informujeme diagnostický časovač o intervalu, během kterého hlídaná úloha musí odpovědět. 
Následuje komunikační ukazatel automaticky nastavovaný při vytváření dané úlohy. Dále je nutné, 
aby stejně jako u běžného vytváření úloh bylo možné úloze předat nějaká data. To zajišťuje  ukazatel 
na uživatelská data userData. V případě povolení vytváření kontrolních bodů obnovy vyžaduje 
diagnostický časovač nenulovou hodnotu parametru size. Parametr musí obsahovat velikost datové 
struktury, se kterou pracuje kontrolní časovač. 
Popsanou strukturu můžeme vytvořit a naplnit manuálně nebo pomocí funkce 
OS_PROTECT_TASK CreatePT(INT8U WDprio, INT8U time, void *userData, INT16U 
size), která ji inicializuje pro dané parametry a vrací jako výsledek funkce. 
Komunikace s privátním časovačem každé úlohy probíhá pomocí funkce FeedDog(). Funkce 
vyžaduje jako parametr ukazatel na strukturu OS_PROTECT_TASK. Je tedy nutné tuto funkci začlenit 
do uživatelem definovaných programů tak, aby diagnostický časovač dokázal zareagovat včas a 
nezapříčinil nevhodné restartování uživatelských úloh. 
4.5.3 Implementace vytváření úloh 
Před samotným vytvořením uživatelské úlohy je nezbytné provázat časovač a úlohu některým 
z komunikačních mechanismů. Pro povahu komunikace byl zvolen mechanismus komunikačních 
schránek. Funkce WDTaskCreate() nejprve vytvoří ukazatel na systémovou událost (OS_EVENT*), 
pomocí kterého budou obě úlohy komunikovat a inicializuje jej jako prázdnou komunikační schránku. 
Tento ukazatel bude úloze předán v parametru WD. 
 
 OS_EVENT *dogBox = OSMboxCreate((void *)0);  
 
 OS_PROTECT_TASK *p; 
 p = p_arg; 
 p->WD = dogBox; 
 
Po té se vytvoří klasická úloha. Pokud se úlohu podařilo úspěšně vytvořit, dojde k inicializaci 
struktury časovače OS_WD_TASK. Tato struktura obsahuje informace, díky  nimž může časovač 
restartovat úlohy. Pakliže vytvoření úlohy neproběhlo korektně, funkce WDTaskCreate()vrátí 







   typedef struct os_wd_task { 
     INT8U prio;             /* priority of task */ 
     void  *stk;             /* stack for task */ 
     INT8U dogStk;           /* stack for dog */ 
     void  *task;            /* pointer function for task */ 
     OS_PROTECT_TASK *OSPT;  /* pointer to protected task structure */ 
     OS_EVENT *comm;    /* communicator with main watchdog */ 
 } OS_WD_TASK; 
 
Diagnostický časovač musí znát prioritu hlídané úlohy, jelikož při jejím neohlášení a 
následném restartování, bude nutné úlohu vytvořit s původní prioritou. Není-li možné úlohu 
opakovaným restartováním opravit, dojde k jejímu zrušení spolu s kontrolním časovačem. Informace 
o prioritě úlohy jsou uloženy v proměnné prio. Počet restartování úlohy je možné nastavit 
v konfiguračním souboru operačního systému os_cfg.h. Položka stk obsahuje ukazatel na 
zásobník, který využívá hlídaná úloha. Aby nedocházelo ke zpomalení systému neustálou alokací a 
dealokací paměti pro systémové časovače, jsou jejich zásobníky vytvořeny staticky v době překladu, 
tak jako všechny struktury μC/OS-II. Velikost těchto zásobníků je stejná jako u klasických úloh a 
nastavitelná parametrem OS_TASK_DEF_STK_SIZE. Počet zásobníků pro časovače můžeme měnit 
parametrem OS_MAX_DOGS v konfiguračním souboru systému (os_cfg.h). Index zásobníku 
časovače je uložen v proměnné dogStk. Prostřednictvím tohoto indexu identifikuje centrální 
diagnostický časovač ostatní časovače. Položka OSPT obsahuje ukazatel na uživatelem vytvořenou 
strukturu OS_PROTECT_TASK. Pro komunikaci s centrálním řídícím časovačem slouží proměnná 
comm. 
Zajímavou položkou při inicializaci je dogStk. Aby bylo možné dynamicky vytvářet a rušit 
hlídající úlohy, musí se statické zásobníky přidělovat a uvolňovat dynamicky. K tomu slouží funkce 
getIndex() a freeIndex(). Funkce vyhledají první nepoužitý zásobník a vrátí index na něj (nebo 
index uvolní pro další úlohy). 
Po inicializaci struktury OS_WD_TASK následuje vytvoření úlohy diagnostického časovače. 
Parametry pro danou úlohu byly nastaveny při inicializaci a nedošlo-li k žádným obtížím, jsou obě 
úlohy vytvořeny. Obslužná funkce zprostředkovávající hlídání a použitá jako parametr při vytváření 
hlídající úlohy se nazývá watcher(). Implementaci funkce popisuje kapitola  4.5.4. 
4.5.4 Implementace úlohy časovače 
Při vytváření úlohy časovače se nejprve provede základní inicializace. Počítadlo provedených 
restartů se vynuluje a je-li povoleno vytvářet body obnovy, provede se záloha dat. 
 
  INT8U rst_counter=0;                      
  void *msg;                            
  OS_WD_TASK *p = (OS_WD_TASK*) data; 
  OS_PROTECT_TASK *pt = p->OSPT; 
 
#if OS_CONTROL_POINTS == 1 
  void *cp = NULL; 
  if(pt->size>0) 
  { 
   cp = (void*) malloc(pt->size); 
   memcpy(cp,pt->userData,pt->size);  




Časovač v nekonečné smyčce každý systémový tik kontroluje, zda došlo k zaslání informace 
od hlídané úlohy. Pokud úloha stihla odpovědět včas, vynuluje čítač a opět čeká až se úloha ozve. 
Jsou-li povoleny body obnovy, provádí zálohy. Nestihla-li úloha odpovědět včas, dojde ke zrušení 
úlohy a jejímu následnému obnovení. Současně je inkrementován čítač možných restartů úlohy. 
Dosáhla-li úloha svého maximálního počtu restartování, dojde ke zrušení úlohy i ke zrušení 
diagnostického časovače. Funkci časovače popisuje níže uvedený kód prostřednictvím programových 
konstrukcí jazyka C a pseudokódu. 
 
         SendMessageToMainDog(); 
  msg = OSMboxAccept(pt->WD);               
     
  if(msg==(void *)0 && passed_time==0)  
         { 
   if(rst_counter<OS_RST_MAX) 
   { 
       RestartTask(); 
#if OS_CONTROL_POINTS == 1 
                     RestoreData(); 
#endif 
 
   } 
   else  
             {                           
       DeleteTaskAndWatchdog(); 
   } 
  } 
  else if(msg!=(void *)0)            
  { 
   passed_time=pt->time; 
    
#if OS_CONTROL_POINTS == 1 
   BackupData(); 
#endif 
  } 
  else 
  { 
   passed_time--; 
  } 
4.5.5 Implementace úlohy centrálního časovače 
Centrální časovač je úloha s nejvyšší prioritou vytvořená ihned po startu operačního systému. Úloha 
musí být vytvořena ihned, jelikož úlohy chráněné kontrolními časovači může uživatel vytvářet 
dynamicky v libovolném čase. Aby systém vytvořil centrální časovač a mohl používat diagnostické 
časovače, musí být definována proměnná OS_DOG v konfiguračním souboru systému os_cfg.h. 
Úloha nejprve inicializuje pole struktur OS_WD_MAIN. Toto pole obsahuje komunikátory pro 
jednotlivé časovače a proměnnou obsahující maximální čas, ve kterém musí časovače zareagovat. 
Všechny časovače odpovídají ve stejných intervalech. Hodnotu maximální časové odezvy lze měnit 
v souboru os_cfg.h  parametrem OS_DOG_ACTIVITY. Při inicializaci centrálního časovače jsou 
vytvořeny komunikační mechanismy a inicializovány doby odezev. Úloha centrálního časovače je 
chráněna mechanismy kontroly toku CFCSS a ECCA popsanými v kapitolách  4.3 a  4.4. Z důvodu 





 /* init array */ 
 for(i=0;i<OS_MAX_DOGS;i++) 
 { 
    dogs[i].comm = OSMboxCreate((void *)0); /* create communication */ 
    dogs[i].time = OS_DOG_ACTIVITY;    /* init time counter */ 
 } 
 
Po této inicializaci vstupuje úloha do nekonečné smyčky, ve které kontroluje jednotlivé úlohy 
časovačů. Funkce prochází položky zásobníku indexů a prostřednictvím funkce isSet() kontroluje, 
zda-li je index obsazen, tedy existuje-li již instance časovače. Jestliže byl časovač vytvořen, ale nebyl 
mu ještě přidělen komunikátor, centrální časovač přiřadí komunikátor v této fázi. 
 
/* is comunication pointer ready? */ 
if(DogTasks[i].comm == NULL) 
{ 
DogTasks[i].comm = dogs[i].comm; 
} 
 
Centrální časovač obdobně jako jednotlivé diagnostické časovače kontroluje, zda-li hlídané 
úlohy odpověděli či nikoliv. Pokud hlídaná úloha nereaguje, provede se její restartování i s úlohou, 
kterou časovač hlídá. Centrální časovač je aktivní v každém tiku systému, kdy kontroluje aktivitu 
veškerých podřízených úloh. Funkce kontroly aktivity prostřednictvím programových konstrukcí 
jazyka C a pseudokódu je popsána níže. 
 
 msg = OSMboxAccept(dogs[i].comm); 
 










  dogs[i].time=OS_DOG_ACTIVITY; 
 } 
4.5.6 Struktura pro správu časovačů 
Tato kapitola se zabývá základní strukturou umožňující korektní běh jednotlivých časovačů. Ve výše 
popsaných kapitolách bylo odkazováno na funkce uvolňující a přidělující indexy jednotlivým 
časovačům. Základem celé komunikace je pole indexů dogCount[] velikosti OS_MAX_DOGS, 
definující maximální počet časovačů v systému. Při inicializaci dochází k nulování tohoto pole, což 











  if(OS_MAX_DOGS < (OS_MAX_TASKS/2)) 
  { 
   INT8U i; 
 
   for(i=0;i<OS_MAX_DOGS;i++) 
   { 
    dogCount[i]=0; 
   } 
  } 
  else 
  { 
   printf("Too many tasks for watchdogs"); 
  } 
} 
 
Jednotlivé časovače při vytvoření volají funkci getIndex(), která najde nejbližší volný index 
a přidělí jej časovači. Přidělení probíhá nastavením jednoho bytu v poli indexů. Tento byte je tvořen 
samými jedničkami. Pokud již časovač nepotřebuje daný index, volá funkci freeIndex(), která 
provede nulování na vybraném indexu. 
Poslední specifickou funkcí je isSet(), kterou využívá hlavní časovač. Funkce hledá 
obsazené byty v poli a podle jejich stavu rozlišuje, zda-li je aktuální index využíván či nikoliv. 
Používání celých bytů na místo bitů se zavádí z důvodu robustnosti systému. Funkce vrací informaci 
o obsazení daného indexu. Pokud počet jedniček v bytu převažuje počet nul, index se považuje za 
obsazený. Tento postup vychází z předpokladu, že při vzniku přechodných chyb dochází typicky ke 
změně jednoho z bitů. Pravděpodobnost změny více bitů je znatelně nižší. Kód této funkce je 
zobrazen níže. 
 
INT8U isSet(INT8U index) 
{ 
 
  if(index >= OS_MAX_DOGS) 
   return 0;     
   
  INT8U j; 
  INT8U zeroes=0,ones=0;  
   
  for(j=0;j<BIT;j++) 
  { 
   if((dogCount[index] & 1<<j)==0)    
    zeroes++; 
   else 
    ones++; 
  } 
       
  if(zeroes>ones)   
  { 
   return 0; 
  } 
    
  return 1;      
} 
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4.6 N-násobné úlohy 
Základní principy, ze kterých tato technika vychází, byly popsány v kapitole  3.4.4.2. Na základě 
těchto principů byl vytvořen následující model. 
4.6.1 Model n-násobných úloh 
Tato technika vychází z hardwarové modulární redundance. Hlavním požadavkem je n různě 
implementovaných verzí modulů, které řeší stejný problém. Výsledky ze všech modulů zpracuje 
modul výběrový, který určí korektní data. Důležitou vlastností systému je právě různorodost 
implementací jednotlivých modulů. 
Technika se používá na konkrétně specifikované problémy. Specifikace musí obsahovat vstupy 
a výstupy systému. Pro názornost celého řešení bude technika využívající n-násobné úlohy 
demonstrována na řazení čísel prostřednictvím tří řadících úloh. Řazení čísel patří mezi všeobecné 
problémy řešitelné velkým množstvím algoritmů. Použitím různých algoritmů se zvyšuje návrhová 
diverzita zpracování. 
Vstupem každého řadícího algoritmu bude ukazatel na data, která mají být seřazena. Algoritmy 
řazení byly převzaty z volně dostupných zdrojů a jejich vstupní parametry upraveny tak, aby byly 
splněny požadavky systému. Odkazy na jednotlivé řadící algoritmy můžeme nalézt v literatuře 
[15],[16] a [17]. Názvy použitých řadících algoritmů je možné vyčíst z obrázku 4.5. 
Dalším krokem ke zvýšení nezávislosti mezi jednotlivými úlohami je paralelní běh. Každá 
řadící úloha včetně úlohy vyhodnocení výsledků bude prováděna samostatným procesem. Každý 
proces bude reprezentován instancí systému μC/OS-II tvořeného hlavní úlohou a úlohou řazení nebo 
vyhodnocení. Procesy spolu budou komunikovat prostřednictvím sdílené paměti a přístup do této 
paměti bude řízen semaforem. Pro práci s pamětí a komunikaci využijeme standardu POSIX 1003.1b, 
což je standard zabývající se komunikací v real-time systémech. Úloha vyhodnocení bude zároveň 
sloužit jako generátor dat. V příslušných intervalech bude do sdílené paměti jednotlivých procesů 
zapisovat data, která mají být seřazena. Model celého systému zobrazuje 4.5. 
 
Obrázek 4.5 Model systému s n-násobnými úlohami 
4.6.2 Implementace komunikačních mechanismů 
Jak bylo uvedeno v předešlé kapitole, jednotlivé instance procesů komunikují prostřednictvím sdílené 
paměti a semaforu. Sdílená paměť tedy musí obsahovat jak místo pro zpracovávaná data, tak místo 
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pro příznaky, pomocí kterých bude úloha komunikovat s ostatními procesy. Postup vytvoření 
sdíleného adresového prostoru popisuje následující kód. 
 
/* share memory for task data */ 
 int shmid = shm_open(SHM_NAME, O_RDWR|O_CREAT,S_IRUSR|S_IWUSR); 
 
 if(shmid == -1) 
  cleanUp(shmid,SHM_NAME,"shm_get()"); 
 
 /* memory for data + memory for flags + memory for time */ 
 if(ftruncate(shmid, (off_t) SHM_SIZE+READY_SIZE+DATA_SIZE+ 
LATE_SIZE+TIME_SIZE) < 0)  
  cleanUp(shmid,SHM_NAME,"ftruncate()"); 
 
 addr = (INT16U *)mmap(0, (off_t) SHM_SIZE+READY_SIZE+DATA_SIZE+ 
LATE_SIZE+TIME_SIZE ,PROT_READ|PROT_WRITE, MAP_SHARED, shmid, 
(off_t)0); 
 
 if(addr == NULL) 
  cleanUp(shmid,SHM_NAME,"mmap()"); 
   
 close(shmid); 
 
Nejprve je nutné otevřít sdílenou paměť voláním funkce shm_open(), která vrací  příslušný 
deskriptor. Funkce se volá s parametrem názvu sdílené paměti, režimem otevření a přístupovými 
právy k nově vytvořené paměti. Režim otevření je nastaven pro práci umožňující čtení a zápis do 
paměti. Této paměti musí být také explicitně nastavena velikost pomocí funkce ftruncate(). 
Velikost paměti předaná funkci ftruncate() se skládá ze čtyř částí. První část označená jako 
SHM_SIZE představuje klasickou sdílenou paměť. Každá úloha má přidělen stejně velký blok paměti 
podle velikosti dat, na kterých se má provádět řazení. Druhá část, označená jako READY_SIZE a 
DATA_SIZE, obsahuje příznaky pro správu řazení. Prvním parametrem se řídí zahájení řazení 
(nastavuje jej řídící úloha po vygenerování dat) a druhým informování o dokončení řazení. Třetí část, 
označená jako LATE_SIZE, představuje příznaky zpoždění daných úloh. Po každém dokončení řazení 
úloha kontroluje tento příznak nastavovaný řídící úlohou. Pokud je příznak nastaven, řadící úloha sice 
dokázala data seřadit, ale ne v dostatečném časovém intervalu. Poslední část pojmenovaná 
TIME_SIZE slouží pro ukládání systémového času řídící úlohy. Závěrečným krokem celého procesu 
alokace sdílené paměti je propojení sdílené oblasti s proměnnou, se kterou budou všechny procesy 
pracovat funkcí mmap(). 
Po vytvoření sdílené paměti jsou inicializovány globální ukazatele pro každou úlohu 
příslušnými offsety. Prostřednictvím ukazatele data_ready budou úlohy informovat řídící úlohu o 
dokončení řazení a sami řazení zahajovat podle proměnné ready nastavované řídící úlohou. Ukazatel 
late bude taktéž nastavován řídící úlohou a sloužit k informování úloh o jejich zpoždění. 
Takřka stejným postupem jako byla vytvořena sdílená paměť, tedy funkcemi shm_open() a 
ftruncate(), bude vytvořen i semafor pro řízení přístupu k datům. Vytvořený semafor bude 
přístupný přes ukazatel na strukturu sem_t. Pro naše účely je semafor nastaven jako binární, tedy 







sem = (sem_t *)mmap(0, (off_t)sizeof(sem_t), PROT_READ|PROT_WRITE, 
MAP_SHARED, semid, (off_t)0); 
 
 /* init semaphor */ 
 if(sem_init(sem, 1, 1) < 0) 
 { 
  cleanUp(semid,SEM_NAME,"sem_init"); 
  sem_destroy(sem); 
 } 
 
Po alokaci sdílené paměti a semaforu můžeme vytvořit jednotlivé procesy s instancemi systému 
μC/OS-II. Procesy jsou vytvářeny voláním funkce fork(). Každý proces inicializuje svou instanci 
μC/OS-II a vytvoří hlavní úlohu, která podle zadaných parametrů vytvoří jednu z řadících úloh  nebo 
úlohu řídící. 
 
/* this code made new process */ 
 OSInit(); 
 
 TaskData data; 
 data.i = i; 
 data.data = (void*) addr; 
 OSTaskCreate(StartTask, (void *)&data, (void*)&StartStk 
[TASK_STK_SIZE - 1], MAIN_TASK); 
 
 OSStart(); 
4.6.3 Implementace úloh řazení 
Všechny úlohy provádějící řazení mají stejnou syntaxi, liší se pouze typem řadícího algoritmu. Níže 
uvedené zdrojové kódy jsou vyňaty z úlohy využívající řazení typu Bubble sort. Každá úloha dostává 
data ve formě ukazatele. Ukazatel je nastaven tak, aby umožňoval přístup pouze na začátek sdílené 
paměti vymezené pro danou úlohu. Velikost paměti ovlivňuje počet zpracovaných položek 





  s=sem_trywait(sem); 
  if(s==0) 
  { 
   if(ready[BUBBLE])        /* have all data prepared? */ 
   { 
    sem_post(sem);   /* can start sorting */ 
    break; 
   } 
   sem_post(sem); 
  } 
  OSTimeDly(1); 
 } 
 
Úloha prostřednictvím semaforu zkontroluje příznak zahájení řazení. Jakmile řídící úloha 
povolí ostatním úlohám zahájit činnost, dojde k řazení. Po ukončení činnosti řadících úloh je nutné 





     { 
  s=sem_trywait(sem); 
  if(s==0) 
  { 
 
   if(!late[BUBBLE]) 
   { 
    data_ready[BUBBLE]=1;     
    ready[BUBBLE]=0;    
   }  
   else 
   {         
    late[BUBBLE]=0;      
   } 
   sem_post(sem); 
   break; 
  } 
  OSTimeDly(1); 
 } 
 
Je-li nastaven příznak late, úloha nestihla provést řazení včas. V opačném případě nastaví 
příznak připravenosti dat a vyčkává na zahájení dalšího řadícího cyklu. 
4.6.4 Implementace vyhodnocení 
Stejně jako řadící úlohy i úloha vyhodnocení získá ukazatel na sdílenou paměť s daty, se kterými 
bude pracovat. Při generování dat musí generovat data pro všechny úlohy a stejně tak kontrolovat 
všechna seřazená data. Jsou-li vygenerována nová data, nastaví příznaky všem řadícím úlohám a 
vyčkává na jejich dokončení nebo na uplynutí daného časového intervalu. 
 
if((data_ready[BUBBLE] && data_ready[INSERTION] && 
data_ready[COUNTING] && (*Time)<= OSTime) || (*Time)+MAX_TICKS <= 
OSTime)      
{ 
      /* set late tasks */ 
      for(k=0;k<N_TASKS;k++) 
      { 
   if(!data_ready[k]) 
    late[k]=1; 
      }   
  
      data_ready[BUBBLE]=data_ready[INSERTION]=data_ready[COUNTING]=0; 
      ready[BUBBLE]=ready[INSERTION]=ready[COUNTING]=0; 
      *Time = OSTime; 
         
      sem_post(sem); 
      break; 
 } 
 
Jestliže všechny úlohy nedokončí řazení včas, nastaví patřičně příznaky late s informací o 
zpoždění. Přijatá data zkontroluje pomocí funkce Compare(). Tato funkce jednoduchým průchodem 
pole ověřuje, zda-li jsou data korektně seřazena a pomocí příznaku late, zda-li byla doručena včas. 
Na závěr se musí vygenerovat nová data pro další zpracování. Generování dat je prováděno 
standardní funkcí rand(). Kvůli pseudonáhodnosti dat se při inicializaci systému používá funkce 
srand() s parametrem aktuálního času. 
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/* generate new data */ 
  for(k=0;k<LENGTH;k++) 
 { 
  addr[k]=addr[k+LENGTH]=addr[k+2*LENGTH]=(INT16U) rand()%100+1;  
 } 
4.7 Zpracování párů 
Technika zpracování párů byla popsána v kapitole  3.4.4.1. Na základě uvedených principů byl 
vytvořen následující model. 
4.7.1 Model zpracování párů 
Technika zpracování párů vyžaduje současný běh dvou identických verzí na separovaných 
procesorech. Jedna z verzí je označena jako primární a druhá jako sekundární. Zatímco primární 
verze aktivně provádí zadanou úlohu, sekundární verze vytváří kontrolní body. Nastane-li v primární 
verzi neočekávaná chyba, dojde k přepnutí. Druhá verze se stává primární a první sekundární. 
Stejně jako v předešlém případě bude tato technika demonstrována na obecném problému 
řazení čísel. Dva identické řadící algoritmy poběží v různých procesech nezávisle na sobě. Každý 
proces vytvoří instanci systému μC/OS-II s hlavní úlohou a úlohou řazení. Komunikace bude probíhat 
prostřednictvím sdílené paměti a semaforu. Obě verze budou řízeny přepínačem, který zároveň 
provádí testy přijatelnosti na seřazených datech primární úlohy. Pokud data nebudou korektně 
seřazena nebo nebudou seřazena včas, dojde k přepnutí mezi verzemi. Sekundární verze bude 
vytvářet kopie dat primární verze do svého adresového prostoru, aby v případě přepnutí mohla co 
nejrychleji provést řazení a předat data přepínači. Stejně jako v případě modelu n-násobných úloh i 
zde je použito standardu POSIX 1003.1b. Model celého systému znázorňuje obrázek 4.6. 
 
Obrázek 4.6 Model systému zpracování párů 
4.7.2 Implementace komunikačních mechanismů 
Komunikační mechanismy jsou takřka totožné s mechanismy uvedenými v kapitole  4.6.2. Opět je 
použito semaforu a sdílené paměti pro komunikaci mezi procesy vytvořené pomocí funkcí 
shm_open() a ftruncate(). Sdílená paměť obsahuje místo pro data řazení jednotlivých úloh a 
příznaky pro komunikaci. Stejně jako u modelu n-násobných úloh i zde jsou příznaky pro zahájení 
řazení a informování přepínače o jeho dokončení. Mimo tyto příznaky se zavádí příznak správnosti 
modulu. Pomocí něj může být aktivní modul informován o jeho korektnosti a následně provedeno 
přepnutí do pasivního stavu. Po inicializaci sdílené paměti, proměnných a komunikačního binárního 
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semaforu jsou opět prostřednictvím funkce fork() vytvořeny nové procesy s jednotlivými 
instancemi systému μC/OS-II. Jako řadící algoritmus v modelu zpracování párů byl zvolen Counting 
sort, který je implementován v obou modulech. 
4.7.3 Implementace primární úlohy 
Při vytváření úloh je nutné nastavit jeden z modulů jako primární a druhý jako sekundární. S tím 
souvisí i korektní nastavení ukazatelů do paměti pomocí offsetu off. Každá úloha totiž potřebuje 
svou privátní paměť. 
 
INT8U type,task,off; 
 if(d->i == TASK1) 
 { 
  type = COUNTING_P; 
  task = TASK1; 
  off = 0; 
  start = 0; 




  type = COUNTING_S; 
  task = TASK2; 
  off = OFFSET; 
  start = LENGTH; 
  end = 2*LENGTH; 
 } 
 
Úloha stejně jako v  modelu n-násobných úloh vyčkává na povolení příznaku zahájení řazení 
od řídící úlohy. Taktéž je k tomuto účelu vyžita smyčka while() a binární semafor. Mimo příznaku 
zahájení však musí úloha testovat i příznak korektnosti. Dojde-li vlivem poruchy k degradaci 
aktivního modulu, je žádoucí, aby modul o tomto stavu věděl a provedl přepnutí do pasivního režimu. 
 
 if(flag[READY+off] && flag[CORRECT+off])   //have all data prepared 
 { 
  sem_post(sem); 
  break; 
 } 
 else if(flag[CORRECT+off]==0) 
 { 
      
  /* primary become secondary */ 
  printf("primary become secondary Time:%d 
  task:%d\n",OSTime,task); 
  type = COUNTING_S; 
  sem_post(sem); 
  OSTimeDly(1); 
 
  break; 
 } 
 
Jestliže je aktivní modul v pořádku a připraven, může zahájit řazení. Po jeho dokončení 






  { 
  s=sem_trywait(sem); 
  if(s==0) 
  { 
      
   // Am I still correct? 
   if(flag[CORRECT+off]==1) 
    flag[DATA+off]=1; 
 
   flag[READY+off]=0; 
   sem_post(sem); 
   break; 
  } 
 } 
4.7.4 Implementace sekundární úlohy 
Sekundární úloha vytváří zálohy dat úlohy primární, tedy ukládá průběžně do svého adresového 
prostoru data aktivní úlohy. Došlo-li ke vzniku chyby v primárním modulu, může okamžitě provést 
řazení na zálohovaných datech a předat výsledky přepínači. O korektnosti primárního modulu se 
informuje prostřednictvím příznaků. 
 
if(flag[CORRECT+OFFSET-off] && flag[READY+off])         
 { 
  BackupData(); 
            break; 
 } 
 else if(flag[CORRECT+OFFSET-off]==0) 
 { 
  printf("secondary become primary Time%d  
  task:%d!!\n",OSTime,task); 
  type = COUNTING_P; 
  flag[CORRECT+OFFSET-off] = 0;   
  sem_post(sem); 
  break; 
 } 
 
Stane-li se primární úloha sekundární, musí vykonat opravné testy sama na sobě, aby se mohla 
opět připojit do systému. Má-li tedy nastaven příznak o své nekorektnosti, vygeneruje několik 
testovacích dat, která se pokusí sama seřadit. Jsou-li seřazení úspěšná, vrací se zpět do systému jako 
sekundární úloha. V opačném případě se modul odpojí a je potřeba jej nahradit. 
4.7.5 Implementace přepínače 
Implementace přepínače se velice podobá jednotce vyhodnocení z modelu n-násobných úloh. Jsou-li 
vygenerována data pro zpracování, nastaví přepínač příznaky pro zahájení řazení. Po dokončení 
řazení aktivním modulem nebo po uplynutí stanoveného času, je zapotřebí data vyhodnotit. 








/* prepare another task */ 
 off=Control(addr,off);  
   
 /* set correct address for data */ 
 if(off==OFFSET) 
  addr = second_addr;  /* data from second task */ 
 else 
  addr = first_addr;  /* data from first task */ 
 
Došlo-li totiž k chybě, musí se provést přepnutí úlohy a pracovat s dříve pasivní úlohou. Při 
generování dat nyní dochází k zápisu do paměťového prostoru předtím pasivní úlohy. Tento zápis 
však bude proveden až v dalším cyklu. Přepínač vyčká než neseřazená data zpracuje nově aktivní 
modul, který díky vytvořené záloze dat dokončí řazení v dalším hodinovém tiku. 
 
/* only if data are correct, else let secundary task process data */ 
      if(off == off_back) 
      {       
         
        /* wait for generate */ 
       while(nextTime > OSTime) 
       { 
        OSTimeDly(1); 
       } 
        
       nextTime+=NEXTTIME;  
         
  printf("Generating new numbers OSTime:%d\n",OSTime); 
 
  /* generate new data into primary task array */ 
  for(k=0;k<LENGTH;k++) 
  { 
   addr[k] = (INT16U) rand() % 100 + 1;  
  } 
 } 
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5 Testování a výsledky 
5.1 Vkládání chyb 
Při testování bezpečnosti, odolnosti a spolehlivosti jednotlivých zabezpečovacích mechanismů 
implementovaných v systému reálného času byla využita technika injekce chyb (Fault injection). 
Jedná se o způsob zlepšení odolnosti softwaru prostřednictvím umělého zavádění chyb do zdrojového 
kódu. Často bývá používána spolu se zátěžovými testy a je důležitou součástí při tvorbě robustního 
programového vybavení. 
Technika vkládání chyb se objevila již v 70.letech, kdy byla použita pro zanášení chyb na 
úrovni hardwaru. Tento typ vkládání chyb se nazýval HWIFI (Hardware Implemented Fault 
Injection) a jeho cílem bylo simulovat chyby v technickém vybavení. V počátcích se jednalo o pouhé 
zkratování spojů a pozorování následných vlivů na systém. Postupem času však došlo k zjištění, že 
poruchy mohou být vyvolány i softwarově a že aspekty této techniky mohou být využity pro 
hodnocení softwarových systémů. Tyto techniky dostaly kolektivní název SWIFI (Software 
Implemented Fault Injection). 
5.1.1 Typy SWIFI 
5.1.1.1 Vkládání chyb v době kompilace 
Vkládání chyb v době kompilace (Compile-time Injection) je technika, kdy modifikujeme zdrojový 
kód tak, aby simuloval chybu v systému. Hlavním představitelem této metody je testování mutací, 
které danými pravidly mění řádky zdrojových kódů. Typicky dojde k záměně operátorů (+ je 
zaměněno za *,  == za >=, atd. ). Takovéto mutace produkují chyby velice podobné chybám 
zaneseným programátory. 
Další možností, jak zanášet chyby, je vkládání kódu (Code Insertion Fault Injection). Metoda 
spíše než modifikací využívá vkládání kódu do již existujících zdrojových textů. Toto vkládání 
realizuje pomocí speciálních funkcí, které používají exitující hodnoty a transformují je logickými 
funkcemi na jiné. 
5.1.1.2 Vkládání chyb za běhu programu 
Techniky vkládání chyb za běhu programu (Runtime Injection) používají tzv. softwarový spouštěč 
(trigger), který vkládá chybu do běžícího programu. Chyba může být vložena prostřednictvím 
několika odlišných metod a spouštěč implementován různými způsoby. Mezi základní představitele 
patří trigerování na bázi času (Time Based Triggers). Když časovač dosáhne specifické hodnoty, je 
generováno přerušení a obsluha tohoto přerušení zanese chybu do systému. Dalším možným 
způsobem je trigerování na bázi přerušení (Interrupt Based Triggers), kdy použita hardwarová 
výjimka a softwarový mechanismus generují přerušení na specifickém místě systémového kódu. 
Technika vkládání chyb za běhu programu umožňuje simulovat poruchy paměťových oblastí 
(RAM, procesorových registrů nebo vstupně/výstupních portů), poruchy volání systémových funkcí a 
poruchy na síťové úrovni (ztráty paketů). 
5.2 Implementace vkládání chyb 
Předchozí kapitola popisovala základní rozdělení způsobů vkládání chyb. Při řešení možností 
testování odolnosti navržených mechanismů jsem přihlédl zejména k literatuře [22]. V tomto 
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dokumentu se autoři zabývají vlivem přechodných chyb na funkci jádra operačního systému μC/OS-
II. Základní myšlenkou je zanášet jednobitové chyby do struktur pracujících s připravenými úlohami. 
Provedené testy systému jsou založeny na stejném principu. Cílem uměle zanášených chyb však 
nejsou pouze struktury spravující připravené úlohy, ale i struktury správy času, struktury plánování a 
struktury komunikačních mechanismů. 
Při implementacích a portování na konkrétní cílové platformy je možné využít rozmanitých 
nástrojů pro ladění. V těchto nástrojích lze prostřednictvím dočasných breakpointů vkládat chyby do 
pamětí, registrů, zásobníků a dalších entit. Při provedených testech bylo využito klasické úlohy, která 
přistupovala do globálních struktur určených pro správu systému a tyto struktury modifikovala. Tato 
technika má za cíl simulovat metodu vkládání chyb za běhu programu. Práce se nezabývá vlivem 
chyb na inicializaci systému, tudíž všechna injektování byla provedena v době plného běhu. 
Vytvořená úloha vždy provedla pouze jednobitovou změnu v náhodně vybrané struktuře. Testovány 
byly dva druhy chyb: dočasná a trvalá. Při dočasné chybě úloha infikovala náhodnou strukturu pouze 
jednou a zbytek času systému byla nečinná. U poruchy trvalé docházelo od jistého časového 
okamžiku k opětovnému přepisování konkrétního bitu. U vybraných struktur bylo provedeno 
invertování náhodného bitu. Docházelo tedy vždy ke změně struktury, která se v systému projevila či 
nikoliv. Vybrané struktury, které byly vystaveny injektování chyb, jsou uvedeny v následující tabulce 
5.1. 
 
Datová struktura Funkce v systému 
OSRdyGrp 
Globální proměnná, slouží k plánování připravených úloh, jednotlivé 
bity identifikují skupiny připravených úloh v tabulce 
OSRdyTbl 
Globální proměnná, slouží k plánování připravených úloh, tabulka 
připravených úloh 
OSTime Globální proměnná, obsahuje údaje o systémovém čase 
.OSEvntGrp 
.OSEvntTbl 
Součásti bloku pro zprávu událostí, obsahují seznam čekajících úloh na 
událost 
.OSTCBDly 
Součást kontrolního bloku úloh, obsahuje údaj o zpoždění konkrétní 
úlohy (0 – úloha není zpožděna) 
.OSTCBStat 
.OSTCBStatPend 
Součásti kontrolního bloku úloh, obsahují aktuální stav konkrétní 
úlohy (0 – úloha připravena k běhu) 





Součásti kontrolního bloku úloh, akcelerují proces výběru 
připravených úloh a úloh čekajících na událost 
.OSTCBDelReq Součást kontrolního bloku úloh, obsahuje požadavek na smazání úlohy 
Tabulka 5.1 Přehled testovaných datových struktur 
5.3 Klasifikace chyb systémů reálného času 
Vystavení systému možným druhům chyb plynoucích z invertování bitů jednotlivých struktur 
uvedených v tabulce 5.1, předpokládá různou odezvu na tyto chyby. V literatuře [22] můžeme nalézt 
syndromy chyb operačních systémů pracujících v reálném čase. Tyto syndromy jsou zobrazeny na 
obrázku 5.1. 
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 Obrázek 5.1 Klasifikace syndromů chyb v real-time operačních systémech 
Na obrázku jsou znázorněny chyby objevující se v klasických operačních systémech (bíle) a 
chyby, které se navíc objevují v systémech reálného času (šedě). Tyto chyby lze charakterizovat 
takto: 
• Bezchybnost – chyba v systému nemá žádný viditelný vliv na jeho funkcionalitu 
• Aplikace nereaguje – aplikace přestala reagovat na podněty okolí, typicky se zacyklí 
v nekonečné smyčce 
• Výjimka – nastane např. při dělení nulou nebo vykonávání neplatné instrukce 
• Dysfunkce správy paměti – systém přistupuje do paměťového prostoru, který mu nebyl 
vyhrazen 
• Pád systému – systém ukončí svou činnost, typicky tento stav bývá následkem chybné správy 
paměti nebo dysfunkcí plánování 
• Plánovací dysfunkce – plánování jednotlivých úloh je chybné a může způsobit další chyby 
• Real-time dysfunkce – systém nedokáže reagovat včas 
• Chybné výsledky – systém poskytuje výsledky, které se liší od očekávaných 
 
5.4 Úloha vkládání chyb 
Každý testovaný systém byl zkompilován se souborem FIS.c. Tento soubor obsahoval definici 
funkce pro injekci chyb do vybraných struktur s názvem FISTask(). Dále bylo nutné definovat 
proměnnou FIS na hodnotu 1 pomocí příkazu #define a nastavit typ chyby na přechodnou 
(TRANSIENT) nebo trvalou (PERMANENT). Tyto údaje jsou uvedeny v hlavičkách souborů testovaných 
systémů. Mimo to je potřeba pro úlohu injektující chyby definovat zásobník jako pro každou 
systémovou úlohu a vytvořit ji spolu s ostatními úlohami. Při zanášení chyb se pracuje především 
s náhodnými čísly generovanými v patřičném rozsahu. Jako generátor se využívá klasická funkce 
jazyka C rand(). 
 
/* function for generating randoom numbers */ 
int genrand(int min, int max) 
{ 
      return min+(rand()%(++max-min)); 
} 
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Při vytváření úlohy jsou proměnným přiřazeny náhodné hodnoty a podle těchto hodnot 
vybírány struktury a bity, které budou infikovány. Podle typu poruchy se rozhodne, jestli programová 
smyčka proběhne jen jednou nebo se bude cyklicky opakovat. Následující kód demonstruje zavedení 
chyby do systémové struktury OSRdyGrp. Princip zavádění chyb je pro všechny ostatní struktury 
stejný, pouze se liší indexy a velikosti rozsahů bitových posuvů. 
 
case 0: //OSRdyGrp 
  if(enbl) 
  { 
   if(((OSRdyGrp & 1 << rdy) >> rdy) == 0) 
   { 
#if PERMANENT==1 
    next=1; /* now insert only ones */ 
#endif  
    printf("Insert fault into OSRdyGrp structure!  
  Setting bit:%d to 1\n",rdy); 
    OSRdyGrp |= 1 << rdy; /* bit on one position */  
   } 
   else 
   { 
#if PERMANENT==1 
    next=0; /* now insert only zeroes */ 
#endif  
    printf("Insert fault into OSRdyGrp structure!  
  Setting bit:%d to 0\n",rdy); 
    OSRdyGrp &= ~ (1 << rdy); 
   } 
  } 
#if PERMANENT==1 
  else  /* permanent */ 
  { 
   if(next) 
   {  
    OSRdyGrp |= 1 << rdy; 
   } 
   else 
   { 
    OSRdyGrp &= ~ (1 << rdy);  
   }   
  } 
#endif 
 
Na začátku úseku programu musíme ověřit, zda-li je nastavena proměnná enbl. Ta je 
nastavena, pokud se úloha vkládání chyb provádí poprvé. Po té se zjistí hodnota bitu na náhodné 
pozici. Náhodně vygenerované číslo se ukládá v proměnné rdy. Jestliže je na zadané pozici logická 
jednička, dojde k přepsání nulou a naopak. V případě generování trvalých chyb musí být nastavena 
proměnná next, která určuje, jakou hodnotou se bude dále přepisovat infikovaná struktura v každém 
dalším systémovém tiku. 
5.5 Testování vlastností systému 
Tato kapitola obsahuje výsledky testů systému μC/OS-II při předpokládaném běžném pracovním 
zatížení. Při testování bylo použito defaultní nastavení systému s povolenými kontrolami toku. Testy 
proběhly v několika bězích. Systém byl testován bez a s podporou kontrolních časovačů. Obě verze 
byly postupně vystaveny vlivu přechodné a trvalé poruchy. Taktéž došlo k testování verzí na vliv 
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jednobitových chyb u přeloženého binárního souboru. U všech testů proběhlo generování 300 
testovacích logů. Cílem testování bylo zjistit účinnost zabezpečovacích mechanismů 
implementovaných do jádra operačního systému. 
Během každého spuštění byly chyby injektovány do náhodných bitů náhodných struktur. 
Injekce proběhla až v době plného běhu systému. Celý systém běžel 50 tiků a chyby byly zanášeny 
v době mezi 16tým a 25tým tikem. V systému bylo vytvořeno celkem 20 úloh rozdělených na 5 
stejných skupin. Každá skupina byla tvořena třemi úlohami, které zasílali zprávu s hodnotou své 
priority úloze čtvrté. 
Při povolení kontrolních časovačů, byla každé úloze přidělena jedna kontrolní úloha, která 
monitorovala její běh. Spolu s centrální řídící úlohou a hlavní úlohou, která všechny ostatní úlohy 
vytvořila, pak bylo v systému celkem 42 úloh. Každá úloha zaslala zprávu a po té byla uspána na 4 
systémové tiky. Zpoždění reakce na odezvu u kontrolních časovačů monitorujících jednotlivé úlohy 
bylo nastaveno na 6 systémových tiků. Všechny úlohy zapisovaly svoje výsledky do vytvářeného 
logu. Všechny logy po té byly porovnány s modelovým logem, který byl vygenerován bez ovlivnění 
chybami. Pokud se výsledky logů lišily od očekávaných, bylo chování systému považováno za 
chybné a jeho výstupní log analyzován kvůli přesnému určení selhání. Výsledky byly zpracovány ve 
formě grafů, které jsou uvedeny níže. 
5.5.1 Vliv přechodných chyb na vlastnosti systému 
Následující graf 5.1 zobrazuje porovnání mezi systémem pracujícím bez a se softwarovými časovači. 
Parametry systému byly popsány v předchozí kapitole. 
Z grafu je patrné, že použití softwarových časovačů nikterak nezvýší bezporuchovost celého 
systému. Spíše naopak. Při použití časovačů obsahuje systém větší množství úloh a tudíž je 
procentuální možnost vzniku chyby vyšší. Znatelný rozdíl však můžeme pozorovat v procentuálním 
vyjádření pádu systému. Systém využívající kontrolních časovačů dosahuje viditelnější stability než 
systém bez nich. Tento fakt vyplývá ze syndromů chyb, které vznikají při přepisování jednotlivých 
bitů struktur uvedených v tabulce 5.1. Typickým činitelem pádu systému je naplánování úlohy, která 
nebyla vytvořena. Systém s kontrolními časovači obsahuje dvojnásobný počet vytvořených úloh. 
Pravděpodobnost naplánovat nevytvořenou úlohu tak klesá. 
Naopak zpoždění jednotlivých úloh nebo úlohy znatelně vzrostlo. Tyto zpoždění vznikají 
vyloučením úlohy z plánovače. V systému bez kontrolních časovačů se pak úloha již nikdy neprojeví 
a ve výsledku se jedná o chybu plánovače. Jsou-li použity kontrolní časovače, úloha je v krátkém 
intervalu restartována a opět plnohodnotně funkční. Rozdílné vlastnosti zpoždění v systémech jsou 
znázorněny na následujícím grafu 5.2. Krátkým zpožděním úlohy je myšleno zpoždění oproti 
předpokládanému běhu. Úloha se například spouští o jeden systémový tik později, než by měla. 
Dlouhodobé zpoždění souvisí se vznikem chyby ve struktuře OSTimeDly. Úloha je zpožděna 
například o 100 systémových tiků. V konečném důsledku se však úloha po uplynutí daného časového 
intervalu opět začne plánovat. Přechodným zpožděním jsou označeny úlohy, které nebyly 








































Graf 5.1 Vliv přechodných chyb na funkci systému 
 
Graf 5.2 Zpoždění úloh v jednotlivých systémech 
Chyba správy času se týká vnitřního systému časování. Jednobitovou změnou v proměnné 
OSTime, která uchová systémový čas, tak může dojít k velkému časovému skoku. V obou případech 
se chyba projevila procentuálně téměř shodně. Chyby plánovačů se zdají být také takřka stejné. Graf 
5.3 však ukazuje rozdíly mezi jednotlivými instancemi systémů. Zatímco v systému bez kontrolních 
časovačů je většina chyb zastoupena ukončením plánování dané úlohy, v systému s kontrolními 
časovači je již situace vyváženější. Nově se zde však objevuje chyba opakovaného restartování 
kontrolního časovače, která působí rušivě na systém formou plýtvání strojového času a možnými 
chybami v datech. Chybu lze redukovat propojením hardwarového a centrálního kontrolního 
 61
časovače. I přesto však zůstává procentuální výskyt chyb v plánovači při použití kontrolních časovačů 
nižší. 
 
Graf 5.3 Chyby plánovačů v jednotlivých systémech 
Chyba komunikačního mechanismu objevující se v systému s diagnostickými časovači je 
ojedinělá. Jedná se o chybu, kdy komunikační mechanismus selže nebo je upřednostněna zpráva 
s nižší prioritou. Vzhledem k tomu, že v systému s defaultním nastavením může existovat až 128 
systémových událostí, byla pravděpodobnost výskytu chyby velmi malá. Pokud by však úlohy 
využívaly velké množství komunikačních prostředků, vzrostl by profil těchto chyb na úroveň 
srovnatelnou s chybami v plánovači. 
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Graf 5.4 Vliv trvalých chyb na funkci systému 
Graf 5.4 znázorňuje vliv trvalých chyb na funkci systému. Z hlediska bezporuchovosti jednotlivých 
systémů nedošlo k žádným výrazným změnám. Systém bez kontrolních časovačů má opět vyšší 
bezporuchovost. Procentuální vyjádření pádu systému však vykazuje znatelné zhoršení varianty 
s diagnostickými časovači. Objevuje-li se totiž chyba opakovaně, je složitější ochránit systém 
pouhým restartováním úloh. 
Graf 5.5 popisuje typy pádu systému, objevujících se v obou instancích. Zatímco v sytému bez 
kontrolních časovačů je pád systému způsoben především neoprávněným přístupem do paměti, 
v systému s kontrolními časovači je hlavní příčinou zacyklení. Za zmínku také stojí odhalení pádů 
systému mechanismy kontroly toku. U systému bez kontrolních časovačů byl pád systému odhalen 
v 9 % případů a v systému s kontrolními časovači v 27 % případů. Odhalené chyby byly zjištěny 
především u pádů způsobených zacyklením. Většina chyb byla objevena oběma mechanismy kontroly 
toku, některé však pouze mechanismem CFCSS. 
Zpoždění úloh u obou systémů zatížených trvalými chybami jsou podobná. Docházelo většinou 
pouze ke krátkému zpoždění úlohy způsobenému nenaplánováním dané úlohy v jednom cyklu. 
Procentuální četnost zpoždění je však nižší než u systémů zatížených přechodnými chybami, jelikož 
neustále se opakující bitová chyba způsobí trvalé zpoždění úlohy charakterizované jako chyba 
plánovače. Projeví-li se trvalá chyba, např. ve struktuře OSTimeDly nesoucí údaj o aktuálním 
zpoždění úlohy, jako neustále se opakující logická jednička ve druhém bitu, bude úloha v systému 
zpožděna vždy o minimálně 4 systémové tiky. Tento stav se nepodaří změnit ani restartováním úlohy, 
jelikož chyba se v kontrolním bloku TCB bude objevovat i nadále. 
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 Graf 5.5 Rozdílné syndromy pádů systému 
Procentuální podíl chyb v plánovači tedy vzrostl. Profily chyb plánovačů byly téměř totožné a 
jejich zobrazení je uvedeno v grafu 5.6. U obou implementací vidíme patrný nárůst chyb ukončení 
plánování úlohy. U systému s kontrolními časovači je však nárůst o mnoho vyšší a ukazuje na 
problém odolnosti daného mechanismu proti trvalým chybám. Chyba opakovaného restartování 
kontrolního časovače rapidně klesla. Ve většině případů totiž toto restartování vedlo k zacyklení a 
následnému pádu systému. 
 
Graf 5.6 Chyby plánovačů v jednotlivých systémech 
5.5.3 Vliv chyb v binárním souboru na vlastnosti systému 
Mimo klasické zanášení jednobitových chyb do vybraných struktur, bylo předmětem testování i 
ovlivnění binárních souborů jednobitovými chybami. Po přeložení a vytvoření binárního souboru byl 
soubor změněn na náhodném místě jednobitovou chybou. Po té došlo k opětovnému testování 
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metodou porovnávání modelového logu s logem, který vytvořil soubor zasažený chybou. Výsledky 
testování jsou znázorněny v grafu 5.7. 
Z grafu vyplývá vyšší odolnost proti chybám v systému bez kontrolních časovačů z hlediska 
bezporuchovosti. Typickou příčinou pádu systému byl chybný přístup do paměti (80 % v obou 
systémech), ale objevovaly se i příčiny jako provedení neplatné instrukce (6,67 % v systému bez 































Graf 5.7 Vliv chyb v binárním souboru na funkci systému 
5.6 Testování implementací řazení 
Kapitoly  4.6 a  4.7 využívaly algoritmů řazení pro názornou ukázku využití softwarových 
redundantních technik. Tato kapitola obsahuje vzájemné porovnání spolehlivosti těchto technik. Aby 
bylo porovnání úplné, byla úloha řazení implementována i klasicky pomocí systému μC/OS-II. 
Systém obsahoval úlohu provádějící řazení a úlohu, která generovala a kontrolovala výsledky. 
Všechny tři implementace modelů byly testovány s kontrolními časovači i bez nich. 
Stejně jako v případě testování vlastností systému v kapitole  5.5 i zde bylo použito defaultní 
nastavení systému s povolenými kontrolami toku. U všech implementací se provedlo 300 testů jak na 
přechodné, tak na trvalé chyby. Na závěr bylo provedeno i testování chyb v binárních souborech. 
Cílem testování bylo porovnat jednotlivé techniky z hlediska odolnosti proti chybám. 
Při každém spuštění byly generovány náhodné hodnoty pro metodu injekce chyb. Hodnoty 
generovaných dat pro řadící algoritmy se měnily v čase, ale ne mezi instancemi. Tedy v každém 
časovém okamžiku měly všechny instance shodná data pro seřazení. Jednotlivé chyby byly zanášeny 
až v době plného běhu systému. Celý systém běžel 45 systémových tiků a k injekci chyb docházelo 
v době mezi 4tým a 27tým tikem. Systém n-násobných úloh byl testován ve verzi, jak bylo uvedeno v 
 4.6 a systém párů tak, jak bylo uvedeno v  4.7. Oba systémy obsahovaly i možnost povolit kontrolní 
časovače. V takovémto případě úlohy řazení i úloha vyhodnocení výsledků byly vytvořeny funkcí 
WDTaskCreate(). Ve všech případech docházelo ke generování nových hodnot každé 3 systémové 
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tiky. Při povolení kontrolních časovačů bylo zpoždění reaktivity pro všechny časovače nastaveno na 
hodnotu 5ti systémových tiků. Při všech testech měla úloha zanášející chybu do systému nejnižší 
prioritu. U mechanismů pracujících se sdílenou pamětí bylo pokládáno za chybu i nedodržení 
časových mezí, vzniklých v souvislosti s komunikací mezi úlohami. 
Všechny úlohy zapisovaly svoje výsledky do vytvářeného logu. Za korektní data byla 
považována správně seřazená čísla minimálně od jedné z úloh. Pokud ani jedna z úloh nedokázala 
seřadit příslušná data nebo toto seřazení nebylo provedeno včas, byl výsledek považován za chybný. 
Výsledky zpracované ve formě grafů jsou uvedeny níže. 
5.6.1 Vliv přechodných chyb na funkci řazení 
Z grafů 5.7 a 5.8 vyplývá, že nejlepší variantou v odolnosti proti přechodným chybám jsou 
implementace n-násobných úloh. Při těchto implementacích bylo dosaženo bezporuchovosti ve výši 
94,33 %. Metoda zpracování párů dosahuje taktéž uspokojivých výsledků s vyšší bezporuchovostí 
než klasické metody. Vysoká bezporuchovost klasických metod plyne z nízkého počtu 
implementovaných úloh v systému. 
V procentuálním vyjádření pádu systému dosahuje klasická interpretace nejhorších výsledků. 
Pouhé použití kontrolního časovače nedokáže zabránit pádům systému v takto navržené koncepci. 
Častou příčinou pádů je opět neoprávněný přístup do paměti. Vysoká odolnost n-násobných úloh a 
techniky zpracování párů plyne z odděleného běhu procesů. Pokud se vlivem chyby ukončení nebo 
poruší jeden z procesů, ostatní procesy mohou pracovat dále bez ovlivnění. Pády systému jsou 
způsobeny chybou ve vyhodnocovací úloze, která představuje úzké hrdlo obou systémů. Při narušení 
běhu této úlohy je systém prakticky neschopný. 
Ke zpoždění úloh docházelo v klasické interpretaci systému s použitím kontrolních časovačů. 
Jedná se o případ, kdy úloha není dále plánována, ale díky kontrolním časovačům je za krátký časový 
interval restartována a opět připravená k činnosti. Bez kontrolního časovače by došlo k chybě 
plánování a nefunkčnosti systému. Zpoždění úloh má vysoké procentuální ohodnocení u techniky 
zpracování párů. Jedná se o situaci, kdy z důvodů nefunkčnosti dojde k přepnutí sekundárního 
modulu na primární. Sekundární modul pak zpracuje data primárního modulu a předá na výstup se 
zpožděním jednoho časového tiku. 
Chyba správy času způsobená jednobitovou změnou v proměnné OSTime je u klasických 
interpretací opět větší. Důvodem je jako u pádů systému nezávislost jednotlivých procesů. Drobné 
procentuální chyby týkající se chyby kontroly toku a chyby plánovače lze pozorovat u interpretace 
klasické úlohy s kontrolními časovači. 
Chybou dat se označuje stav, kdy data nejsou seřazena správně. Tato situace nastává u n-
násobných úloh. Chyby jsou způsobeny především pádem jednoho z procesů, který neuvolní 
komunikační kanál (semafor) a ostatní procesy tudíž nemohou komunikovat. Data nejsou seřazena, 
dokud řídící úloha nevyčistí jednotlivé příznaky. Po té systém již normálně pracuje bez porušené 
úlohy, která byla pravděpodobně ukončena. Stejná chyba může nastat i při komunikaci mezi úlohami. 
Pokud je nutné seřadit data i s možností krátkého zpoždění, jeví se vhodné použití metody 
zpracování párů. Je-li však důležitější odolnost za cenu občasného nekorektního výsledku, metoda n-













































































Graf 5.8 Vliv přechodných chyb na funkci řazení s kontrolními časovači 
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Graf 5.10 Vliv trvalých chyb na funkci řazení s kontrolními časovači 
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Grafy 5.9 a 5.10 ukazují, že trvalé chyby mají ve většině případů stejný nebo jen nepatrně horší vliv 
na jednotlivé implementace. A to ať už se jedná o bezporuchovost nebo pády systému. Profil chyb 
zůstává v podstatě stejný. Liší se pouze o drobné odchylky v řádech desetin procent. U chyb 
způsobujících pád systému se však začíná projevovat zacyklení. To je způsobeno právě trvalými 
chybami. Zacyklení se objevilo u všech jednotlivých implementací. Největší vliv mělo u techniky 
zpracování párů s povolenými časovači a techniky n-násobných úloh s povolenými časovači. Obě 
techniky vykazovaly 50% výskyt zacyklení a 50% výskyt neoprávněného přístupu do paměti. Použití 
časovačů jako ochranných prostředků před trvalými chybami není zcela ideální. 


























































































Graf 5.12 Vliv chyb v binárním souboru na funkci řazení s kontrolními časovači 
Výše uvedené grafy 5.11 a 5.12 zobrazují vliv jednobitových chyb v binárním souboru na funkčnost 
řazení. Ze sloupce popisujícího bezporuchovost vyplývá, že nejméně poruchou postižitelný je 
klasický systém. Systémy s přidanými implementacemi bezpečnostních mechanismů a obsáhlejšími 
binárními soubory dopadly hůře, ačkoliv rozdíl mezi nimi a klasickým systémem není tak obrovský 
s výjimkou techniky zpracování párů s kontrolními časovači. Z výsledků bezporuchovosti je také 
zřetelné, že implementace s kontrolními časovači vykazovaly vyšší chybovost než jejich ekvivalenty 
bez kontrolních časovačů. 
Profil pádů jednotlivých systémů se nyní takřka srovnal, zatímco u přechodných a trvalých 
chyb měl znatelně skokovou tendenci. Většina pádů systému byla opět způsobena neoprávněným 
přístupem do paměti. V malých procentuálních výskytech se objevovalo i zacyklení nebo provedení 
neplatné instrukce. 
Zpoždění úloh můžeme nyní pozorovat pouze u technik zpracování párů. V mnoha případech 
docházelo především k nedostatečně rychlé komunikaci a blokování komunikačních mechanismů. Při 
modifikaci binárních souborů téměř zmizel problém správy času. 
Ve více implementacích se objevila chyba kontroly toku. Ve všech případech tuto chybu 
způsobil mechanismus ECCA. 
5.7 Paměťové nároky mechanismů 
Tato kapitola stručně shrnuje paměťové nároky implementovaných mechanismů na úrovni jádra 
operačního systému μC/OS-II. Redundantní techniky n-násobných úloh a zpracování párů jsou 
implementovány na úrovni aplikačních úloh a jejich nároky aplikačně specifické, tudíž zde nejsou 
uvedeny. 
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Pro zjištění následujících hodnot byl použit program readelf. Tímto programem byla 
analyzována přeložená knihovna ucos_ii.a, která obsahuje veškeré funkce pro práci se systémem 
μC/OS-II. Výstupem programu byl log rozdělený do sekcí obsahujících velikost a popis jednotlivých 
položek sekce. Pro výpočet velikostí uvedených v tabulce 5.2 byly použity následující sekce: 
• .text – obsahuje spustitelné instrukce kódu, sdílena mezi procesy používajícími knihovnu 
• .data – obsahuje inicializované proměnné a globální proměnné, obvykle největší část 
spustitelného souboru 
• .bss – obsahuje neinicializované globální a statické proměnné 
• .rodata – obsahuje konstanty a řetězcové literály 
 
Ochranný mechanismus Velikost [byty] Procentuální nárůst [%] 
Žádný 52 757 - 
CFCSS 59 312 12,42 
ECCA 61 922 17,37 
Kontrolní časovače 56 439 6,98 
Vše 75 834 43,74 
Tabulka 5.2 Paměťové nároky implementovaných mechanismů v jádře 
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6 Závěr 
Tato diplomová práce se zabývá mechanismy zvýšení spolehlivosti vestavěných systémů pracujících 
v reálném čase. Snaží se shrnout základní pojmy z oblasti RT systémů s přihlédnutím k architektuře 
μC/OS-II. Dále pak dokumentuje postupy zvýšení spolehlivosti systémů prostřednictvím vybraných 
typů redundancí a mechanismů kontroly toku. Ty člení do samostatných kategorií a pomocí stručných 
popisů a názorných obrázků podává podrobnou představu o dané problematice. Součástí práce je také 
navržení několika mechanismů s předpokladem zvýšení spolehlivosti a jejich implementace 
v systému reálného času μC/OS-II. V kapitole  5 jsou pak jednotlivé mechanismy testovány a 
výsledky těchto testů uvedeny v přehledných grafech. 
Implementace mechanismů kontroly toku byla v průběhu práce otestována pouze částečně. 
Mechanismy dokázaly odhalit některé z chyb způsobené zacyklením systému. Při použitých testech 
však mnohdy došlo k projevu chyby i v samotných mechanismech. Kvalitnějších výsledků v této 
oblasti by bylo dosaženo testováním na konkrétní platformě s využitím některých ladících nástrojů, 
umožňujících injekci chyb přímo do systémových registrů, především čítače instrukcí. Porovnání 
výsledků na základě spolehlivosti a měření doby odezvy tak nemohlo být provedeno. 
Implementace kontrolních časovačů byla otestována ve všech směrech. Softwarové časovače 
realizované klasickými úlohami nezvýšily bezporuchovost systému, ale dokázaly snížit procentuálně 
pády systému a chyby vznikající v plánovači. Ideálně řeší situaci nechtěného ukončení plánování 
jedné nebo více uživatelských úloh. Snížení chyb v plánovači se v systému projeví jako zpoždění 
úlohy. Úloha je zpožděna o časový interval, který lze charakterizovat prostřednictvím maximální  
doby odezvy úlohy k časovači. Při testech vlastností systému v kapitole  5.5.3 bylo dosaženo lepších 
výsledků i při výskytu chyb v binárních souborech. Paradoxně při testech řazení v kapitole  5.6.3 je 
tomu naopak. Většina chyb plánovače nebo pádů systému způsobených zacyklením se dá řešit 
propojením systému softwarových časovačů spolu s hardwarovým časovačem, který by v případě 
opakovaného restartování jednoho z kontrolních časovačů provedl restartování celého systému. 
Centrální kontrolní časovač, který řídí ostatní kontrolní časovače, je naprogramován robustně a 
obsahuje i mechanismy kontroly toků. Avšak proti trvalým chybám v plánovači, které zabrání 
plánovat jednotlivé kontrolní úlohy, je bezmocný. Nevýhodou použití časovačů zůstává především 
snížení počtu použitelných uživatelských úloh v systému na polovinu. 
Implementace n-násobných úloh byla plně otestována ve všech směrech. Tento návrh systému 
se ukázal jako velice robustní ve všech hlediscích. Bez jakýchkoliv problémů vzdoruje přechodným i 
trvalým poruchám. Jestliže jedna z úloh dočasně nebo trvale vypoví svou činnost, dokáže systém 
pracovat díky zbývajícím úlohám. Úzkým hrdlem celého systému je vyhodnocení dat. I přes to dosáhl 
návrh nejlepších výsledků. Tato technika je vhodná především pro zpracování na více procesorech. 
Nevýhodou zůstává vyšší náročnost na použité zdroje a zpoždění vycházející z nutné komunikace 
mezi úlohami. Ve srovnání s kontrolními časovači je také nezbytné techniku upravit pro konkrétní 
aplikace na základě znalosti konečných implementačních detailů. K danému problému se musí 
přistupovat s přihlédnutím k návrhové diverzitě. Za drobnou nevýhodu lze považovat dočasnou 
nefunkčnost po dobu jednoho řadícího cyklu při poruše jedné z úloh. 
Implementace zpracování párů byla plně otestována ve všech směrech. Stejně jako 
implementace n-násobných úloh se jeví značně robustně ve všech hlediscích. Taktéž dokáže čelit 
trvalým i přechodným poruchám a je vhodná pro zpracování na více procesorech. V případě poruchy 
primárního modulu proběhne nahrazení modulem sekundárním a systém může bezchybně pokračovat 
v činnosti. Díky zálohování dat v sekundárním modulu jsou data, která první modul nedokázal 
zpracovat, k dispozici jen s mírným časovým zpožděním. Systém tedy včasně reaguje bez ztráty dat. 
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Nevýhodou zůstává opět vyšší náročnost na použité zdroje, ovšem menší než u techniky n-násobných 
úloh. Taktéž je nutné vytvořit aplikaci na základě konečných implementačních detailů. V technice lze 
uplatnit principy datové diverzity pro jednotlivé moduly. 
Tato práce mne obohatila o znalosti týkající se metod zvýšení spolehlivosti systémů a základní 
charakteristiky systémů pracujících v reálném čase, konkrétně architektury μC/OS-II. Díky 
zpracování této diplomové práce jsem dostal v povědomí problematiku zvyšování spolehlivosti 
operačních systémů pracujících v reálném čase. Především se jedná o vztah mezi jednoduchostí 
implementace a rostoucími výpočetními zdroji a složitosti při implementaci redundantních metod. 
Dále jsem byl podrobně seznámen s operačním systémem μC/OS-II, který se jeví jako značně 
zajímavá alternativa ke komerčním systémům. V neposlední řadě jsem se také přiučil základním 
technikám testování systémů a náročnosti zpracování dostatečného počtu testových výstupů pro 
korektní koncová data. 
Zvyšování spolehlivosti systémů je poměrně široká oblast, která se neustále rozvíjí. Při hledání 
nových technik nebo úpravách technik starších dochází ke stálému dynamickému růstu. Na základě 
výsledků jednotlivých testů v kapitole  5 a s přihlédnutím k implementačním detailům v kapitole  4, lze 
v tomto tempu dále pokračovat. Z pohledu dalšího vývoje projektu se jeví jako nejvhodnější varianta 
implementace dalších mechanismů kontroly toku a jejich plnohodnotné otestování na cílové 
platformě. Zejména porovnání jejich spolehlivostí a dob odezev. Na cílové platformě je rovněž možné 
otestovat integraci softwarových časovačů spolu časovačem hardwarovým. Metoda pracující s n-
násobnými úlohami i metoda zpracování párů jsou vhodné pro testování na vícejádrových systémech. 
U obou metod může být vytvořeno robustnější pojetí vyhodnocování, které by zvýšilo spolehlivost 
obou přístupů. Příkladem takového pojetí je redundance hlasovače nebo samoopravitelný hlasovač. 
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Příloha A. Obsah CD 




Na přiloženém CD se nachází následující soubory a adresáře: 
• Soubor xslima00.pdf – technická zpráva ve formátu PDF 
• Adresář Thesis – zdrojový soubor xslima00.doc pro vytvoření technické zprávy ve formátu PDF, 
grafy ve formátu .xls, obrázky a diagramy 
• Adresář Source – zdrojové soubory operačního systému μC/OS-II, zdrojové soubory 
implementovaných mechanismů, logy, poznámky autora, pomocné skripty 
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