This paper introduces a new quantization scheme for real and complex Grassmannian sources. The proposed approach relies on a structured codebook based on a geometric construction of a collection of bent grids defined from an initial mesh on the unit-norm sphere. The associated encoding and decoding algorithms have very low complexity (equivalent to a scalar quantizer), while their efficiency (in terms of the achieved distortion) is on par with the best known structured approaches, and compares well with the theoretical bounds. These properties make this codebook suitable for high-resolutions, real-time applications such as channel state feedback in massive multiple-input multiple-output (MIMO) wireless communication systems.
I. INTRODUCTION
We address in this paper the quantization of a source uniformly distributed on a real or complex Grassmannian. An important performance metric for a quantizer is the resulting average quantization error, or distortion. For a given number of quantization bits, theoretical limits on the minimum attainable distortion have been drawn (see e.g [1] ). In order to attain this bound, some quantizer design strategies which have been proposed use numerically optimized codebooks (e.g. without particular structure [2] or incorporating additional structure in the searched codebook in order to lower the optimization complexity [3] ). Unfortunately, the codebook size must increase exponentially with the Grassmannian dimension in order to maintain a given effective quantization accuracy [4] . Thus, since these codebooks require an exhaustive search and large storage capacity, they are intractable for large dimensions.
More recently, emphasis has been put on high-dimensional and high-resolution quantizers with less complex encoders and decoders, while allowing some departure from the theoretical optimal distortion bounds. In [5] , a fast quantization based on a codebook comprised of Fourier vectors is introduced. However, the Fourier structure results in poor packing efficiency (we define efficiency as the ability to achieve the optimal slope in the distortion vs. codebook size performance plots at high resolution, i.e. for asymptotically large codebooks). Codebooks based on projecting a lattice onto a sphere (see [6] ) or on a lattice combined with simplices [7] have good efficiency. However, in these approaches, the quantizer is still exponentially complex with respect to the number of bits while exhibiting a polynomial complexity with respect to the dimension of the source. The method of [8] using a trellis structure to design codebooks which exhibits a high efficiency suffers from the same exponential complexity with respect to the number of bits.
Product quantizers [9, p. 430 ] constitute another class of vector quantizers based on a decomposition or a transformation of the initial source into one or multiple components (usually lower-dimensional) that should be easier to quantize. In the unidimensional case, Bennett proposed so-called companders [10] asymptotically minimizing the distortion, which have been generalized for vector quantization e.g. in [11] , [12] .
The Grassmannian quantization problem has important applications in Massive MIMO (Multiple-Input Multiple-Output) wireless communication systems. For example, accurate channel state information (CSI) is required in order to obtain the large multiplexing gain expected from massive MIMO systems [13] . In this context, CSI needs to be known up to a multiplication by a complex value, which corresponds to a point on the Grassmannian space of complex lines; hence Grassmannian representations are well adapted to such applications, as demonstrated by the abundant literature on this topic (see [14] and references therein).
We propose in the following a quantizer based on companders for a vector uniformly distributed on a real or complex Grassmannian space, with the following properties:
• zero storage requirements, • the complexity of encoding/decoding is equivalent to the complexity of a scalar quantizer, • packing efficiency is comparable to the best state of the art structured approaches. We start by introducing general notations on the considered Grassmannian space in Section II and the quantizer design problem in Section III. Sections IV and V introduce a new cube split quantizer for both real and complex Grassmannian sources. We finally present a short complexity analysis of the proposed approaches in Section VI, and simulated performances results in Section VII.
II. DEFINITION AND NOTATIONS
Let denote a -dimensional vector space on a field , where can be either ℝ (real case) or ℂ (complex case). A Grassmannian space ( , ) is defined as the space of subspaces of of dimension . In this article, we focus on the case = 1, i.e. the set of lines in . We will use vectors to represents elements of ( , 1), i.e. the vector 978-1-5090-4183-1/17/$31.00 ©2017 IEEE
x ∈ represents the set { x, ∈ }, which is a point in ( , 1). For simplicity, we will use vectors of unit Euclidean norm (∥x∥ = 1) as representatives of the Grassmannian variable. Thus we can define the chordal distance between two Grassmannian lines represented by their respective spanning vectors x and y as
III. QUANTIZER DESIGN PROBLEM
Let us consider a quantization function defined on the Grassmannian , characterized by a partition ( 1 , . . . , ) of into decision regions and a codebook (x 1 , . . . , x ) of unit-norm vectors in such that for any input vector x, its quantized version is
The distortion of a quantizer is measured as the expected error between the source vector x and its quantized version (x)
with an increasing function depending on the considered problem, and where the expectation is taken over the distribution of the source. In this article, we focus on sources uniformly distributed on ≜ ( , 1). Quantizer design problems typically revolve around designing quantizers which operate as close as possible to the minimum distortion for a fixed bit rate; in other words, for a given codebook size and a given source distribution, the choice of the decision regions and the corresponding reconstruction codewords x should minimize the distortion. The properties of the optimal quantizer that an efficient quantizer should ideally fulfill are [9] : 1) For a given codebook, the optimal decision regions correspond to the collection of Voronoi regions defined as
i.e. the set of points of which are closer to x than to any other codeword from the codebook. 2) For given decision cells, the codewords x must correspond to the "barycenter" of the corresponding decision region defined as x = arg min y x∈ [ ( (x, y))] .
3) In the limit of large (high-resolution quantizers), and for uniform source distribution, the limiting distribution of the codewords x 1 , . . . , x of an optimal quantizer should be uniform as well for a large family of distortion measures [15] .
The design of minimum distortion quantizers for large dimensions and for large is a non trivial problem. Numerical approaches (such as the Linde-Buzo-Gray algorithm [2] ) have been proposed, which strive to achieve optimal efficiency according to the above criteria. Since numerically optimized codebooks are generally unstructured, the associated decision regions (usually chosen to coincide with the Voronoi regions, = ) lack a more tractable definition than the one in (2) . As a consequence, deciding upon the output of the quantizer (see eq. (1)) involves solving the optimization problem
for each realization of the random variable x. For large codebooks (e.g. if the index is encoded using = 50 bits, the codebook contains = 2 ≈ 10 15 vectors), it is clear that both the storage of the codebook and the complexity of evaluating the distances involved in (3) are not practical options.
In order to address this issue, we focus instead on designing quantizers (i.e. codebooks and their associated decision regions) whose structure greatly reduces both the codebook storage problem and the computational requirements associated with the quantization operation, at the cost of a slight loss of distortion optimality. In particular, in the rest of the article, we introduce quantizer designs for which the structure of the decision regions enables a very efficient (low-complexity, zero storage) computation of (1), at the cost of a slight relaxation of the optimal efficiency conditions detailed above.
IV. CUBE SPLIT QUANTIZER FOR (ℝ , 1)
Let us first consider the quantization of y uniformly distributed on (ℝ , 1). The rationale of the proposed quantizer is the following: first split the considered Grassmannian space (homogeneous to a sphere) into cells looking like bent hypercubes (hence the cube-split name), and then define on each cell a bent lattice through a mapping chosen such that the resulting codewords are approximately uniformly distributed on the sphere. More specifically, we propose an encoder that numerically computes a sequence of bits from y through the following major steps:
• Step 1: The determination of an initial cell and its corresponding index as well as its binary representation; this yields the first bits of the codeword index. This operation defines a coarse quantizer, whereby (ℝ , 1) is split into cells 0
for 1 ≤ ≤ . Note that this results in splitting the real unit-sphere into ℝ into 2 cells, since colinear vectors with opposite sign in the real sphere are equivalent in the Grassmannian space (see Fig. 1 for an illustration in ℝ 3 ).
Let us note that the choice of the canonical basis to build the initial mesh is arbitrary -indeed, the method can be generalized to any (possibly overcomplete) basis. However, it allows to define simple and computationally efficient local coordinates on each cell, as will be seen in the next section. The remaining part of the codeword index is dedicated to encoding the relative position of y in 0 * , as detailed next.
B. Companding of local coordinates
In order to obtain the cube-split quantizer, each cell 0 * of the initial mesh is further divided into smaller decision cells by defining a mapping between 0 * and the unit − 1 dimensional cube, and defining a simple scalar quantization scheme on each coordinate of the cube. The local coordinates on 0 * are defined as the elements of the vector
It is clear that t together with * is sufficient to uniquely identify a point on (ℝ , 1). Furthermore the distribution of the vector t (conditionally to the fact that * = arg max | |) is known as multivariate Cauchy truncated on [−1; 1] −1 .
Neglecting the statistical dependence between the components of this multivariate distribution (which is hard to compensate due to the truncation), we choose to independently quantize each component. Furthermore, in order to approximately obtain an asymptotically (in the high-resolution regime) uniform distribution of the codewords, we apply a scalar compander to each component, defined as follows. Remark that what we call compander is not the classical compander as considered by Bennett [10] that would lead to an optimal quantization of the coordinates of t but not necessarily of x. Let M * denote the mapping between 0 * and the unit cube by M * :
with for any 1 ≤ ≤ − 1
(see Appendix A for a proof that the proposed mapping results in a distribution of the with uniform marginals on [0; 1]). It remains to independently quantize the ; for this, one defines a uniform scalar quantizer for each coordinate , = 1 . . . − 1 where the scalar quantization in [0; 1] is performed with bits. The output of this quantizer can be represented by an integer
where ⌊.⌉ denotes the closest integer rounding operator (note that this quantity clearly admits abit representation). Finally, the inverse mapping (required at the decoder) can be obtained for a = ( 1 , . . . , −1 
The codewords x 1 . . . x corresponding to a codebook generated using the proposed cube split design are illustrated in Fig. 2 , together with the corresponding decision regions and Voronoi cells. The fact that the proposed cube-split design is only slightly suboptimal according to criteria given in Section III can be observed on the figure, and will be confirmed by more extensive simulations in Section VII.
V. CUBE SPLIT QUANTIZER FOR (ℂ , 1)
We now generalize the cube-split approach to the complex case, i.e. one point in the Grassmannian space is one line in ℂ of the form { x, ∈ ℂ}, represented by x ∈ ℂ . We introduce two possible designs for this case.
A. Scheme 1: Use a real representation
A natural extension of the previously proposed scheme to the complex case consists in treating the real and imaginary components of x as two independent real dimensions. For this, we transform the initial complex vector x into a real vector in the real Grassmannian (ℝ 2 −1 , 1). Let us first denote
By noting = arg( 1 ), we define a rotated equivalent vector x ( ) as x ( ) = x − . Note that all codewords will have a real first coordinate with this scheme (this is acceptable thanks to the invariance with respect the phase mentioned above); x ( ) can be rewritten as the real vector
We then quantize the real vector y in the real Grassmannian of dimension = 2 − 1 following the scheme from Section IV.
Note however that for x uniformly distributed on (ℂ , 1), the above transformation yields a vector whose first component Re( ( ) 1 ) has different statistics from the remaining 2 − 2 components due to the statistical dependence of on 1 , i.e. y is not uniformly distributed on (ℝ 2 −1 , 1). This hints at a possible suboptimality of this scheme, which will be confirmed in the simulations (Section VII).
B. Scheme 2: complex Grassmannian Cube Split quantizer
Since Scheme 1 is dependent on the choice of the real representative, we present an alternative scheme for the quantization of a complex Grassmannian vector x using different initial mesh and mapping.
1) Initial mesh: In the same spirit as in Scheme 1, the first ⌈log 2 ( )⌉ bits of the codeword index represent the index * of the closest vector f * amongst the complex canonical basis in ℂ denoted by f 1 = [1, 0, . . . , 0] , f 2 = [0, 1, 0, . . . , 0] , . . . , f = [0, . . . , 0, 1] . Therefore * = arg min (x, f ) = arg max | |.
where |.| denotes the complex modulus. The canonical basis induces an initial mesh on the complex Grassmannian (ℂ , 1) with cells defined as
There remains to define the second part of the codeword index, which encodes the relative position of x with respect to f * .
2) Companding of local coordinates:
For the complex case, let us define local coordinates through the vector
.
Again, it is clear that t together with * is sufficient to identify a point in (ℂ , 1) . Furthermore, the distribution of t is known as complex multivariate Cauchy truncated on
where denotes the unit complex disk. We introduce the mapping M ℂ * such that each complex coordinate of t is uniformly distributed on [0; 1] 2 if x is uniformly distributed on (ℂ , 1). Specifically, for each cell ℂ * of the initial mesh, we define M ℂ * :
where is the cumulative distribution function of the standard real univariate Gaussian, i.e.
For x uniform on (ℂ , 1), the resulting a has uniform marginals (see Proposition 2 in Appendix A) which again prompts the use of independent scalar quantizers for its components. More precisely, one then defines a regular grid on the cube [0; 1] 2 −2 , i.e. for each coordinate 1 , . . . , 2 −2 , a scalar quantization is performed in [0; 1]. The inverse mapping (required at the decoder) can be obtained from a = ( 1 , . . . , 2 −2 ) as
where for all 1 ≤ ≤ − 1
The encoding (from x ∈ (ℂ , 1) to the codeword index) and decoding (from the codeword index to (x)) algorithms for this scheme are summarized in Algorithm 1.
VI. ENCODER AND DECODER COMPLEXITY ANALYSIS
The complexity order of the encoder of Scheme 2 (the case of Scheme 1 is similar) can be simply estimated by inspection of Algorithm 1: the computation of the mapping Algorithm 1 Encoder and decoder of Scheme 2.
Encoder: Compute the sequence of bits representing the quantized version of a complex vector x in the Grassmannian (ℂ , 1).
-Compute * = arg max | |.
-Initialize the bits sequence: b ← binary representation of ( * − 1) computed with ⌈log 2 ( )⌉ bits.
-Compute a = M ℂ * (x) according to eqs. (9) and (10). . end -Compute * from the first ⌈log 2 ( )⌉ bits of b.
-Computex = (M ℂ * ) −1 (a) according to eq. (11).
M ℂ * involves the evaluation of 2 − 2 scalar functions, while obtaining the integer representation of 1 , ..., 2 −2 typically does not involve any significant complexity. Therefore, the total complexity of the encoder is linear with respect to the dimension of the source and independent from the number of bits. A similar argument can be made for the decoder.
VII. SIMULATION RESULTS
In this section, we perform Monte Carlo simulations to compare the average squared chordal error defined as
achieved by different quantizers for a uniform source on the complex Grassmannian of lines. Note that this metric has important operational significance in the context of MIMO communications [6] , [16] , among others. The following codebooks and quantization approaches are considered:
• Fourier codebooks [5] • Square lattice angular quantization (SLAQ) [6] • Scalar quantization • Cube split quantizers using real representative (Scheme 1) and defined directly in complex (Scheme 2). In order to give upper and lower bounds on the distortion measure, we exploit the result from [1, Th. 2] on the performance of the best codebook of cardinality = 2 , valid for the high-resolution (large ) regime:
where denotes the set of quantizers with codewords and Γ denotes the Gamma function Γ( ) =
The distortion achieved by the various approaches, together with the bounds from eq. (12), are depicted in Figs. 3 and 4 for the case of 4 and 64 complex dimensions respectively. The average number of bits per dimension is computed as
)
. These results demonstrate that in terms of distortion, the proposed cube-split quantizers perform comparably with SLAQ, while they outperform the other approaches (unstructured codebooks generated e.g. through the generalized Lloyd algorithm [2] can not practically be simulated for the considered codebook sizes, and therefore are not included in the curves). Table I presents an overview of the available approaches when also encoder complexity must be taken into account. The efficiency reported in this table corresponds to the capacity to achieve the optimal slope in the (logarithmic) chordal error vs. codebook size curves. Indeed, it may be observed that the efficiency of Fourier codebooks tends asymptotically to zero because Fourier codewords do not span the complex Grassmannian (since it constrains the modulus of each component of the quantized vector to be equal to one). From this table, it can be seen that the cube-split quantization approach is a strong candidate for complexity-constrained applications, thanks to the low complexity of its encoder and decoder algorithms (Algorithm 1), while the achieved distortion remains close to the theoretical packing bound. 
VIII. CONCLUSIONS
In this paper we addressed the problem of quantization of a Grassmannian element for beamforming applications. We proposed a new codebook with low-complexity encoder/decoder allowing a fast quantization even for high-dimensional, high-resolution quantization applications. The performance of the new codebook in terms of distortion is on par with the best state of the art quantization methods with a complexity equivalent to the simple scalar quantization. Proposition 1 (Real case). Let y ∈ ℝ be a random vector uniformly distributed on 0 * for an arbitrary initial cell index * ; using the compander defined by eqs. (4) and (5), the resulting M (y) is a random vector on [0; 1] −1 with uniform marginals.
Proof. Let y = ( 1 , . . . , ) be a random vector uniformly distributed on the unit sphere of ℝ . Then, if ∕ = * , the random variable = * is drawn from a Cauchy distribution whose cumulative distribution function (cdf) is given by → 1 tan −1 ( ) + Proof. We will prove that defined by Eq. (10) follows a Gaussian distribution. Let us first note that | | and | | are independent since follows a complex Cauchy distribution which is complex elliptical (see Th. 4 of [17] ). Thus, it suffices to prove that | | = √ 2 log
On the other hand, since | | 2 may be seen as the quotient of two independent 2 random variables, its distribution is a Fisher(2, 2) truncated on [0; 1] whose cdf is : → 2 +1 . Therefore, denoting the quantile of the Rayleigh distribution as :
, it holds that | | = ( (| | 2 )).
