Abstract-Neutron diagnostic "Divertor Neutron Flux Monitor" is being under the development for the ITER project. This diagnostic is a primary tool for total neutron yield and fusion power measurements. Diagnostic consists of the three detector modules and the enhanced data acquisition (DAQ) systems. Each module contains three fission chambers (FCs) with 235 U and three with 238 U. The choice of the FC types and sensitivities is determined by the project requirements for the neutron flux measurement range, error, and time resolution. The DAQ system performs preliminary amplification and processing of the fission chamber signals, and the calculation of the neutron flux at the module location to calculate the total neutron yield and fusion power. The DAQ system transfers measured data to the upper level of the control system with a time resolution of 1 ms and provides raw data archiving. The hardware and software of the DAQ system were developed taking into account the requirements of the ITER project. The data processing system mockup of a single detection module was manufactured. This mockup passed laboratory and reactor tests. The system has passed the preliminary design approval. Preparation for the manufacturing of the system prototype is carried out at this moment. The architecture of the DAQ system and its components are shown in the report, and the test results of the system mockup are discussed.
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I. INTRODUCTION
T HE ITER international project is an experimental thermonuclear reactor that is being built in southern France. The ITER project is intended to demonstrate the integrated operation of technologies for a fusion power plant and fusion reactor safety characteristics to achieve stable deuteriumtritium plasma when the reaction is sustained through internal heating and to produce a thermonuclear power of 500 MW during 400-s pulses [1] .
The divertor neutron flux monitor (DNFM) is one of the ITER nuclear diagnostics. It is designed to determine the ITER fusion power. The DNFM diagnostic provides a neutron yield and fusion power measurements for both deuteriumdeuterium and deuterium-tritium plasmas with the required time resolution and uncertainty.
The data acquisition (DAQ) system is a part of the ITER diagnostic "DNFM." This system is designed for signal processing of the three neutron detector modules, each including six fission chambers (FCs).
The DAQ system performs the following main functions: 1) power supply of the FCs; 2) amplification and processing of the FC signals; 3) neutron flux calculations; 4) data transfer to the upper-level system-control, data access, and communication (CODAC); 5) diagnostics of measurement channels and communication lines. Project requirements to the DNFM diagnostic are summarized in Table I .
The DNFM DAQ system fully complies with standards, guidelines, and methodology presented in the ITER plant control design handbook [2] .
II. DNFM GENERAL DESCRIPTION
The DNFM diagnostic used three detector modules located around the ITER vacuum vessel covering an angle of 120°. Detector modules are mounted on the divertor cassettes under the Divertor Dom. Each DNFM detector module consists of two detector units (DUs) and each DU consists of three FCs. The first DU contains the FCs with a radiator of 235 U, and the second DU contains the FCs with a radiator of highpurity 238 U. FCs are manufactured with different sensitivities to satisfy ITER's requirements for time resolution, dynamic range, and measurement error.
The DNFM DAQ system consists of the three parallel independent subsystems (LPxx Subsystem), one per detector module. Each subsystem consists of the DAQ DNFM control system cubicle (CSC) and the DAQ DNFM signal conditioning 0018-9499 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. cubicle (SCC). The DAQ DNFM CSC will be located in the diagnostic building, and the DAQ DNFM SCC will be located in the lower ports in Tokamak building. The structure of DNFM diagnostics in ITER is presented in Fig. 1 . The DNFM DAQ system calculates the neutron flux at the location of the detector modules and transmits measurement results to the CODAC system every 1 ms. Data exchange with the CODAC system [1] is performed on four networks. 1) Plant operation network is used for the general system control (ON-OFF, start-stop commands, etc.,) and to notify about the current status. 2) Synchronous databus network is used for real-time data exchange. 3) Data archiving network is used to exchange large-scale results for which there is no requirement to provide real-time waveforms, spectra, etc. 4) Time communication network (TCN) is used to get the system time. There are two terminals linked to the CODAC system, the physicist terminal, and the engineer terminal.
The DNFM diagnostic will be calibrated in situ using neutron sources during pauses of the reactor operating before the start of the nuclear phase (operating with deuterium plasma). The expected dynamic range of neutron flux measurements by the divertor monitor in the operating mode is 7 orders of magnitude. The dynamic range should be expanded to about 10 orders of magnitude to provide a calibration mode. 
III. DAQ TECHNICAL CHARACTERISTICS
The DNFM DAQ system is designed to work with an FC with a nominal bias voltage of up to 300 V, an average pulse charge of about 2 × 10 −13 C, and a maximum output current of less than 3 mA. Each FC is connected to the system in a differential way using triaxial cables with mineral insulation (MI cables) with an impedance of 50 and a length of up to 20 m. The settings of the FC bias voltage are performed remotely. Each FC power supply is independent in terms of control and monitoring and has remote access.
The measuring channels in the SCC are galvanically isolated from each other and from the power supply for a voltage of at least 1 kV.
The measurement ranges and metrological characteristics for one FC channel are presented in Table II . The FC signal processing concept used in this system presupposes the presence in one control channel of three processing methodspulse, Campbelling (fluctuation), and current to ensure the neutron flux dynamic range of 7 orders of magnitude. Measurement ranges for measuring chains are given in units of equivalent average counting rate of FC pulses with an average charge in the pulse of 2 × 10 −13 C from the neutrons. The uncertainty δ determines the limits of the allowed intrinsic relative measurement error (linearity of the static characteristic). The statistical noise δ n is defined as the ratio of the rms deviation of the counting rate from the mean value to the average count rate expressed as a percentage.
The neutron flux measurement period in the operating mode is 1 ms.
IV. STRUCTURE OF THE LPXX SUBSYSTEM FOR DNFM DETECTOR MODULE
The FCs' signal data processing for a single detector module is shown in Fig. 2 .
The CSC consists of a PXI system, a fast controller (industrial PC), cubicle health monitoring equipments, and a CODAC network switch.
The signal processing unit (SPU) is placed in a shielded SCC to protect the SPU from external influencing factors. The SPU consists of the preamplifier module (PAM), the control and preprocessing module (CPPM), and the remote module of digital galvanic-isolated fiber optical (FO) link (RGIM). The construction of SPU provides the possibility of removing the PAMs from the CPPM for a distance of up to 30 m. This will significantly reduce the amount of electronic equipment means to be shielded from hard radiation and exclude elements with high sensitivity to high-intensity magnetic fields. When PAMs are removed from the SPU, they are installed into the preliminary amplifier unit.
The block diagram of the SCC is shown in Fig. 3 . The current pulses of the FCs are converted into voltage pulses, preprocessed, and filtered in the CPPM. The analog signals of the measuring chains are digitized and transmitted to the CSC via FO link.
The data from the measurement chains are processed by the processing and registration device, in the CSC. The block diagram of the CSC is shown in Fig. 4 .
The processing and registration device consists of the PXI system based on NI PXIe-1075 chassis and the fast controller, and performs the following functions: 1) Control signal generation for the SPU. The calculation of the reduced count rate of neutron pulses is performed for each measuring chain and for the FC as a whole, taking into account the weight coefficients of the chains which depend on the measurement error. The reduced counting rate and neutron flux at the location of the detector module are also calculated in a similar way. All calculated and measured data are transmitted to the CODAC system. The PXI system is based on the NI PXIe-1075 chassis and contains six NI PXIe-7966R modules with main modules of digital galvanic-isolated FO link (MGIM) installed on them and an NI PXI-6683H synchronization module. The PXI-6683H module is based on PTP-V2 [3] and interfaces with the ITER TCN for timing and synchronization.
The DAQ fast controller is based on the installed DAQ DNFM rack industrial PC (CPU chassis ID01549-A-001/ ITER) and controls the PXI system via the PCI-MXI-PXI link NI PXIe-8371. It receives the measurement information from the PXI system and calculates the neutron flux at the location of the detector module for each FC and for all.
In total, the system has 18 measurement channels. The following describes the single-channel measurement. The FC is connected to the PAM. In the PAM, the FC signal is split into pulse and average current signals. Current pulses are converted to differential voltage pulses. The PAM is connected to the CPPM with radio frequency cables. The CPPM provides preprocessing of the FC signals, generation and measurement of the FC offset voltage, and processing of slow signals (signals of current chain and service data). Conversion of analog electrical signals into digital for FO transmission is performed by the RGIM. On the receiver side, the MGIM receives digital data and transmits them for processing in the field-programmable gate array (FPGA) of the FlexRIO NI PXIe 7966R module, which extracts the information signal component using various processing methods.
In addition, the test signal generator (GTS) is implemented in RGIM. It allows a system to apply a test signal to the input of the PAM to test the efficiency of all the measuring circuits of the system.
V. MEASURING PROCEDURES AND PROCESSING
The four techniques for processing the signals of FCs are used in the system: pulse, Campbelling (fluctuation), current, and pulse fluctuation. All abbreviations in this chapter are given so that one can track the signal flow in accordance with Fig. 3 .
The pulse chains operate in a range of count rates from 1 s −1 up to 5 × 10 5 s −1 and with linearization (pulse overlap compensation) up to 2 × 10 6 s −1 . In this chain, the current pulses from the FC outputs are fed to the preamplifier (PA), converted to a voltage pulse signal, and amplified by a differential amplifier (DA) and pulse amplifier. The amplified signal is digitized by ADC1 with a sampling rate of 125 MS · s −1 and transmitted via FO links to the PXI system. Processing of the digitized signal is performed in the NI PXIe 7966R FPGA module. This processing includes the signal baseline restore, the pulses discrimination, and counting. The value of the pulse counter is transferred to the fast controller, each 100 μs to calculate the count rate. The neutron flux is calculated as the product of the pulse sensitivity of the FC and the measured count rate.
In the Campbelling (fluctuation) processing technique, the main information parameter corresponding to the neutron flux at the location of the FC is the variance of the signal noise. The Campbelling chains operate in the range of pulse counting rate from 1 × 10 5 up to 1 × 10 9 s −1 . The measurement lower limit of the Campbelling chains can be shifted to the pulse count rate from 1×10 4 s −1 by background noise compensation of the measuring channels. This ensures reliable overlapping of the operating ranges of the Campbelling and pulse chains.
The FC noise-type signal is fed to the input of the analog filter PF1 with a bandwidth of 1.5 kHz-1.5 MHz through the PA and DA. The signal from the filter goes to the input of the ADC2 and is digitized at a sampling rate of 125 MS · s −1 for transmission via optical links to the FPGA of the NI PXIe 7966R module. The FPGA performs decimation (accumulation of ten samples of ADC data), digital filtration of the signal with filter bandwidth of 300-500 kHz, calculation of the signal variance, and expectancy with a period of 100 μs. The shot-time signal variance and expectancy are transferred to the fast controller, where the variance of the signal is calculated with the required speed. The neutron flux is calculated as the product of the variance sensitivity of the FC and the reduced count rate.
In the current processing technique, the main information parameter corresponding to the neutron flux at the location of the FC is the current consumed by the FC. The current chain operates in the range of currents from 2 × 10 −6 up to 2 × 10 −3 A (a pulse rate of 1 × 10 7 up to 1 × 10 10 s −1 with an average charge in the pulse of 2 × 10 −13 C). The current of the FC is converted into a voltage signal by a linear current-to-voltage converter CC and digitized by a slow ADC4 with a sampling rate of 100 kS · s −1 . The digitized signal is transmitted via optical links to the FPGA of the NI PXIe-7966R module and then to the fast controller. The neutron flux is calculated as the product of the FC current sensitivity and the measured current (with the background current subtracted).
In addition, the system implements a combined pulsefluctuation method for FC signal processing [4] . The advantage of this technique is the monotone of the output signal characteristic over the entire operating range and good noise immunity due to the limitation of the input signal bandwidth.
The pulse-fluctuation chains operate in the range of pulses from 1 up to 1 × 10 8 s −1 . The range of operation of the pulsefluctuation chain is divided into two intersecting sub rangeslinear (from 1 to 2×10 4 s −1 ) and polynomial (from 2×10 4 to 1 × 10 8 s −1 ). In this chain, the signal from the outputs of the FC is converted into a voltage signal by a PA and a DA and fed to the input of the preliminary filter PF2. Preliminary filter PF2 provides a signal bandwidth limitation (from 250 kHz to 1 MHz). At the output of the prefilter PF2, pulses from the outputs of the FC are converted into bipolar pulses of about 2-μs duration with areas of each pulse half-wave proportional to the charge of the initial pulse. The bipolar pulse signal is digitized using ADC3 with a sampling rate of 125 MS · s −1 and transmitted to the PXI system via FO communication lines. The processing of the digitized signal is performed in the FPGA module NI PXIe-7966R. The FPGA allocates pulses exceeding the discrimination threshold and calculates the total area of half-wave pulses within 100 μs. The result is transferred to the fast controller to calculate the reduced count rate as a function of the total pulses area and neutron flux as the product of the pulse sensitivity of the FC and the reduced count rate.
The signals of each FC are processed by all the presented techniques to ensure the expanded dynamic range with the given requirements for temporal resolution and linearity. The combining of the results is performed by nonequilibrium averaging with weight coefficients depending on the static and dynamic errors of the measurement techniques and the current value of the neutron flux. This combining of measuring chains occurs in the linearity region of at least two measuring methods, which provides the required accuracy and linearity of neutron flux density measurement throughout the operating range.
DAQ system has built-in oscilloscope (for pulse chain signals) and pulse height analyzer (for pulse and pulsefluctuation chain signals) functions to provide health monitoring and diagnostic.
VI. TESTING OF SOLUTIONS Some of the above solutions have already been tested early. The mockup of the registration system for the DNFM detector module was manufactured as a part of the design process "DNFM" diagnostic. This mockup passed a number of laboratory and reactor tests which approved the efficiency of the presented solutions.
Laboratory tests were performed using two different FC signal simulators [5] , [6] . Laboratory tests were provided in order to establish performance and limits of the linearity of the measuring chains and to verify the possibility of their combining. So the nonlinearity of the pulse chain was less than 1%, and the nonlinearity of the current and Campbell chains did not exceed 2% in the ranges shown in Table II. The tests of the current measuring chain also showed that the required settling time of 1 ms can be ensured only at currents of more than 100 nA. Reactor tests of the mockup were carried out to test the performance and determine the characteristics of the mockup. These tests were carried out using the VVR-c reactor out-ofcore vertical experimental channel with a maximum neutron flux of about 10 12 n · cm −2 · s −1 and the three-FC DU. FCs contain 100, 10, and 1 mg of 235 U and were connected to the first three channels of the mockup. FCs' pulse shape and pulseheight analyzer spectrum were recorded at the pulse count rate from 10 3 up to 10 4 s −1 . Fig. 5 shows the typical pulse shape of the FC, and Fig. 6 shows the pulse-height spectrum of FC signals calibrated in charge. As a result of pulse and spectrum processing, the pulsewidth was about 100 ns, and the average charge per pulse was from 1.7 × 10 −13 up to 1.9 × 10 −13 C.
The data of the measuring chains were recorded when the reactor power was increased step by step for six decades. As a result of the measurement data processing, the measuring chain operating ranges in terms of equivalent count rate were defined as: up to 1 × 10 6 s −1 for the pulse chain, up to 2 × 10 8 s −1 for the pulse-fluctuation chain, from 4 × 10 5 up to 4 × 10 9 s −1 for the Campbelling chain, and from 1 × 10 8 up to 1 × 10 10 s −1 for the current chain. Fig. 7 shows the output signal diagrams of the measuring chains using 10 mg 235 U FC during the reactor power increase, holding for several minutes and stopping.
The three-channel system was developed and manufactured based on the mockup of the registration system for the DNFM detector module to the acceptance testing of the DUs [7] . Some of the solutions in part of CSC described above were adopted as a base for developing of a use case example for ITER neutron diagnostics by ITER Organization [8] .
VII. CONCLUSION
As a result of this paper, the DAQ system of the ITER diagnostic "DNFM" was developed. The presented DAQ system enables the measurement of the neutron flux in a range up to 10 orders of magnitude. This system has been developed in compliance with all ITER project requirements for total neutron yield and fusion power diagnostics. At the moment, the system has passed the preliminary design review, and preparation for the manufacturing of the system prototype has been carried out. The mockup of the registration system for the DNFM detector module was manufactured and passed a number of laboratory and reactor tests. These tests confirmed the applicability of the presented DNFM DAQ solutions. In addition, based on the mockup, the three-channel system was developed and manufactured to the acceptance testing of the DUs.
