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UNSOLVABLE PROBLEMS FOR SLDNF RESOLUTION 
JOHN C. SHEPHERDSON 
D Shepherdson showed that there are maximal safe computation rules R, 
for SLDNF resolution, such that if a query succeeds under any safe rule it 
succeeds under R,, and if it fails under any safe rule it fails under R,. 
Later he showed that such maximal rules also get all possible answers, i.e., 
if a query succeeds with answer 13 under any safe rule, then it succeeds 
with answer equivalent to 8 under R,. The question was raised there, 
whether there were always recursive maximal rules. We answer this nega- 
tively. We also show the unsolvability of the problems of deciding whether 
a query leads to a dead end, whether the Clark completion camp(P) of a 
program P is consistent, and whether a query which is known to be a 
logical consequence of the program succeeds in PROLOG. a 
As in Borger [l], we use the fact [5, 71 that 2-register machines are capable of 
computing all partial recursive functions, i.e., that given a one argument partial 
recursive function f, there is a program P using two natural number variables 
X, Y with p instructions of the form 
x:=x+ 1, 
IfX#OthenX:=X-landgotoj, 
and similarly for Y, which, started with X = 2”, Y = 0, will halt [by reaching the 
nonexistent (p + 1)st line] with X= 2 f(n) if f(n) is defined, and will not halt if 
f(n) is undefined IS]. We convert this into a definite Horn clause program with 
binary predicates I,, . . . , lp + 1, unary predicate s, and constant 0, by replacing a 
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program line 
i: X:=X+ 1 
with a clause 
and a program line 
i:If X# 0 then X:=X- 1 and goto j 
with two clauses 
and similarly for instructions involving the variable Y. Finally add a clause 
I,+, + 
It is easily seen that the query * 1,(s2”(0), 0) succeeds if f(n) is defined, and 
otherwise has an infinite derivation tree (consisting of a single branch). 
Now let A and A’ be two recursively inseparable r.e. sets (i.e. [6] such that there 
is no recursive set B with A c B, A’ c B) enumerated by g, g’ respectively. Take 
f(x) =PYY(g(Y) =x)3 f’(X) =/JyY(g’(y) =x)3 
where py@(y) denotes the least y satisfying Q,(y). Then f(x) is defined iff x EA, 
and f’(x) is defined iff x E A’. Take a program P for f as above, and a similar 
program P’ with new predicates I,! for f’. Add a new unary predicate p and a 
clause 
p(X) + ll,(X,O), -fi(X,O), 
and consider the query 
Q, : + -, p( ~~“(0)). 
By a recursive computation rule we mean an algorithm for selecting a literal in 
the current goal, given the previous history of the computation. Following Clark 
[2], we consider only rules R which are safe in the sense of Lloyd [4], i.e. 
(a) R only selects negative literals which are ground; 
(b) having selected a ground negative literal 7 A in some goal, R attempts to 
finish the construction of a finitely failed SLDNF tree with root +A before 
continuing the remainder of the computation. 
We say R is maximal for success (failure) if a query succeeds (fails) under R 
when there is any safe rule under which it succeeds (fails). 
As far as Q, is concerned, a safe rule is determined by its choice of first or 
second literal in the second step, because from then on there is no choice, there 
being only one literal in the goal under consideration. A recursive safe rule R 
determines some recursive set B such that R chooses the first literal if n belongs 
to B, and the second literal otherwise. If you choose the first literal, then if n EA 
the computation is infinite, and if n EA then Q, succeeds. Similarly for the second 
literal. So a rule which is maximal for success must choose the first literal if n EA 
. 
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and the second if n EA’. So it cannot be recursive, for then the set B would 
separate A, A’. 
NOTES 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
It is safeness condition (b), which is usually built in to the definition of 
SLDNF resolution, that is the stumbling block. If that is removed, there are 
recursive maximal rules. The obvious, but impractical, one is just to start 
enumerating all possible derivation trees for the main and all subsidiary 
derivations arising from the use of negation as failure. If there is one which 
gives success or failure, you will eventually find it. It is possible there might 
be a feasible procedure where, having used negation as failure on a negative 
literal, you do not blindly go on and on, but keep popping back to the main 
derivation and trying the effect of choosing other literals. 
For the definite Horn case, using SLD resolution, all rules are maximal for 
success, and Lassez and Maher [31 have shown that all fair rules are 
maximal for failure as well. And there are recursive fair rules, e.g. the one 
mentioned by Lloyd 141. This doesn’t conflict with the result above, since 
negative literals do not occur, so that safeness condition (b) is always 
satisfied. 
In our example the goal Q, succeeds iff 7 p(s*“(O)> is a logical consequence 
of the completion of the program. This is a case where SLDNF resolution is 
complete but not feasible. However, some variant of SLDNF resolution with 
safeness condition (b) removed might be feasible, as suggested above. In this 
example all you need to do is keep switching between the derivation trees 
for the two literals involved. 
The same example, or the simpler one with just P and the query 
7 r,(s’YO), CO)), shows the unsolvability of the problem of deciding whether a 
query dead-ends in a given program with a given computation rule (or with 
all computation rules, or with some computation rule). Here a dead end is 
defined as the selection of a ground literal 7 A where A neither succeeds 
nor fails. Of course this is not surprising, being just another aspect of the 
undecidability of Horn clause logic, i.e. the unsolvability of whether a query 
succeeds. 
Similarly for the unsolvability of the problem of deciding whether camp(P) 
is consistent. Just take the first program P for an f whose domain of 
definition is nonrecursive, and add the clause 
4+ 9A(s2”(0),0). 
The completion of this program is equivalent to the completion of P 
together with the statements 7 9 and 7 l,(s*“(O>, O), so it is consistent iff 
f(n) is undefined. 
Similarly, for the problem of deciding, for a fixed program P and arbitrary 
goal + A, where A is known to be a logical consequence of the definite 
Horn clause program P, whether the goal -A succeeds in PROLOG. Just 
take the program P for an f with nonrecursive domain of definition, and 
. 
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add a last clause to the program: 
Now It(s’TO),O) is a logical consequence of the program, but it succeeds in 
PROLOG iff f(n) is defined, because the last line of the program is never 
reached. 
I would like to thank an anonymous referee for many improvements in presentation. 
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