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Abstract 
In order to solve the polluted English character recognition problem with interference of external noise, a new 
approach based on feature combination and BP network is presented in this paper. By extracting the structural 
features and the statistical features from the English characters, respectively, the approach can include more classify 
information. Subsequently, two kinds of features are normalized and further are combined. For illustration, the 
combined features are sent to the classifier such as BP network, which is utilized to show the feasibility of the new 
approach in solving the interference of external noise and accomplish the recognition. Experimental results show that 
the convergent performance of BP network trained by the combined features is only within 184 epochs while 
compared with that of BP network trained by the other feature vectors. The method based on combined features can 
effectively solve the interference of external noise and thus superior performance in terms of English character 
recognition capability can be achieved. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction
English character recognition has been an active research area for many scholars, because this
technology are widely applied to the car license plate recognition, barcode recognition, sorting of postal 
letters automatically and many other areas of application. In the field of document image analysis and 
character recognition, researchers have achieved great success in character recognition during the past 
decades [1]. Many research methods have been reported, the first one is the optical character recognition 
(OCR) in low-quality images. Some difficulties are from the illumination variance, noise, complex and 
dirty background. In these cases it is extremely difficult for us to get clean binary character images from 
the gray-scale ones. This will result in low-recognition accuracy by traditional character recognition 
methods based on binarized character images. The second one is the cursive handwritten character 
recognition [2], which is considered as one of the most difficult problems in the area of character 
recognition. 
Extracting features is the key process and it affects the final recognition performance. In the paper, by 
combining structure features with statistical features effectively and considering that BP network has good 
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recognition capability, this study presents a new method based on feature combination to recognize 
English characters. 
The paper is organized as follows: Sect. 1 describes different feature-extraction methods. The overall 
structure of the proposed method and various steps are depicted in Sect. 2. Sect. 3 presents the experiment 
results for English characters. Finally, conclusions are summarized in Sect. 4. 
2. Feature representation  
Feature extraction is the core of a recognition system. Each kind of feature contains some useful 
information that cannot be found in other kind of features; therefore, different kinds of features should be 
extracted especially from English characters. The two kinds of feature vectors are described in the 
following subsection. 
2.1.  Statistical  features 
Statistical features can be obtained from the character dot matrix through a lot of statistics. Statistical 
features are obvious characterized by its strong anti-interference, the simple algorithm for matching and 
classification. On the other hand, it is very difficult to distinguish between similar words only by using 
statistical features. The template matching method is the most commonly method for statistical pattern 
recognition, and it is easy to accomplish parallel processing. However, a template can only identify the 
characters which have the same size and belong to the same font. For the italic and the variable strokes, 
this method can not do anything. 
The detail process for extracting statistical feature can be described as follows: 
Step1. Calculating original statistical features. For each character, a corresponding dot matrix with 
dimension of 75 can be generated, and then this matrix will be further divided into two kinds of sub-
matrix such as vertical matrix with dimension of 51 and horizontal matrix with dimension of 17. By 
scanning sub-matrix from left to right or from bottom to top, the number of 1 can be calculated. With the 
letter ‘B’ for example, its dot matrix is shown in Table 1. 
Table 1.  Dot Matrix of  ‘B’ 
1 1 1 1 0
1 0 0 0 1
1 0 0 0 1
1 1 1 1 0
1 0 0 0 1
1 0 0 0 1
1 1 1 1 0
The original statistical features Bx and By, calculated from horizontal matrix and vertical matrix, 
respectively, are [4 2 2 4 2 2 4] and [7 3 3 3 4]. 
Step2. The above-mentioned feature vector should be normalized, and the corresponding process is 
given below: 
Bx’=Bx/7, By’=By/5, V=[Bx’,By’]      (1) 
Therefore, V is the final normalized statistical feature vector.
2.2. Structural  features 
Structure feature is mainly used to show character structure, and it is combined with point, line, circle 
and some other basic strokes. In theory, the character can be described accurately by the basic element of 
these structures and their corresponding relations. Using the above structure feature we can achieve the 
correct identification of characters. For instance, in different font of character A, both its shape and 
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strokes are likely to be different thickness, but it is certainly composed of two oblique lines and a 
horizontal line. In practical applications, it is usually difficult to extract some structure features or to 
recognize characters based on the polluted structure features. 
 The basic structure features. Seven kinds of structural features proposed by psychologists, i.e., Lindsay 
 and Norman in 1977, are analyzed by repeated experiments, among which five kinds of structural 
features are finally selected in the following experiment. 
a) Discontinuous curve: If the discontinuous curves have been detected in a character, its number f1
should be recorded and used as the first element of structural feature vector. 
b) Right-angle: The number of right-angles varies from 0 to 4, i.e., it equals 0, 1, 2, 3, 4 for character C, 
G, D, F and E, respectively. Record the number of right-angles f2 and use it as the second element of 
structural feature vector. 
c) Horizontal line/ Vertical line: Record the number of horizontal lines and that of vertical lines f3, f4
and use them as the third and fourth element of structural feature vector, respectively. 
d) Oblique line: Record the number of oblique lines f5 and use it as the fifth element of structural 
feature vector. 
The above-mentioned features shown in Fig. 1, are used to form the structural feature vector, i.e., 
F={f1, f2 ,f3, f4, f5},which is used as the training feature later. 
Fig. 1. Five kinds of structural features  
 Detecting structure features 
a) Detecting discontinuous curve /oblique line: In an earlier study [1], there had developed a good 
method to detect the discontinuous curves and oblique line in English characters. The variation of the 
first-order differential of continuous character’s outline is usually smaller than that of the discontinuous 
character’s outline. Some variables can be defined as follows: 
PD(k): the first-order differential of a side profile where k = 1, 2,…, K.  
SL: the number of nodes in which the PD(k) is greater than zero. 
SV: the number of nodes in which the PD(k) is equal to zero. 
SR: the number of nodes in which the PD(k) is less than zero. 
If PD(k)≥PT, where PT is the given positive threshold, then the line structure is discontinuous curve. 
If SL>LT and SR>RT, where RT and LT are the given positive thresholds, then the line structure is 
another kind of discontinuous curve.  
If (SL>LT and SR<RT) or (SL<LT and SR>RT), then the detected structure is oblique line. 
b) Detecting right-angle: The number of right-angle can be calculated through detecting the turning 
point on the curve of character’s skeleton. The changes of angle are equal or greater than 90 degree at 
turning points. The turning point can be obtained from the chain code of character’s skeleton.  
Chain code is used to describe the pixel coordinates of the boundary points in character’s image. For 
digital image, its skeleton is connected by the lines between adjacent boundary pixels. For a pixel in an 
image, there lies eight attachment directions between the pixel and its adjacent pixels in eight 
neighborhoods, and these directions are encoded as digital 0 to 7. These codes are usually named eight 
chain codes, which are shown in Fig.2 (a). A closed curve shown in Fig.2 (b) for example, with ‘s’ as a 
starting point, can be encoded 556570700122333 by counterclockwise. Of course, the chain code 
obtained by clockwise is different from that obtained by counterclockwise. 
                             
Fig. 2. Detecting right-angle   (a) The principle of eight chain codes         (b) An example of eight chain codes 
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c) Detecting horizontal/vertical line: From top to bottom a character image can be divided into 3 equal 
areas shown in Fig.3. In each divided area, if the length of a horizontal line is greater than a given 
threshold, the number of horizontal lines will increase 1.The number of vertical lines can be calculated by 
the similar way. The codes of 26 Characters are listed in Table 2. 
                                  
Fig. 3. Sketch map of vertical line      (a) Sketch map of horizontal line;       (b) Sketch map of vertical line 
3.  The experiment and its analysis  
BP network is currently a popular and powerful technique to character recognition in most studies. 
Some experiments have been carried out to test the recognition capability of BP network. BP network has 
three layers: an input layer, an output layer, and one hidden layer[8]. The numbers of nodes in the input is 
the same as the dimensions of the inputted feature vectors. For example, the number of nodes in the input 
layer is set as 5, which is the same as the dimension of F. However, the number of nodes in the hidden 
layer is varied to achieve the best recognition performance. The number of nodes in the output layer is set 
as 5 corresponding to the target codes, as shown in Table 3. 
Table 2.Structural Features Vector  
f1 f2 f3 f4 f5 F Character
0 1 1 1 0 01110 L
0 2 1 1 0 02110 T
0 4 1 2 0 04120 H
0 4 2 1 0 04210 I
0 4 3 1 0 04310 E
0 3 2 1 0 03210 F
0 0 1 0 2 00102 A
0 0 0 2 2 00022 M
0 0 0 2 1 00021 N
0 0 0 0 4 00004 W
0 0 2 0 1 00201 Z 
0 0 4 1 2 00412 K
0 0 3 1 2 00312 Y 
0 0 3 0 2 00302 V 
0 0 4 0 2 00402 X 
1 1 1 1 0 11110 G 
1 2 2 1 0 12210 D 
1 4 3 1 0 14310 B 
1 3 2 0 1 13201 R 
1 3 2 0 0 13200 P 
1 0 0 1 0 10010 J 
1 0 0 2 1 10021 Q 
1 0 0 2 0 10020 U 
1+0 0 0 0 0 10000 O 
1+1 0 0 1 0 20010 C 
1+2 0 0 0 0 30000 S 
Table 3. The Target Code 
Character A B C D … Z
Target code 00001 00010 00011 00100 … 11111 
In the following experiment, the training goal is set as 0.001. Both statistical features and structural 
features are sent to train BP network, respectively. The training process are shown in Fig.4 (a)～(b). To 
contain more category, two kinds of feature vectors are combined directly, and the combined feature 
vectors C={F, V} are used to train BP network, as shown in Fig.4(c). From Fig.4, we know that the 
training goal can be achieved only within 184 epochs when C inputted to train BP network. While V and 
F inputted to train BP network, the training processes will be ended within 447 epochs and 346 epochs, 
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respectively. Then a conclusion can be drawn that the convergent performance of BP network trained by  
C is the best while compared with that of BP network trained by the other feature vectors. 
(a)                                                                          (b)                                                              (c) 
Fig. 4. BP network trained by different kinds of feature vectors 
English characters are usually polluted by external noise in the actual. So the polluted characters are 
used as the testing set. Three kinds of feature vectors including V, F and C are extracted from the testing 
set by the above method. These testing feature vectors are inputted to BP network and the recognition 
results are shown in Table 4. 
Table 4. Recognition Results of BP Network 
A M N W Z K Y
V-a V-e V-a V-e V-a V-e V-a V-e V-a V-e V-a V-e V-a  V-e 
.019 0 .035 0 .006 0 .980 1 .945 1 .045 0 .928 1
.022 0 .979 1 .975 1 0 0 .996 1 .996 1 1 1
.010 0 .991 1 1 1 .990 1 .054 0 .031 0 .015 0
.017 0 .010 0 .966 1 .998 1 .994 1 .947 1 .031 0
.986 1 .995 1 .036 0 .997 1 .004 0 .999 1 .943 1
V X G D B R P
0.99
9
1 .993 1 0 0 .001 0 .001 0 .992 1 .999 1 
.019 0 .981 1 .002 0 .039 0 .005 0 0 0 .009 0
.934 1 .001 0 .966 1 .922 1 .045 0 .009 0 .030 0
.952 1 .029 0 1 1 .046 0 .964 1 .989 1 .035 0
.031 0 .002 0 .932 1 0 0 .001 0 0 0 0 0
L T H I E F S
.063 0 .994 1 0 0 .997 1 0 0 .047 0 .997 1
.960 1 .051 0 .956 1 0 0 .021 0 0 0 0 0
.964 1 .996 1 .038 0 0 0 .973 1 1 1 0 0
.004 0 .055 0 0 0 1 1 .027 0 .982 1 1 1
.047 0 0 0 .017 0 .998 1 .948 1 .050 0 .998 1
J Q U O C Recognition Rate 
.078 0 .919 1 .953 1 0 0 .025 0
.994 1 0 0 .035 0 .956 1 0 0
.034 0 .058 0 .942 1 1 1 .048 0
1 1 .030 0 .036 0 1 1 .988 1
.023 0 .970 1 .990 1 .971 1 1 1
100%
In Table 4, V-a and V-e mean the actual output and the expected output of BP  network, respectively. 
The data in Table 4 show that the testing results can be achieved to 100% of recognition rate. Then a 
conclusion can be drawn that the proposed method has superior capability for recognizing English 
character, and it can remove the interference of external noise. 
4. Conclusions 
The paper brings forward a method based on the combined feature and BP network to recognize 
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English characters. In this method, both structure features and statistical features are extracted, 
respectively, and they are directly combined to form the testing features. This method shows superior 
recognition capability and good convergence speed can be achieved only within 184 epochs while 
compared with the other features classified by BP network. 
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