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Résumé
Cet article constitue une introduction aux problèmes de calibration en traitement
d'antenne analysés dans ce numéro spécial
. Il a un double objet : d'une part donner
un modèle mathématique simple et un formalisme unique couvrant l'ensemble des
applications présentées dans ce document
; et d'autre part donner quelques éléments
sur plusieurs méthodes « classiques » en traitement d'antenne, classiques dans le
sens où elles ne tiennent pas compte des problèmes d'erreurs de modèle
.
Mots clés :
Traitement d'antenne, hypothèses classiques, formation de voie,
imagerie, méthodes haute résolution, maximum de vraisemblance .
1 . Introduction
Dans de nombreux domaines comme l'acoustique, la géo-
physique, l'astronomie, les télécommunications, l'imagerie médi-
cale, . . ., les signaux fournis par un réseau de capteurs, formant une
antenne, sont utilisés afin de caractériser un ou plusieurs émet-
teurs potentiels appelés sources. L'objectif du traitement d'an-
tenne est ainsi de décrire une ou plusieurs caractéristiques d'un
environnement physique à partir de mesures dépendant de l'es-
pace et du temps. D'une manière générale, c'est un traitement par-
ticulier des signaux issus des capteurs qui livre les informations
recherchées sur le champ d'ondes créé par les sources . Ce traite-
ment constitue ce qu'on appelle le traitement d'antenne ou, plus
généralement, le traitement spatial . Il recouvre aussi bien la détec-
tion de sources, la séparation de sources et l'imagerie de champ
de sources [Munier75, Mermoz76] . La détection de sources con-
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siste à dénombrer les sources . La séparation vise à restituer les
signaux issus des sources, sans recourir à une paramétrisation spa-
tiale . L'imagerie, quant à elle, a pour objet de donner une image
du milieu en détectant et caractérisant l'ensemble - fini ou in-
fini - des sources (nombre, position spatiale, amplitude, spectre,
polarisation, retard de groupe, décalage Doppler. . .) .
L'antenne réalise donc une interface entre l'environnement na-
turel et les signaux mesurables . Les capteurs sont des transduc-
teurs de toute nature : on trouve des capteurs acoustiques, élec-
tromagnétiques, de vibration, de torsion, d'effort . . . Parmi ceux-
ci, les capteurs acoustiques et électromagnétiques peuvent fonc-
tionner en mode actif, c'est-à-dire qu'ils peuvent générer une
« stimulation » d'une ou plusieurs caractéristiques du milieu, et
enregistrer une réponse spécifique . Par opposition, les capteurs
utilisés en simple « écoute » sont qualifiés de passifs .
2. Introduction du modèle et des notations
L'établissement d'un modèle mathématique simple requiert les
hy othèses physiques suivantes: le champ est stationnaire, le
milieu de propagation est homogène et isotrope. Le milieu se
comporte alors comme un filtre linéaire, et le champ au point r et
à l'instant t s'écrit
e(r, t) =
il
G(o- - r, t - t')s(o- , t') do-dt',
où s(o- , t) représente le champ imagé etG est la fonction de
Gr en décrivant les caractéristiques du milieu. Lorsque le champ
est recueilli par l'intermédiaire d'un capteur placé enri, il faut
ir compte de a directivité et du gain du capteur, et la relation
p cédente devient
xi(t) = x(ri, t) _ ffh(o-
	
i - ri , t - t')s(o•,t') do-dt' + bi(t),
(2)
où hiinclue maintenant les caractéristiques du capteur. Le terme
bi (t) représente quant à lui un bruit de mesure.
Notons que la relation précédente correspond à des sources im-
mobiles. La situation est un peu différente lorsque les sources
nt en mouvement: l'effet Doppler qui en résulte ne s'interprète
év demment pas comme un effet linéaire. Cependant, l'exploita-
t n de l'hypothèse « bande étroite » développée au paragraphe
s vant perm t d'aboutir à une formulation commune.
Le but de cette section est de dégager et d'expliciter les hypothèses
fondamentales en traitement d'antenne . Ce faisant, les buts du
traitement d'antenne sont soulignés, et deux situations distinctes
sont mises en exergue : l'imagerie d'un champ continu et le
modèle de sources ponctuelles.
2.1 . L'HYPOTHÈSE BANDE ÉTROITE
Cette hypothèse permet de séparer la contribution énergétique du
champ des effets de la propagation . Il s'agit par conséquent d'une
hypothèse fondamentale pour obtenir un modèle mathématique
simple à manipuler.
La transformée de Fourier de la partie utile de(2) s'écrit
1
hi(o•- ri,
v)s(a,
v)
du,
(3)
où hi(o- -ri, v)ets(Q, v)dé ignent respectivement les trans-
formées de Fourier dehi(o- - ri, t) et s(o•,t) .
Lorsque le champ est bande étroite, c'est-à-dire lorsque la
équence varie peu autour d'une fréquence porteuse vo, on a
s(a t) P_- (Q vo)e
-j27rvot =
s(o,)e-j27rvot
(4)
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(1)
et la relation (2) se réduit à
x (t, vo) =
-j27rvot
1
hi(o, - ri,
vo)s(o- do
-
+ bi(t) . (5)
En intr duisant maintenant le vecteur d'observation rassemblant
les mesures sur les M capteurs
xT
( , vo) = [xl (t, vo),
. . . . xM
(t,vo)],(6)
on obtient
f
(t, vo) =
e-j27rvotf
s(o,)a(u)do•
+ b(t, vo),
avecaT (Q) = [hi (o- -rlo ), . . . . hm(o, -rM, )].
(7)
Rappelons que hi(o- - ri, odépend bien sûr dutrajet et
de la direction définis par o- - ri , mais intègre également les
caractéristiques du milieu de propagation et du capteur considéré.
On peut ainsi poser
7 v0T (o-
riva)+jbi(vo)
hi(o-- , o= 1 hi(u - ri,
Po ) 1
e j2
(8)
où1 hi ( o- -ri vo ) 1 mêle une atténuation due à la propagation et le
gain du capteur, T
(ô
, - ri,v ) représente letemps de propagation
entre l'élément de champ situé en o, et le capteur positionné en
ri . Enfin,ç (vo)est un déphasage supplémentaire lié au capteur.
Il se a égalem nt souvent commode de faire apparaître leretard
de propagation 'rik entre deux capteurs
Tik = T(o- - i, vo)- T(o- - k, v ).
Lorsque les signaux sources ne sont pas bande étroite, l'utilisation
de ce modèle requiert unfiltrage préalabledes données. Ce filtrage
 souvent opéré en prenant pour x latransformée de Fourier
de x(t) une fréquenc particuliè e vo. Il est enfin possible
d'omettre la dépendance temporelle et le rappel de la fréquence
v e  notant simpl ment
x = fs(o-)a(o-)do-+b . (9)
Cette dernière relation est obtenue soit après démodulation com-
plexe des signaux observés, soit en ne collectant dans x que les
amplitudes complexes de la transformée de Fourier dex(t) n vo.
2.2. PARAMÉTRISATION
La connaissance du modèle de propagation et des caractéristiques
du réseau (géométrie, gains) permet de relier, par une fonction
connue, lev t ura(Q) à un ensemble de paramètres physiques
p tinents résumés dans un vecteurB. On note alors par a(O) la
dépendanceexplicited  v c eura en B.L  vecteur ainsi paramétré
a(O) est appelé c  di ectionn l (« s eering vector ») ou
v c eur so c ,l'on é rv  l  er e designature u v c eu
non paramétréa(o•).
Considérons à titre d'exemple un champ d'onde sphérique sur une
antenne linéaire (figure 1), dont les capteurs, supposésneutres
(gain unitaire), sont séparés d'une distanced. Les paramètres
pertinents sont ici la distance D de la source au premier capteur
et la distance H de la source au plan de l'antenne . La distance
intercapteurs d  la célérité c dans le milieu à la fréquence vo
étant supposés connues, on pose0 = [D, H] . e ve teu  a(9)
s'écrit alors
a(O)
=
[l/Rie
j27r oR1/c
. . .,
1/R,hte+27rvoRM/cl(10)
vec
Rm = (H 2 + (D + md) 2 ) 1 /2 ,
	
1 < m < M . (11)
Notons que a(O) est indépendant d'une rotation de la source
autour de l'axe formé par l'antenne, ce qui entraine, vec une
antenne linéaire,une ambiguïtésur la position des sources .
Figure 1. - Modèle d'ondes sphériques sur une antenne linéaire.
Lorsque R vient très grand devant les dimensions de l'antenne,
le front d'onde apparent est plan . Ce modèle est très utilisé en
raison de sa pertinence dans nombre de problèmes physiques et
de sa simplicité1 .
En effet, dans le cas d'un modèle de propagation par ondes planes,
il est possible d'exprimer le retard de propagation entre deux
capteurs comme le produit scalaire
Tik - rikk,
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(12)
oùrik = ri - rkest le vecteur caractérisant le couple formé par
les deux capteurs considérés, et k levect ur d'onde,orthogonal
aux fronts d'onde .
P ur illustrer plus avant cette paramétrisation, considérons à
vea  n és au liné ire (figure 2). Lorsque le front d'onde
incident est plan,  vecteur paramètre 0 se réduit à l'azimutB
et on peut relier le retard de propagation T entre deux capteurs
successifs à l'azimut par
dsin(O)
T = r*k =		(13)
c
1 Le modèle d'ondes planes sur une antenne rectiligne à capteurs équiespacés,
r vêt en outre une importance considérable pour réaliser une analogie entre
certaines méthodes de traitement d'antenne et l'estimation spectrale
.
Figure 2
. -
Modèle d'ondes planes sur une antenne linéaire
.
Le retard Tk entre les capteurs 1 et k est ainsi simplement
Tk = (k - 1)r, et les phases sont en progression arithmétique le
long de l'antenne. Dans ce cas le vecteur source est proportionnel
à
a(O)T =
Il
j27r v0
a8 °
	 Ca>
. . . ej2,rvo(M-1)
d
3
n(e)
(14)
ou encore
f
a(6)T = ~1 e~2,,
u(9)
. . . e
j2-, (M-1) u(O)]
où l'on a noté u(O)=
dsin (e)
L  vecteur source décrit une variété monodimensionnelle quand
l'azimut décrit son domaine de définition. La collection de toutes
les réponses sur le domaine de définition est appelévariété
d'antenne.
L vec eur source défini n (15) est à nouve u i s nsible à une
rotation autour de l'axe de l'antenne . De plus, il est indépendant
des effets de la propagation (atténuation, retard) jusqu'au premier
capteur. L'utili atio  de ce vecteur source ne permet do c pas
de remonter à l'amplitude ou la puissance émise en a mais
simplement aux caractéristiques énergétiques du signal recueilli
sur l'antenne  provenancedu champ situé dans les directions
définies par 9.
D s c s deux exemples, ous av ns constaté que la paramétri-
ion u vect ur source (modèle de pr p gation, géométrie de
l'antenne) peut être insuffisante pour décrire complètement la po-
sition o des sources. En déc mposant a o s le vect ur p si ion
o, en a, = [a, ,Q], où a désigne les paramètres de position dont
dépend B, l'intégrale (9) se réduit à
x =
1
s(a)a(O)da + b, (16)
où s(a) intègre maintenant les paramètres de position et de
propagation qui ne sont pas pris en compte par la paramétrisation
a(6) . Pour le modèle d'ondes sphériques, on a ainsi
s([D, H]) _
1
s([D, H, 0])de, (17)
où ~) est l'angle de rotation autour de l'antenne; et pour le modèle
d'ondes planes,
s(9) _
f
s([R, B, 0])G(R)dR de, (18)
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où Rest la distance des sources au premier capteur. Notons
q  dans ces deux exemples, les vecteursa et 9 coïncident, ce
qui ne sera pas le cas si B intègre des paramètres inconnus (ou
malconnus) indépendants de la position des sources.
Pour terminer ce paragraphe, intéressonsnous au cas de capteurs
c ifs illuminant une source en mouvement. On s'intéresse alors
au retard entre l'instant d'émission de l'onde et de réception de
l'onde réfléchie. Si la cible est en mouvementà la vitessv(o),
fréquence appare te vo est liée à la fréquencem se v par
où Ri (o)désigne la distance auie capteur. On en déduit donc
l'expression de a en fonction de la position o .
2.3. L'IMAGERIE D'UN CHAMP CONTINU
L'imagerie d'un champ continu consiste à étudier la répartition
spatiale d'une ou plusieurs propriétésd'un milieu. En général,
on recherche la distribution spatiale d'intensité I3 (o), ou la
distribution d'intensité II (n) dans la direction n, oùn est un
v cteur unitaire porté par o.
Considérons l'intercorrélationy(rik) entre les mesures sur les
capteurs i et k
'y(rik) = E{xi(t)xj (t)} .
	
(21)
Plaçons nous dans le cadre d'un modèle de propagation par ondes
planes . Supposons de plus que les capteurs sont identiques et de
même gain f(v)sur la régionD étudiée. Dans ces conditions,
1'intercorrélationy(rik) ne dépend plus que de la direction d'ar-
véen de l'onde émise en o, et, en utilisant de plus l'hypothèse
bande étroite,
-y(rik)-f
f
If
(vo)I2 E{s(n)s * (n')}e
-j2~ (rikn/a)
dndn'.
D D
(22)
Si le champ est incohérent, c'est-à-diresi
E{s(n)s* (n')} = I5 (n) 6(n - n'), (23)
on obtient
y(rik)= f
If
(vo)12I
s (n)e-
~ 2~ r ik
n/a
dn . (24)
D
Ce lien entre la distribution d'intensité I,(n) et l'ensemble des
corrélations y(r ik ) est l'une des formes du théorème deVan
Cittert-Zernike .
Lorsque le domaine imagé est de faibleextension autour d'une
direction principale no, on peut négliger la contribution au retard
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dans la direction de référence, et l'expressionprécédente se réduit
à une simple transformée de Fourier bidimensionnelle
y(rik) _ I f(vo)I2
Is(u) e
-
j
2
rik u/À du
. (25)
D'
Dès lors, la recherche de la distribution d'intensité se résume à
inv r on de Fourie
I,(u)
a y(
)e-j27rr*u
(26)
C tte i v rsion « héorique » fait inte venirdes sommations in-
finies sur des quantités exactes. On pressent déjà que les dimen-
i ns néces airement limitées du réseau o t affecter la résolution
en limitant les sommations . D'autre part, l'estimation des corréla-
 va introduire des fluctuation  statis iques.Enfin, l'inversion
peut être rendue difficile par l'absence de certaines données (ré-
seau lacunaire) .
Sous forme discrèt et vectorielle,(25) se met sous forme du
système linéaire
y=AI+b, (27)
où -y est ici l'ensemble des corrélationsdisponibles, I est la
distribution d'intensité discrétisée,A est la matrice de Fourier, et
b est un bruit additif rendant compte des difficultés d'estimation.
En relaxant l'hypothèse d'ondes planes, une autre solution est
d'utiliser un filtre spatial w(9o) afin d'estimer la fraction x(90)
caractérisée par les paramètres90 selon
.x(90 ) = w*(9o)x . (28)
En supposant à nouveau le champ incohérent, la puissance est
donnée par
E{Jx(9o)1 2} =
IV
Is(a)I w * (9o)a(9)1 2du + ab (9o)
oùa(9)est le vecteura(o) paramétré. Cette puissance sera
d'autant plus proche de Is (a) que le produit scalaire
w*(9o)a(9)
sera sélectif. Nous observeronsde plus que cette approche se
mène à l'inversion de Fourierprécédente dansle cas d'un
modèle d'ondes planes. Enfin, notons que si l'on pose maintenant
(29)
oùla matrice A est réduite au vecteur lignew*(90).
s =
I
s(a)a(9)da,
D
la relation (28)devient
(30)
x(9o) = As + b(9 0 ), (31)
v = vo[+ v o)/c],(19)
et le retard entre l'émission et la réceptions'écrit
Ti(o) = 2(Ri(o,) -v(,)t)/c, (20)
2.4 . LE MODÈLE DE SOURCES PONCTUELLES
Lorsque le champ est composé d'un nombre fini de sources
ponctuelles, on a
P
s(o) =
	
pb(o- - Qp), (32)
p=1
où P est le nombre de sources.
La discrétisation du modèle obtenu en(16), utilisant l'hypothèse
bande étroite et une paramétrisation 9 conduit alors à
P
x ~ spa(Op) + b . (33)
p=1
Cette relation indique que l'observation non bruitée appartient à
un espace vectoriel d dimension P (s  les vecteurs direction els
a(Op) sont linéairement indépendants). Cette remarque fonda-
m ale s  à l'or gine du développement deméthodes à haute
résolution.
L'expression précédente peut être compactée dans l'écriture ma-
tricielle
x = As + b, (34)
où l'élémentap ,m de la matrice A est alors la fonction de transfert
entre la source d'indice p et la sortie du capteur d'indice m, à la
f équence va.
A 'issu de cette discussion, nous avons vu apparaître deux
classes d'applications et modèles distincts selon la nature, con-
tinue ou discrète, du champ étudié. Dans les deux cas, le modèle
a été formalisé comme la résolution d'un système linéaire bruité,
que l'on écrira dans tous les cas
x = As + b, (35)
ù la matrice A et le vecteur s contiennent la paramétrisation du
problème.
Lorsque le champ est continu, la matrice A est connue et c'est
s, ou une fonction de s qui est recherchée. Au contraire, pour un
modèle de sourcesponctuelles, ce sont les colonnes de la matrice
A, ' st-à-dire les vecteurs sources ou lessignatures, qui sont
recherchées.
Par ailleurs, on a déjà aperçu en filigrane les difficultés pratiques
de la calibration: les développements précédents supposent la
connaissance parfaite de la géométrie de l'antenne (positions ri
des capteurs), des caractéristiques des capteurs et la pertinence du
modèle de propagation utilisé.
3. Méthodes classiques en traitement d'an-
tenne
Dans cette section nous présentons les fondements des principales
méthodes utilisées en traitement d'antenne. Il ne s'agira pas ici
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d'une présentation exhaustive, mais simplement d'indications
permettant au lecteur de mieux situer les approches les plus
populaires utilisées dans la suite du document.
D' n point de vue historique, on peut distinguer trois étapes dans
évolution du traitement d'antenn. Les méthodes d'imagerie
d'un champ continu ne font d'hypothèse ni sur la nature des
sources ni sur la corrélation du bruit. Il en résulte une grande
robustesse, bien entendu au détriment des performances en ré-
solution.Pa mi celles ci, les méthodes d'inversion de (25) sont
présentées en(3.1 .1 .) dans le cadre de la synthèse de Fourier.
La formation dev ies,basée sur l'utilisation d'un filtre spatial
(28), est présentée en (3.1 .2 .) . La recherche d'une meilleure
résolution a conduit au « traitement adaptatif de Capon » et ses
d ivées. Cette amélioration en résolution est obtenue en mini-
misant les contributions du champ qui ne sont pas situées dans
la direction scrutée. Cette méthode sera exposée en (3.1 .3 .) . Une
logie avec les méthodes d'estimation spectrale, dans le cas
d'un modèle de propagation par ondes planes, permet également
d'utiliser les techniques de modélisation spectrale, rappelées
au (3 .1 .4 .) . Des méthodes « à haute résolution », présentées au
(3 .2 .1 .),  été introduites à la suite d s travaux de Ligett et Pisa-
renko [Ligett72, Pisarenko73] . Elles reposent sur une hypothèse
de sources ponctuelles, et sur la connaissance de la matrice de
corrélation du bruit. Ces hypothèses supplémentaires permettent
' btenir un pouvoir de résolution asymptotique illimité, ceci
étant toutefois acquis au prix d'une perte de robustesse . Enfin, des
mé hodes fo dées su l'utilisa du aximum de vraisemblan e
sont décrites en (3.2 .2 .)
3.1 . MÉTHODES CLASSIQUES EN IMAGERIE
D'UN CHAMP CONTINU
3.1.1. Synthèse de Fourier
Dans cett s ction, on donne quelques éléments sur l'inversion de
(25). Ce problème est appelésynthèse de Fourier. Il est rencontré
en particulier en radioastronomie .
En synthèse de Fourier, les données sont des points de la trans-
formée de Fourier de l'objet (la distribution d'intensité). La ma-
trice A est alors une matrice de Fourier et s est l'objet bidimen-
nnel, une collection  pixels, codé sous la forme d'un vecteur.
Les données forment un jeu lacunaire, c'est-à-dire que toutes les
fréquences ne sont pas mesurables. Le problème est alors de re-
construire l'objet à partir d'une mesure incomplète de sa trans-
formée de Fourier2 . Nous ne donnerons ici que les méthodes les
plus classiques en synthèse de Fourier. L'idée la plus naturelle
r inverser l'équation (35) est d'appliquer la transformée de
2 Notons que ce problème se complique d'un bruit additif et de perturbations de
phase : la y thèse d'ouverture
en astronomie est un double problème de synthèse
de Fourier et de calibration de phase .
C ci est développé dans (Partie I, chap. 4)
et (Partie III, chap . 7) .
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Fourier inverse aux données x. On obtient alors, à un facteur
de normalisation près, ce que les radio-astronomes nomment, de
façon éloquente, ladirty map
d = A*x A*As.
	
(36)
La matrice normale A*A est de rang déficient en raison de la
ouverture fréquentielle incomplète. Ainsi, dans (36), es val urs
inconnues sont implicitement prises à zéro, ce qui peut conduire
à  néga ves da s ladirty map . De plus, le bruit
d' b ervation ' s  pa pri en compte. Une autre possibilité est
tiliser l'i verse géné alisée A# d  A pour obtenir
à = A#x. (37)
La matrice A est le plus souventmal conditionnée(les mesures
ne coïncident pas avec la grille d'échantillonnage, et certaines
lignes de A sont presque colinéaires), et transmet ce caractère
à on inv rse généralisée. Il s'en suit une amplification du bruit,
q  peut excéder un n ve u acceptable. Notons que cette solution
correspond à la solution des moindres carrés sous contrainte de
me minimale, et du maximum de vraisemblance (si b est
gaussien centré).
U  alternative mainten nt classique pour traiter ce problème
est la régularisation. L'idée fondamentale est d'abandonner le
souhait d'obtenir la solution exacte à partir de données impar-
f tes, et éventuellement incomplèt s, et de définir une classe de
solutions acceptables en complétant l'équation (27) par une in-
formation supplémentaire, oua priori, caractérisant ce que l'on
considère comme une solution « raisonnable » [Demoment89].
Ceci est réalisé en choisissant comme solution régularisée le mi-
nimum d'un critère hybride conçu pour
(i) exprimer unefidélitéaux données,
(ii) renforcer certaines propriétés désirables, qui résument les
connaissances a priori sur la solution .
L majorité des critères employés en régularisation peuvent être
iés à des notions probabi istes, ou peuvent av ir une interpréta-
t on d'un poi t de vue pro ab li t. En particulier, les méthodes
du « Maximum d'Entropie » reposent sur la minimisation de l'en-
tropie croisée entre l'objet et un objet a priori (reflétant les con-
naissances ou les contraintes a priori) . Ceci conduit à minimiser
un critère composé d'un terme quadratique (fidélité aux données)
et d'un terme « entropique » (fidélitéà l'a priori). La construc-
tion de tels critères, prenant en compte des informations très fines,
peut également être menée en utilisant la méthode du maximum
d'entropie sur la moyenne (MMEM) . Cette méthode est décrite
en [Le Besnerais93a, Le Besnerais93b] et [Partie III, Chap . 7] de
ce document.
L'algorithme CLEAN [Hôgbom74], très utilisé en radioas-
nomie, peut être interprété comme une méthode de déconvo-
lution régularisée par critère d'arrêt. CLEAN opère sur ladirty
map en supposant que l'objet originel peut être représenté par un
nombre fini de sources ponctuelles bien séparés. Il enchaîne alors
 étapes suivantes
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1 . recherche du maximum de l'image,
2 convolution de l'impulsion ainsi localisée par la réponse de
l'instrument, pour donner la contribution théorique d'un point
source à l'image,
3. mise à jour de l'image en soustrayant cette contribution (ou
une fraction de cette contribution), pour obtenir une image
résiduelle.
C s étapes sont renouvelées jusqu'à ce que l'image résiduelle
tteigne le niveau d  bruit, ce qui onstitue le critère d'arrêt.
L'image reconstruite est alors constituée de la somme de toutes les
contributions isolées au cours de l'algorithme. Elle est en général
lisséea posteriori pour tenir compte de la résolution maximale
qu'on peut espérer du réseau utilisé.
3.1 .2 .L formation de o e
a technique f rmation de voies vise à estimer la puissance
émis  pour une valeur particulière du vect ur pa amètre 6. Notons
qu'il est ici sous entendu que la géométrie de l'antenne et le
m dèle de propag tion s  onnus, e sor  à ouvoir relier
les paramètres physiques au retard de propagation. Pour cela,
on oriente électroniquement l'antenne en retardant les signaux x
dé ivrés pa  les capteurs, de façon à c mpenser les etards entre
capteurs dus aux positions de réception différentes (focalisation).
On obtient alors
x(O) = a(O)*x, (38)
soit
x(O) = a(O)*s + b(9),
où s représente ici les mesures non bruitées, (39)
et oùa(O) joue le rôle d'unfiltre spatial.
I  s'agit donc d'une première mise en ceuvre du filtre spatial
i trodu en (28) avec
w(8) = a(9) . (40)
La puissance est alors donnée par
aFV(0) = E{~x(9)J 2} = a (9)*I'xa(0), (41)
oùF., st la matrice de corrélation des observations x définie par
Fx = E{xx*} = F, + Fb . (42)
Considérons une antenne linéaire à capteurs équi-espacés et un
modèle de propagation par ondes planes. Dans ce cas, le champ
imagé est situé dans le plan perpendiculaire à l'antenne prenant
celle ci pour base, et a(O) est de la forme (15) . Le champ
 parcouru par l'intermédiaire de la variablea qui représente
maintenant un azimut. Enfin, l'intégrale (29) est réexprimée en
fonction de u(a) = dS'n(°) Il reste alors
uFV(8 )
= J
II (u(Q))
-j27r m[u(O)-u(o)]
2
du(or)+0r
2 (0)
, (9),
(43)
soit
(7F
2
	
2
V ( 0)
_ f
1.,
(u(a)
g(u(O)
- u(a))du(a) +
ab
(e), (44)
av c
9(u(e))
=
sin(7rMu(B)) 2
IMSin(7rU(O»j
O  reconnaît alors dans cette relation la convolution
cr 2 (0) = g(u(6)) * I8 (u(B)) + ab2 (8), (46)
3.1 .4 . Modélisation spectrale
relation qui exhibe une limitation en résolution, liée à la largeur
du lobe principal de g(u(6)) . De plus, les lobes secondaires de
g(u(B)) lectent de l'énergie hors de la direction visée.
On notera encore que cette relation peut encore s'écrire simple-
ment comme
g(m) yx(m)e
-j27rmu(O)
m=-ce
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(45)
(47)
où g(m)est l'autocorrélation du réseau,
g(m)
m
= 1 -
M
pour m = -M + 1 . .. M - 1 . (48)
et -y,(m)la séquence de corrélation des observations. Ainsi, et
av c les hypothèses que nous avons indiqué, la formation de voies
s  équivalen e à la tra sformation de Fourier de l  séquence d
corrélation apodisée par une fenêtre de Bartlett.
Il est possibl d  pondérer cet e formation de v ies afin d'obt nir
undiagramme de directivité(module de la fonction de transfert du
f lt ge patial effectué), avec des lobes secondaires plus bas, mais
au détriment d'un élargissement du lobe principal. Le traitement
' ntenn  r format on de voi s est ainsi caractérisé ar un
gramme de directivi é, fixéa priori pour chaque direction
bs rvation.
3.1.3. La méthode de CAPON
La méthode de Capon permet de tenir compte de l'ensemble des
sources présentes pour pallier à la limitation en résolution de la
f mation de voies et réduire l'amplitude des lobes secondaires
' st une méth d  adaptative. Le filtre spatial est ajusté afin
d'orienter l'antenne tout en minimisant les contributions des
sources qui ne sont pas situées dans la direction scrutée. Ceci
conduit à rechercher le filtre spatial qui minimise la puissance
globale
et la puissance s'écrit
aCAP(e) 2
= a*(6)I'x la (e)
C  traitement adaptatif est caractérisé par un pouvoir de résolution
dépendant cette fois du rapport signal à bruit: plus le rapport est
vé, m illeure est la résolution.
D ns le paragraphe sur la formation de v ies, nous avons noté
que sous les hypothèses d'ondes planes et d'antenne rectiligne
uniforme, la recherche de la distribution d'intensité n fonction
la direction st équivalente à un problème d'e timatio  du spec-
tre de puissance (en fréquences spatiales). Dès lors, il est possi-
ble d'utiliser les méthodes paramétriques [Johnson82, Haykin92]
ARMA. Les méthodes fondées sur une modélisation autorégres-
s ve (AR) sont les plus utilisées, car elle conduisent à la résolution
' n système linéaire, et peuvent être justifiées par leur lien avec
la prédiction linéaire et, pour une caractérisation au second ordre,
parce qu'elles sont la solution à maximum d'entropie du problème
d'estimation spectrale. Enfin, les méthodes paramétriques per-
mettent une « extrapolation spectrale », et possèdent par suite des
capacités de résolution théoriquement parfaites. Les paramètres
orégr ssifs sont obtenus en résolvant l'équation normale d'or-
dre q
f
o
2
rq,-, a = r be,
1
veceT = [10 ' . . . , 0] .
et où rq, x désigne la matrice de corrélation dex d'ordre q . Le
spectre AR s'exprime alors comme
c 2
	 b
Qmi£ I
EL
ane
-j27rnu(B)12'
(52)
(53)
(54)
pour u(9) quelconque. Signalons simplement ici que les
paramètres AR modélisent le signal et le bruit, et que le spec-
tre obtenu est alors le spectre du signal composite . D'autre part,
la qualité de l'estimation est liée au choix d'un ordre optimal pour
le modèle AR.
3.2 . MÉTHODES CLASSIQUES
SOUS L'HYPOTHÈSE
DE SOURCES PONCTUELLES
Les méthodes « champ continu » présentées ci-dessus s'ap-
pliquent sans restriction à un modèle de champ discret; cepen-
dant, sous l'hypothèse de sources ponctuelles, des méthodes à
très hautes performances ont été proposées.
3 Sous l'hypothèse qu'il n'existe pas de sources cohérentes de dimension
supérieure à P est de rang P. Dans ce cas de figure, la matrice signal est de
rang inférieur à P et les sources cohérentes apparaissent comme une seule source.
C te situation intervient en particulier en présence de trajets multiples.
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a 2 (9) = w*(6)r~^w(e) (49)
sous la contrainte de normalisation
(50)w*(O)a(O) = 1 .
Le filtre spatial est alors
w(9)
r.
laie)_ (51)*
a (O)r~ a(6)
3.2.1. Les méthodes à haute résolution
Les méthodes à haute résolution sont fondéessur les propriétés
d la matrice de corrélation de l'observationqui ont été mises
exergue par les t av uxde Pisarenko et Ligett [Ligett72,
Pisarenko73]. Nous avons déjà noté que(à partir de la relation
(33))l' bs vat on non b uitée rest confinée à u  espacev ctori l
de dimension P . Par suite, toute matrice de corrélation non
bruitée3 . On peut alors distinguer deux sous-espaces e e s
en somme directe : un sous-espace signal, l'image de r s , et
son complémentaire appelé lesous-espace bruit. On les note
pectiv ment: Es etEB . A partir de l'équation(35), on obtient
E{xx*} = AE{ss*}A* + E{bb*},
	
(55)
soit
rx = AFS A* + Fb = ry + Fb, (56)
avec des notations évidentes. Lorsque la matricede covariance du
bruit r b est proportionnelle à l'identité, ce qui dvient quand le
bruit est stationnaire et blanc spatialement, s vecte rs propres de
r., sont inchangés (par rapport au cas non bruité),et permettent
de définir les sous-espaces signal et bruit. Par contre, si le bruit
est corrélé, il faut soustraire de la matriced'obs rvationr., une
estimée de la matrice bruit.
Les sous-espaces signal et bruit étant complémentaires,tout
v cteur du sous espace bruit est orthogonalau sous-espace signal .
D'après(33), s vecteurs sourcesa(O) appartiennent au sous-
espace signal, et dans ces conditions on a
i
a(9) *vb= 0,
où b st un vecteur du sous-espace bruit.
Dès lors, il suffit de sélectionnerun ou plusieurs vecteurs du
sous-espace bruit pour tester cette orthogonalité pour tous les
paramètres 0. Pour cela, on introduit la fonction de détection, ou
fonction discriminante
d(O)
la(e)*vbl2
(58)
qui est maximale lorsque 8 prend pour valeurl'un des vecteurs
paramètres d'une des sources. Ceci est exact quelque soit le
v ct urvbdu sous espace bruit . En pratique, (estimation en
présence de bruit) cette fonction est seulement maximale au
sinage de la solution. La qualité statistique de la détection
pend a alors direc ement du choix du vecteurvb. Ce choix
ar itr ire donne lieu à plusieurs variantes.
On peut choisir c mme v c eur necombinaison linéaire par-
ticulière de tous lesvb. Tufts et Kumaresan [Tufts82, Tufts83]
p conisent de cho sir le vecteur du sous-espacebruit de norme
mi imale e ont la p emièr  composante vaut1, car ce choix as-
s e un stimée de varianc minimale. Cette solution est donnée
par
i
VTK =
Ilbe,
avecIIb
= EPP+1
vp p(59)
et eT = [ 10, . . . , 0] .
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(57)
Notons que IIb est simplement le projecteur sur le sous-espace
bruit. On définit de manière analoguele projecteur IIS sur le
sous-espace signal, et on a alors
IIS + Hb = I
. (60)
L'amélioration de la stabilité statistique de l'estimée conduit na-
turellement à tester une orthogonalité« moy n e » avec ous les
v teurs du s us-espac bruit. Il s'agit alors de la méthode MU-
SIC introduite par Schmidt [Schmidt79, Schmidt86], et indépen-
nt par Bienv nu et Kopp [Bienvenu80]sous le nom de
« goniomètre »
Dans le cas d'une antenne rectiligne uniforme et d'un modèle
de propagation par ondes planes, le cteur directionnel est un
v ct ur de Vande mon  donné en(15). On peut alors donner une
solution explicite à la relation d'orthogonalité (57) en recherchant
les racines d'un polynôme . En effet, (57) s'écrit alors
~P0 Vb(i)z' = 0,
avec z= e-
j2au(e)
(63)
- lorsque l'espace bruit est de dimension 1, on obtient la méthode
de Pisarenko 4 ,
- u d e v cte r est le vecteur de Tufts-Kumaresan,on reconnaît
la méthode « Root-TK »,
- de manière analogue, on peut rechercher les racines du polynôme
engendré para(9)*Ilba(O), ce qui donne la méthode « Root-
MUSIC ».
La définition des sous-espaces signal et bruit repose sur une
écomposition de la matrice de c vari nceen ses éléments pro-
pr , don c ût peu  s'avérer t ès o den pratique . Une autre
démarche pour définir une base du sous-espacebruit, q i , pour
i = 1 à M- P, a été présentée dans [Munier9l]. Il s'agit d'une
base non orthogonale qui se déduit des propriétésalgébriques de
la matrice A. Elle mène à la méthode dite du Propagateur
1
d(O)
_
EMi
P la(O)*gil2
(64)
L cal ul s vect u s d  la base se fait,à partir de I , par un
simple processus des moindres carrés et nécessite simplement
' v rsion d'un m tr ce(P, P) . De nombreux raffinements
4 Dans ce cas, les composantesvb(i)peuvent s'interpréter comme les coefficients
ai du modèle autorégressif singulier (le bruit générateur est nul), caractérisant le
signal : r sa
= 0 .
1
d(O) = (61)
>p
P+i l a(a)
*vpl2
soit
1d(B) = (62)
a(8)*nba(e)
.
de cette méthode ont été donnés dans [Marcos89, Marcos90,
Marsal9l ] .
Dans la plupart des estimateurs que nous venons de présenter, on
trace un pseudo spectre dont on vi nt rech rcher les coordonnées
(azimut, site, distance,. . .) des P maximalocaux les plus élevés.
Chaque source est ainsi traitée l'une après l'autre. Ces méthodes
se dégradent rapidement en présence de fortes corrélations, de
faibles séparations angulaires, ou de faibles rapport signal à
bruit. Ce comportement est lié au caractère « local » du critère
proximité entre Es et vect{a(0)}, où vect{a(O)} représente
'espace vectoriel eng ndré par lesa(O) .
Au i  d'une charg  d  cal ul p u  élevé , on peut choi ir
un cr tère d proximité « global » entre Es et v c {a(0)}. On
s'intéresse alors simultanément à tous les paramètres de toutes
les sources. Ceci engendre une nouvelle classe de méthodes
d'estimation dites « globales ». Le vecteur solution est d nné par
o = arg max d(O)
	
(65)
0
Parmi toutes les fonctions « globales » que l'on peut choisir,
l  méthodes du maximum de vraisemblance sont les plus
séduisantes. Ce choix est motivé dans le paragraphe suivant.
3.2.2 .Les méthodes du maximum de vraisembl nc
 princip  du maximum de vraisemblance est largement utilisé
dans le domaine de l'estimation statistique . Dans beaucoup de
c , les estimateurs au sens du aximum de vr is blance
t dent v rs ne esti atio  non bia sé t à variance minimale.
U  des principal  motivations de l' tilisation du max mu  d
vrais mblance est que s' l exi te un estimateur asymptotiquem nt
eff cace, c' st un estimateur du m ximum de vr isembl nce.
L'esti ée au ns d  maximum de vrais mblanc  est o te u  en
évalu nt l  densité de probabilité pour  val ur de l'obs rvation,
et en ch rchant alors la valeur du vecteur de pa amè res qui la
maximise
0MV = arg max
PO(xobs) . (66)
0
Le logarithme de cette fonction est appeléLogvraisemblanceet
est notéL(o, x) . Sous des conditions assez générales, il peut être
établi queE{L(o,x)} t maximale pour la « vraie » valeur des
paramètres Cett  propriété générale est une seconde motivation
d choi  du maximum de vrais mblanc.
Deux hypothèses sont couramment utilisées concernant les am-
plitudes s(t) .
Modèle à amplitudess(t) aléatoires
L s s(t) sont traités comme des variables aléatoires gaussiennes,
centrées stationnaires
F, = E{s(t)s*(t)}. (67)
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Dans ce cas la Log vraisemblance dépend de O, I'5 et u2, où
u2 est la puissance du bruit. Nous obtenons alors la méthode
d maximum de vraisemblance stochastique (MVS) [Bohme86,
Bresler88, Jaffer88]
Mvs
= arg min [log( JA(0)îs (o)A*(o) + & 2 (0)Il ] (68)
0
vec
rs(O) =A#(0)[rxA#*(e)],
avec& 2 (0) =
M'
	 Ptr(IIb(0)I' x), (69)
et lIb(0) = I - A(O)A#(o) .
La résolution d'un tel problème d'optimisation est bien entendu
ès lourde à mettre en o uvre.
Modèleàamplitudes s(t) déterministes
La Log vrais mblance dépend m intenant de 0, d'un ensemble
de Kv teurs [s(1),s(2) . . . s(K)] issus de Kobs r at ons
(« snapshots »),et d  l variance du bruit u2 .
Le seul élément aléatoire est le bruit, ce qui simplifie notablement
le problème. Le maximum de vraisemblance déterministe (MVD)
[Golub73, Bohme84] est alors donné par
OMVD
= arg mintr(IIb(0)Ê). (70)
0
Notons qu le MVD est b aucoup plus simple à mettre en oeuvre
que le MVS .
Le choix de la méthode dépend essentiellement de l'application
visagé. En radar et en radiocommunications le signal ne peut
ê re considéré comme une variable aléatoire gaussienne. D'autre
part, dans certaines applications de radiocommunications les
litudes sont plus i téress nt s que les direct o s d'arrivée
correspondantes. Le modèle déterministe est alors un modèle
naturel dans la mesure où il ne fait aucune hypothèse sur la nature
des signaux : les amplitudes des signaux sont ainsi des paramètres
inconnus à déterminer.
N ons que quelque soit la variante envisagée, l'implémentation
des algorithmes correspondants est délicate. Ceci explique que
ces méthodes restent peu utilisées, mais suscitent de nombreuses
de recherches .
4. Qualité de l'estimation
Dans la plupart des applications de traitement d'antenne il est
important de quantifier la qualité de l'estimation. Une mesure
u elle de la qualité est donnée par la matrice de covariance
de l'erreur d'estimation, que l'on a coutume de comparer aux
meilleures performances que l'on peut atteindre pour une situation
donnée.
P sieurs minorants de la covariance d'erreur sont disponibles
dans la littérature [Lehmann83, Weiss86]. Parmi celles-ci, la
borne de Cramer-Rao est la plus utilisée : la raison principale en
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est sa relative simplicité, ainsi que le fait qu'il existe souvent un
estimateur qui l'atteint asymptotiquement . Le biais et la résolution
sont également des éléments importants d'appréciation de la
qualité de l'estimation. Le pouvoir de résolution est sujet à de
multiples définitions, et nous laissons aux différents contributeurs
le soin de le définir localement.
La borne de Cramer-Rao est d'un intérêt fondamental pour le
praticien [Stoica89, Clergeot89] . En effet, elle permet de dire si
- un « cahier des charges » peut être respecté,
- ne amélioration des performances d'un estimateur est envisa-
geable .
Les trois critères de qualité que no s venons de présenter sont
ceux habituellement retenus pour comparer les performances
des estimateurs . Il peut être montré que les méthodes du type
prédiction linéaire et Capon sont asymptotiquement biaisées. Par
contre, les méthodes à haute résolution ne le sont pas. De plus, à
fort rapport signal-à-bruit la méthode de prédiction linéaire est
q ivalente à la méthode de Tuft-Kumaresan, et, de la même
m ère, la méthode de Capon es  équivale te à la méthode
MUSIC. S  un s ule s urce est présente, la formation de voies
est équivalente a  maximum de vraisemblance.
Dans l'objectif d'une utilisation opérationnelle, la complexité
d'un traitement est un élément important à prendre en compte.
C' st à cet égard un des principaux inconvénients des méthodes à
h ute résolution vis à vis des méthodes fondé s ur la transformée
de Fourier. Les méthodes qualifiées de « globales » sont les
plus performantes, mais nécessitent une charge de calcul très
importante .
Contrairement aux méthodes de type Capon et prédiction linéaire,
les méthodes à haute résolution nécessitent la connaissance du
nombre de sources . Ce point ne sera pas abordé ici, mais il faut
toutefois mentionner qu'il est délicat et conditionne la qualité de
l'estimation .
L s diverses méthodes que nous venons de présenter sont
séduisantes quant à leurs performances théoriques. Toutefois, les
expérimentations effectuées montrent que si ces méthodes sont
potentiellement très performantes, elles perdent de leur intérêt et
rs performances peuvent se dégrader sévèrement lorsque les
hypothèses sous-jacentes ne sont p s vérifié s.
Pour rester robuste à ces de perturbations de modèle, les méth-
odes précitées nécessitent des « aménagements ». Pour cela il faut
é inir avec précision les paramètres du modèle susceptibles d'in-
troduire des perturbations . Malgré beaucoup de similitudes entre
l  d ffér nts doma nes d'a plica ion, n tel travail est l'affaire
de « spécialistes ». En effet, chaque domaine d'application a des
spécificités inhérentes aux phénomènes physiques traités. L'objet
chapit e suivant est ainsi de laisser chaque spécialiste exposer
le problème qu'il traite, ainsi que les différentes sources de per-
turbations qu'il doit prendre en compte .
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