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Chapter 1
Introduction
It is a matter of course in our society that wireless data exchange can easily be
accomplished fast, reliably and securely. However, the challenges faced for wire-
less networks to live up to these expectations are daunting. Additional devices
are introduced daily to wireless networks, increasing not only the density of the
system, but also acting as additional potential sources of interference, a destruc-
tive phenomenon that is difficult to handle, and often results in unsuccessful data
exchange. Communication considering the actual physical transmission medium is
said to happen at the physical layer [1].
In recent years, data traffic worldwide has reached incredible numbers. The
amount of data carried by mobile networks each month is in the order of exabytes,
growing 18-fold over the last five years. Especially mobile video traffic has recently
seen unprecedented growth, and the numbers will keep rising as millions of different
mobile devices and connections are added annually around the globe. Due to the
forced heterogeneity of our networks, which need to accommodate many new types
of devices, reliable codes for traditional downlink communications are often not
suitable for serving modern transmission protocols. More modern communication
schemes, derived over the last decade, have the potential to become indispensable
in future wireless generations. For example, the future 5th Generation (5G) wireless
systems will incorporate many different techniques, including distributed antenna
systems and massive multiple-input multiple-output systems. The mentioned in-
compatibility is mainly due to devices involved in the transmission process being
equipped with unequal numbers of antennas or differing in available computational
power. Such incompatibility can also be a result of enabling security directly at the
physical layer, increasing the throughput of the system, etc. This motivates the
study of well-performing codes for many of those novel transmission schemes, and
is the main catalyst behind the research leading to this thesis. There are however
many aspects and characteristics offered by traditional downlink codes that remain
beneficial for modern approaches. The mathematical link is the underlying lattice
structure, an omnipresent object in the construction of physical layer codes. The
study of lattice codes has often provided additional motivation for studying purely
mathematical problems, which are interesting in their own right. Though lattices
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are highly symmetric and regular objects, their simple structure is deceptive, and
many problems in lattice theory remain open.
Going back to 1983, Conway and Sloane introduced a simple encoding method
based on the concept of a Voronoi code [12], for which codewords are essentially the
collection of coset representatives of a quotient of lattices. Over the following years,
several criteria have been developed for constructing Voronoi codes which offer re-
liable performance. More importantly, many significant existence results related to
sequences of lattices achieving certain asymptotic characteristics have been proven
by Poltyrev [39], Zamir and Feder [51], and many others, additionally motivated by
practical applications. Even before the concept of Voronoi codes was introduced,
the seminal 1975 paper by Wyner introduced the so-called wiretap channel, though
at the time in a wired setting [48]. Both of these concepts have come together in a
modern reinterpretation of the wiretap channel, now in a wireless context. More-
over, the recent award-winning compute-and-forward protocol developed by Nazer
and Gastpar [33] relies on the use of Voronoi codes for achieving high computation
rates. This protocol has received much deserved attention since its introduction in
2008, and is considered one of the most relevant modern relaying schemes.
Similarly but in the context of multiple-antenna downlink communications
stand the so-called space–time codes. The first construction of a space–time code
goes back to 1998, the famous Alamouti code for a system with two transmit an-
tennas [2]. Even if the construction of this particular code was achieved from an
exclusively engineering perspective and mathematically unmotivated, it was no-
ticed later that codewords correspond precisely to the left-regular representation
of elements of the Hamilton quaternions H. The discovery of the Alamouti code
was the starting point of a long and fruitful line of research involving both engi-
neers and mathematicians. Eventually, division algebras were proposed to serve
as underlying structures by Sethuraman et al. [41], which led to the construc-
tion of multiple extraordinary codes, such as the Golden code [8], which was later
incorporated in the IEEE 802.16 (WiMAX) standard, or general Perfect codes
[35]. Furthermore, the usefulness of maximal orders within the considered algebras
was then discovered by Hollanti and Lahtonen [20], which further improved the
potential performance of codes arising from these structures, though at the cost
potentially difficult bit labeling.
The high complexity of lattice decoders has traditionally been the bottleneck for
practical implementation of optimal decoders for space–time lattice codes. While it
is possible to resort to suboptimal decoders, the meticulously ensured good perfor-
mance of space–time codes would suffer. A potential algebraic decoding complexity
reduction was first addressed in [11] and motivated further related work, giving rise
to different families of so-called fast-decodable space–time codes. Even though it
has been recently shown by Mejri et al. [27] that the usual approaches do not
capture all families of fast-decodable codes, the typical methods allow for explicit
algebraic conditions which enable fast-decodability. This term can be rather mis-
leading, as the decoding complexity of fast-decodable codes can often still lead to
very slow decoding. However, fast-decodable codes offer a reduction in decoding
complexity in contrast to non-fast-decodable codes with comparable properties.
Though neglected in recent years, the asymmetry found in modern networks and
4
contemporary communication protocols naturally enable the use of more specialized
space–time codes. For instance, many recently developed physical layer relaying
protocols, such as the multiple-antenna amplify-and-forward scheme [32, 49] from
2007, relies on cleverly constructed space–time codes. Thus, space–time codes are
again becoming more relevant for modern wireless communications. Furthermore,
space–time codes often arise by force of nature in certain communication setups,
such as the multiple-access channel. It is hence not always about choice and design
only. In its broad generality, the study of lattice codes for physical layer commu-
nications is an interesting and rapidly evolving area of multidisciplinary research.
This thesis is composed of multiple articles in this interdisciplinary area of
research, and we give a brief overview on how all considered settings and results
are linked together. This summary is structured as follows. We recall some of
the most important mathematical objects and results related to lattice code design
in Chapter 2. Therein, we start with concepts from algebraic number theory,
followed by the theory of central simple algebras and their orders. Finally, we
study lattices and their properties, the most important mathematical object in
this thesis. We follow up with Chapter 3, where we introduce the basic principles
and characteristics of wireless communications on the basis of a simple point-to-
point channel. We furthermore introduce the notion of space–time codes and nested
lattice codes in Section 3.2.1 and 3.2.2, respectively. The results of the publications
composing this thesis are then discussed in Chapter 4. We divide the chapter into
four sections, each corresponding to a different wireless communications setting. In
each of the sections, the considered communications protocol is explained in detail,
and the goals and results of the corresponding publications are put in context.
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Chapter 2
Mathematical Preliminaries
In this chapter, we acquaint the reader with some of the mathematical notions
in algebraic number theory, class field theory, and the theory of lattices that are
most important to this thesis. As a main reference for the number theoretic results
presented in Sections 2.1 and 2.2 we refer to [29, 30, 34], while [13, 14] serve as
references for all lattice related concepts introduced in Section 2.3.
2.1 Algebraic Number Theory
We begin with the notion of algebraic number fields. Let L/K be an arbitrary field
extension. An element α ∈ L is called algebraic over K if there exists a non-zero
polynomial f(x) ∈ K [x] such that f(α) = 0, and the field extension L/K is called
algebraic if all elements of L are algebraic over K. Every field extension of finite
degree [L : K] := dimK(L) <∞ is algebraic.
Definition 1. An algebraic number field is a finite extension of Q.
To every number field K we can associate its ring of integers OK , the unique
integral closure of Z in K. In other words, OK is the collection of all elements of K
which satisfy a monic polynomial equation with coefficients in Z. In the simplest
case K = Q, we have OK = Z, and we see that K is the field of fractions of OK .
This statement remains true for all number fields.
2.1.1 Norm, Trace and Discriminant
Given a finite number field extension L/K of degree n, every α ∈ L naturally defines
a K-linear endomorphism L→ L; l 7→ αl with well-defined norm and trace, which
we refer to as the relative norm NmL/K (α) and relative trace TrL/K (α) of the
field extension, respectively. We fix compatible embeddings of K and L into C,
and identify the fields with their images under these embeddings. More precisely,
there exist exactly n pairwise distinct embeddings σi : L → C, such that σi |K is
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the identity on K. Let HomK(L,C) = {σ1, . . . , σn}. We have for all α ∈ L
NmL/K (α) =
n∏
i=1
σi(α); TrL/K (α) =
n∑
i=1
σi(α).
The trace form can be used to define an important invariant of a number field.
In fact, viewing L as a K-vector space with basis {b1, . . . , bn}, the trace
TrL/K : L× L→ K; (α, β) 7→ TrL/K (αβ)
is a non-degenerate symmetric bilinear form on L, with corresponding matrix
T (b1, . . . , bn) =
(
TrL/K (bibj)
)
i,j
. Using the description of the trace form in terms
of HomK(L,C), we have det(T (b1, . . . , bn)) = det (σi(bj))2i,j . If {b1, . . . , bn} is an
integral basis, the ideal disc(b1, . . . , bn) = 〈det (σi(bj))2i,j〉 is called the relative dis-
criminant disc(L/K) of the extension L/K.
Dedekind showed the existence of an integral basis for every number field ex-
tension L/K. When OK is a principal ideal domain, then every finitely generated
OL-module is free over OK , and we even have an integral basis of OL. In this
case, the discriminant of the extension L/K can be seen as an integer rather than
an ideal, as it is independent of the basis up to a unit factor. In particular, if
K/Q is an extension of degree n, the ring of integers OK is finitely generated as a
Z-module of rank n. We have the following definition.
Definition 2. Let K be a number field of degree n, with ring of integers OK , and let
{b1, . . . , bn} be an integral basis of OK . The discriminant of K is the well-defined
integer dK = disc(b1, . . . , bn) = disc(OK/Z).
2.1.2 The Group of Units
An important subset of the ring of integers OK is its group of units, O×K . Let
us divide the group HomQ(K,C) into the subset of real embeddings {σ1, . . . , σr} :
K → R, and the subset of pairs of complex embeddings {σr+1, σr+1, . . . , σs, σs} :
K → C. We have n = r + 2s, and call (r, s) the signature of the number field K.
An element α ∈ OK is a unit if and only if NmK/Q (α) = ±1, so that
r∏
i=1
|σi(α)|
r+s∏
j=r+1
|σj(α)|2 = 1.
If we denote by µ
(O×K) the roots of unity, a result due to Dirichlet tells us that
O×K is a finitely generated abelian group of rank r + s− 1, and as such,
O×K = µ
(O×K)⊕ Zr+s−1.
For all real number fields, that is, of signature (r, 0), we have µ
(O×K) = {±1}.
Moreover, note that for imaginary quadratic number fields we have (r, s) = (0, 1),
and the rank of O×K is thus zero. This implies a finite group of units, and it is
the only case where this occurs, excluding the trivial case K = Q. Otherwise, the
group of units has infinite cardinality.
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2.1.3 Ideals and Ramification
The motivation for studying number fields has its origins in the factorization of
integers into primes. In the ring Z, prime and irreducible elements coincide, and
as we know every natural number factors uniquely into prime numbers. By gener-
alizing the ring Z to the ring of integers OK of a number field, unique factorization
into prime elements is no longer guaranteed. However, the underlying structure of
the ring OK allows for a generalization of unique factorization by making use of
ideals, instead of elements.
Let L/K be a number field extension of degree n. Any prime ideal p of OK
factors in OL as
pOL =
g∏
i=1
Peii ,
where Pi are non-zero distinct prime ideals of OL, and ei > 0. We say that the
primes Pi lie over p. If one of the exponents satisfies ei > 1, we say that p is
ramified in OL, and refer to the number ei = e(Pi/p) as the ramification index.
We further define the residue class degree fi = [OL/P : OK/p]. On the other hand,
if ei = fi = 1 for all i, then p splits completely in L, and we say that it is inert in
L if p remains prime in OL.
The ramification indices and residue class degrees are related via the important
identity
g∑
i=1
eifi = n,
which simplifies to efg = n for Galois extensions.
An extension L of a number fieldK is unramified overK if no prime ideal of OK
ramifies in OL. While there do not exist unramified extensions of Q, there may
exist unramified extensions of other number fields. A prominent example is the
maximal unramified abelian extension of a number field K, known as the Hilbert
class field of K.
We can define the relative norm of an ideal P ⊂ OL lying over p ⊂ OK by
defining a homomorphism NL/K from the set of ideals of OL to the set of ideals of
OK as
NL/K (P) := p
f(P/p),
where p = P ∩ OK . We simply write N(p) when the extension is K/Q. With this
definition, for any non-zero ideal p ⊂ OK we have NL/K (pOL) = pn.
The notion of an ideal can be slightly generalized, giving rise to one of the
most important invariants of a number field. A fractional ideal of OK is a finitely
generated non-zero OK-submodule f of K. The collection JK of fractional ideals
forms an abelian group, called the ideal group of K. The ideal class group ClK of
K is the quotient
ClK := JK/PK ,
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where PK is the subgroup of principal fractional ideals. We have the following
important result.
Theorem 1. The class number hK := |ClK | of a number field K is finite.
From the definition we note that the ring of integers OK is a principal ideal
domain if and only if hK = 1.
We move on to the local case. Let K be a number field, and ν : K → R ∪ {∞}
a valuation on K. To a pair (K, ν) we can assign an absolute value | · |ν : K → R,
which for α, β ∈ K satisfies the properties |α|ν ≥ 0 with |α|ν = 0 ⇔ α = 0,
|αβ|ν = |α|ν |β|ν , and |α + β|ν ≤ |α|ν + |β|ν . The absolute value is called non-
archimedean if it satisfies the stronger property |α+ β|ν ≤ max {|α|ν , |β|ν}, and is
otherwise called archimedean.
Two absolute values are said to be equivalent if they induce the same topology
on K, and we call an equivalence class of absolute values on K a place of K. There
exists exactly one place of K
i) for each prime ideal p ⊂ OK , given by |α|p = (1/N(p))νp(α). These places
are called finite places.
ii) for each real embedding σ : K → R, given by |α|σ = |σ(α)|, and referred to
as infinite real places.
iii) for each conjugate pair of complex embeddings σ : K → C, |α|σ = |σ(α)|2.
These are called infinite complex places.
Consider a finite number field extension L/K, and let v and w be a place of K
and L, respectively. If | · |w restricted to K is equivalent to | · |v, we say that w
lies over v and write w|v. Every place of K extends to a finite number of places
of L. For finite places, the concept of ramification agrees with the usual ideal
theoretic concept mentioned above, while a real place is ramified if a place above
it is complex, and is otherwise unramified.
We are interested in the completion Kv of K with respect to a place v. There
are two possibilities.
i) If v is an infinite place, then Kv is isomorphic to R or C, depending on
whether v is real or complex, and | · |v is equivalent to the standard absolute
value.
ii) If v is a finite place, then Kv is a finite extension of the p-adic field Qp,
and the absolute value is isomorphic to the unique extension of the p-adic
absolute value.
For our purposes it suffices to only consider the local field Kp, where p ⊂ OK is
a non-zero prime ideal, that is, the completion of K with respect to the valuation
νp. If we denote by p = χ(OK/p) the characteristic of the residue field, then Kp
is a finite algebraic extension of Qp. Similarly to the ring of integers OK of K, we
can naturally assign to Kp the local ring OKp of elements of absolute value ≤ 1,
with unique prime ideal pOKp .
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Let L/Kp be a finite algebraic extension, and let q be the unique prime ideal of
OL. Then, if e(q|p) > 1 we say that p – or the extension L/Kp – is wildly ramified
if p | e(q|p), while it is tamely ramified if gcd(p, e(q|p)) = 1. As usual, if e(q|p) = 1
then p is unramified.
2.2 Central Simple Algebras
Similarly to the transition from the field Q to a degree-n extension K, we can
extend the number field K to an algebra of dimension n over K.
Let K be a field, and A a finite-dimensional associative K-algebra, not neces-
sarily commutative. If A has no non-trivial two-sided ideals, it is called simple,
and it is central if its center is precisely K. The algebra A is a division algebra,
or also a skew field, if all its non-zero elements are invertible. Every simple K-
algebra is isomorphic to Mat(n,D) for some n and some division K-algebra D,
unique up to isomorphism. We denote by ind(A) = √[D : K] the index, and by
deg(A) = √[A : K] the degree of the algebra, and A is division if and only if
ind(A) = deg(A).
It turns out that when we restrict ourselves to number fields, every K-central
simple algebra is cyclic, and vice versa. More concretely, consider a degree-n cyclic
Galois extension L/K of number fields, and denote by 〈σ〉 = Gal (L/K) its cyclic
Galois group. A cyclic algebra is a tuple
C = (L/K, σ, γ) :=
n−1⊕
i=0
eiL,
where en = γ ∈ K× and multiplication satisfies le = eσ(l) for all l ∈ L.
2.2.1 Representation of Cyclic Division Algebras
As above, fix a degree-n cyclic Galois extension L/K of number fields and a K-
central cyclic algebra C of dimension n. We treat C as a right L-vector space, and
fix the basis
{
1, e, . . . , en−1
}
. For fixed x =
∑n−1
i=0 e
ixi ∈ C and all y ∈ C, the
right L-linear map ρ : y 7→ xy describes left multiplication by elements in C, and
is compatible with algebra multiplication. The associated matrix is given by
x 7→ ρ(x) :=

x0 γσ(xn−1) γσ2(xn−2) · · · γσn−1(x1)
x1 σ(x0) γσ
2(xn−1) γσn−1(x2)
...
...
...
xn−2 σ(xn−3) σ2(xn−4) γσn−1(xn−1)
xn−1 σ(xn−2) σ2(xn−3) · · · σn−1(x0)
 .
We refer to this representation as the left regular representation of C. The
determinant and trace of ρ(x) are referred to as the reduced norm nm(x) and
reduced trace tr(x) of x, respectively. Note that we have the relations NmC/K (x) =
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nm(x)n and TrC/K (x) = n tr(x). Here, NmC/K () and TrC/K () are similarly defined
as the reduced norm and trace, but with respect to a basis of C over K.
Given a cyclic algebra C = (L/K, σ, γ), we can determine whether C is division
by means of γ. We recall here two results, which are used in Publications I, II and
III.
Lemma 1. Let C = (L/K, σ, γ) be a cyclic algebra of degree n.
i) [18, Prop. 2.4.5] If γ is such that γ
n
p /∈ NL/K (L×) for all primes p | n,
then C is a division algebra.
ii) [43, Thm. 7.1] Let p be a prime ideal of OK with corresponding p-adic
valuation νp, and let a ∈ K be such that νp(a) = 1. For any element γ ∈ OK
which is not a square mod p, C = (K(√a)/K, σ, γ) is a division algebra.
The element γ is referred to as a non-norm element for obvious reasons, and
one should in fact think of γ as an element in the quotient K×/NmL/K (L×). Note
that γ′ = NmL/K (α) γ for some α ∈ L× if and only if (L/K, σ, γ) ∼= (L/K, σ, γ′).
2.2.2 Orders and Discriminants
Given a number field K, the collection of integral elements form the ring of integers
OK of K. This ring is the unique maximal order of K, a concept which we will
now recall in a more general context.
Given a cyclic division algebra C = (L/K, σ, γ), an OK-order Γ in C is a subring
of C sharing the same identity as C and such that Γ is a finitely generated OK-
module which generates C as a linear space over K. Maximality is defined with
respect to inclusion, and every order is contained in a maximal order.
Within a number field K, the ring of integers OK is integrally closed and the
unique maximal order of K. In general, a maximal order Γ is not integrally closed,
and a division algebra C may contain multiple maximal orders. In contrast, the
following special order is often of interest due to its simple structure. It is in fact
the initial source for space–time codes with non-vanishing determinants, and the
main object of interest in Publication I.
Definition 3. Let C = (L/K, σ, γ) be a cyclic division algebra. The natural order
of C is the OK-module
Γnat :=
n−1⊕
i=0
eiOL.
Note that Γnat is not closed under multiplication unless γ ∈ OK .
Given an order Γ in a cyclic division algebra C, for every g ∈ Γ\ {0} the reduced
norm and trace satisfy nm(g), tr(g) ∈ OK\ {0}. Similarly to the number field case,
we can define the discriminant (ideal) of the order Γ as the ideal
disc(Γ/OK) := 〈det (tr(xixj))n
2〉
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where {x1, . . . , xn2} ∈ Γn2 . When Γ is a free OK-module, we can choose any basis
of Γ and view the discriminant as a number, rather than an ideal. All maximal
orders of C share the same discriminant disc(C), referred to as the discriminant of
the algebra. Given two OK-orders Γ1 ⊆ Γ2, we have disc(Γ2/OK) | disc(Γ1/OK),
and consequently disc(C) | disc(Γ/OK) in OK for any OK-order Γ. For the natural
order Γnat we have disc(Γnat/OK) = disc(L/K)n. Hence, for any F ⊆ K we have
the important relation
disc(Γnat/OF ) = disc(L/F )n NmK/F (γ)n(n−1) .
2.3 Lattices
The most important objects used in this thesis are lattices, structures which we
introduce in this section alongside related notions and important properties.
Consider a Euclidean space E = (V, 〈·, ·〉), consisting of a finite dimensional real
vector space V and an inner product. We have an isomorphism E ∼= Rdim(E), and
we will henceforth consider the standard Euclidean space Rn with the standard
inner product.
Definition 4. A lattice Λ ⊂ Rn is the Z-span of a set of vectors of Rn, linearly
independent over R.
Any lattice is isomorphic to Zt as groups, t ≤ n, and is thus a free abelian group
of rank rk (Λ) = t. We give an alternative group theoretic definition.
Definition 5. A lattice Λ ⊂ Rn is a discrete subgroup of Rn.
By discrete subgroup we mean that the metric on Rn defines the discrete topol-
ogy on Λ. When n = 1, the situation is very simple, as any subgroup of R is either
dense or discrete, while for n > 1, subgroups of Rn are not as easy to classify. A
simple classification is however possible when only considering discrete subgroups.
To be precise, for b1, . . . ,bt R-linearly independent vectors in Rn, the subgroup
b1Z + · · · + btZ is discrete. Conversely, for any discrete subgroup G of Rn there
exist R-linearly independent vectors b1, . . . ,bt ∈ G such that G = b1Z+ · · ·+btZ.
A lattice Λ ⊆ Rn can hence be expressed as a set
Λ =
{
x =
t∑
i=1
bizi
∣∣∣∣∣ zi ∈ Z
}
,
and we say that {b1, . . . ,bt} forms a Z-basis of Λ. It is often assumed that a lattice
has full-rank in its ambient space, rk (Λ) = dim(V ). While this is not necessary for
the definition, it can always be achieved by replacing the ambient space with the
subset of Rn spanned by Λ. We will henceforth assume a lattice to be full unless
stated otherwise, as the general case does not differ significantly.
We can conveniently define a generator matrix MΛ = (bi)i, so that every
element of Λ can be expressed as x = MΛz for some z ∈ Zn. The Gram matrix of
Λ is GΛ = M tΛMΛ.
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To each lattice Λ we can associate its fundamental parallelotope, defined as
PΛ := {MΛy|y ∈ [0, 1)n}. Note that we can recover Rn as a disjoint union of
the sets x + PΛ for all x ∈ Λ. Since MΛ contains a Z-basis of Λ, any change
of basis is obtained via a unimodular matrix. Hence, the volume of the obtained
parallelotope PΛ is invariant under change of basis. Thus, we define the volume of
a lattice Λ ⊂ Rn as the Lebesgue measure of its fundamental parallelotope,
vol (Λ) := vol (PΛ) =
√
det(GΛ).
A subgroup Λ′ ⊂ Λ which is itself a lattice is called a sublattice of Λ, and we
refer to Λ as a superlattice for Λ′. If dim (Λ) = dim (Λ′), the group index |Λ/Λ′| is
finite, and the volume of Λ′ is given by vol (Λ′) = vol (Λ) |Λ/Λ′|.
A lattice quantizer QΛ : Rn → Λ is a function that maps each point in Rn to
its closest lattice point x ∈ Λ. For a lattice Λ ⊂ Rn and quantizer QΛ, the Voronoi
cell associated with an element x ∈ Λ is the set
VΛ(x) := {y ∈ Rn|QΛ(y) = x} ,
and the basic Voronoi cell of Λ is V(Λ) = VΛ(0).
While the volume of a lattice is independent of the basis, it is often desirable
to have a basis consisting of short vectors. The squared norm of the shortest
independent vectors of a lattice are known as the successive minima λ1, . . . , λn of
Λ, which can be defined as
λi(Λ) := (inf {r > 0|dim(Br ∩ Λ) ≥ i})2 ,
where Br denotes an n-sphere of radius r. Hence, B√λi is the smallest sphere
containing i linearly independent lattice points.
Of special interest are the vectors x ∈ Λ satisfying ‖x‖2 = λ1, that is, the
shortest vectors in the lattice. The number of shortest vectors is also known as
the kissing number κ(Λ) of Λ. In general, finding a shortest vector in an arbitrary
lattice is only known to be NP-hard. The main classical result is due to Minkowski,
and states that for a lattice Λ of rank n, the first minimum satisfies λ1 ≤ n vol (Λ)
n
2 .
In particular, for every dimension there is an upper bound on the largest possible
λ1 over all lattices of equal volume, known as the Hermite constant.
As a particularly nice family of lattices, well-rounded lattices contain a basis
of the ambient space consisting exclusively of shortest vectors. In other words, a
lattice in Rn is called well-rounded if λ1 = · · · = λn.
2.3.1 Theta Function and Flatness Factor
Having introduced the basic concepts related to lattices, we now give the definition
of a very important function. Given a lattice Λ, define for each r ∈ R the cardinality
ΩΛ(r) :=
∣∣{x ∈ Λ | ‖x‖2 = r}∣∣.
Definition 6. Let Λ ⊂ Rn be a full lattice. The theta series of Λ is the generating
function
ΘΛ(q) =
∑
x∈Λ
q‖x‖
2
= 1 +
∑
r>0
ΩΛ(r)q
r.
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Lattice Dimension λ1 vol (Λ) ΘΛ(q)
Zn n ≥ 1 1 1 θn3 (q)
Dn n ≥ 3 2 2 12 (θn3 (q) + θn4 (q))
A2 2 1
√
3/4 θ2(q)θ2(q
3) + θ3(q)θ3(q
3)
E8 8 2 1 12 (θ
8
2(q) + θ
8
3(q) + θ
8
4(q))
K12 12 4 27 932θ
6
2(q)θ
6
2(q
3) +
(
θ2(q
4)θ2(q
12) + θ3(q
4)θ3(q
12)
)6
+ 4516θ
4
2(q)θ
4
2(q
3)
(
θ2(q
4)θ2(q
12) + θ3(q
4)θ3(q
12)
)2
Λ24 24 4 1 12 (θ
8
2(q) + θ
8
3(q) + θ
8
4(q))
3 − 4516 (θ2(q)θ3(q)θ4(q))8
Table 2.1: Various important lattices and their basic attributes.
We remark that the theta series converges absolutely for 0 ≤ q < 1, and is more
generally defined in terms of a complex variable q = epiiz, z ∈ C. For the purposes
of this thesis, however, it suffices to view ΘΛ(q) as a formal power series in a real
variable q. By giving the definition in terms of ΩΛ(r), it is apparent that ΘΛ(q)
encodes important properties of Λ, e.g.,
arg min
r>0
{ΩΛ(r) > 0} = λ1; min
r>0
{ΩΛ(r) > 0} = κ(Λ).
Although of great importance, the theta series is unfortunately only known in
closed form for a handful of lattices, and is usually given in terms of the Jacobi
theta functions
θ2(q) =
∞∑
i=−∞
q(i+
1
2 )
2
, θ3(q) =
∞∑
i=−∞
qi
2
, θ4(q) =
∞∑
i=−∞
(−q)i2 . (2.1)
Even so, the Jacobi theta functions are rather complicated. The reason for
this small set of lattices with known closed-form theta series is that, similarly to
finding short vectors, efficient computing of lattice points with a given length in
arbitrary domains and arbitrary dimensions is still an open problem. While many
results have been obtained over the last two decades, for example the remarkable
work by Fukshansky and Schürmann [16] or Widmer [47], the results are of such
a general nature that the upper bounds are far from being tight, even for very
structured lattices and domains. Thus, being able to efficiently compute even
an approximation of the theta series of an arbitrary lattice is a problem which
is interesting in its own right. The following result is derived in Publication IV,
additionally motivated by practical applications.
Theorem 2. Let Λ ⊂ Rn be a full lattice with volume vol (Λ) and minimal norm
λ1. For 0 ≤ q < 1, the theta series ΘΛ(q) can be expressed as
ΘΛ(q) = (1− qλ1)− log(q)λ
n
2 +1
1 pi
n
2
Γ
(
n
2 + 1
)
vol (Λ)
∞∫
1
t
n
2 qλ1tdt+ Ξ(Λ, n, L, q),
with an error term Ξ(Λ, n, L, q) involving a constant which depends on n, Λ, and
a Lipschitz constant L.
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Finally, we can introduce the notion of the flatness factor of a lattice, which
is a direct function of its theta series, and relevant in Publications IV and VII.
Consider the usual n-dimensional zero-mean Gaussian PDF with variance σ2,
f(t, σ2) =
1
(
√
2piσ2)n
e−
‖t‖2
2σ2 .
We let the variable t range over points over a (possibly shifted) full lattice Λ,
yielding for y ∈ Rn the sum of Gaussian functions
f(Λ + y, σ2) :=
∑
x∈Λ
f(x+ y, σ2).
As a function of y, f(Λ +y) is Λ-periodic, and defines a PDF on the basic Voronoi
cell V(Λ), which we refer to as the lattice Gaussian PDF. For the centered function
f(Λ, σ2), we have the useful identity
f(Λ, σ2) =
∑
x∈Λ
f(x, σ2) =
1
(
√
2piσ2)n
∑
x∈Λ
e−
‖x‖2
2σ2
=
1
(
√
2piσ2)n
ΘΛ
(
e−
1
2σ2
)
.
Definition 7. Let Λ ⊂ Rn be a full lattice, and for y ∈ Rn, let f(Λ+y, σ2) denote
the lattice Gaussian PDF of the lattice Λ + y. The flatness factor of Λ is defined
as
εΛ(σ
2) := max
y∈Rn
∣∣∣∣f(Λ + y, σ2)1/ vol (Λ) − 1
∣∣∣∣ .
The flatness factor is a quantity which measures the deviation of the lattice
Gaussian PDF from the uniform distribution on the Voronoi cell V(Λ). It is easy
to show that the maximum is achieved for y ∈ Λ, and as an immediate consequence
we can relate the flatness factor to the theta series of Λ by the equation
εΛ(σ
2) =
vol (Λ)
(
√
2piσ2)n
ΘΛ
(
e−
1
2σ2
)
− 1.
2.3.2 General Lattices
We have defined lattices as discrete subgroups of Rn and they are, by definition,
free Z-modules. It is however possible and often desirable to extend the definition
to other rings and ambient spaces, such as the ring of integers of a number field,
or an order in a cyclic division algebra. In this more general context, we define
a lattice Λ to be a discrete and finitely generated abelian subgroup of a real or
complex ambient space V . In the previous derivations, we have set V = Rn. When
V = Cn or V = Mat(n,C), we first need to replace the standard inner product
with the Hermitian form 〈x,y〉 = x†y in the former, and by 〈X,Y 〉 = Tr (X†Y )
in the latter case, where † denotes conjugate transpose. In these cases, we can also
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identify a lattice in V with a lattice in R2n or R2n2 , respectively, via the R-linear
isometry
ι :
{
Cn → R2n; (u1, . . . , un)t 7→ (<(u1),=(u1), . . . ,<(un),=(un))t ,
Mat(n,C)→ R2n2 ; (u1, . . . ,un) 7→ (<(u11),=(u11), . . . ,=(u1n), . . . ,<(unn),=(unn))t .
(2.2)
We have ‖u‖ = ‖ι(u)‖ and ‖U‖F = ‖ι(U)‖, respectively, where ‖ · ‖F denotes
the Frobenius norm, and ι maps full lattices in V to full lattices in the target
Euclidean space.
For V = Cn it is straightforward to define most of the notions. For V =
Mat(n,C), let Λ ⊂ V be a full lattice with Z-basis {B1, . . . , Bn}, Bi ∈ V . A
generator matrix and the corresponding Gram matrix for Λ can be given as
MΛ = (ι(Bi))i ; GΛ = M
†
ΛMΛ =
(
<(Tr(B†iBj))
)
i,j
.
The volume of Λ is the volume of the corresponding lattice ι(Λ) in R2n2 , i.e.,
vol (Λ) =
√
det(GΛ).
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Chapter 3
Lattice Codes and the Physical
Layer
In the previous chapter we introduced the most important mathematical tools used
in this thesis. We now give a brief overview on the physical medium and related
code design. The main focus in this chapter lies on the basic wireless point-to-
point channel model and related statistical quantities. We do not further specify
transmission protocols, as the fundamental principles of wireless transmission mod-
els and characteristics of wireless channels can be illustrated with this most basic
setup. More specialized settings will be discussed later in Chapter 4 when we
review the results of the publications constituting this thesis.
Further, we review the construction and properties of two types of lattice codes,
and recall the related code design criteria. The main references for this chapter are
[18], [23] and [50].
3.1 Fading Channel Model
In a wireless environment, in contrast to wired channels, a transmitted signal is
not bound to follow a specific path from the transmitter to the receiver. Indeed,
many different paths exist, and consequently different electromagnetic waves will
coalesce at the receiver, causing a superimposed channel output. Together with dis-
sipation effects caused by, e.g., urban structures, as well as interference, the signal
experiences fading. Various statistical models exist to describe this phenomenon,
two important ones being the Rayleigh and Rician fading model. The latter is
especially useful when a (partial) line of sight is assumed between the transmitter
and receiver, i.e., when there is a clearly dominant signal. This is however not
necessarily a realistic assumption in general urban environments or long-distance
communications, and we will consider the former fading model.
In addition to fading, thermal noise at the receiver further distorts the channel
output. This additional noise term is usually modeled as a zero-mean Gaussian
random variable with finite variance.
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Let us describe a Rayleigh fading channel model with additive white Gaussian
noise. Assume a single source equipped with nt ≥ 1 transmit antennas and a single
destination with nr ≥ 1 receive antennas. To combat the destructive effects of
fading, the transmitter encodes its data into a codeword (matrix) X ∈ Mat(nt ×
T,C), where T denotes the number of channel uses, also referred to as delay.
That is, the source communicates to the destination over T subsequent time slots.
Here, each column of X corresponds to the signal vector transmitted in each time
slot, across the available transmit antennas. This strategy of providing multiple
independently fading copies of the same signal to the receiver is known as enabling
diversity. More concretely, we refer to spatial and temporal diversity when using
multiple antennas and time slots, respectively; we code over space and/or time.
The physical channel is modeled by a random matrix H = (hij)i,j ∈ Mat(nr ×
nt,C), which is assumed to remain static for T time slots and then change inde-
pendently of its previous state. The entries of H are complex variables with i.i.d.
normal distributed real and imaginary parts,
<(hij),=(hij) ∼ N (0, σ2h),
yielding a Rayleigh distributed envelope
|hij | =
√
<(hij)2 + =(hij)2 ∼ Ray(σh)
with scale parameter σh, which gives this fading model its name.
The additive noise is modeled by a matrix N ∈ Mat(nr×T,C) with i.i.d. com-
plex Gaussian entries with zero-mean and variance σ2n. In summary, the channel
output at the receiver can be modeled by the well-known channel equation
Y = HX +N.
For terminology, we differentiate the cases where nt, nr ≥ 2, to which we refer
to as the multiple-input multiple-output (MIMO) model, as well as the special case
(nt, nr) = (1, 1), the single-input single-output (SISO) channel model. The receiver
is usually assumed to have channel state information, that is, to know the channel
matrix H, which is especially important for decoding purposes. In this thesis,
the transmitter is assumed to know the statistics of H, but not know the current
channel realization.
As the fading and noise matrices need to be treated as random variables, the
resulting performance depends entirely on the employed code, i.e., the finite set
from which the codewords X are taken. We present two different types of codes
whose construction and performance rely on an underlying lattice structure.
3.2 Lattice-Based Coding for Wireless Channels
After discussing the basic properties of a typical channel model in the previous
section, we now move on to study the construction of lattice codes from algebraic
structures. We start with an introduction to space–time coding, a technique em-
ployed in MIMO communications, which we consider in Publications I, II and III,
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and recall the related code design criteria. We then review the construction and
properties of nested lattice codes used, e.g., in the communication setups considered
in Publications IV, V, VI and VII.
3.2.1 Space–Time Codes
Recall the Rayleigh fading MIMO channel model. For communication over nt
transmit antennas and T time instances, we have seen that codewords X need to
be taken from some finite collection of matrices X ⊂ Mat(nt × T,C). Naively,
we could define a code to simply be a finite collection of such matrices. However,
the so-called coding gain, a quantity related to the minimum determinant of the
code, vanishes for non-discrete structures. We will define these notions shortly. To
circumvent this problem, forcing a discrete structure on the code is helpful, e.g., a
lattice structure.
Definition 8. Let {Bi}ki=1 be an independent set of fixed nt×T complex matrices.
A linear space–time block code of rank k is a set of the form
X =
{
k∑
i=1
Bisi
∣∣∣∣∣ si ∈ S
}
,
where S ⊂ Z is the finite signaling alphabet used.
If the matrices {Bi}ki=1 form a basis of a lattice Λ ⊂ Mat(nt × T,C), then X
is called a space–time lattice code of rank k = rk (Λ).
We henceforth refer to such a code X simply as a space–time code. We identify
the lattice Λ underling the code X with the corresponding lattice ι(Λ) ⊂ R2ntT
(cf. (2.2)), and carve out the finite code X from the infinite lattice by fixing a
bounding region D ⊂ R2ntT and setting ι(X ) = ι(Λ) ∩ D. The code size is the
cardinality of the finite set of codewords. As the transmit power consumption is
directly related to the Frobenius norm of the transmitted codeword, the bounding
region D should be chosen such that for a fixed code size, the elements of ι(X ) are
efficiently packed inside D, and maintain a low average power. Typical choices are
a spherical shape, which yields the best packing at the cost of more complex bit
labeling, and cubic shapes, which can be easily labeled.
The code rate of X is defined as R = k/T real symbols per channel use. For
nr receive antennas, the code is said to be full-rate if R = 2nr. Here, full-rate
is defined as the maximum rate that still maintains the discrete structure at the
receiver and allows for linear detection methods such as sphere-decoding.
Consider a space–time code X , and let X ∈ X be the transmitted codeword.
Maximum likelihood (ML) decoding refers to the maximization of the conditional
probability of receiving Y when X was transmitted, assuming the channel realiza-
tion H. As the receiver has channel state information and the noise is assumed to
be zero-mean, ML decoding in this simple communication setup can equivalently
be carried out by computing an estimate of the transmitted codeword as
Xˆ = arg min
X∈X
‖Y −HX‖2F . (3.1)
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Let us assume nt ≥ T . The probability Pr(X → X ′) that a codeword X ′ 6= X is
decoded when X was sent is asymptotically upper bounded with increasing signal-
to-noise ratio (SNR) as
Pr(X → X ′) ≤ (det ((X −X ′)(X −X ′)†) SNRnt)−nr .
From this upper bound, two design criteria can be derived [42]. The diversity
gain of a code is the asymptotic slope of the error probability curve with respect
to the SNR in a log− log scale, and relates to the minimum rank rk (X −X ′) over
all pairs of distinct code matrices (X,X ′) ∈ X 2. Thus, the minimum rank of X
should ideally satisfy
min
X 6=X′
rk (X −X ′) = min{nt, T}.
A code satisfying this criterion is called a full-diversity code.
On the other hand, the coding gain measures the difference in SNR required for
two different codes to achieve the same error probability. For a full-diversity code,
this is proportional to the determinant
det
(
(X −X ′)(X −X ′)†) .
As a consequence, the minimum determinant over all pairs of codewords (X,X ′) ∈
X 2,
min
X 6=X′
det
(
(X −X ′)(X −X ′)†) ,
should be as large as possible. For the infinite code
X∞ =
{
k∑
i=1
siBi
∣∣∣∣∣ si ∈ Z
}
we define the minimum determinant as the infimum
∆min(X∞) := inf
X 6=X′
det
(
(X −X ′)(X −X ′)†) ,
and if ∆min(X∞) > 0, i.e., the determinants do not vanish as the code size increases,
the code is said to have the non-vanishing determinant property.
Let hereinafter nt = T =: n. Given a lattice Λ ⊂ Mat(n,C), we have by
linearity
∆min(Λ) = inf
0 6=X∈Λ
|det(X)|2,
and we call ∆min(Λ) the minimum determinant of the lattice. This implies that
any lattice Λ with the non-vanishing determinant property can be scaled so that
∆min(Λ) achieves any wanted positive value. Consequently, the comparison of two
different lattices requires some sort of normalization. Let Λ be a full lattice with
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volume vol (Λ) and Gram matrix GΛ. The normalized minimum determinant and
normalized density of Λ are the normalized quantities
δ(Λ) =
∆min(Λ)
vol (Λ)
1
2n
; η(Λ) =
∆min(Λ)
2n
vol (Λ)
,
and satisfy the relation δ(Λ)2 = η(Λ)
1
n . Thus, for fixed minimum determinant,
the coding gain can be increased by maximizing the density of the code, or equiv-
alently the density of the lattice, a problem which translates into a discriminant
minimization problem [45], as we shall see shortly.
We illustrate how to cleverly design space–time codes satisfying the two desired
criteria. In [41] it was observed that for a field K and division K-algebra D, any
finite subset X of the image of a ring homomorphism φ : D 7→ Mat(n,K) satisfies
rk (X −X ′) = n for any distinct X,X ′ ∈ X . This leads to a straightforward
approach for constructing full-diversity codes, namely by choosing the underlying
structure to be a division algebra. In the same article, cyclic division algebras
were proposed for code construction as a particular class of division algebras. The
ring homomorphism φ is the link between the division algebra and a full-diversity
space–time code.
Let C = (L/K, σ, γ) be a cyclic division algebra of degree n. The left-regular
representation ρ : C → Mat(n,C) is an injective ring homomorphism. We identify
elements in C with elements in Mat(n,C) via ρ, and can define a space–time code
to be a finite subset of ρ(C) or ρ(C)t. While this definition is sufficient to ensure
full-diversity, a lattice structure can be additionally enforced by restricting the
choice of elements to an order Γ ⊂ C. Therefore, we carve a space–time code as
a collection of short vectors X ⊂ ρ (Γ), or its transpose. To be consistent with
Definition 8, let rk (Λ) = 2n2 and let {Bi}2n
2
i=1 be a matrix basis for Γ over Q. For a
fixed signaling alphabet S ⊂ Z, symmetric around the origin, the space–time code
X is of the form
X =

2n2∑
i=1
siBi
∣∣∣∣∣∣ si ∈ S
 .
Recall that for every c ∈ Γ we have det(ρ(c)) ∈ OK . When K = Q or K is
imaginary quadratic, this implies det(ρ(c)) ≥ 1, thus guaranteeing non-vanishing
determinants. This was first achieved for codes based on cyclic algebras in [8] for
the Golden code by restricting the matrix entries to the ring of integers of the
center [7, 40], and the results were generalized to other Perfect codes in [35, 15].
The usefulness of orders more generally, however, was first noticed in [20].
We finally relate the minimum determinant of a code to the density of the
lattice. If the center K of the cyclic division algebra is quadratic imaginary and
the order Γ admits an OK-basis, then ρ(Γ) is a lattice and the measure of the
fundamental parallelotope P(ρ(Γ)) is directly related to the discriminant of the
order Γ as [45]
vol (ρ(Γ)) = c(K,n)|disc(Γ/OK)|,
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where c(K,n) is a constant which depends on the center and extension degree.
Thus, in order to maximize the density of a lattice arising from an order in a
cyclic division algebra, the discriminant of the order needs to be minimized. This
observation is crucial and is the main motivation behind our work in Publication
I.
Fast-Decodable Codes
We have just seen what properties a space–time code should exhibit to potentially
ensure a good performance, at least in terms of reliability. There are however more
aspects of the communication process which need to be taken into consideration.
For example, a complicated lattice structure makes it more complex to encode a
signal. In contrast, orthogonal lattices are worse for coding gain purposes, but
allow for efficient bit-labeling and somewhat lower complexity encoding. On the
receiver’s side, the structure of the code lattice determines the complexity of the
decoding process. Indeed, the major bottle-neck in effective implementation of
algebraic space–time codes has traditionally been their decoding complexity. The
concept of fast decodability was introduced in [11] in order to address the possibility
for reducing the dimension of the ML decoding problem (cf. (3.1)) without having
to resort to suboptimal decoding methods.
The ML decoding complexity of a rank-k space–time code X is defined as the
minimum number of values that have to be computed for finding the solution to
(3.1). The upper bound is the worst-case complexity |S|k corresponding to an
exhaustive search, where S ⊂ Z is the finite signaling alphabet. The following
definition is hence straightforward.
Definition 9. A space–time code X is said to be fast-decodable if its worst-case
ML decoding complexity is |S|k′ for k′ < k − 2.
This complexity is given in real dimensions, of which two can be eliminated by
simple Gram-Schmidt orthogonalization. Hence, we require a strict inequality. The
term fast-decodable is however somewhat misleading. While a fast-decodable space–
time code exhibits a reduced worst-case decoding complexity, even a significant
reduction can result in a decoding process which is too slow for practical use.
We proceed to investigate how to determine the decoding complexity of a space–
time code X . Let {Bi}ki=1 be a basis of X , and X ∈ X the transmitted signal.
For H the channel matrix and ι the isometry from (2.2), define the matrix B =
(ι(HBi))i ∈ Mat(2Tnr×k,R). The equivalent received codeword can be expressed
as ι(HX) = Bs for a coefficient vector st = (s1, . . . , sk) ∈ Sk. Performing QR-
decomposition on B, B = QR with Q unitary and R upper triangular, we get an
equivalent decoding problem which requires to solve
sˆ = arg min
s∈Sk
‖ι(Y )−Bs‖2 = arg min
s∈Sk
‖Q†ι(Y )−Rs‖2,
a problem which can be solved using a real sphere decoder. It is now clear that
the structure of the matrix R influences the complexity of decoding. With zero
entries at specific places, the involved variables can be decoded independently of
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each other, allowing for parallelization and reducing the decoding complexity. We
make this more explicit by refining the definition of fast-decodability.
Definition 10. A space–time code X is called
i) conditionally g-group decodable if there exists a partition of {1, . . . , k} into
g + 1 non-empty subsets
{
Γ1, . . . ,Γg,Γ
X} with g ≥ 2, such that BiB†j +
BjB
†
i = 0 for i ∈ Γu, j ∈ Γv and 1 ≤ u < v ≤ g.
ii) g-group decodable if there exists a partition of {1, . . . , k} into g non-empty
subsets {Γ1, . . . ,Γg} such that BiB†j + BjB†i = 0 for i ∈ Γu, j ∈ Γv, and
u 6= v.
Remark 1. These refined definitions are sufficient for the work carried out in
Publications II and III, though it is noteworthy that the definition of these types of
fast-decodable codes is usually based on conditions derived from a so-called Hurwitz-
Radon quadratic form approach. In recent work [27], Mejri et al. showed that this
typical approach does not capture all families of codes with reduced ML-decoding
complexity.
The advantage of this refined definition is that, after possibly reindexing the
basis matrices, the R-matrix obtained for conditionally g-group decodable and g-
group decodable codes has the particular form
R =

D1 N1
. . .
...
Dg Ng
N
 or R =
D1 . . .
Dg
 ,
respectively, where the blocks Di are of size |Γi| × |Γi| and N is a square upper-
triangular
∣∣ΓX ∣∣× ∣∣ΓX ∣∣ matrix [9]. Here, the empty slots denote zero entries.
Conditionally g-group decodable and g-group decodable codes are examples
of families of fast-decodable space–time codes. The refined definitions, however,
allow one to deduce the exact decoding complexity reduction. Decoding the last∣∣ΓX ∣∣ ≥ 0 variables gives a complexity of |S||ΓX |, while the remaining variables
can be decoded in g parallel steps, with step i involving |Γi| variables. Thus, the
explicit worst-case ML decoding complexity of a (conditionally) g-group decodable
space–time code X is [24]
|S||Γ
X |+ max
1≤i≤g
|Γi|
.
3.2.2 Nested Lattice Codes
Significantly older than the concept of a space–time code is that of a Voronoi code,
introduced in [12], and hereinafter referred to as a nested lattice code. Given a
pair of n-dimensional full lattices ΛC ⊆ ΛF ⊂ Rn, we say that ΛC is nested in
ΛF , and refer to ΛF as the fine lattice, and to ΛC as the coarse lattice. The
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generator matrices of two nested lattices are related in a simple manner, namely
MΛC = MΛFG for G ∈ Mat(n,Z) of determinant det(G) ≥ 1. Similarly, a sequence
Λ1, . . . ,Λs of lattices is nested if Λ1 ⊆ Λ2 ⊆ · · · ⊆ Λs. The idea behind nested
lattice codes is to construct a finite codebook as the set of representatives of the
quotient group ΛF /ΛC . Let us make this more explicit.
Definition 11. Let ΛC  ΛF be a pair of properly nested lattices. A nested lattice
code C(ΛC ,ΛF ) is the set of representatives
C(ΛC ,ΛF ) := { [x] ∈ ΛF (mod ΛC)|x ∈ ΛF } = ΛF ∩ V(ΛC).
We illustrate the concept of a nested lattice code in Figure 3.1. The elements in
Figure 3.1: Nested lattices A2 = ΛC ⊂ ΛF = 4ΛC with the Voronoi cells around
each lattice point of the coarse (solid) and fine (dashed) lattices.
The centered Voronoi cell V(ΛC) (red) contains a set of representatives for a nested
lattice code C(ΛC ,ΛF ) of cardinality |C(ΛC ,ΛF )| = |ΛF /ΛC | = 16.
ΛF ∩ V(ΛC) are called the coset leaders of ΛC , of which there are |ΛF ∩ V(ΛC)| =
[ΛF : ΛC ] = det(G). In Figure 3.1, it is visible that some elements of the fine
lattice lie on the border of VC . Those are mapped to coset leaders in a systematic
fashion and in such a way that the shifted cosets [x] + ΛC are disjoint, where
[x] ∈ ΛF ∩ V(ΛC).
Given a nested lattice code C(ΛC ,ΛF ), the code rate (in bits per dimension) is
defined as
R = 1
n
log (|C(ΛC ,ΛF |) = 1
n
log
(
vol (ΛC)
vol (ΛF )
)
=
1
n
log (|ΛF /ΛC |) .
We move on to give an overview of the goodness of nested lattices for coding
purposes. Consider the normalized second moment of a lattice Λ ⊂ Rn, defined as
σ2Λ :=
1
n vol (Λ)
1+ 2n
∫
V(Λ)
‖t‖2dt.
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The normalized second moment σ2
B(n)
of an n-sphere approaches with increasing
dimension lim
n→∞σ
2
B(n)
→ 12pie , and for any lattice Λ ⊂ Rn and all n, we have
σ2Λ > σ
2
B(n)
. The normalized second moment of a lattice relates the density of
the lattice points to the mean square quantization error per dimension, and it
was shown by Poltyrev that there exist sequences of lattices (Λn ⊂ Rn)n which
approach
lim
n→∞σ
2
Λn →
1
2pie
,
a result which can be found in [51]. It is thus natural to say that a sequence of
lattices is good for quantization if it approaches this lower bound in the limit.
The second quantification of goodness we treat relates to the decoding error
probability in an AWGN channel, that is, in a noisy channel without fading. Under
this channel model and under the use of lattice codes, ML decoding simply consists
of searching for the lattice point closest to the received vector. Consequently, the
decoding error probability is precisely given by the probability that the noise shifts
the transmitted signal out of its Voronoi cell. More precisely, if x ∈ Λ ⊂ Rn is the
transmitted signal and y = x+ n the channel output, the probability of making a
decoding error is
Pr(x→ xˆ) = Pr (n /∈ V(Λ)) .
If we denote by σ2n() the noise variance that attains Pr (n /∈ V(Λ)) = , we can
define the volume-to-noise ratio
µ(Λ, ) :=
vol (Λ)
2
n
σ2n()
.
Similarly to above, for any  ∈ (0, 1) the volume-to-noise ratio µ(B(n), ) of an
n-sphere approaches lim
n→∞µ(B
(n), ) → 2pie as the dimension grows, and for any
lattice Λ ⊂ Rn and all n, we have µ(Λ, ) > µ(B(n), ). A sequence of lattices
(Λn ⊂ Rn)n whose volume-to-noise ratio converges towards this lower limit,
lim
n→∞µ(Λn, )→ 2pie,
is called good for AWGN coding. The existence of such sequences has been shown
by Poltyrev in [39].
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Chapter 4
Lattice-Based Communications
In this final chapter, we devote our attention to the articles composing this thesis.
We classify our work into four different communication settings. Each setup is
described in detail in a separate section, wherein we furthermore elucidate the
main goals and results of the related publications.
4.1 Asymmetric MIMO Channels
We begin with a simple point-to-point communication setup, where the transmit-
ter and receiver are equipped with multiple antennas. In this MIMO setting, the
system is called symmetric, if the number of transmit and receive antennas co-
incide, nt = nr. In contrast, a system where nr 6= nt is called asymmetric. As
mentioned previously, full lattices can be employed for this symmetric setting, and
corresponding codes can be (efficiently) decoded simply via an ML procedure. The
same codes can also be employed when nr > nt. However, symmetric codes cannot
be optimally decoded if nr < nt, an assumption that is realistic in many practical
scenarios.
There are various ways of adapting regular symmetric space–time codes to
the asymmetric scenario, the most straightforward of which probably is the block
diagonal construction, a method described e.g., in [19]. We quickly recall this
method.
Consider an asymmetric MIMO channel with nr receive and nt = nrn transmit
antennas, n ≥ 2, and let F ⊂ K ⊂ L be a tower of cyclic number field extensions
with extension degrees [L : K] = nr, [K : F ] = n, and [L : F ] = nt = nrn. We fix
generators of the cyclic Galois groups Gal(L/F ) = 〈τ〉 and Gal(L/K) = 〈σ〉 = 〈τn〉,
and consider the cyclic division algebra C = (L/K, σ, γ), where γ ∈ OK\ {0} is a
fixed non-norm element.
Given any order Γ in C, let ρ(Γ) be the left-regular representation of the order.
Provided that the base field is either F = Q or quadratic imaginary, the block-
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diagonal lattice
L(Γ) =


ρ(c) 0 · · · 0
0 τ (ρ(c)) 0
...
. . .
...
0 · · · 0 τn−1 (ρ(c))
 ∈ Mat(nt,C)
∣∣∣∣∣∣∣∣∣ c ∈ Γ

achieves the non-vanishing determinant property.
The code rate of a space–time code carved out from such a block-diagonal lattice
L(Γ) in real symbols per channel use is
R =
{
2nn2r/nnr = 2nr if the base field is quadratic imaginary,
2nn2r/2nnr = nr if the base field is Q.
We remark that while we give the rate in real symbols, it is customary in literature
to consider the rate in complex symbols.
If X ⊂ ρ(Γ) is a full-diversity space–time code with non-vanishing determinants,
and F is as above, both properties are inherited by a corresponding space–time code
in L(Γ). Motivated by the discriminant minimization problem, or equivalently the
maximization of the code density and thus coding gain, in Publication I we are
interested in finding explicit orders with smallest possible discriminants for the
asymmetric setting. As previously mentioned, among all orders of a cyclic division
algebra, maximal orders exhibit the smallest discriminant, and would thus be ex-
cellent candidates for code construction. Unfortunately, they are in general very
difficult to compute and may result in highly skewed lattices, making the bit label-
ing a delicate and complex problem on its own. As a compromise between the good
performance but complexity of maximal orders, and the simplicity but degraded
performance of orthogonal lattices, we examine the attainable lower bound on the
discriminants of natural orders, which due to their simpler structure have become
a more frequent choice for code construction.
In Publication I, we fix the extension degree n ∈ {1, 2, 3} and pairs of antennas
(nt, nr) ∈ {(2, 2), (4, 2), (6, 2), (6, 3)}, as well as the base field F = Q or F = Q(i).
The considered settings are interesting as they constitute the asymmetric scenarios
which can be found in practice, as modern devices do not allow for much larger
numbers of antennas. For each of the considered cases, we give a lower bound on
the norm of the discriminant ideal of the natural order Γnat of any cyclic division
algebra respecting the fixed parameters, viewed as an OF -module. Furthermore,
we give an explicit cyclic number field extension L/K as well as a non-norm element
γ ∈ OK\ {0}, such that the cyclic algebra (L/K, σ, γ) is division, and its natural
order attains the lower bound.
4.2 Amplify-and-Forward Relaying
In a distributed communication setup, such as a wireless relay network, diversity
can be enabled via user cooperation. Space–time codes designed to exploit this
type of diversity are known as distributed space–time codes. In this section, we
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consider the communication of (M+1) users with a single destination, where every
user as well as the destination can be equipped with either a single antenna or mul-
tiple antennas. In this scenario, enabling cooperation and dividing the allocated
transmission time allows for the M inactive users to aid the active source in com-
municating with the destination by acting as intermediate relays. Equivalently, we
can interpret this model as a single-user single-destination communication process
with M intermediate relays, which alternate to act as the helping relay. Both in-
terpretations allow for the same code design, and we will adopt both viewpoints
interchangeably. The relays are not assumed to have much computational power,
as they are not required to perform any kind of decoding. Hence, no channel
knowledge is available at the relays, either. Instead, each relay simply amplifies
its channel output and forwards it to the destination. The construction of lattice
codes for this relaying technique, known as amplify-and-forward relaying, is the
subject of Publications II and III. We remark that the notation employed in this
section differs from the notation used in the related publications for maintaining
consistency within this thesis.
We adopt the assumption that the source and the active relay can transmit
information at the same time. This non-orthogonal scheme was introduced in [32]
for single-antenna receivers and sources. The relays are furthermore assumed to
operate in half-duplex mode, that is, they can only receive or transmit information,
but cannot do both simultaneously.
A generalization of this scheme to the MIMO setting for an arbitrary number
of antennas and relays was proposed in [49], which shall serve as the main reference
for this section. In the same article, code criteria were derived for attaining the
diversity-multiplexing trade-off of the channel. This MIMO scheme is illustrated
in Figure 4.1.
R1
...
RM
T D
−→ Y1,1
−→ YM,1
HD
HR1
HRM
HD1
HDM
diag (Xm)m
∈X⊂Mat(nM,C)
−→
y⊕ {Ni,j}
−→ {Y1,1, Y1,2, . . . , YM,2}
 {X1,1,...,XM,2}
Figure 4.1: System model with a single source and destination, and M inter-
mediate relays in half-duplex mode.
The matrices HD, HRm and HDm , 1 ≤ m ≤M denote the Rayleigh distributed
channels from the source to the destination, relays, and from the relays to the des-
tination, respectively. In a first time slot, the source communicates simultaneously
with the first relay, as well as directly with the destination. The relay amplifies
its channel output and, in a second time slot, forwards this amplified signal to the
destination. During this second time slot, the source also communicates directly
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to the destination. This process is repeated with each of the relays. To illustrate
this layered process, define a superframe consisting of M consecutive cooperation
frames, during which the relays take turns to cooperate with the active source.
Each frame of length T is composed of two partitions of T/2 symbols. This frame
model is depicted in Figure 4.2.
T
R1
R2
...
RM
D
...
...
X1,1 X1,2 X2,1 X2,2 · · · XM,1 XM,2
X1,1 X1,1
X2,1 X2,1
. . .
XM,1 XM,1
Y1,1
0
Y1,2
T
2
Y2,1
T
Y2,2
3T
2
2T
· · · YM,1 YM,2
MT
Figure 4.2: Superframe structure for the M -relay channel. Transmitted and
received signals are represented by solid and dashed boxes, respectively.
Denote by nt the number of antennas at the source, and let nr denote the
number of receive antennas at the destination. Further, let each relay be equipped
with nR ≤ nt antennas. For each cooperation frame, the output at the destination
for each half of the frame is given by
Ym,1 = ρ1HDXm,1 +Nm,1,
Ym,2 = ρ2HDXm,2 +Nm,2 + ρ3HDmBmX˜m,1,
where X˜m,1 = ρ′1HRmXm,1 + N ′m is the channel output at the relay for the first
half of the frame. The matrices Nm,i and N ′m represent additive white Gaussian
noise, the matrices Bm are used for amplification and ρ, ρ′ are power allocation
factors.
From the destination’s point of view, we can equivalently present this com-
munication process as a virtual single-user MIMO channel model. Setting T =
n := M(nt + nR), we get the familiar channel equation Y = HX + N , where
X ∈ Mat(n,C) and Y ∈ Mat(nr × n,C) are the (overall) transmitted and received
signals, and the structure of the channel matrix H ∈ Mat(nr ×n,C) is determined
by the different relay paths.
Consider a block-diagonal space–time code X , that is, where each X ∈ X takes
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the form
X = diag (Xm)m =
X1 . . .
XM

with Xm ∈ Mat(2nt,C). It was shown in [49] that such codes which additionally
respect the usual design criteria, such as non-vanishing determinants, are good
choices for this channel.
Our interest in Publications II and III is to give explicit construction methods
for distributed space–time codes that can be employed in this MIMO setting, but
are additionally fast-decodable. To adapt the codes to suit the considered set-
ting, we make use of an iterative construction proposed in [26], which modifies the
underling algebra and, under certain conditions, ensures that the iterated codes in-
herit certain properties. To briefly summarize the iterative construction, consider
a cyclic division algebra C = (L/K, σ, γ) of degree n, where K is a finite Galois
extension of Q. For θ = ζθ′ ∈ C fixed with ζ ∈ {±1,±i} and θ′ ∈ R>0, and for τ a
Q-automorphism of L, we define the function
α˜τ,θ : Mat(n,L)×Mat(n,L)→ Mat(2n,L)
(X,Y ) 7→
[
X ζ
√
θ′τ(Y )√
θ′Y τ(X)
]
.
Here, the function τ is applied to each of the coefficients of the matrices X and
Y . Suppose that the algebra C gives rise to a rank-k space–time code X de-
fined by the matrices {Bi}ki=1. Then, for a signaling alphabet S, the matrices
{α˜τ,θ(Bi, 0), α˜τ,θ(0, Bi)}ki=1 define a rank-2k code
Xit =
{
k∑
i=1
[α˜τ,θ(Bi, 0)si + α˜τ,θ(0, Bi)sk+i]
∣∣∣∣∣ si ∈ S
}
.
Under carefully ensured conditioned, the code Xit retains both the full-diversity
and the non-vanishing determinants property. Furthermore, if for some i, j we have
BiB
†
j +BjB
†
i = 0, then
α˜τ,θ(Bi, 0)α˜τ,θ(Bj , 0)
† + α˜τ,θ(Bj , 0)α˜τ,θ(Bi, 0)† = 0,
α˜τ,θ(0, Bi)α˜τ,θ(0, Bj)
† + α˜τ,θ(0, Bj)α˜τ,θ(0, Bi)† = 0.
The first question that we pose is whether using this construction and impos-
ing the fast-decodability property results in degraded performance of the codes, a
problem which we study empirically in Publication II. Therein, we consider alge-
braic codes which are known to perform well, such as the Silver [38] and Golden
code [8], as well as a code constructed in [46] from cyclotomic extensions. The
former two codes need to be first adapted to the specific channel setting to fit
the chosen number of antennas, to which end we make use of the aforementioned
iterative method. Further, the resulting iterated codes are diagonalized employing
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a suitable map of order M . For a fixed number of relays, the observation is that,
even after iterating the underlying algebra, the performance of the resulting codes
does not suffer from the additionally forced properties.
The good performance of the example codes constructed in Publication II moti-
vates further study of general constructions of families of fast-decodable distributed
space–time codes. This is the topic of Publication III. In the first step, we inves-
tigate the case (nt, nR) = (1, 1) and nr ≥ 2. Preliminary results for this scenario
have been presented in [21, 22]. Our construction relies on cleverly chosen field ex-
tensions and related cyclic division algebras, and we again make use of the iterative
construction and suitable diagonalization function. The first result gives raise to
an infinite family of distributed space–time codes with non-vanishing determinants,
which have full rate for nr = 2. In addition, the codes are conditionally 4-group
decodable, and as such achieve a reduction in decoding complexity of 37.5% in
contrast to non-fast-decodable space–time codes of equal rank.
In a second step, we generalize the setting and allow for multiple antennas
at the source and relays, and assume nr ≥ 1 antennas at the destination. Our
construction for this more general setting makes use of the maximal real subfield
of a cyclotomic field, which relates to the number of relays considered. Hence, the
number of relays needs to be expressible asM = (p−1)/2 for p ≥ 5 prime. We again
make use of the iterative construction in order to adapt the underlying algebraic
structure to the relay channel, and then diagonalize the resulting codes employing
a Galois automorphism of suitable degree. The proposed construction gives rise to
an infinite family of distributed space–time codes with non-vanishing determinants,
which have full rate for a single receive antenna at the destination. Remarkably, the
codes arising from this construction are either 2- or 4-group decodable, resulting
in a reduction in decoding complexity of 50% and 75%, respectively. These are
the first constructions of fast-decodable space–time codes for the MIMO amplify-
and-forward channel. It is noteworthy that according to recent work [10], group
decodable codes from cyclic division algebras cannot exceed g = 4 groups, thus
75% is the maximum possible reduction in decoding complexity.
Additionally, we construct various examples of codes using the proposed results,
giving i.a., the first explicit examples forM ≥ 3 that can be found in the literature,
and compare their performance to other well-performing codes lacking the fast-
decodability property.
We conclude the article with an adaptation of the constructions to the multiple-
access channel, and we show that it is straightforward to construct fast-decodable
codes for this scenario using the presented methods.
4.3 Compute-and-Forward Relaying
In the relaying technique introduced in the previous section, intermediate relays
cause delays due to the half-duplex assumption. Imitating the notion of network
coding, i.e., a technique employed at the network layer where intermediate nodes
compute functions of incoming packets, which are then forwarded across the net-
work, physical layer network coding pursues a similar strategy at a different level
of communication. A particularly promising protocol for physical layer network
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coding has been introduced by Nazer and Gastpar in the award winning paper
[33]. Operating under this compute-and-forward protocol, sources employ nested
lattice codes and transmit single codewords to multiple intermediate relays. Each
relay observes a noisy superposition of the incoming codewords, and attempts to
decode the channel output to a linear combination of the received messages. The
linear combinations are then forwarded to an ultimate destination or possibly to
further relays. This circumvents decoding the individual messages at the relays
and hence potentially increases the throughput.
The compute-and-forward protocol, which will be introduced more carefully in
what follows, is central to the work carried out in Publications IV and V. The
original paper [33] serves as our main reference.
Consider K > 1 sources, communicating with a single destination aided by
M intermediate relays. We assume that each source, relay, and destination is
equipped with one antenna only. The first hop from the sources to the relays is
modeled as a Gaussian fading channel, while it is typically assumed that the relays
are connected to a destination with error-free bit pipes. As we are only considering
real-valued channels, we present the protocol in its real version. Complex channels
can be discussed similarly, after transforming the complex channel output into two
equivalent real channel outputs that can be treated separately [33].
The sources want to communicate messages wk ∈ Fsp to the destination. Before
transmission, these messages are encoded into n-dimensional codewords, wk 7→
xk ∈ Λk,F ⊂ Rn, where Λk,F is a full lattice employed by source k, acting as the fine
lattice in the nested code Ck(Λk,C ,Λk,F ) = {[x] ∈ Λk,F (mod Λk,C) | x ∈ Λk,F }.
We impose the usual symmetric power constraint 1nE
[‖xk‖2] ≤ P for all k.
Each relay is only assumed to have information about the channel to itself, and
observes a noisy superposition of the transmitted codewords, that is, the channel
output at relay m is
ym =
K∑
k=1
hmkxk + nm.
In contrast to the well-known decode-and-forward protocol, the goal of the relay
is not to estimate the individual codewords xk. Instead, it attempts to compute
a linear combination of the transmitted codewords, i.e., given a coefficient vector
atm = (am1, . . . , amK), it estimates
λm =
K∑
k=1
amkxk,
and forwards this linear combination to the destination. The destination, given the
coefficient matrix A = (ak)tk as well as the linear combinations, attempts to solve
for the original messages. The model is depicted in Figure 4.3.
The remainder of this section is split into two parts. We first consider the hop
from the sources to the intermediate relays, introduce quantities in this context
measuring the performance of the compute-and-forward scheme, and explain how
the relays can compute the target linear combinations. We then study the hop
from the relays to the destination.
32
R1
...
RM
...
T1
h11
hM1
TK
h1K
hMK
−→ y1  λ1
−→ yM  λM
D
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Figure 4.3: System model with K > 1 sources and M > K relays connected
to a destination.
From the Sources to the Relays
As presented above, assume K ≥ 2 sources and M ≥ K intermediate relays.
The first important metric for performance analysis in compute-and-forward is the
computation rate RC(a,h), which imposes an upper bound on the code rate at
the sources. More specifically, let each source 1 ≤ k ≤ K employ a nested lattice
code with rate Rk. A relay can decode a linear combination involving the messages
whose corresponding rate does not exceed the computation rate achieved at the
relay. If we denote the SNR by ρ = P/σ2n, the achievable computation rate region
at the mth relay is given by
RC(am,hm) = max
αm∈R
1
2
log+
(
ρ
α2m + ρ‖αmhm − am‖2
)
,
and the relay is able to decode a linear combination of codewords with rate Rk ≤
RC(am,hm). By solving a minimum mean square error problem, it can be shown
that for a fixed channel and coefficient vector (hm, am), the computation rate is
maximized for the specific choice αm =
ρhtmam
1+ρ‖hm‖ , which results in the computation
rate region
RC(am,hm) = 1
2
log+
((
‖am‖2 − ρ(h
t
mam)
2
1 + ρ‖hm‖2
)−1)
.
One of the main results in [33] provides design criteria for the lattices Λk,C and
Λk,F . More specifically, it is shown that if Λk,C = ΛC is a common superlattice for
each source and the fine lattices are nested, Λ1,F ⊇ · · · ⊇ ΛK,F , then for all channel
vectors and for all coefficient vectors, relay m can decode the linear combination
λm with the given coefficients with vanishing error probability, provided that the
code rates do not exceed the instantaneous computation rate. There are two crucial
properties in the proof of this statement, namely
i) the coarse lattice ΛC should be good for quantization,
ii) the fine lattices Λ1,F , . . . ,ΛM,F should be good for AWGN coding.
Having computed the maximum achievable computation rate, the next problem
posed is the choice of coefficient vector determining the target linear combination.
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This is solved in [36], wherein it is shown that the optimal coefficient vector maxi-
mizing the computation rate is the solution to the minimization problem
aopt = arg min
a∈ZK\{0}
atGa, (4.1)
where G = IK − ρhmh
t
m
1+ρ‖hm‖2 , and this minimization problem corresponds to the
shortest vector problem in the lattice with Gram matrix G.
We now briefly describe two methods for the relays to compute the desired lin-
ear combination. Note that after observing the channel output, each relay proceeds
in the same fashion. We henceforth drop the subscript related to the relay for no-
tational ease. Note further that for any coefficient vector a, the linear combination
λm is an element in the lattice
ΛF :=
K∑
k=1
akΛk,F .
If a is the solution to (4.1), then gcd(ai) = 1 and as the fine lattices are nested, we
have ΛF = Λkmin,F , where kmin is the first non-zero coefficient of a. We write ΛF
for the lattice in which the desired linear combination lives.
Shortest Distance Decoding
Assume that a fixed relay observes the channel output y as described above. As
it has information about the channel to itself, it solves the minimization problem
(4.1) to estimate the best coefficient vector, and subsequently computes the optimal
scaling factor α. The channel output can be scaled and rewritten to read
y˜ = αy =
K∑
k=1
αhkxk + αn =
K∑
k=1
akxk +
(
K∑
k=1
(αhk − ak)xk + αn
)
.
The term neff :=
K∑
k=1
(αhk − ak)xk + αn is referred to as the effective noise,
and it is important to note that it is no longer Gaussian.
The relay, however, simply treats the scaled channel output as a Gaussian
channel equation y˜ = λ + neff and estimates the element in ΛF closest to the
scaled signal, that is, computes λˆ = arg min
x∈ΛF
‖y˜ − x‖2.
In a second step, the estimated lattice point is shifted back to the basic Voronoi
cell V(ΛC) by computing
[
λˆ
]
= λˆ mod ΛC .
34
Maximum Likelihood Decoding
In the context of compute-and-forward, ML decoding amounts to maximizing the
conditional probability
λˆ = arg max
λ∈LF
Pr (αy | λ)
= arg max
λ∈LF
∑
(x1,...,xK)∈(C1,...,CK)
K∑
k=1
akxk=λ
Pr (αy | (x1, . . . ,xK)) Pr ((x1, . . . ,xK)),
where LF ⊂ ΛF is finite, determined by the imposed power constraint and the
coefficients of the linear combination. By assuming equiprobable codewords in
(C1, . . . , CK), it can be shown that an estimate λˆ can be computed by solving
λˆ = arg max
λ∈LF
ϕ(λ), where
ϕ(λ) :=
∑
(x1,...,xK)∈(C1,...,CK)
K∑
k=1
akxk=λ
exp
− 12σ2
∣∣∣∣∣
∣∣∣∣∣y −
K∑
k=1
hkxk
∣∣∣∣∣
∣∣∣∣∣
2
.
In Publication IV, we study the behavior of the ML decoding metric, a topic
on which not much work exists. In [3, 4], two short publications establishing the
foundation for our work, the authors examine the decoding function, relating its
behavior to the flatness factor of a certain sum of random lattices, and propose
an efficient decoding algorithm in dimension n = 1 based on Diophantine approx-
imation. Subsequently, the authors in [28] examine the decoding complexity and
performance of said algorithm. They further investigate the decoding problem in
Gaussian channels without fading, and propose efficient decoding algorithms for
this scenario.
Closely following the articles [3, 4], we start in Publication IV with a manipu-
lation of the function ϕ(λ), which allows us to express the decoding metric directly
in terms of the target linear combination λ. In contrast to previous work, we allow
for arbitrary nested lattices at the sources. The decoding problem is shown to read
λˆ = arg max
λ∈LF
∑
t∈S⊂ZnK
exp
{
1
2σ2
∥∥∥ω(λ)−MLUˆt∥∥∥2},
where ω(λ) is explicitly given in terms of λ. The important object in this equation
is the matrix ML ∈ Mat(n × n(K − 1),R), which defines a sum of K − 1 random
lattices L. Previously, it had been misleadingly assumed that L is a lattice for any
number of sources, while this is only true for K = 2.
In [3, 4], assuming integer lattices at the sources, it has been shown that the
decoding metric can exhibit a flat behavior, which leads to ambiguous decoding
decisions and thus errors at the relay. Setting K = 2, it was further shown that
the flat behavior can be related to the flatness factor of the lattice L. Following
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Figure 4.4: Flat behavior of the decoding metric exemplified on the lattice
Ψ
(
OQ(√5)
)
, the lattice constructed from the ring of integers OK of the number
field K = Q(
√
5) via the canonical embedding.
this work, we first show that the flat behavior prevails when relaxing the integer
condition. We illustrate this in Figure 4.4. On the left figure, the channel real-
ization and optimal coefficient vector result in a decoding metric which exhibits a
unique maximum, and the linear combination computed by the relay is precisely
the lattice point λ ∈ ΛF corresponding to this maximum. On the other hand, the
right figure depicts an instance where the decoding metric is flat, and maximized
for multiple values of λ. This results in ambiguous decisions and, ultimately, errors.
Adopting the assumptions in [3, 4], we show that in order to maximize the
flatness factor of the lattice L, it suffices to maximize that of the code lattice. This
is an explicit design criterion for the code lattice, and yields a potential code design
trade-off with the usual goodness criteria. In the same article, we derive Theorem 2
presented here in Section 2.3, a result which we then use to empirically analyze the
flatness factor of various lattices.
From the Relays to the Destination
After decoding a linear combination, each of the relays forwards the estimated
lattice point to the destination. The goal of the receiver is to recover the original
messages given the following two ingredients:
i) M linear combinations λm =
K∑
k=1
akmxk.
ii) The coefficient matrix A = (aij)i,j = (a1 · · ·aK)t.
In current research, it is usually assumed that the transmission from the relay
to the destination is error-free, and the destination is expected to simply have
access to both items without the need to decode. It is obvious that the destination
can only recover the original messages if K ≥ M and rk (A) = M . However, as
the relays compute their optimal coefficient vector independently of each other by
solving the shortest vector problem (4.1), there is no guarantee that the matrix A
should be of full-rank M .
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For varying M = K, Figure 4.5 illustrates that the choice of optimal coefficient
vectors often result in a non-trivial probability of the matrix A being singular.
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Figure 4.5: Probability of the equation coefficient matrix A being singular when
each relay chooses its optimal coefficient vector.
In Publication V we observe that only few coefficient vectors are typically op-
timal for bounded SNR values. Based on this observation, we propose a method
for M = K = 2 where we compile small disjoint coefficient vector candidate sets,
which are assigned to the relays prior to communication. The splitting of the coef-
ficient vectors is based on the non-degeneracy of the action of a rotation matrix on
the quotient (Z2\ {(0, 0)}) mod Z2, which allows us to divide this space into two
disjoint and complementary sets. A relay attempting to decode a linear combina-
tion then simply chooses the coefficient vector within its assigned set maximizing
the instantaneous computation rate. We furthermore show that, independently
of the channel quality, the computation rate achieved using the proposed method
is always non-zero, and in expectation both relays achieve the same computation
rate.
The drawback of the proposed method is the in average lower achievable com-
putation rate at each relay in contrast to the optimal method of solving the shortest
vector problem. However, the advantage of the method in Publication V is twofold.
On one hand, no cooperation is assumed between the relays, and each individual
relay only needs to search for a suitable coefficient vector within a small set of
candidate vectors. Thus, the complexity of this approach is low. Secondly, it is
guaranteed that the system of linear equations is solvable at the destination, which
eliminates the need for retransmissions.
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4.4 Wiretap Coset Codes
The last communication setup considered in this thesis is the fading wiretap chan-
nel. First introduced over four decades ago in a wired communications context
[48, 37], this model has recently become exceedingly important for wireless net-
works. Especially the design of suitable lattice codes has received much attention.
Nested lattice code design for this particular model is the main subject of Publi-
cations VI and VII.
In a wiretap channel model, two legitimate communication parties, usually re-
ferred to as Alice and Bob, attempt to communicate securely over a wireless channel
in the presence of an eavesdropper, Eve. Here, secure exchange of information relies
on physical layer security rather than traditional cryptographic protocols, though a
combination of the both is naturally encouraged; the message might be encrypted
before transmission, a type of processing which occurs at the network layer. We
are however interested in providing security at the physical layer.
Both receivers, Bob and Eve, have perfect channel state information, though
Eve’s channel is assumed to be of worse quality than Bob’s. This is a typical as-
sumption, and can either be naturally satisfied depending on the actual physical
environment, or otherwise artificially achieved, e.g., through beamforming or jam-
ming. When designing a code for this wiretap scenario, it is equally important to
ensure that Bob can correctly decode Alice’s message, while simultaneously low-
ering Eve’s chances of successfully learning any information from her intercepted
signal. We are mostly interested in the latter. As in the previous compute-and-
forward setting, codes are constructed from nested lattices.
We allow each communication party to be equipped with multiple antennas.
More concretely, let nt, nb and ne denote the number of transmit antennas for
Alice, and the receive antennas for Bob and Eve, respectively. Coding over T time
slots, Alice transmits a codeword X ∈ Mat(nt × T,C), and the channel outputs of
Bob and Eve are given by the equations
Yb = HbX +Nb, Ye = HeX +Ne.
Here, Hb andHe denote the nb×nt and ne×nt channel matrices with i.i.d. complex
Gaussian entries, and Nb, Ne are the additive white Gaussian noise matrices.
To focus on the lattice structure of the code, we identify Mat(nt × T,C) with
the vector space Rn using the isometry ι (cf. (2.2)), where we define n := 2ntT .
We have the equivalent vectorized channel outputs
ι(Yb) = (IT ⊗Hb)ι(X) + ι(Nb),
ι(Ye) = (IT ⊗He)ι(X) + ι(Ne),
where H =
(
hij
)
i,j
with
hij =
[<(hij) −=(hij)
=(hij) <(hij)
]
We will henceforth use the notation X or x = ι(X) for the codeword in Mat(nt ×
T,C) and Rn, respectively, and simply write Λ for the lattice in either ambient
space, as the context will always be clear.
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Alice is equipped with a pair of nested full lattices Λe ⊂ Λb ⊂ Rn. Let M
denote Alice’s message set of cardinality |M| = |Λb/Λe|. The original messages are
encoded into the set of unique coset representatives of Λb/Λe via an injective map
E : M→ Λb ∩ V(Λe); m 7→ xm.
Thus, xm is a point in the lattice Λb, and contains the information bits intended
for the legitimate receiver, Bob. Further, Alice purposefully adds random bits to
the message in order to confuse the eavesdropper. She randomly picks an element
xr ∈ Λe and computes x = xm + xr ∈ xm + Λe. Note that there are various ways
of choosing xr. Further, using this method the same message is mapped to several
different lattice codewords, hence the set of possible codewords is larger than the
set of original messages.
With this strategy, the lattice Λb should be designed so that Bob can successfully
decode the intended message, and it was shown for the SISO model in [5] that the
lattice Λb needs to be designed as for regular fading channels. The MIMO setup
was subsequently studied in [6]. We illustrate this transmission model in Figure 4.6.
BobAlice
Eve
y⊕Nb
y⊕Ne
Xm +Xr = X
∈Λb/Λe
−→  Yb = HbX +Nb
 Ye = HeX +Ne
Hb
He
Figure 4.6: A wiretap communication setup. Alice communicates to Bob over
a wiretap channel in the presence of Eve, the eavesdropper.
We are interested in the lattice Λe. We can interpret the channel equation as
a Gaussian channel, where the transmitted signal is taken from a faded lattice ΛH
with generator matrix MΛH = (IT ⊗ H)MΛ affected by the channel. We write
Λb,Hb and Λe,He for the faded lattices related to Bob and Eve, respectively.
In Publications VI and VII, our interest is in studying the design of the coarse
lattice Λe in the MIMO wiretap channel, given a fixed fine lattice Λb that is good
for Bob. In Publication VI, we adopt the usual probability theoretic approach to
code design based on Eve’s correct decoding probability (ECDP), derived in [6].
This quantity can be approximately upper bounded by an expression of the form
ECDP .
∑
X∈Λe
det
(
In + ρeXX
†)−(ne+T ),
where ρe denotes Eve’s SNR.
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In [17], the authors show that well-rounded lattices offer good performance for
the SISO wiretap channel. Based on the so-called first coding gain in the MIMO
setup [44],
δ1(Λe) := inf
{‖X‖2F ∣∣X ∈ Λe\ {0}} ,
which determines the behavior of the employed lattice code in the low SNR regime,
we argue that the property of well-roundedness for the coarse lattice Λe is also
advantageous in the MIMO wiretap channel. To exemplify our findings, we fix the
fine lattice Λb to be the Alamouti or the Golden code, respectively, and compare
the performance of several well-rounded and non-well-rounded sublattices of the
two. The empirical results are unambiguous, showing that well-rounded lattices
offer a formidable performance.
In Publication VII we consider the same problem but from an information the-
oretic perspective. Instead of the ECDP, our measure of performance is the mutual
information between Eve’s channel output and the original message, I [X; (Ye, He)],
which should be minimized. We consider two settings often found in literature.
i) The mod Λs channel. Here, it is assumed that Eve only has knowledge of the
equivalence class Ye/Λs,H , where Λs ⊂ Λe is a shaping lattice. Alice chooses
the random part xr of the message uniformly at random from the finite set.
ii) The discrete Gaussian coset coding approach. Alice picks the random part
of the message in such a way that the overall message x = xm + xr follows a
lattice Gaussian distribution centered on the shifted lattice xm + Λe.
For both setups, we derive variants of upper bounds on the mutual information
[31, 25]. Our bounds are shown to be increasing functions of the expected flatness
factor of the faded lattice related to the eavesdropper, EH
[
εΛe,He (σ
2
e)
]
, where
σ2e is the Eavesdropper’s noise variance. Expectation is taken over all channel
realizations. Independent of the setup, we conclude that the lattice Λe should be
designed so that its expected flatness factor is minimized.
The result provided in Theorem 2 then proves crucial to be able to provide
an empirical analysis, as it renders the problem of computing the average flatness
factor computationally inexpensive. In order to examine the predictive ability of
the derived upper bounds in terms of actual performance, we compute the upper
bound on the mutual information for the same lattices that are treated in [17],
where actual lengthy channel simulations are carried out. The obtained results are
precisely what one would hope for, as there is a complete agreement between both
approaches. In particular, well-rounded lattices again prove to be a particularly
promising family of lattices.
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Chapter 5
Conclusions
The central topic of this thesis is the versatility of lattices in communications.
Interesting mathematical objects themselves, lattices are indispensable in wireless
communications and numerous performance criteria rely on the underlying lattice
structure of a physical layer coding scheme.
Given the rapid progress in wireless communications, it is not surprising that
new communication protocols are proposed on a regular basis, such as the amplify-
and-forward or compute-and-forward relaying protocols treated in this thesis. Older
concepts, on the other hand, can suddenly become relevant in a wireless setting,
for example wiretap coset coding.
In this thesis, we have considered multiple wireless communication settings and
were particularly concerned with studying the design of the corresponding lattice
codes. There are many aspects of a code that can be considered, be it improved re-
liability, reduced encoding and decoding complexity, reduced power consumption,
increased rate, to name a few. In particular, developing efficient decoding algo-
rithms that do not rely on suboptimal methods is an utterly important problem
that often cannot be realized right away due to the complexity of the transmission
protocols.
All of the considered communication settings allow for many future research
directions. A very challenging and interesting problem would be the adaptation of
the compute-and-forward protocol to the MIMO setting. While this has already
been attempted, the proposed adaptation suggests to code over space while avoiding
spatial diversity. Thus, the development of an alike protocol which allows for the
use of space–time codes and takes advantage of both types of diversity would
certainly lead to interesting design questions for code construction in this scenario.
Further, the work carried out in the contest of wiretap coset coding lead to
the consideration of well-rounded lattices. These lattices are very interesting and
useful, as for example the best sphere packing in any dimension is necessarily
achieved by a well-rounded lattice. Yet, it is difficult to make general statements
or even find families of well-rounded lattices in dimensions higher than two. Thus,
the mathematical study of well-rounded lattices could prove to be very fruitful for
applications in wireless communications.
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Lattices are not just the solution to a problem arising in wireless communi-
cations. More interestingly, many applications provide additional motivation for
studying purely mathematical problems. It is this interplay of communications en-
gineering and mathematics that allows a multidisciplinary thriving research com-
munity.
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