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Abstract We show that, for an affine submersion pi : M −→ B with horizontal
distribution, B is a statistical manifold with the metric and connection induced
from the statistical manifold M. The concept of conformal submersion with hor-
izontal distribution is introduced, which is a generalization of affine submersion
with horizontal distribution. Then proved a necessary and sufficient condition for
(M,∇, gM) to become a statistical manifold for a conformal submersion with hor-
izontal distribution. A necessary and sufficient condition is obtained for the curve
pi ◦ σ to be a geodesic of B, if σ is a geodesic of M for pi : (M,∇) −→ (B,∇∗)
a conformal submersion with horizontal distribution. Also, we obtained a neces-
sary and sufficient condition for the tangent bundle TM to become a statistical
manifold with respect to the Sasaki lift metric and the complete lift connection.
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1 Introduction
Information geometry has emerged from the studies of invariant geometric struc-
tures involved in statistical inference. It defines a Riemannian metric together with
dually coupled affine connections in a manifold of probability distributions [3,2].
Statistical manifold was originally introduced by S.L Lauritzen[7], later Kurose
[6] reformulated this from the view point of affine differential geometry. O’Neill
[11] defined a Riemannian submersion and obtained fundamental equations of
Riemannian submersions. Also in [10] O’Neill defined a semi-Riemannian submer-
sion. Abe and Hasegawa [1] defined affine submersions with horizontal distribu-
tion and obtained the fundamental equations. Riemannian submersions from a
statistical view point was first mentioned by Barndroff-Neilsen and Jupp [4]. For
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the semi-Riemannian submersion pi : (M, gM ) → (B, gB) Abe and Hasegawa [1]
obtained a necessary and sufficient condition for (M,∇, gM ) to become a statis-
tical manifold with respect to the affine submersion with horizontal distribution
pi : (M,∇) → (B,∇∗). Conformal submersion and the fundamental equations of
conformal submersion were also studied by many researchers, see [13], [5] for ex-
ample. In this paper, first we study the statistical manifold structure for affine and
conformal submersions with horizontal distribution. Then compared the geodesics
ofM and B for conformal submersion with horizontal distribution. Also, obtained
the statistical manifold structure on the tangent bundle for an affine submersion
with horizontal distribution.
The projection from the tangent bundle TM to the manifold M can be con-
sidered as a submersion. Mastuzoe and Inoguchi [8] obtained a necessary and
sufficient condition for the tangent bundle TM to become a statistical manifold
with respect to Sasaki lift metric and horizontal lift connection and also with re-
spect to horizontal lift metric and horizontal lift connection. We have shown that
the submersion pi : (TM,∇c) → (M,∇) is an affine submersion with horizontal
distribution and pi : (TM, gs) → (M, g) is a semi-Riemannian submersion. Also
obtained a necessary and sufficient condition for TM to become a statistical man-
ifold with respect to Sasaki lift metric and complete lift connection for an affine
submersion with horizontal distribution.
In section 2, we obtained a statistical structure on the manifold B induced
by the affine submersion pi : M −→ B with the horizontal distribution H(M) =
V⊥(M). In section 3, we introduced the concept of conformal submersion with
horizontal distribution which is a generalization of the affine submersion with hor-
izontal distribution. For a conformal submersion of semi-Riemannian manifolds
pi : (M, gM ) → (B, gB) we proved pi : (M,∇) −→ (B,∇
∗) is a conformal sub-
mersion with horizontal distribution if and only if pi : (M,∇) −→ (B,∇∗) is a
conformal submersion with the same horizontal distribution. Then we proved a
necessary and sufficient condition for (M,∇, gM ) to become a statistical manifold
for conformal submersion with horizontal distribution. This is a generalization
of the theorem for affine submerions with horizontal distribution proved by Abe
and Hasegawa [1]. Also, for a conformal submersion with horizontal distribution
we proved a necessary and sufficient condition for pi ◦ σ to become a geodesic
of B, if σ is a geodesic of M. In section 4, first we proved that the submersion
pi : (TM,∇c) → (M,∇) is an affine submersion with horizontal distribution and
the submersion pi : (TM, gs)→ (M, g) is a semi-Riemannian submersion. Finally,
we obtained a necessary and sufficient condition for (TM,∇c, gs) to become a
statistical manifold, where gs is the Sasaki lift metric and ∇c is the complete lift
of affine connection ∇ on M.
Throughout this paper, all objects are assumed to be smooth.
2 Statistical manifolds and semi-Riemannian submersions
Abe and Hasegawa [1] defined an affine submersion with horizontal distribution
and obtained the fundamental equations. Also for the semi-Riemannian submer-
sion pi : (M, gM ) → (B, gB) they obtained a necessary and sufficient condition
for (M,∇, gM ) to become a statistical manifold with respect to the affine sub-
mersion with horizontal distribution pi : (M,∇) → (B,∇∗). In this section, we
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show that on B the geometric structure (∇
′
, g˜) induced by the affine submersion
pi : M −→ B with the horizontal distribution H(M) = V⊥(M) is a statistical
manifold structure.
A semi-Riemannian manifold (M, g) with a torsion free affine connection ∇ is
called a statistical manifold if∇g is symmetric. For a statistical manifold (M,∇, g)
the dual connection ∇ is defined by
Xg(Y,Z) = g(∇XY, Z) + g(Y,∇XZ) (1)
for vector fields X,Y and Z in X (M), where X (M) denotes the set of all vector
fields on M. If (∇, g) is a statistical structure on M so is (∇, g). Then (M,∇, g)
becomes a statistical manifold, called the dual statistical manifold of (M,∇, g).
Let R∇ and R∇ be the curvature tensors of ∇ and ∇, respectively. It follows from
(1) that
g(R∇(X,Y )Z,W ) = −g(Z,R∇(X,Y )W ) (2)
for X,Y,Z and W in X (M). We say (M,∇,∇, g) has constant curvature k if
R
∇(X,Y )Z = k{g(Y,Z)X − g(X,Z)Y }. (3)
A statistical manifold with curvature zero is called a flat statistical manifold and
in that case (M,∇,∇, g) is called a dually flat statistical manifold.
LetM be an n dimensional manifold andB be anm dimensional manifold (n >
m). An onto map pi :M −→ B is called a submersion if pi∗p : TpM −→ Tpi(p)B is
onto for all p ∈M. For a submersion pi :M −→ B, pi−1(b) is a submanifold of M
of dimension n −m for each b ∈ B. These submanifolds pi−1(b) are called fibers.
Set V(M)p = Ker(pi∗p) for each p ∈M.
Definition 1 A submersion pi : M −→ B is called a submersion with horizontal
distribution if there is a smooth distribution p −→ H(M)p such that
TpM = V(M)p
⊕
H(M)p. (4)
We call V(M)p ( H(M)p) the vertical ( horizontal) subspace of TpM. H and V
denote the projection of the tangent space of M onto the horizontal and vertical
subspaces, respectively.
Note 1 Let pi : M −→ B be a submersion with horizontal distribution H(M).
Then pi∗ |H(M)p : H(M)p −→ Tpi(p)B is an isomorphism for each p ∈M.
Definition 2 Let (M, gM ), (B, gB) be semi-Riemannian manifolds of dimension
n,m respectively (n > m) . A submersion pi :M −→ B is called a semi-Riemannian
submersion if all the fibers are semi-Riemannian submanifolds of M and pi∗ pre-
serves the length of horizontal vectors.
Note 2 A vector field Y on M is said to be projectable if there exist a vector field
Y∗ on B such that pi∗(Yp) = Y∗pi(p) for each p ∈M, that is Y and Y∗ are pi- related.
A vector field X on M is said to be basic if it is projectable and horizontal. Every
vector field X on B has a unique smooth horizontal lift, denoted by X˜, to M.
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Definition 3 Let ∇ and ∇∗ be affine connections on M and B respectively. pi :
(M,∇) −→ (B,∇∗) is said to be an affine submersion with horizontal distribution
if pi :M −→ B is a submersion with horizontal distribution and satisfies H(∇X˜ Y˜ )
= (∇∗XY )
˜ for all vector fields X,Y on B.
Note 3 Abe and Hasegawa [1] proved that the connection ∇ on M induces a con-
nection ∇
′
on B when pi : M −→ B is a submersion with horizontal distribution
and H(∇X˜ Y˜ ) is projectable for all vector fields X and Y on B.
A connection V∇V on the subbundle V(M) is defined by (V∇V)EV = V(∇EV )
for any vertical vector field V and any vector field E on M. For each b ∈ B, V∇V
induces a unique connection ∇ˆb on the fiber pi−1(b). The torsion of ∇ is denoted
by Tor(∇). Abe and Hasegawa [1] proved that if ∇ is torsion free, then ∇ˆb and
∇
′
are also torsion free.
Definition 4 Let pi : (M,∇) −→ (B,∇∗) be an affine submersion with horizontal
distribution V⊥(M), g be a semi-Riemannian metric on M and H(∇X˜ Y˜ ) be pro-
jectable. Define the induced semi-Riemannian metric g˜ and the induced connection
∇
′
on B as
g˜(X,Y ) = g(X˜, Y˜ ) (5)
∇
′
XY = pi∗(∇X˜ Y˜ ) (6)
where X,Y are vector fields on B.
Now we show that (B,∇
′
, g˜) is a statistical manifold.
Theorem 1 Let (M,∇, g) be a statistical manifold and pi :M −→ B be an affine
submersion with horizontal distribution H(M) = V⊥(M) and H(∇X˜ Y˜ ) be pro-
jectable. Then (B,∇
′
, g˜) is a statistical manifold.
Proof Let X,Y,Z be arbitrary vector fields on B, we have
(∇
′
X g˜)(Y,Z) = Xg˜(Y,Z)− g˜(∇
′
XY, Z)− g˜(Y,∇
′
XZ)
= X˜g(Y˜ , Z˜)− g(∇X˜Y˜ , Z˜)− g(Y˜ ,∇X˜ Z˜)
= (∇X˜g)(Y˜ , Z˜)
Since (M,∇, g) is a statistical manifold, (B,∇
′
, g˜) is also a statistical manifold.
Definition 5 Let pi : (M,∇, gM ) −→ (B,∇
∗, gB) be an affine submersion with
horizontal distribution H(M). Then the fundamental tensors T and A are defined
as
TEF = H(∇VEVF ) + V(∇VEHF ) (7)
AEF = V(∇HEHF ) +H(∇HEVF ) (8)
for arbitrary vector fields E and F on M. Also we denote the the fundamental
tensors corresponds to the dual connection ∇ of ∇ by T and A.
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It is easy to check that these are (1, 2)-tensors. Note that these tensors can
be defined in a general situation, namely, it is enough that a manifold M has a
splitting TM = V(M)
⊕
H(M). Also note that TE and AE reverses the horizontal
and vertical subspaces and TE = TVE , AE = AHE .
The inclusion map (pi−1(b), ∇ˆb) −→ (M,∇) is an affine immersion in the sense
of [9]. The following equations are corresponding to the Gauss and Weingarten
formulae. Let X and Y be horizontal vector fields, and V and W be vertical
vector fields on M. Then
∇VW = TVW + ∇ˆVW
∇VX = H(∇VX) + TVX
∇XV = V(∇XV ) +AXV
∇XY = H(∇XY ) +AXY
3 Conformal submersions with horizontal distribution
Conformal submersions and the fundamental equations of conformal submersions
were studied by many researchers, see [13] and [5] for example. In this section,
we generalize the concept of affine submersion with horizontal distribution to con-
formal submersion with horizontal distribution. Then we prove pi : (M,∇) −→
(B,∇∗) is a conformal submersion with horizontal distribution if and only if
pi : (M,∇) −→ (B,∇∗) is a conformal submersion with the same horizontal dis-
tribution. Also we obtained a necessary and sufficient condition for (M,∇, gM )
to become a statistical manifold for conformal submersion with horizontal dis-
tribution. Also obtained equations for H(E
′
) and V(E
′
) for a vector field E on
the curve σ in M for a conformal submersion with horizontal distribution. Then
for a conformal submersion with horizontal distribution we prove a necessary and
sufficient condition for pi ◦ σ to become a geodesic of B, if σ is a geodesic of M.
Definition 6 Let (M, gM ) and (B, gB) be Riemannian manifolds. A submersion
pi : (M, gM ) −→ (B, gB) is called a conformal submersion if there exists a φ ∈
C∞(M) such that
gM(X,Y ) = e
2φ
gB(pi∗X,pi∗Y ), (9)
where X,Y ∈ X (M).
For pi : (M,∇) −→ (B,∇∗) an affine submersion with horizontal distribution
pi∗(∇X˜ Y˜ ) = ∇
∗
XY , forX,Y ∈ X (B). In the case of conformal submersion we prove
the following theorem, which is the motivation for us to generalize the concept of
affine submersion with horizontal distribution.
Theorem 2 Let pi : (M, gM ) −→ (B, gB) be a conformal submersion. If ∇ on M
and ∇∗ on B are the Levi-Civita connections then
gB(pi∗(∇X˜ Y˜ ), Z) = gB(∇
∗
XY, Z)− dφ(Z˜)gB(X,Y )
+ {dφ(X˜)gB(Y,Z) + dφ(Y˜ )gB(Z,X)}
where X,Y, Z ∈ X (B) and X˜, Y˜ , Z˜ denote its unique horizontal lift on M.
6 Mahesh T V, K S Subrahamanian Moosath
Proof We have the Koszul formula for the Levi-Civita connection,
2gM (∇X˜Y˜ , Z˜) = X˜gM (Y˜ , Z˜) + Y˜ gM (Z˜, X˜)− Z˜gM (X˜, Y˜ )− gM (X˜, [Y˜ , Z˜])
+ gM (Y˜ , [Z˜, X˜ ]) + gM (Z˜, [X˜, Y˜ ]) (10)
Now consider
X˜gM(Y˜ , Z˜) = X˜(e
2φ
gB(Y,Z))
= X˜(e2φ)gB(Y,Z) + e
2φ
X˜(gB(Y,Z))
= 2e2φdφ(X˜)gB(Y,Z) + e
2φ
XgB(Y,Z)
Similarly we have,
Y˜ gM (X˜, Z˜) = 2e
2φ
dφ(Y˜ )gB(X,Z) + e
2φ
Y gB(X,Z)
Z˜gM (X˜, Y˜ ) = 2e
2φ
dφ(Z˜)gB(X,Y ) + e
2φ
ZgB(X,Y )
Also we have
gM (X˜, [Y˜ , Z˜]) = e
2φ
gB(X, [Y,Z])
gM (Y˜ , [Z˜, X˜]) = e
2φ
gB(Y, [Z,X])
gM (Z˜, [X˜, Y˜ ]) = e
2φ
gB(Z, [X,Y ])
Then from equation (10) and above equations we get
2gM(∇X˜ Y˜ , Z˜) = 2dφ(X˜)e
2φ
gB(Y,Z) + 2dφ(Y˜ )e
2φ
gB(X,Z)
− 2dφ(Z˜)e2φgB(X,Y ) + 2e
2φ
gB(∇
∗
XY, Z)
This implies
gB(pi∗(∇X˜ Y˜ ), Z) = gB(∇
∗
XY, Z)− dφ(Z˜)gB(X,Y )
+ {dφ(X˜)gB(Y,Z) + dφ(Y˜ )gB(Z,X)}
Now we generalize the concept of affine submersion with horizontal distribution
as follows:
Definition 7 Let pi : (M, gM ) −→ (B, gB) be a conformal submersion and let
∇ and ∇∗ be affine connections on M and B, respectively. Then pi : (M,∇) −→
(B,∇∗) is said to be a conformal submersion with horizontal distribution if pi :
M −→ B is a submersion with horizontal distribution and satisfies
gB(pi∗(∇X˜ Y˜ ), Z) = gB(∇
∗
XY, Z)− dφ(Z˜)gB(X,Y )
+ {dφ(X˜)gB(Y,Z) + dφ(Y˜ )gB(Z,X)}
for some φ ∈ C∞(M) and for all X,Y, Z ∈ X (B).
Note 4 If φ is constant it turns out to be an affine submersion with horizontal
distribution.
Submersions and Statistical Manifolds 7
Example 1 Let Hn = {(x1, ..., xn) ∈ R
n : xn > 0} and g˜ =
1
x2
n
g be a Riemannian
metric on Hn, where g is the Euclidean metric on Rn. Let pi : Hn −→ Rn−1 be
the map defined by
pi(x1, ..., xn) = (x1, ..., xn−1).
Let φ : Hn −→ R be a map defined by φ(x1, ..., xn) = log(
1
x2
n
). Then we have
g˜
(
∂
∂xi
,
∂
∂xj
)
= eφg
(
∂
∂xi
,
∂
∂xj
)
hence, pi : (Hn, g˜) −→ (Rn−1, g) is a conformal submersion. Then by the theorem
(2), pi : (Hn,∇) −→ (Rn−1,∇∗) be a conformal submersion with horizontal distri-
bution, where ∇ and ∇∗ are Levi-Civita connection on Hn and Rn−1 respectively.
Now for semi-Riemannian manifolds (M, gM ), (B, gB) with affine connections
∇ and ∇∗ and the dual connections ∇ and ∇∗ respectively we prove
Proposition 1 Let pi : (M, gM ) −→ (B, gB) be a conformal submersion. Then
pi : (M,∇) −→ (B,∇∗) is a conformal submersion with horizontal distribution
H(M) = V(M)⊥ if and only if pi : (M,∇) −→ (B,∇∗) is a conformal submersion
with the same horizontal distribution.
Proof Consider,
X˜gM (Y˜ , Z˜) = 2e
2φ
dφ(X˜)gB(Y,Z) + e
2φ
XgB(Y,Z)
= 2e2φdφ(X˜)gB(Y,Z) + e
2φ{gB(∇
∗
XY,Z) + gB(Y,∇∗XZ)}
Now consider
X˜gM (Y˜ , Z˜) = gM (∇X˜ Y˜ , Z˜) + gM (Y˜ ,∇X˜Z˜)
= e2φgB(pi∗(∇X˜ Y˜ ), Z) + e
2φ
gB(Y, pi∗(∇X˜Z˜)) (11)
Since,
gB(pi∗(∇X˜ Y˜ ), Z) = gB(∇
∗
XY, Z)− dφ(Z˜)gB(X,Y )
+ {dφ(X˜)gB(Y,Z) + dφ(Y˜ )gB(Z,X)} (12)
from (11) and (12) we get
gB(pi∗(∇X˜ Z˜), Y ) = gB(∇
∗
XZ, Y )− dφ(Y˜ )gB(X,Z)
+ {dφ(X˜)gB(Y,Z) + dφ(Z˜)gB(X,Y )}
Hence, pi : (M,∇) −→ (B,∇∗) is a conformal submersion with horizontal distri-
bution.
Converse is obtained by interchanging ∇, ∇∗ with ∇, ∇∗ in the above proof.
8 Mahesh T V, K S Subrahamanian Moosath
Lemma 1 Let pi : (M, gM ) −→ (B, gB) be a conformal submersion and pi :
(M,∇) −→ (B,∇∗) be a conformal submersion with horizontal distribution V(M)⊥,
then for horizontal vectors X,Y and vertical vectors U,V,W
(∇X˜gM )(X˜1, X˜2) = e
2φ(∇∗XgB)(X1, X2) (13)
(∇V gM )(X,Y ) = −gM (SVX,Y ) (14)
(∇XgM)(V, Y ) = −gM (AXV, Y ) + gM (AXV, Y ) (15)
(∇XgM )(V,W ) = −gM (SXV,W ) (16)
(∇V gM )(X,W ) = −gM (TVX,W ) + gM (TVX,W ) (17)
(∇UgM )(V,W ) = (∇ˆU gˆM )(V,W ) (18)
where X˜i are the horizontal lift of vector fields Xi on B, gˆ is the induced metric
on the fibers and SVX = ∇VX −∇VX.
Proof Consider
(∇X˜gM )(X˜1, X˜2) = X˜gM(X˜1, X˜2)− gM (∇XX˜1, X˜2)− gM (X˜1,∇XX˜2)
= X˜e2φgB(X1, X2)− e
2φ
gB(pi∗(∇X˜X˜1),X2)
− e2φgB(X1, pi∗(∇X˜X˜2))
= 2e2φdφ(X˜)gB(X1, X2) + e
2φ
XgB(X1, X2)
− e2φgB(pi∗(∇X˜X˜1),X2)− e
2φ
gB(X1, pi∗(∇X˜X˜2))
Since,
gB(pi∗(∇X˜X˜i), Xj) = gB(∇
∗
XXi, Xj)− dφ(X˜j)gB(X,Xi)
+ {dφ(X˜)gB(Xi, Xj) + dφ(X˜i)gB(Xj , X)}
where i, j = 1, 2 and i 6= j. We get
(∇X˜gM )(X˜1, X˜2) = e
2φ(∇∗XgB)(X1, X2)
Similarly we can prove other equations.
Now we prove a necessary and sufficient condition for (M,∇, gM ) to be a
statistical manifold for a conformal submersion with horizontal distriution.
Theorem 3 Let pi : (M, gM ) −→ (B, gB) be a conformal submersion and pi :
(M,∇) −→ (B,∇∗) be a conformal submersion with horizontal distribution H(M)
= V⊥(M) and let Tor(∇) = 0. Then (M,∇, gM ) is a statistical manifold if and
only if
1. H(SVX) = AXV −AXV
2. V(SXV ) = TVX − TVX
3. (pi−1(b), ∇ˆb, gˆbM ) is a statistical manifold for each b ∈ B.
4. (B,∇∗, gB) is a statistical manifold.
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Proof Suppose (M,∇, gM ) is a statistical manifold, then ∇gM is symmetric. Then
we have
(∇V gM )(X,Y ) = (∇XgM )(V, Y ).
Where X,Y are horizontal vectors and V is a vertical vector. Then from (14) and
(15) of above lemma we get
−gM (SVX,Y ) = −gM (AXV, Y ) + gM (AXV, Y )
This implies,
H(SVX) = AXV −AXV.
Similarly from (16) and (17) of above lemma we get
V(SXV ) = TVX − TVX
Since ∇gM is symmetric from (18) of above lemma we get ∇ˆ
bgˆb is symmetric, so
(pi−1(b), ∇ˆb, gˆbM) is a statistical manifold. Also from (13) of above lemma we get,
(∇X˜gM )(X˜1, X˜2) = e
2φ(∇∗XgB)(X1, X2).
Where X˜i are the horizontal lift of vector fields Xi on B. Since, ∇gM is symmetric
∇∗gB is also symmetric. Hence, (B,∇
∗, gB) is a statistical manifold.
Conversely, if all the four conditions hold then from the above lemma we get
∇EgM (F,G) = ∇F gM (E,G)
for any vector fields E,F and G on M. That is, ∇gM is symmetric on M, so
(M,∇, gM) is a statistical manifold.
3.1 Geodesics
Let M , B be Riemannian manifolds and pi :M → B be a submersion. Let E be a
vector field on a curve σ in M and the horizontal part H(E) and the vertical part
V = V(E) of E be denoted by H and V , respectively. pi ◦ σ is a curve in B and
E∗ denote the vector field pi∗(E) = pi∗(H) on the curve pi ◦ σ in B. E
′
∗ denote the
covariant derivative of E∗ and is a vector field on pi ◦ σ. The horizontal lift to σ of
E
′
∗ is denoted by E˜
′
∗. In [12] O’Neil has shown that
H(E
′
) = E˜
′
∗ +AH(U) +AX(V ) + TU (V )
V(E
′
) = AXH + TUH + V(V
′
),
where X = H(σ
′
) and U = V(σ
′
) and A, T are fundamental tensors.
Using this O’Neil [12] has proved that if σ is a geodesic of M, then pi ◦ σ is a
geodesic of B if and only if 2AXU+TUU = 0. For affine submersion pi : (M,∇)→
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(B,∇∗) with horizontal distributionH(M), Abe and Hasegawa [1] proved a similar
result.
We consider pi : (M,∇, gm) → (B,∇
∗, gb) a conformal submersion with hori-
zontal distribution H(M). Throughout this section we assume ∇ is torsion free. A
curve σ is a geodesic if and only if H(σ
′′
) = 0, where σ
′′
is the covariant derivative
of σ
′
. So first we obtain equations for H(E
′
) and V(E
′
) for a vector field E on
curve σ in M for a conformal submersion with horizontal distribution.
Theorem 4 Let pi : (M,∇, gm) → (B,∇
∗, gb) be a conformal submersion with
horizontal distribution, and let E = H + V be a vector field on curve σ in M.
Then for every vector field Z on B we have
gb(pi∗(H(E
′
)), Z) = gb((E
′
∗) + pi∗(AXU +AXV + TUV ), Z)− dφ(Z˜)gb(pi∗X,pi∗H)
+ dφ(X)gb(pi∗H,Z) + dφ(H)gb(pi∗X,Z).
V(E
′
) = AXH + TUH + V(V
′
)
where X = H(σ
′
) and U = V(σ
′
).
Proof We work in a neighbourhood of an arbitrary point σ(t) of the curve. Let
B1, ....,Bn(n = dimB) be a base field near pi(σ(t)) on B and B˜1, ..., B˜n their
horizontal lift. Let F1, ..., Fl be a vertical base field near σ(t),where l is the di-
mension of fibers. Set H =
∑
i a
i(B˜i |σ),V =
∑
j b
j(Fj |σ), X =
∑
k c
k(B˜k |σ)
and U =
∑
m d
m(Fm |σ), where a
i, bj , ck are real valued function on a neigh-
bourhood of t and B˜i |σ (resp. Fm |σ) are vector fields along curve σ defined by
(B˜i |σ)s := (B˜i)σ(s) (resp.Fm |σ:= (Fm)σ(s)). We have
H(E
′
)t =H
{∑
i
a
i′(t)(B˜i)σ(t) +
∑
i
a
i(t)(∇σ′(t)B˜i)σ(t)
+
∑
j
b
j′(t)(Fj)σ(t) +
∑
j
b
j(t)(∇σ′(t)Fj)σ(t)


=
∑
i
a
i′(t)(B˜i)σ(t) +
∑
i,k
a
i(t)ck(t)H(∇B˜kB˜i)σ(t)
+
∑
i,m
a
i(t)dm(t)H(∇FmB˜i)σ(t) + (AXV )σ(t) + (TUV )σ(t).
(19)
Since H[B˜i, Fm] = 0 and ∇ is torsion free we get∑
i,m
a
i(t)dm(t)H(∇FmB˜i)σ(t) = (AHU)σ(t). (20)
Also we have
(E
′
∗)t =
∑
i
{ai
′
(t)(Bi)pi(σ(t)) + a
i(t)(Bi |pi◦σ)
′
pi(σ(t))
=
∑
i
a
i′(t)(Bi)pi(σ(t)) +
∑
i,k
a
i(t)ck(t)(∇∗BkBi)pi(σ(t)) (21)
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From (19) and (20) we get
pi∗(H(E
′
)t) =
∑
i
a
i′(t)(Bi)pi(σ(t)) +
∑
i,k
a
i(t)ck(t)pi∗(H(∇B˜kB˜i))pi(σ(t))
+ pi∗((AHU) + (AXV ) + (TUV ))pi(σ(t)) (22)
Now from (21), (22) and definition of conformal submersion with horizontal
distribution we get
gb(pi∗(H(E
′
)), Z) = gb((E
′
∗) + pi∗(AXU +AXV + TUV ), Z)− dφ(Z˜)gb(pi∗X,pi∗H)
+ dφ(X)gb(pi∗H,Z) + dφ(H)gb(pi∗X,Z).
Similarly we can prove V(E
′
) = AXH + TUH + V(V
′
).
For σ
′′
we have
Corollary 1 Let σ be a curve in M with X = H(σ
′
) and U = V(σ
′
). Then
gb(pi∗(H(σ
′′
)), Z) = gb((σ
′′
∗ ) + pi∗(2AXU + TUU), Z)− dφ(Z˜)gb(pi∗X,pi∗X)
+ 2dφ(X)gb(pi∗X,Z) (23)
V(σ
′′
) = AXX + TUX + V(U
′
) (24)
where σ
′′
∗ denotes the covariant derivative of (pi ◦ σ)
′
.
Now for a conformal submersion with horizontal distribution we prove a neces-
sary and sufficient condition for pi ◦σ to become a geodesic of B, if σ is a geodesic
of M.
Theorem 5 Let pi : (M,∇, gm) → (B,∇
∗, gb) be a conformal submersion with
horizontal distribution. If σ is a geodesic on M, then pi ◦ σ is a geodesic on B if
and only if
gb(pi∗(2AXU + TUU), Z) + 2dφ(X)gb(pi∗X,Z) = dφ(Z˜) ‖ pi∗X ‖
2
for every vector field Z on B, where X = H(σ
′
) and U = V(σ
′
) and ‖ pi∗X ‖
2=
gb(pi∗X,pi∗X)
Proof Since σ is a geodesic on M from (23) we get
gb((σ
′′
∗ ), Z) = dφ(Z˜) ‖ pi∗X ‖
2 −gb(pi∗(2AXU + TUU), Z)− 2dφ(X)gb(pi∗X,Z)
for every vector field Z on B. Hence, pi ◦ σ is a geodesic on B if and only if
gb(pi∗(2AXU + TUU), Z) + 2dφ(X)gb(pi∗X,Z) = dφ(Z˜) ‖ pi∗X ‖
2
for every vector field Z on B.
Remark 1 If σ is a horzontal geodesic (that is, V(σ
′
) = 0), then pi ◦σ is a geodesic.
Also from (24), horizontal lift of a geodesic of B is a geodesic of M if AZZ = 0
for all horizontal vector fields Z on M.
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4 Statistical structures on the tangent bundle
Theory of horizontal lift and complete lift of tensor fields and connections on the
tangent bundle are well known[14]. Mastuzoe and Inoguchi [8] obtained necessary
and sufficient condition for the tangent bundle TM to become a statistical manifold
with respect to the Sasaki lift metric and the horizontal lift connection and also
with respect to the horizontal lift metric and the horizontal lift connection. In this
section, first we show that the submersion pi : (TM,∇c) → (M,∇) is an affine
submersion with horizontal distribution and pi : (TM, gs) → (M, g) is a semi-
Riemannian submersion. Also prove a necessary and sufficient condition for TM
to become a statistical manifold with respect to Sasaki lift metric and complete
lift connection for an affine submersion with horizontal distribution.
Let M be an n-dimensional manifold and TM = ∐x∈MTxM denote the tan-
gent bundle on M. Let pi : TM −→ M be the natural projection defined by
Xx ∈ TxM −→ x ∈ M. Let (U ;x
1, ..., xn) be a local coordinate system on M
and the induced co-ordinate system on pi−1(U) be (x1, ..xn;u1, ..un). Let (x;u)
be a point on TM, denote the kernel of pi∗(x;u) by V(x;u) called the vertical sub-
space of T(x;u)(TM) at (x;u). Note that the vertical subspace V(x;u) is spanned by
{ ∂
∂u1
, ∂
∂u2
, ... ∂
∂un
}. The two linear spaces TxM and V(x;u) have same dimension,
so there is a canonical linear isomorphism V : TxM −→ V(x;u) called the vertical
lift.
Let f :M −→ R be a smooth function onM and pi : TM −→M be the natural
projection. The vertical lift of f is denoted by fv and defined as fv = f ◦ pi. For
a vector field X = Xi ∂
∂xi
on M the vertical lift is denoted by Xv and defined as
Xv = (Xi)v ∂
∂ui
. Note that for any vector fields X,Y on M [Xv, Y v] = 0. The
vertical lift of df is defined by (df)v = d(fv), in particular for local co-ordinate
functions xi, (dxi)v = d(xi)v. The vertical lift of 1-form ω = ωidx
i is defined as
ωv = (ωi)
vd(xi)v, the vertical lift operation extends on the full tensor algebra
T (M) by the rule (P ⊗Q)v = P v ⊗Qv for any tensor fields P and Q on M.
Let f :M −→ R be a smooth map, the complete lift fc of f on TM is defined
as fc = i(df) = ui ∂f
∂xi
. The complete lift Xc on TM of the vector field X on
M is characterized by the formula Xc(fc) = (Xf)c for all f ∈ C∞(M). In local
co-ordinate, the complete lift Xc of X = Xi ∂
∂xi
has the local expression
X
c = (Xi)
∂
∂xi
+ uj
∂Xi
∂xj
∂
∂ui
.
The complete lift to 1−from ω is defined as
ω
c(Xc) = (ω(X))c.
More generally the complete lift to full tensor algebra T (M) is given by the rule
(P ⊗Q)c = P c ⊗Qv + P v ⊗Qc
for any tensor fields P and Q on M. Let ∇ be a linear connection on M, then the
complete lift ∇c on TM is defined as ∇cXcY
c = (∇XY )
c for every X,Y ∈ X (M).
Remark 2 Matsuzoe and Inoguchi [8] have proved that if (M,∇, g) is a statisti-
cal manifold, then (TM,∇c, gc) is a statistical manifold. Moreover the conjugate
connection of ∇c is (∇c) = (∇)c.
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Now we look at the horizontal lifts on the tangent bundle. LetM be a smooth
n−dimensional manifold and ∇ be a torsion free linear connection on M. The
vertical subspace V(x;u) of T(x;u)(TM) at (x;u) defines a smooth distribution V
on TM called the vertical distribution. Also there exists a smooth distribution
x −→ H(TM)x depending on the linear connection ∇ such that
T(x;u)(TM) = H(TM)x ⊕ V(x;u).
This distribution is denoted by H∇, called the horizontal distribution. Let X be
a vector field on M, then the horizontal lift of X on TM is the unique vector
field XH on TM such that pi∗(X
H
(x;u)) = Xpi((x;u)) for all (x;u) ∈ TM. In local
co-ordinates if X = Xi ∂
∂xi
, then
X
H = Xi
∂
∂xi
−XjukΓ ij,k
∂
∂ui
.
Here Γ ij,kis the connection coefficient of ∇.
Let g be a semi-Riemannian metric on M, then the horizontal lift gH on M
is defined as gH(XH , Y H) = gH(Xv, Y v) = 0 and gH(XH , Y v) = g(X,Y ), for
X,Y ∈ X (M). The horizontal lift ∇H on M of linear connection ∇ on M is
defined as ∇HXvY
v = 0, ∇HXvY
H = 0, ∇HXHY
v = (∇XY )
v, ∇HXHY
H = (∇XY )
H ,
for X,Y ∈ X (M). Note that even if ∇ is torsion free, its horizontal lift ∇H may
have non-trivial torsion.
Let g be a semi-Riemannian metric on (M,∇). We define a semi-Riemannian
metric gs on TM as, gs(x;u)(X
H , Y H) = gx(X,Y ), g
s
(x;u)(X
H , Y v) = 0,
gs(x;u)(X
v, Y v) = gx(X,Y ). The metric g
s is called the Sasaki lift metric.
In [14] Yano and Ishihara introduced γ operator for defining horizontal lift from
complete lift. Let X be a vector field on M, with local expression X = Xi ∂
∂xi
,
∇X = Xij
∂
∂xi
⊗ dxj , where Xij =
∂Xi
∂xj
+XkΓ ij,k. Define γ(∇X) = u
jXij
∂
∂ui
with
respect to the induced co-ordinate (x1, ..., xn;u1, ..., un). Then we can see that
XH = Xc − γ(∇X), note that γ(∇X) is the vertical part of Xc.
Remark 3 Matsuzoe and Inoguchi [8] proved that if (M,∇, g) is a statistical man-
ifold, then (TM,∇H , gs) or (TM,∇H , gH) is a statistical manifold if and only
if ∇g = 0. Also they obtained that for a statistical manifold (M,∇, g) both
(TM, gs, CH) and (TM, gH , CH) are statistical manifolds, where CH is the hori-
zontal lift of the cubic form C = ∇g.
Consider the submersion pi : TM −→M. Let ∇ be an affine connection on M.
Then there is a horizontal distribution H∇ such that
T(x;u)(TM) = H(x;u)(TM) + Vu
for every (x;u) ∈ TM.
Now we show that the submersion pi of TM intoM with complete lift of affine
connection is an affine submersion with horizontal distribution.
Proposition 2 The submersion pi : (TM,∇c) −→ (M,∇) is an affine submer-
sion with horizontal distribution.
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Proof We need to show that
H(∇cXHY
H) = (∇XY )
H
Consider, XH = Xc − γ(∇X), then
∇cXHY
H = ∇cXc−γ(∇X)Y
c − γ(∇Y )
= ∇cXc−γ(∇X)Y
c −∇cXc−γ(∇X)γ(∇Y )
= ∇cXcY
c −∇cγ(∇X)Y
c −∇cXcγ(∇Y ) +∇
c
γ(∇X)γ(∇Y )
Using ∇cXvY
v = 0 ([8]) we have
∇cXHY
H = (∇XY )
c − [∇cγ(∇X)Y
c +∇cXcγ(∇Y )] (25)
By definition
(∇XY )
c = (∇XY )
H + γ(∇(∇XY )) (26)
From (25) and (26)
H(∇cXHY
H) = (∇XY )
H
.
Hence the submersion pi : (TM,∇c) −→ (M,∇) is an affine submersion with
horizontal distribution.
Proposition 3 The submersion pi : (TM, gs) −→ (M, g) is a semi-Riemannian
submersion.
Proof Clearly pi−1(p) = TpM for all p ∈M is a semi-Riemannian submanifold of
TM and by definition of gs we have
g
s(XH , Y H) = g(X,Y ).
Hence pi is a semi-Riemannian submersion.
Now we give a necessary and sufficient condition for the tangent bundle to be
a statistical manifold with the Sasaki lift metric and the complete lift connection.
Theorem 6 (TM,∇c, gs) is a statistical manifold if and only if
1. H(SVX) = AXV −AXV
2. V(SXV ) = TVX − TVX
3. (TpM, ∇ˆ
c, gˆs) is a statistical manifold for each p ∈M.
4. (M,∇, g) is a statistical manifold.
Proof From propositions (2) and (3) we get that pi : (TM,∇c, gs) −→ (M,∇, g)
is an affine submersion with horizontal distribution. Since gs(XH , Y V ) = 0, we
can take H∇(M) = V(M)
⊥. First we show that the following equations holds for
horizontal vectors X,Y and vertical vectors U, V,W
(∇cV g
s)(X,Y ) = −gs(SVX,Y ) (27)
(∇cXg
s)(V, Y ) = −gs(AXV, Y ) + g
s(AXV, Y ) (28)
(∇cXg
s)(V,W ) = −gs(SXV,W ) (29)
(∇cV g
s)(X,W ) = −gs(TVX,W ) + g
s(TVX,W ) (30)
(∇cUg
s)(V,W ) = (∇ˆcU gˆ
s)(V,W ) (31)
(∇c
X˜
g
s)(X˜1, X˜2) = (∇Xg)(X1, X2) (32)
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where X˜i are the horizontal lift of vector fields Xi on M, gˆ
s is the induced metric
on the fibers and SVX = ∇
c
VX −∇
c
VX. To see (27) consider
(∇cV g
s)(X,Y ) = V gs(X,Y )− gs(∇cVX,Y )− g
s(X,∇cV Y )
= gs(∇
c
VX,Y )− g
s(X,∇cV Y )
= −gs(SVX,Y )
Similarly we can prove the other equations.Now suppose (TM,∇c, gs)is a statis-
tical manifold, then ∇cgs is symmetric. From (27) and (28) we get
H(SVX) = AXV −AXV
From (29) and (30) we get
V(SXV ) = TVX − TVX
from (31) ∇ˆcgˆs is symmetric, so (TpM, ∇ˆ
c, gˆs) is a statistical manifold for each
p ∈M. Also from (32) (M,∇, g) is a statistical manifold.
Conversely, if all the four conditions hold then from the above equations ∇cgs is
symmetric, so (TM,∇c, gs) is a statistical manifold.
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