Semi-Supervised Learning is a family of machine learning techniques that make use of both labeled and unlabeled data for training, typically a small amount of labeled data with a large number of unlabeled data. In this paper we propose a Semi-Supervised regression algorithm by means of density estimator, generated by Parzen Windows functions under the framework of Semi-Supervised Learning. We conduct error analysis by capacity independent technique and obtain some satisfactory learning rates in terms of regularity of the target function and the decay condition on the marginal distribution near the boundary.
by Nigam [12] . Discriminative Semi-Supervised methods [9] include probabilistic and non-probabilistic approaches, such as transductive or Semi-Supervised Support vector Machines (TSVMs, S3VMs) and a variety of other graph based methods [23, 2] . Different learning methods for Semi-Supervised Learning are based on different assumptions. Fulfilling these assumptions is crucial for the success of the methods. More discussions can be founded in [3, 22] .
From the learning kernel point of view, many existing structured learning algorithms (e.g. conditional random fields, maximum margin Markov networks) can be endowed with a Semi-Supervised kernel. The key idea lies in that the graph kernel can be constructed with all the unlabeled data, next one applies the graph kernel to a standard structured learning kernel machine. Such kernel machines include the kernelized conditional random fields [10] and the maximum margin Markov networks [17] , which differ primarily by the loss function they use.
As is well known, Parzen Windows method [13] is a widely used technique for kernel density estimation and regression (see e.g. [19] ), and recently they are also applied to multi-classifier learning [14] and regression problem [21] in a general subset of R d by a decay condition near the boundary.
These motivate us to study Semi-Supervised regression integrated with density estimations using Parzen Windows. Intuitively, the unknown marginal distribution can be characterized well by Parzen Windows using amounts of unlabeled data. This amounts to provide us some additional useful information for supervised learning. Definition 1. We say that Φ :
is a basic window function if it is continuous and it satisfies:
(ii) there exist some q > d + 2 and constant c q > 0 such that
The decay condition (1.1) is reasonable since it is satisfied by many commonly used function in multivariate analysis and learning theory.
Suppose that the input space X is a compact subset of R d , and the output space Y ⊆ R. Let ρ be the probability measure defined on X × Y . Given a sequence of sample z := {x i , y i } m i=1 drawn independently according to ρ, and n unlabeled data
drawn from the marginal distribution denoted by ρ X , often m n. In our setting, the objective is to learn the regression function
where ρ(y|x) is the conditional probability measure at any given x induced by ρ.
We consider a learning algorithm in a reproducing kernel Hilbert space (RKHS) H K associated with a Mercer kernel K , where K : X × X → R is a continuous, symmetric and positive semi-definite function. Without loss of generality, assume
On the basis of density estimator generated by Parzen Windows, we learn the regression function by
where σ = σ (m) > 0 is a scalar parameter and λ ∈ (0, 1), a regularization parameter controlling the trade-off between the empirical error and the penalty term f
Since X is a compact subset of R d , some regularity conditions on both the marginal distribution and the density are required. Throughout the paper, we give the following assumption. 
Our learning rates will be achieved under the regularity assumption on the regression function that f ρ lies in the range of 
. We can now state our learning rate for the Semi-Supervised regression algorithm which will be proved in Section 5. 
where C is a constant independent on m or δ.
The key technique behind the proof for the convergence of the learning scheme lies in the error decomposition, consisting of a sample error term and an approximation error term. The first term, the sample error, is bounded using a concentration inequality in a Hilbert space since it is a function of the sample z. On the other hand, the second term, the approximation error, does not depend on the sample and we use approximation theory to attain the purpose.
The paper is organized as follows. In Section 2 a new Semi-Supervised regression algorithm is proposed based on density estimations. Then we introduce a necessary concentration inequality in a Hilbert space and sample error in H K are estimated in Section 3. In Section 4 we bound the approximation error under the condition of Assumption 1 and the regularity of the regression function. Finally we obtain the learning rate by combining the sample error with approximation error. 
Semi-Supervised algorithm with density estimators
where σ > 0 is a smoothing parameter called the bandwidth. Parzen showed that p x,σ converges to p(x) and σ = σ (n)
A kernel with subscript σ is called the scaled kernel and defined as Φ σ (x) = 1/σ Φ(x/σ ). Intuitively one wants to choose σ as small as the data allows, however there is always a trade-off between the bias of the estimator and its variance. When the boundary of X satisfies certain decay condition, by choosing a proper parameter σ (n), a standard convergence rate for density estimation founded in [6, 8] can be expressed as
Note that if the unknown density p is smooth enough, the convergence rate can be improved by using the higher order Parzen Windows methods [21] . In this paper, our idea lies in that more accuracy should be given at sample point where the density of the marginal distribution ρ X is much larger than other field. In the classical regression algorithm, all the sample points are equivalently treated and it may cause large violation when there exist some singular points among all the sample data. Since an unseen data will appears with greater confidence in much denser fields, our efforts should focus on there by using huge surplus unlabeled data. Considering the data structure of the input space, we propose the kernel-based regression estimator with respect to density function as
As mentioned above, p(x) is usually unknown and we shall replace it with a density estimator. Here we make use of Parzen Windows methods as the kernel density estimation. Thus, given a set of n unlabeled examples {x i } m+n i=m+1 , we get the optimization problem (1.2).
The optimization method (1.2) looks like weighted least square regression (WLSR) in Supervised Learning [5, 7] . But here we are mainly concerned with underling data shape induced by large amounts of unlabeled data. In the classical WLSR setting, there exists no surplus unlabeled data and estimation parameter may be sensitive to the weight function using only a few observations.
By the reproducing property of RKHS, the Representer Theorem holds, which means that the minimizer can be obtained in a finite dimensional space in terms of both labeled and unlabeled examples. As before, the Representer Theorem shows that the solution has the form
Substituting this form in the problem above, we arrive at the following convex differentiable objective function of the
where
T . The derivative of the objective function vanishes at the minimizer, which leads to the following solution:
Sample error estimate
In this section we investigate the approximation error of our proposed algorithm as the parameters σ and λ change.
To understand (1.2), denote by x the set of inputs {x 1 , . . . , x m }, and define the sampling operator S x :
. The adjoint of the sampling operator, S T x : R m → H K , can be written as
A similar methods with [4] are applied to this algorithm (1.2), whose minimizer can be represented by
and Y is defined as above.
To study the limitation behavior of the function f σ z,λ , the following notations play key role in our theoretical analysis.
Definition 2. The regularization error and the regularizing function of the triple (H
In order to obtain the explicit form of f σ λ , we introduce the following definition L σ
Taking the functional derivatives, we know that f σ λ can be expressed associated with L σ 
, (3.5) where σ
It is worth pointing out that though estimating the Sample Error is a standard method in learning theory [11, 16] , the operator L σ K is not necessary in the Hilbert-Schmidt space and the corresponding skills are no longer applicable.
Proposition 1.
Suppose that the density p(x) of ρ X exists and satisfies sup x∈ X p(x) c p , then for any 0 < σ 1 and 0 < δ 1, with
By independence, the expectation of
The reproducing property of RKHS implies that
Hence, when k ∈ {1, . . . ,m}, we have
. (3.8) Clearly, the same conclusion also holds for the case k ∈ {m + 1, . . . ,m + n}.
Next we need to estimate the variance σ
Note that from Definition 1 of Parzen Windows, it follows that (E k ( F (z, x) − E z k (F (z, x) )
It follows that for σ 1,
Thus Proposition 3 follows from Lemma 1. 2
Approximation error estimate
To estimate the approximation error, we need to consider the convergence of L σ
This proves our desired result. 2
Define the regularizing function independent on σ
Proposition 3. Under the assumptions (1.3) and
Proof. Observe that
It follows that
The desired result follows from Proposition 3. 2
To get the total error f σ Moreover, for 0 < r 1, there holds
Following Proposition 3 and (4.3), the approximation error can be stated as follows. 
4)
where C 0 is defined as in Proposition 3.
Learning rate and conclusion
We are now in a position to derive the learning rate of Semi-Supervised Learning algorithm (1.2).
Proof of Theorem 1. Following Propositions 3 and 4, with confidence to 1 − δ, 
