Abstract. The classical psychophysical approach to human perception has been to study isolated aspects of perception using well-controlled and strongly simplified laboratory stimuli. This so-called cue reduction technique has successfully led to the identification of numerous perceptual mechanisms, and has in many cases guided the uncoverage of neural correlates (see chapters elsewhere in this volume). Its limitations, however, lie in the almost complete ignorance of the intimate relationship between action, perception and the environment in which we live. Real world situations are so different from the stimuli used in classical psychophysics and the context in which they are presented, that applying laboratory results to daily life situations often becomes impractical if not impossible. At the Max-Planck-Institute for Biological Cybernetics in Tübingen we pursue a behavioral approach to human action and perception that proves especially well suited for studying more complex cognitive functions, such as object recognition and spatial cognition. The recent availability of highfidelity "Virtual Reality" environments enables us to provide subjects a level of sensory realism and dynamic sensory feedback that approaches their experiences in the real world. At the same time, we can keep the ultimate control over all stimulus aspects that are required by the rules of psychophysics. In this chapter, we take a closer look at these developments in spatial cognition research and present results from several different experimental studies that we have conducted using this approach.
Introduction
In recent years, the study of spatial cognition experienced a strong technology push caused by major advancements in two very different areas: brain imaging and virtual reality. Indeed, those who manage to combine the potential of both technologies receive considerable attention (e.g., Maguire, Burgess, Donnett, Frackowiak, Frith & O'Keefe, 1998; Epstein & Kanwisher, 1998) . In this chapter, however, we focus exclusively on the role of virtual reality technology in the recent evolution of the field. In subsequent sections, we identify the major motivations behind this development, and we provide illustrative examples taken from our own laboratory. Our primary goal here is to provide useful information for making proper and effective use of virtual reality in cognitive science. So what is exactly happening? What do we mean when we say "virtual reality technology is pushing spatial cognition research ahead?" The answer probably lies in the very nature of virtual reality (VR): VR is a technique that strives to create the illusion of experiencing a physical environment without actually being there (the concept of verisimilitude has been mentioned in this context). The virtual environments (VEs) thus created provide the researcher with a new experimental platform in addition to the natural environment and the classical highly reduced and abstracted laboratory settings. We will see further on in this chapter why VEs have earned a place alongside those other options, and why their role in studying human spatial cognition is strongly increasing (also see Péruch & Darken, Allard & Achille, 1998 ). Some of the major factors are illustrated in the following paragraph.
The classical psychophysical methods that are used to investigate perception are characterized by the use of well-controlled but, compared to the real world, strongly simplified laboratory stimuli such as dots, plaid patterns or random dot stereograms. These abstracted stimuli often bear little resemblance to those occurring in the real world, but are nevertheless very useful for identifying low-level perceptual mechanisms. The study of higher-level cognitive behaviors such as object recognition, visual scene analysis, and navigation, requires a different methodology. At this level the intimate and extensive relationship between action, perception, and the environment plays an important role (Gibson, 1966 (Gibson, & 1979 . To unravel the mechanisms working at this level, it is less important to understand perception itself than it is to investigate its role in guiding actions. Moreover, it is questionable whether one can study such higher-level mechanisms using the abstracted stimuli that are typically applied in psychophysics. In navigation, for instance, we repeatedly use landmarks to decide where we are and where we should go next. It is obvious that such a behavior strongly depends on the abundance and specific appearance of these landmarks. Thus, a systematic study of cognitive behaviors like navigation ideally uses a methodology that supports the control and manipulation of arbitrary complex stimuli in a reproducible way, at the same time allowing for the recording of natural behavioral responses to these stimuli. The technology that enables us to develop such a methodology has become available only recently. Advancements in computer graphics and display technology have led to the emergence of a new area of computer science and engineering, called VR. As said before, VR is essentially a technique that creates the illusion of experiencing a physical environment without actually being there. This is accomplished by intercepting the normal action-perception loop: the participant's actions are measured and used to update a computer representation of a virtual environment, which is then presented to the participant by means of visual and other displays (haptic, tactile, auditory, etc.) . This technique allows us principally to manipulate all aspects of the sensory stimulation as well as the effects of the participant's actions on these sensory experiences. As such, it enables us to study fundamental questions in human cognition.
In the following sections we describe several motivations behind the increased usage of VEs in spatial cognition research. In the first section we discuss some issues from a biological cybernetics point of view. Subsequent sections deal with the technology that enables us to use VEs, discuss stimulus control in the context of VEs, point out the increased level of stimulus relevance that VEs offer compared to traditional laboratory methods, identify spatial cognition in VEs as a new interesting field and give examples from our own VE laboratory.
Biological Cybernetics
Biological cybernetics is a subfield of biology that studies the complete cycle of action and perception in organisms. More specifically, it studies how organisms acquire sensory information, how they process and store it, and how they finally retrieve this information again to generate behavior. Such behavior -like moving through the world -on its turn alters the sensory information available to the organism and in doing so closes the actionperception loop. Systematic research of this complex feedback system requires fine control over those elements of the action-perception cycle that lie outside the organism, i.e., the world with which the organism interacts. Intercepting the feedback loop by manipulating the 'world'-parameters alters the way in which action can influence perception. Such open-and modified closed-loop experiments are common practice in neuroethology (Reichardt, 1973; Heisenberg & Wolf, 1984) and sensorimotor studies (Hengstenberg, 1993) . Virtual reality techniques are now for the first time enabling us to perform similar experiments in the domain of complex human behavior, such as navigation through unknown cities (Mallot, Gillner, Van Veen & Bülthoff, 1998) or manipulating virtual objects with a haptic simulator (Ernst, Van Veen, Goodale & Bülthoff, 1998; Ernst, Banks & Bülthoff, 1999) . Figure 1 shows a basic diagram of the actionperception cycle from a biological cybernetics perspective. The diagram symbolizes the flow of information between organism and environment. It is strongly simplified to make it easier to concentrate on the important elements for this discussion. For instance, the homeostatic processes Figure 9 in that take place within an organism are not included, nor do we attempt to differentiate between types of behavior that do or do not induce changes in the environment. Please refer to Bülthoff, Foese-Mallot & Mallot (1997) and references therein for more details. In this diagram we illustrate how we think VEs can be utilized to study the action-perception cycle. Inside the natural environment (the "real" one, if you wish) a second environment is created by means of human-computer interfaces. A smaller or larger part of the user's behavior is monitored by input devices such as movement trackers and is used to update a computer representation of the organism plus its virtual environment. Displays such as HMDs (Helmet/Head Mounted Displays) and earphones are used to communicate this representation to the user. Three important observations can be made by looking at this diagram. First, it is immediately clear that VEs are not substitutes for the real environment, they are merely embedded in it. Thus, we have to deal with a person experiencing two environments at the same time. Second, it is currently by no means possibleindeed it's hard to imagine being possible at all (but read Gibson, 1984) -to completely measure all behavior, to create a complete virtual world, and to stimulate all senses completely. A VE is always a reduced environment. Third, the devices interfacing the organism with the VE inherently suffer from delays, distortions, bandwidth restrictions, and limited ranges, which causes them to be distinguishable from the real environment. We discuss these observations in more detail below.
2.1
Two Parallel Worlds VEs have been applied successfully for treatment of certain phobias (for an overview see Aviles, 1996 and , such as fear of spiders (Carlin, Hoffmann, & Weghorst, 1997) , fear of height (Rothbaum, Hodges, Kooper, Opdyke, Williford, & North, 1995) , and fear of flying (Mühlberger, Herrmann, Wiedemann, & Pauli, 1999) . In the latter case, participants interact with a VE that simulates different stages of flying. Without ever leaving the ground, and with the participants fully aware of this and of the fact that everything is just a simulation, even a relatively simple VE can be convincing enough to induce fear and generate changes in physiological parameters such as heart rate, skin conductance, and EEG. Sometimes quite the contrary happens, and in a VE that has been designed for optimal visual quality participants do not feel immersed at all, but rather start commenting on artifacts of the simulation such as that "all trees in the landscape look so similar". And sometimes it seems as if participants can mentally switch from one world to the other and back, or even can observe both worlds in parallel! The central question here is: How much of the participants perception and behavior is related to each of the worlds? What happens when the worlds provide conflicting information (such as in the aforementioned fear of flying treatment example)? Simple linear weighting models seem inappropriate here. In our eyes, the majority of the psychological and philosophical questions related to this concept of two parallel environments are yet unexplored. For some, this has been enough reason not to use VEs for spatial cognition research. A good way to see how much we can trust results obtained using VEs is to pair studies in VEs with studies in the natural environment. If the results gained in both environments are consistent with each other, further experiments can be performed in the VE taking advantage of its advanced features (see the section on Stimulus Control). We have done so, for example, in an experiment that studies mental representations of familiar environments. Inhabitants of the city of Tübingen in southern Germany were asked to point as accurately as possible towards well-known locations in their inner city, both while being present in the real city and while experiencing a very detailed virtual reality simulation of that same inner city (for details see Sellen, 1998, and Van Veen, Sellen & . Subjects responded very accurately in both cases: the mean absolute pointing error was 11˚when the subject was present in the real city, and increased marginally to 13˚when experiencing the virtual version of that city. Further analysis showed that the pattern of systematic errors was extremely similar in the two conditions, suggesting that similar mental representations were recalled in both cases. Further experiments exploiting the simultaneous presence of a real and virtual version of this city environment are underway, as well as experiments in which we make changes to the virtual city that are not possible with the real one.
2.2
Incompleteness Much can be said about the incompleteness of a VE in comparison to the real environment. If we focus on the direct implications for spatial cognition research using VEs the most severe problem is probably the pitfall of superficial realism. A VE might look realistic enough for one's purposes, but still can lack certain qualities that turn out to be essential for other tasks. For instance, after going through great lengths to create a realistic (mainly visually realistic) virtual model of the city of Tübingen (see ; also see figure 2), at least one subject in our experiments (an inhabitant of real Tübingen) complained about the lack of appropriate height differences between the streets. She used to find her way around the town by remembering how certain roads sloped upwards and others downwards, something none of the other subjects seemed to do. Obviously, this is information of which researchers can make good use (work on the role of height differences in navigation is now underway, see Mochnatzki, Steck & Mallot, 1999) , but the potential danger is also clear. The system of validation elicited in the previous paragraph is again essential. Note, of course, that there are many other obvious forms of incompleteness with which we also have to deal, such as the lack of stimulation of certain senses (typically only visual simulations are used in VR), the incompleteness of the stimulation (e.g., limited field-of-view), the simplicity of the environment, and all the problems associated with ego-movement in VEs. Some of these points are discussed again in the section Enabling Technologies.
2.3
Delays and Distortions An ideal interface between the participant and the VE should operate unnoticeably. If not, it's likely that participants start changing their behavior to circumvent the problems of the interface. Such change in behavior has of course implications for the validity of the experimental study. A typical problem is the feedback delay caused by the processing time required to reflect changes of the participant's behavior in changes on the displays. In vehicle simulators, for example, participants often compensate for feedback delays by reducing the speed of the vehicle (very slow speeds can mitigate the impact of feedback delays; see Cunningham & Tsou, 1999) and by employing alternate control strategies (Sheridan & Ferrel, 1963) . Short delays are essential for studies involving fast control loops such as those found in steering tasks, manual manipulation, or head tracking. Distortions are especially evident and disturbing when parts of the real and virtual worlds interact, such as when the participant tries to grab a virtual object with his real hand, or when head movements are measured to update the images displayed on the HMD. While humans can adapt to delays and distortions (for reviews of spatial adaptation, see Bedford, 1993; Harris, 1965 Harris, , 1980 Welch, 1978 ; for temporal adaptation, see Cunningham, Billock & Tsou, 2000) , this ability is limited (Bedford, 1999) .
Two interesting concepts that are largely intertwined with the discussion above about the problems of the parallel worlds, incompleteness, and interfacing, are presence and immersion. Slater and Wilbur (1997) 
Enabling Technologies
Given the way contemporary VEs are created, we can distinguish three different types of technologies: those that measure human behavior, those that support building virtual models, and those that display these environments to the user. We do not want to discuss these technologies here in full detail, but some key elements are worth mentioning, because they have helped to revolutionize our research.
Measuring Behavior
The most interesting class of measuring devices with respect to spatial cognition research is the equipment that tracks the participant's movements through the real world. VEs are usually simulated within the confinement of a real room, and thus any type of ego-movement of the participant in the VE must be mapped onto movements within the boundary of that room. Often the participant can not move in the real world at all, because he has to remain seated in front of a monitor or projection screen. Recent advancements in movement tracking technology now allow for accurate realtime measurements of translation and rotation of the head, trunk, and hand within room-sized enclosures. In combination with an HMD, the participant can move about in a virtual world by actually walking through a real space (e.g., see Chance, Gaunet, Beall & Loomis, 1998, and Usoh, Arthur, Whitton, Bastos, Steed, Slater and Brooks, 1999) . The limited size of the real room remains a restrictive factor of course. For studies involving larger virtual spaces different solutions are applied. In our laboratory we use a specially configured exercise bicycle originally distributed by Tectrixä and Cybergearä (VRbike; see figure  3 , and Distler, 1996) to move through large-scale virtual worlds like cities and forests (see Distler, Van Veen, Braun, Heinz, Franz & Bülthoff, 1998) .
The participant needs to pedal and steer, the bicycle provides appropriate pedaling resistance and tilts in curves, but the whole configuration itself does not physically translate. We are therefore able to use this bicycle in front of a large panoramic projection screen. Similar solutions involve treadmills (e.g., see Darken, Cockayne & Carmein, 1997) and car-like interfaces.
Building Models
The requirements of other areas such as the military and game industries have led to the development of high quality software and hardware for rapidly creating and rendering complex virtual environments. In our laboratory we make use of a very powerful graphical supercomputer (Onyx2ä InfiniteRealityä, manufactured by Silicon Graphicsä) to reach a high level of visual realism. Note, however, that much cheaper PC-based systems are now also reaching performance levels that seem sufficient for many VE-studies of spatial cognition. At the software level, modeling tools such as 3D Studio Maxä and Multigenä (which we use for many projects) offer tremendous capabilities for designing virtual worlds.
3.3
Display Systems Several different types of visual displays are in common use now. Simple monitors are used less and less due to the limited field-of-view that they provide and the restrictions on the participant's movements. In recent years most of the technical developments have been focused on creating highquality HMDs and panoramic projection systems. Truly panoramic systems are very expensive but can provide very high levels of immersion by covering the whole visual field with computer-controlled imagery. HMDs are much cheaper and allow the subject to move around quite a bit more. Proper head tracking without delays is still extremely difficult though, and in practice HMDs often give disappointing results. HMDs do not cover the whole visual field with computer-generated images. Instead, their design effectively blocks sight of the real world in all directions and combine that with a small segment where the display is located. Other display types worth mentioning in relation to spatial cognition are auditory systems (for high-fidelity 3D spatial audio rendering), haptic and tactile feedback systems (for providing contact cues with virtual objects), and motion platforms. These latter systems come in many varieties and are used to simulate physical movement of the observer, mainly by combining a little bit of real motion with a lot of transient motion cues (sudden onsets and offsets of motion, acceleration cues, etc.). The basic sensory systems that these devices stimulate are the proprioceptive and vestibular senses. We have recently installed a virtual reality system incorporating such a motion platform (manufactured by MotionBase TM ) in our laboratory in Tübingen, and it is currently being used for research on spatial updating and scene recognition. It will also be used to validate and extend the research on driving behavior that was done in our lab (e.g., . Note that the VRbike mentioned above functions both as a measuring device (through its steering and pedaling sensors) and as a display (through its computer-controlled pedaling resistance and its tilting motion).
A lot of work is going on to improve all these technologies at many different levels. More immersive displays, more realistic environments, and more powerful motion trackers are under development and this will certainly improve the applicability of VEs for cognitive science.
Stimulus Control
Conducting experiments in VEs means that someone has to program or define the complete content of the environment. Everything that is in there has explicitly been put there. This ensures that a precise description of the stimulus can be reported, allowing anyone to repeat or reproduce the experiment in order to validate the results. This is certainly not always possible with experiments in real environments. The major difference between conducting experiments in real and in virtual environments, however, is that in the latter case one has in principle complete control over the environment. This has several substantial advantages:
• all subjects can participate under exactly the same conditions • the environment is optimally designed for the experiment • no uncontrolled external factors in the environment (traffic, weather) can disturb the experiment • any parameter of the experiment can be varied systematically, even during the experiment • one can switch from environment A to environment B in a split-second • changes to the environment can be made at any time
We would like to demonstrate the power of extreme stimulus control by briefly summarizing a few experiments conducted in our laboratory.
Wayfinding & Dynamic City Layouts
In a series of experiments, Mallot and colleagues investigated the mental representation of spatial knowledge of structured large-scale environments (see Steck & Mallot, in press; Mallot, Gillner, Van Veen, & Bülthoff, 1998) . Using a specially created artificial virtual city called Hexatown (named so because of its hexagonal street raster, which forces a left-right movement decision at every junction; see figure 4), they tried to unravel the building blocks of mental spatial representation. To do so, subjects first learned certain routes through Hexatown until they could repeat them flawlessly. In the subsequent testing phase, subjects were instantly put at locations somewhere along the route and were then asked to start completing those routes. Between training and testing phase, however, modifications to the city plan were made in such a way that different mental representations would correspond to different route completions. For instance, in Mallot & Gillner (1999) some of the buildings were moved to different locations. This way the researchers were able to conclude that the learned routes were stored in a graph-like representation of local elements, and not in globally consistent survey map type of representation. Certainly no one outside Hollywood would consider conducting such experiments in the real world.
Visual Homing in Virtual Worlds
Homing can be defined as the act of finding one's way back to a starting point after an excursion through the environment. Communication with other organisms set aside, homing can be achieved by applying a combination of two basic mechanisms. In the "environment-centered" approach, the organism navigates by combining current position information extracted from the local environment with its spatial long-term memory. In the "organism-centered" approach, the organism uses sensory information about its selfmotion through the environment to continuously update its position relative to a starting point. Riecke and collaborators (Riecke, 1999; Van Veen, Riecke & Bülthoff, 1999) studied whether this latter mechanism, usually called path-integration, works properly and effectively when only visual information is present. They conducted triangle completion experiments in high-fidelity vision-only virtual environments. On each trial subjects had to return to their starting point after moving outwards along two prescribed segments using the mouse buttons. Environment-centered strategies were precluded by replacing all landmarks in the scene by others during a brief dark interval just before the subjects started the return path. The results indicated that subjects acquired a fairly accurate mental representation of the triangular paths by just optical information alone. Omitting the scene modifications before the return movement resulted in nearly perfect performance, stressing the dominant role of environment-centered mechanisms under more natural conditions. Experiments like this one are obviously extremely difficult to set up in the real world but can be done rather elegantly using VEs.
Scene Perception & Dynamic Scene Content
The process by which we recognize and analyze scenes remains largely mysterious. What evidence we do have, suggests that the instantaneous, full, and detailed perception of a scene which we experience, is simply illusory and that detailed analysis of objects can only be achieved in a more piecewise, serial manner. In recent years a phenomenon called change blindness has been used to estimate the accurateness of the representation of static scenes. Change blindness is the failure to detect a change in a scene, usually because the transient of the change is masked in some way (more can be found in other chapters in this volume). Wallis and Bülthoff (2000) have conducted an experiment in Tübingen in which they extended the change blindness paradigm to dynamic scenes. A person drives or is being driven along a virtual road. At regular intervals the screen blanks for a very short period during which a change to the scene near the road is being made. Their results show that change blindness also occurs in dynamic scenes. In particular they show that especially changes in object location are hard to detect when the subject moves through the environment. Although others have managed to do related experiments in the real world (see Simons, 1997, and Levin, 1998 , and the chapter by Simons in this volume), the level of systematic control available when using VEs is incomparable.
4.4
View-based Scene Recognition Gibson (1979) showed us a long time ago the importance of the moving observer in a natural environment but this importance extends to encoding and recognition of scenes also. If an observer knows where he is and in what direction he is looking, then by actively moving around he could build a coherent spatial representation of the immediate environment. The computer vision community has adopted the benefits of an active observer under the 'active-vision' paradigm, which is nicely illustrated in the book by Blake and Yuille (1992) . Of course, psychologists know the importance of ego-motion and interactivity already for a long time under the framework of perception for action. In a series of experiments Christou & Bülthoff (1999) investigated how we represent our immediate environment. Specifically they asked the question: If we learn to recognize a room from a limited set of directions will we recognize it also from novel views? In the experiments, participants explored a virtual attic of a house (see figure 5 ) by using a 6 degree-of freedom interface (Spacetec IMC Co., Massachusetts, USA) to drive a simulated camera through the environment. In the familiarization phase participants had to find and acknowledge small encoded markers in the room that only appeared when viewed close enough. The movement through the room was restricted along one major axis of the room and the viewing direction was restricted to the left or right by 60 degrees. Since the participants were only allowed to "walk" back and forth and could not turn around, they could never see the room from the other direction. After finding all the markers, each participant was shown pictures of the locations of each of the markers together with images from the other direction, which they never saw before. An equal number of distracter images taken from a similar 3D 'distracter' environment were also shown to participants. They simply had to respond when they believed the current image was taken from the original environment they had traversed during the familiarization stage. The results showed that after extensive, controlled, and yet realistic learning in a virtual environment the restrictions imposed on the content of perceptual experience are still reflected in recognition performance. The familiar views were easily recognized while the performance dropped significantly for the novel views. Performance also dropped considerably when the active familiarization phase described above was exchanged for passively watching a sequence of snapshots of the attic. Especially the ability to recognize the novel direction views deteriorated. This was not the case for the back-seat driver condition, in which the active familiarization phase was replaced by passively watching a pre-recorded movie of another subject performing the active condition. In summary, Christou and Bülthoff have shown that active vision improves recognition performance. The back-seat driver condition shows that observer ego-motion is the critical variable, not volitional movement. What they have not shown is what a more natural locomotion could provide us with. It is quite conceivable that recognition performance improves much more if observers are totally immersed in the virtual environment by either walking or cycling through it.
Stimulus control has been the key to the success of psychophysical studies of the past century. We hope to have shown above that virtual reality techniques now allow us to greatly extend the range of problems that can be studied with this approach.
Stimulus Relevance
One of the hidden benefits of using VEs for spatial cognition research is the increased level of stimulus relevance. The classical reductionist's approach is to remove all stimulus components that are not directly relevant for the study being conducted. A single aspect of perception or behavior is singled out and studied in great detail, and all the other sensory inputs are kept to a minimum. Of course we are all very much aware of the usefulness of this scientific method. Problems emerge, however, when we try to integrate the knowledge of all these isolated aspects to understand perception and behavior in natural environments. Non-linear and dynamic interactions, a priori expectations (Bayesian vision!), inter-individual differences, new levels of stimulus complexity, and highly dynamic scenes, are only a few of the factors that often make such integration processes hopelessly complicated if not impossible. At the same time, one can ask whether the results obtained using isolated stimuli have any relevance at all for perception and behavior under natural conditions. Without claiming to have found a general solution to this problem, we would like to put forward the following consideration. In terms of perturbation theory, the classical reductionist's approach involves the systematic variation of one or a few stimulus parameters around certain control values, keeping all other parameters constant. The level at which all these other parameters are kept is often best described by 'zero'. However, perturbing the stimulus around 'zero' is not a very ecologically interesting condition. Moreover, the reduced level of sensory stimulation might cause undesired changes in behavior that go unnoticed. A much more relevant approach, at least in terms of understanding perception and behavior in natural environments, would be to set all non-varied stimulus aspects equal to a level typical of the natural environment. That obviously poses a stimulus control problem, because the number of parameters that would need to be considered is unimaginatively large. However, what we gain with such an approach is that we can assume that the perturbations in which we are interested are studied in a realistic context. In essence, we have greatly improved stimulus relevance. It is obvious that we want to conclude this consideration with expressing our belief that VEs can reach a level of sensory realism that is good enough to support such an approach. Whether or not this modern psychophysical method can live up to the promise of increased stimulus relevance remains to be proven, but for us it seems to be the only way out so far.
Spatial Cognition in VEs
An interesting and recent development that spatial cognition researchers could employ, is the increased usage of VEs in different domains. Some people spend major parts of their working time in VEs, which gives spatial cognition in VEs a whole new meaning. Not only can we apply VEs for the study of spatial cognition, we can study the spatial cognition of humans living in VEs. The problem itself is not completely new. For several decennia simulators have been used to train driving and flying skills of military personnel, and gradually this approach has been transferred to the civilian domain. Obviously, the question of transfer of training from VEs to practical situations is related to the problem of validation that studies of spatial cognition using VEs have to face. Advancements in technology and thinking are now creating new questions. What happens to the spatial mental representation of people confronted with temporally or spatially discontinuous VEs, created for instance by using hyperlinks (see Ruddle, 1999, and Ruddle, Howes, Payne & Jones, 1999) ? To what extent can we keep track of rapidly changing spatial scenes, such as those that can emerge when the historical development of a city area is (virtually) played back at high speed? What are the implications for spatial information processing when the real world is augmented by overlaid spatial information generated from synchronous virtual models? Studying such and other unusual situations enabled by the new technologies might provide us with surprisingly new insights about the organization of our spatial memory and capabilities, especially with respect to plasticity and adaptability.
Concluding Remarks
We would like to point out here that we understand that VEs are not always the best way to go. Maximizing stimulus control is probably best achieved by removing all unnecessary cues from the stimulus, e.g., the classical reductionist's approach. Maximum stimulus relevance is of course only available in the natural environment. We hope to have made clear, however, that using VEs means combining the best of both, and opens up many new and exciting possibilities. The introduction of VEs in spatial cognition research is along the same lines as the introduction of the graylevel raster display and the later extensive usage of computer graphics in perception and recognition research. The increasing availability and dropping costs of the technology will soon make these tools accessible to virtually anyone. We expect that within the next couple of years the usage of VEs for studying spatial cognition will become common practice in many labs. The promise of increased stimulus control and relevance and the emergence of exciting new questions will certainly motivate many researchers to do so. Applying VEs will drive an integration process across disciplines: perception, behavior and the (virtual) environment will reunite again.
In this light it might be worthwhile to briefly discuss the guest editorial called "Virtual Psychophysics" that recently appeared in the journal "Perception" (Koenderink, 1999) . In his editorial Koenderink first shows his excitement about the new possibilities that computers and virtual worlds seem to offer. He mentions several factors that are also highlighted in the current paper, such as increased stimulus control and stimulus relevance (which he considers enormously important), and he adds to that the benefit of being able to quickly produce all kinds of stimuli that "..would have been completely out of the scope of the old-day optical setups." But then he turns extremely skeptical and expresses his fear that most if not all of the modern psychophysical studies that use virtual worlds will turn out to be virtual psychophysics in a couple of decennia. His main argument is that the visual realism of contemporary virtual environments is deceiving and almost nobody realizes that. He is really worried about that ".. present authors take familiarity with their virtual world pretty much for granted.", or in other words, that no one seems to care about a comprehensive description of the stimulus they use. We think that this view is way too skeptical. Of course, the apparent realism of contemporary VEs is only a trick, a trick that is getting better every year. The patterns of light and dark (the example used by Koenderink) shown on our displays are not the same as those encountered in the real world, even though they look pretty realistic to the untrained eye. But how important is that? And does not every researcher know that? Sure enough, for those of us who study how the distribution of light and dark in a scene conveys to us information about the detailed spatial relationships between scene elements, an extensive knowledge of the physical laws of optics and materials is essential. Indeed, for some of the problems in this specific area there is no piece of software that simulates the necessary level of physics. But we believe that a trained researcher will recognize such a situation, and will refrain from using computer graphics in such a case. Similarly, those of us who study completely different problems, such as wayfinding, will judge the differences between the light patterns found in the virtual and real worlds as not or only marginally relevant to the task they are studying. In fact, they argue in much the same way as the reductionists argue when they remove every bit of stimulation that is not directly relevant to the task at hand, the only difference being the control point around which they conduct their perturbation studies. We believe that researchers are smart enough to realize that the computer graphics and virtual worlds they use are not the same as the real world. The patterns of light and dark are different, and so are the level of stimulus complexity and the level of sensory complexity and the naturalness of movement and etcetera etcetera.
VE-based studies will be able to survive the test of time when we pay attention to two rules. First, those of us who want to generalize their results beyond the specific virtual world used for the experiment (which would otherwise indeed be nothing more than a study of spatial cognition in that particular VE), need to find ways to validate their results. This can be done by comparing the results with other studies, thus building up a framework of mutually supporting results, or by running similar experiments in the real world, which provides a framework itself. Second, and we support Koenderink in this, it is extremely important that scientists using VEs write down in their papers as complete as possible either how the particular virtual world (the stimulus!) has been created and displayed, or, alternatively, how it differs from the real world. With the expected developments in computer graphics in mind, this latter option might become more and more popular in the decades to come.
