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Abstract
This study investigated the use of satellite remote sensing and a
Geographical Information System (GIS) in defining the habitat of the Ground
Parrot (Pezoporus wallicus) and predicting the habitat suitable for Ground
Parrots in Barren Grounds Nature Reserve and Budderoo National Park in New
South Wales.
The Ground Parrot Pezoporus wallicus is a terrestrial, seed-eating parrot
endemic to the coastal heathlands of eastern and southern Australia. Ground
~arrots were once common throughout SE and SW Australia but are now only
distributed patchily along the south-east coast of Australia and in SW Western
Australia. Data from studies of Ground Parrots by other researchers in
Tasmania, Queensland, Western Australia, Victoria and New South Wales were
used to determine the habitat requirements of the Ground Parrot.
A combination of listening and direct observation was used to determinethe present location of the Ground Parrots. The listening and direct observation
were carried out on a irregular basis. Observation data of Ground Parrots from
other researchers at Barren Grounds was also used.
A four band Landsat Thematic Mapper image was rectified and registered
to the Australian Map Grid. A Maximum Likelihood supervised classification
of the image was used to allocate pixels to 50 classes. The 50 classes were
merged into six landcover classes following examination of between-class and
within-class variation.
Field sampling was carried out in each of the mapped classes. Quadrats
were accurately located using a global positioning system or surveying
equipment. Projective foliage cover, height and plant species type were
recorded in each quadrat. The results were used to label the six classes as closed
heathland, closed graminoid heathland, sedgeland, woodland, forest.
Two geographical information systems were used in this study, SPANS
GIS and E-RMS. The landcover, fire age, slope, aspect and drainage map along
with the location of the ground parrots were imported into the SPANS GIS and
E-RMS and used in the modelling of the habitat.
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Both deductive and inductive modelling techniques were used in this
study. The deductive, or knowledge-driven, models use the knowledge of an
expert regarding the subject to set up the model parameters. The inductive, or
data-driven, models use the training data such as the location of a species in
relation to a number variables.
The deductive models used were boolean logic, weighted index overlay
and fuzzy logic models. The boolean model was simple to implement and
visualise and may be used in both E-RMS and SPANS. Weighted Index Overlay
and Fuzzy Logic models were more complex to set up and may only be used in
SPANS. They had the distinct advantage of allowing a more flexible
combination of maps and providing more useful information.
The inductive models used were weights of evidence and decision tree
models. The weights of evidence model was implemented in SP ANS and the
decision tree inductive models in E-RMS. The weights of evidence model wasfound to be the most effective in determining suitable habitat although the~
success of all the inductive models depend to a large extent on the quality and
the quantity of the known locations of the dependent variable, the Ground
Parrot.
The study illustrated that conventional image classification routines
provided a proven method of mapping vegetation with Landsat Thematic
Mapper data. The modelling indicated that there is a complex relationship
between vegetation structure, drainage, slope and fire history and Ground
Parrot populations. Habitat modelling provides a valuable tool for the
assessment of suitable habitat for a variety of species. Each method has
advantages and disadvantages and both the modellers and the end users need
to understand the assumptions that have been made during the development
. and application of the models. The methods used in this study could also be
applied to other areas where Ground Parrots are known but where distribution
has not been mapped. The methodology could also be adapted to map habitat
suitability for other rare and endangered species.
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1
Introduction
Conservation of any plant or animal species can only be attempted if its
physical and biological habitat requirements are understood. The habitat of an
organism is the place where the organism normally lives and can be defined by
the attributes of the biological and physical environment both spatially and
temporally (Lunney 1986, Smith 1979). A suitable habitat is one which provides
conditions that are appropriate for the survival, reproduction and population
persistence of a species (Block and Brennan 1994). If the management or
disturbance of an area renders it an unsuitable habitat for a species than it will
not survive in that area. This study posed the question can both satellite remote
sensing and a Geographical Information System (GIS) be used to define the.
habitat of the Ground Parrot (Pezoporus wallicus) and to predict the habitat ~
suitable for Ground Parrots in Barren Grounds Nature Reserve and BudderooNational Park in New South Wales.
The Ground Parrot Pezoporus wallicus is a terrestrial, seed-eating parrot
endemic to the coastal heathlands of eastern and southern Australia. Ground
Parrots were once common throughout southeast and southwest Australia but
are now distributed patchily along the south-east coast of Australia and in
southwest Western Australia. They are predominantly found in heaths and
sedgelands. Optimum habitat requirements seem to depend on the cover of the
heath and the percentage of food plants within the vegetation community
(Blakers et al. 1984, Meridith 1983). The Ground Parrot was selected for this
study as it has been studied in depth in other parts of Australia (Meredith and
Isles 1980, Burbidge 1989a,b, McFarland 1989, Meredith and Jaremovic 1990,
Bryant 1991). At Barren Grounds the number of Ground Parrots has been
measured in one location since 1983 and studied on an ad hoc basis by various
people (Fullagar, unpub. data, c1969, Jordon 1987a, b, 1988). Therefore it was
anticipated that the habitat requirements would be known.
Satellite remote sensing is a means of providing up to date, and temporally
regular, information such as distribution of vegetation types and the
delineation of fire boundaries. It allows large areas to be mapped and classified
and the results accurately registered to geographical coordinate systems. A
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Geographical Information System (GIS) is a powerful tool for describing,
illustrating and predicting population distributions. A Geographical
Information System is defined as a computerised data base management
system for the capture, storage, retrieval, analysis and display of spatial data
(Goodchild and Kemp 1991). Spatial analysis is defined as the set of analytical
methods which require access to both the locational information of an object
under study and the attributes of that object (Goodchild 1988).
A combination of GIS and remote sensing has been used successfully to map
suitable habitats for a wide range of species. These include the Tamar wallaby
(Buchanan and Wardell-Johnson 1990), condors (Scepan et al. 1987), grizzly
bears (Agee et al. 1989), deer (Stenback et al. 1987), red panda (Yonzon and
Hunter 1991), wood stork (Hodgson et al. 1988), Adelie penguins (Schwaller et
al. 1989) and migratory birds (Sader et al. 1991).

-

The predictive modelling tools within the geographical information syste~
were used, in this study, to determine the optimum habitat for the Groun_d
Parrot. In almost all cases, the distribution of a species over a particular area
has to be inferred from more limited data (Resource Assessment Commission
1993). Attempts to predict the distribution of a species have usually been based
on (1) the use of surrogate physical and biological measurements (eg. landform,
climatic and vegetational characteristics) to predict the distribution of the target
species under study; or (2) spatial pre~ictions in which the species is observed
in several small parts of the total area of interest and the results are inferred for
the entire area (Resource Assessment Commission 1993). These two model
types, deductive and inductive, respectively, were used in this study.
Deductive reasoning, ie. inferring particular instances from general
relationships, requires some knowledge of the structure and form of the
underlying relationships or processes. Inductive reasoning is the process of
inferring general relationships from the observations of particular instances
(Walker and Moore 1988). Predictive modelling of wildlife distributions, using
known information about the wildlife habitat preferences or observation of the
species, has been undertaken for Leadbeater's possum (Gymnobelideus
leadbeateri) (Lindenmayer et al. 1991), Long-footed potoroo (Potorous longipes )
(Busby 1988), kangaroo species (Macropus spp.) (Walker 1990) and arboreal
mammals (Sto.ckwell 1987).
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This study was carried out in two stages:
a. application of techniques for mapping heathlands and sedgeland using
satellite remote sensing and other environmental data
b. construction of Ground Parrot habitat suitability maps using a
combination of data types that relate directly and indirectly to the factors
influencing Ground Parrot habitat
The specific objectives were to:
1. To map heathlands, sedgeland and forests using Landsat Thematic
Mapper imagery and other environmental data;
2. Apply techniques to integrate satellite data, digital terrain data and
disturbance history into a geographical information system;
3. Construct Ground Parrot habitat suitability maps using a combination of
data types that related directly and indirectly to the factors influencing
Ground Parrot distribution.
4. Evaluate different modelling methods appropriate for the production of
habitat suitability maps
5. Compare the results of the procedures
The thesis consists of eight chapters. Chapter two discusses the features of
the study site including the landuse history, soils, geology, flora, fauna, and
fire history. Chapter three discusses the mapping of heathlands using remote
sensing including the inethods, results and accuracy used in mapping the
landcover of Barren Grounds and Budderoo. Chapter four reviews the Ground
Parrot literature and summarises the habitat preferences of the Ground Parrot
based upon the literature review. Chapter five discusses the setting up of the
geographical information system and the accuracy of the data input. Chapter
six describes the methods, results and accuracy assessment of three deductive
· boolean logic, weighted index overlay and fuzzy logic
modelling techniquesoverlay. Chapter seven describes the methods, results and accuracy assessment
of two inductive modelling techniques that use Bayesian statistical inference decision tree and weights of evidence. Chapter eight discusses the results of the
previous chapters and summarises the results.
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2
Study Site
2.1 Introduction
The study site comprised Barren Grounds Nature Reserve and Budderoo
National Park which was centred on longitude of 150.68°E and latitude 34.67°S
(Figure 2.1). Barren Grounds Nature Reserve covers an area of 2091ha and is
located 110 km south of Sydney and 60 km north of Nowra. Budderoo National
Park is located adjacent to Barren Grounds Nature Reserve and covers 5877 ha.
Both areas are administered by the New South Wales National Parks and
Wildlife Service. The 185ha strip of land along Hindmarsh Ridge although part
of Budderoo National Park was not included in the study area as it was isolate~
from the rest of Budderoo National Park and did not contain any heathland.
The total area of the study site was 7783ha.

2.2 Landuse
Jamberoo Valley, which is located south of Barren Grounds, was first settled
in 1821. In 1830 a road was constructed from Bong Bong (near present-day
Moss Vale) across Barren Grounds and over Saddleback Mountain to Kiama
(Strom 1987). It was subsequently upgraded in 1860 and used for cattle
movement (Robinson 1985). In 1870 the road through Jamberoo Pass was
constructed.
By the beginning of World War II, Barren Grounds was well known to
bushwalkers and to the local dairy farmers of the Jamberoo Valley Gordon and
Jordon 1984). Up until the late 1940's most of Barren Grounds was being used
by these farmers for the grazing of cattle through a scheme called Permissive
Occupancies (Strom 1987). In July 1949 after representations by the Illawarra
Natural History Society, the Wildlife Preservation Society and the Federation of
Bushwalking Clubs (among others) the Permissive Occupancies were
withdrawn and 4,004 acres (1620 ha) reserved from sale and lease for the
Preservation of Native Flora and Fauna Gordon and Jordon 1984, Robinson
1985).
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Figure 2.1 Location of Barren Grounds Nature Reserve and Budderoo National
Park.
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In 1954, the Fauna Protection Panel was asked to have the Barren

Grounds gazetted as a Faunal Reserve and on 13th January 1956 3680 acres
(1490 ha) was gazetted Gordon and Jordon 1984). During the next twelve years
small areas were added to the Reserve, bringing it to a total of 4390 acres (1800
ha), including the site for the resident Warden/Ranger's cottage, which was
built and occupied in 1966 Gordon and Jordon 1984). Barren Grounds came
under the control of the National Parks and Wildlife Service (NSW) in 1967
after the introduction of the National Parks and Wildlife Act.
In 1987 the adjoining Budderoo Plateau was gazetted as a National Park.

The initial reservation of Budderoo National Park surrounded several small
freehold properties (Figure 2.1). There are no current plans for them to be
acquired (Ian Smith pers. comm.).

2.3 Soil Landscape
The soils of the region have been described but not mapped by Burrough et
al. (1977) based upon fifty five sites within a study area covering Barren
Grounds to Fitzroy Falls. The eastern part of Barren Grounds was described as
covered by a thick peaty layer (10-30cm deep) over a black humus-stained
subsoil (Burrough et al. 1977). The top-soils are extremely wet and rich in
organic matter and directly comparable with those of the basin peats in poorly
drained depressions on Barren Grounds (Burrough et al. 1977). The western
section of Barren Grounds Reserve and the Budderoo National Park was
generally underlain by a bleached sand layer and the B horizon was thicker
than in the east (Burrough et al. 1977).
The soil landscape categories were mapped by the Soil Conservation Service
of New South Wales at a scale of 1:100,000 (Hazelton 1992) (Figure 2.2). At this
scale, small areas of soil landscape were not differentiated from the larger
pattern. The majority of the plateau of Budderoo and Barren Grounds was
described as a residual landscape comprising categories labelled as Barren
Grounds (ba), Robertson (ro) and Jamberoo (ja) (Hazelton 1992). The cliff lines
were described as a Colluvial Landscape comprising categories labelled as
Hawkesbury (ha) and Illawarra Escarpment (ie) (Hazelton 1992) (Table 2.1).
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Table 2.1 Description of the major soil landscapes of the study area
(after Hazelton 1992)
Landscape

Landscape Description

Soil Description

Barren Grounds

Gently undulating to undulating

Moderately deep (50-150cm) Sands

(ba)

rises with poorly drained

(Uc4.14) occur on crests and upper

depressions on Hawkesbury

slopes and Leached Sands (Uc2.12)

Sandstone plateau surface.

on midslopes. Gleyed Pozolic Soils
(Dg4.31) and Acid Peats (0) occur in
drainage depressions.

Jamberoo Ga)

Robertson (ro)

Rolling hills with broad crests and

Deep (> 150cm) Krasnozems

ridges. Relief 100-200m on

(Gn4.11) occur throughout this

Saddleback lattite. Extensively

landscape with Structured Loams

cleared with scattered stands of

(Um6) localised on Saddleback

closed forest

Mountain Agglomerate

Undulating to rolling hills with flat-

Deep (>150cm) red Krasnozems

topped ridges on basalt and

(Gn4.11)- upper slopes; brown

basanite. Relief 30-lOOm. Slopes 5-

Krasnozems (Gn4.31) - midslopes;

15%.

Xanthozems (Gn4.31)- lower slopes.

Hawkesbury (ha) Rolling to very steep hills with slope Shallow Lithosols (Ucl.21) occur on
gradients ranging from 25-70% on

crests and ridges. Yellow Podzolic

Hawkesbury Sandstone. Crests and

Soils (Dy4.11) and Yellow Earths

ridges are narrow (<300m).,

(Gn2.21) occur on sideslopes.

Illawarra

Steep to very steep slopes on

Deep colluvial Red Podzolic soils

Escarpment (ie)

Quaternary talus. Relief 100-500m.

(Dr5.21) and Brown Podzolic soils

Gradients 20-50%.

(Db4.21) occur on slopes.

Cambewarra (ca) Steep to very steep hills with broad
colluvial benches on latite. Relief

(Dr5.31) or Krasnozems (Gn4.11)

100-200m. Slope >30%.

occur on upper slopes and benches.

Wattamolla Road Long gently to moderately inclined
(wt)

Deep (>150cm) Red Solonetzic Soils

Moderately deep (50-lOOcm) Red

sideslopes and undulating to rolling

Podzolic Soils (Dr2.31) on upper

hills with broad benches on

slopes and benches. Yellow Podzolic

Budgong Sandstone. Relief <200m.

Soils (Dy5.31) on mid and lower

Slopes 5-15%. Extensively cleared.

slopes.

.
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2.4 Geology
The geology of the Budderoo and Barren Grounds plateau was originally
mapped by the Geological Survey of New South Wales as part of the
Wollongong 1:250,000 sheet in 1966. The Barren Grounds plateau was described
as being formed entirely of sandstone except where localised hills of basalt
outcrop on parts of the plateau (Geological Survey 1966).
The geology was remapped by the Geological Survey of New South Wales
at a scale of 1:50,000 (Bowman 1974) (Figure 2.3). At this scale small areas of
geology, such as small basalt outcrops that occur in Barren Grounds (eg. Fox
Defence geodetic station (R. Young pers. comm. 1993)), were not differentiated
from the larger pattern. The majority of the plateau of Budderoo and Barren
Grounds was described as Hawkesbury Sandstone - quartzose sandstone with
occasional lenticular mudrock interbeds (Bowman 1974). A large area of
Robertson Basalt was mapped in the north west part of the Budderoo plateau
but the majority of it was found outside of the National Park (Bowman 1974-).
Smaller areas of Robertson Basalt and Budderoo Lamprophyre have been
mapped in the southern part of the plateau (Bowman 1974) but the majority of
these are leasehold farming areas and not part of the National Park. Quaternary
deposits of alluvium and gravel occur in the centre of the Budderoo plateau
(Bowman 1974).

2.5 Topography
The Barren Grounds Nature Reserve is a plateau with steep cliffs and steep
indented gorges. The elevation ranges from 200m to 660m with the majority of
the plateau being within the elevation 580m to 660m. The elevation of the
adjacent Budderoo National Park ranges from lOOm to 680m. The majority of
the Budderoo plateau is within the elevation 540m to 600m high.

9

2.6 Climate
The proximity of the plateau to the coast (a direct line of 8km) and the
elevation of 540 to 640 metres, produces a high proportion of cool, wet and
often misty weather with an average annual rainfall of 2200mm (l~arrat 1986).
Rainfall records Ganuary 1986 to March 1990) were based upon the
measurements taken from the rain gauge near the Barren Grounds "Lodge" and
have been provided by the Sydney Water Board (Figure 2.2). Although the
average annual rainfall is high Barren Grounds and Budderoo have periods of
low rainfall followed by extremely high rainfall in a short period (Fig. 2.2).
During the period November 1986 to March 1990 temperatures were measured
at the Lodge at Barren Grounds (Fig 2.3).
"
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Figure 2.2 Monthly rainfall for the period January 1986 to March 1990
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2.7 Vegetation
Most of the vegetation on the plateau is closed heathland, shrublandheathland, sedgeland, shrubland, woodland and open forest. Rainforests and
tall open forests occur in the steep protected slopes at the bases of the cliff lines,
particularly in association with the deep, indented gorges below the waterfalls
where the richer soils have developed (Mills 1986).
Burrough et al. (1977) described the vegetation from Barren Grounds to
Fitzroy Falls on a regional scale based upon 18 sample sites. 14 sample points
were in the Budderoo-Barren Grounds area. The vegetation formations were
mapped in seven classes - open heath, closed heath, closed heath (with >30%
bare rock outcrops), closed sedgeland, woodland, open forest and closed forest
(Burrough et al. 1977). No open heath was mapped by Burrough et al. (1977) in
the Barren Grounds-Bttdderoo area.
The vegetation of Barren Grounds was mapped in detail by Hermes and
Jordan (1991) using 51 sample points and samples from the previous studies of
Jordan and Holmes (1988) and Burrough et al. (1977) (Figure 2.4). In this study
heathland types were not differentiated. There has been no other vegetation
mapping of the Budderoo National Park.

Landcover (NPWS)

Legend
Disturbed
Forest
Woodland
Open woodland
Closed heathland
Closed sedgeland
l(m 1

0

2 km

Figure 2.4 NPWS Vegetation 1nap of the study area (after Hermes and Jordan
1991)
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2.8 Fauna
The occurrence of animal species is closely related to the vegetation types of
the area. The Barren Grounds Bird Observatory Report 1988-1990 lists a total of
139 birds and 37 mammals (including introduced species) which have been
recorded in the Barren Grounds Nature Reserve (Bramwell et al. 1990). The
Barren Grounds Bird Observatory Report 1984-86 lists 18 reptiles and 12 frogs
which have been recorded in the Barren Grounds Nature Reserve (Jordan and
Jordan 1987).
A number of species of birds which are typical of heathlands are found at
Barren Grounds and Budderoo, including the Ground Parrot (Pezoporus
wallicus), Eastern Bristlebird (Dasyornis brachypterus), Chestnut-rumped
Hylacola (Sericornis pyrrhopygius) and Beautiful Firetail (Emblema bella). The
Barren Grounds Nature Reserve was initially gazetted in 1956 for the purpos~
of protecting the habitat of the Ground Parrot and Eastern Bristlebird (Bake{
and Clarke 1991). A mammal survey of Barren Grounds by during 1966to1968
and updated in 1971 and 1982 (Robinson 1985) found a total of 26 species of
mammals (excluding bats), eleven of which occurred in relatively low numbers
or occupied a small area of the Reserve. Five species of bats have also been
trapped in the Reserve (Bramwell et al. 1990)

2.9 Fire History
Prior to 1957, Barren Grounds and Budderoo were subject to regular
burning to encourage the growth of 'green pick' for cattle (Jordon and Jordon
1984). No records are available regarding the frequency or extent of the fires
prior to 1957. In 1957 Barren Grounds was gazetted a Nature Reserve with a
no-fire policy. In 1962 a fire burnt over the southern part of the Reserve and in
1964 a fire burnt over the northern sector (Barrett 1986). In 1968 a severe fire
occurred at the end of a drought which completely burnt all the vegetation
even large trees (Robinson 1984). Fires have subsequently occurred in 1973,
1975, 1977, 1979, 1980, 1983, 1988 and 1991 in Barren Grounds Nature Reserve
and Budderoo National Park (NPWS maps, Ian Smith pers. comm., pers.
observ.). The most extensive fire in recent years was the 1983 wildfire. This fire
burnt all the more mature heathland areas of Barren Grounds (Jordan and
Jordan 1984).
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3
Mapping of Heathland Using Remote Sensing Data
3.1 Review of literature
3.1. l Heathland Classification
In habitats which are seasonally waterlogged, seasonally dry, or subalpine

as well as low in plant nutrients, the flora forms low, dense communities
which are termed heathlands (Specht 1979). Although they occur on low
nutrient soils the heathlands of southern Australia are one of the richest plant
communities in the world with over 750 species found on the Hawkesbury
Sandstone region in New South Wales (Specht 198lc).
Vegetation patterns in heathland communities are primarily a result of
interactions between various abiotic features such as water-balance (drainage),
soil characteristics, altitude, slope, nutrient status and fire regime (Siddiqi et al.
1976, Austin 1978, Specht 1979). Wherever the level of plant nutrients in the soil
is improved (eg. as geological stratum changes from sandstone to shale) the
heathland vegetation may be replaced by a grassy-herbaceous vegetation
(Specht 198lc).
Classification of heathlands is varied with terms such as wet, dry, upland,
lowland and coastal being used to define heaths even though some plant
species may be characteristic of both wet and dry or upland and coastal
heathland. The variety of heath terminology is further expanded by reference
to common plant species (eg. Casuarina heath); formation (eg. shrub heath) or
structure (eg. tall heath) (Groves 1981b). This range of classifications makes
comparisons between studies of different heathlands difficult. For example in
the recent studies of heathlands in southern Australia, the heathlands have
been classified in terms of dry heath (Myerscough and Carolin 1986), dominant
species (Adam et al 1990), structure and floristics (Meridith et al 1984). This
makes comparisons between the results of these studies difficult to compare.
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3.1.2 Impact of Fire
Heathland plants exhibit a range of adaptations to a fire regime rather than
to fire per se (Gill 1975, 1981, Specht 1979). The fire regime may be considered to
be the sum of the intensities, frequencies and season of occurrence of fires
which may influence the vegetation (species composition and structure), fauna,
soils or general environment of an ecosystem (Gill 1975). The various
components of a fire regime are not entirely independent. For example as the
frequency of fires increase, the fuel loads will decrease and fires on average will
be less intense and more patchy (Whelan and Muston 1990).
Following fire, many heathland species are able to regenerate from
underground organs (lignotubers, rhizomes, bulbs, or tubers) and a few from
epicormic buds (Groves 198la, Specht 1981b ). Some species may reproduce
both vegetatively and sexually whilst others may reproduce from seeds only
(obligate seeders) (Gill and Groves 1980). Germination of seeds is influenced by
fire intensity with germination becoming more prolific in parts of a communio/
burned with high intensity (Bradstock and Myerscough 1981, Posametier et al.
1981, Muston 1987). As the community grows older the abundance of these
species may decline to the level that occurred before the fire (Muston 1987).
Obligate seeding plants (mostly shrub species) require time to reach
maturity and set seed. At high fire frequencies these obligate seed regenerators
may be eliminated from heathlands and replaced by short-lived seeding species
such as grasses or rootstock regenerators (Siddiqi et al. 1976, Gill 1977). In
south-eastern Australian heathlands, a fire free interval of 10 to 20 years,
depending on heathland type, is considered necessary for a recovery to a prefire condition (Groves and Specht 1965, Meredith and Isles 1980, Muston 1987).
Based upon a study in Cooloola, Queensland, albeit over a limited time scale,
McFarland (1989) proposed an interval between successive fires of 8 to 10 years
for subtropical heathlands. This interval would provide sufficient time for seed
regenerated plants to mature and build up an adequate seed store to survive
future fires (McFarland 1989).
Information on the impact of fire intensity. and the time of year of a fire on
plant comm~ities is limited. In particular the long term results of low intensity
prescribed bums in winter are not known. Some researchers (Gill 1975, Benson
1985) have proposed that such fires could lead to the demise of obligate seed
regenerators if the fires are hot enough to kill adult plants but not of sufficient
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intensity to stimulate the successful germination of seeds. A study of Hakea
species by Bradstock et al. (1994) found that the threshold temperature for death
for the six species studied, Hakea constablei, H propinqua, H. gibbosa, H. teretifolia,
H sericea and H. dactyloides, was linearly related to the thickness of the lower
and lateral fruit walls and to the dry weight of the fruits. The latter three
species, because of the thin walled fruits, had high levels of mortality when
maximum fire temperature was greater than 400°C (external) and greater than
60°C (internal) (Bradstock et al. 1994). These temperatures occur when fuel and
fire conditions are sufficient to cause the crown of the shrub to be burnt
(Bradstock et al. 1994).
The results of studies of impacts of fire in heathlands are varied because of
both spatial and temporal differences in the vegetation communities and
different fire regimes used. It is implicit though that in any burning strategy a
mosaic pattern should be produced encompassing regenerating, maturing,
mature and senescent communities (Specht 198ld). The type of mosaic (eg. size:
age) will in turn depend upon the management strategies for a particular are~.
The conservation of a particular vegetation community may require a different
mosaic pattern than the mosaic pattern required for the conservation of a
particular rare plant or animal species. A clear statement of the objectives, a
knowledge of the effects of various fire regimes and suppression actions, and a
monitoring program to measure the degree of success in achieving the
objectives is needed for any area that is being managed (Gill 1981).

3.1.3 Remote Sensing of Heathlands and Sedgelands
Remote sensing relies on detecting reflected or emitted radiation from the
earth's surface in different regions of the electromagnetic spectrum. The total
radiance recorded by the sensor is related to the reflectance of the ground
object and the incoming radiation. Surface orientation, surface roughness, and
atmospheric scattering all affect the radiance detected by remote sensing device
(Harrison and Jupp 1989). In heathlands the height of the vegetation, the
density of the cover, the type of vegetation community (eg. heathland or
sedgeland), the variance within a vegetation community (eg. proportion of
shrub species as compared to sedge species) will all the affect the radiance and
hence the digital number recorded by the sensor.
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Remote sensing has been used to map heathlands and shrublands in eastern
Australian including Nadgee Nature Reserve, New South Wales (Marthick
1988), Budawangs National Park, New South Wales (Pizanu 1989), Yanakie
Isthmus, Victoria (Bennett and Ogleby 1994) These studies have all used
Landsat Thematic Mapper data. The Landsat Thematic Mapper sensor records
in seven bands (Table 3.3) at a nominal pixel size of 30m for bands 1, 2, 3, 4, 5,
and 7 and 180m for band 6.
Table 3.3 Wavebands recorded by the Landsat Thematic Mapper sensor
(Richards 1986)
Band

Spectral range (µm)

Band name

1
2
3

0.45 to 0.52
0.52 to 0.60
0.63 to 0.69
0.76 to 0.90
1.55to1.75
10.4to12.5
2.08 to 2.35

blue-green
green
red
near infrared
middle infrared
thermal infrared
middle infrared

4

5
6

7

The study by Marthick (1988) used Landsat Thematic Mapper (TM) data to
map the vegetation communities of part of the Nadgee Nature Reserve in
south-eastern New South Wales. A higher or equal digital number value in the
mid infra-red than in the near infra-red was found to be indicative of
heathlands and sedge-heathlands. In vegetation communities with an upper
stratum of tree species the digital number value in the near infra-red band was
higher than the digital number value in the mid infra-red band (Marthick 1988).
Heathlands were mapped with an accuracy of 82% although no distinction was
made between upland and coastal heathlands because of similar spectral
signatures. Low heathlands were mapped with a an accuracy of 80%. This
community was distinct because it was adjacent to the coast and the salt spray
and high velocity winds tended to stunt the growth of the plants. Woodland
and shrub /woodland had a lower accuracy of 67% and 65% respectively. It was
concluded that the use of ancillary data such as elevation or distance from the
coast would have improved the accuracy of mapping the forests, woodlands
and shrub/woodlands and would allow the heathland to be divided into
upland and coastal.
In the study by Bennett and Ogleby (1994) combination of aerial

photography and Landsat TM data were used to map changes in the structure
of vegetation on the Yanakie Isthmus in the last fifty years. The changes were
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successfully mapped from aerial photographs for three distinct periods (1941,
1972 and 1987). Landsat TM data were used for the fourth period (1992) but the
satellite image classification did not adequately distinguish between vegetation
dominated by trees and shrubs because the primary determinant of the image
classification was structural formation and not species composition (Bennett
and Ogleby 1994). That is the spectral response of vegetation types dominated
by Leptospermum laevigatum was not distinct from types dominated by species
of the same genera and family. Classification problems were caused by (1) poor
ground resolution; (2) similar reflectance properties of species of the same
family, in particular, the dominant genera of the heathlands and shrublands,
Leptospermum and Melaleuca which are both members of the Myrtaceae family;
(3) the variable structure of the vegetation type where for instance percentage
cover of a species such as Leptospermum laevigatum varied from 10% to 100%
throughout its distribution (Bennett and Ogleby 1994).
In the United Kingdom Wardley et al. (1987) and Wood and Foody (1989!

1993) have used remotely sensed data to map lowland heaths and moorland~.
Wardley et al. (1987) studied heathland in the New Forest, southern England,
using radiometry and airborne multispectral survey. Airborne Thematic
Mapper (ATM) data were collected in June and September 1984 with a nominal
ground resolution cell size of Sm (Wardley et al. 1987). Details of the species
composition and structural information were not provided other than to note
that stands of Calluna in various stages of growth were found in the study area.
The results indicated that because of the subtle variations between similar
vegetation types at different stages of growth that canopy geometry and type of
canopy components were important determinants of spectral response
(Wardley et al. 1987).
Wood and Foody (1993) studied an area in the Chobham Ridges in England
with five cover types - coniferous woodland, mixed woodland, pioneer and
burnt heath, dry heath, wet heath and bog. Using Landsat TM bands 1-5 and 7
as well as digitised spot heights from a 1:25,000 topographic map the following
information for each 30x30m cell was derived - maximum likelihood class
code, class likelihood and typicality for each class (percent probability), altitude
and slope (to the nearest integer) (Wood and Foody 1993). The results for this
study area indicated that it may be more useful to incorporate probabilities
(typicalities or likelihoods) into a geographical information system rather than
just the class code derived from the maximum likelihood classification when
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the environment displayed gradual change in class membership rather than
distinct boundaries (ecotones) (Wood and Foody 1993).
The results of heathland studies show that it was possible to discriminate
between shrub-heathlands, heathlands and areas containing a mixture of
sedges and heath species using Landsat Thematic Mapper data. There is
though, in many cases, a lack of well definable boundaries between different
vegetation types and they may be described as 'overlapping' (Wardley et al.
1987, Wood and Foody 1989, 1993). A recent study by Foody et al. (1992)
concluded that conventional image classification routines are often
inappropriate for the mapping of continuous phenomena such as heathland
vegetation. Most image classification techniques were designed for application
to phenomena with discrete classes rather than phenomena such as heathland
vegetation which instead lie along continua and contain classes which
intergrade (Foody et al. 1992, Johnston et al. 1988, Trodd 1992). Until image
analysis software provides such image classification techniques or the ability t~
easily incorporate probabilities (typicalities or likelihoods) into a geographic~!
information system then the classification of continuous phenomena such as
heathland vegetation must be done with conventional classification routines
such as maximum likelihood and the errors in the results acknowledged (Wood
and Foody 1993).

3 .1.4 Remote Sensing of Habitat
Numerous habitat studies have been carried out that use remote sensing
data to map the vegetation communities in lieu of habitat. Sader et al. (1991)
used unsupervised classification of Landsat TM data to identify habitats
important for migratory birds in Costa Rica. The overall habitat classification
accuracy was 70 per cent. Although mature forest was identified with high
accuracy (93 per cent), the classification accuracy for major successional stages
was low. Habitat availability and conversion rates from 1976 to 1986 were
derived from multi-date Landsat imagery supplemented with interpretation of
historical air photos to document the specific types of habitat change (Sader et
al. 1991). This study mapped vegetation change and applied it to bird habitat.
Buchanon and Wardell-Johnson (1984) used a combination of Landsat
Thematic Mapper (TM) and Multispectra,l Scanner (MSS) data and a GIS in
their study of the habitat of the Tammar Wallaby (Macropus eugenii) in the
Perup Nature Reserve in Western Australia. The Tammar Wallaby is restricted
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to dense thickets of Melaleuca viminea and Gastrolobium bilobum and therefore in
this study habitat was defined only in terms of ·these particular vegetation
types. As management of this habitat requires a knowledge of the distribution
and condition of these thickets remote sensing was used to determine their
location. The remote sensing data using statistics derived from canonical
variate analysis of the image digital data and a maximum likelihood
classification produced a broad scale vegetation map with the dominant thicket
species grouped into two general thicket categories due to their spectral
similarity (Buchanon and Wardell-Johnson 1984).
Remote sensing techniques involving the classification and analysis of
Landsat TM data were investigated for their suitability for mapping and
monitoring Orange-bellied Parrot saltmarsh habitat by Race (1994). The study
area of 28km2 was located south west of Melbourne on the western shore of
Port Phillip Bay and encompassed the Murtcaim Wildlife Area and Point
Wilson saltmarshes (Race 1994). Contrast enhancements, principal componen~
analysis and normalised difference vegetation index (NDVI) techniques we~e
applied to the 131 pixels by 231 lines image and training sites were selected
using a vegetation map produced by Carr et al (1991) for the Murtcaim
Saltmarsh (Race 1994). Classification of the image was carried using a
maximum likelihood classifier on TM bands 1, 3, 4, 5 and 7 and the NDVI,
giving equal weight to all classes. A total of eleven classes were identified
including three saltmarsh vegetati~n classes and four additional classes
associated with the saltmarshes. Bands 4, 5 and 7 and the NDVI were the found
to be the most important for separating the saltmarsh vegetation classes. The
accuracy of the classification was tested using aerial photograph analysis and
ground truthing based upon 57 sample sites along three transects in Murtcaim
Saltmarsh. The preliminary classification accuracy revealed accuracies greater
than 85% (Race 1994), though no details of the accuracy assessment or an error
matrix were provided.
In the study by Palmeirim (1988), in Kansas, USA, satellite data were used

to map the distribution of the land cover rather than habitat. The main objective
of this study was to use remote sensing and GIS to develop and test automated
methods to produce maps of potential distribution and habitat suitability for
avian species .. The study area contained large wooded areas, rangelands and
old fields. A land cover classification was generated from TM imagery and the
resulting map input into a GIS along with the results of bird surveys
(Palmeirim 1988). Avifauna were used in the study because of the large number
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number of species present in the study area, the broad range of habitat
preferences they exhibited and the relative ease with which field surveys could
be carried out. Landsat TM was classified using both minimum distance to
means and maximum likelihood classification algorithms to produce two
separate land cover classifications (Palmeirim 1988). The maximum likelihood
classification generated the best overall classification but the minimum distance
classification was more successful for mapping forest. The forest class from the
minimum distance classification was digitally merged with the map based
upon the maximum likelihood classification (Palmeirim 1988). The final
landcover map had seven classes - bare ground, cropland, water, rangeland,
old filed, xeric forest and mesic forest. Accuracy of the l~ndcover map was
estimated as percentage of training pixels correctly classified compared to high
altitude infra-red aerial photographs and field checks (Palmeirim 1988).

3 .1.5 Field Sampling Methods for Remote Sensing
Five sampling schemes are commonly used for either determining the
sites of field samples and/ or for assessing the accuracy of land-cover maps
derived from remotely sensed data. These are simple random sampling,
stratified random sampling, clustet sampling, systematic sampling and
stratified systematic unaligned sampling (Congalton 1988, Ebdon 1985).
Simple random sampling is a method of selecting samples in such a manner
that each sampling unit has an equal chance of appearing in the sample. In
the simplest scheme, points are chosen using a pair of random numbers to
select grid intersections at which the observations are made Gustice and
Townshend 1981). Stratified random sampling is a method in which the area
considered is divided in subareas (strata) which are non-overlapping and an
independent simple random sample (pixel) taken frorri each strata
(Congalton 1988). Cluster sampling is a method of sampling in which the
sample units are not single pixels but, instead, groups (clusters) of pixels
where each pixel must be unique to only one sampling unit or cluster (Kish
1965). Systematic sampling is where samples (pixels) are taken from
regularly spaced grid intersections. The starting point (first sample pixel) is
located at random and each successive unit is taken at a specified interval
thereafter. The advantages of systematic sampling are the ease of
convenience of obtaining the sample and the uniform spread of the sampled
observations over the entire population (Congalton 1988). A specific
disadvantage is that regularities in the classification may lead to some
samples being oversampled and others undersampled Gustice and
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unaligned sampling is a method where a random point (pixel) is selected in
the first strata and the subsequent point in the next strata is based upon the
based upon the location of prior point. The strata size depends upon the
number of samples to be taken (Congalton 1988).
Congalton (1988) assessed the five sampling schemes, given above, as
they were typically used in assessing the accuracy of landcover maps
derived from remotely sensed data. Three data sets of varying spatial
complexity, an agricultural area, a range area and a forest area were
investigated. A Landsat MSS landuse/landcover classification and a correct
reference classification were available for each area. The results obtained
were greatly influenced by the pattern of error (spatial autocorrelation)
within each image. In all cases Congalton (1988) considered that simple
random sampling always provided adequate estimates of the population
parameters provided the sample size was sufficient. Stratified random
sampling was also a suitable method especially when it was necessary to
make sure that small, but important, areas were represented in the sample.

3.1.6 Remote Sensing Image Classification and Filtering
A number of algorithms for the supervised classification of remotely
sensed data are commonly used in image processing software. These include
the maximum likelihood classifier, minimum distance to mean classifier and
parallelepiped classifier. The maximum likelihood classifier is the most
common supervised classification method as it has been proven to perform
well over a range of cover types, conditions and satellite systems (Richards
1986, Bolstad and Lillesand 1991). When classifying an unknown pixel, the
maximum likelihood classifier measures both the variance and the correlation
between pixels and calculates the mean vector and covariance matrix (Richards
1986). Based upon the mean vector and covariance matrix the statistical
probability of a given pixel value being a member of a particular class is
calculated for each pixel.
These classifiers noted above are based on the multispectral characteristics
of individual pixels and do not consider the spatial context (Argialis and
Harlow 1990). Classification accuracies have been improved by using spatial
logic techniques (Merchant 1984) and ancillary map data (eg. Buchanon and
Wardell-Johnson 1984, Long and Skewes 1994). However these
spatial/ contextual classification methods do not take into account the structural
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relationships between objects ie. organisation of subpatterns, objects or
elements (Argialis and Harlow 1990). Alternative or complimentary
classification techniques that provide improved pattern recognition include the
use of neural networks, decision trees and expert knowledge (Fraser 1993,
Preston and Buck 1993, Hepner 1990, Skidmore 1989b, Skidmore et al. 1993).
Filters may be applied to classified images to remove isolated pixels. Such a
filter is commonly referred to as moving window or box car filter (Harrison
and Jupp 1990). The simplest form of a filter is a (square) grid of pixels which
usually has an odd number of pixels along each side to ensure symmetry about
the central pixel. The filters may be mean, modal or median. In a 3x3 filter the
mean of the nine pixels is used to replace the central pixel value (Figure 3.1). In
a modal filter the mode (ie, the nearest real number) is used to replace the
central pixel value. In a classified image where each pixel has a real number
representing a specific class eg. vegetation type or landcover class, than a
modal filter must be used to remove isolated pixels.
1
1
1

1
1
1

1
1
1

with divisor = 9

Figure 3.1 Smoothing filter (3x3)

3.1.7 Accuracy Assessment Methods for Remote Sensing
Digital classifications are often assessed with reference to
. photointerpretation and field sampling or a combination of both. That is the
photointerpretation and field sampling provide reference data for assessing the
accuracy of the .digital classification. The assumption is that photointerpretation
and results of the field sampling are 100% correct, an assumption which is
rarely valid and can lead to poor and unfair assessment of the digital
classification (Biging and Congalton 1989). Alternatively existing vegetation
and landcover maps may be used as reference data. Many of these have an
unknown or inadequately described classification methodology whether it be
based upon field sampling methods or photointerpretation or a combination of
both and as such their accuracy cannot be assessed (cf Gilmour 1983, Mills
1993). Although no reference data set may be completely accurate, it is
important that the reference data have high accuracy or else it is not a fair
assessment of the work being assessed (Congalton 1991). The accuracy of the
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reference data will depend on the sample size, sample scheme and, in the case
of field sampling, locational accuracy.
The most common way to represent classification accuracy of remotely
sensed data is in the form of an error matrix (Congalton 1991). An error matrix
is a square array of numbers set out in rows and columns which express the
number of sample units (ie. pixels, clusters of pixels) assigned to a particular
category relative to the actual category verified on the ground (Congalton
1991). The accuracy of each category along with the errors of inclusion
(commission errors) and errors of exclusion (omission errors) are described in
an error matrix (Congalton 1988, 1991) (Table 3.1). The omission error
('producer's accuracy') indicates the probability of a reference pixel being
correctly classified and is calculated by the total number of correct pixels in a
category divided by the total number of pixels of that category as derived from
the reference data. The commission error (user's accuracy) indicates the
probability pixel classified on the map/image actually represents that category
on the ground and is calculated by the total number of correct pixels in _a
category divided by the total number of pixels that were classified in that
category (Story and Congalton 1986, Congalton 1991). As an example the
matrix in Table 3.1 shows that the wetland had a 'producer's accuracy' of 61 %
and a 'user's accuracy' of 58%. That is 61 % of the wetland has been correctly
identified as wetland and 58% of the areas called wetland are actually wetland.
Table 3.1 Error matrix of a hypothetical example

Woodland
Heathland
Wetland
Agriculture
Colurrm total

Woodland
64
17
8
2
91

Heathland
22
65

16
7
110

Wetland
14
18
69

12
113

Agriculture
2
6
25
82
115

Row total
102
106
118
103
429

Overall Accuracy= (64+65+69+82)/429 = 280/429 = 65%
U~~r·~ A~~ura~y

PrQducers A~cura~y
Woodland
Heathland
Wetland
Agriculture

=64/91
=65/110
= 69/113
= 82/115

=
=
=
=

70%
59%
61%
71%

Woodland
Heathland
Wetland
Agriculture

= 64/102
= 65/106
= 69/118
= 82/103

=
=
=
=

63%
61%
58%
80%
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3.1.8 Conclusion
In this study it was decided that the vegetation classification scheme of

Specht would be used. Because of its availability and spectral and spatial
resolution Landsat Thematic Mapper data would be used for the landcover
mapping. Accuracy or comparison assessment of the results would be done
with an error matrix.

3.2 Method
3 .2.1 Vegetation Classification
As both the dominant flora (in terms of cover) and the structure of the
vegetation are important in habitat determination a combined dominant
species-structural classification was used in this study. Dominant species wer~
defined as the species with the highest percentage cover in the tallest stratum:
This classification scheme has been used in recent studies of Ground Parrots by
Bryant (1990) and Meridith et al (1984).
As the Specht classification (Table 3.2) was used in two of the recent
Ground Parrot studies in Tasmania (Bryant 1990) and Queensland (McFarland
1989), for conformity, it was used in this study rather than the more recent
classification scheme of Walker and Hopkins (1984),
Table 3.2 Structural formation classes (Specht 1981 a, b)
Tallest stratum - sclerophyllous shrubs lm to 2m tall
Closed heathland
Heathland
Open-heathland

- foliage projective cover 100 to 70%
- foliage projective cover 70 to 50%
- foliage projective cover 50 to 30%

Tallest stratum - sclerophyllous shrubs 25cm to lm tall
Low closed heathland
Low heathland
Low open-heathland

- foliage projective cover 100 to 70%
- foliage projective cover 70 to 50%
- foliage projective cover 50 to 30%

Tallest stratum - low sclerophyllous shrubs, less than 25cm tall
Dwarf heathland
Dwarf open-heathland

- foliage projective cover 70 to 30%
- foliage projective cover <30%

The vegetation community may be classified as graminoid-heathland if sclerophyllous shrubs
and graminoids are co-dominant
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3.2.2 Field Work
The vegetation was sampled during April 1991, May 1992, June 1992 and
October 1992. The sites near roads were surveyed using a map, compass and
measuring equipment. Other sites were located using two hand held Magellan
Global Positioning Systems (GPS).
One GPS was located at a known site (Saddleback horizontal control point).
The exact co-ordinates of this site were obtained from the Land Information
Group at Bathurst:
Easting
292806.8
Northing
6159697.7
Alt. 666.0m
The second GPS was located at each of the sample sites. Readings from the
same satellites were obtained at the same time for each GPS. The data collected
by each GPS was downloaded into a computer and post-processing software
was used to obtain a reading accurate within ten to twenty metres for each of
the sample sites.
The vegetation was sampled using homogeneous sample sites of one
hectare (100 x lOOm) (Figure 3.2). Areas that were spectrally similar were
selected from the georeferenced Landsat image and located using Australian
Map Grid (AMG) coordinates on the ground. Ten one metre square quadrats
were randomly located within each sample site. Pairs of random numbers were
used to obtain both the distance and angle from a comer of each sample site.
Within each quadrat the plant species contributing the greatest cover were
identified and the percentage cover of these species calculated. The average of
the 10 quadrats was used to define structural formation class of the site.
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3.2.3 Satellite Image Analysis
3.2.3.1 Introduction
The project used Landsat Thematic Mapper data from the Landsat 5
satellite recorded on 9th November 1991. A 1024 pixel x 1024 line four band
subset of the original scene was used (Table 3.4). Although the Thematic
Mapper sensor records in seven bands (Table 3.3) only four bands, 3, 4, 5 and 7,
were used in the study in order to reduce costs. Previous studies (Marthick
1988, Pizanu 1989, O'Neill et al. 1992, Race 1994) have shown that these bands
were the most useful in mapping Australian natural vegetation. Analysis of the
Thematic Mapper data were carried out using the MicroBRIAN V3.01-3.2
image analysis system developed by CSIRO and MPA International Pty. Ltd.
(CSIRO/MPA 1992).
Table 3.31024 x 1024 image details
Image size
1024 lines by 1024 pixels
X pixel size
30.00m
Y pixel size
30.66m
Image centre Latitude
34.38124 S
Line
Image centre (ref to full scene)
Sun elevation 51.83°
Sun azimuth
72.56°

Longitude
1472.0

150.8396 E
Pixel

1746.5

3.2.3.2 Image Destriping,

The image was found to have pronounced 32 line striping in Band 3 and
less pronounced striping in the other bands. Striping or banding are a result of
differences between the forward and reverse scans of the Landsat Thematic
Mapper. The Landsat TM sensor senses 16 lines per scan but records both
forward and back scans across the swath so its imagery can have 16 or 32 line
striping (Lillesand and Kiefer 1994, Helder et al. 1992). A number of destriping
algorithms have been developed to correct the problem and some have been
incorporated into image analysis software (see Crippen 1989, Fusco et al. 1986,
Helder et al. 1992). The algorithm used in the microBRIAN system attempts to
remove the differences by matching all sensors to the sensor which has the
smallest sum of centralities for each channel (Harrison and Jupp 1990). The
destriping algorithm was applied to all four bands.
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3.2.3.3 Image Rectification and Registration

Image rectification and registration was applied to the image before the
classification procedure for two reasons. Firstly, so that the park and reserve
boundaries could be used to mask out the areas outside of Barren Grounds
Nature Reserve and Budderoo National Park. Secondly, if necessary, external
environmental data such as elevation could be applied to the image to aid in
the classification of the image.
Image rectification describes the process of modifying the geometry of an
image to correct for its distortions relative to the geometry of the object(s) it
represents (Harrison 1988). Rectification is done by modelling the geometric
distortions in an image relative to a map and applying these models to sets of
data points (ground control points) from the map. Based on user selected
ground control points a polynomial model is constructed which is used to
convert between pairs of coordinate systems (eg. UTM map to Lands~t
satellite). Four polynomial models are available; affine, bilinear, quadratic and
cubic in the microBRIAN system. The model selected depends on the degree of
distortion of the satellite imagery and the accuracy of location of the ground
control points. The optimum model is one which produces the minimum error.
The image rectification is followed by image registration. Image
registration involves modelling and changing the geometry of an image to
match the geometry of another data source such as a map or a second image
(Harrison 1988). The image can be registered to a map coordinate system and
therefore have its pixels addressed in terms of map coordinates (eg. eastings
and northings) rather than pixel and line numbers. Registration is done using
the rectification model to resample the image with a geometry that directly
matches the map. Three commonly used resampling techniques are Nearest
Neighbour, Bilinear Interpolation and Cubic Convolution. Nearest Neighbour
resampling assigns to an output pixel the brightness value of the nearest pixel
in the input image. Bilinear Interpolation uses the average of the four closest
pixels. Cubic Convolution uses the 16 surrounding pixels to model the
brightness distribution. Landsat TM data, where spectral signatures are
important, is best resampled using nearest neighbour as this will preserve the
original brightness values for classification procedures (Richards 1986).
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The procedure used to rectify, register and resample the image was as
follows:
1. Seventeen ground control points were located on the image and on the
topographic maps (CMA 1:25000 Robertson 9028-4-N, Kangaroo Valley 9028-4S, Kiama 9028-1-S, Albion Park, Berry and Gerroa) (Appendix 1). Each ground
control point was checked for accuracy using a program for detecting points
that do not fit into the predicted affine model. The ground control points used
were spread throughout the image as much as possible in order to provide an
even coverage of the entire image. The ground control points selected were
predominantly roads, railways and rivers
2. An affine polynomial model was then applied to relate the image coordinates to the map co-ordinates.
3. The computed transformation file was then applied to the image bands.
The image was mapped to the original 30m pixel size using a nearest neighbour
method and subset to the following neat lines (AMG coordinates).
XL
276000
XR
296000
6169000
6154000
Ya
3.2.3.4 Image Masking

The boundaries of Budderoo National Park and Barren Grounds Nature
Reserve were digitised using the NPWS (NSW) E-RMS software (NPWS 1992).
The digital data were exported as an ERDAS file and imported into
MicroBRIAN as a channel in the study image. As the study area only included
the area within the boundaries of Barren Grounds Nature Reserve and
Budderoo National Park the area outside of these boundaries was masked on
the Landsat TM channels in the image. That is areas outside of the boundaries
were given a null value of 255 which is the value used by the microBRIAN
software when data is to be excluded from analysis.
3.2.3.5 Image Enhancement

The image was enhanced using linear contrast enhancement so that an
image was displayed that used the maximum dynamic range (256 levels of
brightness) of the monitor. Areas that appeared spectrally and spatially
different in the image were analysed using two methods. Firstly by visual
analysis of individual bands. Each of the four bands were displayed
individually (ie. grey scale image) and both spectral (similar shades of grey)
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and spatial patterns were noted. Secondly by visual analysis of the
combinations of bands. Combinations of red, near infra-red (NIR) and mid
infra-red (MIR) bands (3, 4 and 5) and NIR and MIR bands (4, 5 and 7) were
displayed and both spectral (similar colours) and spatial patterns were noted.
3.2.3.6 Image Classification

The image was then classified using the following procedure (Fig 3.2):
l. Training areas for each of these areas that were usually fairly uniform in
appearance were obtained. A training area is a spatially and spectrally defined
area in an image. Each of these training areas was based on a minimum of 40
pixels with a majority of the digital number of each of them having a low
standard deviation in each band. The exceptions to this were the highly
variable areas such as closed forest and disturbed areas where standard
deviations were larger. Fifty training areas were located throughout the image.
2. Statistics for each of the training areas were collected. The statistics
consist of mean digital number, number of pixels, minimum, maximum an_d
variance/ covariance matrix for each of the training areas. The statistics file
provides the basis for supervised classification in the microBRIAN system.
4. A supervised classification was used for the quantitative analysis of the
remote sensing data. Supervised classification rests upon using suitable
algorithms to label the pixels in an image as representing particular ground
cover types or classes (Richards 1986) .. In the supervised spectral classification,
statistics based on the training areas were used to recognise and allocate pixels
to classes. The maximum likelihood classifier was used for the classification of
the data channels. When classifying an unknown pixel, the maximum
likelihood classifier evaluates statistically both the variance and correlation
between pixels and calculates the mean vector and covariance matrix. Given
the mean vector and covariance matrix the maximum likelihood classifier
computes the statistical probability of a given pixel value being a member of a
particular land cover class (Richards 1986).
5. The statistics of the 50 classes in the classification channel were collected.
The digital numbers of the classes for each of the visible, NIR and MIR bands
for each vegetation type were plotted in a histogram. Each graph shows the
spectral signatures of training areas from .either one vegetation type or
vegetation typ_es that were spatially close together.
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3.2.3.7 Labelling

The labelling process involves using statistical analyses as a guide in
grouping the basic spectral classes (produced in the Classification Stage) into
cover types, then visually checking these aggregations on the display screen
and assigning them the appropriate label (Harrison, 1988). The analysis of class
separation and the classification precision is provided by various analytical
techniques such as Crossplots, Canonical Variates (CV) analysis, the Minimum
Spanning Tree (MST) and clustering methods. These analyses· simplify the task
of aggregating the large number of spectral classes into a much smaller number
of labelled groups:
1. Crossplots of the mean digital number for each of the classes in red and
NIR (bands 3 and 4) and NIR and MIR (bands 4 and 5) were used to see how
individual classes grouped or separated.
2. Canonical variates analysis was used to produce a plot based upon the '
rotation of the axes which gave the greatest separation between the classes.That is, one of the canonical variate axes is aligned with the direction of
maximum variation in the image data space and so maximises the between
class variance relative to the within class variance (Harrison 1988). The
separation statistics are based upon the Mahalanobis distance.
3. The patterns and gradients within the CV plots can be delineated using
the MST. The Ward's Incremental Sum of Squares (ISS) (Belbin 1990) was used
to aggregate the classes on the basis of spectral similarity and compute the
minimum spanning tree table. These aggregations are printed in the form of a
dendogram which illustrated the hierarchical relationships of the clusters
defined by the fusion strategy although it is based on spectral similarity and
does not consider spatial patterns (Harrison and Jupp 1990).
4. Similar classes (based upon the CV plot, dendogram, minimum
spanning tree and the field data) were merged and added to a category (eg.
woodland). The final labelled classification was saved as a channel in the image
file.
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3.2.3.8 Image Filtering
A classification that contains a large number of isolated pixels is not
suitable for management purposes. Therefore a 3x3 modal smoothing filter was
applied to the classified image to remove isolated pixels. Matrix values of 1
with a divisor of nine were used in the filter.
3.2.3.9 Comparison with other landcover maps

A matrix was used to compare the results of the satellite image landcover
classification with the reference data. The reference data was the map of
Hermes and Jordan (1991).
The only landcover map of the study site available for the accuracy
assessment was the map produced for the National Parks and Wildlife Service
by Hermes and Jordan (1991). This map was based upon field data and aerial
photographs that were not georeferenced. No accuracy assessment was ~
provided with the map. This vegetation map was based upon the field data of
Hermes and Jordan (1991) and previous studies of Burrough et al. (1977) and
Jordan and Holmes (1989) (see Chapter 2 and Appendix 3). Because of the lack
of knowledge regarding the accuracy of the map of Hermes and Jordan (1991) a
comparison, using an matrix, was carried out between the landcover map and
this map rather than an accuracy assessment.
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Landsat TM Bands 3,4,5,7 November 1991

Rectification and registration

Collect training class statistics

t

Examine Training class signatures

Analyse training class separation

Classify

Display classified image
If more classes required

Compute final class statistics

Analyse class statistics

Label and Amalgamate Classes

Allocate class colours and display

Run smoothing filter

Accuracy assessment of classification

~
Image resampling

i
~~~-I~~1~~...-PaperCopy

Produce Final Product

To E-RMS and SPANS in Digital Format

Fig. 3.2 Image processing methodology
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3.3 Results
3.3.1 Fieldwork
3.3.1.1 Introduction

A total of 30 vegetation survey sites were located throughout the study
area and used for the image classification (Table 3.5 and Figure 3.3). The
dominant species (in terms of cover) in each quadrat is provided in Appendix
2. Based upon the cover, height and dominant species in each stratum, the sites
were classified using the Specht structural classification.

Budderoo
Nati:>nal Park
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Figure 3.3 Location of the vegetation sample plots
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Table 3.5 Location and description of vegetation survey sites used in the image
classification (sorted by vegetation type)
E0~ting

NQrthing NQ.

Y!i:g!i:tatiQn ~!i:

290150

6160380

1

Closed heathland

290340

6160360

2

Closed heathland

289830

6159190

4

Closed heathland

289890

6160090

5

Closed heathland

293340

6159380

11

Closed heathland

293000

6159400

12

Closed heathland

289650

6159680

15

Closed heathland

290780

6160670

25

Closed heathland

290620

6160670

28

Closed heathland

289270

6163480

29

Closed heathland

290080

6160940

7

Banksia ericifolia closed heathland

289800

6159380

8

Hakea teretifolia closed heathland

290280

6160640

14

Hakea teretifolia closed heathland

289650

6159680

15

Hakea teretifolia closed heathland

289650

6159580

16

Hakea teretifolia closed heathland

289750

6159630

17

Hakea teretifolia closed heathland

289920

6158840

19

Banksia ericifolia /Hakea teretifolia closed heathland

288850

6158650

20

Low closed heathland

290650

6160720

9

290290

6160320

13

Closed graminoid heathland

289830

6159050

18

Closed graminoid heathland

290700

6160680

26

Closed graminoid heathland

290650

6160680

27

Closed graminoid heathland

290130

6159680

3

290650

6160680

30

Sedgeland

288760

6158560

21

Mallee with heathland understorey

290360

6160560

6

· Woodland with heath understorey (30-50%)

292800

6159690

10

Woodland with heath understorey (30-50%)

288710

6158380

22

Woodland with heath understorey (30-50%)

290300

6160550

23

Woodland with heath understorey (30-50%)

290300

6160730

24

Woodland with heath understorey (30-50%)

Closed gr~oid heathland .

Fem sedgeland
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3.3.1.2 Description of the sample sites

Closed heathland
Some sites contained a dominant (in terms of cover) number of tall
heathland shrub species such as Hakea teretifolia (Hakea teretifolia closed
heathland) (eg. sites 8, 14 and 18) and Banksia ericifolia (Banksia ericifolia closed
heathland) (eg. site 19). Other sites contained both larger shrub species such as
Banksia paludosa, Leptospermum juniperinum, and Melaleuca squarrosa and smaller
shrub species such as Epacris microphylla, Epacris obtusifilia and Baekea linifolia
(eg. sites 1 to 5). Most sites contained sedge species such as Leptocarpus tenax.
The vegetation varied in height from O.Sm to 2m. Cover was greater than 70%
in all sites. The sample sites reflected the heterogenous nature of the heathland
vegetation (Figure 3.4).
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Figure 3.4 Percentage cover of plant species in typical closed heathland
quadrats
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Closed graminoid heathland
Vegetation in the closed graminoid heathland sites had an average height
of about lm and cover greater than 70%. Sites dominated (in terms of cover) by
Gymnoshoenus sphaerocephalus but also contained other heath species such as
Epacris microphylla, Dillwynia retorta, Banksia paludosa, Melaleuca squarrosa and
sedges such as Leptocarpus tenax and Restio complanatus
Sedgeland
The sedgelands occurred in the wetter lower areas in Barren grounds and
in the north west part of Budderoo. Site 3 in Barren Grounds was dominated (in
terms of cover) by coral fern (Gleichenia dicarpa) with lower stratum of sedges
and rushes and isolated pockets of Leptospermum juniperinum and Melaleuca
squarrosa. The site in Budderoo (site 30) (Figure 3.3) was dominated by sedges
(eg. Leptocarpus tenax, Restio complanatus) and Gymnoshoenus sphaerocephalus and
Xanthorrhoea resinosa
Mallee
The mallee site (site 21) was an isolated pocket of low Eucalyptus
dendromorpha and E. ligustrina with an understorey of heath species such as
Epacris microphylla, E. obtusifolia, and Banksia paludosa that also occurred in the
surrounding heathland.
Woodland
Woodland sites were scattered around Barren Grounds usually adjacent to
open forest. The sites contained Eucalyptus species such as Eucalyptus sieberi, E.
saligna, E. gummifera. ·E. dendromrpha and E. ligustrina with a heath species
understorey. Wetter areas tended to have more sedges, Melaleuca squarrosa and
Gahnia sieberana
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3.3.2 Satellite Image Analysis
3.3.2.1 Introduction

The heathland of Barren Grounds is highly variable over short distances
and displays gradual ecological changes in community type eg. closed
heathland to heath/ sedgeland to closed scrub. The variability of these
vegetation types makes distinguishing one type from another problematic,
even for field survey, and is reflected in satellite imagery through high
frequency variation and a high proportion of mixed pixels (Wood and Foody
1989). Problems of this nature will occur with field surveys, aerial photograph
interpretation and satellite image classification due to the lack of distinct
boundaries between the vegetation types.
3.3.2.2 Image Rectification and Registration

The ideal accuracy for image registration is within one half of a pixel i~.
30/2 = 15 metres. Because of the lack of well defined features to be used as
ground control points ·on the image that were also located on the 1:25,000
topographic map the predictive error was 0.72 of a pixel (Table 3.6).
Table 3.6 Accuracy of fitted model

RMS error
Mean error
Predictive error

X (metres)
17.88
0.02
21.45

Y (metres)
17.70
0.06
21.23

3.3.2.3 Image Classification

The interpretation of the spectral classes was effected using spectral and
spatial data analysis with supporting information in the form of maps, aerial
photographs and recorded field data. The minimum spanning tree, dendogram
and the canonical variate analysis were used to help decide which classes
should be aggregated. The fifty classes were aggregated into eight landcover
classes (Table 3.7). The reasons for the grouping of the classes into the
landcover classes is discussed below under each landcover category. A graph of
the mean uncorrected digital number (D.N.) of each spectral class for the four
TM bands for each landcover classes is given in Figures 3.5 to Figure 3.11. The
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classification of the non-forested area was not as successful as was initially
expected. Because of the heterogenous nature of the Barren Grounds and
Budderoo heathlands it was not possible to classify as separate classes areas
such as shrub heathland or low closed heathland. The vegetation classes have
the lack of definable boundaries between different cover types which was
described as 'overlapping' by Wood and Foody (1989, 1993).
Table 3.7 Landcover classes
Disturbed
Closed heathland

Forest
Closed graminoid heathland

Woodland
Sedgeland

·1. Disturbed
The disturbed class included roads, walking tracks, picnic areas and cleared
areas. It was characterised by comparatively high D.N. values in all bands
(Figure 3.5) and high standard deviation in all bands (Table 3.7)
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Figure 3.5 Spectral signatures of mean D.N. values for two typical Disturbed
classes
Table 3.7 Mean D.N. values and standard deviation for two typical Disturbed
classes
Band7

Bands

Band4

Band3

Class

Mean DN std dev Mean DN std dev Mean DN std dev

Mean DN std dev

d2

43.0

4.9

99.4

5.2

108.9

21.1

41.7

9.9

rl

40.3

4.8

70.2

4.2

80.3

11.0

34.3

6.9
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2. Forest
As only areas without trees were considered suitable for Ground Parrot
habitat all the forest classes (closed forest, tall open forest, open forest and
shadowed forest) were grouped into one class - forest. Therefore the spectral
signatures (Figure 3.6) have a large variance although most of the individual
classes had a low standard deviation. The exception being the closed forest
classes (cfl and cf2) and the shadow class (shl). The characteristic of this class
was the high D.N. value in Band 4 compared to the other Bands. Tree species
found in the tall open forest and open forest included Eucalyptus obliqua, E.
radiata, E. fastigata, E. gummifera, E. dendromorpha and E. sieberi Tree species in
the closed forest included Allocasuarina cunninghamiana, Doryphora sasafrass and
Tristania laurina. (Mills 1986, 1988)
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Figure 3.6 Spectral signatures of mean D.N. values for Forest classes
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Table 3.8 Mean D.N. values and standard deviation for forest classes
Class

Band3j

Band4j

BandSj

MeanDN

std dev MeanDN

std dev MeanDN

Band 7!
std dev MeanDNl std dev

wl1

29.7!

1.S

89.21

2.0

SS.~

3.7

16.7!

2.7

f2

29.21

1.S

as.s 1

4.1

61 .11

3.8

18.7!

2.6

f3

27.?l

1.1

83.SI

3.1

SO.SI

s .s

1s.21

2.1

f6

31.0j

1.4

104.6!

S.7

64.3!

S.9

19.2!

2.7

cf2

26.61

0.9

77.2i

3.4

42.61

3.0

11 .Si

1.1

ta

29.SI

1.5

86.31

5.9

57.31

3.3

16.61

2.1

cf1

30.31

1.9

111.21

8.0

60.51

5.2

16.3i

2.3

f13

28.3j

1. 1

78.3j

1.7

S0.3j

1.9

14.7!

1.3

f14

27.9!

1.0

100.71

3.9

S6.21

4.4

15.5!

2.1

f7

28.3!

1.8

90.8!

4.8

48 . ~

3.6

13.51

1.7

f10

26.4!

1.3

66.81

5.2

37.1 1

4.1

10.91

1.6

f16

30.0j

1.3

79.6j

3.2

51.~

1.7

16.4!

1.6

sh1

24.9!

2.2

47.9i

8.3

29.2i

8.2

9.6!

3.3

i

i
i

i

3. Woodland
The woodlands occurred between open forests and heathlands and in small
isolated pockets throughout the study area. The Band 4 D.N. value although
higher than the other Bands is not as pronounced as the Forest class (Figure 3.7,
Table 3.9). Tree species include Eucalyptus sieberi, E. saligna and E. gummifera.
The understorey varied from tall shrubs Acacia obtusifolia and A. longifolia, heath
shrub species such as Banksia paludosa, Hakea dactyloides, H. teretifolia and M.
squarrosa and the fem Gymnoshoenus sphaerocephalus in the wetter areas.
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Figure 3.7 Spectral signatures of mean D.N. values for Woodland classes
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Table 3.9 Mean D.N. values and standard deviation for Woodland classes
Class

Band3

Band4

Band7

Bands

'

MeanDN std dev Mean DN i std dev Mean ON std dev MeanDN std dev
f4

28.1

1.3

f5

28.5

1.6

i
71.2 l

f9

28.7

0.9

f11

28.7

f12

5.6

48.6

3.6

14.5

1.5

2.8

50.5

2.7

17.0

1.5

74.8

1.9

56.8

3.0

19.1

2.0

1.3

72.1

2.3

47.6

2.7

14.8

1.1

32.1

1.4

77.6

2.1

63.7

5.2

21.8

2.4

f15

32.0

1.0

80.0

1.9

67.4

3.0

22.6

1.6

f17

32.3

0.9

80.5

i

5.3

60.9

3.7

20.9

2.1

f18

30.9

1.8

77.4 i

1.8

56.7

2.4

18.4

1.6

72.1

4. Closed-heathland
This community was species rich and with a large percentage of shrubs
to 2m high), most of which also occurred in the woodland community as
understorey. The density of shrubs in this community depended upon the
effects of past fires and other environmental factors. The Common and
widespread species included the tall shrubs Banksia ericifolia, Hakea teretifolia
Leptospermum juniperinum and Leptospermum lanigerum. Understorey species
included the low shrubs Epacris microphylla and sedges such as Leptocarpus tenax
and Restio complanatus. Isolated pockets of mallees (Eucalyptus dendromorpha
and E. ligustrina) also occurred in this community. In places the height of the
community was greater than two metres and was dominated by one species
such as Hakea teretifolia or Melaleuca squarrosa. Dense stands of Hakea teretifolia
and Melaleuca squarrosa occurred in areas of impeded drainage. The low bulk
density of the Hakea teretifolia may prevent shrub crown fires and therefore
contribute to the maintenance of these relatively dense pockets of Hakea
teretifolia (Bradstock et al. 1994). It was not possible to map the pockets of mallee
as a separate class as they were too small and contained understorey species
similar to surrounding area. Similarly the pockets of Hakea teretif.olia or
Melaleuca squarrosa were generally too small and structurally similar to the
surrounding shrubs to be mapped separately.
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Figure 3.8 Spectral signatures of mean D.N. values for Shrub-heathland classes
Table 3.11 Mean D.N. values and standard deviation for shrub-heathlarid
classes
Class

Band4

Band3

Band7

Bands

MeanDN std dev MeanDN std dev MeanDN std dev Mean ON std dev
owl1

29.6

1.5

68.1

2.3

57.2

3.3

19.8

1.7

I

owl2

30.9

0.7

70.9

1.2

58.9

3.1

20.5

2.0

h1

31.6

1.3

68.0

2.4

63.0

2.3

20.9

1.0

32.7

0.8

70.0

1.6

62.3

2.6

21.9

2.0

23.3

1.4

h2
'

h3

32.7

0.7

65.8

0.7

64.8.

1.9

h5

32.0

2.0

62.1

2.2

63.3

4.2

22.2

2.5

h6

32.0

0.9

66.8

1.6

67.1

1.7

24.8

1.3

h10

33.1

0.6

67.1

1.4

68.4

1.4

23.6

0.7

h15

31.4

0.9

73.7

1.4

62.3

2.7

20.7

1.4

h16

32.2

1.4

63.7

3.9

60.6 l

5.3

22.2

1.2

'
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5. Closed graminoid-heathland
This community was dominated by button grass (Gymnoshoenus
sphaerocephalus), sedges such as Leptocarpus tenax, and grass trees such as
Xanthorrhoea resinosa. Heathland shrub species were relatively uncommon
(compared to the closed heathland). Heath species such as Epacris microphylla,
Epacris obtusifolia and Dillwynia retorta were also present
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Figure 3.9 Spectral signatures of mean D.N. values for closed graminoidheathland classes
Table 3.13 Mean D.N. values and standard deviation for closed graminoidheathland classes
Class

Band4

Band3

Band7

Bands

Mean ON std dev Mean ON std dev Mean ON std dev Mean ON std dev
h11

32.8

1.1

61.6

1.8

69.7

2.8

25.6

1.4

h12

32.3

1.0

63.0

1.4

70.8

1.8

27.0

2.1

h13

35.5

1.2

70.2

3.6

79.9

3.1

30.1

1.9

h17

32.4

1.0

65.8

1.6

74.2

2.7

27.4

2.0

h18

33.4

0.7

63.7

3.6

76.9

2.4

29.3

1.9
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6. Sedgeland
Sedgeland is a community which is common throughout Budderoo
National Park and contains sedges such as Leptocarpus tenax. This class also
contains areas of fem-sedgeland. The fem-sedgeland is dominated by the fem
Gleichenia dicarpa and occurs in isolated pockets in very moist areas along some
of the drainage lines. Because of its small size and linear nature it was not
possible to classify separately from other sedgelands.
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Figure 3.10 Spectral signatures of mean D.N. values for Sedgeland classes
Table 3.14 Mean D.N. values and standard deviation for Sedgeland classes
Class

Band4

Band3

Bands

Band7

MeanDN std dev MeanDN std dev MeanDN std dev MeanDN std dev
h7

32.4

1.0

70.4

0.8

69.5

h8

33.0

1.2

74.1

2.5

h9

32.9

1.3

69.1 i

2.8

!

2.9

24.7

2.0

71.6 i

4.0

25.2

1.6

72.1 i

2.8

27.3

2.3

i

3.3.2.4 Image Resampling

The geographical information system, E-RMS requires raster data in 20m or
50m grid cell (pixel) size. The classified image was resampled to 20m pixel size
using a nearest neighbour method. The image was subset in AMG coordinates
with boundaries of lower left at 276000, 6154400 and top right at 295840,
6167000 which.resulted in an image size of 992 rows x 630 columns. The reasons
for the decision to use a 20m pixel size are discussed in Chapter 5 (Section
5.2.2).
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3.3.2.5 Comparison Assessment

As the Hermes and Jordan (1991) map did not distinguish between
heathland types the accuracy assessment was carried out using a grouped
heathland class (closed heathland and closed graminoid heathland). Also
Hermes and Jordan (1991) had an open woodland class. In the Landsat TM
classification that same class was labelled as closed heathland. Fieldwork
verified that though this area had isolated trees it was mostly closed heathland.
Therefore for the comparison assessment the Hermes and Jordan (1991) open
woodland class was labelled as closed heathland.
The results of the classification accuracy of this study are listed in the
comparison matrix (Table 3.16). The matrix shows that the forest has both high
"producer's accuracy" 81.8%) and high "user's accuracy"(88.5%). That is 81.8%
of the forest has been correctly identified as forest and 88.5% of the areas called
forest are actually forest with reference to the Hermes and Jordan (1991) ma~
(Table 3.16). As this class is a broad class containing the closed forest, tall ope~
forest and open forest of the study area a high agreement between the maps
would be expected. These areas also include the steep shadowed areas.
The woodland and sedgeland of the landcover map had a low agreement
with the reference data. This does not necessarily mean that they were
incorrectly classified. A number of factors affect the "accuracy" of both the
woodland and sedgeland. Firstly the National Parks and Wildlife vegetation
map was based upon aerial photographs that were not georeferenced. Secondly
vegetation types such as open woodland with a heath understorey may be
classed either woodland or heathland depending upon the classifier's
definition of the number of trees that occur in a woodland or that occur as
isolated trees in a heathland. Similarly sedgeland may be classed as heathland
depending upon the how wet or dry the sedgeland appears in the aerial
photographs. The major disagreement with regard to sedgeland between the
landcover map and the Hermes and Jordan (1991) map (Figure 2.4) occur in the
northern part of the centre of Budderoo National Park at the headwaters of the
Kangaroo River and Gerringong Creek (Figure 3.13). The landcover map
classes this area as sedgeland while the Hermes and Jordan (1991) shows it as
closed heathland. A previous study of the area by Burrough et al. (1977) also
classes it as sedgeland (Figure 3.12). The closed heathland of the landcover map
had a relatively high agreement with the reference data. This means that 67.2%
of the area had been correctly classed as heathland (in relation to the Hermes
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and Jordan map) and 79.5% of the areas called heathland were actually
heathland (in relation to Hermes and Jordan map) (Table 3.16).
Table 3.16 Comparison matrix relating the TM derived classification to the
previous vegetation map of Hermes and Jordan (1991)
Reference Data (Hermes and Jordan 1991) (area in km2)
Disturbed Forest

Woodland Cl. heath

Sedgeland Row tot.

TM

Disturbed

0.0668

0.1976

0.0108

0.6192

0.0000

0.8944

derived

Forest

0.0320

20.2387

1.4007

1.1783

0.0176

22.8674

classification Woodland

0.0268

2.7207

3.2195

4.1686

0.0404

10.1759

(area in km2) Cl.heathland

0.0544

1.1079

5.2138

26.9004

0.5544

33.8309

Sedgeland

0.0180

0.4676

1.0272

7.1457

0.5508

9.2092

Column tot.

0.1980

24.7325

10.8719

40.0122

1.1631

76.9777

()verallA.gree1nent

= (0.0668+20.2387+3.2195+26.9004+0.5508)/76.9777 = 66.22%

Producer's" A.ccuracy"

"User's A.ccuracy"
Disturbed

=0.0668/0.8944

=20.2387 /24.7325 =81.83%

Forest

=20.2387 /22.8674 =88.50%

Woodland

=3.2195 /10.8719

Woodland

=3.2195I10.1759

Closed heath.

=26.9004/ 40.0122 =67.23%

Closed heath.

=26.9004/33.8309 =79.51

Sedgeland

=0.5508/1.1631

Sedgeland

=0.5508/9.2092

Disturbed

=0.0668/0.1980

Forest

=33.74%

=29.61%

=47.35%

= 7.47%

=31.64

=5.98

Legend
Oh - Open heathland
Ch - Closed heathland
Chr - Closed heathland
with >30% rock outcrop
CS - closed sedgeland
OF - Open forest
CF - Closed forest
• - Study sites of
Burroughs et al. (1977)
'woodllill

Figure 3.12 Landcover map of Budderoo National Park and Barren Grounds
Nature Reserve (after Burroughs et al. 1977)
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3.3 Discussion
The final landcover map consisted of six classes - Disturbed, Forest,
Woodland, Closed heathland, Closed graminoid heathland and Sedgeland
(Figure 3.13 ). The study site was adequately mapped using four band Landsat
Thematic Mapper data (TM Bands 3, 4, 5 and 7) and a 1naximum likelihood
classifier. The results indicate the need for field work detailed enough to
determine the dominant structural and floristic characteristics of a site as
spectral class similarity is not always indicative of ground cover similarity. The
results also highlight the lack of discrete vegetation boundaries in the Barren
Ground-Budderoo study site. The vegetation did not abruptly chari.ge from one
type to an other eg. woodland to closed heathland but gradually changed. As
noted by Foody et al. (1992) there may be a need for the new classifiers that are
more appropriate for the mapping of continuous phenomena such as heathland
vegetation.

Lande over

Legend
Disturbed
Forest
Woodland
Closed heathland
Closed graminoid-heathland
Sedgeland

km1

o

2krn

Figure 3.13 Landcover map of Barren Grounds and Budderoo
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4
Ground Parrot
4.1 Introduction
The Ground Parrot Pezoporus wallicus is a terrestrial, seed-eating parrot
endemic to the coastal heathlands, sedgelands and moorlands of eastern and
southern Australia. As the Ground Parrot is a terrestrial species the low
vegetation found in heathlands is necessary not only as a food source but for
roosting, nesting and camouflage (Bryant 1991).
It is a slim, medium-sized parrot of length 280 to 320mm (bill to tail-tip)

weighing about 75 grams (Blakers et al 1984). The plumage colouration is a rich.
emerald-green with noticeable black and yellow barring extending to the tip of ~
its long tapering tail. The plumage provides excellent camouflage in heathlands
and sedgelands.

4.2 Review of Ground Parrot Research

4.2.1 Status and Distribution
The Ground Parrot Pezoporus wallicus is endemic to the coastal heathlands of
eastern and southern Australia. There are two subspecies of the Ground Parrot
- P. w. wallicus in the east and P. w. flaviventrus in the west. The range of P. w.
wallicus has contracted to western Tasmania and isolated pockets in southern
Queensland, coastal New South Wales and Victoria (Blakers et al. 1984). The
range of P.w. fiaviventrus has contracted to south west Western Australia
(Burbidge et al. 1989a). The main loss of P.w. wallicus has been near the urban
centres of Sydney and Melbourne and along the coast between Melbourne and
Adelaide (Blakers et al. 1984). The range of P.w. flaviventrus has contracted to
two isolated pockets in Western Australia - Cape Arid National Park and
Fitzgerald River National Park (Burbidge et al. 1989). P.w. wallicus was classified
as "vulnerable" and P.w. flaviventrus as "endangered" (King 1979). Because of
the large population of P.w. wallicus in Tasmania (see Bryant 1991) it is now
classified as "of special concern" (Garnett 1992).
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Destruction of habitat for urban and rural development and the use of
unsuitable fire practices are the two main causes · for the decline of both
subspecies (Forshaw 1981, Meredith et al. 1984, Burbidge et al. 1989, McFarland
1989). The secretive nature of the species combined with the need to actively
manage remnant habitat makes the Ground Parrot extremely vulnerable
through ignorance (eg. heathlands viewed as 'waste' country), inappropriate
actions (eg. clearing heathlands for urban development, unsuitable fire
practices) and chance events (eg. wildfires, disease, predation) (Adam et al.
1990, McFarland 1989, pers. obs.).

4.2.2 Biology
In South-Eastern Australia breeding occurs during September to December

with the young remaining in the breeding areas during the immediate postbreeding period Ganuary to February) (Meridith and Isles 1980, McFarland.
1989). In Queensland egg laying occurred in four months Guly to October) with ,_
most the laying being in August and September (McFarland 1989). In Western
Australia the study by Burbidge (1989) found that breeding commenced in midlate winter.
In both Eastern Australia and Western Australia most calling and flying

occurred during the hour before sunrise and the hour after sunset and feeding
occurred throughout the day (Burbidge 1989, Jordan 1987a, McFarland 1992,
pers obs.). Size of the home range was found to be very variable with subadults
(average 14ha) having larger ranges than adults (average 6ha) (McFarland
1992).
Post-breeding dispersal of young birds occurs in February to August (southeastern Australia). The young birds are very mobile in their first summer and
may cover considerable distances to look for other areas of suitable habitat
(Meridith and Isles 1980, Jordan 1987b, Burbidge 1989).
Ground Parrots feed on a wide variety of seeds and fruit. They take both
seed that are still on the plant (Burbidge 1989, McFarland 1989, pers obs.) and
seed that has fallen on the ground (Meridith and Isles 1980). Direct
observations of feeding of Ground Parrots have been rare in all the studies and
most of the data on the diet of the ground parrot has been collected by analysis
of the vegetation after flushing of individual birds (Bryant 1991, Burbidge 1989)
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and/or analysis of crop content (Meredith et al. 1984, McFarland 1989). The
analysis of crop content by Meredith et al. (1984) McFarland (1989) has shown
the size of seeds taken by Ground Parrots ranged from 0.6mm (Sprengelia and
Epacris spp.) to 7.0mm (Caustis and Grevillea spp.) (McFarland 1989).
In Queensland, based upon the examination of 60 crop samples, Ground
Parrots were found to take seeds from at least 14 dicotyledonous species and 14
monocotyledonous species (McFarland 1991a) (Table 4.1). In Tasmania, based
upon the vegetation recorded from flush sites (n=SO plots), 12 dicotyledonous
species and 11 monocotyledonous species were found to be likely food plants
of Ground Parrots (Bryant 1991, 1994) (Table 4.1). In Victoria, based upon the
analysis of five crop samples, Ground Parrots were found to take seeds from 3
dicotyledonous species and 6 monocotyledonous species (Meridith and Isles
1980) (Table 4.1). In New South Wales (Barren Grounds Nature Reserve), based
upon the analysis of one crop sample, Ground Parrots were found to take seeds
from 4 dicotyledonous species, 1 monocotyledonous species and two species.
unidentified (Wall 1989) (Table 4.1). In the Western Australian study by ~
Burbidge et al. (1989) Ground Parrots were found to feed upon 7
dicotyledonous species (Table 4.1). A list of known food species of Ground
Parrots may be found in Bryant (1994).

Based upon their results Meridith and Isles (1980) concluded that the bulk of
the ground Parrot's diet probably consists of seeds of Cyperaceous and
Restionaceous species, plus some seeds from dicotyledonous species. Bryant
(1994) concluded that the bulk of the Ground Parrot diet is supplied by species
from the Restionaceous family although this conclusion was based upon the
more tenuous evidence of the analysis of the vegetation after flushing. In
contrast McFarland (1989), based upon the diet information from his study and
other sources (Mattingley 1918, Condon 1942, Forshaw 1981), concluded that
the types of seeds eaten were equally distributed between monocotyledonous
and dicotyledonous species.
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Table 4.1 Plant families which are known to provide food for Ground Parrots
Reference (State)

,I

Dicotyledon family

No.of

Monocotyledon family

No. of

I

species

species

McFarland 1991a

Dilleniaceae

1 Cyperaceae

7

(Queensland)

Epacridaceae

4

Restionaceae

5

Euphorbiaceae

1

Poaceae

2

Fabaceae

4

Lauraceae

1

Proteaceae

2

Rutaceae

3

Bryant1991, 1994

Apiaceae

1 Cyperaceae

3

(Tasmania)

Cunoniaceae

1

Restionaceae

7

Epacridaceae

4

Xyridaceae

1

Myrtaceae

4

Rutaceae

1

Stylidiaceae

1

Meridith and Isles

Haloragaceae

1 Cyperaceae

5

1980 (Victoria)

Lauraceae

2

Restionaceae

1

Wall 1989

Epacridaceae

3

Restionaceae

1

(New South Wales)

Rutaceae

1

Burbidge et al. 1989

Dilleniaceae

1

(Western Australia)

Euphorbiaceae

2

Fabaceae

1

Haemodoraceae

1

Proteaceae

1
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4.2.3 Habitat
Habitat use by a species is influenced by "its density, densities of and
interactions of other species, resource abundance and distribution, and various
other biotic and abiotic factors" (Block and Brennan 1994:42). These factors may
vary both spatially and temporally and the variation may be due to
environmental changes such as fire and flood and anthropogenic changes such
as road building and agricultural development.
The major studies of Ground Parrots have defined the Ground Parrot
habitat on the basis of vegetation type and fire history (Meredith and Isles 1980,
Jordon 1987,1988, Burbidge 1989, McFarland 1989, Meredith and Jaremovic
1990, Bryant 1991). Vegetation type has been defined on the basis of structure
and floristics. These studies have taken place in Victoria (Meredith and Isles
1980, Meredith et al. 1984, Meredith and Jaremovic 1990), Queensland
(McFarland 1989, 1991 a, b, c), Western Australia (Burbidge 1989), Tasmania.
(Bryant 1991) and New South Wales Gordon 1987, 1988, Recher et al. 1975). A ~
summary of the methods of vegetation sampling, fire history and results ofhabitat analysis of the studies carried out in each state is given below.

4.2.3.1. Ground Parrot studies in Victoria
A study on the status and ecology of the Ground Parrot in Victoria showed
the species to be dependent on a suitable fire regime in its heathland habitats
(Meredith and Isles 1980, Meredith et al. 1984). The study was updated in
Meredith and Jaremovic (1990).
Large Ground Parrot populations (for the mainland) were found in
Croajingalong National Park. The park is adjacent to Nadgee Nature Reserve in
New South Wales. Other areas found to contain Ground Parrots were Long
Swamp in western Victoria, Marlo-Bemm River area and Wilsons Promontory
(Meredith and Isles 1980).
In the Meredith and Isles (1980) study the vegetation data was collected

using the following method:
(i) circular quadrats of 2m radius sited away from vegetation boundaries
(ii) spaced about lOOm apart within each patch of vegetation
(iii) complete species list of vascular plants compiled for each quadrat
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(iv) all species given a cover value on the Braun-Blanquet scale (Braun-Blanquet
1964).
The vegetation in which Ground Parrots were found to occur comprised five
components of two communities (Names in brackets refer to community names
used in Meredith et al. 1984 and Meridith and Jaremovic 1990):
1. Closed heath community (Coastal heath community)
This community was less than one metre tall and contained 93% of Ground
Parrot habitat in Victoria.
(a)Xanthorrhoea component (Graminoid sub-community)
Accounts for 80% of the closed heath community ie. 75% of total Ground Parrot
habitat in Victoria (or in wetter soils Gymnoshoenus sphaerocephalus). Leptocarpus
tenax also occurred in this component.
(b )Casuarina component (Diverse shrub sub-community)
2. Sedgeland community (Sedgeland community)
This community accounts for only 7% of Ground Parrot habitat in Victoria. It is
species .poor and dominated by one or two common species of the Cyperaceae:
Restionaceae or Junaceae.
(a)Leptocarpus component (Leptocarpus sub-community)
(b )Baumea component (Baumea sub-community)
(c)funcus component (Diverse funcus sub-community)
Meredith and Isles (1980) and Meridith and Jaremovic (1990) concluded that,
after a fire, Ground Parrot populations in Victoria go through a cycle that can
be conveniently divided into five phases (Tables 4.2 and 4.3). A fire occurring at
any time in the cycle, even in very old heathlands, would re-initiate the cycle
(Meredith and Isles 1980).
Meredith et al. (1984) concludes that the Ground Parrot habitat consists of
two major vegetation communities - coastal heath and sedgeland. These
communities provide very dense cover (projective foliage cover> 80%) and a
high density of food plants, either as a high density of one or a few seeding
sedges in the families Cyperaceae or Restionaceae, or as a diverse group of
many types of heath plants, none very common, but all producing suitable
seeds (Meredith et al. 1984). This study concluded that Ground Parrots respond
mainly to the seeds of monocotyledon sedges - where sedges are absent or
infrequent, even high seed production by dicotyledons will not suffice to
support ground parrots (Meredith et al. 1984)
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Table 4.2 Suggested phases of Ground Parrot population changes after fire
(Meredith and Isles 1980, Meridith and Jaremovic 1990)
Phase 1 Immediately post-fire - Ground Parrots absent from burnt heaths. This phase lasts
about 2 years and ends when the birds begin to recolonise the regenerating heaths
Phase 2 Ground Parrots return and breed in the heathlands and their population levels
increase steadily. The length of this phase varies between sub-communities and
between climatic regions and so ranges from 3 to 8 years
Phase 3 Population densities are at their peak and remain fairly constant for about 5 years
Phase 4 Parrot densities decrease to zero by 16-20 years post-fire depending on the
vegetation type and the region
Phase 5 Heaths which are too old to support Ground Parrots

Table 4.3 Summary of Ground Parrot's population cycle for different heath
types and regions in Victoria (mod. Meridith and Jaremovic 1990)
Number of years since last fire (x)
Eastern Victoria

Western Victoria

Graminoid

Diverse Shrub

Graminoid

Diverse Shrub

Phase 1

< 2 years

< 2 years

< 2 years

< 2 years

Phase 2

2:Sx<10

2:Sx<5

2:Sx< 6

2:Sx<5

Phase 3

10::; x < 15

5:Sx<10

6::; x < 12

Phase 4

15::; x < 20

. 10::; x < 15

12::; x < 15

!10::; x < 15

Phases

>20

i >15

>15

i >15

'

S:Sx<lO

4.2.3.2. Ground Parrot studies in Queensland

McFarland (1989) studied six heathland sites in Cooloola National Park,
south-eastern Queensland. The study area had a subtropical climate with most
· rain falling in summer and early autumn and temperatures ranging from 0°C to
45°C. The majority of the ·Cooloola's heathlands lie on gently undulating
country rarely higher than 60m above sea level.
The heathlands can be broadly classified as closed graminoid and are
structurally dominated by Xanthorrhoea fulva, · Banksia spp. and Leptospermum
spp. (McFarland 199lc). Vegetation composition (species present and numbers)
and structure (plant density, cover height and vertical foliage density) were
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examined in six sites with respect to time since last fire (0.5 to 10.5 years) and
the two recognised microhabitat types (dry and wet) (McFarland 1989).
Vegetation data was collected using the following method:
(i) The sampling plots in each of the sites covered 8 to 10 hectares
(ii) In each plot four transects were established running parallel to a trail and
set 50m apart
(iii) Along each transect were four or five transects each 50m long and each
divided into five lOm segments
(iv) Within each segment a sampling point was randomly selected
(v) Point-quarter sampling was used at each point (total 80-100 points/plot)
plus a quadrat lxlm at the first and last point of each sampling transect (32-40
quadrats/plot) (McFarland 1989).
All plant species were identified and densities (stems/m2) calculated from
the point-quarter data. Percentage cover of plant foliage, litter (dead plarit
material) and open ground was estimated by vertical interception with a ~e
metal rod at 100 points in the lxlm stringed quadrat. The height of each plant
encountered in the point-quarter sampling was also recorded.
Ground Parrots were censused using listening transects which comprised 10
points spaced 50 metres apart along a trail bordering each heathland site
(McFarland 1991c). Radio transmitters were also attached to 18 Ground Parrots
(McFarland 1991a). The results obtained indicated that within a heathland,
parrots appeared to use all parts of the dry and wet microhabitats but few birds
used sedgelands and shrub or tree dominated areas (McFarland 1989). Dry
microhabitats were visited by the birds between late autumn and early summer
while the wet microhabitats were used mostly in summer. The shifts between
dry and wet corresponded to changes in seed availability and accessibility. Nest
sites were located in either dry heathland (n = 18) or ecotonal habitats (n = 3) none were found in the wetter areas (McFarland 1991b). The sizes of the home
ranges were found to be average 9.2ha, adults used a smaller area (mean 5.6ha)
than subadults (mean 13.9ha) (McFarland 1991a).
McFarland (1989) found the following relationship betweenfire and Ground
Parrot habitat:
1. Regular recordings of parrots did not occur until after nine months after fire
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2. Parrot densities peaked (4-S birds/ha) in those sites unburnt for five to eight
years. These sites have the highest number of food species and highest standing
crops of seeds
3. In the 8 to 13 year postfire sites the limited seed supply supported primarily
breeding birds
4. No birds were recorded from heathlands not burnt for at least 14 years.
McFarland (1989, 1992) concludes that this may reflect the fall in food
availability although he concedes that too little information was available for
firm conclusions to be drawn regarding what happens in these old sites.
4.2.3.3. Ground Parrot studies in Western Australia
The historical distribution of the Ground Parrot in Western Australia was
synthesised by Watkins (198S). Only two populations were located - in Cape
Arid National Park and in the Fitzgerald National Park (Watkins 198S).
Subsequently a major study of Ground Parrots in Western Australia was
funded the World Wildlife Fund (Australia) and carried out by Burbidge (1989:
1990) in the Fitzgerald River area for a period of six months from October 1988
to March 1989. The majority of the study was conducted at Short Road.
The areas used for foraging at the Short Road study site were low heaths
(Kwongan), about O.Sm tall. The foraging sites contained 60 to 70 vascular plant
species per lOOm and were floristically richer than Ground Parrot foraging
areas in eastern Australia (see Bryant 1991 and McFarland 199la). The
populations that remained in Western Australia occurred in areas of about
400mm annual rainfall. In comparison eastern Australia the Ground Parrots
occurred in areas where rainfall varies from 800 to 3SOOmm (Section 3.6, Bryant
1991, McFarland 1991a). The low rainfall may be the reason the western heaths
take much longer to recover from fire.
Results of this study support earlier suggestions (Watkins 198S) that
Western Australian Ground Parrots were found mainly in heaths which were
unburnt for a long period but the study was unable to determine at what age
heaths become unsuitable for Ground Parrots. The sizes of the home ranges
were found to be very variable in young birds (average area lOha) but were
comparable with those in the eastern Australia (cf. McFarland 1991a).
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4.2.3.4. Ground Parrot studies in Tasmania
The major study of Ground Parrots in Tasmania was conducted by Bryant
(1991) during 1989 and 1990. The aim of the project was to determine the
distribution and conservation status of the Ground Parrot in Tasmania (Bryant
1991). In this study the Ground Parrot was found to be widespread in the
buttongrass moorlands of western and southeastern Tasmania. The most
common height of the vegetation where Ground Parrots were identified was 0.5
to 1.0 metre (Bryant 1991). The vegetation at less than 30 cm height had mean
cover of 70% while the 30to100 cm height layer had a mean of 44% cover.
Buttongrass moorlands occur in the cooler and wettest areas of the State on
poorly drained, low nutrient soils. The dominant vegetation types where
Ground Parrots are found are graminoid heaths comprising Standard and
Layered Blanket Moors and Southwestern Sedgeland. These .are generally low
(<lm) and grade from open to closed systems (30 to 90% cover). Standara
Blanket Moor, the most widespread vegetation type in the southwest, occurs~
a wide range of topographical situations including flat to steep slopes on well
to poorly drained soils. Layered Blanket Moors form on waterlogged
unstructured peats and occur mostly on flat or gently sloping areas.
Buttongrass moorlands produce a mix of woody shrubs, herbs and sedges
which are important in providing a year round food supply for the Ground
Parrots (Bryant 1991).
Ground Parrots in Tasmania occur in a wide range of vegetation ages.
Recolonisation occurs approximately 1 year after fire with peak densities being
reached 4 to 7 years after fire. High densities were maintained in vegetation up
to 13 years of age with good densities persisting in vegetation 35 years and
older (Bryant 1991). In contrast to Meridith and Isles (1980) Bryant (1991)
concluded that there was no maximum fire age of vegetation where it became
unsuitable for Ground Parrots.

4.2.3.5. Ground Parrot studies in New South Wales
There has been no systematic statewide survey of Ground Parrots in New
South Wales. The approximate distribution of Ground Parrots is known
through the results of the Atlas of Australian Birds project (Blakers et al. 1984).
Studies of Ground Parrots have been carried out in Nadgee Nature Reserve
(Fox 1978, Posametier et al. 1981, Recher et al. 1975) and Barren Grounds Nature
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Reserve Gordan 1984, 1987, 1991). In recent times Ground Parrots have been
observed in the heathlands of Evans Head Training Area, Bundjalung National
Park (Heylingers et al. 1981), Bundjalung National Park and Broadwater
National Park (Gosper 1995), Little Forest Plateau, Moreton National Park Qack
Baker, pers comm., Thackway et al. 1985) and Budawang National Park
(Humphries 1982).
Nadgee Nature Reserve should contain large populations as it is adjacent to
Croajingalong National Park which contains Victoria's large Ground Parrot
populations (see Meridith and Isle 1980). Total populations would be smaller as
it only contains half the area of suitable habitat available in Croajingalong
National Park (Meridith and Isle 1980). The entire was burnt in a wildfire in
1972 (see Fox 1978) so none of the heathland would be older than 22 years.
After the 1972 fire Ground Parrot densities increased dramatically between 1 to
5 years post fire (Catling and Newsome 1981).
The study by Thackway et al. (1985) in the Tianjara Army Training Area, ,.
Morton National Park used the listening census method at about 10 minutes
before dusk at 26 sites at or adjacent to suitable heathland habitats to determine
Ground parrot distribution. Ground Parrots were found to be widely
distributed throughout the heathlands of the training area with highest
densities occurring where there was a mosaic of wet and dry heathland
(Thackway et al. 1985). Fewer birds were found in areas with dominant
sedgeland and wet heath communities (Thackway et al. 1985).
Ground Parrot research, observation and censusing has been carried out at
Barren Grounds Nature Reserve for the last 30 years. Initial censusing was
carried out by Fullagar and Forshaw from the CSIRO Division of Wildlife and
Ecology in the 1960's and 1970's. Flushing censusing at regular intervals has
been carried out at one 80ha block (Redbank Gully) since a wildfire that
occurred between 10th and 12 January 1983. The census has been carried out in
March from 1982 until 1991 and in September from 1982 until present (Baker
and Whelan 1994, Bramwell and Bramwell 1990, Jordan 1984, Jordan 1987b,
pers. obs.) (Table 4.4). Irregular flushing censuses has been carried out by
NPWS near the Fox Defence geodetic station over a number of years (Ian Smith
pers. comm.1993, pers. obs.). A flushing census uses a line of people spaced at
ten metre intervals who walk through the study area to flush all the Ground
Parrots above the foliage which allows them to be counted. The results of the
flushing census show an overall of increase in the density of Ground Parrots.
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The density declined in the 1989, 1991and1992 censuses but the numbers have
increased dramatically in 1993 and 1994. The results of a flushing census
partially depend on the number of people taking part. The more people that
take part the more efficiently the area can be censused. The number of people
that took part in the 1992 and 1994 censuses were similar so the large difference
in the densities were not due to the area being more efficiently censused in 1994
(pers. obs.).

Table 4.4 Results of the initial January and subsequent spring Ground Parrot
flushing census carried out at Barren Grounds Nature Reserve since 1983
(Compiled from the dat,,a of Baker and Whelan 1994, Baker pers
comm.1994, Bramwell and Bramwell 1990, Jordan 1984, Jordan 1987b,
pers. obs.)
Year

in

0.0
0.7
1.6
2.6
3.6
4.6
5.6
6.6
7.6
8.6
9.6
10.6
11.6

fire

Mn
e r of cen u
January 1983
September 1983
September 1984
September 1985
September 1986
September 1987
September 1988
September 1989
September 1990
September 1991
September 1992
September 19_93
Au st 1994

Bird

1 ha

0.0
0.0
0.53
0.75
1.50
1.75
2.38
1.75
2.88
2.62
2.25
2.75
3.88

Jordan (1987a) carried out radio tracking of Ground Parrots at Barren
Grounds Nature Reserve while warden. Radio tracking of tagged birds was
used to determine movements of birds. The radio tracking showed that Ground
Parrots fly to a roosting place which is often some distance from the daytime
.feeding place Gordan 1987a). Adults rarely went more than 400m (mean
distance of all tagged adults was 200m) but first year birds went further (up to
1.74 km on one occasion and mean of 730m over a 17 day period for one
juvenile bird) Gordan 1987a) . The male does all the feeding of the chicks and
forages over a radius of approximately 200m around the nest site.
Based upon the results of the Barren Grounds Ground Parrot research, up
until 1991, Jordan (1991) had proposed that Ground Parrots occupy heathland
in Barren Grounds Nature Reserve in five phases (Table 4.5). Jordan (1991)
recommended that an average fire frequency of 8 to 10 years should be adopted
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until additional research data suggests otherwise and that at any time, there are
substantial areas of heathland at each of the phases.
Table 4.5 Suggested phases in occupation of heathland by Ground Parrot in
Barren Grounds Nature Reserve (Jordon 1991)
Phase 1 Less than 1 year after fire (x<l)
Heathland too young to provide food and/ or shelter
Phase 2 Between 1and4 years after fire (l2x<5)
Heathland able to support a small population of Ground _Parrots (up to 1.5
birds/lOha). Breeding by adult birds possible in the third and fourth years post-fire.
Phase 3 Between 5 and 9 years after fire (52x<10)
Heathland able to support a breeding population of adult birds, and an additional
population of non-breeding birds - especially first year birds in summer and early
autumn (density up to about 4 birds/lOha)
Phase 4 Between 10 and 14years after fire (102x214)
Heathland able to support a breeding population of adult birds, but with a declining
ability to support non-breeders
Phase 5 More than 14 years after fire (x>14)
Heathlands which are too old to support Ground Parrots

The paper by Baker and Whelan (1994) disputes the five phase model of
Jordon (1991). Based upon the results of the Ground Parrot flushing census
(Table 4.3), Baker and Whelan (1994) suggested that some parts of Barren
Grounds with fire age ten years and more could support Ground Parrots and
that prior to any prescribed management bum an assessment of Ground Parrot
status in that area should be made.

60

4.3 Ground Parrot Habitat Requirements
The habitat requirements of Ground Parrot were based upon the results the
literature review of the Ground Parrot research in Victoria, Queensland,
Tasmania, Western Australia and New South Wales. The results of all these
studies provide information regarding the habitat requirements of a Ground
Parrot - vegetation type, elevation, slope, aspect, fire frequency, drainage, soil
type, home range foraging areas and roosting areas.
l.Vegetaton type
In summary according to recent research (Bryant 1991, Burbidge 1989,
McFarland 1989, Meredith and Jaremovic 1990, Watkins and Burbidge 1992)
suitable vegetation type may be broadly categorised as follows:
(i) diverse low heathland - found only in Western Australia
(ii) temperate graminoid heathland - occurs in Tasmania, Victoria and southen:t
New South Wales
(iii) diverse shrub heathland - this is found in all south-eastern states
(iv) sedgeland - this occurs in south-eastern Australia.
The dominant (in terms of cover) species composition of the same structural
vegetation types is different in each state. Generally extremely wet sites and
areas with very low species diversity were avoided. Forest and woodlands
were unsuitable habitats.
2. Fire frequency
There is conflicting evidence regarding the impact of fire on heathlands and
hence the impact on Ground Parrot populations. The results of these studies
provide no consensus on the required interval between fires in heathlands as
required by Ground Parrots. They do provide guidelines for modelling fire
intervals in the geographical information system.
Figure 4.1 shows the density of Ground Parrots (birds per lOha) in heathlands
unburnt for varying lengths of time in Barren Grounds Nature Reserve, New
South Wales (unpub data, Jordan 1987, Baker and Whelan 1994), Cooloola
National Park, Queensland (McFarland 1989 and Porter (unpub data)) and
Croajingolong National Park and Marlo-Bemm River, Victoria (Meridith and
Isles 1980). The Barren Grounds and Cooloola data were for single sites
sampled over a number of years (12 and 13 years respectively). These are the
only two sites in Australia have been studied extensively for a long period. The
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Victorian data was based upon 24 sites sampled over a period of a few months
(Meridith and Isles 1980). The Tasmanian data was based upon 268 sites
sampled over 14 months (Bryant 1992).
In all states regular recordings of parrots did not occur until after nine to

fifteen months after a fire. These results indicate that Ground Parrots were
capable of recolonising a heathland within nine to fifteen months after a fire
(Figure 4.1). The vegetation was then capable of producing sufficient seeds to
support a small Ground Parrot population.
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Fig. 4.1 The density of Ground Parrots (birds/10ha) in heathlands unburnt for
varying lengths of time in study sites throughout Australia (see text for
details).
At Cooloola, the results of 28 sites showed that Parrot densities were found
to peak in those sites unburnt for five to eight years (McFarland 1989). Only one
site has been studied over a number of years and it indicated a high, if
fluctuating, Ground Parrot density up until the 13th year since fire (McFarland
1989) (Figure 4.1). The 13th year since fire indicated a zero population. No
details were given in the report about the sudden decline.
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The recent results of the September flushing censuses at Barren Grounds
(Table 4.4 and Figure 4.1) do not agree with the five phases of Ground Parrot
occupation suggested by Jordan (1991) (Table 4.5). The data from Barren
Grounds provides long term information regarding fire-age of one site and
Ground Parrot densities at that site. Caution needs to be exercised though in
extrapolating this data to other sites with different vegetation type. The Barren
Grounds site is a mixture of closed heathland and sedge-heathland (pers. obs.).
and the data collected may not apply to other sites within Barren Grounds
because of differences in floristic composition, height and cover and
environmental factors such as slope, aspect and drainage.
This caution also applies to the Meridith and Isles (1980) data that was
collected from a number of sites of different fire age during a 14 month study.
Two closed heathland with different vegetation types (one with a dominant
Xanthorrhoea component and one with a dominant Casuarina component) were
studied. Although floristic composition was similar for each site other factor~
such as size, dramage, aspect, slope may have influenced the density and
height of species and the number of Ground Parrots in each site.
Based upon the above results a modified version of the five phase model
suggested by Jordan (1991) was used in this study (Table 4.6). The Phase 4 was
modified to reflect the results of the latest censuses.
Table 4.6 Phases in occupation of heathland by Ground Parrot in Barren
Grounds Nature Reserve based upon census results and research in
other States (modification of Jordon 1991)
Phase 1

Less than 1 year after fire (x <1)
Heathland too young to provide food and/ or shelter

Phase 2

Between 1 and less than 5 years after fire (1

~

x <5)

Heathland able to support a small population of Ground Parrots (up to 1.5
birds/lOha). Breeding by adult birds possible in the third and fourth years postfire.
Phase 3

Between 5 and less than 14 years after fire

(5~x<14)

Heathland able to support a breeding population of adult birds, and an
additional population of non-breeding birds - especially first year birds in
summer and early autumn (density up to about 4 birds/lOha)
Phase 4

More than 14 years after fire (x > 14)
Heathlands which are able to support a reduced population of Ground Parrots
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3. Elevation, slope and aspect
There was no particular elevation or aspect that was common to all sites in
all the States. Elevation ranged from sea level to over 1250m (Table 4.5).
Ground Parrots were found at sites that ranged from flat to moderately sloped.
Table 4.5 Elevation of Ground parrot study sites in all States
Study site

Elevation (metres a.s.l.)

Tasmania

Sea level to over 1250m

Cooloola, Queensland

Sea level to 60m

Nadgee Nature Reserve, NSW

35 to 500m

Barren Grounds and Budderoo, NSW

540 to 640m

Victoria

not recorded

Western Australia

not recorded

4.Soil
The soils were predominantly nutrient-deficient and ranged from sandy
soils to podzolic soils (Table 4.6). These nutrient-deficient soils are characteristic
of the heathland and sedgeland vegetation types (Specht 1981b) In areas where
the soil type or soil landscape was mapped in greater detail than the vegetation
soil type or soil landscape may be used as a surrogate for vegetation type. As
the Barren Grounds and Budderoo soil .landscape have been mapped at a scale
of 1:100,000 (Section 2.3) they provided no information regarding Ground
Parrot habitat that was not available in greater detail from the vegetation map.
Table 4.6 Soils of the Ground Parrot study sites in all States
Tasmania

Organic podzolic soils ( fibrous or structureless peat)

Western Australia

Deep sand over lateritic gravel

Cooloola N.P., Queensland

Gleyed and lateritic podzols

Noosa River Plain, Queensland

Sand covered ground-water podzols and acid peats

Barren Grounds, NSW

Thick peaty layer over a black humus-stained subsoil

Western Barren Grounds and

Thin peaty top-soil underlain by a bleached sand layer

Budderoo, NSW
Victoria

Peaty fen soils and leached sands
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5. Drainage
The sites ranged from wet poorly drained areas to dry. The majority of the
sites were dry. Vegetation close to creeks and other drainage lines was not used
by Ground Parrots. Therefore in the modelling Ground Parrot habitat
suitability the distance from drainage lines had to be considered
6. Home range
The sizes of home ranges reported were variable with a mean of 9ha. Adults
use smaller areas (mean 5.6ha) than subadults (mean 13.9ha). Home range vary
with the sex and age of the parrot and the season (McFarland 1991a). Outside
the breeding period the home ranges of individual birds overlap considerably
Gordan 1987, McFarland 1991b). The variability of this data reduces its
effectiveness in a geographical information system but does provide a base
figure of minimum viable size.
7. Foraging area and roosting areas
Roosting and foraging sites were separated by two to three hundred metr~s
and were floristically and structurally similar. The foraging range varies with
the sex and age of the parrot and the season (McFarland 199la).
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4.4 Ground Parrot Survey

4.4.1 Introduction
The location of the Ground Parrot in Barren Grounds Nature -Reserve and
Budderoo National Parks provided data for both the inductive modelling of the
Ground Parrot habitat (Chapter 7) and for testing the results of the deductive
models of the Ground Parrot habitat (Chapter 6).

4.4.2 Method
A number of criteria must be met in order to use the results of a Ground
Parrot survey in the inductive modelling and deductive model testing. Firstly
sufficient birds must be located to provide a minimum sample size. Secondly
the areas sampled should be representative of the whole study site. Thirdly th~
survey period should be preferably before breeding season so that immature
birds that may not survive or stay in the study site are not counted.
As Ground Parrots are small ground dwelling birds that blend into their
surroundings, conventional sampling using a transect for direct observation
was not suitable. Two methods were used to determine the location and
density of the Ground Parrots in Barren Grounds. These were listening census
and direct observation of Ground Parrots by the author, Wardens, NPWS
personnel and other researchers while walking in the Reserve. The results of
the flushing census, described in 4.1 were not used as this method has only
been used in one part of Barren Grounds and would therefore bias the results
of the methods that applied to all of the study area.
In a listening census, observers note the calls of individual birds at dusk and

dawn (when the birds vocalise freely) and these are used to give an estimate of
location and population size (Bryant 1991, Jordan 1987, Meredith et al 1984).
The method for the listening census described by Bryant (1991) was used in this
study. A description of the method is given below
1. The observers stood in one position but rotated periodkally during listening
period;
2. Calls were recorded on a census sheet (Appendix 6);
3. Every call heard was marked on the circle according to its location
4. If possible the type of call (single, double, etc) was noted
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5. At the completion of calling an estimate of the number of individual birds
heard calling was made;
6. Information about the site was also recorded on the sheet;
7. The estimate of the radius of the circle of hearing was based upon the
standard hearing distances for the environmental conditions during calling
(Table 4.7).
Table 4.7 Relationship between hearing distance and environmental conditions
(subjective estimates) (after Bryant 1991:12)
Wing ::?pggg

Hg0ring Di:;?tan~g
No rain

Light rain

Heavy rain

Still

400m

350m

300m

Breezy

350m

300m

250m

Windy

300m

250m

200m

In the direct observation the location of any Ground parrots observed while

in the field was determined by using a compass and a tape to measure the angle
and distance from a known point (eg. road or track junction).
The selection of survey points was carried through random sampling
although points actually sampled were biased towards areas that were
accessible both spatially and temporally. The listening census could only be
carried out during dusk and dawn because the birds only call at dusk and dusk.
Because of the restrictions on overnight camping and motorised vehicles in
Barren Grounds Nature Reserve the furthermost areas were not accessible. If
unlimited access had been available the preferred sampling method would
have been a unique criteria map of all the maps (landcover, fire age, slope and
aspect and stratified random sampling using which would have allowed for
differences in class size.
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4.4.3 Results and Discussion
The listening census and direct observation of Ground Parrots provided
information regarding the habitat requirements of the Ground Parrot. Thirty
nine Ground Parrots were observed or heard in Barren Grounds (Appendix 9
and Figure 4.7).
A problem with the listening census is that the precise location is unknown.
Although the number of birds may be accurately counted, it was not possible in
all cases to determine the habitat in which they were calling because of the
heterogenous nature of Barren Grounds.
The majority of the direct observations of the Ground Parrots occurred near
roads or tracks because if a Ground Parrot is disturbed in the middle of the
heath by a single person it will generally move away under the cover of the
heath and be unnoticed. The birds observed by the side of the road would
continue feeding until disturbed and then fly a short distance into the adjoinfil:g
heathland.

Legend
•Ground Pe.rrot loce.tions

t

2km

N

Figure 4.7 Location of the Ground Parrots observed or heard in Barren Grounds
Nature Reserve
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5
GIS Database
5.1 Introduction
One definition of a Geographical Information System (GIS) is that it is a
computer-based technology for producing, organising and analysing spatial
information (Goodchild and Kemp 1991). Alternative definitions include "a
powerful set of tools for collecting, storing, retrieving at will, transforming and
displaying spatial data from the real world" (Burrough 1986:6), "a decision
support system involving the integration of spatially referenced data in a
problem-solving environment" (Cowen 1988:1554) and "a computer-based
information system which attempts to capture, store, manipulate, analyse an~
display spatially referenced and associated tabular attribute data, for solving
complex research, planning and management problems" (Fischer and Nijkamp
1993:3). A GIS provides the digital representation of the landscape of a place (a
site, a region, a planet), structured to support analysis (Dobson 1993).
Therefore a Geographic Information System combines elements of database
management, mapping, image processing and statistical analysis. The ability to
perform quantitative analysis of spatial data distinguishes a geographical
information system from a cartographic system. A GIS is distinguished from
traditional information systems in the use of locations for referencing
information as an important variable in quantitative analysis (Intera Tydac
1992a).
All of the above definitions of a Geographical Information System refer to
· spatially referenced data. The terms spatial and geographical are sometimes
used synonymously although the term geographical is a subset of the term
spatial. Spatial data refers to any type of information about location and can
include engineering and remote sensing as well .as cartographic information
(Maguire 1991). The term geographical refers to locational information about
the surface or near surface of the earth at real. .world scales and in real world
space (Maguire 1991). The co-ordinate systems and map projections used by
geographical information systems include latitude and longitude, universal
transverse Mercator (UTM} and the Lambert Conformal Conical as well as
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many others. Most geographical information systems also allow the conversion
of data between co-ordinate systems.
A Geographical Information System may contain data in grid (raster or
quadtree) and vector (polygon, line or point format) (Figure 5.1). Raster data is
organised sequentially by rows and columns and each element must be
rectangular or square (Kessler 1993). Each spatial element has a unique value
which provides explicit information for each location (Burrough 1986).
Quadtree is a raster data structure which uses a variable pixel size depending
on the spatial homogeneity of the image (lntera Tydac 1992a). This reduces
data structure and hence storage space and computation time. The vector
format has been the most common format for representing spatial data.
Cartography and surveying were founded on the principles of geometry and
trigonometry which employ vectors (lntera Tydac 1992b). Vector data can be
encoded with any degree of precision but that precision may be artificial and
misleading for phenomena with fuzzy, indistinct boundaries like soil types, or
where there is positional uncertainty as a result of data collection methodology
(Burrough 1986, Intera Tydac 1992b). Polygons are two-dimensional objects on
a map which represent shapes which have area. Lines are one-dimensional
objects on a map which represent a linear feature having a beginning point and
an ending point. Points are zero-dimensional objects on a map which represent
a single location. Depending on the scale and accuracy, a point can represent
the location of a two dimensional feature (such as a field sampling site) or a
multidimensional feature (such as a building).

•••••••
•••
•••••••
••••
••

Crop2 ~

~
Crop3

(b)

(a)

(c)

Figure 5.1 Some data structures used in a GIS: (a) raster, (b) lines and (c)
polygons
Two geographical information system were used in this study - SPANS
GIS and E-RMS. SPANS GIS was developed by Tydac Technologies Inc. in
Canada and E-RMS was developed by the New South Wales National Parks
and Wildlife Service. Both are capable of importing and generating geographic
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information stored in a range of different data structures and formats. SPANS
has the ability to use raster, quadtree and vector data for modelling. E-RMS is
restricted to raster data. Grid cell sizes are restricted to 1, 2 and 5 metres or
multiples of 10 of those values. Both have a variety of analytical tools including
the ability to do boolean analysis and area measurements. SPANS has its own
modelling language which allows map, interaction, multicriteria and table
modelling to be carried out on a variety of map layers, points and attribute
data. E-RMS has a Predictive Modelling Module which allows both inductive
and deductive modelling to be carried out. These tools enable the user to help
measure and analyse the relationships between different entities and theme
layers. Both SP ANS and E-RMS use geographical co-ordinate systems for
georeferencing the data. SPANS has the ability to use among others UTM,
Latitude and Longitude and user defined systems. E-RMS uses only AMG
(UTM) and Latitude and Longitude

5.2 Database Parameters

5.2.1 Introduction
In any GIS a number of parameters need to be defined before information

can be added to it. These parameters include the co-ordinate system, the grid
cell size (in a raster or quadtree based GIS), the origin and the size. In this
study .the AMG geographical co-ordinate system was used. The other
parameters are defined below.

5.2.2 Database/Study area boundary
The term "study area" is used in SPANS to define the location and
description of a project. The equivalent term in E-RMS is database. Both
SPANS and E-RMS require that the geographical co-ordinates of a square or
rectangular boundary be defined for the study area/ database (Table 5.1). These
co-ordinates define the rectangle in the projection plane containing the study
area/ database. Both systems allow irregular areas to be defined in the study
area/ database as a study site for analysis and modelling purposes. These are
called the basemap and domain in SPANS and E-RMS respectively.
The actual study site was an irregular polygon. It was defined using a
digitised polygon of the Barren Grounds Nature Reserve and Budderoo
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National Park boundaries obtained from the NSW National Parks and Wildlife
Service. The polygon was imported into SPANS and E-RMS and quadtreed and
rasterised respectively and defined as the basemap and domain. Consequently
any analysis and modelling applied only to the study area and not to the
surrounding area.
Table 5.1 Limits of the study area/ database (AMG coordinates)
Zone56

Easting (min)

Northing(min)

276000
6154400

Easting (max)

Northing (max)

295840
6167000

5.2.3 Grid Cell Size
The grid cell size used in the GIS should be equal to the least accurate
variable used in the GIS. The data used in the GIS was derived from 1:25,000
topographic maps (fire history, drainage, elevation, slope and aspect) and
Landsat Thematic Mapper data (pixel size of 30 metres).
E-RMS is restricted to a grid cell size of multiples of 10, 20 or 50 metres.
Therefore a grid cell either larger or smaller than the Landsat TM data had to
be used:
1. A 50m grid cell was initially used but the results obtained showed
significant loss of information in the drainage and vegetation layers. As E-RMS
is a raster based system the vector data must be converted into raster format
(grid cells). A 50m grid cell meant that the minimum width of a drainage buffer
zone would be 50m. As the creeks within the study area are only two to 10
metres wide, this meant that the drainage buffer would be at least ±20 metres
from the creek. The drainage areas in the study area did not affect the
vegetation to this extent.
Because of the high variability of the vegetation, especially the non-forest
vegetation communities (refer to Chapter 3), small but significant areas of
individual vegetation types were also lost with a 50m grid cell size.
2. A lOm grid cell size was also considered. Techniques for enhancing the
spatial resolution of Landsat TM using higher resolution data such as SPOT
Panchromatic (lOm pixel size) have been investigated by Carper et al. (1990),
Chavez et al. (1991) and Shettigara (1992). This method was not used because
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of the cost involved. Six SPOT Panchromatic sub-scenes (or one half-scene)
would have been needed to cover the Landsat TM sub-scene used in this study.
3. A 20m grid cell size was eventually used as all the data apart from the
Landsat data had been obtained at sufficient resolution for this grid cell size.
Elevation data from the NPWS was obtained with a 20m pixel size. The 20m
grid cell size also caused the least loss of information from the classified
Landsat TM image. As noted in Chapter 3 the classified image was resampled
from 30m to 20m pixels.

5.3 Data Integration
·5.3.1 Method
5.3.1.1 Introduction

In order to model the suitable habitat for the Ground Parrot, the

environmental data that influences the distribution of the Ground Parrot,
landcover, fire age, drainage, slope and aspect (Table 5.2), needed to be
integrated into the GIS. All of the data was digitised or imported from other
software and converted to a format suitable for both SPANS and E-RMS.
Table 5.2 Origin of the data that affect habitat suitability for the Ground Parrot
Factor

Data source

Landcover

Derived from Landsat Thematic Mapper data

Elevation

NPWS - derived from 1:25,000 topographic maps

Slope and aspect

Derived by the image analysis system from the elevation
data

Drainage

Digitised from 1:25,000 topographic maps

Fire history

National Parks and Wildlife Service (NSW) and Barren
Grounds Bird Observatory records and maps. Derived
from Landsat Thematic Mapper data

Location of the Ground Parrot

Field results and previous research
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5.3.1.2 Landcover
The Landcover map was produced from the satellite image as discussed in
Chapter 3. The final classified six class image was exported from microBRIAN
as an ERDAS file and imported into both E-RMS and SPANS.

5.3.1.3 Fire History
Maps defining the fire boundaries for the years 1977 to 1988 were obtained
from the National Parks and Wildlife Service (NSW). The fires were either
control bums by the National Parks and Wildlife Service or wildfires. The
wildfires were due to lightning strikes, fires that have escaped from
neighbouring properties or control bums that had burnt areas outside the
designated areas. No attempt was made to differentiate between control burns
and wildfires on the fire maps due to the lack of information from the National
Parks and Wildlife Service regarding the definition of a fire as a wildfire or~
controlled bum.
The fire maps were digitised and entered into both Geographical
Information Systems. The boundary of the 1991 fire was derived from Landsat
Thematic Mapper data and is therefore the most accurate. Although fire
records have been kept since the gazettal of Barren Grounds as a Nature
Reserve by the National Parks and W~ldlife Service (NSW), the maps drawn
after each fire tend to indicate the approximate overall boundaries of the fire
and not the patchiness within the fire boundaries. It is possible that patches
within areas shown as burnt in a particular year may have remained unburnt.
A map was then derived from the fire map, using boolean algebra in ERMS and unique criteria mapping in SPANS, which defined the time since last
· bum. That is the derived map showed the fire age of the study area as of
March 1994.

5.3.1.4 Elevation, slope and aspect
Any digital representation of the continuous variation of relief over space is
known as a digital elevation model (DEM) (Burrough 1986). The task in the
creation of a raster DEM from digitised contour lines is to estimate values
between the contour lines of known elevation. The DEM in this study was
supplied by the National Parks and Wildlife Service (NSW). It was derived
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from digitised contour lines from 1:2S,OOO topographic maps (CMA Robertson
9028-4-N, Kangaroo Valley 9028-4-S, Kiama 9028-1-S) using the software
ANUDEM. ANUDEM is a program which produces accurate digital elevation
models from small elevation data sets (Hutchinson 1991). It achieves this by
calculating values on a regular grid of a smooth surface fitted to large numbers
of irregularly spaced elevation data points and contour line data (Hutchinson
1991). The methods used in ANUDEM are described in more detail in
Hutchinson (1989) and Hutchinson and Dowling (1991).
The microBRIAN program SURFACE was used to cre':lte the slope and
aspect variables from the DEM. The program computes local derivatives at a
scale of about 2 to 3 pixels (P. Hutton pers. comm. 1993). The slope and aspect
channels are output in either degrees or radians where a zero digital number
represents a zero slope angle and 2S4 represents 90° or rt/ 2 radians. For aspect,
the zero digital number represents zero clockwise from north and 2S4
represents 360° or 2rt radians. The digital number and corresponding slope anq
aspect values are given in Appendix 7.

5.3.1.5 Drainage
The drainage lines were digitised from the 1:2S,OOO topographic maps
(CMA Robertson 9028-4-N, Kangaroo Valley 9028-4-S, Kiama 9028-1-S) as
vectors. The vectors were converted to raster format using a Sm buffer ie. Sm
either side of the drainage vector.

5.3.1.6 Ground Parrot observation points
Thirty nine Ground Parrot observation points were obtained as described in
Chapter 4. The location of the Ground Parrots observed in the field (Appendix
8) was imported into the geographical information systems as a ASCII point
file after the appropriate header or category data was created in SPANS and ERMS respectively.
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5.3.2 Results
5.3.2.1 Landcover
Results of area calculation from the classified Landsat TM image showed
that the landcover classes covered an area from a minimum of 0.936 km 2
(disturbed) to a maximum of 23.353 km (forest) (Table 5.3)
2

Table 5.3 Landcover classes
rb.,.,

Area {km?.)

Disturbed

%

0.936

1.2

Forest

23.353

30.0

Woodland

10.322

13.3

Closed heathland

15.342

19.7

Closed graminoid-heathland

18.596

23.9

9.276

11.9

Sedgeland

5.3.2.2 Fire History
Results of the area calculation of the fire history in the study area, for any
fire since 1977, showed that the largest areas burnt were in 1977 and 1991
(Table 5.7). The results of the derived fire age maps using E-RMS and SPANS
methodology were the .same (Table 5.8). The final fire age map showed that
within the study area for the period 1977 to 1991 fire age (as of March 1994)
ranged from 2.5 years to greater than 17 years (Figure 5.2).
Table 5.7 Area burnt (ha) within the study area during the period 1977 to 1991
Year
1991
1989
1988
1986
1983
1980
1979
1977
1977

Month
August
October
August
June
January
October
September
August
February

Area burnt (ha)
1285
1
506
216
272
856
224
140
1239

% of total of study area

16.52
0.01
6.50
2.78
3.50
11.00
2.88
1.80
15.93
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Age (yr)

Area (ha)

(6 mth intervals)

% of total area

(as of March 199t1)

2.5

237

3.05

4.5

1

0.01

5.5

502

6.45

8.0

216

2.78

11

2'78

9.2

13.5

429

5.51

14.5

156

2.01

16.5

10

0. 13

17

1239

15.93

>17

4745

60.99

'u"'ears since f ire
Years sin ce fire

• 25yr
. 4.5 yr
• 5.5 yr
. S yr
11 y r
13.5 yr·
• ·14.5yr
16.5 ~/I
17 yr
>17 y r

Figure 5.2 Fire age classes of the study area
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5.3.2.3 Elevation, slope and aspect
Within the boundary of Barren Grounds Nature Reserve 64.2% of the
2091ha was at an elevation of 600 to 640 metres (Fig 5.3). Budderoo National
Park was at a slightly lower elevation with 57.4% of its 5877ha at 560 to 600
metres (Appendix 9) (Fig 5.3). The majority (~60%) of both areas have a slope
less than 6 degrees (Appendix 10) .

.. Y

·,

2km

Figure 5.3 Digital elevation model of Barren Grounds and Budderoo (Elevation
grouped into 100metre intervals)

5.3.2.4 Drainage
The rasterised drainage lines (perennial and intennittent watercourses)
with a 10m buffer covered an area of 4.7kn12 which was 6% of the study site.

5.3.2.5 Ground Parrot observation points
The Ground Parrots were predmninantly observed near roads or wit...hin
listening distance of the road (Section 4.4.3 and Figure 4.7).

78

5.3.3 Accuracy of data
5.3.3.1 Introduction
The major sources of spatial data error may be summarised as age of data,
error in positioning of objects, errors in attributes associated with objects,
errors in modelling spatial variation over or between objects, errors resulting
from GIS operations on spatial data (viz. transformation and interpolation), the
effects of generalisation operations, the effects of model error in predictions
stored as spatial data and representational errors (Burrough 1986, Goodchild
1988, Openshaw 1989).
These errors may be grouped into two broad types of GIS errors: those
present in the encoded base maps (cartographic or positional) and those that
arise during analysis (thematic or attribute) (Berry 1993, Chrisman 1987,
Veregin 1989). In order to assess the accuracy of the results of an analysis using~
a GIS the history and accuracy of the data input into the GIS needs to b~
known (ie. error source identification and measurement) and the consequences
of applying GIS operations to the spatial data needs to be assessed (ie. error
propagation modelling) (Veregin 1989).
(1) Error Source Identification and Measurement
Accuracy assessment of GIS data requires the following information:
1. Lineage- a record of the data sources and operations involved in creating a
database. It describes in detail all stages of data handling from raw ground
truth to the final GIS.
2. Positional (cartographic) accuracy and precision - the closeness of
locational information (usually coordinates) to the true position. This measure
can be obtained by deductive estimates (from known errors in the GIS),
repeated measures and processing and direct comparison to ground truth. In
digitising the accuracy is dependent on scale of map used, precision of the
digitiser and the number of points used to digitise a boundary.
3. Attribute (thematic) accuracy and precision - the closeness of attribute
values to their true values. This can be assessed by repeated measures,
revisiting the ground site and using error matrices. Both qualitative errors (eg.
in a landcover map woodland incorrectly labelled heathland) and quantitative
errors (eg. slope incorrectly calculated to be higher than true value) may occur.
There is also the problem of defining the accuracy of translating real features
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into map objects eg. where there are no distinct boundaries between objects
such as when vegetation types grade into one another. Even if a feature is
properly surveyed unless it exhibits a sharp edge there is a chance that the
boundary line is misplaced in some locations. In any classification the
boundary between for instance woodland and open forest may depending on
the classification method used. Two different people ground surveying an area
may map the boundary in different locations depending on the their respective
interpretation of woodland and open forest. The accuracy of the classification
may be defined using an error matrix but the its accuracy depends on the
accuracy of the previously mapped or ground verified data.
4. Temporal accuracy and precision - the time during which source material
are taken and data observations are made. Site attributes can change rapidly
eg. roads may be moved and mine sites expand.
(Berry 1993, Burrough 1986, Chapman 1993, Chrisman 1991, Congalton 1991,
Dobson 1993, Fitzgerald and Whitbread 1994, Williams 1992).
(2) Error propagation modelling
Error propagation is concerned with the consequences of applying GIS
operations to spatial data. Error propagation refers to both the process in
which errors present in spatial data are passed through a GIS operation and
accumulate in output products and also to the situation in which errors in
output products are attributable mainly to the operation itself (Veregin 1989).
An example of the former is where two maps are overlayed. The accuracy

of the final classes are dependant upon the accuracy of each of the classes of
the original data. An example of an error attributable mainly to the operation
itself is the production of secondary variables such as slope from a DEM.
Different software are likely to use different algorithms to compute the
secondary variables which will result in different slope and aspect variables
(Kvamme 1990).
One method of defining the likelihood of a particular position being in a
class is the use of uncertainty map to accompany the classification map (Berry
1993). An error matrix summarises the classification accuracy while an
uncertainty map can provide the probability of a class being that class based
upon a series of distance zones about · the boundary line. The maximum
probability is based upon the results of the error matrix eg. forest may have a
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85% probability as being forest as defined in the error matrix but may have
only a 50% probability at the boundary with woodland (Figure 5.5).

0.8
Probality

0.6
0.4

:L---.----.. .

0.2
0+-~~~-+-~~~-+-~~~-+~~~---1

0

20

40

60

Distance from boundary (m)

Figure 5.5 Map uncertainty - the probability of forest being forest
Error propagation modelling may be defined as the mapping of the joint
probability of coincidence of a number of variables to be produced. The joint
probability of coincidence is the product of the uncertainty for each map a~
each location eg. if the forest boundary (50% probability) occurs at the~
boundary of Barren Grounds soil landscape (50% probability) than there is
only a 25% probability that both occur at that location (Berry 1993) (Figure 5.6).
A better estimate of the propagated error is a weighted joint probability where
the weighting of a map is also used in the error propagation (Berry 1993)
(Figure 5.6).
a

b

Land cover
Weight=3

Soil landscape
Weight= 1
0.25

0.75

Weighted joint probability a= (3x0.5)(1x0.5)/4 = 0.19
b = (3x0.85)(1x0.88) I 4 = 0.56

Figure 5.6 Characterising map uncertainty (mod. after Berry 1993)
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5.3.3.2 Landcover
The landcover map was derived from Landsat TM data which had a
predictive positional accuracy of 21.45m and 21.23m in the x and y directions
respectively (Section 3.2.2.2). The accuracy of each of the landcover classes was
discussed in Section 3.2.2.5

5.3.3.3 Fire History
The positional accuracy of the fire maps (pre 1991 fires), and consequently
the fire history map, were dependent upon the accuracy of the digitiser which
was used to digitise the fire boundaries and the accuracy of the fire maps
supplied. The digitiser had a positional accuracy of 0.001" which for a 1:25,000
map equals 0.635m on the map. The digitising error was estimated to be O.Smm
which for a 1:25,000 map equals 12.Sm on the map
All of the fire maps were derived from hand drawn maps produced soo:r;i.
after a fire and local knowledge. It is impossible to quantify the error in these
maps without an extensive search of historical aerial photographs and the
mapping of each fire located on the photographs using a stereo digitiser.
Although this has been done for Jervis Bay it is expensive and very time
consuming (see Marthick and Gradon 1992, Marthick and Walsh 1993). The
cost in both money and time meant that this approach was outside the scope of
this study and the fire maps were accepted as the most accurate available for
this project. The boundaries of the 1991 fires were derived from the Landsat
TM data which had a positional accuracy of 21.45m and 21.23m in the x and y
directions respectively.

5.3.3.4 Elevation
Elevation was digitised from a CMA 1:25,000 topographic maps. The maps
conformed to National Mapping Council of Australia standards and therefore
have a positional accuracy of within 12.Sm for the horizontal position and
within Sm (half a contour interval) for the vertical position (National Mapping
Council 1975). The digitiser had a positional accuracy of 0.625m and the
digitising had an estimated positional accuracy of 12.Sm.
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5.3.3.5 Slope and Aspect
The slope and aspect were derived from the Elevation data using the
ANUDEM software. It was not possible to quantify any additional errors (over
the errors introduced by the elevation data) without extensive surveying of the
study site.
5.3.3.6 Drainage

Drainage was digitised from CMA 1:25,000 topographic maps. The maps
conformed to National Mapping Council of Australia standards and therefore
have a positional accuracy of within 12.Sm for the horizontal position and
within Sm (half a contour interval) for the vertical position (National Mapping
Council 1975). The digitiser had a positional accuracy of 0.625m and the
digitising had an estimated positional accuracy of 12.Sm.
5.3.3.7 Ground parrot observation points

Point data was used in vegetation sample sites and the Ground Parrot
observation sites. The Ground Parrot observation sites contained both
observed and heard locations. The observed Ground Parrots were located
using a global positioning system or a combination of measurements from
nearest road and 1:25,000 topographic maps. These measurements were within
20m. The accuracy of the location of the heard Ground Parrots could not be
quantified due to the method used.

5.3.3.8 Error propagation modelling,
When any of the above maps are combined in an operation such as
weighted index overlay or weights of evidence modelling the errors of each
map will need to be considered. Also as discussed in 5.3.3.1 if any of the maps
are weighted higher or lower than other maps than the weights must be taken
into consideration. Although the errors are acknowledged when the number of
subjective judgements that need to be made in habitat modelling are
considered, the calculation of error maps that provide any useful information
is questionable.
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6
Predictive Modelling of Ground Parrot Habitat 1
- Deductive Modelling
6.1 Introduction and definitions
6.1.l Introduction
A GIS stores information as numbers. When using spatial modelling with a
set of maps the numbers may be summed, averaged, weight-averaged,
minimised or any of a number of other appropriate statistical or mathematical
operations (Berry 1993). The models used within a GIS may be either
prescriptive (eg. site for a landfill based upon a set of criteria) or predictive (eg.
discovering new mineral deposits) (Bonham-Carter 1994). Predictive models
are devices that make use of existing knowledge to forecast trends or events
and have three basic elements - information, method and outcome (Warren
1990). The models may be of three types based upon the kinds of relationships
that the models represent:
1. Exploratory uses methods such as . cluster analysis, principal component
analysis without preconceived notions of the independent variable
2. Data-driven (deductive) uses the observed interactions among independent
and dependent variables at earlier times, in previously studied areas, or in
sampled parts of an area of interest (Figure 6.1), and
3. Knowledge-driven (inductive) uses the information on the variables and
conditions that may influence a predicted outcome, either in the future or in a
sampled area of interest (Bonham-Carter 1994). Inductive modelling is
discussed in the next chapter;
General relationships

_ _ ____...

eg. habitat requirements of
a particular species

Figure 6.1 Deductive modelling

.

Inferrence of particular instances
eg. prediction of location of suitable habitat
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In this study three types of deductive models were used -

Boolean logic,
weighted index overlay and fuzzy logic. The theory behind each of the models
is discussed below.

6.1.2 Boolean logic model
Boolean logic models involve the logical combination of maps resulting from
the application of conditional boolean operators such as AND, OR and NOT
(Bonham-Carter 1994, Maguire and Dangermond 1991). Each location is tested
to determine if it belongs to the set of locations for which the criteria are
satisfied (Bonham-Carter 1994). The hypothesis being tested may be that the
area is favourable for Ground Parrots. Each class in the map will be expressed
as a 'yes' or 'no' and the result will be a map with two classes - suitable and
unsuitable. A number of maps may be overlayed to produce a final binary
suitability map. The major drawback to this method is that every class and
every map has equal weighting. The implication is that all maps are of equal·
importance whereas some maps eg. landcover, may be more important than the
other maps eg. soils, in determining suitability for a particular purpose eg
habitat or landuse. The same argument applies to the classes of a map. Some of
the classes may be more important than other classes. Another drawback of the
boolean logic model is that there must be suitable and unsuitable classes. If
there are no classes that can be classed as unsuitable than the map cannot be
used in this model.

6.1.3 Index overlay models
The simplest kind of index weighting is where the input maps are binary
and each map carries a single weight factor (Bonham-Carter 1994). Where
multi-class maps are used each class of each map may be given a different score
which provides a more flexible weighting system (Bonham-Carter 1994). Maps
are weighted according to their importance or worth and the class values are
weighted according to their ability to reflect certain conditions. Weighted index
overlay modelling is particularly suited to suitability maps (or inversely risk
maps) whether they are for determining the best areas for camping grounds, ski
slopes, logging or wildlife or areas likely to be subject to hazard eg. bushfire or
landslip. By adjusting the weighting on both the maps and the weighting of the
classes within each map such models allow different scenarios to be explored.
For instance what if slope is more important than proximity to roads? What if
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certain types of vegetation communities are more important than other types?
The total, calculated from all the various map layers, will represent a measure
of suitability or risk for each location. The measure of suitability or risk
assigned to each location is called an index and therefore the overlay method is
called the index overlay. Where the classes and maps are weighted it is called
the weighted index overlay (Intera-Tydac 1992b) or multi-criteria overlay
(Tydac Technologies 1995). The greatest disadvantage of this method lies in its
linear additive nature (Bonham-Carter 1994).

6.1.4 Fuzzy logic method
Fuzzy set theory is an extension of classical set theory in which set elements
may assume partial membership (the degree of membership) of the set (Altman
1994). In classical set theory an object can be either a member of a set (1) or not _a
member (0). On the other hand a fuzzy set of A is a set of ordered pairs Cl?
follows
A= {[ x,µA(x)] Ix E X},

where Xis a collection of objects and µA(x) is called the membership function
or degree of compatibility of x in A; µA(x) maps X to the membership space. The
range of µA(x) is defined in [0,1], where 0 expresses non-membership and 1 full
membership (An et al. 1991). Membership values are simply chosen to reflect
the degree of membership of a set and may be based on subjective judgement
(Bonham-Carter 1994).
One advantage of fuzzy logic is that it allows for uncertainty in the
classification of data. It is applicable to situations where data are modelled by
entities whose attributes have zones of gradual transition such as soil type
(Burrough 1989) and in situations in which the criterion for the inclusion or
exclusion of class within a map is a matter of interpretation rather than definite
right or wrong, yes or no (Banai 1993).
For instance the boundary between the vegetation type such as heathland
and woodlands or woodland and open forest is not a sharp line as in a
conventional classification (Figure 6.2a) but a transition gradient. Therefore at
the boundary line it may be 50/50 as to whether it is heathland or woodland,
but the further away from the boundary line the greater the certainty of one
vegetation type or the other. A fuzzy classification provides a means of
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allowing for this uncertainty (Figure 6.2b). The slope of line in Figure 6.2b is
based upon subjective judgement of the width of the "fuzzy" boundary between
landcover types. The final classified map based upon fuzzy logic will, in a
report for management, exhibit the same disadvantages as any other classified
map in that defined boundaries are still drawn on the map. However there is
the option of providing fuzzy boundaries showing the degree of certainty of the
boundaries (see Burrough 1989).
(a)

Conventional

~
..

open
forest

woodland

Landcover

Fuzzy Classification

(b)

heathland

i

I!

1--.
I

:

open :
0 forest :

Landcover

Figure 6.2 (a) The conventional way to classify vegetation involves discrete·
classes with specific ranges (b) Fuzzy classification captures the ·
gradual transition between classes (mod. after Lam 1993)
Several different maps can have membership values for the same
proposition or hypothesis (Bonham-Carter 1994). Suppose the classes on a map
comprise a fuzzy set and are evaluated according to the proposition "suitable
habitat for a rare species". Any of the maps to be used as evidence in support of
this proposition can also be assigned fuzzy membership functions. The
membership values may be chosen arbitrarily based upon the subjective
judgement about the relative importance of the maps and their classes
(Bonham-Carter 1994).
Given two or more maps with fuzzy membership functions for the same set,
a variety of operators can be employed to combine the membership values
together, some of which are listed below:
1. fuzzy AND - output map is controlled by the smallest fuzzy membership
value occurring at each location. It results in a conservative estimate of set
membership, with a tendency to produce small values
2. fuzzy OR - the combined membership value at a location (= suitability for
nature reserve, landfill etc.) is limited by only by the most suitable of the
evidence maps
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3. fuzzy algebraic sum - Output is always larger than or equal to the largest
contributing membership value. All the contributing membership values have
an effect on the result. Algebraic sum is defined as follows
n
Pcombination

= 1- II (1- µi)
i=l

where µi is the fuzzy membership function for the i-th map, and i = 1, 2 ... n
maps to be combined
4. fuzzy algebraic product - the combined fuzzy membership values tend to be
very small due to the effect of multiplying several numbers less than one.
Output is always smaller than or equal to the smallest contributing
membership value. All the contributing membership values have an effect on
the result. Algebraic product is defined as follows
n

Pcombination

= II µ i
i=l

where µi is the fuzzy membership function for the i-th map, and i = 1, 2... n ·
maps to be combined
5. fuzzy gamma - This is defined in terms of the algebraic product and thealgebraic sum by
llcombination =(algebraic sum)Y * (algebraic product)l-y
where yis a parameter chosen in the range (0,1).
The choice of y produces output values that ensure a compromise between the
"increasive" tendencies of the algebraic sum and the "decreasive" effects of the
algebraic product. (Bonham-Carter 1994, An et al 1991)

6.1.5 Discussion
Each of these methods have a number of disadvantages and advantages. The
boolean model is simple to implement and visualise and may be used in both ERMS and SPANS. Weighted Index Overlay and Fuzzy Logic models are more
complex to set up and may be used in SPANS and not in E-RMS. They have the
distinct advantage of allowing a more flexible combination of maps. The tables
of class weights and map weights can be adjusted to reflect the judgement of an
expert in the domain of the application being considered (Bonham-Carter 1994).
Potentially the weakest part of the Weighted Index Overlay and Fuzzy Logic
models is the way in which the membership values and weights are chosen.
Although the membership values and weights are value judgements they need
to chosen based upon the best available data and information.
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6.2 Review of habitat studies using a GIS for analysis
A number of studies in recent years have used a geographical information
system to analyse the combination of remote sensing data and environmental
data to determine areas of suitable habitat for a variety of species. Typically this
has involved the application of rules through the use of GIS overlay techniques
to identify the co-occurrence of the specified conditions. Species that have been
studied include Tammar Wallaby (Buchanon and Wardell-Johnson 1984), blacktailed deer (Eng et al. 1991), avian species (Palmeirim 1987), Condor (Scepan et
al. 1987, Star and Estes 1990), Tehama Deer (Stenback et al. 1987) and red
squirrel (Pereira and Duckstein 1993).
Buchanon and Wardell-Johnson (1984) used a combination of Landsat
Thematic Mapper (TM) and Multispectral Scanner (MSS) data as input to a GI8
in their study of the habitat of the Tammar Wallaby (Macropus eugenii) in the
Perup Nature Reserve in Western Australia. The Tammar Wallaby is restricted
to dense thickets of Melaleuca viminea and Gastrolobium bilobum and therefore in
this study habitat was defined only in terms of these particular vegetation
types. The dominant thicket species were grouped into two general thicket
categories due to their spectral similarity (Buchanon and Wardell-Johnson
1984). The Melaleuca viminea and Gastrolobium bilobum thickets were found to be
spectrally similar and were separated using a combmation of the broad scale
vegetation map, landform soils map and fire history (prior to three years of
image date) in a GIS (Buchanon and Wardell-Johnson 1984).
A Habitat Assessment and Planning (HAP) tool was developed using a GIS
to aid in the determination of which old growth forest stands needed to be
. conserved from harvesting because they were the winter range for black-tailed
deer (Odocoileus hemionus columbianus) on Vancouver Island, Canada (Eng et al.
1991). Aspect, elevation, forage quality, cover quality and proximity to forage
and cover were used to develop the model to determine winter habitat
suitability.
In the study by Palmeirim (1987), in Kansas, tJSA, the satellite data was used

to map the distribution of the land cover rather than habitat. The main objective
of this study was to use remote sensing and GIS to develop and test automated
methods to produce maps of potential distribution and habitat suitability for
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avian species. A land cover classification was generated from Landsat TM
imagery and the resulting map input to a GIS along with the results of bird
surveys (Palmeirim 1988). Bird surveys were carried out to obtain the
composition and abundance of the bird fauna at a number of points
representative of all the major habitats present in the study area. A circular
point count was used and all the birds detected within 80m from the observer
during a period of 10 minutes were identified.
The restoration of the population of the highly endangered Californian
Condor (Gymnogyps californianus) is the objective of ongoing large-scale
research and management effort between public agencies and private groups in
California (Scepan et al. 1987, Star and Estes 1990). Environmental analysis of
the historic range and prediction of the potential habitat of the condor were
carried out using a Geographical Information System. Condor observation data
(nesting sites, feeding sites, roosting sites, watering sites) and selecte~
environmental datasets including landuse, landcover, topography, Ian~
ownership, road network and existing preserves were used in this study (Star
and Estes 1990). The landcover layer was derived from a combination of
manual interpretation of Landsat TM data and an unsupervised classification of
Landsat MSS data. Topography was acquired in the form of a 1° x 1° grid cell
digital elevation model from the United States Geological Service. Paved roads,
preserves and approximate urban area boundaries were digitised from
1:250,000 maps. Because of the range of map scales and data resolution final
processing involved the reduction of data resolution to one kilometre grid cells
(Scepan et al. 1987).
The objective of the study in California by Stenback et al. (1987) was to
construct a Tehama Deer habitat suitability map using a combination of data
types that related directly and indirectly to the factors influencing the size and
productivity of the deer herd. The steps used were (1) identification and
collection of data layers; (2) digitising of the winter range boundary; (3) cover
type classification utilising satellite imagery; (4) registration of data layers; (5)
integration with wildlife model; and (6) map creation (Stenback et al. 1987). This
study used a variety of data sources at different resolutions - Landsat TM
(30m pixel), ownership and soil type (=llOOm pixel), the deer winter range
(digitised from the deer management plan) and elevation data (200ft = 61m
contours from 1:250,000 map series). Slope (10% increments) and aspect (8
cardinal points plus 1 level class) were calculated from the digital elevation
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model. Registration of the data layers to a UTM grid was accomplished using
ten ground control points and a nearest neighbour resampling scheme. The
wildlife habitat model developed for the Eastern Tehama deer winter range
incorporated facets which represented the animals environment such as
proximity to food, cover, water and roads. Spatial analysis· models juxaposition (spatial arrangement of classes), interspersion (frequency of class
occurrence) and spatial diversity (number of different classes), were used to
group each grid cell into one of three habitat suitability classes (low, medium
and high).
Baird et al. (1994) developed a decision support srstem for fire planning for
wildlife management using data from Nadgee Nature Reserve, New South
Wales, Australia. The fire management planning model developed was a
deductive model that used decision rules based upon expert knowledge. It was
developed for a 3018ha study area, 20% of the Reserve, using 759 grid cells eacJ.l
200m by 200m in area. To demonstrate the fire management planning model si?c
wildlife species, Red-necked Wallaby, Eastern Grey Kangaroo, Swamp Wallaby,
Long-nosed Potoroo, Ground Parrot and Eastern Bristle-bird, were selected.
Each species had different habitat preferences and decision rules were based
upon the advice of researchers familiar with how wildfire affects vegetation and
wildlife species in the area (Baird et al. 1994). The coarseness of the grid cells
meant that areas covered by one pixel may have had a variety of habitat types.
Twenty nine decision rules were used in the study. The decision rules used for
the Ground Parrot were based upon the research of Meredith et al. (1984) and
Meredith and Jaremovic (1990). The fire response curves after wildfire for the
Ground Parrot based upon this work indicated that the suitability of the
vegetation for Ground Parrots would decline after 10 years and reach zero after
25 years (Meredith et al. 1984). This was in contrast to other studies (see
Chapter 3). This illustrates that a model is only as good as the "expert" input
which in this case has been shown to be in error. This study shows that there
was need for more detailed field work in order to have faith in the accuracy of
the predictions derived from the models.
Pereira and Duckstein (1993) used a land suitability evaluation
methodology, based upon multiple-criteria decision-making (MCDM), in
conjunction with a GIS, to access the quality of habitat for the endangered
Mount Graham red squirrel Tamiasciurus hudsonicus grahamensis in Mount
Graham, Graham County, Arizona, USA. The red squirrel was found to feed
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primarily on seeds from conifer trees, nest on large trees in areas of dense
canopy cover and stored its winter food supply in cool shaded spots (US Forest
Service 1988). The raster GIS database contained 12,920 square grid cells, each
0.5 ha, with layers of elevation, slope, aspect, land cover, canopy cover, tree
diameter at breast height and distance to clearings (Pereira and Duckstein 1993).
A pairwise relative importance weighting of each of the criteria (layers) and
each of the classes of the criteria was done by experts. Each weighting was
normalised to [O, 1] scale. Three different methods of applying the weighting
was used. If p=l total compensation between criteria was assumed (equivalent
to weighted index overlay method of SP ANS), p=2 meant there was only partial
compensation and p=oo (ie. p> 10) represented a totally non-compensatory
situation (lowest score on all criteria is used). The largest differences were
between p= 1 and p=oo suitability maps. The former map assigned a larger
proportion of the study area to higher suitability classes because if a cell had a
poor rating on few criteria but good ratings on other criteria· it still received .a
reasonably high score. The latter map rated each cell on the criteria that showed
the lowest score. The results obtained showed good agreement with the
observed habitat pattern used by squirrels (Pereira and Duckstein 1993). The
degree of accuracy of the classification matched the results of a previous study
of red squirrel habitat by Pereira (1991) that used inductive multivariate
statistical models.
These studies used a variety of data and techniques to map and model fauna
habitat. The data used was at variety of scales and a range of sources. The
methods ranged from simple boolean overlay, weighted index overlay and
decsion support systems. The majority of the studies reviewed (Buchanon and
Wardell-Johnson 1984, Eng et al. 1991, Palmeirim 1987, Scepan et al. 1987) used
the basic boolean overlay method. Others studies have used more complex
techniques such as decision rules (Baird et al. (1994) and juxaposition and
spatial diversity along with overlay techniques (Stenback et al. 1987). Weighted
index overlay technique was used in the evaluation of red squirrel habitat
(Pereira and Ouckstein 1993). Fuzzy logic techniques have been applied to
mineral exploration (An et al. 1991) and soil survey and land evaluation
(Burrough 1989) but not to animal habitat studies.
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6.3 Method
6.3.1 Introduction
Based upon the literature of Ground Parrot habitat requirements (Chapter 4)
(Table 6.2) six equations were developed in SPANS based upon boolean logic
(two class boolean and five class boolean), weighted index overlay (four class
and five class) and fuzzy logic (fuzzy logic sum and fuzzy logic product)
(Appendix 11). Boolean logic, weighted index overlay (also known as multicriteria overlay) and fuzzy logic models were used as they have been used in
previous habitat modelling studies or land evaluation studies.
Table 6.2 Summary of Ground Parrot habitat requirements
Vegetation type

Drainage
Years since fire
(modified after Jordan 1991 - see
Table 4.4)
Slope

closed graminoid heathland
closed heathland
sedgeland
dry to moist - not wet
< 1 yr (Phase 1)
1 ~ x < 5 yr (Phase 2)
5 ~ x < 14 yr (Phase 3)
~ 14 yr (Phase 4)
~ 14 deg

6.3.2 Boolean logic models
As boolean logic models use binary logic (ie. yes or no, suitable or
unsuitable), then only those maps which include classes that are unsuitable can
be used. In this study, therefore, the aspect map could not be used as although
one aspect may be more favourable than another, none were unsuitable for
Ground Parrot habitat. The five class boolean model was distinguished from
the two class model by using the fire age to .subdivide the suitable class into

four classes (phases one to four).
The boolean logic was .applied to the following maps - Slope, Drainage,
Landcover and Fire age (Table 6.3). From studies examined in Chapter 4 it was
determined that suitable sites for Ground Parrots:
1. had a slope that was gently sloped or less ( ::;;14 deg);
2. did not occur on a drainage line;
3. occurred on closed heathland, closed graminoid heathland or sedgeland;
4. occurred in area burnt more than one year ago.
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The equations are described in the following terms:
Two class boolean If a grid square occurs where slope is less than 14 degrees, is not on a

drainage line, occurs on any type of heathland and it is more than one
year since the last fire then it is suitable for Ground Parrot habitat.
Five class boolean This model is based upon four phases related to time since last fire of
Ground Parrot occupation of heathland. This is a modification of the
five phase model suggested by Jordan (1991) (see Table 4.4). A five
class map was produced with following classes:
1. Unsuitable - If grid square occurs where slope is more than 14
degrees, or is on a drainage line, or does not occurs on any type of
heathland
2. Phase 1 (Heathland too young to provide food and/ or shelter) - If
grid square occurs where slope is less than 14 degrees, is not on a
drainage line, occurs on any type of heathland and it is less than one
year since the last fire
3. Phase 2 (Heathland able to support a small population of Ground
Parrots) - If grid square occurs where slope is less than 14 degrees,
is not on a drainage line, occurs on any type of heathland and it is
between one and less than five years since the last fire
4. Phase 3 (Heathland able to support a breeding population of adult
birds, and an additional population of non-breeding birds) - If grid
square occurs where slope is less than 14 degrees, is not on a drainage
line, occurs on any type of heathland and it is between 5 and less than
14 years since the last fire
5. Phase 4 (Heathlands which are able to support a reduced
population of Ground Parrots) - If grid square occurs where slope is
less than 14 degrees, is not on a drainage line, occurs on any type of
heathland and it is more than 14 years since the last fire

6.3.3 Weighted index overlay models
The advantage of the weighted index overlay method is that each input
map to be used as evidence is assigned a different weight, depending on its
significance to the hypothesis under consideration (Bonham-Carter 1994). Also
in multi-class maps each class of every map may be given a different weight
(Table 6.3). In this study the landcover map was given a higher weighting than
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the drainage map and within the landcover map, closed heathland was given a
higher weighting than sedgeland. The weighted index overlay models were
applied to the following maps - Slope, Aspect, Drainage, Landcover and Fire
age (Table 6.3)
Table 6.3 Classes of each map used in the binary, index overlay and fuzzy logic
models and respective weighting of maps and classes (Area outside of
study site classed as 0)
Man

Man Wei!!ht
Slooe

1

Class

Le!!end
1
2
3
4
5

6

Asoect

1

Drainage

1

Landcover

4

Fire age

3

7
8
9
10
1
2
3
4
5
6
7
8
9
1
2
1
2
3
4
5
6
1
2
3
4
5
6
7
8
9
10

Verv aPntlf' (0 to 5°)
Gentle (>3 to 5°)
Inclined <>5 to 9°)
Gentlv slooed (>9 to 14°)
Sloninl! <>14 to 19°)
Moderate slooe <>19 to 24°)
Steeo (>24 to 30°)
Verv steeo <>30 to 45°)
Cliff <>45 to 70°)
Sheer (> 70°)
Flat
N
NE
E
SE

s
SW

·w
NW
Not drainage
Draina2e
Disturbed
Forest
Woodland
Closed heathland
Closed !lfaminoid heathland
Sed!!eland
2.5
4.5
5.5
8
11
13.5
14.5
16.5
17
>17

Class Wei!!ht
Index
Fuzzv
3
0.9
3
0.9
3
0.8
2
0.7
1
0.2
1
0.1
-1
0.1
-1
0
-1
0
-1
0
3
0.9
3
0.9
3
0.8
2
0.8
2
0.8
2
0.7
2
0.7
3
0.8
3
0.8
1
1
-1
0.1
-1
0
-1
0.0
1
0.2
3
0.9
3
0.9
2
0.8
2
0.6
2
0.7
3
0.9
3
0.9
3
0.9
3
0.8
2
0.7
1
0.6
1
0.5
1
0.4
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Two maps were produced using the weighted index overlay modelling. The
four class map had the following classes - unsuitable, low suitability,
moderate suitability and high suitability. The five class map had the following
classes - unsuitable, low suitability, moderate suitability, moderate to high
suitability and high suitability.
The four class map equation may be described in the following terms. In the
index overlay method both the classes of the map and the map itself are
weighted. The landcover (weight 4) and fire age (weight 3) are considered to be
more important than the slope (weight 1), aspect (weigh~ 1) and drainage
(weight 1). The resultant map is a 4 class map - not suitable; low suitability;
moderate suitability; and high suitability. The landcover, fireage, slope and
aspect maps had a range of classes with a range of weights from -1 (unsuitable)
to 3 (highly suitable). The unsuitable class occurs on any class with a -1
weighting ie. a grid square where slope is steep (more than 24 degrees) or is on
a drainage line, or does not occurs on any type of heathland. The drainage map
was used to provide an exclusion class ie. drainage areas are not suitable for
Ground Parrot. The non-drainage class was weighted as one so that it did not
affect the weighting of the suitable classes.
The maximum value a grid cell would have was :
D

MaPmax

L Vimax

Wi

= _.i~D---

L

Wi
n

= (lwOmax) + fw(fmax) + dw(dmax) + Sw(Smax) + aw(amax)) I

L Wi

= (4(3) + 3(3) + 1(1) + 1(3) + 1(3)) I 10
= 2.8

The minimum positive value a grid cell would have was :
D

L

Vimin Wi

MaPmin = ....i.....__D_ __
I, Wi
i
D

= lw(lmin) + fw(fmin) + dw(dmin) + Sw(Smin) + aw(amin)) I
= (4(1) + 3(1) + 1(1) + 1(1) + 1(1))

I

L Wi

10

=1

where Wi is the weight of the i-th map, Vimax is the value for the maximum
class of the i=th map, Vinlin is the value for the minimum class of the i=th map
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and 1 = landcover, f = fireage, d = drainage, s =slope, a= aspect. Class values
less than or equal to zero were reclassified as class 1 (unsuitable). Positive
values were stretched so that they lay between 1 and 10 and divided into three
equally spaced classes (four class map) and four equally spaced classes (five
class map).

6.3.4 Fuzzy Logic
The fuzzy logic method was applied to the following maps Slope,
Aspect, Drainage, Landcover and Fire age (Table 6.3). The values for each of the
classes reflect the degree of membership of a set and must lie in the range (0,1).
The membership values used were chosen arbitrarily based on subjective
judgement about the relative importance of the maps and their value states.
Three types of fuzzy logic models were used - sum, product and gamma.
The sum output is always larger than or equal to the largest contributing
membership value. The product output is always smaller than or equal to the
smallest contributing membership value. The gamma output was dependent
upon the value of gamma chosen. As a mid-range value of gamma was used
(0.4) the output was between the fuzzy product and fuzzy sum
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6.3.5 Testing of the Models
6.3.5.1 Introduction
Area cross-tabulation and chi-square coefficient for a contingency table was
used to compare the results of two different models (for instance weighted
index overlay and fuzzy logic product). The null hypothesis was that there was
no difference between the results of the different models.
Point overlay over individual maps was used to calculate the percentage of
points of the Ground Parrots observed/heard in the field that occurred in each
class of each model.
Problems with using standard statistical functions in spatial analysis include
spatial autocorelation and using areal measurements instead of counts or
sampling units. Spatial autocorrelation means that adjacent values or ones
which are near to each other are strongly related (Ebdon 1985). Nonspatial
analysis assumes that all the variables of an equation are independent. This is a
poor assumption for biogeographical, ecological or natural resource
applications. The location of a particular vegetation type may be related to
some degree to the adjacent vegetation type, soil, slope, elevation or underlying
geology.
Because of the dependence of the value of the coefficient of association on
. the areal measurements (eg. total area and area table dimensions) used the
statistical significance cannot be tested but instead the chi-square values
provide a descriptive measure of spatial correlation between maps (BonhamCarter 1994). Because of this many of the spatial analysis methods in a GIS have
as their main purpose the description of map patterns rather than an inferential
approach which tests a hypothesis (Openshaw 1991).

6.3.5.2 Contingency Tables
A contingency table is used to test the hypothesis that the frequencies of
occurrence in the various categories of one variable are independent of or
dependent on the frequencies of occurrence of the second variable (Zar 1984).
Both the Geographical Information Systems allow simple statistical
comparisons between maps by arranging the data in a contingency table. The
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Cramers V chi square coefficient and the log likelihood ratio test were used to
measure the degree of correlation between the map classes. SPANS GIS
provides area cross-tabulation and a measurement of association based upon
chi square coefficients. E-RMS provides reports between base layer and the top
layer and a measurement of association based upon log-likelihood ratio.
The degrees of freedom for a two-sample test are given by the number of
rows in the contingency table minus one multiplied by the number of columns
minus one (Ebdon 1985).

6.3.5.3 The chi square coefficients for contingency tables
The area cross-tabulation provided the data for a contingency table analysis.
The SP ANS GIS used chi square coefficients (X2) to measure the degree of
correlation between the maps. It provided three measures of association Contingency coefficient, Tschuprow's T and Cramer coefficient. Only the
Cramer coefficient was suitable as the Contingency coefficient does not always
reach 1 and the Tschuprow's T can only attain its maximum in square tables
(Everitt 1977, Zar 1984). The Cramer coefficient (V) is defined as follows

{7

V

XI.

= V;;;;; = min (r _ 1,c _ 1)

where n is the sample size, r is number of rows, c is the
number of columns and m equals the smaller of (r-1) or (c-1)

Chi square varies in magnitude depending on the degree with which the
expected areas equal the observed areas and the size of the areal unit (BonhamCarter 1994, Ebdon 1985). Cramers Vis independent of the measurement units
and varies between 0 (no correlation between maps) to a maximum value of 1
(Bonham-Carter 1994).

6.3.5.4 Append map class to point data
This method is used to add a column to a point dataset. The column contains
the class number in which the point is located. The class numbers from each of
the deductive models (boolean, weighted index overlay and fuzzy logic) were
added as additional columns to the Ground Parrot location point dataset.
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6.4 Results and Discussion

6.4.1 Boolean logic Models
Area analysis of the map of the two class Binary Boolean Model showed that
nearly 50% of the study area was suitable for Ground Parrots (Table 6.4, Figure
6.6). The results show the importance that one variable (in this case fire age)
may have in determining whether an area is suitable or not for Ground Parrots.
As a fire age of one year or greater was deemed suitable for Ground Parrots
then the large area of the study site of this fire age became classed as suitable
irrespective of the suitability of the other variables. Without any further
information a map showing two classes does little to help in the management of
the site.
Table. 6.4 Results of the Boolean Logic Model

Area (km2)

1 Unsuitable

1 Suitable

1 39.063

i 38.765

The five Class Boolean map (Table 6.5) (Figure 6.7) provided more
information for management purposes but it is biased in favour of the fire age
map and deliberately tends to emphasise the importance of the fire age over the
other variables. The majority of Budderoo National ·Park suitable for Ground
Parrots occurs in the Phase 4 class (heathland able to support a small population
of Ground Parrots with breeding by adult birds possible in the third and fourth
years post-fire). The majority of Barren Grounds Nature Reserve suitable for
Ground Parrots occurred in the Phase 3 class (heathland able to support a
breeding population of adult birds, and an additional population of nonbreeding birds - especially first year birds in summer and early autumn).
Table. 6.5 Results of the Multiple Class Boolean Logic Model

! Unsuitable
Area (km2)

! 38.064

! Phase 1
! 0.001

! Phase 2

! Phase3

! Phase 4

! 1.983

! 10.798

! 26.981

The results of ·the Boolean models show the simplistic nature of these models.
The disadvantage of these models is that not enough detail is provided about
the habitat suitability for the Ground Parrot. The advantage of the boolean
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model is that it is easy to visualise the model because of its simplicity but as
shown here the gross over simplification could lead to disastrous management
decisions.
*4M~-'
"'H: '

,

......

.

Boolean

(binary)

Legend
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B! SrJitable
2 km

Figure 6.6 Habitat suitability map based upon the binary class Boolean model
Multiple Class Boolean map
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Figure 6.7 Habitat suitability map based upon the five class Boolean model
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6.4.2 Weighted Index Overlay models
A four-class map (unsuitable, low suitability, moderate suitability and high
suitability) was produced using the Weighted Index Overlay models (Figures.
6.8). Area analysis of the map of the four class Weighted Index Overlay model
indicated that 34.7% was unsuitable for Ground Parrots and 10%, 39.1% and
16.2% of the study area had respectively low, moderate and high suitability for
Ground Parrots (Table 6.6). The distribution of high suitability class throughout
the study site was predominantly in Barren Grounds while the majority of
Budderoo contained areas of moderate suitability
When five classes were used (five Class Weighted Index Overlay model)
then the unsuitable and low suitability class remained the same, but the
moderate, moderate to high and high suitability classes accounted for 10.7%,
30.1 % and 14.5% of the study area respectively (Table 6.6). These classes were
more evenly spread throughout the study area although the majority of the
high suitability class occurred in Barren Grounds (Figure 6.9).
Table 6.6 Comparison of results of four Class Weighted Index Overlay and five
Class Weighted Index Overlay models (km2)

5 Class
Weighted Index Overlay
27.02

0.00

0.00

0.00

27.02

low suitability

0.00

7.77

0.00

0.00

7.77

mod. suitability

0.00

0.00

8.31

0.00

8.31

mod-high suit.

0.00

0.00

22.12

i.31 ·

23.44

high suitability

0.00

0.00

0.00

11.30

11.30

Total (4 Class)

27.02

7..77

30.43

12.61

77.83

unsuitable

The Weighted Index Overlay models provide more detailed results, more
complex maps and allow more flexibility than the Boolean maps. The Weighted
Index Overlay provided a mosaic of areas that could be classed, in terms of a
fire management plan, as need to be burnt, need to be burnt in a few years and
should not be burnt for a long time.
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Figure 6.8 I-fabitat suitability inap based upon the four class weighted index
overlay model
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Figure 6.9 Habitat suitability n1ap based upon the five class weighted index
overlay model
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6.4.3 Fuzzy Logic
The membership values (0 to 1) for each of the fuzzy logic maps were
classified into four classes. The zero class was unsuitable for Ground Parrots, >0
to $ 0.25 was low suitability, >0.25 to :::; 0.5 was moderate suitability and >0.5
was high suitability.
Of the three types of fuzzy logic models used the fuzzy sum (Figure 6.10)
showed most of the study site as high suitability for Ground Parrots. This is
because the value of each cell is always larger than or equal to the largest
contributing membership value. That is if a cell had a poor rating on few criteria
but good ratings on other criteria, it still received a high score.
The fuzzy product model (Figure 6.11) had less of the high suitable class
than either of the other models. This is because the output was always smaller
than or equal to the smallest contributing membership value. Area analysis of
the fuzzy product map indicated that 32.9% was unsuitable for Ground Parrots
(membership class = 0) and 28.4%, 19.9% and 3.9% of the study area had
membership class of >0 to :::; 0.25 (low suitability), >0.25 to :::; 0.5 (moderate
suitability) and >0.5 (high suitability) respectively (Table 6.7).
The fuzzy gamma model (Figure 6.12) produced substantially different
results from either the sum or product models as the output was dependent
upon the value of gamma chosen. As a mid-range value of gamma was used
(0.4), the output was .between the fuzzy product and fuzzy sum. The high
suitability class (>0.5) covered 18.66% of the study site compared to 61.08% and
4.99% for the sum and product models respectively (Table 6.7). The unsuitable
area remained the same because the fuzzy equations used products of the
classes rather than the sum as in the boolean and weighted index equations.
Table. 6.7 Area analysis of the fuzzy logic models
Class

Fuzzy Product

Fuzzy Sum
Area (km2)

%

Area (km2)

Fuzzy Gamma
%

Area (km2)

%

22.61:

29.13

25.6~

32.9~

25.62!

32.92

0 < x s 0.25

2.55!

3.2?

28.38!

36.4?

10.24

13.16

0.25 < x S0.5

5.01:

6.52

19.94!

25.62

27.44

18.14

47.54!

61.08

3.88!

4.99

14.52!

18.66

0

x > 0.5

i

;

;

i
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Area cross-tabulation of the product and gain1na maps (Table 6.8) showed
that 18.14 km2 of the 28.34 km_2 in the O<x:s;0.25 class in the Fuzzy Product map
was in the 0.25 < x:::;; 0.5 class of Fuzzy Gamn1a map. Large area of northern
Budderoo that was classed as low suitability in the Fuzzy Product map was
classed as n1oderate suitability in the fuzzy Gmnn1a map (Table 6.8, Figures 6.11
and 6.12).
Table 6.8 Area cross-tabulation of the fuzzy logic inodels (km2)
Fuzzy Product

Fuzzy Gamma

-------- ------- -~---- ----------T·---~~-~-~~-.-;~-----r ~·:;·~~-~-~~-.-~--r··----~-~- -~-.-~-·-- ----- --Totafca~-rna
:

~

0

:

:

: _____
:
_ _ _ __,__
_ _ _ _,: . . - - - - - - - t····---·-·········-····-·············

25.62

:

0.00

0.00

l

0.00

25.62

0 < x~ 0.25

0.00

10.24

0.00

0.00

10.24

0.25 < x~0.5

0.00

18.14

9.30

0.00

27.44

x > 0.5

0.00

0.00

10.64

3.88

14.52

25.62

28.38

19.94

Total (Product)

__ _

!

3.88

Fuzzy Logic - Sum

Legend
Uns uitabl~

•

(0)

Low (>0 to <=0.25)
Moderate(>0.25 ~o <=0.5)
High (>0.5]

2km

Figure6.10 Habitat suitability map based upon the fuzzy SUM model
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Figure6.11 Habitat suitability inap based upon the fuzzy PRODUCT inodel

F u zzy Logic - Gan11na 0 .4

Legend

0

llil >0 to <=0.25
>0.25 to <=0.5
M >D.5
2km

Figure6.12 I-Iabitat suitability map based upon the fuzzy GA:M:M:A model
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6.4.4 Comparisons of the results of different models
6.4.4.1 Comparison between four class weighted index overlay model andfazzy gamma

model
An area cross-tabulation showed that the fuzzy gamma and four class
weighted index overlay produced similar results. The area cross-tabulation
measures the percentage of each class of map 1 that overlays each class in map
2 (Table 6.4). Both maps had the same area of unsuitable class and comparable
areas of low , moderate and high suitability classes. An alternative value of
gamma which tended towards a fuzzy sum value or fuzzy product would
provide higher or lower areas of high suitability class respectively.
Table 6. 4 Area cross-tabulation of the classes for 4 Class Weighted Index
Overlay and Fuzzy Logic Gamma (km2)
~ ~lil~~

Unc.11ifahlP

W !;:igbted lnd,!;:x Oy!;:[lily
~v'!• "
tow
•<=
~

Total
Hi""h

{Cl'01mm"1)
-

Fuzzy
Gilmmil
25.62

0.00

0.00

0.00

25.62

O<x_0.25

1.40

7.25

1.46

0.13

10.24

0.25<x_0.5

0.00

0.52

26.00

0.93

27.44

x>0.5

0.00

0.00

2.98

11.55

14.52

27.02

7.77

30.43

12.61

0

Total (WIO)

The Cramer coefficient for the contingency table between four Class
Weighted Index model and Fuzzy Gamma model = 0.7507. The value is
substantially higher than zero. This indicates that there is a degree of
dependence between the results.
6.4.4.2 Comparison between Ground Parrot location points and Boolean, Weighted

Index Overlay and Fuzzy Logic maps
(a) Booleari models
The five class boolean model showed a high correlation between the phase
three class and the Ground Parrot locations as 93.7% of the points occurred in
this class (Fig 6.12). The phase three class was comparable to the high suitability
class in the other models.
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Figure 6.12 Percentage of Ground Parrot location points located in each class of
5 class Boolean Map
(b) Weighted index' overlay models
The four class weighted index overlay model showed a high correlation
between the high suitability class and the Ground Parrot locations as 91.6% of
the points occurred in these classes (Fig 6.13). The five class weighted index
overlay model showed a high correlation between the moderat~-high suitability
and high suitability classes and the Ground Parrot locations as 96.3% of the
points occurred in these classes (Fig 6.13).

•Fourclass
CFiveclass

Unsuit.

Low suit.

Mod. suit

Mod/high

High suit.

Class

Figure 6.13 Percentage of Ground Parrot location points located in each
class of the 4 class Weighted Index Overlay Map and the 5
class Weighted Index Overlay Map
(c) Fuzzy index models
Only 35.5% of the Ground Parrot location points occurred in the fuzzy
product model classes where the degree of membership was greater than 0.5
(ie. high suitability class) (Fig 6.14). The moderate suitability class (0.25 $; x <
0.5) contained 59.7% of the Ground Parrot location points. In the fuzzy gamma
model 93.7% of the Ground Parrot location points occurred in the classes where
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the degree of membership was greater than 0.5 (ie. high suitability class)
(Figure 6.14).
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Figure 6.14 Percentage of Ground Parrot location points located in each class of
Fuzzy product and Fuzzy gamma maps

6.5 Conclusion
All of the models were successful to a degree in that the majority of the
Ground Parrot location points occurred in the high suitability class of each
model.
The success of the two class boolean· model is mitigated by the fact that most
of Barren Grounds was classed as suitable for Ground Parrots. Because of the
additive nature of the boolean models all classes have equal value and any class
that does not meet the required criteria will be rejected.
The Weighted Index Overlay models provided a more flexible combination
of maps and classes than did the boolean models. The Weighted Index Overlay
also provides a means of simply updating a habitat or fire management plan as
new information becomes available or areas are burnt out of sequence due to
wildfire. The table of values and the map weights could be adjusted to reflect
both the new information and the judgement of an expert. Both the weighted
index models showed large areas of Barren Grounds to be suitable for Ground
Parrots. Because parts of Barren Grounds are. susceptible to fire from outside
the Reserve it has been suggested by a number of authors (Whelan 1984,
Meredith and Isles 1980) that a mosaic of different fire ages rather than a large
area of similar fire age, may provide better protection for the Ground Parrots.
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For management purposes the Barren Grounds area could be weighted in such
a way that the moderate and high suitability classes are subdivided into areas
that should be burnt soon through to areas that should be protected from fire
for as long as possible. Factors such as the minimum area required to be
suitable Ground Parrot habitat would need to be taken into account.
The fuzzy logic method does have the advantage of providing a number of
operations (fuzzy AND, fuzzy OR, fuzzy SUM, fuzzy PRODUCT and fuzzy
GAMMA) that may be used in the same operation or individually as necessary.
Using the SPANS GIS. modelling language it was possible to readily develop a
number of equations that used the fuzzy operations. Each of these operations
could be combined or linked to provide a more complex operation. With ability
to take into account the uncertainty of evidence, an expert system, based upon
fuzzy logic, could be developed (Bonham:.Carter 1994).
Why use weighted index overlay instead of fuzzy logic? Fuzzy logic has the
disadvantage that it is more complex to understand and to program than the
weighted index overlay method. The weighted index overlay has the advantage
of being able to be easily implemented in many geographical information
systems. Some such as SPANS Explorer™, provide a menu driven matrix which
only required the weight values to be filled in. Fuzzy logic is not readily
applied in most geographical information systems. At present the most useful
method is the weighted index overlay. In the future as the fuzzy logic
modelling is implemented in more geographical information systems it may
provide a more useful tool.
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7
Predictive Modelling of Ground Parrot Habitat 2
- Inductive Modelling
7.1 Introduction and definitions

7.1.1 Inductive Modelling
Inductive reasoning is the process of inferring general relationships from the
observations of particular instances (Walker and Moore 1988) (Figure 7.1).
Inductive models include Weights of Evidence, Decision Trees, Neural
Networks and Logistic Regression. The latter two mo~els were not used in this
study due to the lack of suitable software and time constraints.
Observations of particular instances
eg. location of a particular species

--•

Inferrence of general relationships
eg. inferrence of habitat attributes
and requirements

Figure 7.1 Inductive modelling
Both the Weights of Evidence Modelling and Decision Trees, use a form of
Bayes Rule. Bayes Rufo describes how to compute posterior probabilities from
given prior probabilities and conditional probabilities (Griffith and Amrhein
1991). Bayesian statistical inference is a mathematical method used for decision
making under conditions of uncertainty (Aspinal 1992). It has been applied to
evaluation of wildlife distribution (Aspinal and Veitch 1991), classification of
forests (Skidmore 1989, Skidmore et al. 1991), land classification (Skidmore et al.
1992), mineral exploration (Bonham-Carter et al. 1988) and disease diagnosis
(Aspinal and Hill 1984).
Bayes' theorem forms a framework for combining relative values of being
right or wrong (subjective probabilities) with the probabilities of being right or
wrong (conditional probabilities) (Aspinal and Hill 1983). In the context of
habitat modelling 'right' or 'wrong' equate to decisions of over presence and
absence and are expressed as a probability. The method may be used to predict
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distribution, expressed as a probability of occurrence with the probability score
also providing a measure of habitat suitability (Aspinal 1992).

7.1.2 Weights of Evidence Modelling
Weights of evidence modelling is a method of combining evidence to
determine the probability of a hypothesis (Bonham-Carter 1993). Given a
distribution of point objects (mineral deposits, species location etc.) and a binary
map pattern (geology, landcover etc.) it is possible to quantify the spatial
association and determine whether or not it is significant. Weights of evidence
modelling is a method of combining evidence to determine the probability of a
hypothesis (Bonham-Carter 1993). Weights of evidence modelling uses the
known locations of the dependent variable to determine two coefficients
(weights), W+ and w-, for each predictor map (Bonham-Carter et al. 1989).
Predictor maps are usually binary and W+ and w- refer to t~e areas where the
binary pattern is either present or absent respectively. A weight of 0 is used for
unknown or missing data.
Weights of evidence modelling uses Bayesian principles for combining
multiple maps (Agterberg and Bonham-Carter 1990, Bonham-Carter et al. 1990).
The goal is to combine the input maps to produce an output map which
predicts a point distribution such as rare species location or mineral
occurrences (Bonham-Carter 1991). Each map in the overlay is associated with
weights determined by the spatial association of the map with known points
(Bonham-Carter 1991). The weights of evidence method is objective and avoids
the subjective choice of weighting factors
The maps used for predicting the points are normally binary and each map
is treated as a map pattern (Bonham-Carter 1991). The first step in weights of
evidence modelling is to calculate the a pair of weights for each binary pattern,
w+ for present and w· for pattern not present (rather than unknown) (BonhamCarter 1991). The equations for the weights can be found in Agterberg 1989,
Bonham-Carter 1991 and Bonham-Carter 1994. A summary is provided below:
In order to estimate the prior probability the study region can be divided
into four mutually exclusive classes:
a. regions where both the map pattern (M) and the points (P) were present
Area = area (M and P)
b. regions where the map pattern was present and the points were absent
Area = area (M and -P)
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c. regions where the map pattern was absent and points were present
Area = area (-M and P)
d. regions where neither the map pattern nor points were present
Area= area (-Mand -P)
The four mutually exclusive classes can then be used to calculate the
following conditional probabilities:
P(MnP)
= area (M and P) I area (P)
P(Mn-P)
= area (M and - P) I area (-P)
P(-MnP)
=area (-Mand P) I area (P)
P(-Mn-P) =area (-Mand -P) I area (-P)
These are combined as likelihood ratios to give LS and LN, where LS is a
ratio for "sufficiency" and LN is a ratio for "necessity" (Reddy et al. 1992). The
natural logarithms of LS and LN are the "weights of evidence", w+ and wrespectively, defined as:
w+ = ln [LS] = ln [ P(MnP) I P(Mn-P)] and
w- = ln [LN] = ln [ P(-MnP) I P(-Mn-P)]
When the proportion of points falling on the map pattern to the total
number of points is the same as the proportion of the map pattern to the total
study area,
w+=W-=0.
Otherwise, the weights are always opposite in sign and either indicate a
positive association between the map pattern and presence of points (W +
positive, W- negative), or a negative association, where the presence of the
pattern inhibits the points (W+ negative, W- positive) (Bonham-Carter 1994).
For each predicted map, the contrast C = w+ - w- gives a useful measure of
correlation with the presence of points. For a positive spatial association C will
have values usually in the range zero to two and for a negative spatial
association C will have negative values usually in a similar range (BonhamCarter et al. 1989).
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7.1.3 Decision Tree Modelling
Decision tree induction is one of the most recent approaches to the analysis
and extrapolation of fauna survey data (Ferrier and Smith 1990). It works by
recursive partitioning with the partition being driven by some optimisation
procedure (Lee 1994). A variety of decision tree techniques are available
including CART (Brieman et al. 1984), CHAID (Kass 1980), KnowledgeSeeker
(FirstMark Technologies 1990, Preston and Kettle 1993) and ID3 (Quinlan 1979,
1983, 1986).
Walker and Moore (1988) and Walker (1990) have used the CART decision
tree induction for wildlife distribution prediction. Preston and Kettle (1993) and
Preston and Buck (1993) have used CART as part of a system for land use
planning of forest ecosystems.
The induction algorithm employed m E-RMS constructs decision tree
models using a top down heuristic partitioning strategy employed by statistical
significance testing (NPWS 1992). The strategy is based upon that proposed by
Kass (1980) and later refined by de Ville (1990), and Biggs et al. (1991). In place
of the chi-square statistics, E-RMS uses a likelihood ratio statistic demonstrated
by Mingers (1987, 1989) as being a superior measure for decision tree induction
(NPWS 1992). The likelihood ratio statistic is based on information theory and is
closely related to the information :qteasure used .in the ID3 decision tree
induction algorithm (NPWS 1992). In E-RMS the decision tree induction
capabilities of the Predictive Modelling Module are designed specifically to
generate models relating ground survey data (eg. location of a species) to
remotely mapped variables (eg. vegetation, geology, fire history) (NPWS 1992).

7.1.4 E-RMS Inductive Modelling
In E-RMS the inductive · models are built automatically using a top down

induction algorithm that works by using the predictor variables to
progressively partition the training data into increasing homogenous subsets
(NPWS 1992).
A decision tree consists of nodes connected .by branches. There are two types
of nodes in a :qtodel (NPWS 1992):
• Branching nodes (also known as internal or non-terminal nodes)
A branching node splits into a number of branches. The variable
determining this split is called the branching variable. The categories of this
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branching variable associated with each branch are called branch categories.
The root node is the first branching node in the decision tree.
• Terminal nodes (also known as leaf nodes)
A terminal node does not split into any further branches. A category of the
variable being modelled or predicted by the decision tree is assigned to the
terminal node, and is therefore called a terminal category.
The algorithm for inductive modelling in E-RMS uses two different types of
grid cell data. Firstly the training data (eg. location of a rare species or gold
deposits) which are variables that have been surveyed directly on the ground.
In E-RMS these variables appear as isolated points and only occupy a very
small proportion of the domain. Secondly predictors which are variables that
have been mapped or remotely derived eg. by interpretation of air photos or
satellite images.
Five types of training data are able to be used in E-RMS(1) Presence versus absence where one category contains sites (grid cells) where
an entity has been recorded as present. The other category contains sites where
the entity has been recorded as absent
(2) Presence versus total where one category contains sites (grid cells) where
an entity has been recorded as present. The other category contains all sites
surveyed ie. all sites where the entity was recorded as present or absent
(3) Presence versus domain where one category contains sites (grid cells)
where an entity has been recorded as present. The second category, instead of
containing point locations, contains an representation of the total area or
domain within which the surveys ·w ere conducted for the entity of interest. An
unknown but unbiased (in relation to all predictor variables) subsample of the
grid cells in the domain must have been surveyed.
(4) Multiple exclusive categories which requires two or more training
categories all belonging to the same database variable. Each category contains
survey sites where the category. has been recorded as present. The categories
must be mutually exclusive ie. only one category can be recorded per site.
(5) Multiple overlapping categories which requires two or more training
categories all belonging to the same database variable. Each category contains
survey sites where the category has been recorded as present. The categories
need not be mutually exclusive (NPWS 1992).
The predictor may be ordered or unordered. The ordered predictors have
the categories ordered in some consistent manner such as from "low to high"
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eg. elevation and slope. The unordered predictors do not have the categories
ordered in any consistent manner. Examples include vegetation type and
aspect.
The stopping criterion (statistical significance) is expressed in terms of a
statistical significance level ie. a significance level of 0.05 indicates that the
branching patterns in a derived model have less than 5% probability of being
based on chance correlations between the training and predictor data sets. The
nominated stopping criterion controls the structure of a derived model in two
ways. Firstly it controls how categories of a predictor combines to form
branches. Secondly it determines whether a new node in the model should
become a branching node or a terminal node
The splitting of the nodes may be done automatically or interactively. In the
automatic mode the most significant predictor at each node is automatically
used as the branching variable for that node. In the iriteractive node the user
selects a branching variable for each node from a list of candidate predictors
satisfying the specified significance level.
In E-RMS the terminal category assignments and cutpoints are defined for

the "Present versus Absent", "Present versus Total" and "Present versus
Domain" training data options. The terminal categories do not indicate absolute
probabilities of occurrence but rather relative likelihoods of occurrence based
on a 0to1 index calculated as shown (NPWS 1992):
1. For the "Present vs Absent" option a terminal node is assigned according to
the proportion of training data records for the node that are present records.
This is calculated as:
PI (P+A)
where P =number of 'present' training records for the terminal node
A= number of 'absent' training records for the terminal node
2. For the "Present vs Domain" option a terminal node is assigned according to
the result of the following calculation:
p I (P + (TP x (D/TD)))
where P = number of 'present' training records for the terminal node
D = number of 'domain' training records for the terminal node
TP = total number of 'present' records for the entire training set
TD = total number of 'domain' records for the entire training set
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7.2 Review of inductive modelling habitat studies
Few habitat suitability studies have used a geographical information
systems and inductive modelling techniques. Some of the recent studies include
Aspinal (1992, 1993), Aspinal and Veitch (1991, 1993), Buck et al. (1992),
Griffiths et al. (1993) and Walker (1990).
The problem in the study by Aspinal (1992, 1993) was to predict the likely
distribution of an animal species from an assessment of spatial data describing
environmental or other conditions in areas where the animal species is known
to be present. An inductive modelling procedure was developed which was
integrated with a geographical information system for analysis of pattern
within spatial data (Aspinal 1992, 1993). The distribution of red deer in the
entire Grampian Region, Scotland was modelled using land cover (derived
from Landsat MSS data), altitude, accumulated frost and coarse resolution (lkm
grid cells) data from a survey of distribution of red deer in Deer Management
Group areas in the Grampian Region. The output is a probability model
describing the distribution of the species from a series of inductively learned
relationships between the distribution in a data set to be modelled and a
number of predictor data sets (Aspinall 1992).
An alternative approach to producing habitat information from satellite

imagery was to use wildlife survey data to drive the image classification
process. The procedure used by Aspinal and Veitch (1991, 1993) was based
upon the Bayesian probability model and involves an iterative analysis of
satellite imagery and bird survey data to derive the information map. Coarse
resolution (lkm grid cells) data from a wildlife survey was used to classify part
of a Landsat TM image in conjunction with a digital elevation model. The
wildlife survey covered only 10% of the study area but the methodology
allowed a map to be produced for the whole study area. The product of the
classification was an "information surface" representing the probability of
occurrence for the wildlife species. The probability values were considered to
represent an index of habitat suitability or quality (Aspinal and Veitch 1991).
A geographical information system and the CART decision tree analysis
system have been used in Queensland by Buck et al (1992), Preston and Kettle
(1993) and Preston and Buck (1993) to predict the distribution of koala habitat
trees in south east Queensland. The study by Buck et al. (1992) was carried out
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in the coastal area between Brisbane and the Gold Coast, north of the Loan
River. The predictive mapping involved the modelling of the density of prime
habitat trees at known locations against environmental parameters. Remote
sensing data was also used for the same sites and the resultant model was
applied over the entire study area (Buck et al. 1992). The vegetation
communities ranged from open forest to woodland and included 24 Eucalypt
species and low numbers of 20 other species including Acacia, Melaleuca and
Angophora.
Walker (1990) used inductive modelling to describe the areal distribution of
Grey and Red kangaroos across Australia in terms of their climatic
characteristics. Two inductive modelling techniques, classification trees (CART)
and logistic regression (GLIM), were used. CART and GLIM were part of a
modular software system called SIMPLE which comprised statistical and
modelling modules (GLIM, CART, MINITAB), spatial modelling and
geographical data processing module (MAP). The data set consisted of latitude,
longitude, elevation, temperature (annual mean, minimum· of the coldest
month, maximum of the hottest month, annual range, mean of wettest and
driest quarters), precipitation (annual mean, minimum of wettest month,
maximum of driest month, annual range, mean of wettest and driest quarters)
presence of kangaroos (eastern grey, red, combination). The kangaroo data set
was based upon the work of Caughley et al (1987). Both models were successful
in identifying the areas in west and central Australia as belonging to the
climatic envelope for eastern grey kangaroos (Walker 1990).
The CART model rated the two most significant attributes as precipitation of
the driest month and precipitation of the driest quarter for eastern greys,
precipitation of the driest quarter and annual mean temperature for western
greys and annual precipitation and precipitation of the wettest month for red
kangaroos. In comparison the GLIM logit models rated the most significant
attributes as precipitation of the driest month, mean temperature of the wettest
quarter and precipitation of the driest quarter for eastern greys, mean
temperature of the wettest quarter, annual mean precipitation, annual mean
temperature and annual precipitation range for western greys and annual
precipitation and precipitation of the wettest month for red kangaroos. The
CART model for red kangaroos, unlike the GLIM model, correctly modelled the
desert and very arid areas of Western Australia as not having red kangaroos.
The CART model of western grey kangaroo distribution closely approximated
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the observed pattern. The GLIM model for western grey kangaroos was
influenced by the seasonality of precipitation.
The weights of evidence modelling has not previously been applied to
determining habitat suitability. Instead it has been applied to the problems of
relating mineral occurrences to geological and geomorphological features
(Agterberg and Bonham-Carter 1990, Bonham-Carter et al. 1988, Bonham-Carter
et al. 1989, Reddy et al. 1992) and the spatial association of seismicity with
drainage patterns and magnetic anomalies (Goodacre et al. 1993).
Bonham-Carter et al. (1988, 1989) combined seven maps using a weights of
evidence model to predict gold potential in the Meguma terrane of eastern
shore Navia Scottia in Canada. The datasets included bedrock and surficial
geological maps, airborne geophysical survey data, geochemistry of lakesediment samples and mineral occurrence data. The model used the spatial
distribution of 70 known gold occurrences to calculate a multi-map signature
for gold mineralisation, which was then used to map gold potential (BonhamCarter et al. 1989). A unique conditions map was generated which showed all
those areas where a unique set of overlap between the predictor maps occurred.
For each unique condition , an a posteriori probability was calculated which
resulted in a map depicting the probability of gold mineralisation. Three new
areas were predicted by the model as being good prospects for gold
mineralisation.
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7.3 Methods

7.3.1 Introduction
As the observations of the Ground Parrot had taken place in Barren
Grounds, the study site for the inductive modelling was restricted to the Barren
Grounds Nature Reserve.

7.3.2 Weights of Evidence
The weights of evidence calculations involved several steps (Bonham-Carter
et al 1989, Bonham-Carter 1993, 1994):
1. transformation of predictor maps into binary predictor maps;
2. estimation of a prior probability ie. the probability of occurrence in a unit
area, given no further information;
3. the calculation of positive (W+) and negative (W-) weights for each binary
predictor map, using conditional probability ratios;
4. the calculation of posterior probability and uncertainty for each unique
overlap combination of the binary predictor maps; and
5. the application of a test for conditional independence of each pair of input
maps with respect to the dependent variable points ie. Ground Parrot
location, possibly leading to the rejection or amalgamation of some input
maps;
6. the application of a goodness-of-fit test for testing the overall conditional
independence assumption

7.3.2.1 Binacy maps
Five maps of independent variables (landcover, fireage, drainage, slope and
aspect) were tested using table modelling to determine which classes contained
Ground Parrot locations. Those Classes that contained Ground Parrot locations
were converted into binary maps by reclassifying the classes within each map
as either class two or class one using a matrix overlay. For example the
sedgeland binary map was a result of using the matrix overlay to reclassify the
sedgeland class in the landcover map as class two and reclassify all the other
landcover classes as class one. A zero value was used for the area outside of the
study site. Class two which contains the independent variable is termed the .
pattern in the weights of evidence modelling
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7.3.2.2 Estimation of prior probability and calculation of the weights

Ground parrots were observed or heard at 39 locations in Barren Grounds.
The area of Barren Grounds study site was calculated to be 20.7091 km2 and the
area of each unit cell was 0.0004 km2. The area of class two (the pattern) of each
of the binary maps was also calculated.
Four mutually exclusive classes (Table 7.1) were used to calculate the
following conditional probabilities (where M represents the map pattern and
the P represents the parrots):
P(MnP)
= area (M and P) I area (P)
P(Mn-P)
=area (Mand -P) I area (-P)
P(-MnP)
=area (-Mand P) I area (P)
P(-Mn-P) =area (-Mand -P) I area (-P)
These were combined as likelihood ratios to give LS and LN, where LS is a
ratio for "sufficiency" and LN is a ratio for "necessity" (Reddy et al. 1992). If the
pattern (class of an independent variable) is positively correlated with the
Ground Parrot locations than LS is greater than 1 and LN is in the range [O,l].
Conversely if the pattern (class of an independent variable) is negatively
correlated with the Ground Parrot locations than LN is greater than 1 and LS is
in the range [0,1] (Bonham-Carter 1994). The natural logarithms of LS and LN
are the "weights of evidence", w+ and w- respectively, defined as:
w+ =In [LS] = ln [ P(MnP) I P(Mn-P)] and
w- = ln [LN] = ln [ P(-MnP) I P(-Mn-P)]
Table 7.1 Four mutually exclusive classes for weights of evidence modelling
.~.~~-~~................................. .Q~~E~P..?..~~...................................................................................................................................,...............
Area (M and P)
regions where both the map pattern (M) and the parrots (P) were present

1

Area (Mand -P)

regions where the map pattern was present and the parrots were absent

Area (-M and P)

regions where the map pattern was absent and parrots were present

Area (-Mand -P)

regions where neither the map pattern nor parrots were present
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The weights of evidence and contrast values were calculated using the
binary maps and an external fortran program, PREDICT.EXE, supplied by
Bonham-Carter. The fortran program used the unique conditions table
produced from the unique criteria modelling of the binary maps in SPANS.
Weights, contrasts and their standard deviations were calculated. The posterior
probabilities and corresponding uncertainty measures for the unique
conditions were written into a new table file and imported into SPANS. Maps
of the probability were mapped by reclassifying the unique conditions map
with fields from the imported table

7.3.2.3. Test for conditional independence
A basic assumption in weights of evidence modelling is that the patterns
that the patterns that are being combined with one another are conditionally
independent of the point pattern (Bonham-Carter 1993). The relationship
between each pair of binary variables was evaluated by testing for statistical
independence in a 2x2 contingency table. As the Ground Parrot locations are
considered as points, or small unit cells, the resulting values of x2 are
unaffected by the units of area measurement and the calculated x2 can be
compared with tabled values to test for independence (Bonham-Carter 1994)

7.3.3 Decision Tree - E-RMS
In this study present vs domain type of training data was used because only the

presence of the Ground parrot was noted, not those areas where the species did
not exist. One category (present) contained sites (grid cells) where the Ground
Parrot had been recorded as present. The second category (domain), instead of
containing point locations, contained a representation of the total area or
domain within which the Ground Parrot surveys. Although E-RMS required an
unbiased (in relation to all predictor variables) subsample of the grid cells in
the domain to be surveyed, this was not completely adhered to because of the
reasons discussed in Section 5.3.1.6. The domain was set as the area covered by
Barren Grounds Nature Reserve.
All the predictors used were assumed to be unordered ie. they did not have
the categories ordered in any consistent manner. The predictors used were
landcover, fire age, drainage, slope and aspect (Table 7.2).
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A stopping criterion (statistical significance) of 0.05 was selected. That is the
branching patterns in a derived model have less than 5% probability of being
based on chance correlations between the training and predictor data sets
(NPWS 1992).

The splitting of the nodes may be done automatically or interactivelly. Both
modes were used in this study. In the automatic mode the most significant
predictor at each node is automatically used as the branching variable for that
node. In the interactive mode landcover and fireage were selected as the
branching variable.
The terminal category assignments and cutpoints were defined for "Present vs
Domain" training data option as a relative likelihoods of occurrence based on a
0 to 1 index. The terminal node was assigned according to the result of the
following calculation:
PI (P + (TP x (D/TD)))
where
P = number of 'present' training records for the terminal node
D = number of 'domain' training records for the terminal node
TP =total number of 'present' records for the entire training set
TD= total number of 'domain' records for the entire training set
The survey covered 6472 grid cells, of which 39 grid cells were Ground Parrot
locations.
Table 7.2 Summary of defined options and parameters for Inductive models
Predictor variables
none

ordered
unordered
T
Sto

Present vs Domain

e of train.in data
in criterion Statistical Si

Splitting Mod~s

"ficance)

0.05 ie. confidence levels of 95%
Automatic (E-RMS Inductive - Automatic)
Interactive (E-RMS Inductive - Interactive)
0, 0.0 - 0.2, 0.2 - 0.4, 0.4 - 0.6, 0.6 - 0.8, 0.8 - 1.0

123

7.4 Results and Discussion
7.4.1 Introduction
The results of both models show the major constraint on using inductive
modelling which is the need for extensive sampling of the subject being
modelled. The results of both models also show the bias of the sampling in the
north west part of Barren Grounds. Systematic sampling of all areas which
contain all combinations of classes would have been needed to be carried out in
order to remove the bias. A sampling strategy of this size was impractical
because of the Ground Parrot 'movements' and the limited time of this study.

7.4.2 Weights of Evidence Modelling
7.4.2.1 Binary Predictor Maps

There were a total of thirty seven classes in the five maps (landcover, fireage,
slope, aspect and drainage). Sixteen of the classes did not contain any Ground
Parrot observation points and therefore could not be used in the weights of
evidence modelling (Appendix 12). Also the drainage binary maps were not
used as all the points except one occurred in the non-drainage map. Therefore
19 binary predictor maps were created and used in the weights of evidence
modelling (Table 7.3).
Table 7.3 Binary maps derived from maps of independent variables
Bin
Landcover

Closed heathland

Fireagei

2.5yrs

Closed graminoid-heathland

5.5yrs

Sedgeland

llyrs
13.Syrs

Aspect

Flat
North

Slope

Very gentle

NE

Gentle

SE

Inclined

SW

Gently sloped

NW
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7.4.2.2 Weights of evidence

The W+ and W- results indicated that the 11 year fire age binary map
(8<x:5:ll years) was the most important in factor in designating suitable Ground
Parrot habitat (Figures 7.2 and 7.3, Appendix 12). The highest W + value and the
lowest W- value occurred in this class and therefore gave the highest Contrast
value. Other binary maps with high Contrast values were closed heathland,
closed graminoid heathland, slope 0 to 3 degrees and 3 to 5 degrees, aspect flat
and north-west
As can be seen from the graph (Figure 7.2) a high number of Ground Parrots
on a pattern does not necessarily mean a high contrast value because the
percentage of the area covered by the pattern may not be high with respect to
the overall study area.
The high suitability class in the Weights of Evidence map was situated in the
north-west comer of Barren Grounds (Figure 7.3). This was because of the high
contrast value of the fire age class of 11 years. The high contrast value was a
result of the high number of Ground Parrot observations (67%), though the area
covered only 13% of the study area (Appendix 12).
Other classes with relatively high contrast values were the Closed heathland,
Closed graminoid heathland, Sedgeland, Fire age 13.5 years, Slope 0 :5: x < 3
degrees and 3 ::;; x < 5 degrees, Aspect flat, north-west and southwest. This
resulted in the moderately suitable class being distributed patchily throughout
Barren Grounds (Figure 7.3).
Classes with a negative contrast (ie. negative correlation between class and
Ground Parrot location) were Fire age 2.5 years, Slope 5 :5: x < 9 degrees and 9:5:
x 14 degrees and Aspect south-east. These results may be an artefact of the
Ground Parrot sampling or may reflect Ground Parrot habitat preferences in
Barren Grounds. Further field work would be needed to determine the correct
conclusion.
The area of high suitability was 12.98% of the total study area (Table 7.4).
and was predominantly located in the north-west part of Barren Grounds
(Figure 7.3). The largest class was the moderate suitability (32.9%). This class
was scattered throughout Barren Grounds (Figure 7.3).
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The weights of evidence method was originally developed for the prediction
of mineral locations. In this study it has been used to determine the Ground
Parrot habitat suitability. Although the Ground Parrots are capable of moving
from place to place (as opposed to minerals) their habitat is static. That is, if
there is suitable habitat, the parrots will remain there until some outside agency
changes its suitability.
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Table 7.4 Area analysis of the Weights of Evidence model
Area(%)

CummArea

Area(sq km)

Unsuitable (<0.0002)

26.16

26.16

5.4170

Low suitability (<0.0004)

27.96

54.12

5.7909

Moderate suitability (<0 .0005)

32.90

87.02

6.8125

High suitability (<0.005)

12.98

100.00

2.6887

Class

7.4.2.3 Test for conditional independence
All the maps were tested for conditional independence and found to be within
acceptable limits
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7.4.3 E-RMS Decision Tree Modelling
The automatic decision tree modelling used only the fire age map in the
model (Appendix 13). It produced three relative likelihood (RL) classes - 0, 0.4
to 0.6 and 0.6 to 0.8 (Figure 7.4, Figure 7.5):
(1) The zero class was a result of there being no Ground Parrot location points
in the 4.5, 8, 14.S, 16.S, 17 an >17 year fireage classes.
(2) The 0.4 to 0.6 class was a result of there being 21 out of 39 Ground Parrot
location points in an area of 3669 grid cells out of 6472 in the fireage classes of
2.5, 5.5 and 13.5 years ie. RL =PI (P + (TP x (D/TD))) = 21/(21+(39X(3669/6472))) = 0.49.
(3) The 0.6 to 0.8 class was a result of there being 18 out of 39 Ground Parrot
location points in an area of 868 grid cells out of 6472 in the fireage class of 11
years ie. RL=P I (P + (TP x (D /TD))) = 18 I (18+(39X(868 I 6472))) = 0.77
Because the automatic decision tree model only used the fire age map there
were areas of the resultant map that were incorrectly classified as suitable
habitat for Ground Parrots. These areas occurred in unsuitable landcover such
as forest and woodland.
The results of the interactive decision tree modelling were more complex
and accurate than the automatic results because the model was forced to
consider the landcover before the fire age (Appendix 14). Four relative
likelihood (RL) classes were produced - 0, 0.2-0.4, 0.4-0.6 and 0.8-1.0 (Figure 7.4,
Figure 7.6):
(1) The zero class was a result of there being no Ground Parrot location points
in the 4.5, 8, 14.S, 16.S, 17 and >17 year fireage classes.
(2) The 0.2 to 0.4 class was a result of there being 21 out of 39 Ground Parrot
location points in an area of 3669 grid cells out of 6472 in the fireage classes of
2.5, 5.5 and 13.S years ie. RL =PI (P + (TP x (D/TD))) = 21/(21+(39X(3669/6472))) = 0.49
(3) The 0.4 to 0.6 class was a result of there being 21 out of 39 Ground Parrot
location points in an area of 3669 grid cells out of 6472 in the fireage classes of
2.5, 5.5 and 13.5 years ie. RL =PI (P + (TP x (D/TD))) = 21/(21+(39X(3669/6472))) = 0.49.
(3) The 0.8 to 1.0 class was a result of there being 18 out of 39 Ground Parrot
location points in an area of 868 grid cells out of 6472 in the fireage class of 11
years ie. RL=P I (P + (TP x (D/TD))) = 18/(18+(39X(868/6472))) = 0.77
The highest relative likelihood class in the interactive model had a higher
relative index value than in the automatic model. This was because even
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though in both models the highest relative likelihood class was determined by
the 11 year fire age class, the interactive model Was forced to examine the
landcover first. The zero class was based upon the landcover classes that did
not contain any Ground Parrot location points. Any part of the 11 year fire age
class that contained these classes was not used in the subsequent calculations.
That is, the area of 11 year fire age class used in interactive model was smaller
than the area used in the automatic model. As the area of the class is one of the
divisors, a smaller value results in a larger relative likelihood index value.
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7.4.4 Comparisons of the results of different models
7.4.4.1 Introduction
In order to compare the results of the different models, the E-RMS decision

tree classes were grouped into four classes which corresponded to the Weights
of Evidence classes (Table 7.4).
Table 7.4 Re-classification of the Decision Tree map classes
Original classes

Grouped classes

0

Unsuitable

>0-0.2

Low

>0.2-0.4
>0.4-0.6

Mode.rate

>0.6-0.8

High

>0.8-1.0

7.4.4.2 Comparison between weights of evidence model and decision tree (automatic)
model
The unsuitable area in the Weights of Evidence (WOE) map was within 15%
of the unsuitable class of the Decision Tree (Automatic) (DTA) map (Table 7.5).
The DTA did not have a low suitability class. Therefore the WOE low suitability
class was located in th~ unsuitable and moderate classes of the DTA map. There
was high correlation between the high suitability classes in both models (Table
7.5).
Table 7.5 Area cross-tabulation of the classes for Weights of Evidence and
Decision Tree (Automatic) (km2)
Total
DTA
D~{;;~iQll Ir~~

(A:utQmati{;;)
Unsuitable

4.468

1.149

0.614

0.015

6.246

Low

0.00

0.00

0.00

0.00

0.000

Moderate

0.949

4.641

5.675

0.413

11.679

High

0.00

0.00

0.522

2.261

2.782

Total (WOE)

5.417

5.791

6.811

2.689
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7.4.4.3 Comparison between weights of evidence model and decision tree (interactive)
model
All of the unsuitable area in the Weights of Evidence (WOE) map occurred
in the unsuitable area of the Decision Tree (Interactive) (DTI) map (Table 7.6).
2
Conversely though, 0.7 km and 0.9 km 2 of the unsuitable class in the DTI map
occurred in the low and moderate classes of the WOE map, respectively. This
shows that the DTI model classed more areas as unsuitable than did the WOE
model. The majority of the low suitability class in the WOE map occurred in the ·
moderate suitability class of the DTI map (Table 7.6). In the southern part of
Barren Grounds the large area classed as low suitability in the DTI map was
classed as moderate suitability in the WOE map (Figure 7.6). In the western side
of Barren Grounds a section classed as low suitability in the DTI map was
classed as moderate and high suitability in the WOE map (Figure 7.6).
These results may reflect that the WOE model takes into account the aspect
and slope while the DTI model does not (Figure 7.3 and Figure 7.6). There was a
relatively high correlation between the high suitability classes in both models
(Table 7.6).
Table 7.6 Area cross-tabulation of the classes for Weights of Evidence and
2
Decision Tree (Interactive) (km )

Df~i~iQll

Trff
(lntfra!;;th:'.fl

Unsuitable

5.417

0.712

0.896

0.244

7.269

Low

0.000

1.661

1.807

0.055

3.523

Moderate

0.000

3.419

4.108

0.373

7.9

High

0.000

0.000

0.000

2.016

2.016

Total (WOE)

5.417

5.791

6.811

2.689
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7.4.4.4 Comparison between decision tree (manual) model and decision tree (automatic)
model
Although there was only a 15% difference between the area covered in the
unsuitable class in the Decision Tree (Interactive) (DTI) map and the unsuitable
class of the Decision Tree (Automatic) (DTA) map the differences were larger
because of the overlap of classes (Table 7.7, Figure 7.7). The area common to
both was only 4.912 k1n2 out of 7.269 k1n2 in the DTI model and 6.246 km2 in the
DTA inodel. This was because the DTA did not have a low suitability class and
therefore the DTI low suitability class had to be located in the unsuitable and
inoderate classes of the DTA inap. There was high correlation between the high
suitability classes in both models (Table 7.7, Figure 7.7)
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Table 7.7 Area cross-tabulation of the classes for Decision Tree (Interactive) and
Decision Tree (Auton1atic) (km2)

Unsuitable

Decision Tree {Automatic}
Low
Moderate

Total
(DTD

I-Ii!?"h

Decision Tree
(Interactive}
Unsuitable

4.912

0.000

1.591

0.766

7.269

Low

1.334

0.000

2.189

0.000

3.527

Moderate

0.000

0.000

7.9

0.000

7.9

High

0.000

0.000

0.000

2.016

2.016

Total (DTA)

6.246

0.000

11.679

2.782
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7.5 Conclusion
The results of the E-RMS automatic inductive model were not suitable for
management of the Ground Parrot habitat. This was because the model only
used the fire age map in its calculation of suitability and therefore areas of
woodland and forest that were in the fire age classes which contained Ground
Parrots location points, were deemed to be suitable Ground Parrot habitat.
The results of the E-RMS interactive inductive model were more realistic as
the landcover was used as the first requirement for the suitability. A problem
associated with the decision tree modelling was selecting the number of
decision rules in the interactive model. Selecting a tree with too many decision
rules may provide the appearance of a very accurate tree but that accuracy may
depend on rules developed on a small number of observations (Walker 1988).
The weights of evidence gave the most complex suitability map as the
model used the landcover, fire age, slope and aspect maps. Distmct areas of low
and moderate suitability classes were a result of slope and aspect being used m
the model.
There was cm;IBiderable agreement between all models with respect to the
high suitability class. This was due to the large number of Ground Parrots that
were observed in the 11 year fire age class. Both weights of evidence model and
the decision tree models both indicated that the 11 year fire age class was the
most important factor in determining if an area was suitable habitat Ground
Parrot habitat. The difference being that the weights of evidence model also
used other maps, such as landcover, slope aspect, to determine habitat
suitability.
The major problem associated with the inductive modelling process was
obtaining a suitable learning sample. The results obtained for an inductive
model depend to a large _e xtent on the quality and the quantity of the known
locations of the dependent variable. Because of the nature of the Ground Parrot
the number of observations used in the inductive models were limited. The
results obtained may be different with a greater number of observations. If a
larger number of Ground Parrots were observed in a larger number of classes
than other variables may have been considered and weighted differently in all
of the models.
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8
Discussion and Conclusion
8.1 Introduction
The aims of this study were (1) to map heathlands, sedgeland and forests of
Barren Grounds and Budderoo; (2) apply techniques to integrate satellite data
and environmental data into a geographical information system; (3) construct
Ground Parrot habitat suitability maps using a combination of data types that
relate directly and indirectly to the factors influencing Ground Parrot
distribution; (4) to evaluate different modelling methods appropriate for the
production of habitat suitability maps; and (5) to compare the results of the
procedures used in the study. Each of these aims was successfully achieved.

8.2 Landcover mapping
The landcover was derived from Landsat Thematic Mapper data. The results
showed that the conventional image classification routines provided an
effective method of mapping vegetation. The results may be improved with
classification routines that have been developed for the mapping of continuous
phenomena such as heathland vegetation such as proposed by Foody et al.
(1992). The large grouped class of forest (open forest, tall open forest and closed
forest) was accurately mapped from both the producer's and user's point of
view. The grouped closed heath class (closed heathland and closed graminoid
heathland) was also accurately mapped. The image classification results for the
woodland was poor for both the producer's accuracy and user's accuracy. This
may be due to the labelling of woodland in this study and in the reference data.
It is not only remote sensing that has a problem with the question, where does a

woodland become an open forest and where does a closed heathland with isolated trees
become a woodland with heath understorey? The poor classification of the
sedgeland with respect to the reference data is also due to the problem of
labelling of a vegetation community in the reference map produced by the
NPWS. This was produced from non-georeferenced aerial photographs.
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8.3 Integration of data from various sources into a GIS
This study used a range of data which included elevation, slope, aspect,
drainage, fire history, landcover and Ground Parrot locations. Data for these
input layers in the GIS were derived from digitising 1:25,000 topographic maps,
digital Landsat TM classified image and surveyed data and secondary data
derived from a primary data source. The slope and aspect were derived from
the elevation data. The fire age map was derived from the fire history map
using boolean logic.

8. 4 Comparison of models
The area highly suitable for Ground Parrots as derived by the different
models showed a large range (Table 8.1). The boolean two class model and the
fuzzy sum had the highest area of high suitability. The area of high suitability
in the fuzzy sum model was due to its additive nature. That is, if a cell had a
poor rating on few criteria but good ratings on other criteria, it still received a
high score.
Table 8.1 Area of high suitability for Ground Parrot as derived by different
models (Phase 3 in Boolean 5 class model classed as high suitability)

Deductive
Boolean (binary)

23.782

30.56

12.171

58.77

Boolean (5 class)

10.798

13.87

8.970

43.31

Weighted Index Overlay (4 Class)

12.611

16.20

10.803

52.17

Weighted Index Overlay (5 Class)

11.30

14.52

9.722

46.94

Fuzzy Sum

47.54

61.08

15.24

73.59

Fuzzy Product

3.88

4.99

2.989

14.43

Fuzzy Gamma

14.52

18.66

10.746

51.89

WOE

n/a

n/a

2.689

12.98

Decision Tree (Automatic)

n/a

n/a

2.782

13.44

Decision Tree (Interactive)

n/a i

n/a

2.016

9.74

Inductive
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The fuzzy gamma and the weighted index overlay models had similar areas
of high suitability. The results of the fuzzy product model were similar to the
inductive model results because the fuzzy product model was deliberately
designed to produce small areas of high suitability.
In general the inductive models were more conservative than the deductive
models in classing an area as high suitability. That is, all of the deductive
models produced larger high suitability area in Barren Grounds than did the
Inductive models (Table 8.1).

8.5 Model results and recommendations
The study used a number of different models to determine the extent of
suitable habitat for Ground Parrots in Barren Grounds and Budderoo. The
model results show that there is a complex relationship between vegetation
structure, fire age, drainage, slope and aspect and bird populations that would
be virtually impossible to examine and determine without the use of a
geographical information system.
The two class boolean model provided a simple and quick way of
determining suitable habitat for Ground Parrots in the study area. Because of
the large area deemed suitable, the results provided little value for management
purposes.
The results of the five class boolean model reflected the fire age of the study
site but in a way that related to Ground Parrot habitat requirements. The model
used was relatively easy to implement and could be set up in either SPANS or
E-RMS.

The advantage of the weighted index overlay models was, as the name
suggests, that each input map and each class in each map was able to be
assigned a different weight based upon expert knowledge. Although the initial
determination of the weights of the maps and classes was complex in the
weighted index overlay model, the actual construction is relatively simple in a
suitable GIS, compared to manual interpretation. The weighted index overlay
also provides a means of simply updating a habitat or fire management plan as
new information becomes available or areas are burnt out of sequence due to
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wildfire as often occurs in Australia. The table of values and the map weights
could be adjusted to reflect both the new information and the judgement of an
expert.
The fuzzy logic models were found to give a wide range of results due to the
range of mathematical operations that can be used with this technique. Each of
these operations could be combined or linked to provide a more complex
operation. The fuzzy gamma model was found to be the most flexible of the
three fuzzy models tested.
The ability to easily update models and the GIS database has important
implications for management plans. The plans no longer have to be static
documents but may be updated as new information becomes available.
Although the availability of time and money is a constraint on the updating of
any management plan, it is quicker and easier to do so if the data is available in
aGIS.

8.6 Problems
Since the advent of remote sensing and GIS there have a number of papers
and books that have discussed the error component of the data and the
methods used within the software (cf. Chrisman 1987, Congalton 1988,1991 and
Openshaw 1989). Methods such as error matrixes, error propagation, statistical
significance have all been suggested as a means of determining the accuracy of
a classification. Previously error in data had been neglected or allowed for in a
subscript at the bottom of a map. Most of the vegetation, soil and landcover
mapping available today does not use methods such as error matrix to describe
the error in the map. Yet it is these data or field data that the remote sensing
and GIS community is supposed to use to determine the error in the data
derived from remote sensing and GIS methods. Therefore though the accuracy
assessment may seem low for some of the landcover classes this is actually only
a measure of agreement between the two maps.
A potential problem with the weighted index overlay method is the
determination of the weights. In this study subjective weight values were used
based upon the knowledge of the author and the literature review. A more
quantitative method that may be applied to habitat modelling is the analytic
hierarchy process (AHP). The AHP has been developed as a multicriteria
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decision process which uses a hierarchical structure to represent a decision
problem (Saaty 1987). It is designed to overcome the problems of subjectivity
and inconsistency in the application of weightings to a range of criteria (Chafer
and Wright 1994). The AHP has been successfully used in land capability
assessment (Chafer and Wright 1994)
Another point that needs to be considered is that the results of all the
models depend on the subjective judgement of the developer in determining
the appropriate class intervals.

8.7 Future Needs
Some important implications regarding the management of Ground Parrots
can be drawn from this study. Firstly, some parts of Barren Grounds with fire
age ten years and· more can support Ground Parrots and others may not.
Therefore any models used must be flexible enough to allow for the new data
which determines which areas have declining populations of Ground Parrots
and those that do not.
Secondly the habitat of a bird species must provide adequate food diversity,
adequate cover together with suitable roosting and nesting sites. Other factors
that need to be considered but were beyond the scope of this study are
minimum size of the habitat, distance from other suitable habitat, diversity of
the habitat. The average home range of an adult Ground Parrot is 5.6ha and for
a juvenile is 13.9ha. In areas where the suitable habitat is very patchy the
minimum habitat size requirements need to be considered. For example in the
five class weighted index overlay model, the high suitability class had patch
sizes that ranged from 852ha to 0.0lha although 86% of the class occurred in
patches larger than 13.9ha. It may be that the smaller "suitable" areas may in
fact be unsuitable due merely to their size. This information could be factored
into models if known.
Investigation of the temporal changes of both the vegetation and habitat
suitability is warranted. Examination of aerial photographs (June 1949 Run 7K
No. 239-7 and 239-8; August 1963 Run 4K No. 5189 and 5190; May 1984 Run 3
No. 220 and 221) showed that the amount of woodland has generally decreased
in Barren Grounds since 1949 but has fluctuated throughout that time. There
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has been a corresponding increase in heathland. Using the methodology in this
study, the change in suitable habitat could be determined and examined in
relation to past Ground Parrot studies.
The extensive number of Ground Parrot studies have provided a large body
of information regarding the bird's habitat requirements. The methods used in
this study could also be applied to other areas where Ground Parrots are
known to occur but the distribution has not been mapped (eg. Jervis Bay). They
could also be used to predict the location of suitable habitat of other rare and
endangered species. One of the problems with habitat modelling of other rare
and endangered species in Australia is the lack of information about their
habitat requirements. Conversely, where the habitat requirements are known,
there is a lack of digital data such as vegetation maps, digital elevation models,
slope and aspect that may be applied to habitat modelling. Although there is a
need to systematically obtain this information, the lack of money allocated to
obtaining these data (or full cost recovery by government departments when
the data is available) will limit the usefulness of GIS and habitat modelling in
the near future.

8.8 Conclusion
A number of conclusions may be drawn from this study:
1. Conventional image classification routines provide an effective method of
mapping vegetation with Landsat TM data although further consideration
needs to be given to improving the mapping of continuous phenomena such as
heathland vegetation
2. Data conversion and data integration are necessary in any study but are
time consuming and potentially error prone operations
3. Accuracy assessment of data depends upon the accuracy of the reference
data and the history of the data being assessed. A GIS also provides a means of
analysing data at such different levels of accuracy and scale to the extent that
the degree of accuracy and usefulness of the results may be unknown. It is
therefore important that each layer have its history and accuracy documented
and attached.
4. A GIS p~ovides a means of analysing the data in a way that would
otherwise be impossible. Because of the problems of scale, georeferencing,
complexity and feature generalisation, complex computer operations are
required.
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5. Ground Parrot habitat is primarily dependent on the vegetative landcover
but fire age, drainage, slope and aspect all impact on the habitat suitability
6. Habitat modelling provides a valuable tool for the assessment of suitable
habitat for a variety of species. Each method has advantages and disadvantages
and both the modellers and the end users need to understand the assumptions
that have been made during the development and application of the models.
As new methods are developed and improved (eg. neural networks) they
become additional tools to improve the results obtained.
7. The Ground Parrot has suffered marked reduction in its distribution over
the past 200 years. The decline is primarily due to habitat de~truction (rural and
urban development) and habitat degradation (too frequent burning,
modification of drainage patterns). The methods developed in this study
provide a tool in the management of Ground Parrot habitat that should be used
to supplement traditional management tools.
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Appendix 1
Location of Ground Control Points
Point

AMG co-ordinates
Easting

Image Co-ordinates

Northing

Pixel

Line

1

278425

6169825

148

218

2

281938

6170088

262

191

3

291650

6171725

575

88

4

287075

6171713

423

113

5

273575

6158950

47

593

6

280150

6158463

266

575

7

276825

6152450

188

786

8

273038

6154675

52

734

9

283900

6164900

355

348

10

274250

6162550

49

473

11

287250

6155560

515

632

12

294588

6163875

808

283

13

297987

6163125

924

290

14

289700

6148950

726

789

15

286700

6146125

642

896

16

286025

6144663

629

946

17

297712

6149400

988

734

Appendix2
Vegetation sample plots
Position (AMG)
1

290150 6160380

Vegetation type
Closed heathland

Quadrat
Q#l

Dominant species (in terms of cover)

Banksia paludosa, Hakea teretifolia, Leptocarpus tenax, Gymnoschoenus sphaerocephalus, Epacris
microphylla, Epacris obtusifolia

2

290340 6160360

Closed heathland

Q#2

Leptospermum juniperinum, Banksia paludosa, Melaleuca squarrosa, Gymnoschoenus
sphaerocephalus,Gleichenia dicarpa, Restio complanatus

3

290130 6159680

Fem sedgeland

Q#3

Gleichenia dicarpa, Gymnoschoenus sphaerocephalus, Leptospermum juniperinum, Melaleuca
squarrosa

4

289830 6159190

Closed heathland

Q#4

Leptospermum juniperinum, Leptospermum lanigerum, Leptocarpus tenax, Gymnoschoenus
sphaerocephalus, Hakea teretifolia

5

289890 6160090

Closed heathland

Q#5

Epacris microphylla, Leptocarpus tenax, Restio complanatus, Darwinia camptostylis, Gymnoschoenus
sphaerocephalus, Sprengelia incarnata

6

290360 6160560

Woodland

51

Eucalyptus spp. with understorey of Banksia paludosa, B. serrata, litter and bare ground

7

290080 6160940

Closed heathland

52

Banksia ericifolia, Leptospernum juniperinum, litter

8

289800 6159380

Closed heathland

53

Hakea teretifolia

9

290650 6160720

Closed graminoid

54

Gymnoschoenus sphaerocephalus, Leptocarpus tenax, Eparis microphylla, E. obtusiftlia, Banksia
paludosa, M.squarrosa

heathland
10

292800 6159690

Woodland

55

Eucalyptus dendromrpha and E. ligustrina
Banksia spaludosa, B. serrata, Leptospermum juniperinum, Leptospermum lanigerum

11

293340 6159380

Closed heathland

56

Melaleuca squarrosa, Leptospermum juniperinum
(located in drainage channel so species-poor)

12

293000 6159400

Closed heathland

57

Banksia ericifolia, Epacris microphylla, Epacris obtusiftlia, Leptospermum juniperinum, Leptospermum
lani~erum,

Baekea linifolia
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Position (AMG)
13

290290 6160320

Vegetation tvDe
Closed graminoid

Quadrat
58

heathland

Dominant species (in terms of cover)

Gymnoschoenus sphaerocephalus, Melaleuca squarrosa, Banksia paludosa, Baekea linifolia and sedges
such as Leptocarpus tenax and Restio complanatus

14

290280 6160640

Closed heathland

59

Hakea teretifolia

15

289650 6159680

Closed heathland

510

Hakea teretifolia, Leptocarpus tenax, Eparis spp.

16

289650 6159580

Closed heathland

511

Hakea teretifolia

·17

289750 6159630

Closed heathland

512

Hakea teretifolia, Epacris microphylla, Epacris obtusifolia, Banksia paludosa

18

289830 6159050

Closed graminoid

514

Gymnoschoenus sphaerocephalus, Epacris microphylla, Epacris obtusifolia, and sedges such as

heathland

Leptocarpus tenax and Restio complanatus

19

289920 6158840

Closed heathland

515

Banksia ericifolia, Hakea teretifolia, Epacris microphylla, Epacris obtusifolia, Banksia paludosa

20

288850 6158650

Low closed heathland

516

Banksia ericifolia, Hakea teretifolia, Dillwynia floribunda, Leptospermum juniperinum, Leptospermum
lanigerum

21

22

288760 6158560

288710 6158380

Mallee/Low open

517

Eucalyptus dendromrpha and E. ligustrina

woodland with heath

Epacris microphylla, Epacris obtusifolia, Banksia plaudosa and sedges such as Leptocarpus tenax

understorey

and Restio complanatus

Woodland

518

Eucalyptus spp.
Epacris spp., Banksia spp., Leptospermum juniperinum, Leptospermum lanigerum Malle spp.

23

290300 6160550

Woodland

519

Eucalyptus spp.
Melaleuca squarrosa, Banksia paludosa, Gahnia sieberana

24

290300 6160730

Woodland

520

Eucalyptus spp., B.ericifolia, Acacia sp.·
Leptospermum spp., Persoonia spp., B.paludosa, and sedges such as Leptocarpus tenax and Restio
complanatus

25

290780 6160670

Closed heathland

T#l

Leptospernum juniperinum, Melaleuca squarrosa, Epacris microphylla, Epacris obtusifolia, Dillwynnia
retorta and sedges such as Leptocarpus tenax and Restio complanatus
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Position (AMG)
26

290700 6160680

Vegetation type
Closed graminoid

Quadrat
T#2

heathland
27

290650 6160680

Closed graminoid

290620 6160670

Closed heathland

Gymnoschoenus sphaerocephalus, Banksia paludosa, Dilwynnia retorta and sedges such as
Leptocarpus tenax and Restio complanatus

T#3

heathland
28

Dominant species (in terms of cover)

Gymnoschoenus sphaerocephalus, Melaleuca squarrosa, Epacris microphylla, Epacris obtusifolia,
Leptospernum juniperinum and Gleichenia dicarpa

T#4

Melaleuca squarrosa, Baekea linifolia, Epacris microphylla, Epacris obtusifolia, Leptospernum
juniperinum and sedges such as Leptocarpus tenax and Restio complanatus

29

289270 6163480

Closed heathland

b#l

Epacris microphylla, Epacris obtusifolia, Leptospernum juniperinum, Allocasuarina nana, B. paludosa
and sedges such as Leptocarpus tenax

30

287910 6161410

Sede:eland

b#2

Leptocarpus tenax, Restio complanatus, Xanthorrhoea resinosa, G11mnoschoenus svhaerocephalus
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Appendix3
Vegetation sample plots from other vegetation surveys
Key to surveys

Position

NPWSJ&H89

Jordan and Holmes (1989)

NPWSH&J91

Hermes and Jordan (1991)

Burrough77

Burrough et al. (1977)

Vegetation type

Survey

Sample

Dominant species (in terms of cover)
Top layer

284800 6161500

Closed heathland

NPWS

BU14

Closed heathland

NPWS

Bottom/Ground

Banksia ericifolia, Hakea
dactyloides

J&H89
290200 6161000

Middle laver

BGl

J&H89

Leptospernum juniperinum,

Choriz.andra

L. lanigerum

sphaerocephalus, Gleichenia
dicarpa

290200 6160700

Closed heathland

NPWS

BG3

Banksia ericifolia

BG5

Banksia paludosa,

funcus continuus

J&H89
290200 6160400

Closed heathland

NPWS
J&H89

Leptocarpus tenax

Dillwynia floribunda,
Epacris teretifoli.a

290200 6160300

Closed heathland

Burrough77 BG14

Banksia paludosa

289800 6159100

Closed heathland

NPWS

Hakea teretifoli.a

Leptocarpus tenax

J&H89
289600 6158900

Closed heathland

Burrough77 BG12

Banksia paludosa, Hakea
teretifolia
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Position

Vegetation type

Survey

Sample

Dominant species (in terms of cover)
Top layer

292500 6158500

Closed heathland

Burrough77 BGlO

Banksia paludosa

291500 6157200

Closed heathland

Burrough77 BG9

Hakea teretifolia

290500 6156800

Closed heathland

Burrough77 BG8

Selaginella uliginora, B.

Middle layer

Bottom/ Ground

ericifolia, B. paludosa
289600 6162700

Heathland

NPWS

BU9

J&H89

Bossiaea kiamensis,

Gleichenia dicarpa

Leptospermum
attentuatum, B. paludosa

290800 6160600

Heathland

NPWS

BG7

J&H89

M. squarrosa, Epacris

Xanthorrhoea resinosa,

obtusifolia, Leucopogon

Bryum sp.

microphyllis
289500 6161800

Heathland

NPWS

BU7

Dillwynia floribunda,
Banksia paludosa (L.tenax

J&H89

ground layer). Isolated

Eucalyptus gummifera
288900 6163900

Heathland

NPWS

BUS

Banksia ericifolia, Banksia

Moss covered rocks

paludosa, Acacia suaveolens

J&H89

and isolated trees (E.

dendromorpha, E. sieberi,
E. gummifera)
277200 6160700

Heathland

NPWS
H&J91

BU26

Allocasuarina nana, B.

Sedge spp.

paludosa, Leptospermum
rotundifolium
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Position

Vegetation type

Survey

Sample

Dominant species (in terms of cover)
Top layer

288800 6163300

Closed sedgeland

NPWS

BU3

J&H89
285100 6166100

285100 6166000

Closed scrub

NPWS

wl?

J&H89

Closed scrub

NPWS

wl?

J&H89

Middle layer

Bottom/ Ground

Eucalyptus piperita,

Grevillea rivularis, Hakea

Gleichenia dicarpa

Eucalyptus sieberi

dactyloides

Eucalyptus sieberi (>35m).

Grevillea rivularis

Xanthorrhoea resinosa,
Leptocarpus tenax

CF3

CF7

Gleichenia dicarpa

Melaleuca squarrosa
(3-6m)

285400 6165900

285300 6166300

Closed scrub

NPWS

wl?

J&H89

Woodland

NPWS

CF4

CF6

Eucalyptus piperita,

Acacia terminalis, Grevillea Gleichenia dicarpa

Angophera floribunda

rivularis

Eucalyptus piperita,

Grevillea rivularis

Gleichenia dicarpa

Leptospermum

J&H89

polygalifolium
285200 6166100

Open woodland

NPWS

CFS

J&H89

290300 6160400

Open woodland

NPWS

BG4

Eucalyptus sieberi,

Leptospermum

Eucalyptus piperita, E.

polygalifolium, Banksia

gummifera

paludosa, B. spinulosa

Eucalyptus sieberi

B.

J&H89

280900 6162900

Woodland

NPWS

BU24

H&J91

paludosa, A. suaveolens,

Leptocarpus tenax,

L. rotundifolium, D.

Empodisma minus,

floribunda

Actinotus minor

Eucalyptus saligna,

Rhodamnia rubescens,

Variety of grasses and

Syncarpia glonulifera

Citriobatus pavaflorus,

fems

Acacia maidenii
287900 6162100

Woodland

NPWS
J&H89

BU13

Eucalyptus obliqua, E.
fastifitata, E. Cl/Pellocarva

Acacia longifolia

Culcita dubia, Pteridium
esculentum
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Position

289400 6159700

Vegetation type

Woodland

Survey

Sample

Burrough77 BG13

Dominant species (in terms of cover)
Top layer

Middle layer

Bottom/ Ground

Eucalyptus gummifera,

Banksia paludosa, Hakea

Leptocarpus tenax,

Eucalyptus sieberi

dactyloides, Hakea

Gleichenia dicarpa

teritifolia
284700 6158200

Woodiand

. Burrough77 BU29

Eucalyptus sieberi, E.

Banksia paludosa, Isopogen

Epacris obtusifolia, Restio

gummifera

anemonifolius

complantus, Actinotus
minor

285200 6166200

Open woodland

NPWS

CF2

Open woodland

NPWS

Grevillea rivularis

Gleichenia dicarpa

E. sieberi

J&H89
289100 6163600

Eucalyptus sp., E. piperita,

BU2

J&H89

Eucalyptus sieberi, E.

Leptospermum attenuatum, Leptocarpus tenax

gummifera

B. paludosa, Platysace
linearifolia

288600 6162500

Open woodland

NPWS

BU4

J&H89
287900 6161900

Open woodland

NPWS

Eucalyptus cypellocarpa, E. Acacia obtusifolia

Gahnia sieberana,

gummifera, E. obliqua

Lomandralongifolia

BU12

Eucalyptus dendramorpha

Banksia paludosa

Gleichenia dicarpa

BUU

Eucalyptus gummifera,

Pultenea daphnoides,

Gahnia sieberana

Eucalyptus sieberi

Acacia obtusifolia

J&H89
287600 6161700

Open woodland

NPWS
J&H89

289100 6161700

Open woodland

NPWS

BU6

Eucalyptus piperita

Open woodland

NPWS
J&H89

Amperea xiphoclada

kiamensis

J&H89
285000 6160900

· Boronia thujona, Bossiaea

BU16

Eucalyptus sieberi,

Banksia ericifolia,

Eucalyptus ~ummifera

Levtospermum flavescens

Gleichenia dicarpa
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Position

289900 6160100

Vegetation type

Open woodland

Survey

NPWS

Sample

BG2

J&H89

291700 6159200

282200 6166700

Open woodland

Open forest

Burrough77 BG11

NPWS

BU19

H&J91

Dominant species (in terms of cover)
Top layer

Middle layer

Eucalyptus gummifera,

Leptospermum attenuatum, Leptocarpus tenax

Eucalyptus sieberi,

Banksia paludosa, Hakea

E. dendromorpha

dactyloides

Eucalyptus sieberi

Banksia paludosa, lsopogen

Dillwynia spp., Epacris

anemonifolius, Persoonia

micorphylla, Actinotus

levis

minor

Bottom/ Ground

Eucalyptus sieberi,

Leptospermum attenuatum, Gonocarpus tetragynus,

E. gummifera,

L. polygalifolium

Allocasuarina liitoralis

G.teucrioides, Hibbertia
empetrifolia,Gahnia
sieberrana

285500 6166500

Open forest

NPWS

CFS

Eucalyptus piperita,

Grevillea rivularis

Callicoma serratifolia

J&H89

Gleichenia dicarpa,
Sticherus lobatus,
gonocarpus teucriodes

284200 6165700

290100 6164100

Open forest

NPWS

(on ridge)

H&J91

Open forest

NPWS

BU20

BU22

H&J91
288400 6162400

Open forest

NPWS

BU10

Open forest

NPWS
H&J91

Banksia spinulosa, Hakea

Lomanadra spp.

piperita, E. gummifera

dactyloides

20% rock

Eucalyptus Jastigata, acacia Leucopogon lanceolatis,
binervata

Tristaniopsis laurina

Eucalyptus cypellocarpa, E.

Acacia longifolia

piperita

J&H89
276700 6160600

Eucalyptus sieberi, E.

BU25

Lomanadra longifolia
Gahnia sieberana,
Lomandra longifolia,

Eucalyptus quadrangulata,

Cryptocarya glaucescens,

E. saligna

Doryphora sassafras,

leaf litter

Acmena smithii, Acacia
melanoX11lon, A. binervata
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Position

286300 159500

281400 6157600

Vegetation type

Survey

Open forest

NPWS

(on basalt)

J&H89

Open forest

NPWS

Sample

BUS

Dominant species (in terms of cover)
Top layer

Middle laver

Bottom/ Ground

Eucalyptus obliqua, E.

Lomandra longifolia

Blechnum nudum (fem)

Euodia micrococea +large

Hibertia scandens, Smilax

no. of other spp. (each

australis, Pellaea falcata

radiata, E. fastigata
BU23

Eucalyptus saligna

H&J91

small%)
284800 6161900

Tall open forest

NPWS

BU15

J&H89

Eucalyptus sieberi, E.

B.serrata, B.paludosa,

piperita

Leptospermum atenuatum,

Xanthorrea resinosa

A.longifolia
280400 6162800

Closed forest

NPWS

(disturb. site)

J&H89

BU17

Allocas.cunninghamiana,

none

Doryphora sasafrass,

Crofton weed, Bracken
fem

Tristania laurina
291100 6165400

Tall open forest

NPWS
H&J91

BU27

Eucalyptus quadrangulata,

Lantana camara

none

Acacia bineroata,
A. maidenii
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Appendix4

Class

·Maximum likelihood classification class D.N. values

MeanD.N.
83

84

Standard deviation
85

87

sd3

sd4

Minimum D.N.

sd5

sd7

83

84

Maximum D.N.
85

87

83
- -

-·.

84
- -

87

85

firel

41.7

58.5

99.9

54.2

3.4

8.5

8.7

8.1

33.0

45.0

69.0

33.0

54.0

82.0

132.0

76.0

fire2

36.0

46.2

92.5

57.0

1.2

1.8

3.5

3.0

33.0

42.0

84.0

49.0

40.0

53.0

104.0

69.0

fire3

34.2

43.7

85.5

51.4

1.2

2.0

4.7

3.8

31.0

39.0

69.0

39.0

38.0

51.0

101.0

58.0

fire4

36.9

54.3

86.9

47.l

2.0

5.9

6.0

6.7

29.0

41.0

69.0

33.0

44.0

68.0

104.0

66.0

fire5

32.9

40.5

86.4

56.1

1.0

2.1

6.9

5.6

30.0

35.0

64.0

35.0

35.0

45.0

101.0

69.0

wll

29.7

89.2

55.5

16.7

1.5

2.0

3.7

2.7

27.0

84.0

39.0

9.0

35.0

97.0

69.0

27.0

f2

29.2

85.3

61.1

18.7

1.5

4.1

3.8

2.6

25.0

74.0

50.0

11.0

36.0

95.0

75.0

30.0

. f3

27.7

83.5

50.5

15.2

1.1

3.1

5.5

2.1

24.0

71.0

34.0

9.0

33.0

96.0

73.0

24.0

f6

31.0

104.6

64.3

19.2

1.4

5.7

5.9

2.7

27.0

92.0

46.0

11.0

36.0

123.0

79.0

27.0

f7

26.6

77.2

42.6

11.5

0.9

3.4

3.0

1.1

24.0

65.0

32.0

8.0

29.0

84.0

51.0

14.0

sl

24.9

47.9

29.2

9.6

2.2

8.3

8.2

3.3

20.0

21.0

10.0

1.0

34.0

66.0

51.0

19.0

f8

29.5

86.3

57.3

16.6

1.5

5.9

3.3

2.1

26.0

75.0

50.0

11.0

35.0

97.0

68.0

23.0

cf1

30.3

111.2

60.5

16.3

1.9

8.0

5.2

2.3

24.0

95.0

39.0

11.0

38.0

137.0

77.0

26.0

£13

28.3

78.3

50.3

14.7

1.1

1.7

1.9

1.3

25.0

73.0

45.0

11.0

32.0

82.0

55.0

19.0

f14

27.9

100.7

56.2

15.5

1.0

3.9

4.4

2.1

25.0

92.0

42.0

10.0

31.0

115.0

71.0

24.0

cf2

28.3

90.8

48.6

13.5

1.8

4.8

3.6

1.7

24.0

75.0

38.0

8.0

37.0

109.0

58.0

19.0

flO

26.4

66.8

37.l

10.9

1.3

5.2

4.1

1.6

22.0

56.0

23.0

5.0

31.0

81.0

48.0

16.0

£16

30.0

79.6

51.9

16.4

1.3

3.2

1.7

1.6

23.0

59.0

47.0

10.0

35.0

95.0

59.0

21.0
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Class

MeanD.N.
B3

Standard deviation

BS

B4

B7

sd3

sd4

Minimum D.N.

sdS-

sd7
-- -

- -

B3

Maximum D.N.

BS

B4

B7

BS

84

B3

B7

f4

28.1

72.l

48.6

14.S

1.3

S.6

3.6

l.S

24.0

S4.0

36.0

8.0

31.0

83.0

S8.0

19.0

fS

28.S

71.2

so.s

17.0

1.6

2.8

2.7

1.5

22.0

60.0

41.0

11.0

32.0

78.0

S6.0

22.0

f9

28.7

74.8

S6.8

19.l

0.9

1.9

3.0

2.0

25.0

67.0

47.0

10.0

32.0

80.0

66.0

27.0

fl1

28.7

72.l

47.6

14.8

1.3

2.3

2.7

1.1

2S.O

63.0

39.0

11.0

33.0

77.0

S4.0

18.0

f12

32.l

77.6

63.7

21.8

1.4

2.1

S.2

2.4

27.0

70.0

43.0

16.0

37.0

89.0

89.0

34.0

flS

32.0

80.0

67.4

22.6

1.0

1.9

3.0

1.6

30.0

76.0

61.0

18.0

34.0

86.0

76.0

26.0

f17

32.3

80.S

60.9

20.9

0.9

S.3

3.7

2.1

30.0

68.0

49.0

14.0

3S.O

96.0

72.0

29.0

f18

30.9

77.4

S6.7

18.4

1.8

1.8

2.4

1.6

26.0

72.0

S2.0

lS.0

41.0

83.0

71.0

27.0

owll

29.6

68.l

S7.2

19.8

l.S

2.3

3.3

1.7

2S.O

60.0

47.0

14.0

3S.O

73.0

67.0

2S.O

owl2

30.9

70.9

S8.9

20.S

0.7

1.2

3.1

2.0

29.0

67.0

Sl.O

15.0

32.0

74.0

66.0

26.0

hl

31.6

68.0

63.0

20.9

1.3

2.4

2.3

1.0

28.0

S4.0

Sl.O

17.0

37.0

7S.O

70.0

26.0

h2

32.7

70.0

62.3

21.9

0.8

1.6

2.6

2.0

31.0

67.0

S2.0

lS.O

3S.0

76.0

68.0

27.0

h6

32.0

66.8

67.1

24.8

0.9

1.6

1.7

1.3

30.0

63.0

63.0

20.0

3S.O

70.0

71.0

30.0

hlS

31.4

73.7

62.3

20.7

0.9

1.4

2.7

1.4

29.0

71.0

ss.o

16.0

33.0

78.0

69.0

24.0

h3

32.7

6S.8

64.8

23.3

0.7

0.7

1.9

1.4

31.0

64.0

S9.0

18.0

3S.O

68.0

70.0

28.0

h4

30.9

64.6

63.6

23.1

1.2

2.1

2.5

3.1

27.0

S3.0

S4.0

14.0

36.0

72.0

74.0

37.0

hS

32.0

62.l

63.3

22.2

2.0

2.2

4.2

2.5

2S.O

S4.0

so.o

14.0

37.0

67.0

7S.O

29.0

hlO

33.1

67.1

68.4

23.6

0.6

1.4

1.4

0.7

32.0

63.0

6S.O

21.0

3S.O

69.0

72.0

2S.O

h16

32.2

63.7 .

60.6

22.2

1.4

3.9

5.3

1.2

27.0

48.0

46.0

18.0

37.0

78.0

74.0

26.0

167

Class

MeanD.N.
B3

Standard deviation

BS

B4

B7

sd3

sd4

Maximum D.N.

Minimum D.N.

sdS

sd7

B3

BS

B4

B7

BS-

84

B3

87
-

-

h7

32.4

70.4

69.5

24.7

1.0

0.8

2.9

2.0

29.0

69.0

64.0

18.0

35.0

72.0

78.0

31.0

h8

33.0

74.l

71.6

25.2

1.2

2.5

4.0

1.6

28.0

65.0

60.0

21.0

37.0

85.0

88.0

32.0

h9

32.9

69.l

72.1

27.3

1.3

2.8

2.8

2.3

28.0

52.0

64.0

20.0

36.0

79.0

84.0

36.0

hll

32.8

61.6

69.7

25.6

1.1

1.8

2.8

1.4

29.0

55.0

60.0

22.0

36.0

65.0

81.0

33.0

h12

32.3

63.0

70.8

27.0

1.0

1.4

1.8

2.1

30.0

57.0

67.0

22.0

36.0

65.0

77.0

35.0

h13

35.S

70.2

79.9

30.1

1.2

3.6

3.1

1.9

33.0

57.0

71.0

25.0

40.0

81.0

90.0

36.0

h17

32.4

65.8

74.2

27.4

1.0

1.6

2.7

2.0

28.0

61.0

66.0

23.0

36.0

72.0

86.0

37.0

h18

33.4

63.7

76.9

29.3

0.7

3.6

2.4

1.9

32.0

50.0

67.0

25.0

36.0

73.0

86.0

36.0

dl

33.9

86.5

79.7

28.1

1.6

7.2

S.l

2.8

26.0

74.0

66.0

21.0

40.0

114.0

98.0

40.0

s2

34.0

62.8

88.7

34.8

2.2

8.2

6.5

4.0

27.0

43.0

70.0

25.0

38.0

76.0

105.0

46.0

h14

34.7

62.9

83.0

32.2

1.4

2.0

2.4

1.9

30.0

ss.o

78.0

28.0

39.0

67.0

92.0

38.0

d2

43.0

99.4

108.9

41.7

4.9

5.2

21.1

9.9

33.0

89.0

62.0

19.0

57.0

114.0

lSS.O

65.0

rl

40.3

70.2

80.3

34.3

4.8

4.2

11.0

6.9

26.0

S2.0

37.0

10.0

63.0

84.0

127.0

63.0
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Appendix 5
Direct Observation Census Sheet (based upon the sample supplied in Byrant
1991)

Name

Date

Location (description) ......................................................................................... .

··································································································································
··································································································································
Location:
Easting (6 digits) ............................... Northing (7 digits) ..................................... .

Observations (circle one)
Cloud cover

100%

75%

50%

25%

Wind speed

gales

windy

breezy

still

Rain

heavy

light

mist

no rain

Temperature

...............................

clear

Vegetation (circle one)
Type

shrubland

heathland

Density

difficult to walk medium

heath-sedgelandsedgleand
light

open

Average vegetation height (metres) ................................ .
Any other descriptive features ...................................................................................................... .

Details of Sighting (indicate number of birds and time of day sighted)

···························································································································································
..........................................................................................................................................................
.............................................................................................................................................................
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Appendix 6
Listening Census Sheet (based upon the sample supplied in Byrant 1991)
Date
Location

0.b:Zfn'.5!.llQil:Z (circle one)

Cloud cover

100%

75%

50%

25%

Wind speed

gales

windy

breezy

still

Rain

heavy

light

mist

no rain

Temperature

...............................

clear

Directions: Indicate the location of every call on a circle with a cross X. Indicate North of any
identifying features of the site on the circle

Estimate of number of individual birds heard

Time of first call .............. .

Estimate of hearing range (metres)

Time of last call ............... .
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Appendix 7
Conversion of D.N. values to classes for slope and aspect

1. Slope
Slope class

O:N.

O:N.

lQl:Y:fr limit

y:p:pfr limit

1

Very gentle

(0 to 3_)

0

8

2

Gentle

(>3 to 5_)

9

14

3

Inclined

(>5 to 9_)

15

25

4

Gently sloped

(>9to14_)

26

39

5

Sloping

(>14 to 19_)

40

56

6

Moderate slope

(>19 to 24_)

57

67

7

Steep

(>24 to 30_)

68

84

8

Very steep

(>30 to 45_)

85

127

9

Cliff

(>45 to 70_)

128

197

10

Sheer

198

254

>70-

2. Aspect
A:z:p!i:~t ~la:z:z
lQ~fI

.IU:i

I1N.

limit

:JJ.:P:P!i:I limit

1

Flat

(-)

255

255

2

North

(>337.5 to 22.5_)

239

254

0

15

3

NE

(>22.5 to 67.5_)

16

47

4

East

(>67.5 to 112.5_)

48

79

5

SE

(>112.5 to 157.5_)

80

111

6

South

(>157.5 to 202.5_)

112

142

7

SW

(>202.5 to 247.5_)

143

174

8

West

(>247.5 to 292.5_)

175

206

9

NW

>292.5 to 337.5_

207

238
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Appendix 8
Location of Ground Parrots observed or heard in Barren Ground Nature
Reserve (pers. obs., Jack Baker pers comm.)

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34

35
36
37
38
39

Easting

Northing

289260
289600
289660
291020
291460
292100
292300
292380
291090
291000
292360
292380
292400
292400
292380
290000
290150
289900
289600
289680
289700
290040
290000
290120
290220
289900
289980
290080
290100
290160
290140
290180
290140
290500
290800
292660
292640
292780
292780

6158940
6159060
6159260
6157140
6157100
6157700
6157920
6157960
6159080
6159300
6158140
6158140
6158200
6158440
6159200
6159500
6159570
6159820
6160200
6160260
6160500
6160300
6160360
6160360
6160280
6160460
6160400
6160400
6160400
6160380
6160420
6160440
6160660
6160410
6160640
6159480
6159700
6159720
6159760
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Appendix9
Elevation of Barren Grounds N.R. and Budderoo N.P.
Elevation a.s.l. Barren Grounds N.R.
(metres)

ha

Budderoo N.P.

%

ha

%

101-200

0

0

32

0.5

201-300

18

0.9

231

3.9

301-400

72

3.4

423

7.2

401-500

200

9.6

757

12.9

501-520

53

2.5

209

3.6

521-540

67

3.2

321

5.5

541-560

104

5.0

1078

18.3

561-580

193

9.2

1315

22.4

581-600

449

21.5

983

16.7

601-620

559

26.7

215

3.7

621-640

338

16.2

154

2.6

641-660

38

1.8

123

2.1

661-680

0

0.0

24

0.4

681-700

0

0.0

10

0.2

701-720

0

0.0

2

0.0

Appendix 10
Slope of Barren Grounds N.R. and Budderoo N.P.
Slope

Barren Grounds N.R.

Budderoo N.P.
ha

ha

%

0-3

710

34.3

2440

42.7

>3-5

160

7.7

340

6.0

>5-9

241

11.6

471

8.2

>9-14

446

21.6

917

16.1

>14-19.

150

7.2

370

6.5

>19-24

75

3.6

203

3.5

>24-30

109

5.3

362

6.3

>30-45

137

6.6

516

9.0

>45-70

44

2.1

93

1.6

0

0.0

0

0.0

(degrees)

>70

%
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Appendix 11
Equations used in SPANS models
E #Bl Boolean
: At current location, determine if condition for each input map is satisfied
Bl = {1 if class (SLOPE) <5,0};
B2 = {l if class (DRAINAGE) <2,0};
B3 = {1 if class (NATVEG) >4,0};
B4 = {1 if class (FIREAGE) >1,0};
: Combine conditions with Boolean "AND" operators
BOOLEAN = Bl AND B2 AND B3 AND B4;
: Map result as a binary 2-class map (unsuitable and suitable)
RESUL T(BOOLEAN)

E #B2 Multiple Class Boolean map
:Determine criteria for landcover, slope and drainage
A= {1 if class (SLOPE) <5 and class (DRAINAGE) <2 and class (NATVEG) >4,0};
: At current location, determine if condition for each input map is satisfied
Bl = {l if A ==0, 2 if A ==1 and class (FIREAGE) <l, 3 if A ==1 and class (FIREAGE) >0
and class (FIREAGE) <3, 4 if A ==1 and class (FIREAGE) >2 and class (FIREAGE) <7, 5 if A ==1
and class (FIREAGE) >6,0};
: Rename Bl
BOOLEANM = Bl;
: Map result as a 5-class map based upon modified version of Jordon (1991)
RESULT(BOOLEANM)

E #IO Index Overlay
: Add the weights together, for use in normalisation
SUMW = 1+1+1+4+3;
: At current location, determine the class score from the table and multiply by the map weight
I1 = 1 * table('SLOPE',Class(SLOPE),'index');
I2 = 1 * table('ASPECT',Class(ASPECT),'index');
I3 = 1 * table('DRAINAGE',Class(DRAINAGE),'index');
I4 = 4 * table('NATVEG',Class(NATVEG),'index');
IS = 3 * table('FIREAGE',Class(FIREAGE),'index');
: Calculate normalised score
I= (Il+I2+I3+I4+IS)/SUMW;
: Linear stretch of the results so the values lie between 1 and 10
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IO= 5 * I-4
: Check for presence of negative scores
NEG = MIN(l1,I2,I3,I4,IS);
: Set output to zero if any score is negative
IO= {0 if NEG < 0, IO};
: Reclassify results
INDEX 4= {l if IO ==0, 2 if IO >0 and IO <=4, 3 if IO >4 and IO <=7, 4 if IO >7,0};
:New map
RESULT(INDEX4)

E ioS Index Overlay (5 class)
: Add the weights together, for use in normalisation
SUMW = 1+1+1+4+3;
: At current location, determine the class score from the table and multiply by the map weight
11=1 * table('SLOPE',Class(SLOPE),'index');
I2 = 1 * table('ASPECT',Class(ASPECT),'index');
I3 = 1 * table('DRAINAGE',Class(DRAINAGE),'index');
I4 = 4 * table('LANDCOVF',Class(LANDCOVF),'index');
IS = 3 * table('FIREAGE',Class(FIREAGE),'index');
: Calculate normalised score
I= (11+I2+I3+I4+IS)/SUMW;
:Stretch the values between 1 and 10
IO= l.667*I-0.667;
: Check for presence of negative scores
NEG = MIN(l1,12,I3,I4,IS);
: Set output to zero if any score is negative
IO= {O if NEG < 0, IO};
:Reclassify results
INDEXS = {l if IO ==0, 2 if IO >0 and IO <=2, 3 if IO >2 and IO <=2.5, 4 if IO >2.5 and
IO <=3.2, 5 if IO >3.2,0};
:New map
RESULT(INDEXS);

E #Fl Fuzzy Logic - Product
: At current location, lookup fuzzy membership values for each input map
Fl = table('SLOPE',Class(SLOPE),'fuzzy');
F2 = table('ASPECT',Class(ASPECT),'fuzzy');
F3 = table('DRAINAGE',Class(DRAINAGE),'fuzzy');
F4 = table('NATVEG',Class(NATVEG),'fuzzy');
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F5 = table('FIREAGE',Class(FIREAGE),'fuzzy');
: Calculate algebraic product
PR= Fl *F2*F3*F4*F5;
:Classify results
FUZZYP= {l if PR ==0, 2 if PR >0 and PR <=0.25, 3 if PR >0.25 and PR <=0.5, 4 if PR >0.5};
RESUL T(FUZ2YP)

E #F2 Fuzzy Logic - Gamma
:Type input value of Gamma from keyboard
"Value of Gamma?"
GM=INPUT;
: At current location, lookup fuzzy membership values for each input map
Fl = table('SLOPE',Class(SLOPE),'fuzzy');
F2 = table('ASPECT',Class(ASPECT),'fuzzy'); .
F3 = table('DRAINAGE',Class(DRAINAGE),'fuzzy');
F4 = table('NATVEG',Class(NATVEG),'fuzzy');
F5 = table('FIREAGE',Class(FIREAGE),'fuzzy');
:Calculate algebraic product
PR= Fl *F2*F3*F4*F5;
:Calculate algebraic sum
SM= l-{(l-Fl)*(l-F2)*(1-F3)*(1-F4)*(1-F5));
:Apply Gamma operator based upon the formula GA= (SM"GM)*(PR"(l-GM))
GA= (pow (SM,GM))*(pow(PR,1-GM));
:Classify results
FUZZYG= {1 if GA ==0, 2 if GA >0 and GA <=0.25, 3 if GA >0.25 and GA <=0.5, 4 if GA
>0.5 };
RESUL T(FUZ2YG)
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Appendix 12
Weights of Evidence Modelling
Area of Barren Grounds and Budderoo:

77.8277km2

Area of study site (Barren Grounds only) :

20.7091 km2

Area of unit cell:

0.0004 km2

Total number of Ground Parrots observed in Barren Grounds:
'1
I
1

•

Bmarymap

Disturbed
i

Total area

BG area

BG area

(km2)

(km2)

(%)

No. of

39.0

Used

W+

W-

GP on inWoE
deposit

(v/n)

0.9364

0.1004

0.48%

0

n

Forest

23.3537

4.4918

21.69%

0

n

Woodland

10.3215

2.6771

12.93%

0

n

Cl .heathland

15.3421

5.6245

27.16%

16

y

0.4129

-0.2113 0.6242

CL gr.heath

18.5964

6.6125

31.93%

18

y

0.3688

-0.2346 0.6034

9.2764

1.2027

5.81%

5

y

0.7928

-0.0774 0.8702

Fire 2.Syr

2.3711

2.3711

11.45%

2

y

-0.8036

Fire 4.Syr

0.0132

0.0116

0.06%

0

n

Fire 5.Syr

5.0182

5.0182

24.23%

10

y

Fire 8yr

2.1563

0.0000

0.00%

0

n

Fire llyr

2.7843

2.7823

13.44%

26

Fire 13.5 yr

4.2898

4.2898

20.71%

fire 14.S yr

1.5599

1.5599

Fire 16.Syr

0.0976

Fire 17yr

' Sedgeland

c

I

,

0.0690 -0.8726

0.0566

-0.0188 0.0754

y

1.6048

-0.9548 2.5596

11

y

0.3089

-0.0993 0.4082

7.53%

0

n

0.0396

0.19%

0

n

12.0883

0.0000

0.00%

0

n

Fire 17+yr

47.4471

4.6346

22.38%

0

n

Slope0~

0

31.4898

7.0957

34.26%

22

y

0.4991

-0.4111 0.9102

Slope3~

0

5.0014

1.5999

7.73%

6

y

0.6896

-0.0867 0.7763

Slope5~9°

7.1169

2.4063

11.62%

3

y

-0.4127

0.0435 -0.4562

Slope 9~14°

13.6346

4.4630

21.55%

8

y

-0.0494

0.0132 -0.0626

Slope 14Q0°

5.1978

1.4983

7.23% .

0

n

Slope 20Q4°

2.7803

0.7536

3.64%

0

n

Slope24~0°

4.7086

1.0900

5.26%

0

n

Slope30~5°

6.5217

1.3659

6.60%

0

n

Slope 45~70°

1.3699

0.4364

2.11%

0

n

Slope 70°+

0.0016

0.0000

0.00%

0

n

76.60421

20.3745

98.38%

37

n

Not drainage
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:

Binary map

Drainage

Total area

BG area

BG area

(km2)

(km2)

(%)

No. of

Used

W+

W-

c

GP on inWoE
deposit

(y/n)

1.2234:

0.3346

1.62%

2

n

23.6697:

4.7082

22.73%

16

y

0.5909

-0.2703 0.8612

Aspect north

4.4306

1.3859

6.69%

2

y

-0.2664

0.0166 -0.283

Aspect NE

3.6550

1.3599

6.57%

31

y

0.1583

-0.0121 0.1704

Aspect east

4.9134

1.3655

6.59%

1

y

-0.9450

0.0423 -0.9873

Aspect SE

8.6932

1.8875

9.11%

0

n

Aspect south

7.0537

2.4615

11.89%

0

n

Aspect SW

8.8464

2.5563

12.34%

0

n

Aspect west

8.0784

2.4407

11.79%

6

y

0.2667

-0.0417 0.3084

Aspect NW

8.4872

2.5435

12.28%

11

Vi

0.8323

-0.2005 1.0328

Aspect flat

l

I
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Appendix 13
E-RMS Decision Tree for Inductive Modelling (Automatic splitting)
Training data option:

Present vs Domain

Present Variable:

Ground Parrot observations

Category:
Domain variable:
Category

Observed/heard
Study area
Barren Grounds Nature Reserve

Ordered predictors:

none

Unordered predictors:

Landcover, Fire Age, Slope, Aspect

Cutponts:

0.00, 0.20, 0.40, 0.60, 0.80, 1.00

Stopping criterion:

0.05

Splitting mode:

Automatic

(Present = 39, Domain= 6472)
Fire Age (Significance = 0.0006)

-

2.5 yr

5.5 yr
13.5 yr
(Present = 21, Domain = 3669)

0.4 - 0.6

-

4.Syr
8 yr
14.5 yr
16.5 yr
17yr
>17yr
(Present= 0, Domain =1935)

0.0-0.0

11 yr
(Present= 18, Domain =868)

0.6-0.8
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Appendix 14
E-RMS Decision Tree for Inductive Modelling (Interactive splitting)
Training data option:

Present vs Domain

Present Variable/ category:

Ground Parrot observations I Observed/heard

Domain variable I category:

Study area/Barren Grounds Nature Reserve

Ordered predictors:

none

Unordered predictors:

Landcover, Fire Age, Slope, Aspect

Cutponts:

0.00, 0.20, 0.40, 0.60, 0.80, 1.00

Stopping criterion:

0.05

Splitting mode:

Interactive

(Present = 39, Domain= 6472)

I
Landcover (Significance = 0.0000)
-

Disturbed
Forest
Woodland
(Present= 0, Domain= 2261)

I
0.0 - 0.0
-

Closed heathland
Closed graminoid heathland
Sedgeland
(Present= 39, Domain= 4211)

I
Fire Age (Significance = ~ . 0006)
I

1_

2.5yr
4.5 yr
8 yr
14.5 yr
16.5 yr
17yr
>17yr
(Present= 2, Domain= 1105)

0.2-0.4

5.5 yr
13.5 yr
(Present= 19, Domain= 2473)

0.4 - 0.6

-

llyr
(Present = 18, Domain = 633)

0.8 -1.0

