This paper initiates a study on the problem of computing the difference between the metric dimension and the determining number of graphs. We provide new proofs and results on the determining number of trees and Cartesian products of graphs and establish some lower bounds on the difference between the two parameters.
Introduction
Let G be a connected graph 1 . A set of vertices S is a determining set of a graph G if every automorphism of G is uniquely determined by its action on S. The determining number is the smallest size of a determining set.
Determining sets of connected graphs were introduced by Boutin in [7] , where ways of finding and verifying determining sets are described. The author also gives natural lower bounds on the determining number of some graphs, developing a complete study on Kneser graphs. Concretely, tight bounds for their determining numbers are obtained and all Kneser graphs with determining number 2, 3 or 4 are provided. Recently, Boutin [9] has developed a study on the determining number of Cartesian products of graphs, paying special attention to powers of prime connected graphs. Moreover, she computes the determining number of the hypercube Q n .
Independently, Erwin and Harary [15] defined an equivalent set and an equivalent number that they called the fixing set and the fixing number, respectively. They determined the fixing number of a tree, and found necessary and sufficient conditions for a tree to have fixing number 1. Furthermore, recent papers from Albertson, Boutin, Collins, Klavžar and
Definitions and tools
An automorphism of G, f : G → G, is a bijective mapping on V (G) such that f (u)f (v) ∈ E(G) ⇐⇒ uv ∈ E(G).
As usual Aut(G) denotes the automorphism group of G.
The ideas of determining set and resolving set have already been introduced in the previous section. The following are the precise and more technical definitions provided in [7] and [18, 28] (see also [12, 21, 25] ).
Definition 1. [7] A subset S ⊆ V (G) is said to be a determining set of G if whenever g, h ∈ Aut(G) so that g(s) = h(s) for all s ∈ S, then g(v) = h(v) for all v ∈ V (G).

The smallest size of a determining set of G, denoted by Det(G), is called the determining number of G.
An equivalent definition of determining set is provided by Boutin in [7] by using the concept of pointwise stabilizer of S as follows. For any S ⊆ V (G),
Proposition 1. [7] S ⊆ V (G) is a determining set of G if and only if Stab(S) = {id}.
We also recall from [7] some simple examples of graphs in which the determining number has been computed. A leaf is a minimum determining set of a path P n and so Det(P n ) = 1. Any pair of non-antipodal vertices is a determining set of a cycle, thus Det(C n ) = 2. A minimum determining set of the complete graph K n is any set containing all but one vertex, and hence Det(K n ) = n−1. The determining number of the multipartite complete graph K n 1 ,n 2 ,...,n s can be also easily computed, Det(K n 1 ,n 2 ,...,ns ) = (n 1 + n 2 + · · · + n s ) − s since a minimum determining set contains n j − 1 vertices of each of the s classes.
Observe that every graph has a determining set. It suffices to consider any set containing all but one vertex. Thus, 1 ≤ Det(G) ≤ |V (G)| − 1 and both bounds are tight, since as it was said before Det(P n ) = 1 and Det(K n ) = n − 1.
At some points of this paper, we will use the terminology followed by Erwing and Harary in [15] . Let S 1 be the trivial group in Aut(G). For every v ∈ V (G), the set {φ(v) : φ ∈ Aut(G)} is the orbit of v under Aut(G). An automorphism φ fixes a vertex v if φ(v) = v. The set of automorphisms that fix v is a subgroup of Aut(G) called the stabilizer of v, and denoted by Aut(G) v (G). An automorphism φ fixes the set S ⊆ V (G) if for every v ∈ S, φ(v) = v. If S is a set of vertices for which Aut(G) S (G) = S 1 then S is a fixing set of G. The minimum cardinality of a fixing set is the fixing number of G. In fact, the fixing number was introduced by Harary in [17] , and clearly fixing sets and determining sets are equivalent concepts.
The metric dimension or location number is formally defined as follows.
Definition 2. [18, 28] A set of vertices S resolves a graph G if every vertex of G is uniquely determined by its vector of distances to the vertices in
is the minimum cardinality of a resolving set of G.
The following result was independently proved by Boutin [7] , and Erwing and Harary (Lemma 2 in [15] using fixing sets instead of determining sets).
Given a graph G of order n, the set of all its vertices but one is both a resolving set and a determining set. Moreover, every graph G has both a minimum resolving set and a minimum determining set. Thus,
There are many examples where both parameters are equal. For any graph G of order n, it is clear that 0 ≤ β(G)−Det(G) ≤ n−2. In order to determine whether β(G)−Det(G) can be arbitrarily large, we first compute the determining number of some specific families of graphs in which the metric dimension is known. More concretely, the two following sections are devoted to study these two parameters, and the difference between them for trees and for Cartesian products of graphs. Throughout this paper, β(G) − Det(G) will be considered as a function on the order of G, denoted by n = |V (G)|.
Trees
In this section, we focus on computing determining sets and metric basis of trees, comparing the determining number and the metric dimension, and providing bounds on the difference between the two parameters.
A vertex v of a graph G is a determining vertex if there exists a minimum determining set S ⊆ V (G) so that v ∈ S. It is clear that any minimum determining set of G only contains determining vertices. Thus, throughout this section we will distinguish between determining vertices and non-determining vertices in the sense of being necessary to determine the action of an automorphism of G.
Let T be a n-vertex tree, n ≥ 2. Assume, unless otherwise stated, that T is not the path P n . Clearly, Det(P n ) = 1 and most of the results proved in this section are trivial in that case.
The results that follow use the following definitions and notations recalled from [21] . Let v be a fixed vertex of V (T ). A partition of E(T ) into equivalence classes is obtained by the following equivalence relation: e 1 ≡ v e 2 if and only if there is a path in T containing e 1 and e 2 that does not have v as an internal vertex.
The subgraphs induced by the edges of the equivalence classes of E(T ) are called the bridges of T relative to v. The legs at v are the bridges of T relative to v which are paths (see Figure 1(a) ). The number of legs at v is denoted by v .
We next provide a necessary condition for being a determining vertex.
be a minimum determining set of T and |S| > 1. For every vertex u ∈ S it holds that, Proof. Since Det(T ) = |S| > 1 then we can assume that there exist both determining vertices and non-determining vertices in T . Moreover, T is not a path which implies that
Consider now a vertex u ∈ S which is not a leaf. Suppose on the contrary that u > 1. Assume first that all the legs at u have different length. Obviously, no automorphism f ∈ Aut(T ) can interchange two of those legs. Thus, u is not a necessary vertex to determine the action of any f on the legs at u, which leads to a contradiction since S is minimum.
Suppose now that there exist two legs at u with the same length. We denote the two legs by l 1 = (u, v 1 , v 2 , . . . , v k ) and l 2 = (u, w 1 , w 2 , . . . , w k ) where v i , w i ∈ V (T ). Clearly, there exists f ∈ Aut(T ) such that f (u) = u and f (v i ) = w i for all i = 1, . . . , k. Hence, u is not a determining vertex. Since S is minimum, then u / ∈ S and the desired contradiction is again obtained.
Note that any set containing all but one leaf is a determining set of T . The following result states that a minimum determining set can also be obtained by only using leaves. This result has been independently established by Erwing and Harary (Theorem 29 in [15] using fixing sets instead of determining sets).
Lemma 2. For every tree T , there exists a minimum determining set of T formed by leaves.
Proof. Let S be a minimum determining set of T . Suppose that there exists u ∈ S whose degree is greater than 1. We can assume that Det(T ) > 1, since the case Det(T ) = 1 is obvious. Thus, by Lemma 1 we have that u = 1. Observe that this condition implies that there are some subtrees hanging from u, which are not legs, and that there exists exactly one leg at u (see Figure 1(b) ). Hence the vertex u can be replaced by the leaf of the leg, denoted by v. For every f ∈ Aut(T ) we have that f (u) = u if and only if f (v) = v. The result holds by following the same procedure for every u ∈ S that is not a leaf.
Lemma 2 provides the key tool to obtain the following properties of Det(T ). 3. Given n, k ∈ N with 1 ≤ k ≤ n − 2 and k = n − 3, there exists a tree T with n vertices such that Det(T ) = k.
4. There exists a tree T with n vertices so that Det(T ) = n − 3 if and only if n = 4.
Proof. The four statements are proved one by one.
1. Obviously, Det(T ) ≥ 1 and any subset of V (T ) containing all but one vertex is a determining set of T , that is, Det(T ) ≤ n − 1. Furthermore, T contains at most n − 1 leaves which implies, by Lemma 2, that the size of a determining set of T is at most n − 2. Hence, 1 ≤ Det(T ) ≤ n − 2 and both bounds are tight. A path and a star are two trees with determining numbers 1 and n − 2, respectively.
(⇐=) First suppose that T is either a path, or it has at most one vertex with exactly two isomorphic legs. For each vertex v ∈ V (T )
, compute the number of isomorphic legs at v. By hypothesis this number is either 0 or 2. If v has non-isomorphic legs then these legs do not contain determining vertices. Otherwise, there is a determining vertex at exactly one of the two isomorphic legs at v. Since this last situation occurs at most once, then T has at most one determining vertex. Hence Det(T ) = 1.
(=⇒) Assume now that Det(T ) = 1 and T is not a path (otherwise the result holds trivially). Clearly, T has at most one determining vertex which implies that there are at most two isomorphic legs at such vertex. Figure 2 illustrates two instances of trees with determining numbers 1 and 2, respectively.
Figure 2: (a) A tree T with Det(T ) = 1 and two legs at v with the same length, (b) a tree T with Det(T ) = 2, and two vertices which have two legs with the same length. The set of squared vertices is a determining set.
3. Consider now n, k ∈ N with 1 ≤ k ≤ n− 2, and k = n −3. Figure 3 shows two groups of leaves, denoted by {u 1 , . . . , u n 1 } and {v 1 , . . . , v n 2 } with n 1 + n 2 = k + 2, hanging from a path P n−k−2 . Clearly, the set {u 1 , . . . , u n 1 −1 , v 1 , . . . , v n 2 −1 } is a minimum determining set of that tree. Hence its determining number is
Figure 3: A tree with determining number n 1 + n 2 − 2 formed by two groups of leaves hanging from the endpoints of a path.
(⇐=)
When n = 4, the result holds by considering the path P 4 .
(=⇒) Suppose now on the contrary that there exists a tree T with n = 4 vertices so that Det(T ) = n − 3. Thus, there is a minimum determining set of size n − 3. Moreover, Lemma 2 implies that this minimum set is formed by leaves. Hence T has at least n−2 leaves, which leads to the trees illustrated in Figure 4 . The contradiction follows from the determining numbers of those graphs. Figure 4 (a) shows a tree with determining number n − 4, and the star ( Figure 4 (b)) has determining number n − 2.
Therefore, the theorem follows. A result related to item 2 in Theorem 1 is given by Erwing and Harary in [15] , in terms of orbits, as follows: Let G be a nonidentity graph. Then Det(G) = 1 if and only if G has an orbit of cardinality | Aut(G)|.
Algorithmic study
In [21] Khuller et al. show a linear time algorithm for computing the metric dimension of a tree T , which consists on computing v for each vertex. If v > 1 then ( v − 1) landmarks are placed on all but one of the leaves associated with the legs at v. Otherwise, they place no landmarks. A metric basis of T is formed by those leaves on which we have placed landmarks. Thus, β(T ) is given by the following formula.
Theorem 2. [21] Let T be a tree which is not a path. Then
Since any metric basis is a determining set, the question is how many of the leaves which belong to the metric basis, are not necessary in order to obtain a minimum determining set. Thus, we design an algorithm which computes all the minimum determining sets formed by leaves, and whose original sets are metric basis (also formed by leaves). It also provides the two values Det(T ) and β(T ).
Recall first that the center of a graph is the subgraph induced by the vertices of minimum eccentricity. The center of a tree is either one vertex v 0 or one edge v 1 v 2 (see [20, 29] ). In the first case, v 0 is the best candidate for being the root of T in order to compute the determining number. Indeed, T can be viewed as a structure formed by the subtrees hanging from v 0 verifying that, the possible isomorphic structures at T are either the subtrees hanging from v 0 , or they are contained in one subtree hanging from v 0 .
Procedure: Minimum-Determining-Set-Tree Input: V (T ), E(T ). Output: A minimum determining set of T formed by leaves, and the value Det(T ). Case 1. Assume first that T has exactly one center v 0 . Let T be rooted by its center and let T 1 , . . . , T k be the subtrees hanging from v 0 .
1. To decide whether T i , T j are isomorphic subtrees for 1 ≤ i, j ≤ k can be done in O(n) time by following the procedure described in [1] . Figure 5 illustrates the idea of this algorithm. Labels are assigned to the vertices of T , starting at level 0 and working up towards the root. 
Let Ω T i be the equivalence class whose representant is T i , and
3. Consider the representant of each equivalence class described in Step 2, that is, the non-isomorphic subtrees hanging from v 0 , say T 1 , . . . , T m . Place landmarks on each of them, if necessary, proceeding as follows for i = 1, . . . , m.
where j s is the number of legs at v with length l s . This process is shown in Figure 6 . Figure 7 shows an instance of this case. (b) If we have placed no landmarks on T i in step 3, then place exactly one landmark on all the isomorphic copies but one of such subtree hanging from v 0 , that is, t i − 1 landmarks. The subtrees T 1 and T 3 in Figure 7 illustrate this case.
5. For every representant T i such that t i = |Ω T i | = 1, we have to place no more landmarks than those fixed (if any) in step 3. The subtree T 2 in Figure 7 is an example of this case.
Case 2. Suppose now that T has two centers v 1 and v 2 which are adjacent vertices. This case can be viewed as the previous one proceeding as follows.
Figure 7: The set of 6 squared vertices of the tree form a minimum determining set.
1. Add a vertex v 0 adjacent to both v 1 and v 2 . Let T be rooted by v 0 .
2. Analyze each of the two subtrees hanging from v 0 , denoted by T 1 and T 2 , following the procedure described in case 1.
3. If there are no landmarks on both, T 1 and T 2 , then place one landmark on a leaf of one of them and Det(T ) = 1. Otherwise, there are s 1 and s 2 landmarks on T 1 and T 2 , respectively (including the cases s 1 = 0 or s 2 = 0). Hence, Det(T ) = s 1 + s 2 and a minimum determining set is computed as in the described case 1.
We next show the correctness and complexity of our arguments. Proof. Clearly, the above-described algorithm computes a minimum determining set of T formed by leaves, and therefore its determining number Det(T ). Steps 2, 3, and 4 ensure the minimum cardinality of the obtained determining set, since each of the steps selects the minimum number of landmarks needed to distinguish isomorphic sub-structures contained in the subtrees of T . Moreover, Lemma 2 implies that these landmarks can always be placed on the leaves. The complexity of the procedure is shown as follows. We first have to decide whether T has either one or two centers, and to compute them. A linear time algorithm to compute the centers of a tree is provided in [11] . We next analyze the complexity time of the process described in case 1, since the complexity of case 2 is obtained analogously.
The algorithm designed in [1] enables us to affirm that step 1 can be done in linear time. The complexity of step 2 follows from the O(n) time algorithm provided in [21] to compute the metric dimension of a tree. There is a main difference between both procedures: the length of the legs is also taken into account, in order to place landmarks to obtain the determining number. This extra-condition makes no change in the complexity time.
Remark 1. Observe that the algorithm can be slightly modified maintaining the same O(n)-time complexity in order to output β(T ) and a metric basis formed by leaves. The idea is to consider the same leaves than those fixed for the minimum determining set, plus the (possible) extra leaves which play no role in the sense of distinguishing isomorphic structures but they do to distinguish vectors of distances to the metric basis.
Lower bounds on β(T ) − Det(T )
There exist some examples of trees T for which both parameters β(T ) and Det(T ) are equal: β(P n ) = Det(P n ) = 1, β(K 1,n−1 ) = Det(K 1,n−1 ) = n − 2. The following result shows a construction in which β(T ) − Det(T ) is Ω( √ n). Nevertheless, this bound is a first approximation to the possible value n − 2.
Proposition 3. There exists a tree T of order n for which the difference β(T
Proof. Consider the tree T formed by connecting a single vertex u to k paths denoted by P m , P m+1 , . . . , P m+k−1 with lengths m, m + 1, . . . , m + k − 1, respectively (see Figure 8) . Since all the paths have different length then Det(T ) = 1. In fact, Aut(T ) = {id}. Therefore, any vertex is a determining set of T . On the other hand, all the distances are distinguished when we fix at least one vertex in exactly k − 1 paths of the k paths of T , say v i ∈ P m+i with u = v i . Thus, the set S = {v 1 , . . . , v k−1 } is a resolving set, where the vectors of distances are as follows (see Figure 8 ). 
For every vertex q
∈ P m such that d(q, u) = s ≥ 1 we have, (d(q, v 1 ), d(q, v 2 ), . . . , d(q, v j ), d(q, v j+1 ), . . . , d(q, v k−1 )) = = (s + 1, s + 1, . . . , s − 1, s + 1, . . . , s + 1).
For every vertex t ∈ P m+j such that d(t, u)
= s ≥ 2 it follows that, (d(t, v 1 ), d(t, v 2 ), . . . , d(t, v j ), d(t, v j+1 ), .
The vector of distances
equal to (1, 1, . . . , 1, 1 , . . . , 1).
Furthermore, S is a minimum resolving set since there is at most one path P j with no landmark. Indeed, suppose on the contrary that there exist two paths P j , P l with no landmarks. Clearly, for every q j ∈ P j and q l ∈ P l such that When m = 1, the order of T is given by,
Cartesian products of graphs
This section arises as a natural consequence of the connection between determining number and metric dimension, and the studies developed by Boutin in [9] and Cáceres et al. in [10] . Our first purpose is to compute the determining number of some well-known Cartesian products of graphs, for which the metric dimension is known.
The Cartesian product of graphs G and H, denoted by G2H, is the graph with vertex
Let S be a subset of V (G2H). The projection of S onto G is the set of vertices u ∈ V (G) for which there exists a vertex (u, v) ∈ S. The projection of S onto H is defined analogously. A column of G2H is the set of vertices {(u, v)|v ∈ V (H)} for some vertex u ∈ V (G). A row of G2H is the set of vertices {(u, v)|u ∈ V (G)} for some vertex v ∈ V (H). Thus, each column and each row of G2H induce a copy of H and G, respectively.
. . , G p be connected finite graphs and G
Proof. Let S ⊆ V (G) be a determining set of G. By Proposition 1, we have that Stab(S) = {id}. Consider the projections of S onto G i , written as S G i , with 1 ≤ i ≤ p. To prove that S G i is a determining set of G i it suffices to show that, 
. , p.
A straightforward consequence of the above-proved result is that,
since the determining sets of the projections of G have at most the same order than a minimum determining set of G.
We now recall some definitions from Boutin [9] and Sabidusi [26] . The unit graph, denoted by U , is the trivial graph given by V (U ) = {u} and E(U ) = ∅. A graph G is prime with respect to the Cartesian product if it cannot be written as a Cartesian product of two smaller graphs, that is, G is not isomorphic to the unit graph, and if G ∼ = Z2Z implies Z ∼ = U or Z ∼ = U . Two graphs G and G are said to be relative primes with respect to the Cartesian product if and only if G ∼ = H2Z and G ∼ = H 2Z imply Z ∼ = U , that is, their prime factor decomposition share no common factor.
The following theorem provides the determining number of the Cartesian product of pairwise relative prime graphs. [26] for more details).
Assume that
Since the set S i is a minimum determining set of G
Observe that every connected finite graph H has an unique prime factor decomposition with respect to the Cartesian product [26] . Thus, H can be written uniquely, up to order, as H = H We want to stress that the above-mentioned consequence of Theorem 4 is equivalent to Theorem 1 in [9] , although the arguments of the proofs are different. To prove Theorem 4, we consider the automorphism group of the Cartesian product and some of its properties described by Sabidusi in [26] . On the other hand, the study developed by Boutin in [9] is based on characteristic matrices. Nevertheless, similar ideas appear implicitly in both proofs. We also refer the reader to the work done by Boutin in [9] for results on the determining number of Cartesian powers of prime connected graphs.
Proposition 4.
[15] Let P t , P m be two paths with t, m ≥ 2. It holds that,
The following result provides the metric dimension of P t 2P m .
Proposition 5. Let P t , P m be two paths with t, m ≥ 2. Then β(P t 2P m ) = 2.
Proof. To prove that β(P t 2P m ) = 2 we can use that β(G) ≤ β(G2P m ) ≤ β(G) + 1 (see [10] ), β(P m ) = 1, and so 1 ≤ β(G2P m ) ≤ 2. Obviously, two vertices are necessary and sufficient to obtain a metric basis of these graphs (see Figure 9 ).
The connection between determining number and metric dimension, and Theorem 4 enable us to compute the determining number of the following Cartesian products. Proposition 6. Let K t , C t , and P t be the complete, cycle, and path graphs, respectively.
For every graph H and t ≥ 2β(H) + 1 it holds that
2. Det(P t 2C m ) = 2 whenever t ≥ 2 and m ≥ 3.
For every t ≥ 2 and m ≥ 2 the following holds:
Det(K t 2P m ) =    2 if t = m = 2, 1 if t = 2 and m = 2, t − 1 if t ≥ 3.
For every t ≥ 2 and m ≥ 3 the following holds:
Det(K t 2C m ) =    2 if t ≤ 3 and m = 3, 3 if t = m = 3, t − 1 if t ≥ 4.
For every t, m ≥ 3 we have
Proof. We proceed by cases: and (m − 1, 2) have two adjacent vertices in common which leads to the desired contradiction whenever m ≥ 5. Thus, f is trivial and so S is a minimum determining set of C m 2C m . Figure 11 shows that the above reasoning can not be applied for m = 4. It is easy to prove that, for every u, v ∈ V (C 4 2C 4 ) there always exists a nontrivial automorphism f ∈ Aut(C 4 2C 4 ) so that f (u) = u, and f (v) = v. In Figure 11 , the vertices (0, 1) and (2, 2) can play the roles of u and v, respectively. An analogous procedure can be followed to prove that Det(C 3 2C 3 ) > 2. Therefore, the proposition follows.
Notice that Theorem 1 in [9] implies that Det(C m 2C n ) = 2 whenever m = n. The above-proved result includes the case m = n.
We next compute the determining number of K t 2K m . Observe that two vertices of this graph are adjacent if and only if they are in a common row or column. Fixed S ⊆ V (K t 2K m ), a row or column is said to be empty if it contains no vertex in S. A lonely vertex v ∈ S is defined in [10] as the only vertex of S in its row and in its column. Figure 12 (a) shows instances of lonely and non-lonely vertices in K 7 2K 7 . 
is a determining set of K t 2K t . By Lemma 3, the projection of S onto K t is a determining set of K t . Since Det(K t ) = t − 1 then item (a) holds.
Suppose now on the contrary that all the vertices of S are lonely vertices, which implies that S ⊆ {(x, x) | 0 ≤ x ≤ t − 1}. Thus, there exists a non-trivial automorphism f ∈ Aut(K t 2K t ) so that f (i, j) = (j, i). Therefore, S is not a determining set of K t 2K t which leads to the desired contradiction. (⇐=) Assume now that S ⊆ V (K t 2K t ) is a set verifying (a) and (b). Consider an automorphism f ∈ Aut(K t 2K t ) such that f (u) = u for all u ∈ S. Suppose on the contrary that f is non-trivial. Since there is at least one vertex of S in every row but one and in every column but one, then f neither interchanges two rows nor two columns of K t 2K t . Thus, f is a rotation which sends rows into columns. By item (b), we know that there is one row (or column, or both) in which we have two vertices of S fixed by f . The contradiction follows since such row is fixed by f and it can not be sent into a column.
Proposition 7. For every t, m ≥ 2 the following holds:
Proof. The case t = m is a straightforward consequence of Theorem 4, since K t and K m are relative prime graphs. Assume then that t = m ≥ 4 (the case K 3 2K 3 was shown in item 5 of Proposition 6 as C 3 2C 3 ). To prove that Det(K t 2K t ) = t, it suffices to show that t is the minimum number of vertices needed to satisfy items (a) and (b) of Lemma 4. Clearly, if we consider t − 1 vertices of K t 2K t and at least two of them are non-lonely vertices then there are either two empty rows or two empty columns, what contradicts item (a). Moreover, the set S = {(x, x) | 0 ≤ x ≤ t − 2} ∪ {(1, 0)} satisfies items (a) and (b) of Lemma 4 (see Figure 12(b) ). Thus, Det(K t 2K t ) = t. Table 1 summarizes the results obtained in this section on the determining number, and the corresponding known-results on the metric dimension of Cartesian products (taken from [10, 24] ). Notice that the case Det(C 3 2C 3 ) = Det(K 3 2K 3 ) = Det(K 2 3 ) = 3 matches the formula Det(K k 3 ) = log 3 (2k + 1) + 1 obtained by Boutin in [9] for k = 2.
Remark 2. The graph K t 2K m is the first instance of Cartesian product of graphs in which the difference between the metric dimension and the determining number is arbitrarily large whenever
where Table 1 : Summary of results. 
if t = 4 and m is even 4 if t = 4 and m is odd Table 1 shows that in the rest of cases both parameters are equal or the difference is at most 2.
To conclude this section, we want to point out the determining number and the metric dimension of the hypercube Q n . Recall that Q n is the graph whose vertices are the ndimensional binary vectors, where two vertices are adjacent if they differ in exactly one coordinate. It is well-known that,
The determining number of the hypercube is given by Det(Q n ) = log 2 n + 1 (see [9] ). On the other hand, the works done by Erdős and Rényi [14] , and Lindström [23] lead to lim n→∞ β(Q n ) · log n n = 2.
Therefore, β(Q n ) − Det(Q n ) is Ω 2n−log 2 n log n for large enough values of n.
Lower bounds on β(G) − Det(G)
The studies developed in the two previous sections let us answer the question arose in [7] : Can the difference between the determining number and the metric dimension of a graph of order n be arbitrarily large? In Sections 3 and 4 we have shown that β(T ) − Det(T ) = Ω( √ n) for some trees, and β(K t 2K t ) − Det(K t 2K t ) = Ω √ n 3 . The following result improves these lower bounds. Proof. For n ≥ 5, let G = W 1,n−1 be the wheel formed by connecting a single vertex v to all vertices of an (n − 1)-cycle, denoted by C n−1 . Every automorphism of W 1,n−1 has to fix v, since its degree is at least 4 and the rest of the vertices have degree 3. Thus, it suffices to consider the action of f ∈ Aut(W 1,n−1 ) on a minimum determining set of C n−1 to determine the action of f on W 1,n−1 . Hence, a set of two non-antipodal vertices of C n−1 is a minimum determining set of W 1,n−1 . Thus, the determining number of the wheel graphs is always 2 independently of the number of vertices.
On the other hand, Shanmukha and Sooryanarayana in [27] show that β(W 1,n−1 ) increases with the number of vertices: ∀k ∈ N, β(W 1,x+5k ) = 3 + 2k if x = 7 or 8, 4 + 2k if x = 9, 10 or 11.
Therefore the difference between the two parameters is: where n = |V (W 1,x+5k )| = x + 5k + 1.
We want to stress that we have also computed the metric dimension and the determining number of graphs formed by joining wheels in different ways using the explosion technique, that is, by joining the central vertex of a wheel W 1,m to any vertex of G as in [27] . As the graph G, it has been used P n , C n and K n . We have also considered the case of adding edges to the wheel graph W 1,n−1 in different ways trying to increase the metric dimension, and maintaining the determining number to be a constant. Nevertheless, all these families of graphs give rise to at most the same Ω 2n 5 lower bound.
Concluding remarks and open questions
We have shown that there exist graphs for which the difference between the metric dimension and the determining number is arbitrarily large, answering the question arose in [7] . In particular, we have proved that the wheel graphs are the family of graphs which attains, until now, the best lower bound for β(G) − Det(G). Nevertheless, we have not been able to improve the Ω 2n 5 lower bound attained by the wheels. Thus, there is a gap between 2n 5 and n − 2. The question is then whether we can find a graph G of order n verifying that Det(G) = k 1 , β(G) = n − k 2 , and β(G) − Det(G) = n − k, where k, k 1 , and k 2 are constants, closing the gap as much as possible. In otherwise case, can we prove an upper bound for β(G) − Det(G) smaller than n − 2?
