Abstract-The wiring economy principle in neuroscience has explained many experimentally observed properties of neuronal networks by asserting the need to keep the axons and dendrites that connect neurons small in length. Just like neuronal networks, many distributed systems are physical constructs that incur deployment and maintenance costs for their communication infrastructure. Taking wiring economy as a design goal for engineering systems that perform distributed coordination and inference, this paper formulates and studies the tradeoff between performance and wiring cost. It is shown that separated communication topology design and physical node placement yields optimal design. Designing optimal networks is shown to be NP-complete. The natural relaxation to the integer network design problem is shown to be a reverse convex program. Small optimal networks are computed. Optimally placed random network topologies are demonstrated to have good performance.
I. INTRODUCTION
T HE WIRING economy principle in neuroscience states that wiring minimization plays an important role in determining brain organization [1] . Dating back to the work of Cajal in the nineteenth century [2] , this hypothesis has allowed theoretical explanation and prediction of several experimentally observed features of brain organization such as topographic maps [3] , [4] , dendritic and axonal arbor sizes [5] , [6] , and spatial layout of neurons and their connectivity patterns [7] - [12] . Whether primarily due to wiring volume, metabolic cost, signal delay and attenuation, or developmental overhead, it is clear that wiring cost increases with the distance between connected neurons.
Neuronal networks do not just incur cost but also provide significant information processing functionality. Nervous systems perform many control and computation tasks: one notable example is sensory signal processing to infer whether the concentration of noxious chemicals is dangerous and then coordinate motor control in response [13] (as in the neuronal network of the nematode C. elegans [14] ). Neuronal networks balance wiring cost against information processing functionality [1] , [15] , [16] ; indeed some argue that desired functionality directly determines physical anatomy through the wiring economy principle [17] . Engineered network systems also take physical form, incurring costs of deploying and maintaining the physical infrastructure of communication network links. Whereas most previous works that consider network systems have ignored their spatial aspects, cf. [18] , [19] , this paper considers tradeoffs between functionality and spatially-driven wiring costs. Taking insight from neuronal networks, which have faced evolutionary pressure to have efficient physical organization, this paper develops techniques to design communication network structures that have good functionality but that economize wiring.
As typical examples of systems that can be engineered using the wiring economy principle, consider the following:
• a wireline sensor network that must infer whether the outside temperature is appropriate for irrigation [20] , built from sensor nodes and wires to connect them; • an integrated circuit for decoding a repetition code to infer whether the transmitted message is zero or one, built from logic gates and wires to connect them; and • a fault-tolerant grid computing infrastructure that must synchronously distribute work and recombine redundant computations, built from individual processors and optical fiber links to connect them.
The information processing functionality required in all of these systems is consensus and distributed inference. Consequently we study algorithms for these two problems and use speeds of convergence as measures of functionality. Such notions of functionality have previously been developed in the network science literature under the broad heading of synchronizability [21] .
Main results are as follows. First we prove a separation principle such that optimal networks are designed by solving two subproblems: designing the graph connectivity on the basis of functionality considerations and then placing the graph in physical space on the basis of the wiring economy principle, thereby recovering the neuroscientific principle of [17] in a precise mathematical setting. Next we prove a new computational complexity result for network design that shows optimal design is NP-complete. Then we develop a natural reverse convex relaxation for the optimal design problem for computationally efficient design. We use random matrix theory to demonstrate that random graph topologies are close to optimal. Finally we exactly compute many small optimal networks and give insight into the general nature of solutions.
0733-8716/13/$31.00 c 2013 IEEE II. DEFINING WIRING COSTS AND FUNCTIONALITY Drawing on the physical properties of wires and the nature of iterative inference algorithms, let us define the precise mathematical form of wiring cost and convergence speed. Before proceeding, some algebraic graph theory is reviewed.
A. Algebraic Graph Theory
Eigenvalues and eigenvectors of certain matrices associated with graphs are of central importance in understanding properties of dynamical systems defined on those graphs.
Let G = (V, E) be a graph with vertex set V of cardinality n and edge set E ⊆ V × V . Let A be the adjacency matrix of the graph. Let d j indicate the degree of vertex j and let D be the degree matrix of the graph, which takes value d j along the diagonal and value 0 otherwise.
Since L is symmetric, all of its eigenvalues are real and eigenvectors corresponding to different eigenvalues are orthogonal.
The Laplacian matrix of every graph is positive semidefinite and its eigenvalues are non-negative. Further, since the row sums of L are all zero, the all-ones vector 1 is an eigenvector with eigenvalue λ 1 = 0. The multiplicity of the eigenvalue 0 determines the number of connected components in the graph; if λ 2 > 0, then the graph is a single connected component.
The Courant-Fischer min-max theorems endow the eigenvalues with certain optimality properties. In particular,
where 0 is the all-zero vector. This second smallest eigenvalue λ 2 is called the algebraic connectivity of the graph. The largest eigenvalue satisfies
The largest eigenvalue λ n is called the spectral radius of the graph Laplacian. The eigenratio is defined as ρ = λ 2 /λ n .
B. Wiring Costs
Reconsider the example from the introduction: a communication network embedded in an integrated circuit. System performance depends on the electrical properties of the wiring such as resistance, conductance, and inductance [22] . Load for driving gates increases with wire capacitance; signal delay increases with wire resistance, capacitance, and inductance; and signal noise increases with inductive and capacitive coupling between wires. These electrical properties depend not only on wire material, but also on geometric properties such as length [23] .
Wires are also directly costly [22] , [24] - [27] . For example, Theis noted that "wiring has long been identified as an eventual limiter of integrated circuit performance, but the National Technology Roadmap for Semiconductors (NTRS) now estimates that without radical material, design, or architectural innovations, this point will be reached [soon]" [28] . The cost of a wire in integrated circuits is quadratic in its length [29] , similar to axon and dendrite cost in neuronal networks [11] , [12] . Similarly for other kinds of wires in networks.
A physical network in Euclidean space is determined not only by logical connectivity but also by physical placement of nodes (and thereby physical lengths and locations of links). Hence a primary aspect of the problem formulation is embedding a logical graph structure in Euclidean space [30] . Following insight from neuroscience, an adjacency model for graph drawing-where the geometry respects the binary relations of adjacency/nonadjacency between vertices [31] , [32] -is used. The wiring economy principle is implemented by drawing graphs in Euclidean space to minimize quadratic wiring cost.
Consider the wiring cost for a graph with adjacency matrix A, with elements a ij ∈ {0, 1}. Vertices are placed on the real line at x = (x 1 , x 2 , . . . , x n ), x i ∈ R. The total wiring cost, W 1 is then
If the network is to be drawn in two-dimensional Euclidean space with horizontal placement x and vertical placement y, the wiring cost W 2 is
Likewise for three-dimensional cost W 3 .
C. Convergence Speed
Consensus [33] , [34] and inference [35] , [36] are critical tasks for many engineered network systems, just as they are for nervous systems [13] and other natural networked systems [37] , [38] . With these tasks, the faster the better. Hence we consider the convergence speeds of distributed consensus and distributed inference algorithms. Assuming signal propagation times are negligible, algorithmic convergence speeds are governed solely by the logical connectivity of nodes.
As a typical consensus algorithm, suppose each vertex i in the graph has a state variable σ i (t) ∈ R which is updated during each iteration t of the algorithm. The initial state is
Vertices iteratively pass messages to their neighbors in the network based on weighted averaging of the current state and keep what they pass as their state variable.
where Z is the weight matrix of the algorithm and has the same sparsity pattern as the adjacency matrix A of the network. The weight matrix is chosen so all edges have equal weight β:
where I is the identity matrix and L is the graph Laplacian, with eigenvalues
If the network is connected and β is bounded as 0 < β < 2/λ n (L), lim t→∞ σ(t) exists and satisfies
for all i = 1, . . . , n [36] . The state variables σ i at every vertex surely converge to the same value. The convergence speed of σ to¯ is characterized by the convergence factor
and associated convergence time
.
The goal will be to optimize r(Z(β, L)) through choice of parameter β and network structure represented by L.
There is a broad class of iterative message-passing algorithms for consensus as above and for inference that proceed in a similar way [33] . In general, we would want to optimize their convergence factors.
III. SEPARATE OPTIMIZATION OF CONNECTIVITY AND PLACEMENT
Having defined precise notions of wiring costs and of functionality as measured through consensus/inference convergence speed, now consider how to optimize them individually. Later in the section, we show there is no loss in optimality by separate optimization.
A. Placement
Placing nodes in Euclidean space to minimize quadratic wiring costs has an algebraic graph theory solution; this has previously been observed in neuroscience [11] , [39] .
Consider the wiring cost in the one-dimensional setting:
Two non-triviality constraints should be imposed on the wiring cost minimizing placement. First, all nodes are required to not be coincident. Second, a normalization that x T x = 1 is imposed, so that nodes are not arbitrarily close to being coincident. This provides a measurement scale to the problem. Under these non-triviality constraints, the Courant-Fischer theorem implies that the placement x should be the unit eigenvector associated with λ 2 and that the incurred wiring cost is λ 2 , for placement in one-dimensional Euclidean space.
If the network is to be drawn in two-dimensional Euclidean space with horizontal placement x and vertical placement y, it follows from (4) that wiring cost is
If a further non-triviality constraint that horizontal placement must be orthogonal to vertical placement is imposed, 1 then the optimal placement is such that x is the eigenvector associated with λ 2 and y is the eigenvector associated with λ 3 . The incurred cost is λ 2 + λ 3 . In three dimensions, the cost is
B. Connectivity
Finding the best logical graph structure for consensus or inference convergence speed requires optimizing the convergence factor, (3) .
The optimal weight is
and λ n (L) for any network structure [36, (23) ]. The convergence factor with optimal weight β * is
where
is the eigenratio [35, (6) ]. Notice from (5) that minimizing r(L) is equivalent to maximizing ρ(L) and so the algorithm converges quickly on networks with large eigenratio. On the other hand, the convergence speeds of several consensus algorithms related to the one presented are determined by the algebraic connectivity λ 2 (L); see e.g. [21] , [33] , [41] , [42] and references therein. These algorithms converge quickly on networks with large algebraic connectivity.
Both algebraic connectivity λ 2 and eigenratio ρ are notions of synchronizability [21] . A few previous works have considered optimizing λ 2 or ρ through the choice of graph topology [35] , [43] - [46] . Ramanujan graphs, a particular class of expander graphs, have extremal properties [35] .
Kar et al. assert that the eigenratio is more sensitive to variations in the algebraic connectivity than variations in the spectral radius. Hence they develop topology constructions that optimize λ 2 [35] . Rad et al. demonstrate that graphs optimized for ρ also have large λ 2 [21] . The sequel provides some treatment as to whether networks with large λ 2 also have large ρ, once wiring cost constraints are imposed.
C. A Separation Principle
To optimize the synchronizability of a communication network under the wiring economy principle, we want to bring placement and connectivity optimization together. In service of this goal, we show that there is a separation such that optimal networks are found by solving two subproblems: designing the graph connectivity and then placing the graph in physical space (for either notion of synchronizability).
Theorem 1: There is an optimal non-trivial placement of graph vertices in Euclidean space for any given choice of graph topology A and so the topology design to determine A and the placement of A may be separated without loss of optimality.
Proof: Suppose the contrary that logical connectivity design A influences the optimal placement algorithm. Then there would exist two different optimal placement algorithms f 1 and f 2 for some admissible matrices A 1 and A 2 .
However by the Courant-Fischer theorem, for each admissible A the same spectral placement algorithm f is an optimal placement. Hence f 1 and f 2 are identical, and so the result follows by contradiction.
This theorem recovers the neuroscientific principle that desired functionality directly determines physical anatomy through the wiring economy principle [17] , but in a precise and abstract setting applicable not only for understanding neuronal networks but also for designing engineered network systems.
IV. FUNCTIONALITY-COST TRADEOFF
, and have established a separationbased design principle. Now we consider the optimal tradeoff between functionality and cost.
A. Formal Specification
Due to Thm. 1, the network design problems reduce to the optimization of graph topology using algebraic graph theory.
Let Γ be a graph with n vertices and L(Γ) its Laplacian. Also let r, 1 ≤ r < n, be the dimension of the Euclidean space in which the network is to be built, e.g. r = 2, or r = 3. Then the set of graphs G that meet a wiring cost constraint W r under optimal placement is
The design problems to be solved are as follows. 
Also find optimizing graphs
When r = 1, the objective function and constraint coincide. Since they are directly opposed, there is no non-trivial tradeoff. Primary interest here, however, is in r = 2 or r = 3. 
Probs. 1 and 2 formalize optimization of convergence speed under the wiring economy principle.
B. Some Related Tradeoffs
There has been some previous work looking at tradeoffs between functionality and cost in physical networks. For spatial distribution networks, the relationship between the lengths of paths from each vertex to the root vertex and the sum of the lengths of all edges in the network is discussed in [19] . The tradeoff between algorithm performance and communication cost has also been discussed as a network design problem [41] . Ghosh and Boyd briefly discuss optimizing λ 2 when costly links may be added to a network [43] .
C. Deriving an Upper Bound
The performance of a complete graph yields an upper bound on the tradeoff for the algebraic connectivity problem.
Theorem 2: Solutions to the algebraic connectivity problem, Prob. 1, satisfy
and there exists at least one network that achieves the bound with equality for any admissible n and r. Proof: Choose an admissible pair n and r. The bound
and therefore optimal graphs must obey
The bound is achievable with equality for complete graphs, which have rλ 2 (L) = W r = nr, as per Lem. 1 that follows.
Lemma 1:
The complete graph on n vertices, n > 2, has the following Laplacian eigenspectrum:
Proof: The complete graph has adjacency matrix A that is all-ones except the diagonal which is all-zeros. Hence the graph Laplacian L has −1 in all positions except the diagonal and has the value n − 1 on the diagonal. Computing the eigenspectrum gives the desired result.
V. COMPUTATIONAL COMPLEXITY AND RELAXATION
In this section, we prove that finding optimal networks is computationally hard, cf. [47] , and propose a natural relaxation that is a reverse convex program.
A. Proving that Network Design is Hard
Probs. 1 and 2 are optimizations over graph Laplacians, which are discrete objects. A Laplacian matrix is symmetric, positive semidefinite, each row sums to zero, and its offdiagonal elements are either zero or minus one. Conversely, if L is any n × n matrix that satisfies these conditions, then it is the Laplacian of some graph on n nodes [48] . The set of Laplacian matrices
Since L is a discrete space, the optimization problems are integer programs. The algebraic connectivity with wiring economy problem is now characterized using computational complexity theory [49] , but this requires casting the optimization problem as a decision problem.
Before proceeding, define a decision version of the optimal algebraic connectivity optimization problem without any wiring cost constraints. The transformation of an optimization problem into a decision problem is done by imposing a bound on the value to be optimized.
Problem 3: DECIDE ALGEBRAIC CONNECTIVITY
• Given an undirected graph G = (V, E), a non-negative integer k, and a non-negative threshold θ, and letting E c be the complement of the edge set,
Now we impose wiring costs on this decision problem to obtain the problem of interest.
Problem 4: DECIDE ALGEBRAIC CONNECTIVITY WITH WIRING ECONOMY
• Given an undirected graph G = (V, E), a non-negative integer k, a non-negative threshold θ, and a non-negative wiring cost W r ,
The first thing that can be established is that when given a solution to Prob. 4, it may be verified in polynomial time.
Theorem 3: Problem 4 is in class NP. Proof: Eigenvalues of a matrix of size n × n can be computed in polynomial time O(n 3 ). This need be done only once to verify the algebraic connectivity and wiring cost requirements and so the result follows.
Although a solution to Prob. 4 can be verified in polynomial time, finding a solution may be difficult. We prove the computational complexity of finding a solution.
Theorem 4: Problem 4 is NP-complete. Proof: Prob. 4 is in class NP, by Thm. 3. Moreover, we know that Prob. 3 is NP-complete, by the main result of [50] . So we would like to use a reduction from Prob. 4 to Prob. 3 to prove the desired result.
Restrict Prob. 4 to Prob. 3 by only allowing instances having W r = nr. This is the largest wiring cost possible for a graph with n vertices (achieved by a complete graph, Lem. 1). Since Prob. 3 is a restriction of Prob. 4 that can be accomplished in polynomial time, the result is a consequence of the restriction reduction [49] .
B. Natural Relaxation is a Reverse Convex Program
Given that optimal network design is NP-hard, we now develop a computationally efficient relaxation.
Let CL be the convex hull of the set of all Laplacian matrices, L. CL is the set of symmetric, positive semidefinite matrices, with zero row sums, and off-diagonal elements between minus one and zero:
The natural relaxation is to consider Prob. 1, but with this larger feasible set. The main result of this section is to show that the natural relaxation is a reverse convex program, defined as follows.
Definition 1 ( [51]):
The optimization problem
subject to x ∈ D\C is a reverse convex program when f (x) is a convex function, D is a closed convex set, C is an open convex set, and D and C are given by explicit convex inequalities. Before proving the main result, we prove some auxiliary convexity results. Invoking a variational form of the CourantFischer theorem, λ 2 is a concave function.
Proposition 1: The algebraic connectivity λ 2 is a concave function of L on CL.
Proof: Each L ∈ CL is positive semidefinite and has λ 1 (L) = 0, with corresponding eigenvector 1. Thus λ 2 (L) may be expressed as
For each x ∈ R n that satisfies x 2 = 1 and
T L x is a linear (and therefore also concave) function of L. The formula shows that λ 2 is the infimum of a family of concave functions in L, and is therefore also a concave function of L.
A generalization of Prop. 1 is also true and is proven in the same manner.
Proposition 2: The sum of the k smallest eigenvalues of L,
is a concave function of L. Proof: Since λ 1 (L) = 0, the sum of the smallest eigenvalues may be expressed in variational form as
Note that S T LS is a linear (and therefore also concave) function of L. The formula shows that g(L) is the infimum of a family of concave functions in L, and is therefore also a concave function of L.
Recall Prob. 1, but now consider matrices in CL rather than in L.
Theorem 5: Considering L ∈ CL, the optimization problem:
is a reverse convex program.
Proof: Prop. 1 yields the convexity of the objective function. Prop. 2 implies that the feasible set is the difference between a closed convex set and an open convex set given by explicitly convex inequalities. Together, they prove the desired result. Without the wiring cost constraint, the natural relaxation would have been a convex program [43] . There are several standard techniques for solving reverse convex programs [51] - [53] , which may be used for the relaxed problem. A suitable heuristic like rounding may be used to convert a solution for the relaxed problem into a solution for Prob. 1.
VI. OPTIMAL NETWORKS
Despite NP-completeness, optimal networks of small size can be designed by exhaustive enumeration. We carry out this design procedure and find exactly optimal networks, so as to gain insight into the nature of optimal designs. We could list all connected unlabeled graphs on n nodes [54, A001349] and calculate their cost and functionality values [55] , but since graphs can be cospectral, the number of graphs that need be checked is a much smaller number [56, Tab. 1] .
Besides the sense of optimality defined in Probs. 1 and 2, a stronger sense of optimality-seeking points on the upper convex hull of functionality-cost pairs-is considered.
First, optimal networks of size n = 7 are computed. Fig. 1 shows the eigenratio as a function of optimized 2-dimensional wiring cost for all connected graphs. The upper convex hull of achievable functionality-cost points, the boundary of optimal- ity, is also shown. Fig. 2 shows the eigenratio as a function of optimized 3-dimensional wiring cost.
Considering algebraic connectivity, Fig. 3 shows λ 2 (L) as a function of optimized 2-dimensional wiring cost W 2 ; the upper convex hull is the straight line rλ 2 (L) = W r , in this case 2λ 2 = W 2 , which is also the upper bound from Thm. 2. Fig. 4 shows λ 2 (L) as a function of optimized 3-dimensional wiring cost W 3 . Again, the straight line upper bound is evident.
The five optimal networks in R 2 , by upper convex hull for eigenratio, are shown in Fig. 6 ; they are drawn in a minimum wiring cost configuration in order of increasing wiring cost. Three of these five graphs are also optimal in R 3 . Since insight from neuronal network design was used in developing design principles, we note the similarity between optimal designed networks and typical neuronal circuits; Fig. 5 shows the primary motor control circuit for the worm C. elegans with experimentally measured connectivity and neuron position [16] .
The optimal networks for the eigenratio problem in R All networks that are on the upper convex hull of achievable eigenratio-cost points in R 2 . Networks drawn in a minimal wiring cost configuration (note that this may not be unique, even up to translation/rotation if some eigenvalues have multiplicity greater than 1). Fig. 7 . Some other networks that are on the upper convex hull of achievable algebraic connectivity-cost points in R 2 . Networks drawn in a minimal wiring cost configuration (note that this may not be unique, even up to translation/rotation if some eigenvalues have multiplicity greater than 1). 1  1  1  3  2  2  2  2  4  6  3  3  3  5  2 1  8  3  3  6  112  22  4  4  7  853  62  5  5  8 11117  231  6  6   TABLE II  NUMBER OF a strict subset of optimal networks for Prob. 1 for n = 7 is an example of assertions that optimizing λ 2 leads to optimal ρ [21] , [35] . The solution containment property holds for small n but does not hold in general. In Tabs. I and II we compute the number of connected graphs k(n) [54, A001349] , how many are optimal for algebraic connectivity K λ (n), how many are optimal for eigenratio K ρ (n), and how many optimal graphs for eigenratio are also optimal for algebraic connectivity K λ∩ρ (n). The containment property holds for all but one row in the tables. It does not hold for networks in R 3 of size n = 8,
The counterexample to the containment property is displayed in Figs. 8 and 9 with red squares. These figures demonstrate networks optimal for the eigenratio-cost tradeoff are good for the algebraic connectivity-cost tradeoff.
VII. RANDOM NETWORKS
As an alternative to explicit network structure design, we show graphs chosen at random perform well. Olfati-Saber previously studied the algebraic connectivity of graphs created by randomly rewiring regular lattices [57] , along the lines of the Watts-Strogatz small-world graph ensemble. The Erdös-Rényi random graph ensemble is obtained when all edges are randomly rewired, so that any edge is an i.i.d. Bernoulli random variable.
A. Simulations
We ran simulations with Erdös-Rényi random graphs and measured tradeoffs between convergence speed and wiring cost. Figures 10 and 11 display the algebraic connectivities and wiring costs of 100 random networks each of size n = 500 for several different edge existence probabilities κ. The upper bound from Thm. 2 is shown for comparison. As we can see, random networks perform well. Figs. 12 and 13 display the eigenratios and wiring costs of these random networks. . Algebraic connectivity as a function of quadratic wiring cost under optimal non-trivial placement in R 3 for all connected graphs on n = 8 vertices. The upper convex hull of these achievable functionality-cost points is denoted by the gray line. Points on the upper convex hull are circled. Red squares give the performance of the networks marked in Figure 8 .
B. Random Matrix Theoretic Characterization
Beyond simulation, we use random matrix theory [58] , [59] to prove the following concentration results.
Theorem 6 ( [60] , [61] ): The algebraic connectivity λ 2 (L) and Laplacian spectral radius λ n (L) of an Erdös-Rényi random graph with n vertices and probability κ of an edge being present asymptotically almost surely satisfy the following. For any ε > 0,
where f
We use this result to prove the following theorem.
Theorem 7:
The Laplacian eigenvalues λ i (L) of an Erdös-Rényi random graph with n vertices and probability κ of an These concentration results imply that a large network constructed according to the Erdös-Rényi ensemble will almost surely behave like any other. Moreover, the convergence speed parameters will be approximately given by relatively simple functions of n and κ: λ 2 (L) ≈ κn − 2κ(1 − κ)n log n (11) and ρ(L) ≈ κn − 2κ(1 − κ)n log n κn + 2κ(1 − κ)n log n .
In fact, the a.a.s. differences λ 2 (L) − λ 3 (L) and λ 2 (L) − λ 4 (L) are small, cf. [60] , [62] , and therefore approximation (11) can be used for λ 3 (L) and λ 4 (L). Approximate wiring costs are computed using (11) and plotted in Figs. 10-13 .
The upper bound and approximation coincide for algebraic connectivity, so random networks are provably good. 
VIII. DISCUSSION
Designing inference networks with physical communication infrastructures is a key engineering problem. Neuronal networks have faced evolutionary pressure to have efficient physical organization and so they provide design insights for the engineering problem. Following a mathematically precise form of the neuroscientific wiring economy principle and a formalization of network functionality as convergence speed for a broad class of message-passing algorithms, we established optimization methods to determine optimal networks.
Using an enumerative strategy for the NP-complete problem, some optimal networks were found. A reverse convex program relaxation was developed as a principled method for designing larger networks that are close to optimal, though precise characterization remains to be done. Random design of networks using the Erdös-Rényi graph ensemble also found good performance. It would be of further interest to test other random graph ensembles and to compare optimal networks to networks that occur in nature beyond the brain.
More generally, we demonstrated that concepts and insights from biological networks such as the wiring economy principle can be fruitfully applied to communication network design.
