Abstract-Unimodular sequences with good auto/crosscorrelation properties are favorable in wireless communication and radar applications. In this paper, we focus on designing these kinds of sequences. The main content is as follows: first, we formulate the designing problem as a quartic polynomial minimization problem with constant modulus constraints; second, by introducing auxiliary phase variables, the polynomial minimization problem is equivalent to a consensus nonconvex optimization problem; third, to achieve its good approximate solution efficiently, we propose two efficient algorithms based on alternating direction method of multipliers (ADMM) and parallel direction method of multipliers (PDMM); fourth, we prove that the consensus-ADMM algorithm can converge to some stationary point of the original nonconvex problem and consensus-PDMM's output is some stationary point of the original nonconvex problem if it is convergent. Moreover, we also analyze the nonconvex optimization model's local optimality and computational complexity of the proposed consensus-ADMM/PDMM approaches. Simulation results demonstrate that the proposed ADMM/PDMM approaches outperform state-ofthe-art ones in either computational cost or correlation properties of the designed unimodular sequences.
I. INTRODUCTION
U nimodular sequences with good auto/cross-correlation properties are very favorable in wireless communication and radar systems. The reasons are twofold: One is they can maximize the amplifier's power efficiency in the transmitter and the other is they can greatly improve the system's performance. For example, when the sequences have low autocorrelation sidelobes, they can improve target detection possibility [1] [2], facilitate synchronization [3] [4] [5] as well as power control [6] , etc. Moreover, when unimodular sequences have low cross-correlation sidelobe levels, they can be applied to clutter mitigation [7] , improving parameter identifiability [8] and distinguishing users [9] . Therefore, many researchers are attracted to this field in designing unimodular sequences with good auto/cross-correlation properties.
At the early stage, many studies focused on the autocorrelation property of the considered unimodular sequences. In [10] , authors customized an exhaustive search algorithm to construct binary-phase sequences. In [11] , authors proposed an iterated variable depth searching algorithm to obtain binaryphase sequences with good autocorrelation properties. Besides binary-phase sequences, designing polyphase (or continuous phase) sequences with low sidelobe levels are also investigated widely. In [12] and [13] , authors proposed two heuristic methods to design polyphase sequences respectively. However, both of them are not capable of designing long sequences due to their high computational complexities. Later, authors in [14] and [15] proposed two iterative methods named cyclic algorithm-new (CAN) and periodic CAN (PeCAN) respectively to design unimodular aperiodic and periodic sequences. In [16] , authors developed a closed-form construction to obtain integrated sidelobe level (ISL) and peak sidelobe level (PSL) lower bounds under a power constraint. In [17] , authors introduced an algorithm frame framework based on an iterative twisted approximation to design unimodular sequences with a low periodic or aperiodic correlation and zero correlation zone property. In [18] , authors formulated the designing problem as a quartic minimization problem and then customized an alternating direction method of multipliers (ADMM) iteration algorithm to solve it approximately. In [19] - [21] , the authors applied the majorization-minimization (MM) technique to minimize autocorrelation sidelobe levels, which can guarantee that its objective function value decreases in every iteration. The authors in [22] designed a strategy of minimizing the generalized weighted ISL measure to obtain the desired unimodular sequences.
In comparison with the above research topic, designing unimodular sequences with both low autocorrelation sidelobe levels and low cross-correlation levels is very challenging. In [23] , authors proposed an approach named Weighted Cyclic Algorithms-New (WeCAN) method which can lower crosscorrelation levels within certain lag intervals. In [24] , authors formulated the designing problem as a quartic polynomial minimization problem with constant modulus constraints, and then adopted a quasi-Newton solving algorithm to approximate the model's optimal solution. In [25] , authors applied the MM weighted correlation (MM-WeCorr) technique to design these unimodular sequences, which has faster convergence than the WeCAN approach. In [26] , authors applied the MM technique to design a transmit waveform/receive filter for the MIMO radar with multiple waveform constraints. In [27] , authors focused on designing sequences with minimum PSL. They formulated the problem of PSL minimization based on Chebyshev distance and exploited the fast-randomized singular value decomposition technique to improve the performance of the proposed algorithm. In [28] , authors considered both the continuous and discrete phase constraints and proposed a coordinate-descent method to design low sidelobe sequences. In [29] , authors formulated the ISL and weighted ISL minimization problems as quartic polynomial optimization models, and then simplified them into quadratic problems via the MM technique.
In this paper, we focus on designing unimodular sequences with optimized autocorrelation sidelobe levels and crosscorrelation levels via consensus-ADMM/PDMM approaches. First, the designing problem is formulated as a quartic polynomial minimization problem with constant modulus constraints. Then, we introduce auxiliary phase variables to the polynomial minimization problem and reformulate it as a consensus nonconvex optimization problem. Moreover, we propose two efficient solving algorithms, based on ADMM [30] - [33] and parallel direction method of multipliers (PDMM) techniques [34] - [36] , to efficiently achieve the problem's solution. Finally, we show several analyses on the proposed consensus-ADMM/PDMM algorithms, such as convergence, local optimality, and efficient implementations. Simulation results demonstrate the effectiveness of the proposed approaches.
The remaining sections of the paper are organized as follows. In Section II, the problem's formulation procedure is presented. Two solving algorithms named consensus-ADMM and consensus-PDMM as well as their performance analyses are presented in Section III and Section IV respectively. Finally, Section V presents some numerical results, and the conclusions are given in Section VI.
Notation: Bold lowercase and uppercase letters denote column vectors and matrices and italics denote scalars. R and C denote the real field and complex field respectively. The superscripts (·) * , (·) T and (·) H denote conjugate, transpose and conjugate transpose respectively. | · | denotes the absolute value. The subscripts · 2 and · F denote Euclidean vector norm and Frobenius matrix norm. ∇(·) represents the function's gradient. Re(·) takes the real part of the complex variable and Tr(·) denotes the trace of a matrix. mat(·, N, M ) reshapes a vector to an N × M matrix. x, y denotes the dot product of x and y. vec(·) vectorizes a matrix by stacking its columns on top of one another.
II. PROBLEM FORMULATION
Consider a set of M unimodular sequences {x m }
M m=1
and the length of each sequence is N , i.e.,
T and |x i,m | = 1. The correlation function of sequences x i and x j at lag n is defined as
Here, S n is defined as an off-line diagonal 0-1 matrix. When n > 0, nonzero elements located in the upper off-line of the matrix are shown in (2) .
n zeros
When n < 0, nonzero elements are located in the lower offline of the matrix. Specifics, since S n = S H −n , there exists r ijn = r * ij−n . For sequences {x m } M m=1 , we define set T corresponding to the lag interval of interest. Then, the autocorrelation metric, called an integrated sidelobe level (ISL), can be written as
and the cross-correlation metric, called a cross-correlation level (CCL), can be written as
Moreover, we define the correlation matrix at lag n
Since the sequences {x m } M m=1 can be denoted by the N -by-
Then, combining (3), (4), and (5), we have
where I is the identity matrix.
Thus, a compact optimization model for designing unimodular sequences with minimized ISL/CCL can be formulated as
Solving model (7) directly is difficult since the objective function (7a) is a fourth-order polynomial and the constraints are constant modulus equalities. However, since every element in X is a constant modulus, i.e., x i,m = e jφi,m , we drop constant modulus constraints and formulate problem (7) to the following minimization problem
where
the constraint 0 Φ ≺ 2π means all the elements φ i,m in Φ belong to [0, 2π), and δ n in (9) denotes the Dirac-δ function. Problem (8) can further be equivalent to the following consensus-like problem (10) by introducing a set of auxiliary variables {Φ n , n ∈ T }.
In comparison with (8), the major benefit of the consensus-like problem (10) is the flexibility of allowing f n (Φ n ) to handle its local variable independently. Sequentially, we will design two efficient algorithms, named consensus-ADMM and consensus-PDMM, to solve (10) approximately, but efficiently. Moreover, we show several analyses on the proposed algorithms related to convergence, local optimality, and efficient implementations.
III. CUSTOMIZED CONSENSUS-ADMM/PDMM SOLVING ALGORITHMS

A. Consensus-ADMM Algorithm Framework
The augmented Lagrangian function of problem (10) can be written as
where Λ n and ρ n , n ∈ T , are Lagrangian multipliers and penalty parameters respectively. We further define
where n ∈ T . Then, the consensus-ADMM algorithm framework for solving problem (10) can be written as
where k is iteration number. Remarks: First, for different n ∈ T , the variables in (13b) and (13c) are independent of each other. It means that the |T | paired problems (13b) and (13c) can be implemented in parallel, where |T | is set T 's size. Second, the main difficulty of implementing the consensus-ADMM algorithm (13) lies in how to solve problem (13b) since functions L n Φ k , Φ n , Λ k n are nonconvex related to variables Φ n . However, the following lemma indicates that {f n (Φ), n ∈ T } are continuous, differentiable with respect to the phase variable and have Lipschitz continuous gradients (see detailed proof in Appendix A). Lemma 1: Gradients {∇f n (Φ), n ∈ T } are Lipschitz continuous with constants L n , i.e.,
where Initialization: Compute Lipschitz constants {L n ,n ∈ T } according to (15) . Set iteration index k = 1, initialize Φ 1 and {Λ 1 n , n ∈ T } randomly, and let
until some preset termination criterion is satisfied. Let Φ k+1 be the output.
Based on Lemma 1, we have the following inequality
Let right hand side of inequality (16) 
n . Then, we customize the following consensus-ADMM solving algorithm
are strongly convex quadratic functions with respect to Φ and Φ n , optimal solutions of problems (17a) and (17b) can be obtained by solving linear equations (18a) and (18b) respectively.
Then, we project the solutions onto the feasible region and obtain
Combining (17c) and (19), we summarize the customized consensus-ADMM algorithm in Table I .
B. Consensus-PDMM Algorithm Framework
In this subsection, we develop a consensus-PDMM algorithm with a full parallel implementation structure to solve problem (7) . In it, the updated process during one iteration (15) . Set iteration index k = 1, choose Φ 1 and Λ 1 n randomly and let
can be executed in one phase, which could provide a flexible asynchronous updated manner that is more suitable for some real applications. Specifically, consensus problem (10) can be equivalent to
Its augmented Lagrangian function can also be written as (see (12))
Then, the proposed consensus-PDMM algorithm 1 can be described as
One can see that Φ k (not Φ k+1 ) and Λ k n are involved in solving (22b). This fact admits problems (22a) and (22b) can be solved in parallel. According to Lemma 1, we can obtain upper-bound functions U(Φ, {Φ
1 Here, we should note that the proposed consensus-PDMM algorithm is different to the parallel methods in [35] [36], which focus on the minimization of block-separable convex functions subject to linear constraints.
Then, instead of minimizing nonconvex functions
n are strongly quadratic, optimal solutions of problems (25a) and (25b) can be obtained easily by setting their gradients to zero, solving the linear equations and projecting the solutions onto the corresponding feasible regions, which lead to
In Table II , we summarize the proposed consensus-PDMM algorithm.
IV. PERFORMANCE ANALYSIS
A. Convergence Issue
Before showing the convergence theorem, we present Lemmas 2-5 and their proofs in Appendix B. Based on these lemmas, we show that if proper parameters are chosen, the augmented Lagrangian function L (·) is sufficient descent in every iteration and is also lower-bounded, which leads L (·) to convergence as k → +∞.
Then, we have Theorem 1 to show the convergence properties of the proposed consensus-ADMM algorithm (the proof is given in Appendix C).
} be the sequence generated by the proposed consensus-ADMM algorithms. If penalty parameters ρ n and Lipschitz constants L n satisfy ρ n ≥ 9L n , we have the following convergence results
Moreover, Φ * is a stationary point of problem (8), i.e., it satisfies the following inequality
Theorem 2: In the consensus-PDMM algorithm, the penalty parameters ρ n and Lipschitz constants L n are set to satisfy
} be the sequence generated by the proposed consensus-PDMM algorithms. If (29) holds, where n ∈ T \0, then limit point Φ * is a stationary point of problem (8) . 
Remarks: The proof of Theorem 2 is presented in Appendix D. Here, we should strengthen that Theorem 2 just states the quality of the limit point when the consensus-PDMM algorithm is convergent. To date, the convergence analysis of the PDMM algorithm for the general nonconvex optimization model is still an open problem. Some state-of-the-art results on this topic, such as [35] - [37] , cannot be followed since the nonconvex model (8) cannot satisfy their specific conditions. However, the simulation results presented in the next section show that the proposed consensus-PDMM algorithm always converges, and the generated unimodular sequences have good correlation levels.
B. Local Optimality
Theorems 1-2 show convergence properties of the proposed consensus-ADMM/PDMM algorithms. In this subsection, we presnet a theoretical bound on the quality of local minima of the model (8) (see proof in Appendix E).
where f min and f max are the global minimum and global maximum value of the objective function in (8) respectively.
C. Efficient Implementations
Observing the proposed consensus-ADMM/PDMM algorithms in Table I and Table II , we can see that the main computational difficulty lies in calculating {∇f n (Φ), n ∈ T }. In the following, we show that the gradients can be obtained efficiently by exploiting their special sparsity structures.
First, we define vectors v n = vec(X(Φ) H S n X(Φ)), n ∈ T . Then, f n (Φ) can be simplified as
where c = vec(N I). Then, we can compute ∇f n (Φ) as (27) . Second, from (28), we can see that there are 2(M −1) nonzero elements in
. It indicates that 2(M − 1) complex multiplication operations at most are needed to obtain
∂φi,m v n (Φ). Since Φ is an Nby-M matrix, computational cost of obtaining all gradients {∇f n (Φ), n ∈ T } in each iteration is roughly O(2M 2 N |T |). Furthermore, observing (17c) and (19), we can see that the computational cost of other terms is far less than∇f n (Φ), n ∈ T . This is also true for (25c) and (26) . Hence, we can conclude that the total cost in each consensus-ADMM/PDMM iteration is roughly O(2M 2 N |T |).
V. SIMULATION RESULTS
In this section, several numerical examples are presented to show the performance of the proposed consensus-ADMM/PDMM algorithms. The simulation parameters are set as follows: For the consensus-ADMM algorithm, we define primal/dual residuals [38] at the k-th iteration as
For the consensus-PDMM algorithm, n ∈ T \0. Then, the termination criterion in Table I and Table II is set as
≤ ǫ, or the maximum iteration number is reached. In the simulations, we set ǫ = 10 −4 and maximum iteration number as 5 × 10 4 . Moreover, to improve the algorithms' performance, we exploited stochastic block coordinate descent (SBCD) and accelerated gradient descent (AGD) [39] to reduce the computational complexity and speed up convergence respectively. In comparison, two state-of-theart methods, WeCAN [23] and MM-WeCorr [25] , are carried out here. All approaches are initialized with the random phase sequence. Besides, all experiments are performed in MATLAB 2016b/Windows 7 environment on a computer with 2.1GHz Intel 4100×2 CPU and 64GB RAM. Figures 1-2 show the convergence characteristics of the proposed consensus-ADMM/PDMM algorithms and other com- parison algorithms. Here, it should be noted that we do not give the exact proof of the convergence for the consensus-PDMM algorithm. However, from these figures, we can see that all the algorithms show pretty converge results. Specifically, We-Can converges slowest and MM-WeCorr enjoys pretty fast converge speed. Moreover, AGD strategy can speed up the convergence of our proposed ADMM/PDMM approaches very well. In comparison, SBCD strategy slows down the convergence rate. However, we should note that it has lower computational complexity. The parameter of 50% 2 can be changed to attain a tradeoff between convergence rate and computational complexity.
Figures 3-6 compare the correlation level between the proposed consensus-ADMM/PDMM algorithms and the MMWeCorr approach and WeCan approach. Here, the parameter correlation level (dB) is defined as
From the figures, we can see that the correlation levels of section n ≥ 0 are symmetrical to that of section n ≤ 0. Compared to WeCAN and MM-WeCorr, the proposed algorithms offer lower correlation levels. This fact is in accordance with the simulation results in Figures 1-2 . We tabulate the minimum and average values of the correlation levels achieved by these algorithms in Table III . For each (M, N ) pair, the algorithms are repeated 50 times. The results of different (M, N ) pairs show that the sequence sets generated by the proposed consensus-ADMM/PDMM algorithms have the optimal correlation property (both minimum and average 2 ) of WeCAN. However, unlike MM-WeCorr and WeCAN, the consensus-ADMM/PDMM algorithms can be performed in parallel, which means that they are more suitable for large-scale applications from a practical viewpoint of implementation.
VI. CONCLUSION
In this paper, we formulated the unimodular sequences design problem as a consensus-like nonconvex optimization model. Then, two efficient algorithms, named by consensus-ADMM and consensus-PDMM, were proposed to solve the formulated problem. We proved that, if proper parameters are chosen, the proposed consensus-ADMM algorithm converges and the solution of the consensus-PDMM is guaranteed to be a stationary point of the original problem when it is convergent. Moreover, we also provided an analysis on the local optimality of the formulated nonconvex optimization problem and computational complexity of the proposed consensus-ADMM/PDMM approaches. Numerical experiments showed that, compared to the state-of-the-art methods, the proposed algorithms obtained lower correlation sidelobe levels. Besides, the parallel implementation structure let the proposed algorithms be more suitable for large-scale applications.
APPENDIX A PROOF OF LEMMA 1 First, for ∇f 0 (Φ), we have the derivations in (33) . Then, according to the Lagrangian mean value theorem, since f 0 (Φ) is continuous and differentiable, there exists some pointφ i,m between φ i,m andφ i,m which satisfies
Combining (33) and (34), we obtain
Moreover, we have (36) . From (28), we can see that there are at most 2M − 1 nonzero elements in
respectively. Then, the first term in (36) should satisfy the following inequality.
Since the maximum modulus of elements in (v 0 (Φ) − c) is N , we can obtain the following inequality for the second term in (36)
Plugging (37) and (38) into the right side of (36), we have
Combining the above results with (35), we can see that
Second, for ∇f n (Φ), there exists
For
, we have
Through similar derivations to (35), we have
which results in gradients ∇f n (Φ), n ∈ T being Lipschitz continuous with constant L n > 4(M − 1)(N + 1).
APPENDIX B PROOFS OF SEVERAL LEMMAS FOR THE PROPOSED CONSENSUS-ADMM ALGORITHM
Lemma 2: For the upper-bounded function (16), we have the following inequality
Proof Based on (16), we have
Since ∇f n (Φ) is Lipschitz continuous, there exists
Plugging the above inequality into (44), we can get
Furthermore, according to Lemma 1, there exists
Plugging it into (46), we can get (43) . This completes the proof.
Lemma 3:
In each consensus-ADMM iteration, ∀n ∈ T ,
F is upper-bounded as
Proof The optimal solutions of problems (17b) can be obtained by solving the linear equations
Combining it with (17c), we can get
Plugging (49) 
F , we have the following derivations
, where the second inequality comes from the Lipschitz continuity of function ∇f n (Φ). This completes the proof.
Lemma 4:
In each consensus-ADMM iteration, if
Proof To facilitate the subsequent derivations, we define the following quantities
Then, from the above quantities, we have
Since L Φ, {Φ k n , Λ k n , n ∈ T } with respect to Φ is strongly convex, ∆ k Φ should satisfy the following inequality
Moreover, since
Plugging it into (53), we can obtain
Moreover, according to Lemma 2 and the strong convexity of the functions U n Φ k+1 , Φ n , Λ k n , n ∈ T with respect to Φ n , we have the following two inequalities respectively
Plugging them into (55), it can be changed to
Since
, the above inequality can be rewritten as
Furthermore, plugging (47) into (57), it can be derived as
Λn , through similar derivations and the results in Lemma 3, there exists
Plugging (54), (58), and (59) into (52), we have the following inequality
wherec n andc n are defined in (50). This completes the proof.
F , we further have the following inequality
F . Replacing the last term in (61) with the above inequality, we can obtain
Since ∇f n (Φ n ) is Lipschitz continuous, there exists
Replacing the first two terms in right hand side of (62) through the above inequality, it can be simplified as
Second, since
we can get
Since ∀n ∈ T , f n (Φ) ≥ 0, we can conclude that, if
n , n ∈ T }) > 0. This completes the proof.
APPENDIX C PROOF OF THEOREM 1
First, we prove (29) in Theorem 1. In Lemmas 4-5, we desire ρ
3 n > 0, and ρ n ≥ 5L n hold, where the first two inequalities can guarantee augmented Lagrangian function L(· k ) decreases sufficiently and the last one can guarantee L(· k ) ≥ 0 in every iteration. Through the famous Cardano formula [40] , we can obtain that the first two inequalities hold when ρ n ≥ 8.41L n and ρ n ≥ 4.72L n . Combining them with ρ n ≥ 5L n , we can see that when ρ n ≥ 8.41L n , all the inequalities hold simultaneously. To simplify the description, we choose ∀n ∈ T , ρ n ≥ 9L n , which can guarantee that (51) and (60) in Lemma 4 and Lemma 5 hold simultaneously.
Summing both sides of the inequality (51) at k = 1, 2, · · · , +∞, we can obtain L(Φ Since (60) holds, the following inequality holds.
Sincec n ,c n > 0 and L(Φ 
Plugging (65) and (66) 
Plugging (67) into (17c), we further have
Since 0 Φ ≺ 2π, (65) indicates Φ k converges to some limit point as k → +∞, i.e.,
Combining the above result with (66) and (68), we can obtain
Plugging (68) into (49), we can obtain Λ k n = −∇f (Φ k n ). Since gradient ∇f n (Φ) is Lipschtz continuous, it means ∇f (Φ k n ) is bounded. Therefore, we conclude that Λ k n is also bounded. Combining this result with (67), we can see that Λ k n can converge to some limit point, i.e.,
which finish the proof for (29) in Theorem 1. Second, we prove Φ * is some stationary point of problem (8) . Since Φ k+1 = arg min 
Since ∇f n (Φ * ) = −Λ * n , ∀n ∈ T , (73) can be further derived as
which completes the proof.
APPENDIX D PROOF OF THEOREM 2
Let Φ * be the limit point when consensus-PDMM algorithm is convergent. Then, to show Φ * is some stationary point of problem (8) , we prove that it should satisfy the following inequality n∈T ∇f n (Φ * ), Φ − Φ * ≥ 0, 0 Φ ≺ 2π.
Since Φ k+1 = arg min 0 Φ≺2π
U Φ, {Φ k n , Λ k n , n ∈ T \0} and function U Φ, {Φ k n , Λ k n , n ∈ T \0} is quadratic with respect to Φ, we have
i.e.,
where 0 Φ ≺ 2π. Since (29) n , (78) can be rewritten as ∇f n (Φ * ) = −Λ * n , ∀n ∈ T \0. Plugging it into (77), we can obtain (75). This completes the proof.
