We give a deterministic polynomial time algorithm to find the structure of the 2-Sylow subgroup of the Jacobian of a genus 2 curve over a finite field of characteristic 2. Our procedure starts with the points of order 2 and then performs a chain of successive halvings while such an operation makes sense. The stopping condition is triggered when certain polynomials fail to have roots in the base field, as previously shown by I. Kitamura, M. Katagi and T. Takagi. The structure of our algorithm is similar to the already known case of genus 1 and odd characteristic.
Introduction
Our interest is in the group of F 2 m -points of the Jacobian variety Jac(C) of a genus 2 curve C over F 2 m . As is well known, this is isomorphic to the group of Gal(F 2 m \F 2 m )-invariant elements of Pic 0 (C), the degree zero divisor classes modulo principals on C. The computation of the order of such groups is generally hard and expensive. However, the order and also the structure of certain subgroups may be easier to find. The object of this paper is the determination of the structure of the subgroup of degree zero divisor classes of order any power of 2, namely the 2-Sylow subgroup of Jac(C)(F 2 m ) -which we write Jac [2 ∞ ] from now on. We provide a deterministic polynomial time algorithm to do so. Since our method is built on purpose to find Jac [2 ∞ ], it is more efficient than the algorithms for the whole group of F 2 m -rational points. The knowledge of Jac [2 ∞ ] at a cheaper price may have some interesting advantages.
As for the genus 1 case, an algorithm for the determination of -Sylow subgroups of elliptic curves over F p with = p and p = 2 was given in [15] . The approach in [15] relied on iterated solutions to the equation [2] P = W , starting with the points W of order 2. Such a halving procedure (this is the usual name for the reverse operation of the natural multiplication by 2 map) received some attention in the crypto community for elliptic curves over binary fields (see [12, 16] ). However, we are not aware of the use of halving to determine the 2-Sylow subgroups neither for elliptic curves nor Jacobians of genus 2 curves in characteristic 2.
Our method is a genus 2 adaptation of the = 2 elliptic curve case using an iteration of the halving operation in Jac(C)(F 2 m ). A halving algorithm for genus 2 curves over binary finite fields was given in [11] . It is an interesting problem to use the analogues of the -division polynomials for Jacobians of curves of genus 2 to obtain a genus 2 version of [15] in any characteristic.
Degree zero divisor classes of order 2
We recall some basics about the group Jac(C)(F 2 m ) for C a non-singular curve of genus 2 over F 2 m . We assume that C has at least one Weierstraß point P ∞ with coordinates in our base field F 2 m .
Under this assumption C has a Koblitz model
For every value of x, the two roots of the quadratic polynomial in y above give the two points of C conjugated by the hyperelliptic involution ι : (x, y) → (x, y + h(x)). The double solutions are the Weierstraß points of C (note that P ∞ is another such point), and since y → y 2 is bijective for fields of even characteristic, the x coordinate of the Weierstraß points (other than P ∞ ) is given by the roots of h(x).
Due to the Rieman-Roch Theorem, the nontrivial elements D = (1, 0) of the group Jac(C)(F 2 m ) take two forms according to the number of points in the finite part of D. The weight one divisors
2 ) are (possibly equal) points of C whose coordinates satisfy the condition that there is a pair of polynomials
Note that v(x) is the unique polynomial of degree 1 in F 2 m [x] that interpolates the points P 1 , P 2 . Note also that the coefficients of u(x) and v(x) are in F 2 m while x 1 , x 2 , y 1 , y 2 don't need to for a general weight two divisor. We write such a D ∈ Jac(C )( 
In Jac(C) the pairs that differ by divisors of functions on C are identified. For instance P 1 = (x 1 , y 1 ) 
is generated in this case by any pair among the weight one divisors
and their weight two sum
The second coordinate above is the standard Lagrange interpolation polynomial and obviously lies in is degree 2 with a double root α ∈ F 2 m , the rank of Jac [2] is also 1, the generator being
if f (α) = 0 and
We just proved the following. 
From now on we assume deg(h(x)) = 1 or 2. Our procedure outputs generators for Jac[2 ∞ ] and their orders, and the first step to do so consists in building up the above generators of Jac [2] as seeds for the halving iteration described in the next section.
Algorithm. (SeedBuildUp)
Input: the base field F 2 m and the polynomials
Output: a set W of generators of Jac [2] 1.
In a broader context, the first step to provide divisor classes of 2-power order in Jacobians of hyperelliptic curves of genus larger than 2 relies also in the computation of enough Weierstraß points of C. There are well-known algorithms to compute such points for quite general curves (see [9, 10] ), and one might try to use them as seeds to work out the corresponding Sylow subgroups of their Jacobians.
Halving loop
A key step in our algorithm is to reverse the group law in Jac(C)(F 2 m ), which constructs first the formal sum of divisors, called the composition, and then chooses the reduced representative. The second step involves detection of principal divisors in the support and erasing them off. In practice these two manipulations are executed in terms of coordinates (u(x), v(x)) by Cantor's algorithms [4] .
In the particular case of adding a divisor class with itself, the composition and reduction steps form the following algorithm.
Algorithm. (Doubling)
Input:
There exist variants of Doubling which are faster for certain types of curves (see [14] ). Reversing the algorithms for doubling it is possible to design halving procedures in coordinates (see [2, 11] ). Birkner's algorithm [2] is faster due to the optimized arithmetic developed in [13, 14] , even though it does not cover the whole types of curves we are interested in.
The halving algorithm by Kitamura, Katagi and Takagi [11] is based on a search for a polynomial It is shown in [11] that the coefficients k 1 , k 0 are derived from two equations p 1 (x) = 0 and with c 1 = f 3 +h 2 v 21 + u 20 + ( f 4 + u 21 )u 21 , and k 0 is a root of p 0 (x). Given a pair k 1 , k 0 , the coefficients of U 1 (x) are
where Fig. 1 for non-cyclic 2-torsion case).
Since we know #Jac [2] , it follows that # Proof. The claims follow from the criterion which says that ax
] is reducible if and only if T r F 2 m /F 2 (ab/c
2 ) = 0, see [11] .
Regarding the construction of the second coordinate
) from the first coordinate U 1 (x), our approach is different to [11] . We consider all possible linear interpolation polynomials of the 2 (possibly repeated) roots x i ∈ F 2 2m of U 1 (x) at the 4 (possibly repeated) roots y i , y i + h(x i ) of the quadratic polynomials y 2 + h(x i )y + f (x i ) for i = 1, 2. Among these possibilities we choose V 1 (x) to be the one defined over the base field F 2 m and satisfying 2D 1 = D 2 (note that V 1 (x) may well not exist, in which case no halving of D 2 exists and our loop stops). The interpolation step presents some particularities if the number of F 2 m -roots of U 1 (x) or the polynomials y 2 + h(x i )y + f (x i ) is 0 or 1, details which we omit.
We call Halving the procedure that takes
) if the constructions of U 1 (x) and V 1 (x) described above are successful, and returns the input D 2 unaltered otherwise. 
Down the trees
The different types of seeds described in Section 2 produce two different structures for Jac[2 ∞ ].
Namely, when Jac[2] has 1 or 3 nontrivial elements, the iteration of the Halving loop in Section 3 forms one binary tree or three quaternary trees respectively. For each of them the nodes at level k are divisors of order 2 k .
For our purpose we are interested only in partial information about these trees. More precisely, in the binary case we have Jac[2 ∞ ] ∼ = Z/2 n Z and our aim is twofold: to find the exponent n (which is the height of the tree), and one of the nodes in the bottom (which is a generator of Jac[2 ∞ ]). In the quaternary case one has Jac[2 ∞ ] ∼ = Z/2 n Z × Z/2 r Z, with 1 r n, and we want to determine n, r and the corresponding generators of orders 2 n and 2 r . The height of one tree is n and, as we will see, the height of the remaining 2 is the same and equals to r.
The cyclic cases
We know from Section 2 that Jac [2] is cyclic when h(x) is quadratic irreducible, quadratic with a double root or deg(h(x)) = 1. We describe now the descending procedure down the binary tree (by Proposition 3.1) until the deepest nodes (Fig. 2) . We say that a binary tree is complete if the nodes with no children are all in the same level. Since we deal with a cyclic group, the subgroup of order 2 k is generated by 2 
Algorithm. (2SCyclic)
Input: a curve C with h(x) deg one, irred of deg 2 or with a double root.
Output: the exponent n and a generator W 2 ∞ of Jac[2 ∞ ]
The rank 2 case
From Section 2, we know that Jac [2] is rank 2 when h(x) is quadratic and splits in F 2 m . Hence there are 3 nontrivial elements in Jac [2] producing each of them a quaternary tree. The two exponents n, r in Jac[2 ∞ ] ∼ = Z/2 n Z × Z/2 r Z are related to the heights of these trees. r+k with 1 k n − r is 2 r+k−1 . Therefore in T W 1 the ratio between the number of divisors of levels r + 1 and r is 4, which means that all nodes at level r have children. Otherwise the ratio is 2 from level r + 1 onwards, and by Proposition 3.1 just half the nodes have children.
The descending process down the 3 quaternary trees to reach the bottom line (Fig. 3) is a bit more intricate than in the cyclic cases, and we now explain how we proceed. For our algorithm we need to choose first two seeds W 1 , W 2 . Next we have to choose an element D 1 in In order to find n we proceed as follows. Assume first r 1 < r 2 . This means k > 1. Since beyond level r + 1 some nodes are childless, n could be strictly larger than r + k. The following proposition gives a necessary condition for the latter to happen (see [15] for the similar genus 1 case). 
Algorithm. (2SRank2)
Input: a curve C with h(x) of degree 2 and two different roots in F 2 m Output: the exponents n, r 
Some examples
The algorithms SeedBuildUp, Halving, 2SCyclic and 2SRank2 from the previous sections have been coded in Magma [3] . We generated 3 random curves over F 2 m with m = 160. It took a considerably large amount of time to find examples of curves with a large 2-Sylow subgroup, but even in these cases our method returns the structure and generators of Jac[2 ∞ ] in a matter of seconds.
The number of iterations that our algorithm takes to find n, r is bounded by the 2-adic valuation For the curve
We show some other examples of our findings in Table 1 , where the coefficients of the curve are coded in hexadecimal notation.
We used our algorithm further to study the distribution of curves C over F 4 and F 8 with respect to the structure of their 2-Sylow subgroups. The result of our search is shown in Tables 2 and 3. The amount of curves for each pair (n, r) is given in the third column, and the fourth shows the number of curves identifyed modulo isomorphisms preserving infinity (see [7, 8] ). The resulting classes are distributed in reverse order with respect to deg(h(x)) ( [7, 8] , Types I, II, III) in the last three columns.
Notice the missing (3, 2) in Table 2 and (3, 2), (4, 2) in Table 3 .
Isomorphisms moving infinity were taken into account in [5] , where the classification into isomorphism classes was done via the ramification divisor of the hyperelliptic morphism from C to P
.
Following the notation in [5] , the representatives modulo isomorphism (now considering the isomorphisms moving ∞ as well) fall into five cases, named (1, 1, 1)-split, (1, 1, 1)-quadratic, (1, 1, 1 )-cubic, (1, 3) and (5) after the coefficients of the different exponent. Using such a classification, the case (1, 3) includes all curves with h(x) linear (those of Type II following the classification above) and h(x) with a double root (included in Type I above). The remaining Type I curves fall into the cases (1, 1, 1) split (in case h(x) has two different roots in the base field) and (1, 1, 1 [6, 8] may be refined, using the data in [5] , as shown in Table 4 .
)-quadratic (in case h(x) is
Allowing isomorphisms moving ∞, there is a 1: 1 map between Type II curves and Type I curves with h(x) having a double root. Hence the number of classes in both cases equals the number 2q(q − 1) of classes in the case (1, 3) of [5] . Note that the larger amount of isomorphisms makes the values in Table 4 change only if h(x) has two different roots in F q : such number being 1 6 q(q − 1)(2q − 1) (see [5] ).
