Abstract
given population also tended to be stable over time. We also extended our method to demonstrate 1 that variation in recency of HIV diagnosis among clusters was significantly more predictive of new 2 cases than sample collection dates (∆AIC> 50). These results demonstrate that one cannot rely 3 on historical precedence or convention to configure genetic clustering methods for public health 4 applications. Our framework not only provides an objective procedure to optimize a clustering 5 method, but can also be used for variable selection in forecasting new cases.
6

Background
7
Spatiotemporal clustering is a fundamental public health methodology for the detection of infec-8 tious disease outbreaks [1] . The colocalization of cases in space and time can reveal the existence 9 of a common source, and cases within a cluster tend to be related by recent transmission events.
10
For example, an automated space-time clustering method [2] was demonstrated to retrospectively 11 detect outbreaks of nosocomial bacterial infection in a US-based hospital, including the outbreaks these circumstances, the spread of an epidemic is more likely to be shaped by a social network of 23 repeated contacts between individuals, rather than shared venues.
24
For many infectious diseases, the molecular evolution of the pathogen is sufficiently rapid that 25 genetic differences can accumulate between related infections on a similar time scale as disease dates a stricter pairwise distance threshold of 0.5% [19] . In some cases the selected threshold is 1 informed by the expected divergence between HIV-1 sequences sampled longitudinally from the 2 same patient [13, 20] -however, this empirical distribution can vary substantially among subjects
3
[21] and may be influenced by the extent of clinical follow-up. Population studies from other re-4 gions such as Botswana [22] and South Africa [23] have used substantially higher distance thresh-5 olds (≥4.5%) that vary among HIV-1 subtypes [24, 25] . Furthermore, simulation-based studies 6 [5, 22, 26] have demonstrated that clustering is highly sensitive to the sampled proportion of the 7 infected population. Given the known differences in the empirical distributions of HIV-1 genetic 8 distances among populations, as well as the significant global disparities in prevalence and access 9 to testing and treatment, it is urgently necessary to establish an objective, quantitative framework 10 for optimizing a clustering method to the target population.
11
Here we propose that the most useful approach to select clustering criteria is to base this deci-12 sion on our ability to predict where the next cases will occur. A high, permissive clustering thresh-13 old tends to result in a single cluster that comprises the majority of known cases. The next cases are 14 proportionately more likely to connect to this cluster simply because it is large, but its size will also 15 average out the individual-and group-level attributes that are informative for predicting the next 16 cases. Put another way, a single large cluster is not likely to confer a public health benefit because 17 it is akin to prioritizing the entire population. Conversely, setting a low, strict clustering threshold 18 results in a large number of small clusters. This increases the variation of attributes among clusters, 19 resolving greater information. As cluster sizes continue to decline with progressively lower thresh-20 olds, however, the variation in attributes among clusters is less associated with the emergence of 21 new cases -in other words, the distribution of new cases among clusters becomes increasingly 22 random. This trade-off is analogous to the modifiable areal unit problem (MAUP), a concept in To address the MAUP in the context of genetic clustering and public health, we develop an 4 information criterion-based framework inspired by work from Nakaya [29] . The objective of our 5 framework is to identify the clustering criteria that maximizes the information content of the re-6 sulting clusters for forecasting where the next cases will occur. We evaluate our approach on 7 anonymized HIV-1 sequence data from three populations, and demonstrate how this framework 8 can also be used to select between predictive models of cluster growth that utilize different clus- 9 ter attributes. Furthermore, we examine the problems associated with the arbitrary selection of 10 clustering criteria or applying criteria from one population to another, and evaluate the stability of 11 information-optimzed criteria for a given population over time. 
17
We also obtained n = 2, 779 anonymized HIV-1 pol sequences from the Vanderbilt Comprehen-
18
sive Care Clinic in Nashville, which were sampled from the Middle Tennessee region between 19 2001 and 2015; these sequences were annotated with meta-data including both years of sample 20 collection and diagnosis [32] . Each data set was manually screened to remove all sequences corre-21 sponding to HIV-1 subtypes other than subtype B, and to remove repeated samples from the same 22 individual. We then filtered each data set to remove any sequences with a nucleotide ambiguity 23 above 5%, which affected 1 sequence from each of the northern Alberta and Seattle data sets,
24
and 163 sequences from Tennessee. Given the relatively small number of sequences collected in 25 part of 2013 for the Seattle dataset (n = 35, Figure 1 ), we excluded this year to maintain a con-a vertex in V , which we denote as E = {e(v, u) : e ∈ E d , v ∈ V c , u ∈ V }. The set of edges in E can 23 also be interpreted as edges in a bipartite subgraph comprising parts V c and V .
A clustering method defines a partition on the known cases V c into a set of clusters {C 1 ,C 2 , . . . ,
25
C n } such that C i ∩ C j = ∅ for all i = j and 1 ≤ i, j ≤ n; and such that the union of all clusters 1 recovers the entire set:
Note that this definition does not strictly require the existence 2 of edges, which we use to represent genetic similarity, but can be adapted to any method that 3 defines a partition on the database of known cases. For our analysis, clusters were defined as the 4 connected components of V c , meaning any pair of vertices within the same cluster (v, u ∈ C i ) are 5 connected by at least one path (a sequence of edges), any pair of vertices in different clusters are 6 not connected by any path, and single cases can count as their own cluster of size one.
7
Modeling growth 8 We define total cluster growth R as the number of new cases in V adjacent (connected by an edge) 9 to any known case in V c , where R ≤ |V |. To resolve the event that a new vertex in V is adjacent to 10 vertices in more than one cluster, we reduced the subset of edges between V and V c , maintaining 11 only the edges with minimum weight per vertex in V . If more than one edge to a given vertex 12 u ∈ V had exactly the same minimum weight, then we selected one edge at random.
13
We formulated two predictive models to generate estimates of growth for the i-th cluster C i , 14 which we denote respectively as the null model and the weighted model. The null model requires 15 less information by postulating that each cluster is expected to grow in proportion to its current 16 size, prior to the addition of new cases, as a fraction of the entire population of known cases.
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For example, a cluster that comprises half of all known cases is predicted to accumulate half of 18 new cases that are adjacent to any cluster. Expressed as a Poisson regression model, the expected 19 growth of C i given total cluster growth R is given by:
where we use boldface E to denote the expectation (and distinguish it from our edge set notation 21 E), and R 0 is given the subscript 0 to indicate it is the predicted growth under the null model. model, the expected growth of cluster C i under the weighted model is written:
where α and β are parameters to be estimated by regression. Note that equation (2) reduces to (1) 5 when w(v) = 1 for all v ∈ C i , α = 0 and β = R/|V c |.
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For our demonstration, we weighted individual cases by their recency of sample collection or 7 diagnosis, measured as ∆t = t max − t(v). The predictive weight w of a known case of a given 8 age ∆t relative to t max was based on the expected rate of adjacency (edge density) between sets 9 of known cases separated by the same time lag. Thus, we needed to calculate the edge densities 10 for all bipartite graphs
compatibility with our definition of cluster growth, we removed bipartite edges from E i j so that the 12 maximum degree size for any vertex v ∈ V c j was 1, where the remaining edge minimized the edge 13 weight w(u, v) for all u given v. We use E 1 i j to denote this reduced set of bipartite edges. This had 14 the effect of reducing the maximum possible number of bipartite edges in K i j from |V i ||V j | to |V j |.
15
We refer to the set of all bipartite graphs for a given time lag as K(∆t) = {K i j : j > i, j − i = ∆t}.
16
Thus, the expected edge density ρ given ∆t is:
For this model, we assume that the edges in E 1 i j are independent and identically distributed binary outcomes. Furthermore, we expect the probability of this outcome to decay with increasing ∆t.
19
Hence we used logistic regression to estimate ρ as a function of ∆t:
where α and β are parameters to be estimated by regression. The simplest use of this information 2 would be to set the weight of a known case to its predicted edge density given its time lag ∆t; i.e.,
The weighted model can be extended to employ a linear combination of additional individual- 
where the coefficient β has been brought into the summation over individual known cases. In to |V | = 125 for both analyses to ensure that growth rates were comparable. After this step, the total 12 numbers of cases was reduced to n = 2, 015 and n = 2, 588 for the diagnostic and sample collection 13 analyses, respectively. We note that the resulting weighted models are not being compared directly; 14 instead, they are compared to the null models for their respective data sets.
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We repeated the cluster threshold evaluation on progressively censored subsets of the Seattle Figure 1 and the direct comparison between diagnostic and collection year distributions for the 7 Tennessee data set can be found in supplementary Figure S1 . The lowest mean sampling rate was for Seattle (0.026) and Tennessee (0.023). Overall, these distributions were significantly different 1 (Kruskal-Wallis test, P < 10 −15 ).
2
Adjacency of cases decays with time lag 3 We generated a sequence of graphs at varying TN93 distance thresholds for each data set, where 4 each vertex represents a known case (sampled or diagnosed prior to the final year) and an edge 5 indicates that the corresponding pairwise distance is below the threshold -in graph theory, the 6 cases are said to be 'adjacent'. Thus, each distance threshold defines a different partition of known 7 cases into clusters, where a cluster may consist of only a single known case. Our objective is 8 to determine which threshold results in the most information-rich partition of known cases for 9 predicting where new cases will arise. As we will demonstrate below, there is no information 10 value in either extreme of a single giant cluster or the complete atomization of cases into singular 11 clusters. To quantify the information loss associated with different partitions, we compared two 12 predictive models. First, we fit a null model that assumes the probability that a new case appears 13 in a cluster (i.e., cluster growth) is only influenced by the number of known cases in the cluster, i.e., the cluster size. This is equivalent to assuming that every known case is equally likely to 15 be adjacent (connected by an edge) to the new case. Second, we fit a weighted model where the 16 probability of cluster growth is predicted by some linear combination of individual-level attributes 17 among the known cases in the cluster.
18
For example, we hypothesize that the probability that a new case is adjacent to a known case Figure S2 ). These results supported the use of 'case recency' (the time lag between sample collec-6 tion dates) as an individual-level predictor of a new case joining a cluster of known cases.
7
Since dates of HIV-1 diagnosis were also available for the Tennessee data set, we applied Moreover, this extended model conferred significantly improved fits to sample collection dates 8 for all three data sets (∆AIC = −7.5, −12.8 and −171.6 for Seattle, northern Alberta and Middle
9
Tennessee, respectively). Therefore, we used the extended binomial regression model for our 10 subsequent analyses to predict the distribution of new cases among clusters. 
13
The GAIC also provides a framework for variable selection. For instance, the GAIC obtained clusters.
23
The graphs for these optimal cutoffs are summarized in Figure 5 . In the Seattle graph, the Figure S3) .
6
Robustness of GAIC optimization 7
The difference in optimal clustering thresholds between northern Alberta and the other sites implies 8 that a globally optimal threshold does not exist. However, variation in thresholds may also be a 9 stochastic outcome due to incomplete sampling. To measure the effect of sampling variation,
10
we repeated our GAIC analysis on random subsamples of the Seattle and Tennessee data sets to set, except that the optima were more robust for the data stratified by diagnosis dates.
19
Finally, to assess the stability of GAIC-optimized thresholds over time, we generated additional . In general, we observed that the optimal threshold identified by the minimum GAIC was rel-3 atively stable over time. Although the exact thresholds varied slightly, the optimal threshold from 4 the previous year tended to confer a GAIC similar to the threshold estimated from that year. In confer increased robustness to sampling variation, although we cannot rule out site-specific effects. An important caveat to our approach is that the expected probability of a edge between specific 25 known and new cases is very small. Consequently, our method requires a substantial number of 26 new cases to parameterize models of the variation in edge densities among clusters and, ultimately, 
In these cases, it may be necessary to rescale the step size/range of clustering thresholds to the pathogen is the focus of investigation, however, it is imperative that we become more critical of our The Lancet HIV. 2016;3(5):e231-e238. 
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Sources of HIV infection among men having sex with men and implications for prevention. Figure S1 : (top) Distribution of sample collection years for the Tennessee data set (pink) and diagnostic years for the same location (red). Absent bars indicate that no sampling was carried out in the respective years, and does not reflect an absence of cases. Each data set was filtered such that (bottom) Histograms of Tamura-Nei (TN93) genetic distances among pairwise comparisons of HIV-1 sequences from Tennessee (pink) with collection dates compared to diagnostic years (red) for the same location. The height of each bin has been rescaled to reflect the total number of pairwise comparisons, for which the majority were censored from the data. 
