Three dimensional (3-D) fluorescence microscopes, including conventional instruments with digital deblurring, confocal systems and two-photon excitation, all exhibit monochromatic and chromatic aberrations. A simple Gaussian model of the aberrated point spread function and optical field for each instrument illustrates spatial distortions and blurring and some unique attenuation effects in confocal and twophoton microscopy. These properties depend on the manner in which illumination and detection combine to give the overall microscope performance and highlight the importance of both optics and sample aberrations; the specimen must be considered as an optical component of the integrated imaging system. Axial focus distortion, from refractive index boundaries at the sample, can be accurately modelled by a geometric ray tracing programme, considering weighted components across the entire objective lens working NA. The modal z-focus error, rather than the average of all weighted rays, agrees closely with empirical measurements of axial focus position from test samples. This agreement is particularly close for confocal measurements when NA 4 weighting is used in the model calculations, but the situation is more complex for samples with non-planar refractive boundaries.
Introduction
Botanical microscopy specimens pose particular problems for photometric and morphometric measurements owing to the intrinsic optical properties of the mounted preparation and of the system used for observation (Fricker & White, 1992) . The ultimate goal of visualizing (White, 1995) and quantifying (Taylor & Wang, 1989b; Sandison et al., 1995) the local concentration and three-dimensional (3-D) distribution of fluorescent probes at high resolution, within living tissue, can be realized by an integrated approach using computerassisted confocal microscopy (e.g. Brakenhoff et al., 1979; Shotton, 1989; Wilson, 1990; Inoué, 1995) . The sample must then be considered both as the object under investigation and also as a key component of an integrated imaging system.
In the first part of this paper we review the nature of key optical aberrations in computer-assisted fluorescence microscopy, current methods for their partial control and their critical role in the performance of the related 3-D techniques of confocal and two-photon microscopy. Illumination and detection aberrations will be discussed, together with their consequences for fluorescence intensity. Many previous descriptions of microscope performance have been of limited accessibility owing to their highly mathematical content. In the second part of this paper we illustrate conventional, confocal and two-photon performance with a simple digital model. Finally we describe, in detail, practical methods for the estimation and correction of aberrations in confocal imaging of botanical specimens.
Aberrations in multidimensional fluorescence microscopy
In optical microscopy sample properties, e.g. optical path length (also refractive index), polarization, absorption, etc., have been widely exploited to generate image contrast (e.g. Inoué, 1986; Lacey, 1989) . Conventional fluorescence imaging makes little use of sample optical properties, relying on the specificity of the probe and the filter characteristics of the microscope (Taylor & Wang, 1989a) . However, the same optical properties that are responsible for interference, amplitude, phase contrast, etc., also degrade fluorescence contrast. Light rays undergo many interactions while passing through the optical system and specimen (Cogswell & Larkin, 1995) (Fig. 1 ), but refraction has by far the greatest effect on aberrations.
The optical description of a fluorescence microscope
Fluorescence microscopes contain two distinct optical systems: one to illuminate the object field and another to generate an image of that illuminated field. The optical performance of each component is described by an intensity response. If the illumination and detection responses are multiplied the result represents part of the combined microscope response for one point in the field. The microscope response over the entire optical field can be generated by repeating this operation as the detection is moved in steps over the illuminated field and summing all results. This is a convolution of excitation and illumination responses and is the general description for all fluorescence microscopes (Wilson & Sheppard, 1984) . The microscope performance can be modified by reducing the field and thus the interval of the convolution (Lukosz, 1966) .
Conventional fluorescence microscopy
Conventionally, illumination is not directly focused into the specimen. Rather, light from all parts of the source (e.g. an arc lamp) is spread out evenly at the field diaphragm and projected, with demagnification, into the specimen, bathing fluorophore molecules throughout the sample with excitation light. This is called wide-field illumination. A detector (e.g. camera, observer's eye) is focused into the sample collecting all in-focus and out-of-focus light to a wide-field image. The overall 3-D response for a conventional fluorescence microscope is represented by a 3-D form of the detection Airy disc convolved with a more-or-less flat illumination response. Aberrations are therefore less important for excitation (condenser) optics than for emission (imaging) optics.
Confocal fluorescence microscopy
In contrast to conventional microscopy, the confocal light source (e.g. a highly collimated laser beam) is usually focused to a single-point illuminated field which is then scanned through the specimen. This single-point confocal scanning laser microscope (CSLM) is the most straightforward configuration, and is the one we use for our biological investigations. We confine ourselves to discussions of this instrument, although our comments are generally applicable to all configurations (see Pawley, 1995) . In confocal fluorescence the detector is also focused into the specimen but the field is again reduced to a single point, this time by an imaging, or confocal, aperture. This point-detector is scanned through the specimen, in parallel with the illumination, to form a complete image. Detection and illumination are thus approximately equivalent in fluorescence and an exact duplication in reflection. The interval of the convolution, for the overall performance, is reduced to a single point-field in CSLM instruments; the response is thus described by just the product of illumination and detection (Wilson & Sheppard, 1984) . This gives a combination of properties unique to confocal imaging: (i) aberrations of illumination and detection are equally important and (ii) aberrations that adversely affect the co-alignment (confocality) of excitation and detection degrade imaging performance (Fricker & White, 1992; Entwistle & Noble, 1994) .
Two-photon excitation
The emerging technique of two-photon excitation (Denk et al., 1990) relies on the combined energy of two absorbed photons to achieve excitation of fluorescent molecules. In two-photon point-scanning microscopes the illumination response can thus be approximately described by the square of the equivalent confocal excitation (Jacobsen et al., 1994) . Wide-field detection, analogous to conventional condenser optics, can then be used. The two-photon microscope response is the convolution of the squared illumination with a flat detection response. Two-photon fluorescence mimics the theoretical performance of an incoherent confocal reflection instrument (Gu & Sheppard, 1995) , Fig. 1 . Light interactions in a specimen. Absorption, refractive index and dispersion all depend on material properties and wavelength(s). Absorption by fluorophores does not reduce illumination. Scattering losses may be important, e.g. uncleared woody preparations. The 'confocal region' is imaged with a fidelity determined by specimen composition/mounting and microscope corrections.
with a response (and aberrations) determined largely by the illumination.
Optical aberrations in fluorescence microscopy include: (i) spatial errors -distortions of the optical field, blurring of focus, etc.; and (ii) photometric errors, i.e. attenuation of the signal intensity. We describe these effects, and how fluorescence attenuation can be a direct consequence of spatial errors.
Spatial errors
A computer-assisted 3-D optical microscope represents the specimen volume as a rectilinear array of digitally stored values (the image data) (Carlsson & Liljeborg, 1989) . Deviations from the ideal 3-D sampled volume arise from monochromatic (e.g. spherical) and chromatic aberrations in the planar (x, y) and axial (z) directions. Spatial distortions of the illuminated and detected volumes (wide-field, confocal and two-photon), and misregistration between them (confocal only), are the cause of all non-absorption optical image degradations.
Monochromatic spatial errors
Refraction of light at an optical boundary results in a wavefront deviation of the beam that depends on the refractive index difference across the discontinuity (Born & Wolf, 1991) . Spherical aberration is the classical term for the ability of an optical boundary to refract a spherical wavefront, e.g. from a point source, so as to prevent it from being refocused to a point image. In confocal or two-photon microscopes this might, for example, result in illumination being focused to a broader point in the sample. In all cases, fluorescence rays would be blurred by spherical aberration to a larger area at the detector. Components that contribute most to these imperfections, in a well-corrected microscope, include refractive index boundaries within the mounted sample (Fig. 2) , including the biological material (which may have several subcomponents), mountant, coverglass and immersion medium (Cogswell & Larkin, 1995) . Refractive index boundaries, particularly in the sample, can also deviate the nominal (x, y) or z (axial) focus. The aberrated image is both blurred and spatially distorted (Carlsson, 1991; Visser et al., 1992; Hell et al., 1993) . In the absence of spatial correction it is thus only possible to describe a mean optical field over which the specimen is imaged.
Chromatic spatial errors
Refraction occurs at all transmitted wavelengths. Most optical materials also exhibit dispersion, the variation of refractive index with wavelength (Born & Wolf, 1991) . Thus a wavefront of several wavelengths will be refracted into components. When re-focused by a lens these components will be spatially separated (i.e. dispersed). A microscope system with significant chromatic aberration (Fig. 2B ) may (i) focus several laser lines to different points in the specimen (important for both confocal and two-photon) or (ii) image multiple fluorescence wavelengths from a single sample point to several places at the detector (affecting mainly conventional and confocal) and/or (iii) illuminate a sample volume that is spatially separated from the detected volume (uniquely significant for confocal). All microscope objectives exhibit some degree of axial chromatic focus error, seen as a With unmatched immersion and medium, rays passing the lens (in both directions) are differentially focused on the optical axis (a), towards the field margins (b) and away from the nominal focus (dashed line). This spherical aberration blurs the 3-D PSF which varies through the specimen. Blurring is mostly axial (z), with minor lateral components. A distribution of focal positions (z1, z2, etc.) can be described for rays at increasing angles. (B) Chromatic errors from residual lens and specimen aberrations also shift the focal position (z1, z2) at different wavelengths on the optical axis (a) and towards the field margins (b). A magnification error between wavelengths (r1, r2, etc.) is most noticeable at the field edge. Both of these spatial effects have a profound effect on the photometric properties of confocal and two-photon microscopes.
wavelength-dependent focus shift (Fricker & White, 1992) . Residual lateral chromatic error will give an altered magnification visible towards the edges of the field in all microscopes. Dispersion within the sample, and at optical surfaces, mountant and immersion media, increases chromatic error.
Photometric errors
Absorption and scattering (Visser et al., 1991) are usually minor components in the attenuation of fluorescence with many transparent biological specimens. Botanical specimens exhibit localized absorption by chlorophyll and other pigments (e.g. around 440 6 25 nm and 675 6 25 nm, important for confocal or two-photon laser illumination) (Moss & Loomis, 1952; Wooley, 1971) , and diffuse scattering (e.g. from woody tissue). However, the main aberrations from living botanical specimens are due to refractive structures, e.g. cell and vascular walls, cuticle, organelles, etc. Monochromatic and chromatic spatial errors (described above) all result in blurring of illumination and detection light. We now describe the photometric consequences of these spatial errors.
Monochromatic photometry errors
We have already stated that spherical blurring in wide-field illumination is largely irrelevant and only the imaging response is degraded in conventional fluorescence. The total intensity of fluorescence in all planes perpendicular to the optical axis of a focused light beam is constant (in the absence of absorption). This conditionholds for the overall responseof a conventional fluorescence microscope. Blurring of conventional fluorescence images by monochromatic aberrations increases significantly when focusing into biological specimens, particularly towards the edges of the field. This progressively reduces peak values recorded for small details but average intensities are unaltered. Contrast and resolution are reduced, with no appreciable photometric attenuation.
The condition of constant integrated intensity does not apply to a fluorescence microscope described by the product of point illumination and point detection. Here, signal from fluorescent molecules away from the centre of the overlapping excitation and emission probes is progressively attenuated (Fig. 3A) . This is the optical sectioning of confocal microscopes. The combination of z-discrimination and progressive blurring of illumination and/or detection results in a largely axial intensity loss (Hell et al., 1993) with some attenuation towards the edge of the field. Thus, monochromatic spatial errors give rise directly to attenuation in confocal microscopes.
Aberrations of the illumination dominate two-photon performance (Jacobsen et al., 1994) . As with confocal, spherical error blurs the illumination spot, particularly when focusing deep into the specimen. This decreases the probability of excitation, resulting in a detection-probeindependent attenuation (in the absence of absorption) that is unique to two-photon imaging. However, the wavelengths used are longer than for single-photon excitation, refraction is correspondingly reduced and two-photon imaging should be less sensitive to spherical degradation than in confocal. This is only strictly true for non-confocal ('pure') two-photon imaging, where all the emitted light is efficiently collected by wide-field detection. Many practical instruments currently use near-confocal detection to reduce background and flare, or a small confocal aperture to improve axial resolution.
Chromatic photometry errors
In contrast to spherical error, blurring from chromatic errors in wide-field detection only reduces contrast and resolution in conventional microscopy when imaging multiple fluorescent probes or single probes with extended emission spectra (Inoué & Oldenbourg, 1993) . There is still no attenuation in the absence of absorption.
Our discussion of confocal monochromatic blurring suggests that the product of excitation and detection probes also has unique chromatic properties: misalignment by differential focusing of illumination and emission wavelengths will blur and attenuate the confocal response due to z-sectioning (Sandison et al., 1995) (Fig. 3A) .
Chromatic focus differences between illumination and detection are largely irrelevant in single-wavelength twophoton excitation for truly wide-field detection. Provided all fluorescence is efficiently collected, only the monochromatic illumination significantly affects the performance. Thus, there is little chromatic linked attenuation for non-confocal two-photon imaging except by lengthening of the laser pulses (Denk et al., 1995) .
Practical control of aberrations
The preferred approach minimizes errors caused by critical parts of the integrated imaging system (Inoué & Oldenbourg, 1993) . Choice of appropriate objectives is crucial (Keller, 1995) . Matching refractive indices of immersion and mountant can often be accomplished with a water or glycerol lens. Imaging of living preparations precludes matching of mountant to specimen refractive indices (e.g. by 'clearing' in glycerol, DPX, etc.).
Simultaneously optimizing resolution and contrast in conventional microscopy requires high-quality objectives, but these need not be of the highest chromatic correction for single-channel fluorescence. Fluor-type lenses with high transmission (e.g. for UV) are often acceptable. Imaging at the field edge and photomicrography demand plan (flatfield) objectives. Well-focused images of multiple fluorophores over the entire field are only possible with plan apochromatic lenses (chromatically corrected for three or four wavelengths).
Owing to the critical alignment of illumination and detection in confocal imaging, spatial and photometric errors in these instruments can only be minimized by the highest quality plan apochromatic objectives. This is particularly true for multiple-wavelength excitation and emission. This is incompatible with the highest transmission, and a compromise is made for applications such as UV excitation. Plan apochromatic lenses are only well-corrected over a narrow range of the specimen optical field, both inplane (x, y) and axial (z), and are often not available for different immersion media.
In two-photon epi-illumination the objective cannot be optimized equally for both excitation and detection, unlike confocal imaging (where illumination and detection are equivalent). The finest plan lens is still required for illumination but chromatic correction can be greatly relaxed for single-wavelength excitation. Both corrections are virtually irrelevant for emission at any wavelength. For non-confocal detection only high collection efficiency is required. However, two-photon epi-illumination precludes using a simple collector with few corrections and maximum transmission and this advantage may not be realized in practical instruments.
The correct coverglass (e.g. refractive index = 1 . 525, thickness = 170 m) should always be used unless the objective is designated NCG (no coverglass) or has a coverglass thickness correction collar. Some UV objectives (e.g. Zeiss Ultrafluars) are corrected for 0 . 3-m-thick quartz coverslips. Water-immersion lenses have also been used with plastic coverslips (refractive index similar to water). This approach is applicable to water-immersion NCG objectives; non-NCG lenses are usually corrected for glass coverslips. It is essential to characterize the imaging system with the specimen and objectives for quantitative multidimensional microscopy.
Digital image restoration
A digitally stored 3-D fluorescence image represents an approximation to the intensities emitted from a corresponding volume within the specimen (White, 1995) . This approximation can be formalized in a general transfer function ( Fig. 3B ) with three subcomponents: (i) a spatially varying 3-D blurring, or point spread function (PSF), describing how spread out a point object would appear throughout the 3-D field of view (Agard & Sedat, 1983; Shaw, 1995; Tao & Nicholson, 1995) ; (ii) a 3-D attenuation function, describing how bright an object would appear throughout the field of view; and (iii) a 3-D lattice representing the distorted optical field, i.e. describing where points on a regular 3-D array would appear in the image. Generally, the transfer function varies photometrically, spatially and continuously throughout the optical field and should be represented by a six-dimensional function. Digital deblurring techniques have tended to assume spatial invariance of the PSF (e.g. Shaw, 1995) . There is a practical advantage in continuing this simplification; treating the spatially varying components separately will allow improved deblurring strategies that can still use highly efficient fast Fourier transform algorithms.
The response of a conventional fluorescence microscope can be described by two 3-D functions, for a given wavelength: a sampling lattice (representing the optical field) and a 3-D PSF. Confocal and two-photon responses require a third component specifying 3-D attenuation.
Separate calibration of spatial and photometric errors for a given specimen permits the conversion of raw digital data to a true rectilinear array of corrected intensities. These precorrected data can be further restored using an average or local PSF in an iterative deconvolution (e.g. Shaw, 1995) . Alternatively, the data may be restored using a blind deconvolution (e.g. Holmes et al., 1995) . In this method an average PSF is derived from the data, or adjusted from a previous estimate, in parallel with image restoration.
In the second part of this paper we present methods for simulating microscope performance by modelling illumination and detection and for experimentally determining corrections for real botanical specimens.
Methods

Computer programs used for data processing
All data manipulations, 3-D visualization and both image and numerical modelling were performed with the software packages COMOS TM , MPL TM , ThruView PLUS TM and Lasersharp TM (Bio-Rad Microscience Ltd) on a PC workstation. Gaussian PSF models were generated with Semper TM (Synoptics Ltd). Graphical analysis was carried out in Excel TM (Microsoft). MPL and the .PIC file format (version 3 . 0) gave maximum scope for integrated image calibration parameters (White, 1995) .
A simple computer simulation of aberrations in multidimensional fluorescence microscopy
To explore the impact of aberrations on conventional, confocal and two-photon microscopy, the spatial and photometric errors were approximated by digital models. These consisted of arrays of non-overlapping Gaussian intensity profiles that crudely model the PSF. To ensure that the comparison with conventional imaging was meaningful, these were modelled as they might appear after sufficient digital restoration to remove out-of-focus blur, but without super-resolution. A synthetic 3-D array of Gaussian PSFs was distorted and blurred to model chromatic and monochromatic spatial errors in illumination and detection, when imaging with an oil-immersion lens into aqueous samples (Fig. 4a,b) . To simulate the photometric consequences of these spatial errors, the illumination (confocal and two-photon) and detection (confocal and conventional) responses were combined to yield an overall response for each microscope: (i) the conventional model (Fig. 4c,d ,i,j) was simply the detection response (i.e. convolved with a 'flat' wide-field illumination); (ii) the confocal case (Fig. 4e,f,k,l) was the product of point illumination and point detection; and (iii) the two-photon response (Fig. 4g,h,m,n) was the square of the red excitation. Single-photon illumination responses were modelled for blue excitation and fluorescence emissions as red, green and blue signals. RGB components were combined into 24-bit colour images.
Simulated monochromatic errors. Axial (z) spatial distortion was modelled by applying the conventional or confocal/twophoton modal z-factor from our ray-tracing model (described below) to the computer-generated Gaussian PSF images. Axial blurring by spherical aberration was crudely approximated by a local scaling factor that was proportional to the axial position of each model PSF. A linear stretching function = 0 . 024z (where z is the nominal focal position in micrometres) was used (derived from the results of Hell et al., 1993) . A similar bilinear function was used for lateral (x, y) monochromatic blurring. Total intensity in each illumination or emission PSF was normalized to a constant value, representing the intensity in a progressively more blurred image of a subresolution bead.
Simulated chromatic errors.
Lateral (x, y) chromatic aberration was simulated by a wavelength-dependent magnification transformation of each RGB channel. This gave a maximum deviation of one-third to one-quarter of the PSF full width at half-maximum (FWHM). Axial focus error was modelled by a spatial shift of up to one-half of the PSF axial FWHM (Fricker & White, 1992) .
Practical methods for estimation and correction of confocal aberrations
Experimental measurement, theoretical modelling and empirical in vitro calibration were all used to evaluate the significant components of the aberrated transfer function for confocal imaging of botanical specimens.
Biological material. Abaxial epidermal strips were peeled from the first fully expanded leaf of 5-to 7-week-old Commelina communis plants (Weyers & Travis, 1981) . For in situ PSF measurements we used unfixed material maintained in aqueous buffer (25 mM KCl, 1 mM MES, pH 6 . 15). In situ sea response attenuation profiles were measured in epidermal strips after fixation and permeabilization through a graded ethanol series (25/50/75/100% in aqueous buffer, 10 min per solution). Approximately 10-mm 2 strips were taken via 50% ethanol to aqueous buffer, or glycerol, containing 53 M fluorescein. To compare images of the stomatal complex morphology before and after applying postacquisition digital corrections, epidermal strips were stained with Primulin by vacuum infiltration (for 10 min before washing) as a convenient method of contrasting components of the cell walls (Edwards et al., 1988 ; see also Verbelen & Stickens, 1994) .
Confocal microscopy. Confocal microscopy was carried out with our modified Bio-Rad MRC 600 system with simultaneous dual-channel, or sequential, multiple laser illumination (Fricker & White, 1992) . A Nikon 'Diaphot' inverted microscope was used with either a Nikon 602 1 . 4-NA Plan Apochromat, 402 0 . 85-NA Fluor or 102 0 . 5-NA Fluor objective or, alternatively, a Zeiss 252 0 . 8-NA Plan Neofluar multi-immersion lens (with a variable correction collar for oil, glycerol or water immersion, either with or without a coverglass). Three-dimensional (x, y, z) volume images, or 2-D (x, y, 'horizontal') or (x, z, 'vertical') section images were collected with a mechanical z-focus accuracy 6 100 nm and mechanical (x, y) pixel accuracy 6 500 nm (102), Measurement of the confocal PSF. Confocal PSFs were measured above and below a section of Commelina leaf epidermis in aqueous medium, to determine the axial variation, using 100-nm (nominal) fluorescent beads (Molecular Probes Inc.). Three-dimensional images were collected (Nikon 602 Plan apo objective) at (x, y) sampling of 30 nm (170 2 170 pixels), axial (z) sampling of 100 nm (70 sections), Kalman averaging (eight frames), 488 nm excitation and >515 nm emission.
Prediction of spherical axial-distortion for all imaging modes.
We estimated axial (z-focus) distortion from mismatched immersion medium and specimen mountant with a ray-tracing model that gives the axial focal position of all rays up to the working NA (Fig. 5) . We consider light focused onto the optical axis, in the sample, modelling refraction at the optical interfaces by serial application of Snell's Law (Born & Wolf, 1991) . Rays at increasing radial positions across the lens focus at progressively displaced axial points because of their steeper angle with each boundary and greater refraction. The ratio of displaced focus to the nominal focal position for each component gives a set of z-correction factors (Carlsson, 1991) . Each component is weighted by its contribution to the total imaging efficiency of the lens (Gahm & Witte, 1986) ; we used either the single-lens conventional efficiency (NA 2 weighting) or the dual-lens confocal/two-photon efficiency (NA 4 weighting) to produce the overall average and modal z-correction for particular immersion/mountant conditions and NA. Our model takes into account total internal reflection of extreme rays which may limit the maximum aperture to less than the full nominal NA when the immersion refractive index is higher than the specimen mountant (e.g. Hell et al., 1993) .
Empirical measurement of the axial-distortion in confocal imaging. To test our model independently with an equivalent specimen, we measured aqueous medium/glass profiles in reflection and fluorescence for a 'sandwich' of fluorescent buffer between coverglass and slide (Hell et al., 1993) . This exactly duplicated the specimen configuration in our model. Measured distances between the two inner glass/medium boundaries were compared with the 'correct' distance measured with a water-immersion lens.
To observe monochromatic focus error with a calibration sample (for volume measurements on our confocal microscope), we imaged 7 . 0 6 0 . 5-m fluorescent beads (Polysciences Ltd) with 488-nm excitation, >515-nm emission, and a (nominally) 1 . 4-NA oil-immersion lens (Fig. 6A ) (Guilak, 1993) . We independently estimated the size of these beads using a Coulter TM Counter (Model ZM, Electronics Ltd) (Fig. 6B) . Two methods were used to derive an axial scaling correction factor. In the first method, the ratio of lateral (x, y) to axial (z) linear dimensions was determined by a 5-pixelwide digital transect (MPL 'length' command) by summing the areas from each section (White, 1995) (using a 50% threshold) through the 3-D image and multiplying by the mechanical z-focus increment (dz m ): v 2 = dz m 2 (area(z)). The z-focus correction was then v 1 /v 2 . We determined the variation in volume for different segmentation thresholds (Fig. 6C) for the sampling described above. To correlate volumes by summation of areas with volumes assuming spherical symmetry we derived linear regression plots for these data.
Practical correction of axial distortion for digital confocal images.
We apply z-focus corrections to digital confocal images in three ways: (i) the .PIC file format (version 3 . 0) has calibration information for all photometric and spatial dimensions (White, 1995) . A linear adjustment of the z-axis was accomplished by applying a factor to the z-axis distance calibration increment. This was most appropriate for 3-D (x, y, z) data, particularly useful for subsequent measurements of structures orientated at arbitrary angles to the optical axis (such as 3-D point-to-point measures (e.g. Cohen et al., 1994) ). (ii) Alternatively, for vertical (x, z) sections, a unidirectional (axial) image scaling (MPL 'zoom' or 'copyto' command) was applied to achieve isotropic, square pixels (e.g. Fig. 6A ). (iii) Sometimes the z-correction was applied directly to the results of measurements whose values were linearly related to the z-calibration (such as volume, axial distances, etc.).
Empirical determination of axial attenuation
Confocal sea responses. Signal attenuation through specimen mountant was measured in 2-D (x, z) sections of fluorescent (confocal and two-photon). This weighting is used to derive average and modal z-corrections. For immersion refractive index > medium (e.g. oil into water), z n < z 0 . For medium > immersion (e.g. air into water), z n > z 0 . In all cases the focus is spread out and asymmetric.
'seas'. Data for the 0 . (Fig. 7a) or 0 . 2 m (602) (Fig. 7b) , z sampling= 0 . 4 m). Fluorescein concentration was always 53 M, which gave maximum signal without self-absorption. Axial transects were averaged over one-quarter of the field, normalized and fitted with a quadratic or cubic trend line.
Combined sea and specimen responses. Two-dimensional vertical (x, z) sections were collected (as for sea responses) through the stomatal complex of fixed and permeabilized strips of Commelina leaf epidermis (Fig. 7c-j) . Mounting medium refractive index was chosen to explore attenuation effects of different sample components (Fig. 7g-j) . Aqueous mountant showed the combined effects of absorption, refraction and scattering. Glycerol mountant enabled refraction and scattering to be significantly reduced. Axial attenuation through the guard cell was determined with an 8-pixel-wide transect (MPL 'length' command) (Fig. 7c) . For attenuation estimates across the guard cell wall, and above or below the cell, vertical profiles were taken through the open pore. Profiles were parameterized (after normalization) using a variety of functions. Alternatively, to minimize the effects of dye compartmentalization or non-homogeneous penetration, partial profiles were normalized by calculating mean attenuation per 1 m z-distance. These segments of a relative attenuation curve encompassed the entire sample depth. They were aligned, combined and smoothed, removing local contributions from non-homogeneous dye distribution. The result was a final relative axialattenuation curve across the entire guard cell. Morphological reference points were chosen to align key features of the curve with structures in an experimental specimen: (i) above the specimen, attenuation was only due to the sea of medium; (ii) into the stomatal complex, attenuation had a characteristic shape. The top of the guard cell vacuole was used as a consistent reference point. A linear function was fitted to the relative attenuation curve. A smooth model of the original intensity profile was regenerated from these parameters for correction of axial attenuation.
Practical correction of axial attenuation in 3-D confocal fluorescence data.
As for spatial corrections, restoration of axial attenuation was achieved by (i) adjustments to the file format calibrations, (ii) directly modifying the image data or (iii) interactively changing the parameters used for measurements along the z-axis. For the .PIC (version 3 . 0) file format correction, a z-calibration axis was used that held gives reduced attenuation: (g,h) virtually no attenuation outside the guard cell when the sample is inverted, in contrast with (i,j). The reduced signal inside the guard cell in glycerol is due to insufficient dye penetration. intensity correction parameters in the origin field (a) and the axis increment (b) (White, 1995) . Thus attenuation functions of one or two coefficients, e.g. az + b (linear), az 2 + bz + c (quadratic, normalized, e.g. for c = 1), ae z (exponential), etc., could be encapsulated into the image file without modifying the original data values. In cases of variable dye penetration etc. the relative attenuation curve was represented by the parameters of a fitted linear trend line. The file format could then encapsulate this attenuation function (actually (a + b)*(a + 2b)*.
. .
*(a + zb)).
For small values of a (i.e. a trend line passing through the origin) this tends to z!b z . As an alternative to modifying the file format, or where a twoparameter function was not possible, intensities in each z-plane of a 3-D image or z-line of a vertical section were rescaled using the corresponding attenuation factor. This resulted in an intensity transfer function that was approximately spatially invariant. For on-line correction during volume measurements, a sliding threshold was used for the segmentation band.
Results
Computer-modelled aberrations
Digital simulation of aberrations in conventional, confocal and two-photon fluorescence microscopy. The simulated confocal response (Fig. 8b,e) was given the same spatial distortion and blurring as the conventional (detection-based) model (Fig. 8a,d ), but the confocal response showed attenuation away from the centre of the 3-D field in (x, y) (Fig. 8b) and z (Fig. 8e) . There was little attenuation of blue emission across the field, which tended to dominate over the green and red components. The two-photon model (Fig. 8c,f ) was also given the same spatial errors, which produced attenuation in (Fig. 4) are repeated across the microscope field (centre is top left in all panels, one quadrant only is shown), corresponding to a 15-mm primary image and 30-m axial extent. Model PSFs at each position are enlarged for clarity. Spherical blurring to one-third the PSF diameter over the field was used with chromatic error up to half of the PSF. Conventional: (x, y) (a) and z (d) show PSF spreading with constant integrated intensity. Confocal: (x, y) (b) and z (e) show increased resolution over conventional and increasing attenuation through green to red. Chromatic shifts increase the dominance of the blue channel across the field. Two-photon: (x, y) (c) and z (f ) show reduced resolution and attenuation compared with confocal with no chromatic problems (assuming wide-field detection). Measured PSFs from 100-nm fluorescent beads (g) above and (h) below the Commelina leaf epidermis: the lower PSF is more asymmetric and blurred in a predominantly axial direction. FWHM (x, y): (g) =200 nm (h) =250 nm z: (g) =600 nm (h) =1200 nm.
all directions but this time with no chromatic component. Confocal and two-photon showed increased resolution compared with the non-super-resolving conventional model. Overall degradation of the confocal response was greater than for two-photon owing to the partial non-confocality introduced by chromatic shifts. Both z-sectioning modes suffer from spherical blurring, but two-photon resolution is limited by the red illumination (actually much longer than this visible red simulation). Figure 8 (g,h) shows 2-D (x, z) sections of measured confocal PSFs from 3-D images of 100-nm fluorescent beads. The response above the epidermal strip (Fig. 8g) is sharper than below (Fig. 8h) . The blurring (mostly from monochromatic aberrations) is predominantly axial and asymmetric, with a small lateral component. Table 1 lists combinations of objective, immersion and mountant with their z-correction factors from our raytracing model. With immersion refractive index less than specimen medium, the correction is greater than unity. For the reverse condition the factor is less than unity. The difference between averages and modal values shows the average to have a more pronounced expansion/contraction. Confocal (NA 4 ) weighting gives a more pronounced effect than conventional (NA 2 ) weighting (NA 2 giving factors equal to the ratio of immersion/medium refractive indices). Table 1 also contains measured values for z-corrections derived from confocal profiles across the medium-glass boundary between coverglass and slide and Table 1 . Spatial z-corrections by geometric ray tracing: matched immersion and medium z-factor = 1 . 0. For immersion refractive index < medium, z-factor > 1 (compression) and for medium < immersion, z-factor < 1 (expansion). NA 2 weighting = conventional, NA 4 weighting = confocal/two photon. Maximum NA is limited (*) by total internal reflection and the immersion refractive index. The difference between average and modal factors is a measure of monochromatic error . For NA values # also from 7-m fluorescent beads. Figure 9 shows a graph of the correlation between estimates of bead volume, using a (nominally) 1 . 4-NA oil-immersion lens, from the area of a central section (i) assuming spherical symmetry (x-axis) and (ii) from an estimate derived by summing areas in all sections with uncorrected z-sampling (y-axis). The slope of the linear regression line gives the z-correction. Two R 2 values were generated: y = 0 . 672x, R 2 = 0 . 975 (for a trend line passing through the origin) or y = 0 . 718x ÿ 0 . 013, R 2 = 0 . 978 (for a non-zero intercept). When applied to volumes obtained by confocal microscopy, this correction factor produced volumes compatible with the Coulter counter calibration. Table 1 includes a mean z-factor from these results which is equal to the weighted average z-stretch of our model for oil immersion and water medium. However, measured water/glass reflection and fluorescence profiles gave spatial z-correction factors that agree with the NA 4 weighted modal z-factors from the model.
PSF measurement
Axial focus error Z-correction factors derived from the geometric ray-tracing model.
Empirical determination of spatial z-correction factors from bead images.
Axial attenuation
Confocal sea responses. Specimen mountant sea responses (oil immersion into water) and a quadratic trend line are plotted in Fig. 10(A) . The Plan Apo 1 . 4-NA objective showed marked attenuation into aqueous medium (50% over 100 m). The Zeiss 0 . 8-NA Plan Neofluar lens showed no attenuation with glycerol immersion into glycerol over 100 m.
Combined specimen and sea response. Figure 7 (c,d) shows 2-D vertical (x, z) sections through the stomatal complex of fixed and permeabilized Commelina leaf epidermis during measurements of an aqueous in situ sea response ('1 . 4'-NA oil lens). Digital transects for the fluorescent profile segments are indicated, and the corresponding reflection image shows the bright signal from coverslip and refractive cuticle. Figure 7 (e,f ) shows reduced attenuation through a non-stomatal epidermal cell. In vitro sea responses with a glycerol lens into a glycerol permeabilized sample (Fig. 7i,j) , still showed some attenuation that was not seen when the epidermal strip was similarly imaged from the non-cuticle side (Fig. 7g,h) . A relative attenuation curve from the guard cell transects (nominally 1 . 4-NA oil lens) is shown in Fig. 10(B) together with the fitted parameters. The digitally reconstructed attenuation curve is shown in Fig. 10(C) . This profile (used to correct images) and a cubic representation of the medium sea response were expanded from fitted parameters. Fig. 9 . Correlation of fluorescent bead volume estimates using (x, y) radius (spherical symmetry) and integration of (x, y) section areas with uncorrected z-steps. The slope gives the spatial z-correction (0 . 71, non-zero intercept and 0 . 67, zero intercept). Confocal fluorescence sea response expanded from fitted parameters (solid line) and in situ sea response model expanded from the parameterization of measurements inside the guard cell (dotted line). These curves are not co-normalized but the initial slope (attenuation) is the same. Attenuation then increases (compared with the medium) moving into the guard cell. This is due to the refractive properties of the sample and the optical sectioning of the confocal microscope.
Spatial and photometric correction of botanical images
Confocal 2-D (x, z) sections and 3-D reconstructions of a stomatal complex in Primulin-stained C. communis leaf epidermis are shown in Fig. 11 . Axial attenuation degrades the appearance of structures in the uncorrected vertical sections (Fig. 11a-f ). These data (collected with oil immersion) are thus stretched out axially owing to mismatched immersion and mountant (our predicted confocal zcorrection is 0 . 846). Figure 11(g-l) shows the same data after correction of the axial distortion, and attenuation based on the parameterized in situ calibrations. This restores deeper structures to their true significance; cell wall morphology around the inner regions of the guard cell is more faithfully represented in 3-D reconstructions (Fig. 11m, (before) and n, (after) correction). Figure 11 (o) shows an (x, y) average projection of the guard cell complex with arrows indicating the position of the vertical sections.
Discussion
Theoretical predictions and aberration modelling
We have illustrated how aberrations predicted by the fundamental nature of conventional, confocal and twophoton fluorescence responses can be rationalized in the relative importance of illumination and detection in these microscopes. Spatial distortions and blurring occur in all three instruments, especially when imaging biological material. When combined with z-discrimination by illumination (two-photon) or aligned excitation and emission (confocal), spatial errors always give rise to signal attenuation. We used a synthetic image-based model to illustrate these microscope responses. Conventional performance was shown after theoretical removal of out-of-focus blur. This prevented the higher contrast of confocal and twophoton simulations from dominating the comparisons and represents a relevant choice for 3-D botanical microscopy.
The spatial errors from spherical and chromatic aberration that are found in conventional fluorescence also occur in confocal and two-photon component responses. However, in confocal microscopes attenuation results from spherical blurring of illumination and excitation with an additional component due to progressive misregistration of excitation (blue) and emission (blue, green and red) wavelengths. Simulated confocal responses illustrate the significant contribution of chromatic error to performance. In contrast, two-photon modelling illustrates the main role of illumination spherical aberration for this instrument. A more detailed analysis with measured PSFs and control specimens will show the point at which the long-wavelength two-photon resolution is countered by its intrinsically achromatic performance.
Our simple image-based model can be used to assess relative contributions from specific spatial and photometric errors in illumination and detection to the performance of fluorescence microscopes. The key value of this approach is the ease with which misalignment, scan distortion, vibration, etc., can also be introduced via straightforward image manipulations. The model requires no assumptions about the detailed shape of the PSF, although experimentally determined excitation or emission responses can be readily introduced.
Practical calibration of confocal spatial distortions and photometric attenuation
We have shown that in confocal fluorescence microscopy some principal aberrations can be calibrated using a combination of (i) geometric ray tracing, (ii) empirical assessment of spatial distortion with test samples and (iii) empirical assessment of attenuation in fixed and permeabilized biological specimens. Such calibrations can be routinely and generally applied to confocal image data from real experiments. We have described a flexible approach to post-acquisition digital correction of images: (i) either the file format information was modified to reflect correctly the distorted optical field, (ii) the image geometry was adjusted to match the assumed optical field during acquisition or (iii) subsequent measurements were individually corrected. The first option is preferred when data are archived for later processing, allowing for future refinements when either the second or the third option is applied during analysis.
We have not fully characterized the degree of confocality during our empirical calibrations in this current paper. We used the smallest confocal aperture setting on our instrument for all imaging operations. This may have produced more favourable sectioning with the high-magnification lenses, although in all cases the aperture was smaller than the optimum compromise between signal-to-noise and z-discrimination. Our axial focus distortion results depend slightly on the confocality, varying between our conventional (NA 2 -weighted) and confocal/two-photon (NA 4 -weighted) modal z-factors. We expect lateral spatial distortions to be consistent in all the microscopes considered.
Monochromatic axial focus error
Our axial corrections from ray tracing are more reliable than the single extreme ray model of Visser et al. (1992) , which gives a consistent overestimate owing to increased refraction of extreme rays. In contrast, some near-axis models (e.g. Carlson, 1991) may give underestimates owing to reduced refraction near the axis and a slightly increased weighting of higher angle rays for confocal and two-photon. The single average ray of Gahm & Witte (1986) also gives a significant overestimate and does not take account of total internal reflection of extreme rays. Our method is computationally less demanding than the theoretical PSF estimation of Hell et al. (1993) . The precise configuration of confocal instruments has a significant effect on PSF shape. Therefore, we confined our modelling to general issues common to most systems. Our modelling approach still allows reliable PSF estimates to be inserted as appropriate. We do not include adjustment for the Gaussian laser profile. This would have the effect of slightly reducing errors by weighting down the extreme rays. However, for high-NA lenses normally used for confocal work, extreme rays are so highly refracted that they often only reduce contrast, contributing little to image details. The entrance pupil should always be overfilled by the laser. On our instrument we assist this process by delivering the lasers to the confocal scanning head through optical fibres with output lenses that result in a slightly expanded beam (Fricker & White, 1992) .
We used glass/medium fluorescence and reflection profiles together with fluorescent beads to assess independently the accuracy of our monochromatic aberration ray tracing program. The axial correction used either (i) the width-toheight ratio of diameters in uncorrected vertical sections or (ii) both z-dependent and z-independent volume estimates by area measurement in 3-D images. The advantage of the second method is that estimates of diameter require both a reliable object-segmentation threshold and a true diameter (instead of a chord), whereas area estimates require only the threshold and thus have an intrinsically lower coefficient of variation.
The spatial z-focus correction from our bead images (0 . 69) agreed with the corresponding weighted average for the ray model and not the more reliable modal value for several reasons. Firstly, significant spherical aberration from the bead surface results in axial streaking out of the image, most extreme on the surface nearest to the objective. Secondly, this same refraction (refractive index = 1 . 6 (bead) and 1 . 33 (medium)) resulted in a focusing effect, further distorting the focal position. This is more important for the region furthest from the lens. Finally, there is a systematic bias when assuming the position of a curved surface is at the 50% intensity threshold in confocal images (van Vliet, 1993; Verbeek & van Vliet, 1994) . The radius of our beads (3 . 5 m) was 35 times that of the confocal PSF laterally, and about 12 times axially. Thus the error was not significant. This demonstrates the need to use calibrations appropriate to the experimental imaging task. The beads are a good standard for isolated refractive cells or for transverse imaging of larger cylindrical structures such as developing roots, but the guard cell tissue samples have significant planar refractive index boundaries, such as the covering cuticle/cell wall. We are currently exploring improved protocols for empirical determination of the distorted 3-D optical field when imaging within intact botanical specimens
We found excellent agreement between the measured focus error in glass/medium reflection profiles and NA 4 -weighted modal z-factors from our ray-tracing model. This relates to the common experience of confocal reflection imaging that the maximum intensity is found at the boundary, regardless of the PSF shape. Fluorescence profiles were also in closer agreement with our confocal model than with conventional weighting. The z-correction factor (0 . 82) for oil immersion into aqueous samples by Hell et al. (1993) agrees with our confocal predictions and measurements of planar boundaries. They also see little variation with NA, although they do not identify the distinction between the confocal and conventional cases. Guilak (1993) , in a report of cell volume measurements, also calibrated with beads ('negatively stained' in fluorescence medium). The axial distortion measured in this report (0 . 87) was virtually identical to our conventional model from planar samples. This, and the discrepancy with our estimates for fluorescence beads, comes from several sources. Firstly, they use negatively stained beads and a 25%/75% boundary, so the methods used to image the boundary are not equivalent. Secondly, and more significantly, these workers use a 'partially confocal' slit detection instrument (Pawley, 1995) , that would be closer to the conventional response, with a greater contribution from near axial rays. These results are a clear indication that in confocal imaging the principal spatial distortion of axial focus is due to monochromatic error, with variations due to features of the sample and instrumentation.
Characterization of axial attenuation in confocal fluorescence microscopy
Fluorescence attenuation into an aqueous mounting medium. We have maintained throughout this paper that spatial errors give rise directly to attenuation in confocal and two-photon imaging. Measurements of confocal fluorescence in aqueous medium show a significant depth-dependent attenuation. This is most severe when immersion and sample medium are of different refractive index, with a dramatically increased effect at high NA. Partial correction (and possible overcorrection) of spherical error (but not focal position) in the Zeiss multi-immersion lens (at least with our Nikon Diaphot), coupled with lower NA, dramatically decreases axial attenuation. The lower magnification of this lens (252) also produces spatial errors closer to the 'conventional' NA 2 -weighted modal values, suggesting some loss of confocality. In general, it appears that conventional optics have a larger contribution from near axial, compared with higher angle, rays than confocal and two-photon configurations. Hell et al. (1993) show a somewhat greater axial attenuation than we have seen. This may reflect differences in confocal configuration, confocality and/or objective lens performance. Guilak (1993) showed a very similar attenuation function for measurements into articular cartilage; approximately linear over the first 30 m, their function flattens out in a similar manner to our quadratic response over 100 m depth. Despite these results, an oil-immersion objective may sometimes give, on balance, the best images into a thin biological specimen. With moderate aberration (i.e. when imaging only a few tens of micrometres into the specimen), the (nominally) 1 . 4-NA oil lens has an effective NA of 1 . 33 into aqueous samples and thus gives a 1 . 23 times brighter image than the highest NA (1 . 2) water lens. With postcorrection of residual artefacts (e.g. Rigaut & Vassey, 1991) , this extra efficiency (and resolution) can be realized.
The sample-specific in situ sea response. Owing to wide variations in optical properties of biological specimens, it has not been possible to derive a general theoretical correction of axial attenuation for all biological specimens. This limitation is compounded by the variation in confocal configurations (Pawley, 1995) and performance with different objectives (Keller, 1995) . It is clear that, although the z-focus error is slightly dependent on the objective NA, attenuation follows directly from the increased z-discrimination at high NA. We have presented a new pragmatic approach to the calibration of specimen-induced fluorescence attenuation using in situ sea responses. Specimen calibration can be directly compared with the sea response of mountant medium to assess the contribution of sample-specific aberrations.
The magnitude of spatial and photometric errors in multidimensional botanical microscopy. From results presented above, and in a previous report (Fricker & White, 1992) , we have determined some overall limits for the spatial and photometric aberrations in computer-assisted 3-D fluorescence microscopy. The lateral spatial errors are equivalent in conventional, confocal and two-photon microscopy: lateral chromatic magnification error can be expected up to 0 . 05% of the field (at the edges). This corresponds to a maximum of about 150 nm (Nikon 602 1 . 4-NA Plan apo). Axial chromatic shifts can be expected up to half the equivalent confocal PSF FWHM over the visible range, i.e. up to 300 nm (602 1 . 4-NA Nikon Plan Apo oil/water), 1 m (Zeiss 0 . 85-NA Plan-neofluor oil/water) and 2 m (Nikon 102 Fluor, 0 . 6-NA air/water). Uncorrected axial UV focusing may be around 5-10 m (350/360nm) or up to 50 m (325 nm) from the nominal focus of visible wavelengths. Axial monochromatic focus error for oil/water will be around 0 . 84-0 . 88 depending on the degree of optical sectioning, and around 1 . 4-1 . 33 for air/water. Photometric consequences of these spatial errors will be negligible for conventional fluorescence. For confocal and two-photon fluorescence the chromatic-induced photometric attenuation can be up to 50% across the lateral field and up to 75% axially. We expect monochromatic attenuation should be generally less than the lateral chromatic with axial attenuation (over 100 m depth) up to 50% (oil/water sea), less than 4% (glycerol/glycerol) and upwards of 50% for oil immersion into hydrated botanical specimens.
An intriguing conclusion is possible from our results on specimen-induced attenuation that requires the drawing together of a number of separate pieces of evidence. We were able to fit all aqueous sea responses and components of many biological specimen attenuations with quadratic trend lines. Two additional factors suggest a general characterization for axial attenuation that relates to the fundamental nature of the confocal effect. Firstly, we have reviewed the wellestablished theory that confocal performance is described by the product of point illumination and point detection. Secondly, estimates of the axial blurring due to spherical aberration point to an approximately linear z-dependent PSF spreading, at least in the centre of the field. This also follows from the fact that z-focus error is approximately linear with depth. If the blurring is mostly axial, the total intensity in the progressively blurred confocal response with depth will be inversely related to the square of the focal position. If the linear blurring is a consequence of the confocal configuration there may also be a small z 3 term. We thus suggest that, in the absence of absorption, the product of illumination and detection in confocal microscopy, and the approximately squared illumination response in two-photon excitation, will be reflected through the axial distortion and blurring induced by spherical aberration as a near-quadratic attenuation. The quadratic, linear and constant terms in the parametric description of attenuation would be related to the amount of spherical aberration. The specimen and mountant planar refractive index boundaries we have modelled by ray tracing may contribute significantly to the quadratic term. Departures from optical flatness at these (and other) boundaries may provide substantial contributions to the spherical term in the linear and constant parts. Finally, the optical system, NA, etc., will have an important role in the constant and linear terms. It might be possible to assign calibration coefficients for a variety of sample, mountant and objective lens combinations. This also suggests a way to correct these effects during image acquisition in a computer-assisted integrated confocal imaging system.
