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Chapter 1
Introduction
The experimental achievement of the Bose-Einstein condensation in ul-
tracold dilute gases has opened a new chapter in atomic and molecular
physics [6,19,25]. The end of the last century was enlightened by the study
of these weakly interacting Bose gases [70,84,86]. In recent years, the atten-
tion of experimentalists and theorists was devoted to the study of strongly
interacting atoms either in free space or in an optical potential [18]. Ultra-
cold atoms loaded to a periodic optical potential can simulate the con-
densed matter phenomena or the solid state theory free of any imperfec-
tions [49]. In chapter 2 we review the basic physics of the Bose-Einstein
condensation and briefly sketch the physics of two-body scattering at low
energies. We end up the chapter by explaining what an optical potential is.
There the Bose-Hubbard model is introduced, which describes the physics
of a Bose gas confined in an optical lattice.
The classical example of theoretical treatment of the Bose-Einstein con-
densation is the Gross-Pitaevskii equation, which is valid for the weakly
interacting dilute Bose gas in free space. This nonlinear equation has
proven capable of accounting for many experimentally measured quan-
tities in Bose-Einstein condensed gases. It describes not only the ground
state but also quasiparticle excitations around it. It is introduced in chapter
3. Here, as an example, we apply this equation to attractive particles con-
fined in a ring geometry and see that for large attractions the solution of
the Gross-Pitaevskii equation does not represent an appropriate approxi-
mation to the exact ground state. As explained further, in order to describe
strongly interacting bosons one has to resort to other methods andmodels.
Everything in nature is made of fermions. They interact via exchanging
bosons. This is the basic of the so called Standard model. The playground
of this view spreads far beyond quantum field theory of interactions. For
instance, the explanation of superconductivity of metals relies on the pic-
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ture where two electrons are constituents of a composite boson, called a
Cooperon [14]. So, bosons themselves can be represented as composite
particles, made of two fermions with different internal degrees of free-
dom. It appears that such tightly bound fermions behave as hard-core
bosons due to the Pauli exclusion principle and thus are strongly inter-
acting. It is thus tempting to study attractive fermions and, in the limit
where there are no single fermions but all of them are paired up to form
bosonic molecules, they can serve as an attempt to the study of strong
interactions, which are missing in the Gross-Pitaevskii equation as men-
tioned above. Thus, attractive fermions may serve as a platform to study
two apparently distinctive physics (governed by their distinct statistics) of
bosons and fermions on the unified background. In chapter 4 we study
a model of tightly bound fermionic pairs in an optical lattice. We solve
it by means of powerful field theoretical functional integral approach. We
draw amean-field ground state phase diagram, which comprises of empty,
condensed and Mott insulating states. We further investigate the fate of
quantum fluctuations around the ground state in order to calculate the
spectral properties of these states. We calculate the excitation spectrum
of quasiparticles, an experimentally accessible structure factor and the su-
perfluid density. Then, we derive an effective Gross-Pitaevskii equation
in the weakly interacting regime. To relate our system to experimental in-
vestigations we also study interference pattern across the superfluid-Mott
insulator transition in the trap, which is sensitive to the fourth order cor-
relations among fermions. In the end, we set a connection between our
model and the quantum XY model as well as with the Heisenberg model.
The quantum statistics at low temperatures plays a major role in the
behavior of ultracold atoms. This was the main motivation for experimen-
talists and theorists to orient towards the study of Fermi gases shortly after
the advent of the Bose gases had started [48]. By means of the magnetic
Feshbach resonance it became possible to tune interaction among Fermi
atoms at will [31]. There is a smooth crossover between weakly attracting
fermions in two hyperfine internal states (spin-1/2 fermions) in the BCS
state and tightly bound fermions in the BEC phase in free space (BCS-BEC
crossover). In chapter 5 we introduce a model to study attractive spin-
1/2 fermions in a lattice. In the strongly attractive limit we reproduce the
paired fermions model considered in chapter 4. We set a connection be-
tween our lattice model and the model of the BCS-BEC crossover in free
space introduced in the literature. We study the ground state properties
for equal as well as unequal spin populations of fermions. We calculate
density profiles of this system superimposed by a harmonic trapping po-
tential. To this end we derive nonlinear field equations and solve them
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numerically by the relaxation method. Further, we investigate quantum
fluctuations and calculate an experimentally accessible spectral function.
In chapter 6 we consider a mixture of repulsive fermions with un-
equal masses in two dimensions. The light atoms tunnel in an optical
lattice and are scattered from the heavy atoms localized on lattice sites.
The distribution of the heavy atoms can be controlled by the interaction
strength between two species and temperature. By varying them, the sys-
tem may undergo the celebrated Anderson localization transition of the
light atoms [7]. To study this scenario we apply the transfer matrix nu-
merical approach and calculate the localization length as well as critical
exponents.
The appendices at the end of the thesis contain the details of the calcu-
lations, made in the main text.
3
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Chapter 2
Physics of ultracold quantum
gases
In this chapter we consider the generic phenomenon, which is the key to under-
standing of other phenomena occurring in nature (e.g. superfluidity and super-
conductivity), the Bose-Einstein condensation. The two-body elastic scattering at
low energies and the physics in an optical potential are then briefly discussed.
2.1 Bose-Einstein condensation
Whenmatter is cooled down to very low temperature new and rich physics
emerges. The approach into the Kelvin regime was rewarded with the dis-
covery of superconductivity of 80Hg in 1911 and of superfluidity of 4He
in 1938. Cooling into the microkelvin range revealed superfluidity of 3He
in 1972. Recently, the invention of laser cooling and subsequent evapora-
tive cooling has helped achieving the nanokelvin regime where quantum-
degenerate gases, such as Bose-Einstein condensates of alkali gases, were
explored experimentally in 1995. A brief overview of these developments
can be found in Ref. [10].
It turns out that in all these seemingly different phenomena the par-
ticle statistics, effects of quantum mechanics and their interactions rather
than the study of single atoms play the major role. These are many-body
systems and their collective nature gives rise to the effects observed in the
experiments mentioned above. Frommodern point of view the core ingre-
dient of explanation is the phenomenon of Bose-Einstein condensation.
Particle statistics: The particle statistics emerges as a consequence of the fa-
mous theorem of the quantumfield theory, which states that the total wave
function of any many-particle system must be even under the interchange
5
2.1. Bose-Einstein condensation
Figure 2.1: Trapped bosons and fermions. While bosons may condense,
fermions form the Fermi sea. Taken from [24].
of all the coordinates of any two bosons of identical type, and odd under
interchange of any two identical fermions. Being seemingly innocent, this
result has profound effect on the behavior of quantum many-body sys-
tems consisting of bosons or fermions. It turns out that in the special case
of non-interacting particles that can occupy one of the energy levels de-
noted by ǫk and are in thermal equilibrium, the above statement leads to a
single particle distribution [65]:
n(ǫk, T, µ) =
1
eβ(ǫk−µ) ± 1 , (2.1)
where µ is the chemical potential, which controls the total number of parti-
cles, N , via the condition
∑
k n(ǫk, T, µ) = N . Sign +(−) refers to fermions
(bosons). The minus sign (i.e., the case of bosons) plays a crucial role. In
this case A. Einstein predicted the occurrence of the phase transition when
a macroscopic fraction of atoms condense into the ground state of the sys-
tem below a critical temperature Tc [32]. This is quite different from the
case of fermions: There are at most two fermions with different spin states
(we assume the total spin of a fermion is 1/2) per each energy level up to
Fermi level, ǫF, at zero temperature due to Pauli exclusion principle. The
two cases are shown in Fig. 2.1.
The critical temperature of condensation for bosons with mass m and
density n in three dimensions reads [68]:
kBTc ≈ 3.31n2/3~2/m, (2.2)
while in a symmetric harmonic trap with frequency ω0 also in three di-
6
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mensions it is
kBTc ≈ 0.94N1/3~ω0. (2.3)
It is interesting that in both cases Tc is of the order of the corresponding
Fermi temperature ∼ ǫF/kB. This apparent coincidence is the effect of the
quantum mechanics [68, 71].
Quantum mechanics: The novelty brought by quantum mechanics to our
understanding of the world is the necessity to ascribe particle-wave at-
tributes, which are given by the celebrated de Broglie relation
λ = h/p, (2.4)
where λ is the wavelength of a particle with momentum p [65]. Like optics
can be divided into geometrical optics with wavelength of an electromag-
netic wave being much smaller than device measuring it and physical op-
tics with wavelength comparable to the device, the particle or wave nature
can reveal itself depending on λ given above. If λ > d, where d is a sepa-
ration between atoms in a gas, then wave-like picture arises and quantum
mechanics aspects enter the scene of the consideration. In thermal equi-
librium we write p ≈ (2mkBT )1/2. Approximating d ∼ n−1/3 we get the
condition
kBT < n
2/3
~
2/m (2.5)
for the wave nature to prevail. We see that Eq. (2.5) and Eq. (2.2) give the
same order for the critical temperature. The similar lines of arguments
can be applied for the trapped condensate by noticing that by energetics
kBT should be less than the separation between levels in that trap, i.e.
kBT < ~ω0.
In most experiments with trapped BEC, densities ranges between 10−14
and 10−15 cm−3. Substituting the mass m of 87Rb or 23Na to the above
equation implies the temperature, which lies in the nanokelvin regime.
Interactions: Interactions between atoms play an important role. They lead
to a plethora of phenomena not seen in the non-interacting case. Bose gas
is sensible to the sign of the interaction. If the latter is attractive, then the
system is unstable and the condensate may turn into a fragmented con-
densate, where few single energy levels are macroscopically populated, or
even collapses. On the other hand, repulsive interaction favors conden-
sation and even increases the critical temperature. Moreover, interactions
make BEC a rich many-body system which displays phenomena such as
superfluidity. In the case of fermions, as it is well known, attraction leads
to the formation of Cooper pairing, which leads in turn to superconduc-
tivity. When repulsive atoms are superimposed by an optical lattice, they
7
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may form a Mott insulating state, which is a result of interactions rather
than a filled Bloch band. We thus turn to the consideration of the two-body
scattering at low temperatures.
2.2 Two-body scattering at low temperatures
Here again, we distinguish the effect of quantum mechanics from the ef-
fect of quantum statistics. The effect of quantum mechanics amounts to
considering the low energy scattering. The latter is substantiated by the
fact that the temperature is small and thus the kinetic energy of particles
is small. We consider the scattering of two particles of masses m1 and m2
in a central potential Vˆ . We assume that particles have no internal degrees
of freedom and are distinguishable. We transform the two coordinates of
the two particles into the center-of-mass and relative coordinates, respec-
tively. Then the wave function is the product of the plane wave of the
center-of-mass motion and that of the relative motion, which satisfies the
Schro¨dinger equation with the reduced mass m = m1m2/(m1 +m2). The
scattering is described by the latter as the sum of an incoming wave and a
scattered wave, which is an outgoing spherical wave at large interatomic
separation [65]:
ψ(r, θ) = eikz + f(θ)
eikr
r
. (2.6)
Due to the spherical symmetry the scattering amplitude f(θ) depends only
on the scattering angle θ. At very low energies it is sufficient to con-
sider only s-wave scattering. In this case, there is no dependence on an-
gle θ and the scattering amplitude becomes a constant, which we denote
as f(θ) = −as, where as is the scattering length. Physically, there is no
enough energy to excite partial waves with l > 0 and the available state
with l = 0 is spherically symmetric.
The scattering amplitude defines the cross section, i.e. the ratio of the
total number of particles scattered,
∫
~k/mr2|f(θ)|2dSr (Sr is the cross sec-
tion of the sphere with radius r), to the incident flux of particles, ~k/m,
σ = 4πa2s. (2.7)
The cross section is used to express the likelihood of interaction among
particles and has the dimension of area. We see that for very low tempera-
tures, atoms effectively behave as hard-core spheres with radius as: There
the cross section is also given by Eq. (2.7) [64].
The effect of quantum statistics amounts in considering of identical
particles. The wave function must be symmetric under the interchange
8
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of coordinates for bosons, and antisymmetric for fermions. We thus arrive
at the symmetrized wave function [84]
ψ(r, θ) = eikz ± e−ikz + (f(θ)± f(π − θ))e
ikr
r
. (2.8)
Here + sign stands for bosons and − sign stands for fermions. We imme-
diately see that in the case of s-wave scattering the total cross section is
8πa2 for identical bosons and 0 for identical fermions. In words, at low
temperatures identical fermions do not interact.
We denote the second term in Eq. (2.6) as ψsc (the subscript ”sc” means
”scattered”) and the first term as ψin (here ”in” means ”incoming”). If we
plug Eq. (2.6) into the Schro¨dinger equation, we can solve it for ψsc. The
solution reads [84]
ψsc = Gˆ0Tˆψin, (2.9)
where Gˆ0 is the free Green’s matrix, while the scattering matrix Tˆ satisfies
the Lippmann-Schwinger equation
Tˆ = Vˆ + Vˆ Gˆ0Tˆ . (2.10)
At zero temperature it turns out that ψsc(r) = −mT (0, 0)/4π~2r (Tˆ is ex-
pressed in momentum representation, T (k,k′)). From this it follows that
the scattering length is as = m/4π~
2T (0, 0). For the contact potential
V (r) = Uδ(r)we get the following equation for the scattering length
4πas~
2
m
=
[
1
U
+
∑
k
1
2ǫk
]−1
. (2.11)
We emphasize that V (r) is an effective potential, which reproduces a cor-
rect value of the scattering length of a true interatomic potential (the rela-
tion of the scattering length to a true interatomic potential is given in [51]).
In dilute gases usually the second term in the square bracket is ignored
(as U is supposed to be small) and this is called the Born approximation.
In this approximation we can express the scattering potential as
V (r− r′) = 4πas~
2
m
δ(r− r′). (2.12)
The scattering length can be tuned by the magnetic field. This effect
is called the Feshbach resonance [18, 31]. This is one of the major tools of
manipulation in the modern experiments on ultracold gases. The interac-
tion can be tuned at will: it can be made effectively repulsive (as > 0) or
attractive (as < 0).
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Figure 2.2: 2D and 3D optical lattices. Taken from [18].
2.3 Optical potentials
An optical potential is a useful tool to confine cold atoms bymeans of laser
light. This can be an optical trap or a periodic lattice. The physical origin
of the confinement in both cases is the dipole force. When atom is placed
in an electric field its levels are shifted due to the Stark effect [65]. The
atom acquires a dipole moment, which is proportional to the electric field,
p(r) = αE(r). Polarizability α can be calculated by means of quantum
mechanics. What we are interested in here is that this dipole feels the
force if placed in the electric field:
F = α∇|E(r)|2. (2.13)
Usually, the electric field oscillates in time with frequency ωl. If the time
scale for the center-of-mass motion of the atom is much slower than ω−1l ,
then only the time averaged |E(r)|2 is taken and α ∼ (ω0 − ωl)−1, where
~ω0 is the energy needed to excite the atom. If the trapping potential has
the form of a parabola
Vtrap(r) = α|E(r)|2 ≡
ω2trap
2
r2, (2.14)
10
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then, for ω0 > ωl, the atom feels the attractive force towards the center
(node) of the trap F ∼ αr. A typical value of trapping frequencies ωtrap in
modern experiments is up to 100 kHz.
A periodic potential is generated by two counterpropagating laser beams.
Due to their interference an optical standing wave is formed. A 3D optical
lattice created by three perpendicular laser beams parallel to the coordi-
nate axes is of the general form [18]
Vlatt(r) = Vx sin
2(qxx) + Vy sin
2(qyy) + Vz sin
2(qzz), (2.15)
where the amplitudes Vi are proportional to the intensity of the laser field
and qi = 2π/λj with λj being the wavelength of the lasers. A 2D lattice
(e.g. for Vx = 0, Vy, Vz 6= 0) has the form of parallel running tubes (cf. Fig.
2.2) and a 1D lattice (e.g. for Vx = Vy = 0, Vz 6= 0) has the form of parallel
planes.
In the second quantization formalism the particles confined in a deep
optical lattice are well described by the Bose-Hubbard Hamiltonian [58]
Hˆ = −J
∑
〈i,j〉
bˆ†i bˆ
†
j +
∑
i
ǫinˆi +
1
2
U
∑
i
nˆi(nˆi − 1), (2.16)
where the annihilation and creation operators bˆi and bˆ
†
i obey the canonical
commutation relations [bˆi, bˆ
†
j] = δij . The first term describes the tunneling
of bosons between adjacent sites, the second one corresponds to the onsite
energy caused by the trapping potential (optical lattice) and the third one
is responsible for the onsite pairwise interaction among bosons. Though
there are some limits on the range of parameters in which the effective
Hamiltonian takes the single-band Hubbard form [102]. The phase dia-
gram is depicted in Fig. 4.2 [41]: There is a transition from a Mott insu-
lator with integer number of bosons per lattice site to a superfuid phase
with nonzero condensed density.
11
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Chapter 3
Weakly interacting bosons
In this chapter we introduce the Gross-Pitaevskii equation for the weakly interact-
ing Bose gas in free space. We also consider quasiparticle excitations derived from
this equation. This will be needed for the next chapter, where the effect of strong
interaction will be considered and thus compared to that of the weak interaction
elucidated in this chapter. Finally, as an example, we present an attractive Bose
gas confined in a ring. The latter was the subject of a project lead by Dr. Ofir E.
Alon at the Minerva summer school 1.
3.1 Gross-Pitaevskii equation
In the current experiments on the Bose-Einstein condensation, a Bose gas is
prepared at extremely low densities in order to prevent it from liquefaction
or solidification. Thus the gas is dilute and weakly interacting. For the
latter to be true the following condition must be satisfied
na3s ≪ 1, (3.1)
where n is the density and as is the scattering length. Physically, this con-
dition states that the interparticle separation in the gas is much larger than
the scattering length. There are two commonly used approaches to de-
scribe a weakly interacting Bose gas. These are the Bogoliubov theory and
the Gross-Pitaevskii theory. We would like to mention here that the Gross-
Pitaevskii theory is the limit of the Bogoliubov theory, where terms of the
order (na3s)
1/2 can be neglected [67]. We will need to derive the condensed
density and the excitation spectrum in the dilute Bose gas and the Gross-
Pitaevskii theory suffices for this purpose, since the results agree with the
1www.mpipks-dresden.mpg.de/∼lmi07/
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corresponding results of the Bogoliubov theory in this limit (see [94] on
the Bogoliubov theory).
The condensation means that all bosons reside in a single particle state
and thus this state is macroscopically occupied. The condensate can be
thus described by a macroscopic wave function Ψ(r, t) normalized to the
total number of particles ∫
dr|Ψ(r)|2 = N. (3.2)
Here |Ψ(r)|2 measures the density of the condensate. The Gross-Pitaevskii
equation for the dynamics of such condensate of bosons with massmwith
the pairwise interaction as in Eq. (2.12) reads [84]
i~
∂Ψ(r, t)
∂t
= − ~
2
2m
∇2Ψ(r, t) + VextΨ(r, t) + 4πas~
2
m
|Ψ(r, t)|2Ψ(r, t). (3.3)
This equation is similar to the Schro¨dinger equation. The only difference is
the presence of the last term, which describes the two-particle interaction.
The effect of many particles is described by themacroscopic wave function
Ψ(r, t). On the other hand, the equation looks like a nonlinear Schro¨dinger
equation of a single particle. This is an example when the wave function
has a classical significance, since it is macroscopic and its effects can be
seen on a large scale (e.g. by direct visualization of the density profile [8]).
We would like to find a stationary solution Ψ0(r, t) by setting
Ψ0(r, t) = e
−iµt/~Ψ0(r). (3.4)
Moreover, we consider small fluctuations around the stationary solution
to study dynamical effects near equilibrium
Ψ(r, t) = Ψ0(r, t) + δΨ(r, t). (3.5)
It is convenient to seek an oscillatory solution δΨ(r, t) = e−iµt/~[u(r)e−iωt+
v(r)eiωt]. Substituting Eq. (3.5) into Eq. (3.3) we get
~ωσ3~u(r) = [(Hˆ0 + 2γn0(r))σ0 + γn0(r)σ1]~u(r), (3.6)
where ~u(r) = (u(r), v(r))T, Hˆ0 = −~2/2m∇2 + Vext, γ = 4πas~2/m, n(r) =
|Ψ0(r)|2. Assuming that for the stationary solution n(r) = n0 = const.
and looking for a wave solution by setting ~u(r) ∼ eikr, we arrive at the
Bogoliubov spectrum
~ω =
√
ǫk(ǫk + 2γn0) (3.7)
14
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with ǫk = ~
2k2/2m. The condensate density n0 should be calculated for a
given external potential Vext. If Vext = 0, then n0 =
µ
γ
.
For small momentum ~ω ≈ csoundk, where csound =
√
~2γn0/m is the
sound velocity. It is called ”sound” since it describes small density fluctu-
ations with linear spectrum like for the sound waves in the air. The pro-
found difference here from the non-interacting Bose gas is its spectrum,
which is quadratic ~ω = ǫk. Seemingly innocent difference in the spectrum
leads to profound consequences. One of them is the effect of superfluidity.
Superfluidity is the most fascinating manifestation of collective phe-
nomena displayed by condensed matter system. The most famous ex-
ample is the helium liquids, which can flow up the walls of a vessel or
propagate through porous media. Now we follow arguments given by
L.Landau. Consider a flow of a fluid through a pipe with a uniform ve-
locity V and kinetic energy E. We perform Galilean transformation into
its own rest frame. Suppose the friction between the liquid and the walls
creates excitations with energy ǫ˜k with respect to the rest frame. Trans-
forming back to the laboratory frame, the energy of the fluid is
E → E + kV + ǫ˜k. (3.8)
So the creation of excitations is energetically favorable if the velocity of the
fluid is large, kV + ǫ˜k < 0 or when V > {ǫ˜k/k}min ≡ Vc. If ǫ˜k ∼ k2 then
Vc = 0 and the fluid is unstable towards creation of excitations and energy
losses. If ǫ˜k ∼ k, Vc 6= 0 and at V < Vc the fluid is superfluid. Thus a non-
interacting gas is not superfluid while interactions lead to superfluidity.
3.2 Particles confined in a ring
TheGross-Pitaevskii equation (Eq. (3.3)) describes an interacting gas, which
is Bose-Einstein condensed. The natural questions arise: a) whether a
Bose-Einstein condensate occurs in an interacting system at all and b)
whether the Gross-Pitaevskii equation can be used for strong interactions.
There are strong qualitative arguments in favor of the occurrence, when
the interparticle interactions are repulsive. On the other hand, if they are
attractive the condensate is unstable. It may form a so called fragmented
condensate. In this case not a single but several single particle states are
macroscopically occupied. Moreover, it appears that the Gross-Pitaevskii
equation gives wrong results for large interactions. Here we present an ex-
ample of a situation when it can not describe a true ground state and gives
rise to fragmentation. The problemwas considered analytically in [59] and
numerically in [2].
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We consider bosons with mass m in a ring. This is a one-dimensional
problem. The Gross-Pitaevskii equation reads (we set Ψ(θ, t) =
√
Nψ(θ, t)
in Eq. (3.3))
i~
∂ψ(θ, t)
∂t
= − ~
2
2m
∂2ψ(θ, t)
∂θ2
+ γN |ψ(θ, t)|2ψ(θ, t), (3.9)
where now the wave function depends on angle θ ∈ (0, 2π], γ = 4πas~/m,
N is the total number of particles such that the wave function is normal-
ized as
∫ 2π
0
|ψ|dθ = 1. Moreover, it is subjected to obvious boundary con-
ditions ψ(0) = ψ(2π). In the following we set ~ = 1 and we are looking for
the stationary solution
µψ0(θ) = − ~
2
2m
∂2ψ0(θ)
∂θ2
+ γN |ψ0(θ)|2ψ0(θ). (3.10)
This is a nonlinear equation andwe solve it as follows. We define a grid on
the ring such that the kinetic energy is represented as a tridiagonal matrix
Tˆ and the wave function is represented as a vector ~ψ0. We also define a
diagonal matrix Pˆ whose diagonal element j is |~ψj0|2. Then we solve the
following eigenvalue problem recursively
[Tˆ+ 2πγPˆn−1]~ψ0,n = µ~ψ0,n, (3.11)
starting from some initial ~ψ0,0 until |~ψ0,n − ~ψ0,n−1|2 becomes some small
number. Here Pˆn−1 is made of ~ψ0,n−1 and we rescale γ → Nγ/2π. The
total energy can be calculated as
EGP = ~ψ
T
0 [Tˆ+ πγPˆ]
~ψ0, (3.12)
where the first term is the kinetic energy while the second term is the po-
tential energy. In Fig. 3.1 the energies are calculated versus interaction
strength γ. We see that at γ = 0.5 something profound happens: There
are kinks at this point. We calculate also eigenfunctions and plot them in
Fig. 3.2. Here we see that for γ < 0.5 the wave function possesses the
axial symmetry of the ring geometry and this solution is an eigenfunc-
tion of the angular momentum with eigenvalue 0. But for γ > 0.5 this
symmetry is broken. Consequently, the solution does not present a good
approximation for the ground state. To remedy this problem, a continu-
ous configuration-interaction approach is applied. Within this approach
the many-body ground state is approximated as [2]
Φ(~θ) ∼
∫ 2π
0
dφC(φ)Ψ(~θ − φ) (3.13)
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Figure 3.1: The chemical potential, the kinetic, the potential and the total
energies. In each case a kink at γ = 0.5 is seen.
withΨ(~θ−φ) =∏i ψ0(θi−φ), where ψ0 are orbitals of the Gross-Pitaevskii
equation. It turns out that for C(φ) = eilφ such an ansatz represents the
solution with correct symmetry of the ground state. Then it appears that
for large particle number we can define the probability pl of occupation of
a state with specific momentum l
pl = |al|2, al = 1
2π
∫ 2π
0
dθψ0(θ)e
ilθ. (3.14)
We plot this quantity in Fig. 3.3. We clearly see that γ = 0.5 separates pure
condensed state and fragmented states, where not only the state with l = 0
is occupied but states with higher l are occupied as well. This is the effect
of fragmentation.
In summary, the Gross-Pitaevskii equation is appropriate for describ-
ing the Bose-Einstein condensation, if the interactions among particles
is not strong. For larger interactions other methods and approaches are
needed as, for example, the continuous configuration-interaction approach
in a ring geometry explained briefly above or the Bogoliubov approxima-
tion for a repulsively interacting Bose gas. The reason is that the Gross-
Pitaevskii theory does not give the depletion of the condensate, i.e. the
relative difference between the condensed density and the total density of
17
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Figure 3.2: The solution of the Gross-Pitaevskii equation. For γ > 0.5 it
does not possess the axial symmetry of the ring.
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bosons caused by the interactions between bosons. On the other hand, the
Bogoliubov approach does reveal the depletion provided it is small com-
pared to 1. The Bogoliubov theory describes ”more interacting” bosons
than the Gross-Pitaevskii theory does. If placed in an optical lattice, strongly
interacting bosons form a Mott insulating phase with one or more integer
numbers of particles per each lattice site. This feature can not be explained
within the Bogoliubov theory. A strongly interacting Bose gas in an optical
lattice is the subject of the next chapter.
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Paired fermions
In this chapter we consider a dense Bose gas with hard-core interaction in an op-
tical lattice. We study the phase diagram in terms of a special mean-field theory
that describes Bose-Einstein condensate and a Mott insulator with a single par-
ticle per lattice site for zero as well as for nonzero temperature. We calculate the
densities, the excitation spectrum, and the static structure factor for each of these
phases. Partly, these results were published in Refs. [37, 38, 40, 76].
4.1 Model
The advent of optical lattices has opened an exciting field of physics. One
of the consequences of the lattice is formation of lattice-commensurate
ground states like the Mott insulating phase. For the latter the effect of
strong interactions is crucial. The superfluid-Mott insulator transition in
cold atoms in an optical lattice was theoretically proposed in [58] and ex-
perimentally observed in Ref. [50].
To describe the superfluid-Mott insulator transition, the Bose-Hubbard
model presented in Eq. (2.16) is suitable. The two regimes, weak interac-
tion and strong interaction regimes, require different approaches. In the
former case the Bogoliubov approach is applicable, in the latter case the
treatment is provided by the strong coupling expansion, i.e. by a pertur-
bative expansion in t/U of Eq. (2.16). The both approaches are explained
in Ref. [72].
We intend to construct a lattice model, which allows to be treated by
a single approach and reveals the physics of a weakly interacting as well
as strongly interacting Bose gas. Some approaches suitable for describ-
ing such systems have been considered in Ref. [76]. The extension of this
model will be described in the next chapter and connected to the BCS-BEC
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Figure 4.1: Paired-fermions in an optical lattice.
crossover of fermions in a lattice.
A hard-core boson can be represented by a pair of locally coupled spin-
1/2 fermions (see Fig. 4.1). A creation operator of such a boson on lattice
site i thus can be written as
bˆ†i = cˆ
†
i↑cˆ
†
i↓, (4.1)
where cˆ†iσ creates a fermion with spin σ on lattice site i and satisfies the
following algebra
[cˆjσ, cˆ
†
iσ′ ]+ = δi,jδσ,σ′ , [cˆ
†
jσ, cˆ
†
iσ′ ]+ = [cˆjσ, cˆiσ′ ]+ = 0. (4.2)
It is easy to check that if all fermions are paired up, then hard-core Bose op-
erators bˆ†i obey the Pauli spin-1/2 commutation relations, namely [bˆi, bˆ
†
j] =
(1− 2nˆi)δij , [bˆi, bˆj] = 0, (bˆ†i )2 = (bˆi)2 = 0, bˆ†i bˆi + bˆibˆ†i = 1 and nˆi = bˆ†i bˆi. These
operators commute for different sites and anticommute on the same lattice
site. The hard-core condition allows only one boson per lattice site. So we
see that the operators bˆ†j possess the properties of bosons.
The Hamiltonian of the desired model reads [37]
Hˆ = − J
2d
∑
〈r,r′〉
bˆ†rbˆr′ − µ
∑
r
∑
σ=↑,↓
cˆ†rσ cˆrσ, (4.3)
where J describes the rate of hopping of bosons through the lattice, µ is
the chemical potential for fermions. It controls the number of particles in
the grand canonical ensemble. The latter is given by the partition function
Z = Tre−βHˆ . (4.4)
The partition function can also be written in terms of a Grassmann integral
as
Z =
∫
e−A(ψ¯,ψ)D[ψ¯, ψ] (4.5)
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Figure 4.2: Right: the phase diagram of the Bose-Hubbard model. Left:
paired-fermions model describes the point where two Mott lobes meet
[37].
with imaginary time-dependent Grassmann fields ψ, ψ¯ and the action
A =
∫ β
0
dτ
[∑
r
(ψ¯rτ↑∂tψrτ↑ + ψ¯rτ↓∂tψrτ↓)− µ
∑
r
(ψ¯rτ+δ↑ψrτ↑ + ψ¯rτ+δ↓ψrτ↓)
− J
2d
∑
〈r,r′〉
ψ¯rτ+δ↑ψr′τ↑ψ¯rτ+δ↓ψr′τ↓

 ,(4.6)
where δ should be sent to +0 at the end of calculations, τ is the imaginary
time, the symbol ∂τψτ denotes the formal limδ→+0(ψτ+δ−ψτ ), β ≡ (kBT )−1
is the inverse temperature. It is expected that our hard-core bosons model
corresponds to the Bose-Hubbard model (2.16) with on-site interaction U
sent to ∞ as depicted in Fig. 4.2. But it allows us to study the phase
transition within the same mean-field calculations, while at least two ap-
proaches are needed within the Bose-Hubbard model. We will return to
this point later on.
4.2 Phase diagram
The action in Eq. (4.6) is expressed in terms of anticommuting Grassmann
fields. Here we perform a Hubbard-Stratonovich transformation to ex-
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press it in terms of complex fields. The Hubbard-Stratonovich transfor-
mation is not unique and should be chosen based on a particular physical
problem under consideration. In Eq. (4.3) the fourth order term is the ki-
netic energy of bosons and we would like to decouple it into bˆ†r and bˆr′ . We
use the identity
exp

 J
2d
∑
〈r,r′〉
ψ¯rτ+δ↑ψr′τ↑ψ¯rτ+δ↓ψr′τ↓

 = ∫ D[φ, χ] exp
[
−
∑
r,r′
φ¯rτ vˆ
−1
r,r′φr′τ
− 1
S
∑
r
χ¯rτχrτ −
∑
r
(iφrτ + χrτ )ψ¯rτ+δ↑ψ¯rτ+δ↓ −
∑
r
(iφ¯rτ + χ¯rτ )ψrτ↑ψrτ↓
]
.(4.7)
In this formula, we have introduced new complex fields φ and χ. The
physical nature of these fields will become clear in the next chapter, where
we will generalize our model to that which describes BCS-BEC crossover
in a lattice. Formally the auxiliary field χ and a free parameter S are
needed to make the hopping matrix positive definite in order to perform
Gaussian integration in Eq. (4.7). The expression
vˆr,r′ =
J
2d
δ|r−r′|,1 + Sδr,r′ (4.8)
has been introduced. The free parameter S is not physical and we will
show that it disappears in the final results.
Substituting expression in Eq. (4.7) into Eq. (4.6) and integrating out
Grassmann fields, we arrive at an effective but so far an exact action in
terms of complex fields:
Aeff =
∫ β
0
dτ
{∑
r,r′
φ¯rτ vˆ
−1
r,r′φr′τ +
1
S
∑
r
χ¯rτχrτ − log det Gˆ−1
}
. (4.9)
Here thematrix Gˆ gives an effective boson-boson interaction aswewill see
later on and it is expressed in the so called Nambu-Gorkov representation
as
Gˆ−1 =
( −iφ− χ ∂τ + µ
∂τ − µ iφ¯+ χ¯
)
. (4.10)
From now onwards the partition function reads
Z =
∫
e−Aeff(φ,χ)D[φ, χ]. (4.11)
The Hamiltonian of the system (Eq. (4.3)) is invariant with respect to
a global gauge transformation cˆσ,i → eiθcˆσ,i, which is the consequence of
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conservation of the total number of particles. The effective bosonic action
possesses also this symmetry, namely it is invariant under φ → eiθφ, χ →
eiθχ. A conventional phase transition is characterized by the breaking of
a particular symmetry of the Hamiltonian. We will apply a saddle-point
approximation to break the above gauge invariance, known also as the
U(1) symmetry, to get a phase transition (see also [94] on this account).
In the following, we make the replacement µ → µ/2, such that µ plays
the role of the chemical potential of the molecules. We can perform a
saddle-point integration to calculate physical quantities. From a physical
point of view we have to minimize our action to get the classical trajectory
(the macroscopic wavefunction) of our system. It will appear also that the
Free energy of the systemwill be minimazied as well, which is required by
the thermodynamics as long as we consider a many-body problem. This
approach proved to be fruitful in a wide range of applications [3]. Fluctu-
ations around this solution are also important and they describe quasipar-
ticle excitations above a ground state. In order to proceed within a mean-
field approximation, we assume that quantum fluctuations are small and
postpone the consideration of fluctuations till the next section.
Minimization of the action gives us two coupled linear equations be-
tween the complex fields φ and χ:
δAeff = 0 ⇒
{
φ = (J + S)G(φ− iχ)
χ = −iSG(φ− iχ) , (4.12)
where
G =
1
β
∑
ωn
1
|φ|2J2/(J + S)2 + µ2/4 + ω2n
(4.13)
with ωn = (2n + 1)π/β being Matsubara frequencies of the fermions. A
solution of the above equations is
G =
1
J
, χ =
−iSφ
J + S
. (4.14)
We wrote ”a” solution and not ”the” solution, because we fixed the phases
of the complex fields. Different phases would corresponds to different
solutions but with the same energy. So a particular lowest state is not
unique and it does not obey the gauge symmetry (we fix the phase). So it
said that the symmetry is broken once a particular solution for the ground
state has been chosen [106].
We make the rescaling 4|φ|2J2/(J + S)2 → |φ|2. Summing over the
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Matsubara frequencies in Eq. (4.13), we arrive at
J =
√
µ2 + |φ|2
(
eβ
√
µ2+|φ|2/2 + 1
eβ
√
µ2+|φ|2/2 − 1
)
. (4.15)
This is an implicit equation for the rescaled order parameter |φ|2.
Within the saddle-point integration we obtain the expression for the
local density:
n =
1
βN
∂ logZ
∂µ
=
1
2
+
1
2
µ√
µ2 + |φ|2
(
eβ
√
µ2+|φ|2/2 − 1
eβ
√
µ2+|φ|2/2 + 1
)
. (4.16)
We obtain the expression for the condensed density by using the definition
introduced by Yang in 1962 [104]:
n0 = lim
|r−r′|→∞
〈bˆ†rbˆr′〉. (4.17)
Hence the occurrence of the BEC is connected to the presence in the sys-
tem of off-diagonal long-range order. Since the Bose-Einstein condensate
is described by a single macroscopic wave function, every two points are
correlated, regardless how far they reside from each other. The above def-
inition reflects this property. Within our mean-field we obtain
n0 =
|φ|2
4J2
. (4.18)
At zero temperature the above expression is equal to (J2 − µ2)/4J2 for
J > |µ| and is zero otherwise. We see that this model gives three phases
as depicted in Figs. 4.3 and 4.4. It can describe both the dilute regime and
the dense regime. As a consequence we have the empty phase along with
the MI phase, where there are one boson per each lattice site. To properly
identify the phases whichwe have obtained, we need to consider quantum
fluctuations around the saddle-point results. We shall do this in the next
section.
A few words about the type of the phase transitions. Near the phase
transition the order parameter is small, so that we may apply a perturba-
tive expansion :
Aeff =
1
J
|φ|2
9
− 1
β
∑
ωn
1
µ2 + ω2n
|φ|2
9︸ ︷︷ ︸
can be negative
+
1
2β
∑
ωn
1
(µ2 + ω2n)
2
|φ|4
81︸ ︷︷ ︸
>0
+O(|φ|6) (4.19)
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Figure 4.3: Phase diagram for kBT = 0. µ and J are in arbitrary energy
units.
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The first term can be negative, such that the order parameter may differ
from zero. The order parameter vanishes continuously indicating that we
have a second order phase transition. The above expression resembles the
φ42 theory of scalar fields in quantum field theory [106]. It means it is in
the same universality class asXY model. Indeed in Sec. 4.7.1 we map our
hard-core Bosons to the XY model.
4.3 Collective excitations
The complex fields φ and χ are expected to fluctuate about the saddle-
point solution due to thermal and quantum effects. Here we expand the
action to the second order to study elementary excitations in the system.
We will also expand it to the fourth order in the next chapter to take into
account their interactions.
We denote ∆ = iφ + χ and ∆¯ = iφ¯ + χ¯, then the Green’s matrix in
Eq. (4.10) can be written as
Gˆ−1 = Gˆ−10 +
( −δ∆ 0
0 δ∆¯
)
, (4.20)
where
Gˆ−10 =
( −∆0 ∂τ + µ
∂τ − µ ∆¯0
)
(4.21)
with ∆0 = iφ0 + χ0 being the saddle-point result. Applying the Taylor
expansion ln(1 + x) = x− x2/2 + ... yields
log det Gˆ−1 = tr ln Gˆ−1 = tr ln
[
Gˆ−10 +
( −δ∆ 0
0 δ∆¯
)]
≈ tr ln Gˆ−10 −
1
2
tr
[
Gˆ0
( −δ∆ 0
0 δ∆¯
)]2
. (4.22)
Calculating the trace in p = {q, ω} representation we arrive at
Z ∼
∫
D[δφ, δχ] exp [−δAeff ] , (4.23)
where δAeff is given in Appendix A.1. The latter is expressed in terms of an
inverse Green’s matrix G−1(iωn, q) with imaginary time for quasiparticles
which are described by fields δφ. By applying the spectral representation
of the Green’s matrix (or Lehmann representation [3]), we can identify the
poles of the matrix G(iωn, q) with the excitation spectrum of the quasipar-
ticles as ǫq = iωn.
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BEC. The exact solution in the condensed phase is
ǫq =
√
gq(J2 − µ2) + g2qµ2. (4.24)
In the dilute regime, where µ + J is small, and for small momenta q we
compare this spectrum with the spectrum which we have gotten within
the Gross-Pitaevskii equation (cf. Eq. (3.7)). As a result we get the Bo-
goliubov spectrum with sound velocity ≈ √2Jµ˜. Here µ˜ = J + µ is an
effective chemical potential. Indeed, in the dilute regime n0 = µ˜/2J . For
the dilute Bose gas within the Gross-Pitaevskii theory we have n0 = µ/γ
(cf. Eq. (3.7) and remarks below it). So we can identify in our theory in the
dilute regime γ ≈ 2J andm = d/J (we set ~ = 1).
More generally the sound velocity is defined by the compressibility
∂P/∂n according to
csound =
(
1
m
∂P
∂n
)1/2
. (4.25)
The pressure P can be defined through the free energy P = ∂F/∂V . In our
case the role of the volume plays the number of sitesN . One can calculate
the free energy within the mean-field and get
∂P
∂n
=
∂P
∂µ
∂µ
∂n
= J + µ. (4.26)
It follows thatcsound =
√
(µ+ J)/m. Comparing this with
√
(J2 − µ2)/2d
implies the expression for an effective mass of bosons:
m =
2d
J − µ. (4.27)
In the dilute regime we reproduce m ≈ d/J . In the dense regime the
mass m diverges as 1/(J − µ), where µ → J . This can be understood
physically as if bosons become locked approaching the Mott insulating
phase, therefore their mass becomes large.
Now we can infer the static structure factor without explicit lengthly
calculations. The static structure factor can be directly measured in exper-
iments [96]. It is defined through the density-density correlation function
as [86]
S(q) =
1
N
(〈ρqρ−q〉 − |〈ρq〉|2). (4.28)
It can be expressed via celebrated Feynman relation which is valid for
small energies, i.e. for small momenta, as [35]
ǫq =
~q2
2mS(q)
. (4.29)
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Using Eqs. (4.24) and (4.27) yields
S(q) ≈ J
2 − µ2
J2n
Jgq
ǫq
. (4.30)
So the static structure factor vanishes at the BEC-MI transition. The above
expression has been also calculated in [37].
In order to understand better the spectrum in Eq. (4.24), we separate
the amplitude and the phase fluctuations of the order parameter. As it is
shown in Appendix A.1, we arrive at the Green’s matrix in Eq. (A.14). If
the amplitude mode is not active but the phase mode is active, the Green’s
matrix in Eq. (A.14) has a pole at
ǫq = J
√
gq. (4.31)
If the phase mode is not active but the amplitude mode is active, then the
pole is at
ǫq =
√
J2 − µ2 + µ2gq, (4.32)
which represents a massive mode with the mass J2 − µ2. The Bogoliubov
spectrum is then obtained by multiplying the both expressions. We notice
that the two modes are coupled in general.
Mott insulator. In the empty phase and in the MI phase the excitations
are with a gap:
ǫq = |µ| − J + Jgq. (4.33)
The symmetric form of the results for the MI phase and for the empty
phase is due to the particle-hole symmetry of our model. In order to ap-
ply the Landau criterion on superfluidity we should be careful here. In
Eq. (3.8) ǫq ∼ J/(2d)q2 not |µ| − J + J/(2d)q2, such that the criterion gives
Vc = 0 and there is no superfluidity.
In previous calculations, performed on the Bose-Hubbard model, each
phase requires its own specific mean-field approach [73, 100] or a single
one close to the phase boundary [4, 54]. In the MI phase our expression
for the excitation spectrum agrees with the branch of the excitation spec-
trum, which corresponds to creation of holes in the first Mott lobe of the
Bose-Hubbard model, taking the limit of a large interaction. However, the
second branch, which corresponds to formation of doubly occupied sites,
does not exist in our model since we can create only holes in the singly
occupied lattice to excite our system and not additional particles due to
the hard-core condition. This is possible in the grand canonical ensem-
ble, where only the average number is fixed but the number of particles
fluctuates.
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Within a Bogoliubov approximation to the Bose-Hubbard model the
quasiparticle spectrum in the BEC phase was found as [73, 100]
ǫq =
√
J2g2q + 2Un0Jgq, (4.34)
where U is the interaction parameter and n0 is the condensate density. In
contrast to this expression, we found for the spectrum the expression in
Eq. (4.24). These expressions do not agree in the limit U → ∞. Thus
our hard-core Bose gas cannot be described within the Bogoliubov ap-
proximation to the Bose-Hubbard model by simply sending U to infinity.
On the other hand, our results are in good agreement with a variational
Schwinger-bosonmean-field approach to the Bose-Hubbardmodel, which
describe the phases near the phase transition, by sending U to infinity [54].
Our model thus correctly describes the physics of strongly interacting
bosons in an optical lattice near the points where two Mott lobes meet (cf.
Fig. 4.2). On top of that it allows us to describe the three phases within the
unique mean-field approximation.
4.4 Superfluid density
As we mentioned above, the Bose-Einstein condensation and superfluid-
ity do not depend on each other. For example, at zero temperature the
whole 4He is superfluid but only 7.25× 10−2 part of it is condensed, while
the ideal Bose gas is condensed but it is not superfluid. Superfluidity of
the 1D Bose gas was studied in Ref. [91], while BEC is not possible in 1D. A
jump in the superfluid fraction was obtained at the transition point. This
is expected since Bose-Hubbard model, studied in [91] belongs to the uni-
versality class of the 2DXY spin model [41,92] and the jump corresponds
to the Kosterlitz-Thouless critical point [63].
We have gotten the Bogoliubov spectrum for the paired fermion model
and the system is superfluid due to the Landau criterion. The system un-
dergoes the density-driven SF-MI phase transition. It is thus interesting to
calculate the superfluid density and compare it to the condensed density
calculated within the paired fermion model. The superfluidity arises by
disturbing a phase of an order parameter:
Vs(r) =
~
m
∇θ(r). (4.35)
We thus apply the phase twist to the order parameters θ(r) = Q · r:
φ(x)→ φ(x)eiQ·r, χ(x)→ χ(x)eiQ·r. (4.36)
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To remove the phase from the fields in the matrix Gˆ−1 in Eq. (4.9) we apply
the unitary transformation Uˆ−1Gˆ−1Uˆwith
Uˆ =
(
0 eiQ·r/2
e−iQ·r/2 0
)
. (4.37)
This transformation causes
v−1p → v−1p−Q, Gˆ−1(Q)→
( −∆0 ∂τ + µ
∂τ − µ ∆¯0
)
. (4.38)
The superfluid density is given through the response of the free energy to
the twist [68]:
δF = F (Q)− F (0) ≈ Q
2
2
(
∂2F (Q)
∂Q2
)
Q→0
=
1
2
ρsmV
2
s . (4.39)
Here ρsm is the superfluid mass density. Using Eq. (4.35) we get
ρs = m
(
∂2F (Q)
∂Q2
)
Q→0
. (4.40)
Then the only place whereQ is stored is inside the matrix v−1q−Q, and on the
mean-field level (setting q = 0) we get
δF =
J |φ0|2
2d(J + S)2
Q2 ⇒ ρs = m |φ0|
2
d(J + S)2
=
mJn0
d
. (4.41)
If we substitute here m ≈ 2d/(J − µ) (cf. Eq. 4.27), we obtain that the
superfluid density is equal to the total particle density. This is in a good
agreement with the two-fluid model for superfluid Helium, where it is
also the case at T = 0 [68]. Within the standard BCS theory one also gets
the same result [3]. In the MI there should be no superfluidity. We thus
have gotten a jump of the superfluid density at the transition.
4.5 Renormalized Gross-Pitaevskii equation
If we superimpose our system by a harmonic trap, we can not consider
a homogeneous solution obtained above. Here we extend our theory for
the slowly varying field φr in real space. Firstly, we would like to prop-
erly account for the lattice spacing a to reproduce the continuum limit by
sending it to zero. It amounts to changing the tunneling rate J/(2d) to
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J/(2da2) − J/a2. Physically, we want to reproduce the kinetic energy in
the continuum limit which is given as a nabla operator and scales as a−2.
This changes the matrix vˆr,r′ as
vˆ = S1ˆ + (Jˆ − J 1ˆ)/a2, (4.42)
where Jˆ is the hopping matrix with J/(2d). For the slowly varying fields
we approximate
vˆ−1φ ≈ S−1φ− S−2(Jˆ − J 1ˆ)φ/a2. (4.43)
The second term, which is ∼ ∇2φ, is small for slowly varying fields φ. The
above approximation is valid up to the second order. To show this we
multiply the above equation by vˆ:
φ ≈
[
S1ˆ + (Jˆ − J 1ˆ)/a2
] [
S−11ˆ− S−2(Jˆ − J 1ˆ)/a2
]
φ = φ−S−2(J 1ˆ−Jˆ)2φ/a2.
(4.44)
The second term is of the second order and our approximation is justified.
The results should not depend on S. But once we have made the ex-
pansion for vˆ−1 in Eq. (4.43) we should restrict it as
S ≥ J
2d
|φ′′|
|φ| (4.45)
in order to validate the approximation in Eq. (4.43). However, we will see
in the next chapter that numerical investigation of the resulting equations
reveals no dependence on S in the wide range.
For small awe perform a continuum approximation
∑
r′
(
Jδrr′ − Jˆrr′
)
φr′/a
2 = − J
2d
d∑
j=1
φr+aej − 2φr + φr−aej
a2
≈ − J
2d
∇2φ(r).
(4.46)
For small order parameters φ and χ we expand the action in Eq. (4.9) to
the quartic order. The mathematical procedure is involved and the details
of the calculations are shown in Appendix A.2. Here we state the result
i
∂
∂t
φ(r, t) = − 1
2mR
∇2φ(r, t) + µRφ(r, t) + gR|φ(r, t)|2φ(r, t). (4.47)
This is the Gross-Pitaevskii equation (cf. Eq. (3.3)) with the mass mR ≈
d/J , the chemical potential µR ≈ µ˜ and the coupling gR ≈ 2J .
Here we notice an important observation. Despite that field φ ap-
pears as an auxiliary field after the Hubbard-Stratonovich transformation,
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Figure 4.5: Shown is absorption vs. two spatial dimensions after 6 msec
time of flight. The sharp peak is the Bose-Einstein condensate. The left
picture shows an expanding cloud cooled to T > Tc, the middle one shows
at T ≈ Tc, the right one shows almost pure condensate at T << Tc. Taken
from Alkali Quantum Gases at MIT.
being thus of a pure mathematical origin, it satisfies, nevertheless, the
Gross-Pitaevskii equation in the dilute regime. Due to the time and spa-
tial derivatives in Eq. (4.47), this field possesses full dynamics as would be
in the case of usual physical field originating from a microscopic bosonic
theory. It is said that Eq. (4.47) represents an effective low energy field the-
ory of a Bose gas in the dilute regime to our microscopic fermionic model
given in Eq. (4.3).
4.6 Noise correlations
4.6.1 Density distribution after time-of-flight
One of the most spectacular manifestations of BEC in Bose gases is the
appearance of the peak in the density distribution after time of flight after
realizing it from the trap below critical temperature, T < Tc (see [9] and
Fig. 4.5). To explain this appearance, we calculate the density distribution
of the Bose gas after time of flight (see also [5]). We also assume that the
gas after expansion in non-interacting. In the Heisenberg picture the field
operator satisfies
∂
∂t
ψˆ†(r, t) =
i
~
[Hˆ, ψˆ†(r, t)]. (4.48)
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The Hamiltonian consists only of the kinetic energy and thus
Hˆ =
∫
ddr′ψˆ†(r′, t)
[
− ~
2
2m
∇2
]
ψˆ(r′, t). (4.49)
Substituting Eq. (4.49) into Eq. (4.48) we arrive at
∂
∂t
ψˆ†(r, t) = − i~
2m
∇2ψˆ†(r, t). (4.50)
The above equation has the solution ψˆ†(r, t) = e−t
i~
2m
∇2ψˆ†(r, 0).
If we denote the ground state of the gas in the trap before the expansion
as |Φ〉, then we obtain for the density distribution the following expression
(within the Heisenberg picture)
〈nˆ(r)〉t = 〈Φ|ψˆ†(r, t)ψˆ(r, t)|Φ〉. (4.51)
We express the field operators as a sum over eigenstates φn of the har-
monic potential, i.e. ψˆ†(r, 0) =
∑
n φ
∗
n(r)bˆ
†
n. Moreover, we demand the
state |Φ〉 be the condensed state, so |Φ〉 = (bˆ†0)N0|0〉. Here N0 is the number
of condensed atoms. Then it is straightforward to show that
〈nˆ(r)〉t = N0
∣∣∣e−t i~2m∇2φ0(x)∣∣∣2 . (4.52)
In the momentum space φ0(k) = 1/(πm~ω)
3/4e−~k
2/(2mω) and we obtain
〈nˆ(r)〉t ∝ N0
∣∣∣∫ ddke− ~k22mω (1−iωt)−ikr∣∣∣2, which for large ωt reduces to
〈nˆ(r)〉t ∝ N0
(m
~t
)3
e−r
2/(aωt)2 . (4.53)
Here a2 = ~/(mω) is the width of the wave function of the harmonic os-
cillator. We notice that the above expression can also be expressed via the
momentum distribution, 〈nˆ(r)〉t ∝
(
m
~t
)3 〈nˆ(k)〉, where 〈nˆ(k)〉 = N0|φ0(k)|2
and k = mr/(~t). Indeed, it can be shown rigorously that the density
distribution after a fixed time-of-flight is related to the momentum distri-
bution of particles trapped before the expansion via
〈nˆ(r)〉t =
(m
~t
)3
〈nˆ(k)〉. (4.54)
This is valid at large times. In the case of the harmonic trap with frequency
ω, t should be much larger than 1/ω.
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The state with n = 0 is macroscopically occupied and has the width a.
Above the critical temperature the width is ∼ (kBT/(mω2))1/2 and thus is
much larger. Then, Eq. (4.53) shows the occurrence of the peak around the
center when the system is cooled below the critical temperature, which is
consistent with what is shown in Fig. 4.5. In case the gas is realized from
an optical lattice, the resulting density distribution shows many peaks lo-
cated on positions corresponding to the reciprocal lattice vector [45, 50].
If particles are trapped in an optical lattice before expansion, the field
operator ψˆσ(r) is expanded in a basis of Wannier functions [62] as
ψˆ(r) =
∑
i,n
wn(r −Ri)bˆi,n. (4.55)
Here, bˆi,n is the annihilation operator for particles in the Wannier state n
at lattice site Ri. For a deep optical lattice only the lowest Wannier state is
taken into account with bˆi ≡ bˆi,0. Since the Wannier function is a periodic
function, we Fourier transform it as w0(r) =
∑
k e
ikrω˜0(k). In this case
Eq. (4.54) is also valid and is applicable for times t much larger than 1/ω
with ω being the frequency of a lattice well in an optical lattice.
4.6.2 Density-density correlations after time-of-flight
In a typical experiment with ultra-cold atoms it is not easy to identify the
spin projection. Therefore, the detected fermion density should be de-
scribed by a superposition of both spin projections. For this purpose we
introduce the spin-independent fermionic density nˆ = nˆ↑ + nˆ↓. Then the
truncated density-density correlation function in a time-of-flight experi-
ment is given under the assumption that the atoms expand freely after
they have been released from the optical lattice as [18, 40] (cf. Eq. (4.54))
Cr,r′ ≡ 〈nˆ(r)nˆ(r′)〉 − 〈nˆ(r)〉〈nˆ(r′)〉 =
(m
~t
)2d
〈nˆ(k)nˆ(k′)〉 − 〈nˆ(r)〉〈nˆ(r′)〉.
(4.56)
Here k is related to r by k = mr/~t with the mass of atoms m ∝ ~/J . Free
expansion assumes that atoms evolve independently. This can be achieved
by switching off an optical lattice as well as by switching the magnetic
field to values far from the strongly attractive regime suddenly before the
expansion [5, 21]. The above formula is widely used to analyze ground
state properties of ultra-cold atoms trapped by an optical lattice [20, 55].
The partition function of a grand canonical ensemble of fermions with
chemical potential µ at inverse temperature β can be expressed in terms of
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an integral over a fermionic (Grassmann) field ψ and complex molecular
fields φ, χ as
Z =
∫
e−
R β
0 dτLD[ψ, φ, χ] (4.57)
with the Lagrangian
L =
∑
i,j
φ¯ivˆ
−1
i,j φj +
1
2J
∑
i
χ¯iχi −
∑
i,j
Cˆ†i Gˆ−1ij Cˆj , (4.58)
where we have used the notation Cˆ† = (ψ↑, ψ¯↓) and Cˆ = (ψ↓, ψ¯↑)T , and
with the inverse fermionic Green’s matrix Gˆ−1 given in Eq. (4.10). Here
vˆi,j =
J
2d
δ|i−j|,1.
Now we use the expansion of Eq. (4.55) to express the density-density
correlation of Eq. (4.56) in terms of the coordinates of the underlying opti-
cal lattice as
Cr,r′ =
(
M
~t
)2d
|w˜(k)|2|w˜(k′)|2
∑
i,i′,j,j′
eik(Ri−Ri′ )+ik
′(Rj−Rj′ )〈cˆ†iαcˆ†jβ cˆj′β cˆi′α〉
+〈nˆ(r)〉δ(r − r′)− 〈nˆ(r)〉〈nˆ(r′)〉,(4.59)
where w˜ is a Fourier transform of the Wannier function.
Using the saddle-point approximation of the complex fields (φ, χ) we
can evaluate 〈cˆ†iαcˆ†jβ cˆj′β cˆi′α〉. Since the fermion field appears in a quadratic
form in Eq. (4.58), the integration are given by a Wick contraction of pairs
of fermions:
〈cˆ†iαcˆ†jβ cˆj′β cˆi′α〉 = 〈cˆ†iαcˆi′α〉〈cˆ†jβ cˆj′β〉 − 〈cˆ†iαcˆj′β〉〈cˆ†jβ cˆi′α〉+ 〈cˆ†iαcˆ†jβ〉〈cˆj′β cˆi′α〉
(4.60)
The fermionic expectation values on the right-hand side are matrix ele-
ments of the fermionic Green’s function Gˆ of Eq. (4.10):
〈cˆ†i↑cˆj↑〉 = 〈cˆ†i↓cˆj↓〉 =
1
β
∑
n
G12ij (ωn) (4.61)
and
〈cˆ†i↓cˆ†j↑〉 =
1
β
∑
n
G11ij (ωn), 〈cˆi↑cˆj↓〉 =
1
β
∑
n
G22ij (ωn), (4.62)
where we have summed over Matsubara frequencies ωn. These expres-
sions include also quantum fluctuations of the bosonic molecules when
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we take into account Gaussian fluctuations around the saddle-point solu-
tions. For instance, we can integrate over these fluctuations to evaluate the
correlation function
〈cˆ†iαcˆ†jβ cˆj′β cˆi′α〉 − 〈cˆ†iαcˆ†jβ〉〈cˆj′β cˆi′α〉. (4.63)
The density-density correlations reduces to
Cr,0 = 〈nˆ(r)〉δ(r) + 2
(
M
~t
)2d
|w˜(k)|2|w˜(0)|2
×

−
∣∣∣∣∣∑
i
eikRi〈cˆ†i↑cˆi↑〉
∣∣∣∣∣
2
+
∣∣∣∣∣∑
i
eikRi〈cˆi↑cˆi↓〉
∣∣∣∣∣
2
+ S(k)

 (4.64)
The first two terms constitute the density-density correlation function for
fermions [18], whereas the third and the fourth terms account for the pres-
ence of the condensed molecules. In particular, the fourth term describes
the effect of quantum fluctuations and can be expressed as a momentum
distribution of the molecules [37]
S(k) =
∑
i,j
ek(Ri−Rj)(〈bˆ†i bˆj〉 − 〈bˆ†i〉〈bˆj〉) (4.65)
with bˆ†i = cˆ
†
i↓cˆ
†
i↑. Phase fluctuations can destroy these terms, for instance,
in the case of a MI state of the molecules. It is important to notice that
fermionic terms contribute with a negative sign in Eq. (4.64), in contrast to
the phase-coherent molecules, which contribute with a positive sign. This
indicates a competition of the fermionic and the molecular contribution
to the density-density correlation function. This provides a concept for
measuring the properties of a strongly interacting Fermi gas.
The expressions 〈cˆ†i↑cˆi↑〉 and 〈cˆi↑cˆi↓〉 are constant due to translational
invariance:
Cr,0 ∝ N2δk,G
(
−1 + N0N
N2
)
+ S(k), (4.66)
where we have denoted 2N = 2
∑
i〈cˆ†i↑cˆi↑〉 as the total number of fermions
and N0N = |
∑
i〈cˆi↑cˆi↓〉|2 ∝ N 2|iφ + χ|2. N is the number of lattice sites.
The ratio n0 = N0/N is the condensate fraction, i.e. the relative contribu-
tion of condensed molecules.
BEC.– For momenta close to the reciprocal lattice vectors G the main
contribution in the BEC comes from the term S(k), since it is singular for
ǫk ∼ 0:
Cr,0 ∝ S(k) ≈ 4Jn0 + Jgk
ǫk
(1− 2gk) . (4.67)
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This results connects the density-density correlation functionwith the spec-
trum of the molecular condensate given in Eq. (4.24). The infrared diver-
gence of the momentum distribution is a general property of a BEC at
T = 0 [86]. The related 2D plot of the correlation function is shown in Fig.
4.6.
MI.– For larger densities the phase coherence in the molecular state is
destroyed and aMI state with one bosonicmolecule (i.e., a pair of fermions)
appears. Due to strong phase fluctuations the second term in Eq. (4.66)
vanishes, and the correlation function becomes
Cr,0 ∝ −N2δk,G + S(k) (4.68)
with the non-singular term
S(k) ≈ J
2
4µ2
(1− 2gk). (4.69)
Since the number of fermions N is large in Eq. (4.68), the contribution of
S(k) is negligible in time-of-flight experiments of theMI. Thus theMI state
is characterized by sharp dips in contrast to the singular peaks in the BEC,
which appear on positions corresponding to the reciprocal lattice vectors
G, similar to a Bragg diffraction pattern. However, in contrast to the latter,
where the diffraction pattern is created by light scattering on atoms of a
crystal, here the pattern is created by the atomic state itself in the expan-
sion process of the cloud.
Eq. (4.69) describes the bosonic nature of the molecules in the MI state:
There are hole excitations in the MI phase (particle excitations are sup-
pressed by the hard-core nature of the bosons) and their dynamics con-
tributes to the interference pattern via the factor ∝ gk. A similar situa-
tion was observed experimentally in the case of bosonic Mott insulator in
Ref. [47]. The 2D plot of the correlation function is shown in Fig. 4.7.
The density-density correlation function of an expanding cloud pro-
vides a clear picture of the state when it was still trapped by an optical
lattice. It consists of four different contributions in Eq. (4.64), two of them
are related to the fermionic nature of the atoms. The second term leads to
a fermionic dip in the density-density correlation function in the MI state.
A third term measures the condensate fraction in the case of condensed
bosonic molecules and together with the singular fourth term leads to the
sharp peaks. Even though the third term can compete with the second
term, the singular term is the most relevant in the BEC phase.
The competing behavior of the fermionic dips and the condensate peaks
in the density-density correlation function are a result of the anticommut-
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Figure 4.6: Density-density correlation function in units of (~t/Ma)−2d of
a strongly attractive spin-1/2 Fermi gas in an optical lattice with J = 1,
µ = 0.4, kBT = 0, where the gas forms a BEC. The singular behavior at
the positions corresponding to the reciprocal lattice vectors is due to long
range phase coherence of the condensed molecules. There is also small
modulation due to the tunneling of molecules. The axes are given in units
of ~t/Ma, where a is a lattice spacing [40].
Figure 4.7: Density-density correlation function as in Fig. 4.6 but with
J = 1, µ = 0.6, kBT = 0. The singular behavior in Fig. 4.6 is replaced by
dips here. This is due to the anticommuting nature of fermionic operators
and thus reflects the fermionic nature of the MI state [40].
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ing properties of the fermionic operators. This provides a simple con-
cept to distinguish different states in a cloud of attractively interacting
fermions. This behavior is rather different in a bosonic cloud, where all
atoms contribute with the same sign to density-density correlation func-
tion because the bosonic operators commute [44, 46].
In conclusion, we have studied an expanding cloud of strongly in-
teracting spin-1/2 fermions after its release from an optical lattice. The
properties are described in terms of the density-density correlation func-
tion. At lower densities a BEC is formed by the paired fermions, visible in
the density-density correlation function as sharp peaks. At higher densi-
ties a Mott-insulating phase appears, characterized by dips in the density-
density correlation function. This distinct behavior can be used in future
experiments to distinguish between these two phases in a gas of strongly
attractive spin-1/2 fermions in an optical lattice.
4.7 Spin analogues
4.7.1 Mapping to the XY model
The Hamiltonian in Eq. (4.3) can be rewritten in terms of spin operators
Hˆ = − J
2d
∑
〈r,r′〉
Sˆ+r Sˆ
−
r′ − hz
∑
r
Sˆzr (4.70)
with
Sˆ+r = (Sˆ
−
r )
† = cˆ†r↑cˆ
†
r↓, Sˆ
z
r =
1
2
(nˆr↑ + nˆr↓ − 1), hz = 2µ. (4.71)
These operators obey the commutation relations
[Sˆαr , Sˆ
β
r′ ] = 2iǫ
αβγSˆγr δr,r′ (4.72)
where Sˆ±r = Sˆ
x
r ± iSˆyr . In other words, we have obtained the XY model in
the transverse magnetic field:
Hˆ = − J
2d
∑
〈r,r′〉
(Sˆxr Sˆ
x
r′ + Sˆ
y
r Sˆ
y
r′)− hz
∑
r
Sˆzr . (4.73)
Let us consider this model for hz = 0. It has been proven that the quantum
XY model in a hypercubic lattice has long-range order in the ground state
for all values of spins and all dimensions greater than one [60]. This state
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corresponds to our superfluid state or BEC of paired fermions. If now
we increase the value of the magnetic field hz, at some point we get a
paramagnetic phase with all spins aligned along the magnetic field, which
corresponds to theMott insulating phase of paired fermions. Themapping
of hard-core bosons to the spin-1/2 operators is well known [110].
4.7.2 Mapping to the Heisenberg model
The tightly-bound fermions can be also described by the negative-U Fermi-
Hubbard model
Hˆ = −t
∑
〈r,r′〉
∑
σ
cˆ†rσ cˆr′σ − U
∑
r
(nˆr − 1)2 − µ
∑
r
nˆr (4.74)
with t/U ≪ 1. Here t is the tunneling rate of fermions, U is the interac-
tion strength. Physically, for large attraction the fermions become locally
paired.
By applying a particle-hole transformation on the down-spin fermions
the model can be mapped to a positive-U Fermi-Hubbard model [13],
which in the limit of large interaction U becomes the Heisenberg spin
Hamiltonian
Hˆ = J˜
∑
〈r,r′〉
∑
α=x,y,z
Sˆαr Sˆ
α
r′ − h
∑
r
Sˆzr (4.75)
with J˜ = 4t2/U andmagnetic field h = 2µ. For h = 0 (i.e., at half-filling) we
get an antiferromagnet. The spin-wave excitations of the antiferromagnet
are bosonic excitations with a linear spectrum for small momenta ∼ J˜q.
This is to be compared with the elementary excitations in the BEC phase
of the paired-fermions model at half-filling, which are given in Eq. (4.24)
and also display a linear behavior ∼ Jq.
4.8 Comparisonwith theN -component hard-core
Bose gas
A grand canonical system of N -component hard-core bosons, subject to
thermal fluctuations in a lattice, was studies in Refs. [76, 77, 107, 108]. The
hard-core bosons were not represented by paired fermions or by Grass-
mann fields in the field theoretical treatment, but by so called nilpotent
fields. Here we digress from the paired fermions model and try to treat
Eq. (4.3) from a different perspective.
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Hard-core bosons are described by the operators bˆ†i , bˆi with the follow-
ing algebra
[bˆi, bˆ
†
j] = δij, (bˆ
†
i )
2 = bˆ2i = 0. (4.76)
Instead of complex fields in the case of ordinary bosons or Grassmann
fields in the case of fermions, the nilpotent fields η1i , η
2
i are introduced for
hard-core bosons such that for σ = 1, 2
(ησi )
2 = 0, ησi η
σ′
j = η
σ′
j η
σ
i . (4.77)
The action in a discrete space-time domain x = (τ, r) is written as
S({ησx}) = −N
∑
x,x′
(δxx′ + ζωˆx,x′)η
1
xη
2
x′ , (4.78)
where ζ = eδµ and the matrix ωˆx,x′ is nonzero for τ
′ = τ + 1 in the time
domain and in the space domain its elements read
ωˆx,x′ =


−δJ/2d, r, r′ are nearest neighbors
1− δJ, r = r′
0, otherwise
. (4.79)
In these formulas δ should be send to +0 at the end of calculations.
The nilpotent variables can be replaced by products of Grassmann vari-
ables as ησx → (−1)σψσx ψ¯σx . After this we can introduce aHubbard-Stratonovich
transformation similar to that, which we have done within the paired
fermion model and proceed calculating. The calculations have been per-
formed in Ref. [76]. It appears that the homogeneous density of bosons
and the condensed density for µ ≥ 0 can be calculated as
n =
1
N
∫
ddq
(2π)d
Φ2(q) + n0, (4.80)
n0 = − 2
N
∫
ddq
(2π)d
[Φ1(q) + Φ2(q)] , (4.81)
where
Φ1(q) = − µ
2
√
2µJgq + J2g2q
coth
(
β
√
2µJgq + J2g2q
2
)
, (4.82)
Φ2(q) = −Φ1(q)
(
1 +
Jgq
µ
)
− 1
2
. (4.83)
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Figure 4.8: Condensed density. The solid, dotted and dashed lines show
the mean-field result at kBT = 0, the influence of the quantum fluctuations
at kBT = 0 to the mean-field result and the mean-field result at kBT =
0.2J , respectively. µ and J are in arbitrary energy units [37].
Here gq is given in Appendix A.1. This approach reveals the phase transi-
tion from the empty phase (µ ≤ 0) to the BEC phase (µ > 0) and does not
reveal the MI phase.
For small chemical potential and for small temperatures the above for-
mulas give
n0 ≈ µ
N
∫
ddk
(2π)3
1
Jgq
− 1
N
(
kBT
J
)3/2 ∫
ddk
(2π)3
1
egq − 1 . (4.84)
This result is in good agreement with the similar result from the weakly
interacting Bose gas if we set N = 1 [87]. More general expression, ob-
tained within the paired fermion model, valid not only nearby the phase
boundaries and for large temperatures, is given in [37]. We plot the result
in Fig. 4.8. There are quantum as well as thermal fluctuations. We see that
both fluctuations lead to a depletion of the condensate, but the quantum
depletion alone does not change the transition points.
The reason why the N -component hard-core Bose gas is weakly inter-
acting lies in the fact that a boson can occupy one of N different states at
each lattice sites. Bosons can avoid the interaction during the tunneling
process by choosing an unoccupied state. Since N is large the system is
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effectively weakly interacting. In Ref. [109] it was shown that generalizing
the N-component bosons to so called colored bosons reinforces interaction
to be strong even for N →∞ and the phase diagram contains the Mott in-
sulating state.
In conclusion, we have presented amodel of strongly interacting bosons
composed of two tightly bound fermions in an optical lattice. We have cal-
culated the phase diagram, which includes the BEC and the MI. Including
Gaussian fluctuations, we have found that the dispersion of quasiparticles
is gapless in the BEC phase but has a gap in the MI phase. We have cal-
culated the total density, the condensate density, and the static structure
factor. We have shown that the quantum fluctuations as well as thermal
fluctuations lead to a depletion of the condensate, but the former do not
change the critical points. We have calculated the superfluid density and
have shown that at the BEC-MI transition it has a jump from a finite value
in the BEC to zero in the MI. In the dilute regime we have derived an ef-
fective Gross-Pitaevskii equation for bosons.
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BCS-BEC crossover in a lattice
In this chapter we consider a generalized model compared to the model introduced
in the previous chapter. We include the possibility of single fermions to tunnel,
as well as an on-site attractive interaction between them. We will show that
this model can be applied to the BCS-BEC crossover in a lattice. The bosonic
aspects have been studied in detail within the paired fermions model, therefore we
concentrate here on fermions. Partly, these results were published in Refs. [36,38].
5.1 BCS-BEC crossover
Interaction between Fermi atoms may lead to the formation of a two-
particle bound state. This may happen if the attraction is strong enough to
bind the atoms. Moreover, an attractive interaction betweenmany fermions
always leads to the formation of Cooper pairs as a many-body effect, even
though a two-particle potential does not lead to a bound state. This was
shown by Bardeen, Cooper and Schrieffer in their theory of superconduc-
tivity in metals [14].
If the attraction is small we get a usual BCS theory of weakly interact-
ing fermions. In this case not all fermions form Cooper pairs and the size
of these pairs is large compared to the mean distance between fermions.
In the opposite limit of large attraction all fermions can form bound states.
This is the BEC limit. The size of molecules is very small and they can be
considered as point-like bosons. If we increase attraction, the BCS limit
goes smoothly into the BEC limit without any symmetry breaking as it
has been pointed out phenomenologically in [69], and based on the micro-
scopic calculations in [27, 28, 79]. The strength of the pair-wise interaction
(its scattering length) can be controlled by the magnetic field by means of
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Figure 5.1: Phase diagram of fermions with attractive interaction. Taken
from [26].
Feshbach resonance (see for example [99])
as = abg
(
1 +
const.
B0 −B
)
, (5.1)
such that as diverges at B = B0. Here abg is the background (nonreso-
nant) scattering length, which accounts for the nonresonant background
interaction Ubg (see Eq. (2.11)).
The standard BCS Hamiltonian (na30 ≫ 1) with small positive U
Hˆ =
∑
kσ
(ǫk − µ)cˆ†kσ cˆkσ − U
∑
k,k′
cˆ†k↑cˆ
†
−k↓cˆ−k′↓cˆk′↑ (5.2)
can thus be generalized to the strong coupling regime (na30 ≪ 1) with large
U . Here, a0 denotes the spatial extent of Cooper pairs or bound pairs and
n is the density of fermions. In the weak coupling limit, the bound pairs
overlap and fermions exchange are dominant. The ground state reads
∼
∏
k
(uk + vkcˆ
†
k,↑cˆ
†
−k,↓)|0〉. (5.3)
In the strong coupling regime, the creation of pairs is described by creation
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operator
bˆ†q =
∑
k
φkcˆ
†
k+q/2,↑cˆ
†
−k+q/2,↓, (5.4)
where φk characterizes the internal structure of a pair. Then the ground
state can be represented as a coherent state
∼ exp[√Nq bˆ†0]|0〉, Nq = N/2, (5.5)
where Nq is the number of pairs and N is the number of fermions. In this
regime, the pairs are point-like (a0 ∼ 0) and the exchange interaction be-
tween fermions is negligible, so that the exclusion principle plays a minor
role.
It turns out, that the ground state changes continuously as the system
crosses over from one limit to other. The two limits of the ground state
can be described by the same wave function in Eq. (5.3). For strong cou-
plings, vk ≪ 1 and we recover Eq. (5.5). The mean-field approach de-
scribes equally well both the weak and the strong coupling limits. The
chemical potential of fermions changes from −ǫ0 (bound energy) to k2F/m
(twice a BCS gap).
The critical temperature in both regimes accounts for two distinct pro-
cesses. In the weak coupling regime it is controlled by breaking up the
Cooper pairs. In the strong coupling regime it is controlled by a Bose-
Einstein condensation into a lowest quantum state with the center of mass
momentum q = 0 of bound pairs. There is a higher temperature in this
regime, which corresponds to breaking up the tightly bound pairs. This
scenario is shown in Fig. 5.1.
At the Feshbach resonance, the scattering length becomes indefinite
and the BCS model is not longer applicable (the interaction is not defi-
nite). The condition for perturbative approach, na3s ≪ 1, is not valid as
well. The two-channel model with the coupling to bosonic molecules has
been introduced in [53] and further developed in [80,81]. The Hamiltonian
reads
Hˆ =
∑
kσ
ǫkcˆ
†
kσ cˆkσ +
∑
q
(E0q + 2ν)bˆ
†
q bˆq − Ubg
∑
k,k′
cˆ†k↑cˆ
†
−k↓cˆ−k′↓cˆk′↑
+
∑
k,q
[bˆ†q cˆ−k+q/2↓cˆk+q/2↑ + bˆq cˆ
†
k+q/2↑cˆ
†
−k+q/2↓], (5.6)
where cˆ†kσ creates a fermionwith the spin σ and kinetic energy ǫk = ~
2k2/2m,
bˆ†q creates a boson with kinetic energy E
0
q = ~
2q2/2M . 2ν describes the de-
tuning from the Feshbach resonance. More precisely, if 2ν − 2µ = 0we are
in the BEC limit, if 2ν − 2µ =∞we are in the BCS limit.
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Figure 5.2: Coupling processes between fermions (straight lines) and
bosons (wavy lines) in Eq. (5.6).
5.2 Attractive spin-1/2 fermions in a lattice
The above scenario is a bit different in an optical lattice. While in the weak
coupling regime the radius of a Cooper-pair is much larger than the lattice
spacing and the presence of the lattice makes no difference, in the strong
coupling regime local pairs behave as hard-core bosons. The latter is due
to the Pauli exclusion principle. This motivates us to study a model in
an optical lattice which comprises tunneling of fermions, attractive inter-
action between fermions (leading to the formation of bosonic molecules)
and tunneling of bosonic molecules. There should be no direct interaction
between bosonic molecules, because at low temperatures the s-wave scat-
tering is prohibited due to exclusion principle (see the discussion in sec-
tion 2.2). In Eq. (5.6), the bosons are not hard-core bosons and the model
does not describe well the BCS-BEC crossover in a lattice. Thus, a spin-1/2
Fermi gas in a d-dimensional optical lattice superimposed by the trapping
potential Vr = −γ(x2 + y2), where γ is the strength of the trap, can be
described via the following Hamiltonian [36, 111]
Hˆf = − t¯
2d
∑
〈r,r′〉
∑
σ=↑,↓
cˆ†rσ cˆr′σ −
J
2d
∑
〈r,r′〉
cˆ†r↑cˆr′↑cˆ
†
r↓cˆr′↓ − U¯
∑
r
cˆ†r↑cˆr↑cˆ
†
r↓cˆr↓
−
∑
r
Vr
∑
σ=↓,↑
cˆ†rσ cˆrσ −
∑
r
∑
σ=↑,↓
µ¯σ cˆ
†
rσ cˆrσ,(5.7)
where cˆ†rσ creates a fermion with spin σ on lattice site r. The first term de-
scribes aforementioned tunneling of fermions between neighboring sites
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with the rate t¯/2d, while the second termdescribes tunneling of local fermionic
pairs with the rate J/2d. The third term accounts for local s-wave interac-
tion between fermions with strength U¯ , where U¯ > 0 is an attractive inter-
action. Here we also include a parabolic trapping potential Vr. The latter
can be combined with the chemical potential µ¯σ to µrσ = µ¯σ + Vr, which
controls the number of particles in a grand-canonical ensemble. The chem-
ical potential can be different for different σ, µ¯↑/↓ = µ¯± hwith an effective
magnetic field Hz = h. For the limiting case t¯ = 0 only bosonic molecules
can appear and this model is called paired fermions model and has been
studied in the previous chapter. Wemay thus regard the strong interacting
regime (when molecules form) to prevail when the tunneling J is larger
than the interaction U¯ . In the opposite case we have the weak interacting
regime, e.g. in the limiting case J = 0 we get usual BCS type of model of
weakly interacting fermions.
A formal connection between Eq. (5.7) and Eq. (5.6) is explored in Ap-
pendix B.3. The relation is the following
J =
g2J˜
(2ν − 2µ)2 , U¯ = Ubg +
g2
2ν − 2µ. (5.8)
It is interesting to notice that in the BCS regime, i.e. if 2ν − 2µ → ∞, the
tunneling J = 0 and U¯ = Ubg. In the BEC regime, i.e. if 2ν − 2µ → 0, the
tunneling J diverges as well as the interaction U¯ , which means that they
are much larger than the tunneling of fermions t¯ (so that t¯ can be neglected
andwe arrive again at the paired fermionmodel). Thus, Eq. (5.7) describes
qualitatively correctly the physics of BCS-BEC crossover in a lattice. We
notice here that while deriving the above relations given in Eq. (5.8) we
have neglected quantum dynamics of bosons in Eq. (5.6). This leads to
some qualitative differences between Eq. (5.6) and Eq. (5.7). We will ex-
plore this in Sec. 5.6.1.2.
5.3 Hubbard-Stratonovich transformation
The partition function can be written in the form of a functional integral
as it is shown in Eq. (4.5) with the action
A =
∫ β
0
dτ
[∑
r
(ψ¯rτ↑∂τψrτ↑ + ψ¯rτ↓∂τψrτ↓) +Hf (ψ¯τ+δ, ψτ )
]
, (5.9)
where δ should be sent to +0 at the end of calculations, τ is the imaginary
time, the symbol ∂τψτ denotes the formal limδ→+0(ψτ+δ−ψτ ), β ≡ (kBT )−1
is the inverse temperature.
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We perform a Hubbard-Stratonovich transformation to decouple the
fourth order terms at the expense of introducing new complex fields. De-
pending on the relation between the parameters J and U¯ , there are two
ways of how we perform the decoupling. If |U¯ | < J we need to introduce
two complex fields in order to preserve convergence of the Gaussian inte-
gration. In the opposite case, |U¯ | > J , we need only one complex field. We
use the identity
exp

 J
2d
∑
〈r,r′〉
ψ¯rτ+δ↑ψr′τ↑ψ¯rτ+δ↓ψr′τ↓ + U¯
∑
r
ψ¯rτ+δ↑ψrτ↑ψ¯rτ+δ↓ψrτ↓


=
∫
D[φ, χ] exp
(
−
∑
r,r′
φ¯rτ vˆ
−1
r,r′φr′τ −
I
S − U¯
∑
r
χ¯rτχrτ
−
∑
r
(iφrτ + Iχrτ )ψ¯rτ+δ↑ψ¯rτ+δ↓ −
∑
r
(iφ¯rτ + Iχ¯rτ )ψrτ↑ψrτ↓
)
,(5.10)
where I = θ(J − |U¯ |) and the matrix vˆ−1 is given in Eq. (4.8).
Plugging Eq. (5.10) into Eq. (5.9) and integrating out Grassmann fields
lead to
Aeff =
∫ β
0
dτ
{∑
r,r′
φ¯rτ vˆ
−1
r,r′φr′τ +
I
S − U¯
∑
r
χ¯rτχrτ − log det Gˆ−1
}
(5.11)
with
Gˆ−1 =
( −iφ− Iχ ∂τ + µ1 + tˆ
∂τ − µ2 − tˆ iφ¯+ Iχ¯
)
. (5.12)
Here tˆ = t¯ωˆ ,where ωˆr,r′ = 1/2d when r, r
′ are nearest neighbors, µ1 =
µ¯+ h, µ2 = µ¯− h.
So far everything is exact. In order to proceed we apply the saddle-
point approximation by minimizing the effective action in Eq. (5.11) with
respect to the complex fields and arrive at two equations (cf. Eq. (4.12))
δAeff = 0 ⇒
{
φ = (J + S)G(φ− iχ)
χ = −i(S − U¯)G(φ− iχ) , (5.13)
where G =
∫ 1
−1
dxρ(x)F (x) with F (x) given in Appendix B.2 and ρ(x) is
the density of states. The nontrivial solution reads
G =
1
J + U¯
, χ = −(S − U¯)iφ
J + S
. (5.14)
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The two auxiliary fields appear at J ≥ U¯ . As it is explained above
we can perform a formal mapping to the continuum model by regarding
J¯/2d = 1/2M , where M is the boson mass. The Fermi energy is fixed as
ǫF = (3π
2n)3/2/M . As it has been shown in [80], for n = 1, U = 0.3ǫF , g =
0.6ǫF stable long-lived bosons exist for ν ≤ 0.22ǫF , µ = 0. This was re-
garded as an onset of the BEC regime in the crossover. When we put
these numbers to J ≥ U¯ and using Eq. (5.8), we get similarly ν ≤ 0.227ǫF .
Inspired by this observation we may formally regard the appearance of
two auxiliary fields as the entrance to the strongly interacting BEC regime
within our model. Later on, we will explore the fate of the quantum fluc-
tuations in both regimes and we will see that they are consistent with
the conclusion that auxiliary fields may serve as the hallmark of the BEC
regime, while their absence the one of the BCS regime.
5.3.1 Densities of molecules and fermions
Here we calculate the density of condensed molecules, total density of
molecules and density of single fermions (see also Ref. [111] for alterna-
tive derivations). In the paired fermion model we simple took derivatives
of the free energy with respect to the chemical potential by arguing that
all fermions were paired up. Now the situation is a bit different and cal-
culation of densities is not an easy task. In order to facilitate consider-
ation we suppose we are in the strong interacting regime, such that the
size of molecules is less than the spacing between lattice sites and we treat
our bosons as point-like objects. The weak interacting regime is not in-
teresting, since it would reproduce well-known results from the BCS the-
ory. Then, since for point-like bosons their internal structure is irrelevant,
Eq. (5.4) reduces to Eq. (4.1) and the density of molecules can be calculated
as nmr = 〈bˆ†rbˆr〉. The condensed density is given in Eq. (4.17) and the den-
sity of fermions is given by nrσ =
1
β
∂ lnZ
∂µrσ
. In terms of the Grassmann fields
these quantities are related to one-particle propagators:
nrσ =
1
β
∫ β
0
dτ lim
δ→0+
〈ψ¯rτ+δσψrτσ〉. (5.15)
Analogously, the density of bosonic molecules can be measured as a two-
particle propagator:
nmr =
1
β
∫ β
0
dτ lim
δ→0+
〈ψ¯rτ+δ↑ψrτ↑ψ¯rτ+δ↓ψrτ↓〉. (5.16)
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The densities of dissociated atoms can be calculated by subtracting nm
from the total numbers of fermions of one species
nfrσ = nrσ − nmr . (5.17)
The condensed density reads in terms of Grassmann fields as
n0 = lim
|r−r′|→∞
1
β
∫
dτ lim
δ→0+
〈ψ¯rτ+δ↓ψ¯rτ+δ↑ψr′τ↑ψr′τ↓〉. (5.18)
Using calculations in Appendix B.1 we can relate densities to the Green’s
matrix from Eq. (5.12):
nr↑ =
1
β
∑
n
G12rr(ωn), nr↓ = −
1
β
∑
n
G21rr(ωn) . (5.19)
Within the mean-field approximation (cf. Ref. [111]) this gives
nfr↑ = nr↑ − nr↑nr↓ − n0,r, nfr↓ = nr↓ − nr↑nr↓ − n0,r. (5.20)
Here nrσ measures the presence of a fermion and absence of a pair of
fermions. nr↑nr↓ gives the probability to find two fermions on lattice site
r. Finally, n0,r is the product of anomalous averages ∼ 〈ψ↑ψ↓〉〈ψ¯↓ψ¯↑〉 and
thus
n0,r =
1
β
∑
n
G11rr(ωn)
1
β
∑
n
G22rr(ωn). (5.21)
The condensed density is directly related to the correlation of complex
fields, which reads
〈φrφ¯r′〉 ∼
∫
D[φ, ψ]φrφ¯r′e−
P
r,r′ φ¯r vˆ
−1
r,r′
φr′−
P
r iφrψr↑ψr↓−
P
r iφ¯rψ¯r↑ψ¯r↓
∼ vˆr,r′ +
∑
r1r2
vˆr,r1 vˆr′,r2〈ψr1↓ψr1↑ψ¯r2↑ψ¯r2↓〉. (5.22)
The matrix vˆ decays fast for large separations. This implies n0 ∼ 〈φrφ¯r′〉
for large spatial separations.
5.3.2 The case of small tunneling rate t¯
Here we would like to consider the case of small fermionic tunneling t¯ to
observe how the inclusion of the latter effects the results of the previous
chapter 4, where t¯ = 0. From Eq. (5.14) we obtain for T = 0∫ 1
−1
dx
ρ(x)√
(µ+ t¯x)2 + |Φ|2 =
2
J + U¯
, (5.23)
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Figure 5.3: The condensed density for several t¯/J . The tunneling rate t¯
causes the condensate to broaden.
where |Φ|2 is introduced in Appendix B.2. For small t¯ 6= 0 we write
|Φ|2/9 = |Φ0|2/9 + δ∆ = ∆0 + δ∆. Here |Φ0|2/9 is the value of the or-
der parameter for t¯ = 0. Expanding Eq. (5.23) to the second order and
using
∫ 1
−1
dxρ(x)x = 0we arrive at (here we denote JU = J + U¯ )
δ∆ = − t¯
2
2J2U
(J2U − 8µ2). (5.24)
Hence, the contribution is negative for |µ| < JU/
√
8 and positive for |µ| >
JU/
√
8. The same is valid for the condensate density. This means when
working within the local density approximation, then the condensed den-
sity in the trap tends to squeeze for smaller t¯. In other words, in the
strongly interacting regime the width of the condensate is smaller than
in the weakly interacting gas. An exact mean-field result is shown in Fig.
5.3. This qualitative feature is in agreement with the experiment [15].
The total density of fermions can be obtained using Eq. (5.24) as
nσ ≈ 1
2
+
µ
JU
− µ
J3U
t¯2. (5.25)
Then the density of dissociated atoms reads (see Eq. (5.20))
nfσ ≈
t¯2
2J4U
(J2U − 4µ2) ≡
2t¯2
J2U
n0, (5.26)
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where n0 denotes the density of condensate at t¯ = 0. The above equation
is consistent with the fact that the tunneling t¯ supports the dissociation of
the molecules.
If we fix the total number of fermions in the system, then we can ex-
press the chemical potential through the latter using Eq. (5.25) as
µ ≈ µ0 + µ0 t¯
2
J2U
, (5.27)
where µ0 = JU(n− 1/2). In these terms, the condensate density reads
n0 ≈ J
2
U − 4µ20
4J2U
− t¯
2
2J2U
(J2U − 4µ20). (5.28)
We notice that for the fixed number of fermions n0 → n0 − nf , nm →
nm−nf . This suggests that the dissociation occurs in the condensate phase.
In other words, theMott insulating state is robust with respect to the disso-
ciation. Here, the two quantum mechanical processes compete with each
other, the tunneling and the Pauli exclusion principle. The former forces
molecules to dissociate, while the latter prohibits this, since there is no
place for fermions to tunnel in a filled optical lattice.
5.4 Pairing with unequal spin populations
Here we consider the influence on pairing with unequal spin populations.
This problem was important in the early 1960’s to study the influence of
a uniform exchange field acting on the spins of the conducting electrons
in a superconductor [93]. With the developments on cold atom traps,
fermionic systems composed of two particle species with different den-
sities have been also considered [16, 52]. Here we will explore the fate of
such unequal spin populations along the BCS-BEC crossover in a lattice.
Unequal spin populations can be described within the grand canonical
ensemble as if there is an effective magnetic field acting on fermions. The
chemical potentials are different for the two species and their contribution
to the Hamiltonian reads∑
rσ
µσ cˆ
†
rσ cˆrσ = µ
∑
rσ
cˆ†rσ cˆrσ + h
∑
rσσ′
cˆ†rσσˆ
z
σσ′ cˆrσ′ , (5.29)
where σˆz is the Pauli matrix. It is thus seen that the effective magnetic field
acting on 1/2-spin fermions is 2h.
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Figure 5.4: A mixture of two attracting Fermi gases with equal spin pop-
ulations and t¯/J = 2, U¯ = 0, h = 0. A part of fermions is paired up and
condensed (n0), while another fermions are still unpaired (nσ).
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Figure 5.5: The action Aeff for t¯/J = 0.2, U¯ = 0 and various exchange fields
h.
In the case of balanced Fermi gases in the presence of an attractive force
between the species, a part of them is paired and creates a superfluid state
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and another part is still unpaired which is depicted in Fig. 5.4. Here we
calculated the densities on the mean-field level, the chemical potential µ
can be related to the trap via µ ∼ r2.
Now we turn to the consideration of unequal and attractive spin pop-
ulations [38]. To this end we need to calculate the action and derive all
necessary quantities through it. In the Thomas-Fermi approximation the
action reads (see Appendix B.4)
Aeff ∼ |Φ|
2
J + U¯
− 1
β
∫ 1
−1
dxρ(x)
(
ln
[
cosh
(
x1β
2
)
cosh
(
x2β
2
)]
+ β[t¯x+ µ]
)
,
(5.30)
where x1 and x2 are given by Eq. (B.13). Solving Eqs. (5.14), one has also
to check whether the action (5.30) is minimal for the solutions obtained.
For finite t¯ we resort to numerical calculations. We plot the action for
t¯/J = 0.2, U¯ = 0 for various exchange fields h in Fig. 5.5. It is seen that
at h/J = 0.2 the action has a minimum at n0 ≈ 0.25 but at h/J = 0.3
it is minimal at n0 = 0. According to the Ehrenfest classification scheme
at some sufficiently large h/J , there is a first order phase transition from
finite condensate density n0 ≈ 0.25 to n0 = 0.
In order to calculate densities at t¯ 6= 0 we use Eq. (5.30) at T = 0. We
can calculate the derivatives with respect to the chemical potentials µ1 and
µ2 and obtain the total densities of fermions :
n↑/↓ =
∂
∂µ↑/↓
(−Aeff) = 1
4
∫ 1
−1
dxρ(x)
[
∂x1
∂µ↑/↓
+ sgn(ζ)
∂x2
∂µ↑/↓
]
− 1
2
, (5.31)
where ∂xα
∂µ↑/↓
= µ+t¯x√
|Φ|2+(µ+t¯x)2
∓(−1)α, ζ =√|Φ|2 + (µ+ t¯x)2−h. We calculate
numerically the densities of dissociated atoms and condensed densities.
The results are shown in Figs. 5.6, 5.7, 5.8. For sufficiently large popula-
tion imbalance the atoms can overcome a paring barrier and this leads to
the appearance of unpaired excess atoms. This leads to phase separation
between paired and unpaired atoms due to their mutual repulsion. In the
BCS regime the unpaired atoms are more mobile than paired atoms, and
thus have enough kinetic energy to climb the trapping potential to create
a shell around the superfluid paired fermions as depicted in Fig. 5.6. On
the other hand, in the BEC regime the paired atoms are more mobile and
the unpaired shell migrates to the center of the trap as depicted in Fig. 5.8.
Experimentally, the unpaired shell of fermions has been observed in
[83], where weakly attracting Fermi gas has been considered. Beyond a
critical polarization, the gas separated into a phase that is consistent with a
superfluid paired core surrounded by a shell of normal unpaired fermions
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Figure 5.6: A mixture of two attracting Fermi gases with unequal spin
populations and t¯/J = 2, U¯ = 0, h/J = 0.2. For weak attraction, i.e. if
the ratio t¯/J is large, an excess of ↑ spins creates a shell around superfluid
core.
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Figure 5.7: A mixture of two attracting Fermi gases with unequal spin
populations and t¯/J = 1.2, U¯ = 0, h/J = 0.28. For increasing attraction,
i.e. weakening of t¯/J , the superfluid region creates a shell.
similar to that depicted in Fig. 5.6. We thus predict what may happen
in the strongly interacting regime. Similar theoretical studies were per-
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Figure 5.8: A mixture of two attracting Fermi gases with unequal spin
populations and t¯/J = 0.8, U¯ = 0, h/J = 0.28. For large enough attraction
a superfluid phase creates a shell surrounding a spin polarized core.
formed recently in Ref. [57]. The above observation may serve as a hall-
mark of approaching the BEC regime and can be possible observed in fu-
ture experiments.
5.5 Trapping potential
In this section we would like to consider attractive fermions in an optical
lattice that is superimposed by a trapping potential and to calculate the
inhomogeneous densities of fermions and condensed molecules at zero
temperature. The observable signature of a superfluid phase near the Fes-
hbach resonance was discussed in Ref. [23]. It was found that the onset
of superfluidity leads to a density bulge in the center of the trap. Here
we study another feature which may arise when the BEC regime is ap-
proached in an optical lattice rather than in the vicinity of the resonance.
The hard-core molecules in an optical lattice are expected to reside in the
center of the trap, since they are heavier than unpaired fermions. Due to
strong Pauli exclusion they will repel dissociated fermions and expel them
from the center of the trapping potential. To study this possibility in the
following we calculate densities of unpaired fermions in a trap.
The ground state of the system is obtained as the saddle point of the ac-
tion in Eq. (5.11) with respect to the fields (by solving the equation δAeff =
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0). Herewe assume that the solution is static (i.e., independent of τ ). More-
over, we also use the fact that a slowly varying field φ in space of a trapped
condensate can be approximated via Eq. (4.43). Here we generalize it to
the the present case and write it compactly (see Appendix B.5):∑
r′
vˆ−1r,r′φr′ ≈ bφr + Jb2/a2
∑
r′
(
δrr′ − Jˆrr′
)
φr′ , (5.32)
where b−1 = (S − U¯)I + U¯ + J/a2, I = θ(J/a2 − U¯). Then we obtain from
δAeff = 0 the following equations for the fields φ, φ¯
−Jb
2
2d
d∑
j=1
φ¯r+aej − 2φ¯r + φ¯r−aej
a2
= −bφ¯r − i 1
β
∑
n
G11rr(ωn), (5.33)
−Jb
2
2d
d∑
j=1
φr+aej − 2φr + φr−aej
a2
= −bφr + i 1
β
∑
n
G22rr(ωn) , (5.34)
where ej is the Cartesian lattice unit vector in direction j. ωn = π(2n +
1)/β is aMatsubara frequency originating from the Fourier transformation
∂τ → −iωn. The equations of the other complex field χ read
χ¯r = −I(S − U¯) 1
β
∑
n
G11rr(ωn), χr = I(S − U¯)
1
β
∑
n
G22rr(ωn) . (5.35)
In these equations the Green’s matrixG−1 is given in Eq. (5.12). A method
to sum over the Matsubara frequencies is given in Appendix B.6. Eqs.
(5.33) and (5.34) are analogous to the Gross-Pitaevskii equation for a Bose
gas and provide amacroscopicwave function of the condensatemolecules.
The left-hand side of Eqs. (5.33) and (5.34) can be understood as a lattice
Laplacian acting on the field:
∆φr =
d∑
j=1
φ¯r+aej − 2φ¯r + φ¯r−aej
a2
. (5.36)
Thus, these equations are similar to the Poisson equation 0 = ∇2Φ − ρ.
It should also be noticed that the additional condition ∆φ = 0 gives the
Thomas-Fermi approximation.
5.5.1 Relaxation method
Eqs. (5.33) and (5.34) are similar to the Poisson equation 0 = ∇2φ − ρ.
An elementary technique to solve Poisson equation is by relaxation, i.e.
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to add an artificial time dependent term and write Poisson equation as
∂φ/∂t = ∇2φ− ρ, provided the right-hand side is positive, and to evolve it
for long time until φ no longer changes (∂φ/∂t = 0) and thus the Poisson
equation is satisfied. Relaxation techniques description can be found in
Chapter 16 of [88]. This technique is also used to solve Schro¨dinger and
NLS equations and the Poisson form is obtained by the Wick transforma-
tion in time τ = it obtaining −∂ψ/∂τ = (−1/2∇2 + V )ψ. In the latter, the
relaxation technique is commonly called imaginary time propagation.
Let us consider the case d = 2. The Poisson equation can be written as
∂φ/∂t = A + B, where A = ∂2φ/∂x2 + ∂2φ/∂y2 and B = −ρ. Thus this
equation can be evolved according the split-step operator technique, i.e.
we evolve ∂φ/∂t = A and ∂φ/∂t = B in successive time steps ∆t, which
corresponds formally to exp[(A+B)∆t] = exp(A∆t) ∗ exp(B∆t) +O(∆t2)
This introduces an error of ∆t2. Further improvement can be done by the
splitting exp[(A + B)∆t] = exp(A∆t/2) exp(B∆t) exp(A∆t/2) + O(∆t3).
Thus we evolve A by half time step, B by one time step and A by half time
step successively. We can make the splitting error as small as we can by
diminishing the time step.
The nabla square evolution corresponds to numerical solution of the
heat equation in two dimensions, well described in textbooks. In this case
one can apply explicit method that recover the form of the discretization
Eq. (5.36). However the Crank-Nicolson (CN) algorithm is well known to
be more accurate and more stable. Generalizations of the CN algorithm
in two dimensions can be either the Peaceman-Rachford or the Mitchel-
Fairweather splitting direction schemes, or simple split step as applied to
operators A and B discussed.
Since the function has periodic boundary condition it is easier to use
the CN split step in the two directions CNx and CNy, where each CN has
periodic boundary conditions. The final evolution algorithm has the form
φ¯← CNyφ¯, (∆t/2) (5.37)
φ¯← CNxφ¯, (∆t/2) (5.38)
φ← CNyφ, (∆t/2) (5.39)
φ← CNxφ, (∆t/2) (5.40)
calculate 1
β
∑
nGrr,11(ωn) and
1
β
∑
nGrr,22(ωn) through summation tricks
described in Appendix B.6 and using LAPACK package for eigenvalues
and eigenvectors. Then
χ¯r ← χ¯r +∆t[−χ¯r − (S − U¯) 1
β
∑
n
Grr,11(ωn)], (5.41)
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χr ← χr +∆t[−χr + (S − U¯) 1
β
∑
n
Grr,22(ωn)], (5.42)
φ¯r ← φ¯r +∆t[−4/(Jb)φ¯r + i4/(Jb2(S − U¯))χ¯r], (5.43)
φr ← φr +∆t[−4/(Jb)φr + i4/(Jb2(S − U¯))χr], (5.44)
φ¯← CNyφ¯, (∆t/2) (5.45)
φ¯← CNxφ¯, (∆t/2) (5.46)
φ← CNyφ, (∆t/2) (5.47)
φ← CNxφ, (∆t/2) (5.48)
and then return to Eq. (5.37). The algorithm is started with harmonic os-
cillator profile loaded initially to φ¯,φ and χ¯ = χ = i.
The relaxation scheme sometimes can delay long time to converge to
the desired solution. Convergence rate can be improved through acceler-
ation methods. Acceleration of elementary iterative process can be found
in Qinney [89]. Extension to elliptic equations (as Poisson) can be found in
the same book chapter 6 and in Numerical Recipes [88], chapter 16.
Acceleration is implemented by doing after each full step (5.37-5.48)
φ¯← φ¯old + ωacc · (φ¯− φ¯old), (5.49)
φ← φold + ωacc · (φ− φold), (5.50)
χ¯← χ¯old + ωacc · (χ¯− χ¯old), (5.51)
χ← χold + ωacc · (χ− χold), (5.52)
where subscript old means value at previous time step, ωacc is a number
between 1 and 2 that must be found empirically by numerical tests.
5.5.2 Densities of fermions in a trap
We calculate numerically the densities of a two-dimensional Fermi gas in
the strongly interacting regime for J/a2 > |U¯ | and 400 lattice sites. The
length of the system is L = 10 = Na and we define the energy units E =
J/L2. Then the condition J/a2 > |U¯ | corresponds to |U¯ | < 400E ≡ |U¯c|.
We fix the chemical potential µ¯ = 0 and γ = 500E/L2. In Fig. 5.9 the
condensed density as well as the density of dissociated atoms are plotted
for U¯ = 200E (< |U¯c|, BEC regime). We notice that there is a dip at the
center of the trap in the case of the dissociated atoms. A weaker attraction
of fermions (U¯ = 600E > |U¯c|, in the BCS regime, Fig. 5.10) makes this
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Figure 5.9: The condensate density and the density of dissociated atoms
for t¯/J = 0.3, U¯ = 200E. There is a dip at the center of the trap in the
case of the dissociated atoms. It maybe explained by the Pauli exclusion
principle acting between paired and unpaired fermions [36].
dip less pronounced. In Fig. 5.11 we also plot the densities in the Thomas-
Fermi approximation that does not reveal the dip formations as compared
to Fig. 5.9.
The dip formation can be explained by the following. In the BEC regime
the nonlocal interaction in Eq. (5.7) (∼ J) dominates the local interaction
(∼ U¯ ), while in the BCS regime the latter is dominant. Thus contribu-
tion of the nonlocal nabla term in Eqs. (5.33) and (5.34) is essential for the
BEC regime, and cannot be neglected. The Pauli exclusion acts between
paired and unpaired fermions and causes the paired fermions to repel the
dissociated ones (similar mechanism acts in the case of unbalanced Fermi
mixtures, see e.g. Ref. [56]).
Eq. (5.7) describes a one band fermionic model and thus is valid for a
deep optical periodic potential. For a shallow lattice, when higher bands
are available, the Pauli exclusion is less efficient and we expect the dip for-
mation to be less pronounced. We also expect that present results may be
seen in the trapped system without an optical lattice. Similar mechanism
of the Pauli exclusion would trigger the phase separation between paired
fermions and unpaired fermions but the former is not so efficient as in the
deep optical lattice.
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Figure 5.10: The condensate density and the density of dissociated atoms
for t¯/J = 0.5, U¯ = 600E. There is no dip at the center of the trap in the
case of the dissociated atoms [36].
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Figure 5.11: The condensate density and the density of dissociated atoms
in Thomas-Fermi approximation for the same values of t¯/J and U¯ as in
Fig. 5.9 [36].
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Figure 5.12: Mott state in the trap for values of t¯/J = 0 and U¯ = 0. The
chemical potential is µ = 1, in contrast to all other plots where µ = 0 [36].
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Figure 5.13: The condensate density for different values of the free param-
eter S. t¯ = 0, U¯ = 0. The condensate density is not sensitive to the change
of the free parameter S in a wide range.
The presence of the lattice can also lead to the formation of incompress-
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Figure 5.14: An effective single-particle potential in units of the tunneling
J acting on dissociated fermions and leading to the dip in Fig. 5.9.
ible states like Mott insulating state of the bound molecules. In Fig. 5.12 a
Mott plateau is formed if the number of paired molecules is increased due
to a larger chemical potential. Here we present the case when all fermions
are paired in the trap. The superfluid shell is also seen which resembles
the bottom part of a ’wedding cake’ type density profile [29].
For completeness, we plot the condensate density for different values
of the free parameter S in Fig. 5.13. We see that the results are not sensitive
to the change of this parameter in a wide range. Therefore, we are free to
choose it at will. We have thus chosen it to be equal to U¯ throughout this
section.
5.5.2.1 Effective one-particle Hamiltonian
From Eq. (5.19) the density matrix for fermions can be written as
ρrr′↑ =
1
β
∑
n
G12rr′(ωn), ρrr′↓ = −
1
β
∑
n
G21rr′(ωn). (5.53)
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Then, the density matrix for the dissociated atoms reads
ρfrr′ = ρrr′↑ − ρrr′↑ρrr′↓ −
1
β
∑
n
Grr,11(ωn)
1
β
∑
n
Gr′r′,22(ωn). (5.54)
The diagonal elements of the density matrix give the density of particles.
We compare the expression in Eq. (5.54) with an expression of the density
matrix of non-interacting fermions
ρfrr′ =
∑
k
fkUˆ
†
rkUˆkr′ (5.55)
with the Fermi distribution function fk. Therefore, we have gotten an
eigenvalue problem. The eigenvalues fk corresponds to an effective one-
particle Hamiltonian of the dissociated atoms. The latter contains an af-
fective potential depicted in Fig. 5.14. This potential repels fermions from
the center of the trap creating the dip pattern shown in Fig. 5.9.
The effect of dip formation at the trap center for strong interactions can
possibly be observed in future experiments and may serve as a signature
of approaching the BEC regime of the BCS-BEC crossover in a lattice.
5.6 Quantum fluctuations
5.6.1 Second order
Quantum fields φ and χ fluctuate around their mean-field values. Per-
forming similar calculations as in section 4.3 we get Eq. (4.23) with the ef-
fective action similar to that shown in Eq. (A.5). The Green’s matrix (A.6)
is now changed and contains different elements, represented in Appendix
B.7.1.
5.6.1.1 Boson scattering length
Instead of surfing among similar calculations, as we have done for paired
fermions in Chapter 4 to explore the physics of condensed molecules, here
we concentrate on the effects of finite tunneling rate t¯. Firstly, we will ex-
plore the effect of quantum fluctuations of the second order by calculating
a boson scattering length aB and look how it changes if we change the
tunneling rate t¯.
In the BEC phase we expect the excitation energy for small momenta
to be linear, i.e. ǫq ≈ cq with the sound velocity for the weakly interacting
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Bose gas (see Eq. (3.7))
c2 = 4πaBn0/m
2
B. (5.56)
Here, n0 is the condensate density, mB is the bare mass of bosons and aB
is the scattering length of bosons. The mass of bosons can be related to the
tunneling rate J as mB ≈ 2d/J . The quasiparticle spectrum ǫq is obtained
from the poles of the Green’s matrix as
detG−1(iωn, q) = 0 (5.57)
by performing analytical continuation afterwards, iωn = ωq + i0
+, and
setting ǫq = ωq.
For small momenta q, Eq. (5.57) yields (we denote p = {iωn, q})
A2(p)(U¯ + Jgq)
2 = [1−B(p)(U¯ + Jgq)][1−B(−p)(U¯ + Jgq)]. (5.58)
Here A(p), B(p) are given in Appendix B.7.1.
If we set g = 0, then we get (see Eq. (5.8))
A2(p) = [1/Ubg −B(p)][1/Ubg −B(−p)]. (5.59)
This equation has been considered in detail in Ref. [28]. The authors have
performed expansion for small q and ωn and found that the sound velocity
in the weak coupling limit (small Ubg) is c = vF/
√
3, while in the strong
coupling limit (large Ubg) it is c = vF
√
kFas/3π. In the latter case the boson
scattering length aB = 2as, where as is the scattering length of the contact
potential Ubg (see Eq. (2.11)). Here vF is the Fermi velocity. The bare mass
of fermions mF is also related to the tunneling rate t¯ as mF ≈ 2d/t¯. Then
the Fermi momentum kF and the Fermi velocity vF = ~kF/mF can be
calculated as ǫF = k
2
F/2mF = (3π
2n)2/3/2mF .
For g 6= 0we have a slightly modified equation:
A2(p) = [1/U¯ −B(p)][1/U¯ −B(−p)]− 2JgqA(0)/U¯2. (5.60)
In the weak coupling regime, the second term on the right-hand side van-
ishes as expected. But in the strong coupling regime it is finite and reads
−2J˜gqA(0)/g2 ≈ −q2A(0)/m˜Bg2, where m˜B = 2d/J˜ . The relation between
J and J˜ is given in Eq. (5.8).
We perform expansion in small ωn and q. It appears that the sound
velocity is reduced:
c2 = 4πnbaB/m
2
B − (16)3ǫ2F/(m2Bg2kF ) (5.61)
with nb = n/2, aB = 2as. We see that the second term scales as ∼ −t¯2 and
vanishes gradually as t¯ approaches zero. It means that the finite tunneling
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rate t¯ reduces the scattering length between bosons in the dilute regime
(cf. Eq. (5.56)). Eq. (5.61) suggests that there are two contributions to the
interaction, a direct and a mediated ones. The latter tries to reduce the
direct one. This is caused by the dissociated fermions: a fermion placed
between two paired bosons pushes them apart due to the Pauli exclusion
principle and thus effectively screens the interaction between them.
5.6.1.2 Comparison with the two-channel model
The two-channel model has been introduced in Eq. (5.6). It describes the
BCS-BEC crossover in free space. On themean-field level, the latticemodel
in Eq. (5.7) and the two-channel model are related formally via Eq. (5.8).
Physically the nature of the Hubbard-Stratonovich fields φ in the lattice
model is of different nature than the corresponding fields originating from
the two-channel model (see Eq. (B.21)). As a result, in the BEC limit the
two channel model describes a non-interacting Bose gas, while the lattice
model describes a hard-core Bose gas.
Here we study the quantum fluctuations in the two-channel model in
order to compare it with the lattice model. The new quantum features are
brought by the term φ¯rτ∂τφrτ in the action (see Eq. (B.21)). This apparently
innocent term leads to profound results. We consider the case t¯ = 0 for
simplicity. Performing similar calculations as in the chapter 4, we obtain
the following expression for the order parameter within the two-channel
model
∆20 =
U¯2
4
− µ2 (5.62)
with U¯ = g2/(2ν − 2µ). Fluctuations around the mean-field result yield
two modes
ǫ2q =
1
2
(
aq ±
√
a2q − b2q
)
(5.63)
with aq = (g
4−4µν3)/ν2+(Jq2+ν)2 and bq = 2q
√
J(g4ν − 4µ2ν3 + Jg4q2)/ν.
We notice that within the lattice model we have obtained one mode.
The second one was absent, since it is not possible to excite it due to the
hard-core nature of the bosons. From Eq. (B.22) it is seen that in order to
suppress the term φ¯rτ∂τφrτ , we can send g → ∞. In this case one of the
modes has an infinite gap, while the other one reads
ǫq =
√
Jq2(ν + Jq2), (5.64)
which is the Bogoliubov type of excitation similar to that in the paired
fermion model.
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In the vicinity of the phase transition, where∆0 ≈ 0, for small momenta
Eq. (5.63) yields
ǫq =
{
2Jq2|µ|/|2µ− ν|,√
(2µ− ν)2 + 2νJq2. (5.65)
We see that one mode is gapless, while the other one is gaped. The former
represents phase fluctuations, while the latter represents density fluctua-
tions. An effective field theory for the BCS-BEC crossover in free space has
been derived in Ref. [66]. There, the gapless mode has been also studied
in detail.
To summarize, the two-channel model in Eq. (5.6) gives a gaped and
a gapless modes, while the lattice model in Eq. (5.7) gives only a gapless
mode. This feature arises due to the hard-core nature of bosons in the
lattice model, as it is discussed in detail in chapter 4.
5.6.2 Quartic order
So far we have expanded the effective action to the second order to observe
low energy fluctuations of the order parameter. In this section we would
like to make one step further and expand it to the fourth order. We carry
the analysis out for T = 0 as well as for finite T . The effective action then
can be written as the sum of three terms δAeff ≈ A0 + A2 + A4. Here A0 is
the action originated from the saddle-point calculations, A2 is the second
order correction (which has been explored in the previous section). The
third term represents the fourth order correction and can be written as
(see Appendix B.7.2)
A4 =
1
2
∑
p1,p2,p3
δ∆¯p1δ∆p2δ∆¯p3δ∆−p1−p2−p3Γ(p1, p2, p3), (5.66)
where the so-called vertex function
Γ(p1, p2, p3) =
1
β2
∑
k
G012(k)G
0
21(k− p1)G012(k− p1− p2)G021(k− p1− p2− p3)
(5.67)
has been introduced.
Minimizing the action δAeff with respect to the fields we get (see details
in Appendix B.7.2)
−iωnd(q)δφq + (1 + (J + S − U¯)B(q))2
[
v−1(q)
− B(q)
1 + (J + S − U¯)B(q)
]
δφq + gs
∑
p2,p3
δφp2δφ¯p3δφ−p−p2−p3 = 0 (5.68)
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This expression resembles the Gross-Pitaevskii equation. The first term
originates from the time derivative, if we Fourier transform it to the real
time domain, while the third one accounts for the interaction. The second
term may depend on the free parameter S (it has been introduced in the
paired fermion model), which is the shortcoming of our approximation.
But the most interesting thing, what we can look at, are the first and the
third terms. The interactions gs includes an effective dimer-dimer inter-
action mediated by the gas of dissociated fermions. It contains the direct
dimer-dimer interaction, which unlike the mediated one, does not vanish
for t¯ = 0 (see Eq. B.56). We thus can write gs = Udirect − Umediated. This
feature is similar to that which has been discussed at the and of the pre-
vious section. However, here the effective interaction is between bosons
of the effective low energy field theory on the top of the trivial saddle-
point results (we have expanded around the vanishing order parameter)
culminating in the Gross-Pitaevskii equation (5.68). On the other hand, the
considerations in the previous section includes nonperturbative effects of
bound state formation and condensation of the nontrivial saddle-point re-
sults (the order parameter was finite).
At T = 0, the first term is purely imaginary, indicating that the modes
are not damped on this level of approximation. It is a quit satisfactory
result since it is known that the fermionic excitations have a gap in the
BEC limit. We will see in the next section how this gap appears. At finite
temperatures we calculate the coefficient d(q) carefully at q = 0, since it
may happen that finite temperature can cause a damping mechanism and
d(q) is imaginary. d(q) is related to B(p), so that we calculate the latter
quantity first by using the Dirac identity,
lim
δ→+0
1
x± iδ = P
1
x
∓ iπδ(x), (5.69)
where P 1
x
denotes the principal part of 1/x, and we arrive at
B(ωq + i0
+, 0) = P
∫ 1
−1
dxρ(x)
tanh[β|t¯x+ µ|/2]
ωq − 2|t¯x+ µ| − iπ
ρ(µ/t¯)
t¯
tanh[βωq/4].
(5.70)
From this follows (see also Appendix B.7.2 for similar calculation done for
T = 0) that for finite temperatures and ωq ≪ |µ|
d(0) =
∑
k
tanh(βǫk/2)
4ǫ2k
+ i
π
4t¯
βρ(µ/t¯), (5.71)
where ρ is the density of states. It is finite if its argument x ∈ [−1, 1]. Thus,
for |µ| < t¯ modes are damped (since d(0) is imaginary), while for |µ| >
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t¯ they are propagating (since d(0) is real). The above results have been
obtained for the vanishing order parameter, i.e. near the phase boundary.
Alluding to our saddle-point calculations, at the phase boundary |µ| ∼
J . Then using Eq. (5.8) and the considerations from above we conclude
that if the ratio t¯/J is small, then the system is in the BEC regime and the
modes are propagating. On the other hand, if t¯/J is comparable to one,
then the system is in the BCS regime and the modes are damped. This is
in agreement with the statements in Ref. [27]. The point at which these
modes become propagating is regarded as a crossover point between BEC
and BCS regimes. Thus, the appearance of the auxiliary fields (i.e., if t¯/J is
small) may lead to the propagatingmode and thus to the BEC regime. This
point, despite being semi-qualitative, strengthens the arguments given at
the end of section 5.3 that auxiliary fields represent the hallmark of the
BEC phase.
5.6.3 Spectral function
In the previous section we considered the field fluctuations at small mo-
menta. To take into account for the field fluctuations for larger momenta
we have to perform properly the analytical continuation by mapping the
imaginary time Green’s function onto the real time Green’s function in
order to extract the real time dynamics of the excitation modes of the sys-
tem. This is done by iωn = ω + i0
+. The spectral function is related to the
retarded Green’s function by [3]
A(q, ω) =
1
π
ImG11(q, ω + i0+), (5.72)
where the superscript ”11”means that we are calculating the (1, 1) element
of the inverse of the matrix in Eq. (B.44). We calculate the one-particle
spectral function in the vicinity of the phase boundary, where the order
parameter can be supposed to be equal to zero. Then, the straightforward
calculation yields
A(q, ω) =
v2q
π[U¯ − Jgq]2
ImB(ω + i0+, q)(
1
U¯−Jgq
− ReB(ω + i0+, q)
)2
+ ImB(ω + i0+, q)2
.
(5.73)
The spectral function has a Lorentzian form with the width ∼ ImB(ω +
i0+, q). The prefactor depends on the free parameter S through the func-
tion vq = J + S − Jgq. It can be fixed for the current purposes from the
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normalization condition ∫ ∞
−∞
dωA(q, ω) = 1. (5.74)
We are not interested in the exact shape of the spectral function, but rather
in the points, where it vanishes. At the phase boundaries and for h = 0we
obtain
B(iωn, q) =
∑
k
θ(ǫk)θ(ǫk+q)
−iωn + ǫk + ǫk+q −
∑
k
θ(−ǫk)θ(−ǫk+q)
−iωn + ǫk + ǫk+q . (5.75)
We can calculate the real and imaginary parts by using Eq. (5.69)
ReB(ω + i0+, q) = P
∑
k
θ(ǫk)θ(ǫk+q)
−ω + ǫk + ǫk+q − P
∑
k
θ(−ǫk)θ(−ǫk+q)
−ω + ǫk + ǫk+q ,(5.76)
ImB(ω + i0+, q) = π
∑
k
[θ(ǫk) + θ(ǫk+q)− 1]δ(−ω + ǫk + ǫk+q). (5.77)
Numerical results for h = 0 are presented in Fig. 5.15. We see that there
are a coherent and an incoherent contributions. The coherent contribution
is a delta peak in the spectral function and accounts for the quasiparticle
excitation spectrum of the molecules with infinite lifetime. The incoherent
contribution has a finite width, which accounts for the finite lifetime of the
excitations. In this case the excitations are particle-hole excitation, which
appear due to dissociation of bound pairs. It can be seen from the fact that
the incoherent branch is absent for t¯ = 0.
The calculations can be extended for the case h 6= 0. At q = 0, the
incoherent branch satisfies
ImB(ω + i0+, 0) =
π
t¯
ρ
(
ω − 2µ
2t¯
)
θ(ω − 2h), (5.78)
where ρ is the density of states. From the latter we see that the incoherent
branch of the spectral function is nonzero for
2(µ− t¯) < ω < 2(µ+ t¯). (5.79)
The explanation of the above result goes as follows. We create an exci-
tation of two fermions with energy 2µ = µ1 + µ2 (the chemical potential
corresponds to the energy necessary to add a particle to the system, there-
fore two fermions give the factor 2). The characteristic time for particles to
tunnel, i.e. to leave this excitation formation, is ∼ 1/t¯, so that the width of
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Figure 5.15: The projection of the spectral function on the ω, q plane. The
green line represents the coherent branch, the red region is incoherent
branch of the spectral function. U¯ = 0, µ/J = 0.6, t¯/J = 0.3.
the second branch is ∼ t¯. In case h 6= 0, the exchange field can be regarded
as an effective magnetic field ( see Eq. 5.29), such that the additional condi-
tion ω > 2h can be regarded as the Zeeman energy. Therefore, in order to
create the second branch one needs also to overcome the Zeeman energy.
The coherent branch of the spectrumdepicted in Fig. 5.15 has a gap and
resembles the situation with nearly free electrons in a solid [11]. There, the
energy has also a drop 2Vq near the point q = π/a. Here Vq is a Fourier
component of the periodic potential. So, effectively we may map onto a
model of free bosons, which feel a weak periodic potential due to unpaired
fermions with the amplitude proportional to the width of the gap. We will
see that similar modulation appears at the phase boundary through the
so-called mechanism Peierls instability mechanism.
5.7 Decoupling in the direct channel
So far we have decoupled the fourth order terms in Eq. (5.9) via theHubbard-
Stratonovich transformation in Eq. (5.10). In fact, there is some arbitrari-
ness with the choice of the Hubbard-Stratonovich transformation. The
way we have done it is called the decoupling in the Cooper channel. There
are other channels, one of which we would like to probe to see whether it
provides us with new results. The correct choice of a decoupling can be
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motivated only by physical reasoning. In all cases, the transformation is
exact, no matter which channel is chosen. However, later on we usually
make approximations and different decouplings may bring us to different
results.
In this section we decouple the term responsible for the two-body in-
teraction in Eq. (5.9) in the so-called direct channel. But we use Eq. (B.21),
since it can be mapped onto Eq. (5.9) as it is shown in Appendix B.3. Let
us define ρrτ =
∑
σ ψ¯rτ+δσψrτσ. We use the identity∫
dχrτ exp
[
− 1
2Ubg
χ2rτ − χrτρrτ
]
∝ exp
[
Ubg
2
ρ2rτ
]
≡ exp [Ubgψ¯rτ+δ↑ψrτ↑ψ¯rτ+δ↓ψrτ↓] , (5.80)
with complex χrτ . Then, decoupling also the remaining fourth order terms
in the Cooper channel, so that we get again two complex fields, the action
in Eq. (5.9) can be written in the decomposed form
A = − J
2d
∑
r,r′
φ¯r△r,r′φr′ +
∑
r
(2ν − 2µ)φ¯rφr + 1
2Ubg
∑
r
χ2r
+
∑
r
(ψ¯rτ↑∂τψrτ↑ + ψ¯rτ↓∂τψrτ↓) +
∑
r
φ¯rτ∂τφrτ
+
∑
r
gφrψ¯rτ+δ↑ψ¯rτ+δ↓+
∑
r
gφ¯rψrτ↓ψrτ↑+
∑
r
χrψ¯rτ+δ↑ψrτ↑+
∑
r
χrψ¯rτ+δ↓ψrτ↓
− t¯
2d
∑
〈r,r′〉
(ψ¯rτ+δ↑ψr′τ↑+ ψ¯rτ+δ↓ψr′τ↓)−µ
∑
r
(ψ¯rτ+δ↑ψrτ↑+ ψ¯rτ+δ↓ψrτ↓). (5.81)
Here△r,r′ is the lattice version of the nabla operator and it is explained in
Appendix B.5. Integrating out Grassmann fields we get
Aeff =
∫ β
0
dτ
{∑
r
φ¯r∂τφr +
∑
r,r′
φ¯rvˆ
−1
r,r′φr′ +
1
2Ubg
∑
r
χ2r − ln det Gˆ−1
}
(5.82)
with
Gˆ−1 =
(
gφ ∂τ + µ+ tˆ+ χ
∂τ − µ− tˆ− χ gφ¯
)
, vˆ−1r,r′ = −
J
2d
△r,r′+(2ν−2µ)δr,r′ .
(5.83)
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Minimizing it as usual with respect to the fields, we obtain two mean-field
equations:
2ν − 2µ
g2
=
1
2
∑
q
1√
(µ+ tq + χ0)2 + g2|φ0|2
,
χ0
Ubg
=
1
2
∑
q
µ+ tq + χ0√
(µ+ tq + χ0)2 + g2|φ0|2
. (5.84)
Consider a solution for small φ0 ≈ 0, i.e. close to the phase boundaries,
where the order parameter vanishes. Then χ0 can be absorbed to the chem-
ical potential and the Green’s matrix can be written as
ln det Gˆ−1 = tr ln[Gˆ−10 + δGˆ
−1] (5.85)
with
Gˆ−10 =
(
0 G−1+
G−1− 0
)
, δGˆ−1 =
(
gδφ δχ
−δχ gδφ¯
)
, (5.86)
where G−1± = ∂τ ± (µ + tˆ + χ0). For the vanishing order parameter, the
fluctuations of φ and χ fields are decoupled, and we get the following
contribution to the action originating from the χ fields:
δAeff =
1
2Ubg
∑
q,ωn
|δχq,n|2 − 1
2
∑
q,ωn
|δχq,n|2(Π++q,n +Π−−q,n ), (5.87)
where
Π±±q,n = −
1
βV
∑
p,ωm
G±,p,mG±,p+q,n+m. (5.88)
It is easy to show that Π++q,n = Π
−−
q,−n = (Π
−−
q,n )
∗. By setting ωn = 0 (the
stationary case), it can be seen that instability occurs at momenta, which
satisfy
1
2Ubg
< ℜ[Π++q,0 ]. (5.89)
This means that for these momenta the action in Eq. (5.87) becomes nega-
tive, which suggests that we have improperly chosen the mean-field value
χ0 to be spatially constant. Therefore, it has to vary in space. This is the
mechanism of the Peierls instability. This spatially varying field can be
absorbed by the chemical potential. This brings us to the conclusion that
the order parameter, which describes molecules, feels a periodic poten-
tial via spatially modulated chemical potential. The similar conclusion
has been made at the end of the previous section. Thus, in both cases the
physics remains similar, regardless the way of performing the Hubbard-
Stratonovich decoupling.
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5.8 Fermionic degrees of freedom
Above we have explored the spectral function, which projection onto the
{q, ω} plane is plotted in Fig. 5.15. It contains coherent and incoherent con-
tributions. The former is a delta peak corresponding to the dissipationless
elementary excitations, while the latter illustrates the dampingmechanism
depicted in Fig. 5.2. The width of the broadening corresponds to the in-
verse lifetime of these excitations. We concentrated on exploration of the
bosonic fields. In this section we will study the fate of fermionic degrees of
freedom. We set U¯ = 0 in order to facilitate the consideration and to ease
the notations. We perform the Hubbard-Stratonovich transformation as
usual by introducing the new complex fields, but do not integrate Grass-
mann fields subsequently. The action reads
A =
∫ β
0
dt
{∑
r,r′
φ¯rvˆ
−1
r,r′φr′ +
1
2J
∑
r
χ¯rχr −
(
ψ1
ψ¯2
)T
Gˆ−1
(
ψ2
ψ¯1
)}
,
(5.90)
where the inverse Green’s matrix Gˆ−1 is given via Eq. (5.12). If we denote
the diagonal elements of the Green’s matrix as Σˆ, we can compute the
inverse Green’s matrix from the Dyson equation:
Gˆ−1 = Gˆ−10 − Σˆ ⇒ Gˆ = Gˆ0 + Gˆ0ΣˆGˆ0 + Gˆ0ΣˆGˆ0ΣˆGˆ0 + . . . (5.91)
Let us consider now the fluctuations around the normal state with∆0 = 0.
We suppose there is no imaginary time dependence of the molecular field
fluctuations. So to speak, they are heavy and thus can be treated classi-
cally. This is a poor approximation though, but nevertheless it allows us to
explore basic physics without carrying all unnecessary trifles for the cur-
rent consideration. We calculate the Green’s function by averaging over
statistical weight given in Eq. (5.90). The first order vanishes because of
the Gaussian integration. To the second order we obtain
〈Gˆ(k, k′)〉 ≈ 〈Gˆ0(k)〉δk,k′+ 1
Ld
∑
k
′′
〈Gˆ0(k)Σˆ(k′′−k)Gˆ0(k′′)Σˆ(k′−k′′)Gˆ0(k′)〉+. . .
(5.92)
We are interested in the off-diagonal contributions, since they characterize
the fermions (cf. Eq. (5.12)). We thus have two contributions (we omit the
subscript ”0”)
G(1)(k) ≈ G12(k)− 1
Ld
∑
k′
G212(k)G21(k
′)〈δ∆¯k′−kδ∆k−k′〉+ . . . (5.93)
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and
G(2)(k) ≈ G21(k)− 1
Ld
∑
k′
G221(k)G12(k
′)〈δ∆¯k−k′δ∆k′−k〉+ . . . (5.94)
The expression 〈δ∆¯pδ∆−p〉 = −J(1 − gq) does not depend on ωn. Here
gq = 1 − 1d
∑d
i=1 cos qi. These two blocks are characterized by two self-
energies Σ˜1(k, iωn) and Σ˜2(k, iωn) respectively, which are the second terms
in the above equations. This is the self-consistent Born approximation.
The first order result for the self-energies is given by
Σ˜1(k, iωn) =
J
Ld
∑
k′
1− gk′−k
iωn + µ− h+ ǫk′ − Σ˜2(k′, iωn)
,
Σ˜2(k, iωn) =
J
Ld
∑
k′
1− gk′−k
iωn + µ+ h+ ǫk′ − Σ˜1(k′, iωn)
. (5.95)
We see that in general, when exchange field h 6= 0, the two self-energies
may differ. In the continuum limit ǫk becomes−~2k2/2m, 1−gk′−k becomes
−~2(k′ − k)2/2mt¯. Here we denote m ∼ 1/t¯ as a band mass. Moreover,
the summation over momenta is replaced by the integration as 1
Ld
∑
k′ →∫ dΩk′
4π
dǫ′ρ(ǫ′).
We notice here that
∫ dΩ
k′
4π
kk′ ∼ ∫ 1
−1
cos(θ)d cos(θ) = 0, such that∫
dΩk′
4π
~
2(k′ − k)2
2mt¯
=
~
2(k′2 + k2)
2mt¯
. (5.96)
Consider the case h = 0. After performing analytic continuation and using
Eq. (5.96) we see that
Σ˜(k, ω) = a(ω) + b(ω)k2, (5.97)
where a(ω) and b(ω) are some complex function of ω and are given in Ap-
pendix B.8. Both contain real and imaginary parts. The imaginary parts
constitute the damping rate.
The fermionic Green’s function can be written as in Eq. (B.74):
G(k, z) ∝ 1
z − ǫk + µ˜− i1/2τ . (5.98)
Therefore, the spectral function reads
A(k, z) ∝ 1/2τ
(z − ǫk + µ˜)2 + (1/2τ)2 . (5.99)
79
5.8. Fermionic degrees of freedom
The damping rate 1/2τ is given in Eq. (B.76), and for vanishing t¯ in 3D it
is ∝ t¯, which is consistent with the conclusions of the previous section.
In this section we studied the damping mechanism from a different
point of view. Above we have explored the fate of quantum fluctuations
of complex fields and we have obtained the spectral function depicted in
Fig. 5.15. We saw that the coherent bosonic excitations decay into inco-
herent branch, tentatively identified as a decay of bosonic molecules into
fermions. Here we see that fermionic excitations possess similar features,
namely they have finite lifetime, and the damping rate vanishes linearly
with t¯. We notice that the effective mass of fermions is not changed (see
Eq. (5.98)). This can be explained by our approximation, since there is no
dependence on ωn, or, in another words, there is no exchange of quantum
fluctuations with the bosonic fields. When projected onto the fermions de-
gree of freedom, the phase coherence of the particles is not diminished,
and the tunneling rate does not change.
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Anderson localization in a
correlated fermionic mixture
In this section a mixture of two fermionic species with different masses and re-
pulsive interaction is studied in an optical lattice. The heavy fermions are subject
only to thermal fluctuations, the light fermions also to quantum fluctuations. We
study the localization properties of the light fermions numerically by a transfer-
matrix method. In a two-dimensional system one-parameter scaling of the local-
ization length is found with a transition from delocalized states at low tempera-
tures to localized states at high temperature. Original results from [39, 113] are
presented.
The question of Anderson localization in an ultra cold gas has attracted
considerable attention recently by a number of experimental groups [17,
82, 90]. Although the phenomenon itself has been studied in great detail
over the last 50 years by many theoretical groups for various physical sys-
tems [1, 7, 101], its experimental observation has been difficult. One of
the reasons is that Anderson localization is an interference effect of waves
due to elastic scattering in a random environment (disorder) [98]. Real
systems, however, experience also substantial inelastic scattering (e.g. ab-
sorption of electromagnetic waves by the scattering atoms, Coulomb inter-
action in electronic systems etc.) This may hamper the direct observation
of Anderson localization significantly. Another reason is that random scat-
tering is difficult to control in a real system. This is important in order to
distinguish Anderson localization from simple trapping due to local po-
tentials. It requires some kind of averaging over an ensemble of randomly
distributed scatterers.
Ultra cold gases offer conditions, where most physical parameters are
controllable. Since the atoms are neutral, there is no Coulomb interaction,
and at sufficiently high dilution the interatomic collisions are negligible.
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Moreover, a periodic potential (optical lattice) can be applied by counter-
propagating laser fields. This enables us to control the kinetic properties
of the gas atoms by creating a specifically designed dispersion. Disor-
der could be created by disturbing the periodicity of the optical lattice.
In practice, however, this is not easy because real disorder would require
infinitely many laser frequencies. A first attempt is to study the superposi-
tion of two laser fields with “incommensurate” frequencies (i.e., the ratio
of the two frequencies is an irrational number) [90]. An alternative is to
randomize the laser field by sending it through a diffusing plate [17].
Recent progress in atomic mixtures [78, 97, 103, 105] has offered an-
other possibility to create disorder in an atomic system. Mixing of two
different atomic species, where one is heavier than the other, creates a sit-
uation where the light atoms are scattered by the randomly distributed
heavy atoms [12, 43, 61, 75]. An optical lattice is applied in order to keep
the heavy atoms in quenched positions. Due to their higher mass, the
heavy atoms behave classically in contrast to the light atoms, which can
tunnel in the optical lattice. A crucial question is what determines the
distribution of the heavy atoms. The most direct distribution is obtained
by putting atoms randomly in the optical lattice ”by hand”, each of them
with independent probability [43]. This case corresponds to uncorrelated
disorder. Another possibility is to fill the optical lattice with both atomic
species and consider a repulsive (local) interaction between them. Then
the two species have to arrange each other such that the total atomic sys-
tem presents a grand-canonical ensemble at a given temperature and a
given lattice filling. In the presence of interparticle interaction within each
atomic species there is a complex interplay of interaction and localization
effect. This makes it difficult to isolate the effect of Anderson localization.
In order to avoid interaction within each species we choose spin-polarized
fermions in an optical lattice. Then only the Pauli principle controls the
short-range interaction within each species, such that the remaining in-
teraction is between the different fermionic species. It has been shown
that then the light atoms are subject to a quenched average with respect
to a thermal distribution of the heavy atoms, and that the distribution is
related to an Ising-like model [12,75,112]. The latter implies (strong) corre-
lations between the heavy atoms. For systems inmore than one dimension
there is a critical temperature Tc at which the correlation length diverges.
This system provides several interesting features for studying Anderson
localization. Although it is a many-body system, the light atoms behave
effectively like independent (spinless fermionic) quantum particles in a
random potential. The correlation of the randomness can be controlled by
temperature, where the correlation length decreases with increasing tem-
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Figure 6.1: A mixture of two Fermi gases in a 2D optical lattice.
perature for temperatures T > Tc, or by the strength of the inter-species
scattering.
In the following we shall study diffusion and Anderson localization in
the grand-canonical ensemble of two spin-polarized fermionic species in
one and two dimensions. Motivated by a recent experimental study on a
dilute BEC in d = 1 [17], we first discuss a realistic scenario, in which an
initial state is prepared at the center with a trapping potential and then it
is released by opening (i.e., switching off) the trap. In the second part, we
consider the Fermi gas in equilibrium and calculate the scaling properties
of the localization length in one and two dimensions [39, 113].
6.1 Asymmetric Hubbard model
c† (c) are creation (annihilation) operators of the light fermionic atoms, f †
(f ) are the corresponding operators of the heavy fermionic atoms. This
gives the formal mapping 6Li → c†r, cr and 40K (23Na, 87Rb) → f †r , fr (see
Fig. 6.1). The physics of the mixture of atoms is defined by the asymmetric
Hubbard Hamiltonian
H = −t¯c
∑
〈r,r′〉
c†rcr′ − t¯f
∑
〈r,r′〉
f †rfr′ −
∑
r
[
µcc
†
rcr + µff
†
rfr − Uf †rfrc†rcr
]
. (6.1)
The effective interaction within each species is controlled by the (repul-
sive) Pauli principle, whereas the interaction strength of different atoms
is U . If the f atoms are heavy, the related tunneling rate is very small.
The limit t¯f = 0 is known as the Falicov-Kimball model, which has been
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Figure 6.2: The density plot of heavy atoms placed in a harmonic trap. The
chessboard pattern at the center is seen.
studied in great detail using the coherent-potential approximation (CPA)
and dynamical mean-field theory (DMFT) [22, 33, 34, 42, 75]. CPA as well
as DMFT are based on the infinite dimensional limit which gives a reliable
description on spectral properties such as the gap opening at the metal-
insulator transition. Since we are interested in properties of the wavefunc-
tions in one- and two-dimensional realizations of the FK model, however,
we cannot use these approximation schemes here but must employ a nu-
merical scaling method.
A grand-canonical ensemble of fermions at the inverse temperature
β = 1/kBT is defined by the partition function
Z = Tre−βH .
In the FK limit t¯f = 0 the Hamiltonian of the light atoms depends only on
the real numbers {nr} (nr = 0, 1), representing the presence or absence of a
heavy atom on lattice site r. Then the Hamiltonian is given by a quadratic
form with respect to the c operators of the light atoms:
Hc({nr}) =
∑
r,r′
hc;rr′c
†
rcr′ = −t¯c
∑
〈r,r′〉
c†rcr′ +
∑
r
(Unr − µc)c†rcr , (6.2)
where the second equation is the definition of the matrix hc. This means
that the density fluctuations nr = f
†
rfr have been replaced by classical vari-
ables nr = 0, 1. Thus Hc({nr}) describes non-interacting fermions which
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Figure 6.3: The density plot of light atoms placed in a harmonic trap: Light
atoms try to avoid the heavy ones.
are scattered by heavy atoms, represented by nr. The trace Trc in the par-
tition function can be evaluated and gives a fermion determinant:
Z =
∑
{nr}
eβµf
P
r nrTrc
(
e−βHc({nr})
)
=
∑
{nr}
eβµf
P
r nrdet
(
1+ e−βhc
)
. (6.3)
The right-hand side is a sum over (non-negative) statistical weights. After
normalization we can define
P ({nr}) = 1
Z
eβµf
P
r nrdet
(
1+ e−βhc
)
(6.4)
which gives
∑
{nr}
P ({nr}) = 1. Thus P ({nr}) is a probability distribution
for correlated disorder and describes the distribution of the heavy atoms.
In the strong-coupling regime t¯2c/2U ≫ 1 the distribution becomes that of
an Ising model with nearest-neighbor coupling. At half-filling (i.e., µf =
µc = U/2) it reads [12]
P ({Sr}) ∝ exp
(
−β(t¯2c/2U)
∑
<r,r′>
SrSr′
)
(6.5)
where Sr = 2nr − 1.
To exemplify the distribution we place the mixture in the harmonic
trap V (r) ∼ r2 at T = 0 and plot schematically the distributions of heavy
and light atoms in Fig. 6.2 and 6.3.
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6.2 Anderson localization
A trapped atomic cloud, concentrated around the center of the optical lat-
tice, is the initial state |i〉 of our system. After switching off the trapping
potential the dynamics of the light atomic cloud is described by the evolu-
tion equation |Ψt〉 = e−iHt|i〉. The optical lattice remains present during the
evolution of the cloud. We assume that the thermal excitations are slow in
comparison with the tunneling dynamics. This is the case when the tun-
neling energy t¯c is large in comparison with thermal energy kBT = 1/β.
Moreover, a slow adiabatic expansion is studied. Now we consider a light
atom inside the expanding cloud and follow its movement: Using the
equilibrium state of the entire system |0〉, we add one particle to create
the initial state |i〉 = c†0|0〉. Then the local density of particles at site r with
respect to the state |Ψt〉 reads
Nr = 〈Ψt|c†rcr|Ψt〉 = 〈i|eiHtc†rcre−iHt|i〉. (6.6)
The equilibrium state |0〉 can be expanded in terms of energy eigenfunc-
tions and Boltzmann weights at the inverse temperature β as
〈Nr〉 =
∑
k e
−βEk〈Ek|c0eiHtc†rcre−iHtc†0|Ek〉∑
k e
−βEk
=
1
Z
Tr
[
e−βHc0e
iHtc†rcre
−iHtc†0
]
.
(6.7)
For the FK model this expression can also be written as a quenched aver-
age with respect to the distribution of heavy particles [112]
〈Nr〉 = 〈G†0r(t)Gr0(t)〉f (6.8)
with the single-particle Green’s function
Grr′(t) = [e−ithc(1+ e−βhc)−1]rr′ . (6.9)
〈...〉f is the average with respect to the statistical weight of Eq. (6.4) or
Eq. (6.5). For a given configuration {nr} of heavy atoms the Green’s func-
tion can also be expressed by eigenfunctions of the single-particle Hamil-
tonian hc in Eq. (6.2) (hcφk = ekφk). The spatial properties of these eigen-
functions determine the spreading of the average density particle density
〈Nr〉 through the Green’s function:
Gr0(t) =
∑
k
e−iekt
φ∗k,rφk,0
1 + e−βek
. (6.10)
The denominator represents the Fermi function, reflecting the fact that our
atoms are fermions. At low temperatures all states with ek > 0 (i.e., states
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with energy below the chemical potential according to Eq. (6.2)) contribute
equally to the Green’s function.
According to the localization theory, it can be assumed that |φk,r| ∼
e−|r|/ξk , where ξk is the localization length. After a Fourier transformation
of the time-dependent density in Eq. (6.8), the ω = 0 Fourier component
of 〈Nr〉 reads
N¯r(ω = 0) =
∑
k
|φ∗k,rφk,0|2
(1 + e−βek)2
∼ e
−2|r|/ξ
(1 + e−βek0 )2
(r ∼ ∞) , (6.11)
where ξ is the largest localization length and ek0 the corresponding energy
level. Thus the expansion of the wave packet on large scales is controlled
by ξ. This result suggests that the spatial expansion of an atomic cloud is
governed by the largest length scale of the system, after having removed
the characteristic size given by the trapping potential. The expansion of
the cloud of light atoms is studied numerically. Depending on the tem-
perature of the grand-canonical system, we find a spreading of the wave
function at low temperatures but a localized behavior at high tempera-
tures (cf. Fig. 6.4). Apparently, there is a critical regime with some critical
temperature T ′c, which separates the spreading behavior from the localized
behavior.
6.3 Localization length
The localization length can be studied under the change of length scales of
a finite optical lattice of length L and widthM [1] with L being extremely
large, representing the adiabatically expanding atomic cloud (see Fig. 6.5).
The periodic boundary condition is imposed along the width of the lattice.
In particular, we analyze the change of the localization length with re-
spect to the width M . For this purpose, we define the reduced (or nor-
malized) localization length as ΛM = ξ/M and calculate this quantity by
means of a numerical transfer-matrix approach [74]. A 2M by 2M transfer
matrix Ti for given energy E, widthM and given realization of the distri-
bution in Eq. (6.5), picked up from the Monte-Carlo run, can be set up by
mapping the wave-function amplitudes at column i − 1 and i to column
i + 1. Then the expansion along the length is described by the product of
transfer matrices:
T =
L∏
i=1
Ti, (6.12)
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Figure 6.4: Real time evolution of a wave packet. At low temperature
(T = 0: left panel) it propagates due to the checker-board configuration of
the heavy atoms. At larger temperature (T = 0.2: right panel), the wave
packet is localized due to a disordered configuration of heavy atoms.
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Figure 6.5: A finite optical lattice with length L and widthM .
where
Ti =
(
E −Hi −I
I 0
)
(6.13)
with Hi is the Hamiltonian for column i. The logarithms of the eigenval-
ues of T correspond to the Lyapunov exponents of the wave functions.
The largest localization length , ξ, is given by the inverse of the smallest
Lyapunov exponent. In our calculations we chose L ∼ 108 to take advan-
tage of self-averaging property of the latter: there is no need for averaging
over an ensemble of scatterers.
ΛM either increases (delocalized states) or decreases (localized states)
with the width M , depending on the system parameters (e.g. the inverse
temperature β). There can also be a marginal behavior (e.g. for a special
value β′c), where ΛM does not change withM . The latter indicates the exis-
tence of a phase transition from localized to delocalized states. A quanti-
tative description of the behavior near β′c can be based on the one param-
eter scaling hypothesis [1, 74]. This states that ln ΛM can be expanded in a
vicinity of the critical point β′c as [85, 95]
ln ΛM = lnΛc ± A|β − β′c|M1/ν . (6.14)
For A > 0 the positive (negative) sign corresponds to delocalized (local-
ized) behavior. Exponentiation of this equation and using ζ = |β − β′c|−ν
gives
ΛM = Λc exp
[
±A
(
ζ
M
)−1/ν]
≡ g
(
ζ
M
)
, (6.15)
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Figure 6.6: The reduced localization length ΛM of light atoms in d = 1
as a function of inverse temperature for interaction strength U = 9. ΛM
decreases for increasing system size M , which indicates localized states
[39].
where g is the scaling function. Our numerical transfer-matrix approach
allows us to determine the critical point β′c and the exponent ν, depending
on the interspecies coupling parameter U .
First we analyze a one-dimensional system. In this case heavy atoms
are always disordered due to thermal fluctuations. The reduced localiza-
tion length ΛM decreases with increasing length of the system (cf. Fig. 6.6)
at any temperature. This reflects that all states are localized. On the other
hand, the localization length decreases monotonously with temperature,
as a consequence of the increasing disorder. Therefore, at sufficiently low
temperature the localization length can be larger than the size of a finite
system. This could be relevant in experiments, where we have a finite
optical lattice.
In two dimensions the behavior is more complex. First of all, the heavy
atoms can form an ordered state at low temperatures and a disordered
state at high temperatures [12,75]. As long as T > 0, thermal excitations in
the ordered state lead to correlated fluctuations of heavy atoms. There is
a second-order phase (Ising) transition with a divergent correlation length
at the critical temperature Tc. The corresponding distribution of heavy
atoms provides a complex random environment for the light atoms. Our
numerical transfer-matrix approach finds a transition from localized states
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Figure 6.7: Reduced localization length of light atoms for d = 2 and U =
9. There is a critical inverse temperature β′c ≈ 16.5, where an Anderson
transition occurs [39].
at high temperatures to delocalized states at low temperatures, indicated
by a qualitative change of the scaling behavior (cf. Fig. 6.7). There is a
critical temperature T ′c, where this transition takes place. For instance, at
low temperatures and half filling (i.e., for µf = µc = U/2), the heavy atoms
are arranged in a staggered configuration with weak thermal fluctuations.
Using the approximated distribution of Eq. (6.5), the effective spin-spin
coupling t¯2c/2U leads to the critical temperature Tc ∝ t¯2c/2U . The result for
the reduced localization length at U = 9 (measured in units of t¯c) is shown
in Fig. 6.7. All curves cross at β′c ≈ 16.5, indicating a localization transition.
With these parameters the Ising transition is at βc ≈ 15.9. Therefore, the
localization transition occurs in the ordered phase of the heavy atoms. The
one-parameter scaling function of Eq. (6.15) with
Λc ≈ 10.9, A ≈ 0.09, ν ≈ 0.88 (6.16)
fits the data of the transfer-matrix calculation (cf. Fig. 6.8).
In conclusion, we have discussed a mixture of two fermionic species
with differentmasses in an optical lattice, using the Falicov-Kimball model.
The heavy atoms are represented as Ising spins and the light atoms as
quantum particles. The latter tunnel in a random environment which is
provided by a correlated distribution of heavy atoms. The distribution
of the heavy atoms is given by an Ising-type model, which undergoes a
91
6.3. Localization length
 5
 10
 15
 20
 25
 30
-1 -0.8 -0.6 -0.4 -0.2  0  0.2  0.4  0.6  0.8
Λ M
logζ/M
Figure 6.8: One parameter scaling for d = 2 and U = 9. The lower (upper)
branch represents (de-) localized states. The data from the transfer-matrix
calculation approach the scaling function of Eq. (6.15) with Λc ≈ 10.9, A ≈
0.09 and ν ≈ 0.88 (dashed curves) [39].
second-order phase transition in d = 2 from staggered order to disorder.
Depending on the dimensionality (d = 1, 2) of the atomic system and the
physical parameters (e.g. temperature or interaction strength), the quan-
tum states of the light atoms are either localized or delocalized. All states
of light atoms in a one-dimensional fermionic mixture are localized. In a
two-dimensional mixture these states are localized at high temperatures
and delocalized at low temperatures. Such a system can be realized exper-
imentally as a mixture with two spin-polarized fermionic species, e.g., 6Li
as light atoms and 40K (23Na, 87Rb) as heavy atoms.
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Chapter 7
Conclusion
In this thesis, many-particle problems of strongly interacting fermions in
optical potentials have been investigated by means of functional mean-
field methods. The integration over microscopic quantum fields (Grass-
mann fields) has been traded for an integration over degrees of freedom
adjusted to the low-energy characteristic of the system (complex fields).
This allowed to explore the ground state properties of the system as well
as low-energy fluctuations on top of that, which are accessible in experi-
ments.
Motivated by recent experiments on Bose-Einstein condensates (BEC)
in optical lattices which have shown the existence of a Mott insulator (MI),
in chapter 4 we have presented a model of strongly interacting bosons
composed of two tightly bound fermions in an optical lattice. We have
calculated the phase diagram, which includes the BEC and the MI. Includ-
ing Gaussian fluctuations, we have found that the dispersion of quasi-
particles is gapless in the BEC phase but has a gap in the MI phase. We
have calculated the total density, the condensate density, and the static
structure factor. We have shown that the quantum fluctuations as well as
thermal fluctuations lead to a depletion of the condensate, but the former
do not change the critical points. We have calculated the superfluid den-
sity and showed that at the BEC-MI transition it has a jump from a finite
value in the BEC to zero in the MI. In the dilute regime we have derived
an effective Gross-Pitaevskii equation for bosons. We also calculated the
density-density correlation function of fermions, which can be studied in
a time off flight experiment. We have shown that in the Mott phase the
later has dips, while in the BEC phase peaks appears. This feature reflects
the fermionic nature of the insulating phase and bosonic nature of the BEC
phase via quantum statistics.
In order to study the possibility of dissociation of bosonic molecules
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considered in chapter 4, we have extended the paired-fermion model by
including the tunneling rate of fermions in chapter 5. We have shown
that this model describes the BCS-BEC crossover in a lattice, which has
become an experimental subject within last few years. We have investi-
gated the system, which consists of unequal spin populations of fermions
and calculated the densities across the BCS-BEC crossover. We showed
that in the BCS regime the superfluid core is surrounded by the shell of
unpaired fermions, while in the BEC regime the unpaired fermions are
surrounded by the superfluid shell. Another feature, which is accessible
in experiments, is the density profile of dissociated fermions in a trap-
ping potential. To calculate the later we have derived saddle-point field
equations and have developed a numerical procedure to solve them. We
showed that approaching the BEC regime a characteristic dip in the den-
sity profile at the center on the trap appears and can be explained by the
Pauli exclusion principle.
Dissociation of Bose molecules into fermions leads to damping pro-
cesses. We have calculated the spectral function of bosonic low-energy
excitations and have shown that it consists of coherent and incoherent
branches. The former describes long lived bosonic excitations, while the
latter describes a continuum of fermionic excitation into which bosonic
excitations decay. Approaching the BEC regime is characterized by the
shrinking of the incoherent branch. The spectral function is directly re-
lated to a key experimental observable, the inelastic cross-section, and thus
can be measured in experiments.
In the final chapter 6 we have discussed a mixture of two fermionic
species with different masses in an optical lattice. The heavy atoms are
represented as Ising spins and the light atoms as quantum particles. The
latter tunnel in a random environment which is provided by a correlated
distribution of heavy atoms. The distribution of the heavy atoms is given
by an Ising-type model, which undergoes a second-order phase transi-
tion in d = 2 from staggered order to disorder. Depending on the di-
mensionality (d = 1, 2) of the atomic system and the physical parameters
(e.g. temperature or interaction strength), the quantum states of the light
atoms are either localized or delocalized. All states of light atoms in a
one-dimensional fermionic mixture are localized. In a two-dimensional
mixture these states are localized at high temperatures and delocalized at
low temperatures. Such a system can be realized experimentally as a mix-
ture with two spin-polarized fermionic species, e.g., 6Li as light atoms and
40K (23Na, 87Rb) as heavy atoms.
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Appendix A
Calculations to the
paired-fermion model
A.1 Gaussian fluctuations
The expression for δAeff reads
δAeff =
∫ β
0
dτ
{∑
r,r′
δφ¯rvˆ
−1
r,r′δφr′ +
1
S
∑
r
δχ¯rδχr +
1
2
Tr[Gˆ0ΣGˆ0Σ]
}
. (A.1)
Fourier transforming we get
δAeff =
∑
q
v−1p |δφp|2 +
1
S
∑
p
|δχp|2
+
1
2β
∑
kq
tr[Gˆ0(k)Σ(−q)Gˆ0(k + q)Σ(q)], (A.2)
where
Gˆ0(k) =
−1
(iωk + Ek)(iωk − Ek)
(
∆0 iωk − µ
iωk + µ −∆0
)
,
Σ(q) =
( −δ∆q 0
0 δ∆¯q
)
. (A.3)
We denoted ∆0 = iφ0 + χ0, Eq =
√
µ2 + |∆0|2, v−1p = (S + J − Jgp)−1,
gp = 1− 1/d
∑d
i=1 cos(qi).
The third term in Eq. (A.2) reads
1
2β
∑
k,q
[G11(k)G11(k + q)δ∆−qδ∆q +G22(k)G22(k + q)δ∆¯qδ∆¯−q
−G12(k)G21(k + q)δ∆¯−qδ∆q −G21(k)G12(k + q)δ∆−qδ∆¯q]. (A.4)
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A.1. Gaussian fluctuations
After collecting terms we get (Vp = (δφ¯p, δχ¯p, δφ−p, δχ−p))
δAeff =
∑
p
V¯pG−1Vp, (A.5)
with the Green’s matrix
G−1 =


v−1p −B(−p) iB(−p) −A(p) iA(p)
iB(−p) 1
S
+B(−p) iA(p) A(p)
−A(p) iA(p) v−1p −B(p) iB(p)
iA(p) A(p) iB(p) 1
S
+B(p)

 . (A.6)
Here for ∆0 6= 0
B(p) =
µ2 + J2 − 2iµωp
2J(J2 + ω2p)
, A(p) =
µ2 − J2
2J(J2 + ω2p)
. (A.7)
Such that its determinant reads
detG−1 = ω
2 + (J2 − µ2)gp + µ2g2p
[2J2(3− gp)]2(J2 + ω2p)
. (A.8)
If ∆0 = 0
B(p) =
1
|µ| − iωp , A(p) = 0 (A.9)
and the determinant reads
detG−1 = v
−1
p
2J
−B(p)
(
1
2J
− v−1p
)
. (A.10)
The δφr and δχr fields are complex and contain both amplitude and
phase fluctuations. We introduce new fields:
δφRer = (δφr + δφ¯r)/2, δχ
Re
r = (δχr + δχ¯r)/2, (A.11)
which describe the amplitude fluctuation and
δφImr = (δφr − δφ¯r)/2, δχImr = (δχr − δχ¯r)/2, (A.12)
which describe the phase fluctuation. In matrix form the above transfor-
mation reads 

δφRer
δχRer
δφImr
δχImr

 = 12


1 0 1 0
0 1 0 1
1 0 −1 0
0 1 0 −1




δφr
δχr
δφ¯r
δχ¯r

 . (A.13)
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In terms of new fields Vp → (δφRep , δχRep , δφImp , δχImp ) and Eq. (A.6) is re-
placed by
G−1 =


v−1p −M+(p) iM+(p) −iImB(p) −ImB(p)
iM+(p)
1
S
+M+(p) −ImB(p) iImB(p)
−iImB(p) −ImB(p) v−1p −M−(p) iM−(p)
−ImB(p) iImB(p) iM−(p) 1S +M−(p)

 , (A.14)
whereM±(p) = ReB(p)± A(p).
A.2 Renormalized Gross-Pitaevskii equation
Here we consider the case of h = 0, t¯ = 0, U¯ = 0 based on the results in
Appendix B.7.2. For this case we have
gs =
1
β
∑
ω
1
(ω2 + µ2)2
=
Tanh[βµ/2]
4µ3
− βSech[βµ/2]
2
8µ2
, (A.15)
d(q) =
Tanh[β|µ|/2]
4µ2
, B(q) =
1
2|µ|Tanh[β|µ|/2]. (A.16)
The Gross-Pitaevskii equation reads (T = 0)
i
∂
∂t
φ(r, t) =
(
−∇
2
2m
+ µR + gR|φ(r, t)|2
)
φ(r, t), (A.17)
where
µR =
(
− 1
6J
+
1
2J [1 + J/|µ|]
)
4µ2(1 + J/|µ|)2, (A.18)
m =
9dJ2
4µ2(1 + J/|µ|)2 , gR = gs(4µ
2)2. (A.19)
In the dilute limit (and T = 0)
m ≈ d
J
, µR ≈ 2µ˜, gR ≈ 2J. (A.20)
97
A.2. Renormalized Gross-Pitaevskii equation
98
Appendix B
Calculations to the BCS-BEC
crossover in a lattice
B.1 Observables
We performed the Hubbard-Stratonovich transformation and treated the
complex fields classically for the ground state properties. Once the solu-
tions are chosen the action is of second order in Grassmann variables. We
write
Z =
∫
D[ψ, ψ¯]e−A(ψ,ψ¯), (B.1)
where
A(ψ, ψ¯) =
∫ β
0
dτ
[∑
r,r′
φ¯rvˆ
−1
r,r′φr′ +
I
2J − U¯
∑
r
χ¯rχr
+
∑
r
(ψrτ↑∂τ ψ¯rτ↑ + ψrτ↓∂τ ψ¯rτ↓)
+
∑
r
(iφr + Iχr)ψrτ+δ↑ψrτ+δ↓ +
∑
r
(iφ¯r + Iχ¯r)ψ¯rτ↑ψ¯rτ↓
− t¯
2d
∑
〈r,r′〉
(ψrτ+δ↑ψ¯r′τ↑ + ψrτ+δ↓ψ¯r′τ↓)− µ
∑
r
(ψrτ+δ↑ψ¯rτ↑ + ψrτ+δ↓ψ¯rτ↓)

 .
(B.2)
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We perform a shift ψrτ+δσ → ψrτσ and Fourier transform the second and
third lines (we hide the index r to avoid extra notations):
1
β
∑
ωn
[−iωne−iδωnψωn↑ψ¯−ωn↑ − iωne−iδωnψωn↓ψ¯−ωn↓
+(iφ+ Iχ)ψωn↑ψ−ωn↓ + (iφ¯+ Iχ¯)ψ¯ωn↑ψ¯−ωn↓
−tˆ(ψωn↑ψ¯−ωn↑ + ψωn↓ψ¯−ωn↓)− µ(ψωn↑ψ¯−ωn↑ + ψωn↓ψ¯−ωn↓)
]
. (B.3)
Here tˆ is the hopping matrix. The sum over ωn = π(2n + 1)/β runs for n
from−∞ to∞. We shift to the Nambu representation and write the above
equation as
− 1
β
(
ψωn↑
ψ¯ωn↓
)T ( −iφ− Iχ iωne−iδωn + µ+ tˆ
iωne
iδωn − µ− tˆ iφ¯+ Iχ¯
)(
ψ−ωn↓
ψ¯−ωn↑
)
. (B.4)
Here factors e±iδωn are so called convergence factors.
The density of molecules after Wick contractions reads
nmr =
1
β
∫
dτ lim
δ→+0
〈ψ¯rτ+δ↑ψrτ↑ψ¯rτ+δ↓ψrτ↓〉
=
1
β
∫
dτ lim
δ→+0
〈ψ¯rτ+δ↑ψrτ↑〉〈ψ¯rτ+δ↓ψrτ↓〉
+
1
β
∫
dτ〈ψ¯rτ↓ψ¯rτ↑〉〈ψrτ↑ψrτ↓〉. (B.5)
Since in Eq. (B.4) we shifted time we have also to shift time in these for-
mulas. So the two terms are in order:
1
β
∫
dτ〈ψ¯rτ↑ψrτ↑〉〈ψ¯rτ↓ψrτ↓〉
=
1
β3
∑
ωn1,ωn2,ωn3,ωn4
∫
dτeiτ(ωn1+ωn2+ωn3+ωn4)〈ψ¯rωn1↑ψrωn2↑〉〈ψ¯rω3↓ψrω4↓〉. (B.6)
According to Eq. (B.4), ωn1 = −ωn2 and ωn3 = −ωn4. So we get
1
β
∑
ωn1
〈ψ¯r−ωn1↑ψrωn1↑〉
1
β
∑
ωn2
〈ψ¯rωn2↓ψr−ωn2↓〉 ≡ −
1
β
∑
n
Grr,12(ωn)
1
β
∑
n
Grr,21(ωn).
(B.7)
Analogously is treated the second term:
1
β
∑
ωn1
〈ψ¯rωn1↓ψ¯r−ωn1↑〉
1
β
∑
ωn2
〈ψrωn2↑ψr−ωn2↓〉 ≡
1
β
∑
n
Grr,11(ωn)
1
β
∑
n
Grr,22(ωn).
(B.8)
The convergence factors are important for the sums to be convergent.
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B.2 Calculation of the function F (x)
G =
1
β
∑
ωn
∫ 1
−1
dx
ρ(x)
|φ|2(J + U¯)2/(J + S)2 − (iωn + µ1 + t¯x)(iωn − µ2 − t¯x) .
(B.9)
We perform Matsubara summation in this equation. To this end we first
factorize the later to separate poles
F (x) =
1
β
∑
ωn
1
|φ|2(J + U¯)2/(J + S)2 − (iωn + µ1 + t¯x)(iωn − µ2 − t¯x)
= − 1
β
∑
ωn
1
(iωn − x1)(iωn − x2)(B.10)
with
x12 =
−(µ1 − µ2)±
√
(µ1 − µ2)2 + 4[|Φ|2 + (µ1 + t¯x)(µ2 + t¯x)]
2
, (B.11)
where we denoted |Φ|2 = |φ|2(J + U¯)2/(J + S)2. Now the summation can
be performed easily by one of the standard procedures elucidated in the
literature [3]:
F (x) =
f(x2)− f(x1)√
(µ1 − µ2)2 + 4[|Φ|2 + (µ1 + t¯x)(µ2 + t¯x)]
, f(x) =
1
eβx + 1
.
(B.12)
By making a substitution µ1 = µ+ h, µ2 = µ− hwe get
F (x) =
f(x2)− f(x1)
2
√|Φ|2 + (µ+ t¯x)2 , x12 = −h±
√
|Φ|2 + (µ+ t¯x)2. (B.13)
B.3 Relation between Eq.(5.7) and Eq.(5.6)
There are at least two ways how to relate these two equations and these
ways lead to the same relation.
B.3.1 First way
First we would like to integrate out bosons in Eq. (5.6). In the language
of the Factional-integral representation and under the assumption that
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bosonic fields are treated semi-classically from Eq. (5.6) we get the bosonic
part contributing to the partition function
∫ ∏
q
dφ¯qdφq exp
{
−
∑
q
[(E0q + 2ν − 2µ)φ¯qφq
+ g
∑
p
(φ¯qc−p+q/2↓cp+q/2↑ + φqc
†
p+q/2↑c
†
−p+q/2↓)]
}
∼ exp
{∑
q,p,p′
g2
E0q + 2ν − 2µ
c†p+q/2↑c
†
−p+q/2↓c−p′+q/2↓cp′+q/2↑
}
. (B.14)
Combining this with the rest of Eq.(5.6) we get the effective Hamiltonian
Hˆ =
∑
pσ
(ǫp − µ)cˆ†pσ cˆpσ − Ubg
∑
p,p′
cˆ†p↑cˆ
†
−p↓cˆ−p′↓cˆp′↑
−
∑
q,p,p′
g2
E0q + 2ν − 2µ
cˆ†p+q/2↑cˆ
†
−p+q/2↓cˆ−p′+q/2↓cˆp′+q/2↑. (B.15)
The interaction in the second line in real space has the form of screened
Coulomb interaction with the Fermi screening length ∼ (2ν − 2µ)−1. For
small temperatures when we are interested in small energies and small
momenta we may expand
1
2ν − 2µ+ E0q
≈ 1
2ν − 2µ −
E0q
(2ν − 2µ)2 . (B.16)
In real space in a lattice we have the correspondence E0q → − J˜2dδ|r−r′|,1 +
J˜δr,r′ with J˜/2d ≈ 1/2M for small momenta q, and Eq.(B.15) can be cast
into the form of Eq.(5.7) with parameters
J =
g2J˜
(2ν − 2µ)2 , U¯ = Ubg +
g2(2ν − 2µ− J˜)
(2ν − 2µ)2 . (B.17)
In fact, the term g2J˜/(2ν − 2µ)2 is the part of kinetic energy, so that the
interaction between fermions is
U¯ = Ubg +
g2
2ν − 2µ. (B.18)
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B.3.2 Second way
First, we rewrite Eq.(5.6) in real space:
Hˆ =
∑
rr′σ
(−t¯/2dδ|r−r′|,1 − µδr,r′)cˆ†rσ cˆr′σ
+
∑
r
(−J/2d△r,r′ + (2ν − 2µ)δr,r′)bˆ†rbˆr
− Ubg
∑
r
cˆ†r↑cˆ
†
r↓cˆr↓cˆr↑ + g
∑
r
[bˆ†rcˆr↓cˆr↑ + bˆrcˆ
†
r↑cˆ
†
r↓]. (B.19)
The functional-integral representation of this equation reads
Z =
∫
D[φ¯, φ, ψ¯, ψ]e−
R β
0 dτA(φ¯,φ,ψ¯,ψ) (B.20)
with the action
A = − J
2d
∑
r,r′
φ¯r△r,r′φr′ +
∑
r
(2ν − 2µ)φ¯rφr + 1
Ubg
∑
r
χ¯rχr
+
∑
r
(ψ¯rτ↑∂τψrτ↑ + ψ¯rτ↓∂τψrτ↓) +
∑
r
φ¯rτ∂τφrτ
+
∑
r
(gφr + iχr)ψ¯rτ+δ↑ψ¯rτ+δ↓ +
∑
r
(gφ¯r + iχ¯r)ψrτ↓ψrτ↑
− t¯
2d
∑
〈r,r′〉
(ψ¯rτ+δ↑ψr′τ↑+ ψ¯rτ+δ↓ψr′τ↓)−µ
∑
r
(ψ¯rτ+δ↑ψrτ↑+ ψ¯rτ+δ↓ψrτ↓). (B.21)
We can perform unitary transformation φ → −iφ and χ → iχ as well as
absorbing gφ→ φ afterwards. We finally obtain
Aeff =
∫ β
0
dτ
{∑
r
1
g2
φ¯r∂τφr +
∑
r,r′
1
g2
φ¯rvˆ
−1
r,r′φr′ +
1
Ubg
∑
r,r
χ¯rχr
− ln det Gˆ−1
}
(B.22)
with
Gˆ−1 =
( −iφ− χ ∂τ + µ+ tˆ
∂τ − µ− tˆ iφ¯+ χ¯
)
. (B.23)
If we compare the above expression with Eq.(5.11) we get
S =
g2
2ν − 2µ, U¯ = Ubg +
g2
2ν − 2µ, J =
g2J˜
(2ν − 2µ)2 . (B.24)
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B.4 Calculation of the action in the mean-field
approximation
We denote |Φ|2 = |φ|2(J + U¯)2/(J + S)2 as in Appendix B.2. Then
Aeff = β
(
|Φ|2
J + U¯
−
∫ 1
−1
dxρ(x)
1
β
∑
ωn
ln [(−iωn + x1)(iωn − x2)]
)
. (B.25)
Since (see similar calculations in [93])
∑
ωn
ln(iωn − a) = ln
∏
ωn
(iωn − a) = ln cosh
(
aβ
2
)
+ const, (B.26)
const1 + const2 = β
∫ 1
−1
dxρ(x)(µ+ t¯x) (B.27)
with ωn =
π(2n+1)
β
, we get Eq. (5.30).
B.5 Approximation in Eq.(5.32)
For simplicity we rescale J → J/a2. Eq.(5.32) can be written symbolically
as
vˆ−1φ ≈ bφ+ Jb2(1ˆ− Jˆ)φ. (B.28)
The second term, ∼ ∇2φ, is small for slowly varying fields φ. The above
approximation is valid up to the second order. To show this we multiply
the above equation by vˆ:
φ ≈
[
b−11ˆ− J(1ˆ− Jˆ)
] [
b1ˆ + Jb2(1ˆ− Jˆ)
]
φ = φ− J2b2(1ˆ− Jˆ)2φ. (B.29)
The second term is of the second order and our approximation is justified.
Now we try to seek for the second order correction by writing
vˆ−1φ ≈ bφ+ Jb2(1ˆ− Jˆ)φ+ x(1ˆ− Jˆ)2φ (B.30)
and calculate as in Eq.(B.29):
φ ≈
[
b−11ˆ− J(1ˆ− Jˆ)
] [
b1ˆ + Jb2(1ˆ− Jˆ) + x(1ˆ− Jˆ)2
]
φ
= φ− J2b2(1ˆ− Jˆ)2φ+ xb−1(1ˆ− Jˆ)2φ. (B.31)
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So we get x = J2b3 and
vˆ−1φ ≈ b[1ˆ + Jb(1ˆ− Jˆ) + J2b2(1ˆ− Jˆ)2 + . . .]φ. (B.32)
We proceed and obtain
vˆ−1φ = b
∑
n=0
(Jb)n(1ˆ− Jˆ)nφ. (B.33)
We want to calculate∑
r,r′
φrvˆ
−1
r,r′φr′ = b
∑
n=0
(Jb)n(−1)n
∑
r,r′
φr(Jˆ − 1ˆ)nr,r′φr′
= b
∑
n=0
(Jb/2d)n(−1)n
∑
r
φr∆
nφr, (B.34)
where
∆φr =
d∑
j=1
[φr+aej + φr−aej − 2φr] (B.35)
is a ”Nabla operator”. Like in the continuum case we can ”integrate by
parts”. Since fields vanish at the boundaries (trapped system), we arrive
at
(−1)n
∑
r
φr∆
nφr = (−1)n
∑
r
φr∇2nφr =
∑
r
(∇nφr)2 > 0, (B.36)
where∇ is a discrete ”gradient operator”. So all terms are positive:∑
r,r′
φrvˆ
−1
r,r′φr′ = b
∑
n=0
(Jb/2d)n
∑
r
(∇nφr)2. (B.37)
B.6 Summation over Matsubara frequencies
Here we present a method to perform summation over the Matsubara fre-
quencies in Eqs. (5.33),(5.34),(5.35). We define z ≡ iωn. One can show
that G−1(z) · G−1(z) is a Hermitian complex matrix. G−1(z) · G−1(z) is a
Hermitian complex matrix (i∆ = iφ+ χ ≡ iφ¯+ χ¯, φ is real, χ is complex):
G−1(z)G−1(z)
=
( −∆2 + z2 − µ2 − tˆµ− µtˆ− tˆtˆ tˆi∆− i∆tˆ
tˆi∆− i∆tˆ −∆2 + z2 − µ2 − tˆµ− µtˆ− tˆtˆ
)
(B.38)
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and one can check that (tˆi∆− i∆tˆ)† = tˆi∆− i∆tˆ, since ∆ is real.
Any Hermitian matrix can be diagonalized by a unitary matrix:
(G−1(z))2 = Uˆ λˆ(z)Uˆ †, U † = U−1, (B.39)
where λˆ is a diagonal (real) eigenvalue matrix. The equation for λˆ reads
λk = z
2 − z2k, (B.40)
where z2k are eigenvalues of (G
−1(0))2. Reversing Eq. (B.39) we get
G(z) = Uˆ
1
z2 − z2k
Uˆ †G−1(z). (B.41)
For the well behaved g(x) (see [3])
− 1
β
∑
n
g(iωn)
ω2n + z
2
k
=
1
2πi
∮
dz
g(z)f(z)
z2 − z2k
=
g(zk)f(zk)− g(−zk)f(−zk)
2zk
,
(B.42)
where f(z) = 1/(eβz+1). This works for the blocks 11 and 22 of the Green’s
matrix in Eq. (5.12), since the function under the integral is well-behaved
then. For the blocks 12 and 21 the sum is formally divergent since for large
ωn it behaves as ∼ 1/ωn. To cure the problem one should introduce so
called convergent factors [3, 30].
Using the above formula we obtain finally
1
β
∑
n
Grr(ωn) =
∑
km
UˆrkUˆ
†
km
2zk
{tanh[−βzk/2]G−1mr(0)− zkiσ2}. (B.43)
B.7 Quantum fluctuations
B.7.1 Second order
G−1
=


1
J+S−Jgq
−B(−p) −A(p) iB(−p) iA(p)
−A(p) 1
J+S−Jgq
−B(p) iA(p) iB(p)
iB(−p) iA(p) 1
J+S−U¯
+B(−p) A(p)
iA(p) iB(p) A(p) 1
J+S−U¯
+B(p)

 .
(B.44)
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T = 0
A(iωn, q) =
∑
k
θ(E−k+q)
ukvkuk+qvk+q
iωn + Ek + Ek+q
+
∑
k
θ(E−k )
ukvkuk+qvk+q
−iωn + Ek + Ek+q
+
∑
k
(θ(E−k )− θ(E−k+q))
ukvkuk+qvk+q
iωn − Ek + Ek+q ,(B.45)
B(iωn, q) =
∑
k
θ(E−k+q)
v2kv
2
k+q
iωn + Ek + Ek+q
+
∑
k
θ(E−k )
u2ku
2
k+q
−iωn + Ek + Ek+q
−
∑
k
(θ(E−k )− θ(E−k+q))
u2kv
2
k+q
iωn − Ek + Ek+q .(B.46)
T 6= 0
A(iωn, q) =
∑
k
(f−k+q−f+k )
ukvkuk+qvk+q
iωn + Ek + Ek+q
+
∑
k
(f−k −f+k+q)
ukvkuk+qvk+q
−iωn + Ek + Ek+q
+
∑
k
(f−k −f−k+q)
ukvkuk+qvk+q
iωn − Ek + Ek+q +
∑
k
(f+k −f+k+q)
ukvkuk+qvk+q
iωn + Ek − Ek+q , (B.47)
B(iωn, q) =
∑
k
(f−k+q−f+k )
v2kv
2
k+q
iωn + Ek + Ek+q
+
∑
k
(f−k −f+k+q)
u2ku
2
k+q
−iωn + Ek + Ek+q
−
∑
k
(f−k −f−k+q)
u2kv
2
k+q
iωn − Ek + Ek+q −
∑
k
(f+k −f+k+q)
v2ku
2
k+q
iωn + Ek − Ek+q . (B.48)
Here
Ek =
√
ǫ2k + |∆0|2, ǫk = −t cos(k)− µ,
uk =
√
(1 + ǫk/Ek)/2, vk =
√
(1− ǫk/Ek)/2. (B.49)
B.7.2 Quartic order
For low energies, we may regard ωn and q to be small such that
B(−q,−iωn) ≈ B(−q, 0)− iωnd(q) (B.50)
with
d(q) =
∑
k
[
θ(E−k )θ(Ek)θ(Ek−q)
(Ek + Ek−q)2
− θ(E
−
k−q)θ(−Ek)θ(−Ek−q)
(Ek + Ek−q)2
]
. (B.51)
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We notice here that
B(0) =
∑
k
θ(E−k )
2Ek
, d(0) =
∑
k
θ(E−k )sign(Ek)
4E2k
, Ek = |ǫk|. (B.52)
The action can be expanded to the fourth order
δAeff ≈ A0 + A2 + A4. (B.53)
Here A0 is the action originated from the saddle-point calculations, A2 is
the second order correction (which has been explored in the previous sec-
tion). The third term is the fourth order correction and can be written as
A4 =
1
2
∑
p1,p2,p3
δ∆¯p1δ∆p2δ∆¯p3δ∆−p1−p2−p3Γ(p1, p2, p3), (B.54)
where the so called vertex function
Γ(p1, p2, p3) =
1
β2
∑
k
G012(k)G
0
21(k− p1)G012(k− p1− p2)G021(k− p1− p2− p3)
(B.55)
has been introduced.
At low temperatures we may ignore momentum dependence in the
vertex function (s-scattering):
Γ(p1, p2, p3) ≈ Γ(0, 0, 0) = 1
β
∑
k
[G012(k)]
2[G021(k)]
2
=
1
β
∫ 1
−1
dx
∑
ωn
ρ(x)
(iωn − µ1 − t¯x)2(iωn + µ2 + t¯x)2
=
∫ 1
−1
dxρ(x)
[
f(−µ2 − t¯x)− f(µ1 + t¯x)
(µ+ t¯x)3
+ f ′(µ1 + t¯x)
1
(µ+ t¯x)2
+ f ′(−µ2 − t¯x) 1
(µ+ t¯x)2
]
=
∫ 1
−1
dxρ(x)
[
θ(µ2 + t¯x)− θ(−µ1 − t¯x)
(µ+ t¯x)3
− δ(µ1 + t¯x)
(µ+ t¯x)2
− δ(µ2 + t¯x)
(µ+ t¯x)2
]
.
(B.56)
We denote gs ≡ Γ(0, 0, 0). By minimizing Eq. (B.54) with respect to the
fields we get two equations:
−iωnd(q)δφq − ωnd(q)δχq + v−1(q)δφq −B(q)δφq + iB(q)δχq
+ gs
∑
p2,p3
δ∆p2δ∆¯p3δ∆−p−p2−p3 = 0 (B.57)
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and
iωnd(q)δχq − ωnd(q)δφq + 1
J + S − U¯ δχq +B(q)δχq + iB(q)δφq
− igs
∑
p2,p3
δ∆p2δ∆¯p3δ∆−p−p2−p3 = 0. (B.58)
From the second equation we eliminate δχq:
δχq =
1
iωnd(q) +
1
J+S−U¯
+B(q)
[ωnd(q)δφq − iB(q)δφq
+igs
∑
p2,p3
δ∆p2δ∆¯p3δ∆−p−p2−p3 ] ≈
1
J+S−U¯
+B(q)− iωnd(q)
( 1
J+S−U¯
+B(q))2
×[ωnd(q)δφq − iB(q)δφq + igs
∑
p2,p3
δ∆p2δ∆¯p3δ∆−p−p2−p3 ]
=
ωnd(q)δφq
1
J+S−U¯
+B(q)
− iB(q)δφq1
J+S−U¯
+B(q)
− ωnd(q)B(q)δφq
( 1
J+S−U¯
+B(q))2
+
igs
1
J+S−U¯
+B(q)
∑
p2,p3
δ∆p2δ∆¯p3δ∆−p−p2−p3 . (B.59)
One also should substitute δ∆q ≈ 1/(1 + (J + S − U¯)B(q))δφ. So finally
δχq ≈ (J + S − U¯)ωnd(q)δφq
(1 + (J + S − U¯)B(q))2 −
iB(q)δφq
1
J+S−U¯
+B(q)
+
i(J + S − U¯)gs
(1 + (J + S − U¯)B(q))4
∑
p2,p3
δ∆p2δ∆¯p3δ∆−p−p2−p3 . (B.60)
Now we get an equation for δφq:
−iωnd(q)
(1 + (J + S − U¯)B(q))2 δφq +
[
v−1(q)− B(q)
1 + (J + S − U¯)B(q)
]
δφq
+
gs
(1 + (J + S − U¯)B(q))4
∑
p2,p3
δφp2δφ¯p3δφ−p−p2−p3 = 0. (B.61)
By absorbing prefactor in the first addant, we arrive at
−iωnd(q)δφq + (1 + (J + S − U¯)B(q))2
[
v−1(q)
− B(q)
1 + (J + S − U¯)B(q)
]
δφq + gs
∑
p2,p3
δφp2δφ¯p3δφ−p−p2−p3 = 0. (B.62)
109
B.8. Fermionic degrees of freedom
B.8 Fermionic degrees of freedom
a(ω) = −J
t¯
∫
dǫ′ρ(ǫ′)
ǫ′
ω + µ− ǫ′ − a(ω)− 2mb(ω)ǫ′/~2 , (B.63)
b(ω) =
~
2J
2mt¯
∫
dǫ′ρ(ǫ′)
1
ω + µ− ǫ′ − a(ω)− 2mb(ω)ǫ′/~2 . (B.64)
The first integral is divergent, so we put a cut-off for momenta, k < Λc ∼
2π/a, where a is a lattice spacing.
To a good approximation
b(ωn) ≈ ~
2Jρ(ǫ˜F )
2mt¯
∫ ∞
−∞
dǫ′
1
ωn + µ− ǫ′ − a(ωn)− 2mb(ωn)ǫ′/~2
= − iπ~Jρ(ǫ˜F )
2mt¯(1 + 2mb(ωn)/~2)
sgn
(
ℑ ωn + µ− a(ωn)
1 + 2mb(ωn)/~2
)
, (B.65)
a(ωn) ≈ J
t¯
∫
dǫ′ρ(ǫ′)− (ωn + µ)2m
~2
b(ωn), ǫ˜F = ℜ ωn + µ− a(ωn)
1 + 2mb(ωn)/~2
. (B.66)
Then
b(ωn) = ± iπ~Jρ(ǫ˜F )
2mt¯(1 + 2mb(ωn)/~2)
. (B.67)
From this we can calculate the real and imaginary parts
ℜb(ωn) = ±πJρ(ǫ˜F )
t¯
ℑb(ωn)
(1 + 2mℜb(ωn)/~2)2 + (2mℑb(ωn)/~2)2 (B.68)
and
ℑb(ωn) = ±π~Jρ(ǫ˜F )
2mt¯
1 + 2mℜb(ωn)/~2
(1 + 2mℜb(ωn)/~)2 + (2mℑb(ωn)/~2)2 . (B.69)
We introduce new variables x, y and A as
x = 1 + 2mℜb(ωn)/~2, y = 2mℑb(ωn)/~2, A = ±πJρ(ǫ˜F )/t¯. (B.70)
Then from Eq. (B.68) and (B.69)
x− 1 = A y
x2 + y2
, y = A
x
x2 + y2
(B.71)
and thus we get two equations
y2 = x2 − x, 4x4 − 8x3 + 5x2 − x = A2. (B.72)
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There are two solutions to this polynomial as soon as A2 > 0: x1 = 1 + z,
x2 = −z (for given A2, z can be determined). In both cases y2 = z(z + 1).
Thus, in principle the imaginary and real parts of the self energy can be
solved by solving the polynomial equation given above.
The fermionic propagator reads
G(k, z) =
1
z − ǫk + µ− Σ˜(k, z)
=
1
z − ǫk[1 + 2m/~2b(z)] + µ− a(z)
=
1
1 + 2m/~2b(z)
1
[z − ǫk + µ− Jt¯
∫
dǫ′ρ(ǫ′)/(1 + 2m/~2b(z))]
. (B.73)
We get
G(k, z) ∼ 1
z − ǫk + µ− yJ/At¯
∫
dǫ′ρ(ǫ′)− i(x− 1)J/At¯ ∫ dǫ′ρ(ǫ′) . (B.74)
It gives
ǫF = µ− yJ/At¯
∫ ǫc
0
dǫ′ρ(ǫ′), (B.75)
1
2τ
= (x− 1)J/At¯
∫ ǫc
0
dǫ′ρ(ǫ′) =
x− 1
y
[µ− ǫF ]. (B.76)
In these formulas ǫc = ~
2Λ2c/2m ∼ t¯We see that the damping process does
not change the mass, but rather shifts the chemical potential, which we
denote as µ˜ = µ− yJ/At¯ ∫ dǫ′ρ(ǫ′).
The theory should be consistent when t¯ → 0. In this case the damping
rate 1/2τ vanishes. Let us check this. The density of states behaves as
ρ(ǫ) ∼ md/2ǫ(d−2)/2 ∼ ǫ(d−2)/2
t¯d/2
. Then we have
µ− ǫF ∼ y
∫ ǫc
0
dǫ′ρ(ǫ′)
ρ(ǫF )
∼ y t¯
d/2
ǫ
(d−2)/2
F
. (B.77)
If t¯→ 0, we suppose ǫF → µ. From this it follows
A ∼ t¯−d/2−1, y ∼ z ∼ A1/2, µ− ǫF ∼ t¯d/2−1/2. (B.78)
Hence, 1/2τ vanishes as soon as t¯→ 0 in dimensions higher than one.
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