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Electricity Price Forecasting (EPF) plays a vital role in smart grid applications for 
deregulated electricity markets. Most of the studies tend to investigate the electricity market 
influencers using forecasting techniques, often losing sight of significance on the sensibility of 
EPF models to the unstable real-time environment. This project will address a novel EPF based 
on deep reinforcement learning. The proposed approach uses generative adversarial networks 
(GAN) to collect synthetic data and increase training set effectively and increase the adaptation 
of the forecasting system to the environment. The data collected will be fed to a Deep Q learning 
to generate the final predictions. The proposed GAN-DQL will also be assessed on real data to 
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Over the last decades, the antiquated electric grid dominates the electrical market from 
production and transmission to distribution. However, the ongoing increase of the electricity 
demand and the vast adoption of new technologies in the vein of energy production such as 
renewable energy implementation boosts the energy producers to upgrade their energy market 
strategies towards a competitive market called also Deregulated Electricity Market (DEM) [1]. 
DEM is one of the essential elements of smart grids. The stockholders and energy producers 
participate to energy markets with their competitive selling bids. The consumers select the 
minimum selling prices from electric power industries [2], [3]. The markets operators choose the 
best buying prices according to their financial profitability.  
Both energy operators and consumers use Electricity Price Forecasting (EPF) in 
restructured power systems to manage their bidding strategies [4]. EPF has gained significant 
attention in the research community due to its importance in power markets. Accurate EPF is 
mandatory to derive the best bidding strategies and maximize their profits for producers and 
utilities. However, designing a perfectly tailored forecasting technique to EPF presents a hard task 
with the nonlinear and stochastic electrical price. The variability of electrical prices is due to 
various parameters [5], [6]. These parameters include market’ design, transmission congestion/ 
contingency, fuel price/ cost of unit operation, participants’ bidding strategies, balance of supply 
and demand, weather conditions, seasons of the year, outages of large power plants, etc. [7] 
Various algorithms are proposed to tackle the EPF. The energy hub focuses on contributing 
to the body of knowledge with the most accurate technique with minimum required computational 
burden. Machine learning techniques are deeply involved such as Long Short-Term Memory, 
4 
 
Convolutional Neural Network, Deep belief network [8], [9]. However, most of the proposed 
machine learning techniques requires a large data for training. This data needs a high 
computational effort which make it very difficult to be implemented on online.  Recent studies 
tend to use Reinforcement Learning (RL) techniques due to its inherent potential to deal with 
unseen scenarios [10], [11], [12]. However, very few researches try to implement RF for EPF. The 
main motivation behind this project is the need to have an accurate Electricity Price Forecasting 
(EPF) for online implementation in deregulated electricity environment.  
The project will be beneficial for electrical industries since it will compensate for the lack 
of large real data from the energy market by generating artificial data that contains the same 
characteristics and follows the same trends. The proposed project will also precisely identify the 
prediction accuracy of the forecasting engine in online data preprocessing. The proposed project 
will also improve the profitability of the stakeholders in his energy market using an accurate 
prediction tool. The EPF model is lies in the hybridation of two powerful types of models: 












Currently, EPFs are developed using numerous machine learning techniques. These 
machine learning techniques are often limited by several factors that lead to inaccurate results. 
These inaccurate EPF models are not sufficient enough for smart grid applications as the supply 
companies need to accurately assess the needs of the consumer thus providing him with the best 
solution financially. 
This project proposes a new electricity price forecasting model based on integrating two 
machine learning technologies: Reinforcement Learning and GAN. The proposed project will also 
precisely identify the prediction accuracy of the forecasting engine in online data preprocessing. 
The proposed project will also improve the profitability of the stakeholders in his energy market 
using an accurate prediction tool. 
2.1.1. Benchmarking Criteria 
In order to compare and benchmark the different existing solutions as well as our own 
solution, benchmarking criteria was set up. The main criteria that was used to evaluate the 
different solutions are listed below. 
2.1.1.1. Machine Learning Technique Used 
For this criteria, different types of machine learning techniques were studied. 
Furthermore, several existing models which implemented these different machine learning 
techniques were researched in order to find out the benefits and limitations of each machine 
learning technique. Based on the research, existing models which combine specifically GAN and 
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deep reinforcement learning to generate EPFs could not be found. It is believed that these two 
techniques can be perfectly combined with each other as they complement each other very well. 
2.1.1.2. Mean Absolute Error 
The mean absolute error of the predictions to the actual value. The formula used to 
calculate this mean absolute error is shown below. 





                                                               (1)  
MAE = mean absolute error 
yi = prediction 
xi = true value 
n = total number of data points 
2.1.1.3. Limitations  
We looked at several limitations of different types of existing models. Some of these 
limitations are limitations with the machine learning technique while other limitations are more 
general such as physical and economical limitations.  
2.1.1.4. Economic factors 
This is very important criteria as the cost of implementation must be evaluated as the 
entire point of electricity price forecast is to save money. If the cost to implement an EPF 
generating model is more than the money saved by having accurate EPFs then the solution is not 
economically feasible. Generating accurate EPFs for a low price will have a positive overall 
effect on the economy as although there might be a cost to implement these models/generate 
EPFs, the money saved will outweigh the initial cost in the long run. Furthermore, with the 
existence of accurate forecasts, governments can know when is the correct time to sell electricity 
at the peak price instead of losing out on potential revenue.  
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2.1.1.5. Global Impact 
We looked at the solutions and evaluated their global impact and how feasible they are to 
implement worldwide. We found that since our proposed model is linked to a smart grid which is 
the future of electric grids, it is preferable to the current existing models. Smart grid is an electric 
grid that bases its whole functionality on several factors with the aim of using renewable energy 
resources and reducing wasted energy to have a positive impact on the environment. 
2.1.1.6. Social Impact 
In order to proceed with our solution, we need to check if it will be accepted by society 
and the social impact it would have. Our solution is closely linked to a smart grid which is an 
electric grid that heavily relies on a two-way communication between the consumer and the 
supplier for proper functionality. This factor ensures a clear communication between the 
customer and the distributor/producer. Yet, this communication helps in saving an enormous 











2.1.2. Benchmarking Table 
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2.1.3. Benchmarking Study Analysis and Summary 
There are several existing solutions collected from scientific papers that have been 
evaluated using specific criteria. Moreover, the project evaluated using the same evaluation 
criteria and compared with the existing solutions for its performance and accuracy in predicting 
the electricity price. From the comparison tables above, it is clear that Bayesian clustering by 
dynamics (bcd) [23] and support vector (svm) [22] is the most similar model to the project. 
Where the svm is an algorithm that takes advantage of both regression or categorizing obstacles. 
The bcd aim is to have identical dynamics by categorizing the time sets into clusters. The 
advantage of using this technique is its high efficiency in learning and predicting, which makes it 
more suitable for epf. There are drawbacks of using this method, where the svm can have poor 
performance when the number of transing sets overtake the number of characteristics for each 
data. Therefore, it is not applicable for large numbers of data. The model has a mean value of 
6.08%. 
From the comparison table (Table 2.1), using deep recurrent neural networks (DRNN) to 
predict the electricity price forecasting for the day ahead can be another comparable solution. 
The deep recurrent neural network is an altered model of the entirely connected DRNN with self-
recurrent neurons layer. There are two types of DRNN that are applied to a control system, the 
first one is an identifier and the second is a controller. The identifier is a diagonal recurrent 
neural identifier (DRNI) and the controller is a diagonal recurrent neural controller (DRNC) [24]. 
Moreover, the system dynamic attitude can be apprehended using DRNN. Therefore, DRNN has 
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a fast learning rate because it involves both DRNI and DRNC. From the benchmarking tables, it 
is shown in Table 2.1 that the DRNN has a crucial potential of deep learning approach for future 
development. The doubt of using DRNN, that it requires a continuum of data to set initial 
conditions. Therefore, applying DRNN is crucial. The model has a mean value where taken for 
both months March and August which equals 5.63%. 
The ANN, ELM, SVA, and hybrid networks are also integrated in these existing 
solutions, these machine learning algorithms have a good efficiency and accuracy. These 
solutions have disadvantages that decrease their performance as hardware dependency, 
inapplicable attitude of the network, and error data can be detected because of using several 
hidden layers.  
 Comparing it with our solution, it is shown that integrating SVM and BCD is the most 
similar method to ours. Where this project uses GAN and reinforcement learning algorithms. In 
our project, the GAN is used for generating new data based on available data and the reinforcement 
produces the final prediction by taking the new data generated by GAN. 
2.2 Functional Modeling 
In this assignment, a functional structure of our project design will be developed. Due to 
the complexity of the project, using graphical representation techniques such as flow-charts and 
black boxes will aid us greatly as it allows us to visualize the different steps of our project. 
Furthermore, these graphical representations make it very easy to identify possible difficulties 
we might face in our project model and how to overcome them so that we do not run into them 
during the implementation stage. 
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2.1.2. Upper Level Functional Model: 
In the black box Figure 2.1, the system in the design project is a combination of Generative 
adversarial network and deep Q-learning. These are two types of reinforcement learning; they 
can increase the accuracy of the electricity price forecasting (EPF). Moreover, GAN collects 
data, increases the training set and the adaptability of the system. The data collected from GAN 
is used in Deep Q-learning to generate final predictions for the EPF. 
 
Figure 2.1 Black Box 
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2.1.3. Detailed Functional Modeling 
 
Figure 2.2 Architecture of the Project 
For the project design detailed functional model, the project will be broken down into four major 
stages. The stages are explained below: 
2.2.2.1. Stage a: Data Preprocessing and Feature engineering 
In the first stage, the information is processed with data cleaning, feature extraction, and 
feature selection. The real data is extracted, acquired, and goes through a series of data cleaning 
in order to have the input environment ready. 
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• Data acquisition: The collected data was based on data from energy prices from the New 
England Electricity market. 
• Data cleaning: Data cleaning or cleansing is the process of detecting and adjusting fault 
and inaccurate data from the acquired data. 
• Data augmentation: It is used in order to increase diversity of the acquired data without 
searching for extra data. Data augmentation is often used in training large applications of 
neural networks. Generative adversarial network operates in this sub-function where it 
consists of two networks: Generative network and discriminative network. 
• Data normalization: In order to enhance the integrity of the data, the data goes through data 
normalization which serves to set similar scales and ranges between the given feature data. 
Usually, it is not necessary in machine learning models or assignments [28]. 
• Dimensionality reduction: Is a technique used in reducing the data from a high-dimensional 
to low-dimensional, reducing the number of input variables in the dataset. 
• Feature selection: Also known as variable selection, is a technique used mostly in machine 
learning models in order to select specific and relevant features for a smart learning [25]. 
2.2.2.2. Stage b: Object Determination 
The dataset, more specifically: temperature, month, day, hour and load feature vectors are 
integrated into the object determination stage. This stage contains the problem formulation, where 
the data is split into training and testing. 
• Data Split/Hyper Parameters Optimization: This sub-function serves in machine learning 
by choosing optimal data in order to control the learning process. 
• Training/Validation/Testing Samples: Training samples are the actual samples used for the 
agent learning, validation samples are samples used to generate impartial and objective 
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judgement on the training set of the model, and testing samples are also generating 
impartial judgement of a training set of the final model. 
2.2.2.3. Stage c: Model Construction 
In this stage the trained and tested data is input to the Reinforcement learning technique in 
order to validate the output of the generative adversarial network and generate the final prediction. 
The reinforcement learning technique is called Deep Q-learning. Deep Q-learning is a type of 
machine learning that is based on an agent's states and actions. The agent starts by choosing 
arbitrary actions concerning its environment where it gets rewards or penalties specified to its 
actions. The programmer sets policies for the computer as rules to follow where these policies 
comprise rewards and penalties for artificial intelligence, depending on the actions performed. 
 
Figure 2.3 RL Construction 
2.2.2.4. Stage d: Evaluation 
The evaluation stage has three sub-functions: point forecast assessment, comparative study, 
and walk forward cross validation. 
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• Point forecast assessment: It is an assessment of point forecasting where methods are 
compared by means of an error measure or scoring function [26]. 
• Comparative study: The aim of the comparative study is to identify similarities and 
differences between the generated and input data [27]. 
• Walk forward cross validation: Cross validation is a technique used for taking two 
segments from the data, one for optimizing the system of the model and the other for 
validating. 
2.3 Detailed System Design  
Q-Learning is an RL Branch that deals with the same learning type in stimulating a specific 
environment through actions in different states. Q-learning dedicates its learning using a 
Mathematical Algorithm in which transmission from one state to another through a sequence of 
actions initiates a Q-value stored in a lookup table called: Q-table. Q-table is a table formed from 
the number of states and actions available in the environment (the rows and columns are often 
states and actions, respectively). The agent uses the Q-table for finding the maximum expected 
future rewards for actions in each state. Q-learning is used commonly in a game-like type of 











   
 STATES 
                                       ACTIONS 
Q(s,a) LEFT RIGHT UP DOWN 
0 0.9 0.5 -0.4 -0.3 
1 -0.1 0.115 0.322 0.5 
2 -0.2 0.225 -0.66 0.8 
3 -0.8 0.77 -1.12 1.67 
 
Table 2.2 is an example of a Q-table for a particular game where the agent has 4 states and can 
move in four different directions (left, right, up, and down). At the beginning of training the agent, 
the Q-table will be vacant from the Q-values. The values presented in Figure 1 are the Q-values at 
the end of the training, and as explained before, the agent uses this Q-table as a reference to play 
the game having the ultimate knowledge of playing it. For instance, if the agent in Table 2.2 was 
in state 2, it will know that the best action to take is to go DOWN, that is because moving DOWN 
from state 2 has given the agent a higher reward than the other three actions. 
2.3.1. Algorithm 
Q-learning uses a function to evaluate values in the Q-table. This function serves to 
calculate the Q-value, which is the input for the Q- table. The Algorithm works by using an old Q-
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value, learning rate, discount factor, and Q-estimate to calculate the New Q-value. The program 
stores and updates these Q-values into the Q-table. 
In this application, RL is used with Generative Adversarial Network to build Short a Term 
Electricity price forecasting model in a deregulated Electricity Market. RL is fed with data 
collected from the GAN-Based model and marks the final predictions compared to the real output. 
                     𝑄𝑛𝑒𝑤(𝑠𝑡, 𝑎𝑡) =  𝑄(𝑠𝑡, 𝑎𝑡) +  𝛼 ∗ { 𝑟𝑡 +  𝛾 ∗ max 𝑄(𝑠𝑡+1, 𝑎) −  𝑄(𝑠𝑡, 𝑎𝑡) }             (2) 
Q is the Q-value 
St and at are the state and action at a specific time respectively 
α is the learning rate 
rt is the reward at a specific time 
γ is the discount factor 
The proposed project will be broken down into seven major stages/steps. The first step of 
the project is to collect as much data as possible about the electricity market. The next step is to 
use this data as a dataset and generate new data of the market using a GAN based solution. Next, 
the reinforcement learning environment, states, actions, and rewards are going to be identified 
according to the EPF problem. After that, we are going to implement the system in a programming 
platform (Python), evaluate its performance, and compare it to other benchmarks.  
Finally, a Raspberry Pi computer is going to be used to implement the proposed model which will 
be tested with real data processing and reported in a scientific document.  
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In the proposed project, there already exists data sets of deregulated energy prices from 
2011 till 2018 along with their prices.  
In our solution, this data is going to be used as an input for the GAN, where the discriminator will 
train the given data while the generative network produces artificial data similar to this input data. 
The discriminator will then estimate the accuracy of the artificial data while the generator 
continues training from the output of the discriminator. This creates a loop between the two 
networks where one learns from the other. 
After implementing the first machine learning algorithm, the output data from the 
Generative Adversarial Network is fed to the Reinforcement learning technique (Q-learning), that 
serves to produce the final prediction.  
After feeding the data to Q-learning, an environment is created to facilitate the demands of the Q-
learning algorithm (States, Actions). The deregulated energy values in this data serves as an 
environment for this Machine learning technique. The environment is the reference for the agent 
in which the execution of the learning takes place. The last column in the data is the actual prices 
of the deregulated energy values consumed (DA_LMP). The number of states is the count of the 
different values of the actual cost, and the actions are an array with negative and positive values 
depending on the minimum and maximum cost values. After finding the average number (AVG), 
the minimum (Min), and the maximum number (Max) of the energy cost column, the actions array 
is created with successive integer values starting from {Min - AVG} ending with {Max - AVG}. 
Whereas, the average number of the cost values will serve as the initial state for the agent. For 
example, if the calculated average value is 8 units, and the minimum and the maximum cost values 
are 3 units and 12 units respectively. Thus, the actions array will be generated as follows: {-5, -4, 
-3, -2, -1, 0, 1, 2, 3, 4}, and the initial state of the agent is 8. The whole purpose behind this reach 
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is to pave the way for the agent to take a series of actions and get rewarded or penalized on his 
actions. After starting in the initial state, the agent takes a series of random actions that are valued 
by the Q-learning algorithm and stored in the Q-table. 
2.4 Analysis of the program code 
The program code was implemented on google colab for the software has the libraries 
needed and it gives a better editing access to all the group members. The code started by 
importing the needed packages like pycaret, Keras, scikit-learn, sklearn, and Pytorch. After that, 
from these packages, we imported almost every library that we could use in order just to avoid 
programming errors. 
Moving on with the program code, we imported the database for our project. The 
experimental settings mainly use the ISO New England incorporation (ISO-NE) dataset. The 
ISO-NE is non-profit incorporation to manage day-to-day operations with more than 200 market 
participants in New England. The database can be downloaded on open sources in [32]. 
After Importing the database, the csv file, and reading the csv file, we move on to data 
preprocessing. In Machine Learning models, data preprocessing is when the data is transformed, 
to ensure a better understanding for the Algorithm. In other words, it is used to let the model 




Figure 2.4 Data Preprocessing 
Moving forward with the code, from sklearn.model_selection we have selected the 
number of training hours and we split the data into input and outputs. After implementing the 
train, value, and test arrays into x and y, we set the train ration, the validation ratio, and the test 
ratio to 0.75, 0.15, and 0.10 respectively. This illustrates that the training is 75% of the entire 
dataset, the test and the validation are 10% and 15% respectively of the initial dataset. We also 
reshaped the input X training, testing, and validation. The next step is model construction. 
Furthermore, we began to train the model through model.fit, where we use Epoch for the 
iterations. Each Epoch takes around 4 to 6 seconds to train, and we choose the model to go 
through 100 Epochs. The training estimation time was 500 seconds which is around 9 minutes. It 
works by saving the validation loss from each iteration into the checkpoint, and using the new 
value to the next iteration. The model started at Epoch 0 with a loss of 389.7387 to 2.2459 at 





Figure 2.5 First Five Epochs of the iteration 
Functional Prototyping, Testing, Troubleshooting, and Experimental Results. We have 
implemented the model on Google Colab. The experimental results are shown in the figures 
below: 
 




Figure 2.7 Prediction Error Experimental Result 
 
Figure 2.8 LMP Prediction Experimental Graph 
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Regarding the score evaluation, in regression tasks, Root Mean Square Error (RMSE), 
Mean Absolute Error (MAE), and Mean Absolute Percentage Error (MAPE) are commonly used 
metrics for ML models assessment. The RMSE represents the sample standard deviation of the 
differences between predicted values and observed values.  The MAE is a linear score which 
means that all the individual differences are weighted equally in the average. MAPE is the mean 
















3.1. Analysis and Evaluation 
The goal of the functional modeling is to implement the project design by identifying the 
input, system, and output. Therefore, to have a clear visualization of the project a black box and 
detailed functional model are introduced. The detailed functional model of the project shown in 
Fig.2, determined all the stages/steps needed for the project to achieve its main objective. The 
main objective of the proposed project is to integrate two machine learning methods to achieve an 
accurate electricity price forecasting (EPF). There are four main stages for the project, which are 
data processing and feature engineering, object determination, model construction, and lastly 
evaluation. These stages are identified carefully to have an accurate EPF which is our project. 
At the start of this assignment, we set up a clear model of what input was needed in order 
to end up with the required output which was the EPF. The project can be broken down into four 
main stages. In the first stage, we have to acquire the data which will be cleaned and processed. 
Next, we will augment this data by using the Generative Adversarial Network. After that we will 
normalize the data produced by the Generative Adversarial Network and follow up with reducing 
the dimensions and performing the feature selection. In the following stage, we will split the data 
into three main groups: training samples, validation samples, and testing samples. In the third 
stage, we will construct the reinforcement learning model and feed the training and validation 
samples to the model. Finally, in the evaluation stage, we will evaluate our results using point 
forecast assessment, comparative study, and walk forward cross validation.   
By completing this assignment and breaking down our project into these stages, we can 
know more about the specifics in each part of the project. For example, in stage a, when looking 
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at it in general, it can be summarized as making sure the data is ready to be inputted into our model 
however by breaking it down into stages, we can see that it is more complicated than that. We first 
have to acquire/clean/augment/normalize the data. After that, we apply dimensional reduction to 
the data and finally, apply feature selecting. All of these stages were explained and we now have 
a better idea of exactly how to proceed in order to make the data ready for inputting. Similarly, in 
stage b, in general we are splitting the data however by completing this assignment, we know that 
we have to split them optimally using hyper parameters into three separate samples. In stage c, we 
broke down our model and showed how it will be constructed and how the Deep Q-learning 
technique will function and learn. Finally, we broke down the evaluation stage into its three sub 
functions: point forecast assessment, comparative study, and walk forward class validation. By 
completing this assignment and breaking down all these stages into separate tasks, we now know 
exactly what procedures to take and how to implement them in this project. 
3.2. Technical Standards and Constraints  
Using machine learning has several advantages that brings our project the efficiency needed to 
satisfy our results. Our group has studied the technical standards and constraints, where it has been 
found that there are some risks and constraints that need to be taken into consideration. On one 
hand, concerning the technical standards, constraints, and risks. The GANs go into details of data 
and can easily interpret into different versions so it is helpful in doing machine learning work. On 
the other hand, it has some common disadvantages, like for example it is hard to train where you 
need to provide different types of data continuously to check if it works accurately or not. The 
generating results from text or speech is very complex under GAN [31].  
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In Deep reinforcement learning, we found out in our research that an RL model is likely to have 
an unexpected behavior once deployed. Also, the RL sometimes can lead to an overload of states, 
and that is due to the state-action algorithm of Deep Q-learning. 
Working on tackling these constraints, our project uses Deep Q-learning which is one of the best 
machine learning techniques and that is due it visualizes the process within a table which is 
accessible by the user. This table is called Q-table, shown above in Table 2.2. Moreover, GAN has 
proven that such risks can be overcome by several programming approaches that are available 







To conclude, the electricity statistical methods which are used by the electricity market 
influencers, conducted that sometimes it loses the sight of relevance on the vulnerability of the 
Electricity Price Forecasting models to the uncertain real-time domain. Therefore, Generative 
Adversarial Network (GAN) is a type of machine learning which is used to increase the training 
set, increase the adaptability of forecasting systems, and to collect data. The data that are used 
are collected from a real electricity market. Using deep Q learning, the data that have been 
collected will be generated as predictions. So, the new data is generated from the original dataset 
using GAN. By identifying the reinforcement learning environment, actions, states, and rewards 
according to the Electricity Price Forecasting dilemma the system will be programmed and 
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