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We discuss hyperbolic systems of nonlinear conservation laws in one space 
variable, for which a convex entropy function exists but which satisfy a structural 
assumption weaker than that of genuine nonlinearity in the !arge. Our principal 
result is an existence theorem in the large for the Riemann problem for such 
systems, extendng a previous result for the genuinely nonlinear case. In the present 
framework, our strongest assumption is equivalent to the statement that any 
(k - 1 )-shock with a given state u on the right travels more slowly than any k-shock 
with the same state u on the left. I f  this fails, then entropy solutions of the Riemann 
problem can suddenly disappear as the data is perturbed. We also include some 
partial results on the viscous profile problem for such systems. 0 1988 Academic 
Press, Inc 
I. INTRODUCTION 
Nonlinear systems of conservation laws for which a strictly convex 
entropy function exists are necessarily hyperbolic, and can always be 
written in generalized symmetric form [ 141 
4’(u), + V(u), = 0. (1.1) 
In (Ll), x E 52, t > 0 are the independent variables; the solution u is an 
n-vector function of x, t; and 4, $ are smooth scalar functions of U, with 4 
strictly convex (upwards). Primes denote differentiation with respect to U. 
Transformation to the form (1.1) involves only a change of dependent 
variable, and hence these systems are equivalent, even for weak solutions, 
to those in the standard form [14]. It is well known that strong solutions 
of the Cauchy problem for such systems do not exist in general, at least for 
more than a short time; the existence and uniqueness of weak solutions are 
in general open questions. 
Our principal result is an existence theorem in the large, for arbitrary 
(finite) n, for the Riemann problem for such systems which satisfy a struc- 
tural assumption weaker than that of genuine nonlinearity in the large. We 
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also make some comments on the viscous profile problem for such systems. 
These two problems, of course, have played a central role in the develop- 
ment of the theory of shock waves for many years [6,9] and numerous 
results are known for systems with various properties. For the case of pairs 
of equations, n = 2, existence and uniqueness results for the Riemann 
problem are found, for example, in [4, 10, 11, 191 and for the viscous 
profile problem in [ 1, 121. For systems of higher dimension in the small, 
the Riemann problem is solved uniquely in [9]; the viscous profile 
problem is discussed in [3, 5, 81. More recently, topological methods have 
been introduced in the study of these problems [2, 171. Using such 
methods, existence theorems in the large for n > 2 were obtained for the 
viscous profile problem in [ 151 and for the Riemann problem in [ 161. 
Both of these results, however, assume that the system (1.1) is genuinely 
nonlinear in the large, in the sense of [13]. (This condition is also brielfy 
mentioned in [6], but does not appear to have been pursued.) Some 
systems in the large, not satisfying a genuine nonlinearity assumption, are 
also discussed in [l 11. The present discussion, therefore, is an attempt to 
extend the results of [ 11, 15, 161 to a larger class of systems. We note that 
for n > 2, uniqueness in the large cannot be expected in general for the 
viscous profile problem [7]. The example of [18] suggests that some 
additional assumptions are also likely needed for uniqueness of the solution 
of the Riemann problem. 
The systems we consider are required to be strictly hyperbolic, i.e., at 
each point u0 E [w”, the eigenvalues or characteristic speeds Aj(uO), j = 1, . . . . n 
satisfying 
are real and distinct. We do not assume genuine nonlinearity in the sense of 
Lax [9], but we do assume that for any j= 1, . . . . n, the scalar function 
rj(u) . A,;(u) vanishes only on a finite union of distinct, smooth n - 1 
manifolds denoted by Mj, j= 1, . . . . n. Degenerate fields are not considered 
here; indeed we assume that 
For each j= 1, . . . . n, u E Mj, there is a nonzero directional 
derivative of 2, at the point u, in the direction rj(u), of some 
finite order. (1.3) 
Our other assumptions are more complicated. Two states uO, u1 can be 
connected by a discontinuity of speed s = s(u,,, ul) if and only if they satisfy 
the Rankine-Hugoniot relation R(u,, u, , s) = 0, where 
wu,, u1, s) = 6(h) - $‘(u,) - 44’(%) - d’(u,)). (1.4) 
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In (1.4) s is a scalar and R an n-vector. In the case R(u,, ul, s) = 0, a single 
discontinuity propagating with speed s, with u0 on one side and u1 on the 
other, is a weak solution of (1.1). 
Let T(u,,) = {u 1 R( u, u,,, s(u, u,J) = 0 for some scalar s( u, u,) }. From 
(1.4) and the convexity of 4, it follows that this value of s is unique. It is 
well known that the portion of T(u,) sufficiently close to u0 is the union of 
2n l-manifolds. Each such manifold is a solution of the equation 
(V(u) - 4% %I) d”(u)) G = S(4’(u) - 4’(%)), (1.5) 
obtained by differentiating R(u, uO, s(u, uO)) = 0, where dots denote dif- 
ferentiation along the manifold. Let r,+ (uO) be the orbit in u-space obtained 
as the solution of (1.5) with initial values s(O) =I,(u,), C(O)= &rk(uO), 
parametrized in q, q 2 0, u(0) = u,,, and normalized so that (ti( = 1. Suf- 
ficiently close to uO, such solutions clearly exist, and 
~(&I)= 0 rk(uo); (1.6) 
k=l 
we assume that (1.6) holds globally, i.e., there are no other solutions 
of R(u,, u, s) = 0. Here and below we use the notation T,(u,) = 
T,+(u,) u r; (uO). The above assumptions have also been discussed by Liu 
[lo, 111. 
Our final assumptions concern what happens when the speed of a dis- 
continuiuty becomes characteristic, i.e., R(u,,, ul, s) = 0, s = Ai for some 
j. We shall refer to such a point u1 as a characteristic point in T(u,). 
Hereafter we assume the following: 
then rj(u1). (#‘(Al) - $‘(u,)) #O. (1.7) 
From (1.7) it follows that whenever the symmetric matrix on the left 
side of (1.5) becomes singular, the right side of (1.5) is not in its range, for 
S # 0. Thus at such points u, the solution of (1.5) can be uniquely con- 
tinued continuously, taking S(u,) = 0 and ti(u,) = rj(ul) (or -rj(ul)). Thus 
the solutions of (1.5) can be smoothly continued until u + 00 or u(q) = u,, 
for some q > 0. In this latter case we consider the solution terminated at 
this return to the original point uO. 
In fact we assume that (1.7) holds in a somewhat stronger form. 
At such a point uI Erk(u,), s(u,,, ui) = Ai from (1.5) we will have 
rj(u,) parallel to rk(u,). Orient rj(ul) so that it points in the direction 
initially away from ZQ,, i.e., in the direction of increasing q as described 
above. Then we require that 
rj(ul). (4’(Ui) - 4’(h)) >O, for all u1 E Qu,), s(uO, ul) = ;li(u,). (1.8) 
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From (1.5), we see that in this case 
~(u,)=+A (1.9) 
where dots indicate derivatives with respect to q (here and below) with the 
curves f,+ (uO) parametrized as described above. Combining (1.8), (1.9), we 
have, equivalent to (1.8), 
at u=u,, R(u,,u,,ii(~,))=O. (1.10) 
Some explanation of the assumptions (1.7), (1.10) is obviously in order. 
We lirst note that these assumptions are considerably weaker than that of 
genuine nonlinearity in the large [ 131, which requires that there be no 
points ug, u, such that R(u,, u,, ii( =O. The assumption (1.7) is made 
so that the manifolds f: (uO) can be uniquely continued, i.e., without bifur- 
cation phenomena, at points where the speed becomes characteristic. The 
assumption (1.10) is true for all points u E /‘(uO) sufficiently close to uO, In 
alddition, it it is true in the large, in the genuinely nonlinear case, at least 
on the manifolds f; (uO) and I-,, (uO) (where the + signs here denote the 
direction in which s varies). For u E I’; (u,), assuming genuine nonlinearity 
for the moment. we have 
~,(U”)<.~(UO,U,)<~,(U,), s > 0. (1.11) 
Using ( 1.2), (1.11) and the convexity of 4, it follows that the symmetric 
matrix $“(u)-s(uO, u) 4”(u) is positive definite; thus taking the scalar 
product of ( 1.5) with ti and again using ( 1.11) and ( 1.9) we recover the 
inequality (1.8) or (1.10). Stronger assumptions implying (1.8) or (1.10) 
were made in [ 111. 
The quadratic part of 4 at uO, as appearing in (l.lO), is obviously non- 
negative and zero only for u = uO. It is equivalent to the quadratic part of 
the entropy function (1. In these variables [ 143 the entropy U = u .i’ - 4, 
and 4 convex in u is equivalent to U convex in w = 4’; furthermore 
u = grad.. U so 4 = w* . U,,. - (1. Replacing 4, d’, and u, we easily obtain 
~(U)-~(U~)-(U-uUg)~~‘(U~)=(W-wWg)~u,.(H’)-u(W)+U(W~), (1.12) 
An alternative, equivalent statement of the assumption (1.8) is given in 
Section 2 below. 
We conclude this section with a brief description of the following dis- 
cussion. In the following section, we show that the manifolds f,‘(z+,) are 
distinct and generally well-behaved. The key step is to show that if 
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u1 E f,(u,) and s(u,,, ur) = &(u,), then j= k. This was one of the major 
assumptions in [ 111. This result also has important implications for the 
viscous profile problem, as it implies that the Morse indices of any two 
points which can be connected by a physical discontinuity, satisfying Liu’s 
generalization of the Oleinik entropy condition [ 10, 11, 201, differ by 
exactly one. In Section 3, we discuss the entropy condition, showing that 
the entropy conditions from the left and right are equivalent, and that the 
discontinuities associated with so-called k-waves satisfy this condition. The 
existence theorem for the Riemann problem is given in Section 5. The 
results of Section 3 and 5 are similar to those obtained by Liu [ 10, 1 l] for 
the systems being considered. However, most of the methods used, as well 
as the assumptions made, differ considerably. In particular the existence 
theorem for the Riemann problem is obtained by an application of 
topological degree, directly extending the result of [ 161. In Section 6, we 
discuss the viscous profile problem, giving a much simplified existence 
proof in the genuinely nonlinear case and obtaining some partial results for 
the present case. 
II. MANIFOLDS OF STATES CONNECTED TO A GIVEN POINT 
Here we discuss the structure of the set T(u,), the set of points which can 
be connected to a fixed point u0 by a single discontinuity. We note that 
several of these results have been previously obtained for pairs of equations 
under various hypotheses [lo] and extended to systems of higher dimen- 
sion in [ 111. In the case where the system (1.1) is genuinely nonlinear in 
the large, all of these results are known (or become vacuous) [ 13-151. 
Our results are presented as a series of lemmas, with a summarizing 
theorem at the conclusion. 
LEMMA 2.1. Let u1 Ed, including the case u1 =u,,, with s(uO, u,)= 
ii( so that (from (1.5)) ti(u,)=ri(u,), andS(u,)=O (unless u,=z+,,from 
(1.7)). Then ij(ul) = rj(ul) .;l,l(u,) and 
~j(U1)rj(u~)~~"(U~)rj(U1)~2~(U1)rj(U1)~~"(u~)rj(U~) 
+ s’(u,)li(u,).(~‘(u,)-~‘(u,)). (2.1) 
If, in addition, ri(u,). AJu,) = 0, then 
Ij(u,) = rj(ul) -AJ(ul) rj(u,) 
and 
(2.2) 
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In (2.1)-(2.3) above, dots denote differentiation along the manifold of 
T(u,), i.e., with respect to q (one-sided derivatives in the case u, = u,,) and 
primes are derivatives with respect to u. 
Proof The proofs of (2.1) and (2.3) are standard, taking the first and 
second derivatives of (1.2) and (1.5) with respect to q, inner products of the 
results with rj(ul), and comparing the results, making the straightforward 
substitutions. As this is a very well known technique, the details are 
omitted. 
LEMMA 2.2. Let u, ED’: with Iu, - u,,I sufficiently small. Then 
u0 E f,i (u, ) (assuming rk directed continuously in a neighborhood of uO) and 
Proof In the case rk(uO) .&(u,,) #O, this result is classical [9]. For 
rk(uO). n;(u,) = 0, we differentiate the Rankine-Hugoniot relation (1.5) and 
the eigenvalue equation (1.2) repeatedly, until the first directional 
derivative 1’“‘(u,) #O is obtained, using (1.3), as in obtaining (2.1) and 
(2.3). Then 9(u,) = s’(u,) = . . . = s (m ‘I( uO) = 0, but P)( uO) = A’“‘( u,,)/ 
(m+ 1). 
Moving u1 along J’:(uJ, we have simply by continuity 
LEMMA 2.3. Zf u1 E~~(u,,), then uo~rk(ul). 
The next two lemmas deal with what happens when the speed of a 
discontinuity becomes characteristic. This is, of course, the essential feature 
of the lack of global genuine nonlinearity. 
LEMMA 2.4. Let u, E T(u,)\ {uO} with S(u,) = 0 so s(uO, u,) = &(u,) for 
some k. Then for u E f(u,) suf$ciently close (but not equal) to u, , S(u) # 0. 
Along r(u,), 2, - s changes sign at u, tf and only tf s(uO, +) has a local 
extremum value at u,. Ifs(t+,, .) d oes not have a local extremum at ul, then 
rk(u,) .A;(u,) = 0. 
Proof: The first statement follows from the assumption (1.3), by the 
same argument used to prove Lemma 2.2. The third statement is immediate 
from (2.1), as S(u,) = s’(u,) = 0 implies ;Z,(u,) = 0. 
Let B,(u,) be an open ball in u-space of radius 6 (6 > 0 small) centered 
at ul. For Is - s(u,,, u,)l sufficiently small d(s) = deg(R(u,, ., s), Bb(u,), 0) is 
defined and independent of s. Suppose first that s(z+,, .) has a local 
extremum at ul, a minimum for definiteness. Then d(s) = 0, for there are no 
solutions of I?(#,,, u, s) =0 for S=S(Q, ur)-0 within B,(u,). For 
s = s(u,,, ur) + 0, there are two solutions u of R(u,, u, s) = 0 within B6(u1); 
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using the assumption of strict hyperbolicity, the fixed point index of each of 
these is (-l)k if n,(u)<~(u~,u) and (-l)k-l if l,(u)>s(uO,u). As the 
indices of these two points must add to d(s) = 0, we see that &(u) - s(uO, u) 
must change sign at u, , as u moves on ZJu,). 
If s(uO, .) does not have an extremum point at ui, then there is one 
solution of R(u,, u, s) =0 within B,(u,) for each Is-s(u,,, u,)l sufficiently 
small. The fixed point index of this solution is as above, and as it is equal 
to d(s), it cannot change as s-s(uO, ui) changes sign. Therefore in this 
case, n,(u) -s(uO, u) cannot change sign as u moves through u, 
along r( ~4~). 
LEMMA 2.5. Let u, E T,(u,)\ {q,} with s(q,, u,) = lj(ul). Then j= k. 
Furthermore, for all u E rk(u,,), s(uO, u) #A,(u), 
S(u) < 00 Mu) < 4% u) < &+1(u), (2.5a) 
s(u)>ooI,~,(u)<s(u,,u)<I,(u). (2Sb) 
ProojI Using Lemmas 2.1 and 2.2, it follows that (2.5) holds for 
u E rk(uO) sufficiently close to uO. Move u along T,(u,) to the first point ul, 
such that S=O, so that s(u,,, ui) =lj(ul) for some j. For definiteness, say 
s( ., uO) decreases between u0 and u ,; thus by continuity (2.5a) holds in this 
interval. (The case of s increasing is, of course, entirely similar.) Thus by 
strict hyperbolicity j= k or j = k + 1; we claim that j= k. The proof is 
briefly deferred. If u, is a local minimum point for s( ., u,), then from 
Lemma 2.4, immediately after u, , 9 > 0 and (2.5b) holds. If ui is not a local 
minimum, again from Lemma 2.4, S < 0 and (2.5a) holds. The argument 
continues by induction, moving u to the next point at which S = 0, etc. 
Proof of Claim. First consider the case in which u, is not a local 
minimum for s( ., uO). Then from Lemma 2.4, ri(u, ) . ,Ij(uI ) = 0. 
As above, let B,(u,) be an open ball in u-space of radius S centered at u, , 
S small enough that u0$B6(u,). Within B,(u,), we can smoothly perturb 
the functions 4, II/, so that (1.3), (1.6), (1.8) remain satisfied, &(u,), @‘(u,), 
&‘(u,), @‘(u,) are unaffected, but rj(u,).Aj(ul) becomes equal to E, J&l #O 
but sufficiently small. Thus u1 remains in rk(uO), and s(uO, u,), Iz/(ui), S(u,) 
are all unchanged. We can keep u1 the first point in T,(u,) where S = 0, but 
as u, was not an extremum point for s(uO, .) before the perturbation, it is 
clear that there will be at least one additional such point nearby, depending 
on the value of E. 
Again using the assumption of strict hyperbolicity, it is clear that the 
intergers j, k will not be changed by such a perturbation. But as 
rj(u, ) . ~Ju,) is now not zero, by Lemma 2.4 the point u, is now a local 
extremum point for s(uO, .), so it suffices to prove the claim for this case. 
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Thus hereafter we assume that u1 is a local minimum point for s(uO, . ) 
along r,( ~4~). 
Choose two points up, u, E T,(Q) close to u1, with u- between u0 and 
u1 in T,(u,) and u+ outside this interval, such that 
4% u-)=~~u,, u+)=s(uo, u,)+d (2.6) 
for some small positive 6. Thus R( u _ , u + , s( u,,, u ~ )) = 0, u * E r( u r ), and 
s(u- , u, ) = s(uO, u- ). We consider the viscous profile problem, for an 
orbit between the two critical points u- , u + , for the system 
du 
A(u)-==‘(u)-Il/‘(u-)-S(U-,U+)(~‘(U)--’(U~)), 
dx 
-co<<<<, 
(2.7) 
where A is a uniformly inverse bounded, positive definite “viscosity 
matrix.” The two critical points u _, u + are nondegenerate (for sufftciently 
small 6). Simply counting eigenvalues, using (1.2), (2.5), (2.7), we see that 
the Morse index of u- is n-k. We know that s(uO, ul) = Aj(u,), with j= k 
or j = k + 1. Using Lemma 2.4, if j = k the Morse index of u + is n - k + 1; if 
j=k+ 1, the Morse index of u, is n-k-l. 
Either by direct methods, e.g., [S], or by appeal to an argument based 
on the Conley index, e.g., [2, 171, it is readily shown that such an orbit 
does indeed exist, with the critical point of higher Morse index as its a-limit 
point and that of the lower Morse index as the o-limit point, as expected. 
The question, therefore, is which way the orbit goes. 
The right side of (2.7) is a gradient; thus there exists a Lyapunov 
function for the system (2.7), 
A(u)=~(u)-fj(u-)-(u-#-)~1(/‘(u~)-s(u-,u+) 
x (~(u)--(u~)-(u--u).~‘(u-)), (2.8) 
nondecreasing along solutions of (2.7). The difference n(u + ) - .4(u ~ ) is 
precisely the negative of the entropy change associated with a discontinuity 
between u- and u +, propagating with speed s(u-, u,) [14, 151, with u- 
on the left and u + on the right. Using the fact that u + and up can both be 
connected to u0 with the same speed S(K) u + ), we obtain, using [ 14, 151 
fl(u+)-A(up)=A(u+)-A(u,)-(A(c)-A(u,)) 
=- s ‘+ c~(u)-~(u~)-(u--~).~‘(u~)I 4 (2.9) u- 
where the Riemann-Stieltjes integral in (2.9) is along the path I’,(u,) from 
u- to u,. Along this path, s first decreases from s(uO, u- ) = s(u _ , u + ) to 
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s(u,,, ui) and then increases from s(z+,, ur) back to S(U-, u+), i.e., 
j;~ ds = 0. But from (1.10) we see that the expression in brackets in (2.9) is 
strictly increasing in this interval-this is the essential use of the hypothesis 
(1.8). Thus A(u+)<A(u_); the orbit can only go from U, to U-, so U+ 
must have the higher Morse index; thus j = k, not k + 1, and the proof is 
complete. 
In the following, we also use the notation 
4~!f(uo)) = {s(u, %I)? u E rk(%)l. (2.10) 
CoR0LLARY 1. ‘J(r,(%)) = (A,- I(%), he+ I(%)). 
Proof. Suppose not, then by continuity we have a point U, E rk(uO), 
s(uO, ul) = Aj( u,), j # k. But from Lemma 2.3, u0 E rk(ul), so interchanging 
u0 and ui we have a contradiction with Lemma 2.5. 
COROLLARY 2. Let u1 E~~(z+,), with s(u,,, ul) #I,(u,) or &(u,). Then 
the Morse indices of uO, uI, for the viscous profile equation (2.7), are equal 
or differ by one. Specifically, the Morse indices differ by one (zero) if 
(s(uo, #I) - ~/r(%l)NS(~,~ #I) - &Au,)) < 0 (>O). (2.11) 
This is straightforward from Lemma 2.5. Only in the case of Morse 
indices differing by one does the discontinuity have a chance to satisfy the 
entropy condition [ 111. 
COROLLARY 3. No two of the 2n l-manifolds r:(uO), k = 1, . . . . n, can 
coincide. 
Proof If one of the manifolds from r,(u,) coincides with one from 
r,- 1(~,,), then from Lemma 2.1 and a continuity argument we see that 
there are at least two points, u,, USE r,(u,)nf,_,(u,)\ {uO}, where 
s(uO, u,) = &- ,(u,), s(uO, u2) = Ak(uz). These are contradictions with 
Lemma 2.5. If T,+(u,) were to coincide with ri(z+,), then we again obain a 
contradiction with Lemma 2.2, using Lemmas 2.4, 2.5, and a continuity 
argument. 
By uniqueness of the solution of (1.5) for u # uO, these manifolds rz (uO) 
cannot cross each other, so they are completely disjoint, except for the 
point uO. 
LEMMA 2.6. Let u1 E~~(u,,), u2~I’,JuO) with s(uO, ul) =s(uO, u2). Then 
j = k, i.e., o(Tj(u,)) and a(r,(u,)) are disjoint for j # k. 
Proof: Suppose not, then without loss of generality, in view of 
Corollaries 1 and 3 of Lemma 2.5, we set j= k - 1 and A,- 1(~0) < s < 
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I,(uO) where (in this proof only) s = S(Q, u,) = s(u,,, uz). From Lemma 2.5, 
either 
L,(U,)2S (2.12) 
or else $u, ) < 0, and we can find ii, E r, ~ i(u,J between u. and U, with 
s(uo, ii, ) = s and & _ , (fi, ) > s. Therefore we assume that (2.12) holds, and 
similarly, 
i,(u*) <s. (2.13) 
Now R(u,, u2, s) = 0, and in view of Corollary 1 of Lemma 2.5, only the 
fields k or k - 1 are possible. If ui E rk(ul), from (2.12) we see that there is 
a point u E T,(u,) between u2 and U, with s(u2, U) = A,- i(u), in contradic- 
tion with Lemma 2.5. For ui E r,- ,(+), from Lemma 2.3 we have 
u*E~~-,(u~); then from (2.13), there is a point u~J’,_,(u,) between U, 
and u2 with s(ui, U) = n,(u), again contradicting Lemma 2.5. 
Remark. Thus if u. and s are specified, u1 ~T(r.4~) such that 
R(u,, u,, s) = 0 is not uniquely determined but k such that U, E T,(u,) is. 
(Of course there may not be such a point u,, i.e., a solution of 
R(u,, ui, s) = 0.) This is in contrast to the genuinely nonlinear case, one 
equivalent formulation of which [ 14, 151 is that for given u. and s, there is 
at most one U, such that R(u,, ul, s) = 0. 
A converse statement of Lemma 2.6 also holds. 
LEMMA 2.7. Suppose that a system of the form (1.1) with q5 strictly con- 
oex satisfies (1.3) and (1.6), and in addition a(r,(~,))na(T~+,(u,))=fa 
for all u. and for all k = 1, . . . . n - 1. Then the system also satisfies 
(l.S~(l.10). 
Proof: Suppose (1.8) fails, then the proof of Lemma 2.5 shows that 
there exists u1 E rk(u,,), S(Q, u,) = &* i(u,). Thus by Lemma 2.3, 
USE f,(u,)) so g(Tk(ul)) includes I,+i(u,) or &-,(~i), and either 
a(r,(u,))no(T,+,(u,)) contains at least the point &+i(~,) or else 
o(r,(u,))n a(T,_,(ui)) contains the point AkP,(u,). (Indeed, if the point 
U, where (1.8) fails is a local extremum for s( ., uo), then the intersection is 
necessarily more than a single point, for then rk+,(U1) .&+i(ui) #0) and 
(A,, ,(ui) - e, Akk i(u,) + E) c a(r,, ,(ui)) for E > 0 sulliciently small). 
LEMMA 2.8. The manifolds T:(uO) are not bounded, i.e., for 
dv)E C(UO), Mv)l + 00 as 17 --) 00. 
ProojI Suppose not, i.e., suppose there exists a sequence {vi} + co such 
that u(tli), s(Vi) satisfy R(d~i), ~0, s(lIi)) = 0, 4~i) E r$(~o), ldVi)l G ~4. 
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Then by the convexity of 4, the s(q,) are also bounded, so the sequence 
(uh)~ sh) 1 has an accumulation point (ul, 3,). By continuity 
R(u, , u,,, s1 ) = 0, u1 E f(u,). But using Corollary 3 of Lemma 2.5, this is a 
contradiction with (1.6). 
Our results are summarized as follows: 
THEOREM 2.9. The manifolds rk+(u,,), r;(uO), k = 1, . . . . n are distinct, 
except for the point uO, and unbounded, extending to infinity in u-space. The 
intervals a(r,(u,)), k = 1, . . . . n are distinct; this statement is in fact 
equivalent to the assumption (1.8). For u,~T,(u,), A,-,(u,)<s(uO,uI)< 
A,,,(u,), and the relation between Ak(u,) and s(u,,, u,) is given by (2.5). 
Finally, the Morse indices of uO, u,, when defined, in the viscous profile 
problem (2.7), differ by zero or one, as specified in (2.11). 
III. THE ENTROPY CONDITION 
Before proceeding to an existence theorem for the Riemann problem, we 
need to resolve two questions related to the entropy condition to be used. 
In [ 10, 11, 201, Liu develops an extension of the classical Oleinik condition 
for single equations. Liu’s condition is as follows: 
(3.1) A discontinuity between up on the left and U, on the right is 
admissible if and only if there is no point u E f(u- ) between up and u + 
such that s(u-, u)<s(K, u+). 
The condition (3.1) clearly can be viewed as a stability condition for dis- 
continuities, on the left. Equally well, we can propose such a condition on 
the right. 
(3.2) A discontinuity between up on the left and U, on the right is 
admissible if and only if there is no point u E T(u+) between U- and U, 
such that s(u, U+)BS(K, u+). 
The conditions (3.1), (3.2) are equivalent for the systems considered in 
[lo, 111; for the present systems a theorem to this effect is given below. 
This will then be the adopted entropy condition. 
We also consider here the sets of points which can be connected to a 
given point u0 by k-mixed waves 7: (u,), YF (u,), k = 1, . . . . n, as done in 
[ 10, 111. Each of the y+$(uO) is a continuous curve with one endpoint at uO, 
such that for u E y; (u,), there exists a single-valued similarity solution of 
(1.1) connecting u0 and U, with u0 on the left and u on the right. This 
similarity solution consists only of k-rarefraction waves and discontinuities 
in field k. An explicit construction of these curves is given in [ 111; this con- 
struction is also valid for the systems discussed here, and so will not be 
repeated. Of course the discontinuitis so obtained are supposed to satisfy 
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the entropy condition; a theorem that they indeed do so is the second prin- 
cipal result of this section. These k-mixed waves rplace single k-shocks and 
k-rarefraction waves in the construction of the solution of the Riemann 
problem, when genuine nonlinearity does not apply [lo, 111. 
These results depend on obtaining a linear ordering of sets of points 
which can all be connected with the same speed. Let u0 be an arbitrary 
fixed point, fix k and consider the set 
S/Au,) = {u E rk(uo), duo, u) = &(uo)j\ {uo). (3.3) 
We arbitrarily fix the orientation of rk(+,), so that r; (uO) and r,- (uO) 
are unambiguous. Now we distinguish r:(u), r,-(u) for each u E S,(u,), 
based on the orientation of rk(uO). (In the discussion below, when such 
results are needed there is always such a characteristic point u,,). For each 
u E Sk(uO), one of the two manifolds in r,Ju), say F, includes the point u,; 
the other does not. Since s(uO, U) = A,(u,), 7( is parallel or antiparallel to 
r,Ju,,) at u,,. We identify r as rz ( U) (respectively r,- (u)) if p is parallel 
(respectively antiparallel) to rk(UO) at uO, equivalently ti(uO) = rk(uO) 
(respectively ti(uO) = -rk(uO)). From (1.8), we see that equivalently (see 
Fig. 1) 
rk(Uo). W(U,) - d’(4) > 0 ( -W for u. E r,+ (au0 E m4), u E WU,). 
(3.4) 
The set Sk(uO) can now be linearly ordered, in the following sense. 
LEMMA 3.1. Suppose that rz (uo) successively crosses the points 
UI 9 u2 2 ..-, E Sk(uO), and r,- (uo) successively crosses u ~ 1, u P2, . . . E Sk(uO). 
Then for any integer m > 0 (m < 0), the manifold r,-(u,)(I’,f (u,)) suc- 
cessively crosses the point u, _, , u, _ 2, . . . . u 1, uo, u _, , . . . . (u, + 1, u, + 2, . ..) 
and no other points u with the speed s(u,, u) = I,(u,) (see Figs. 2 and 3). 
Lemma 3.1 is proved by a homotopy of (1.5); the proof is tedious and is 
deferred to Section 4. 
FIG. 1. u,, E r,+ (u). u E Sk(uo) (figure is in u-space). 
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FIG. 2. Ordering of Sk(uO) 
In the proofs of the theorems below, we shall use Lemma 3.1 in the 
following forms: 
COROLLARY 1. For u E S,(U,), u E f; (u,,) if and only if u,, E r$ (u). 
COROLLARY 2. Let u,, ub E Sk(uO), with uO between u, and ub in r: (u,). 
Then ub is the first point in T:(u,) after uO, with speed s(u,, u) = ;Ik(uO), if 
and only if ub is the first point in T$(u,)\ {uO} with this speed. 
COROLLARY 3. Let u,, uh E Sk(uO), with ub between u, and uO in T:(u,); 
then ub E f k+ (u,,). 
COROLLARY 4. Let u,, ubE Sk(%), u,,, ubEr;(u,), with uO between u, 
and u,; then ub E r: (240) 
THEOREM 3.2. The entropy conditions (3.1) and (3.2) are equivalent. 
(u) 
FIG. 3. Comparison of speeds s(uO,u) on r,$(u,)and s(u,,u) on ~;(u,,,),u,,,~r,+(u,)n 
Uuo). 
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Proof Fix u_ arbitrarily, and consider 1.4 + as moving along some 
branch of T(K) in the direction initially away from up. For the sake of 
definiteness we consider the discontinuity with up on the left and 1.4, on 
the right, and with u, E rz (u- ). For u, sufficiently close z.- , it follows 
from Lemmas 2.2 and 2.5 that (3.1) and (3.2) are equivalent, i.e., they both 
hold or both fail. As a+ moves away from u- , the condition (3.1) can sud- 
denly fail at a characteristic point u, such that S(K) u) achieves a local 
minimum at u = u + . But in this case, (3.2) also fails at this point, from 
Lemmas 2.4 and 2.5; this is illustrated in Fig. 4. 
As u + moves away from u- , the condition (3.1) can suddenly again 
become satisfied at a point ul. In this case, the speed S(K) u) does not 
reach a local extremum at u = ur, and we can locally parametrize T,f (up) 
in the speed S(U _, . ). Thus for s = s( u ~, ur ) + E, E > 0 sufficiently small, the 
condition (3.1) fails for the discontinuity (u . , u(s)), but (3.1) is satisfied for 
(up, u(s)) ifs=S(U-, u,)-E (i.e., with u(s)E&+(K) close to u,, satisfying 
R(u ~ ) u(s), s) = 0). 
In this case there exists a point (or points) U,,E f+?(u-) between u_ and 
u, such that s(u-,uO)=s(uP, ur)=&(u,); indeed, along I’~+(K)s(K,u) 
achieves a local minimum at u = uO. We orient rk(uO) so that u0 E Q (up ) 
according to the above definition. By Lemma 3.1, u0 E r; (ul) between u1 
and up, as shown, for example, in Fig. 5. 
Using Corollaries 1 and 2 of Lemma 3.1 and Lemas 2.4, 2.5, it follows 
that along r; (u- ), A,(Q) > 0 and thus that along r,- (u,), moving towards 
u X,(Q) < 0 so s(u, ul) achieves a local maximum at u = uO, and that 
there are no other points UET,-(u,) between uI and K (other than the 
characteristic point(s) uO) where s( u, u, ) = A,( ZQ). 
Next we claim that for E > 0 sufficiently small, s = s(u- , u1 ) - E, there is 
no point u in I’,-(+)) close to u0 such that s(u, u(s)) = S. Otherwise 
u E T,(u _ ), for R(u, up, s) = R(u(s), u, S) = 0. By assumption, such a point 
u must approach u,, as E + 0 +. But there are no such points in l-2 (u _ ) 
(u) 
FIG. 4. Simultaneous failure of entropy conditions (3.1) and (3.2). 
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FIG. 5. Proof of equivalence of entropy conditions. 
between U_ and U(S), so T,(u-) must return to z.+, and thus contain a 
closed curve, which we know is impossible by Corollary 3 of Lemma 2.5. 
Thus condition (3.2) also holds for s =s(u_ , ur) - E. Similarly, for 
s=s(u-, u,) + E, there are points in J’:(K) between U- and u,, close to 
z+,, with this speed, i.e., s(u, U(S)) = s(u_ , u,) + E. These points must also be 
in T,(u(s)) and must in fact be in r; (u(s)) between U(S) and U- ; otherwise 
r,( ul) contains a closed loop. So for s = S(U _ , ur ) + E, both conditions 
(3.1) and (3.2) fails. 
By entirely similar reasoning, we see that whenever condition (3.2) 
suddenly fails or suddenly becomes satisfied, so does condition (3.1). Thus 
these two conditions are globally equivalent. 
The potential difficulty with the entropy condition for k-mixed curves is 
illustrated by the following example: fix U- , and suppose that I’,f(u- ) 
behaves as shown in Fig. 6. 
FIG. 6. Example of rc(u_ ). 
505:73:1-2 
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The corresponding k-mixed curve y: (u- ) (of points which can be con- 
nected to U- , with U- on the left) might look like that shown in Fig. 7. 
From U- to uO, Y:(C) coincides with J’,+(K). From u,,, ykf(u_) con- 
tinues as the rarefraction curve R:(u,), i.e., the integral curve of v,(u), 
beginning at u,,, such that A,(u) is increasing along R:(u,) moving away 
from uO. This continues until a point ub is reached, at which rk(u) .&(u) 
goes from positive to negative. We parameterize the curve R:(u,) between 
u,, and ub in 9, 0<9<1, i.e., u,(S) E R:(u,), 0 < 9 6 1; u,(O) = u,,, 
u,( 1) = ub. Then y; ( U_ ) continues from ub as the curve u,( 8), 1 > 9 B p B 0, 
i.e., u,(S) is continuous in 9, and satisfies 
i.e., 
with lim u,(S) = q, as 9 + 1 -. The point u,(S) can be so determined 
[lo, 111 (or by differentiating (3.5) with respect to 9 and using various 
results of Section 2) until either 9 = 0 or 9 = p > 0 such that 
S(%(P)f U,(P)) = MWL)), rk(%(P)). M&(P)) > 0. (3.6) 
In this latter case, we continue y: (u-) from u,(p) by a rarefraction 
curve, R: (u,(p)), and so on. In the former case, p = 0, we reach a point 
~7, = u,(O), with s(uo, ii,) = ;Ik(uo) = S(K) uo) so that 11, E T,(uc). We shall 
first prove 
LEMMA 3.3. The discontinuity between u,(9) and u,(S), with u,(S) on the 
left and u,(8) on the right, satisjies the entropy conditions (3.1), (3.2) for all 
9 E CPL, 1). 
FIG. 7. Example of yk+(u-). 
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Thus iii is the first point in one of the branches of T,(u,) with speed 
&(u,). Now U-, ii, E S,Jz+,); arguing inductively, we assume that the dis- 
continuity U- , u0 satisfies the entropy condition, with U- on the left and u0 
on the right. (This is certainly true for the first characteristic point uO, as 
shown in Fig. 6.) Thus by Corollaries 1 and 2 of Lemma 3.1, the point ii, is 
either U- or ui. It cannot be U- , for then the setting 9 = 0 in Lemma 3.3, 
and we see that discontinuity between U_ and u0 would satisfy the entropy 
condition with either point on the left or right, which is obviously 
impossible. (Field k cannot be linearly degenerate, by (1.3).) So ii, = ur, 
and y: (U _ ) can be continued from u r along l-2 (U _ ), to some new charac- 
teristic point u,., as shown in Figs. 6 and 7, and the entropy condition will 
thus be satisfied for any discontinuity in ykf (up). We note (cf. Lemma 5.1) 
that it is also possible to show that ii, is U, and not U_ by means of 
entropy inequalities. Thus we obtain 
THEOREM 3.4. The entropy condition ((3.1), (3.2)) is satisfied by all 
discontinuities occurring in the k-mixed waves yk+ (u). 
This result was also obtained by Liu [ 10, 1 l] for the systems he 
considered. 
Proof of Lemma 3.3. In view of Lemmas 2.2 and 2.5, we can assume 
that the entropy condition is satisfied for 9 sufficiently large; we shall show 
that it remains satisfied as 9 is reduced. From Lemmas 2.4 and 2.5 and 
Eqs. (3.5) and (3.6), it follows that the entropy condition will not suddenly 
fail at one of the points u,(S), u,(S), as 9 is decreased; the danger is that a 
local minimum of s(u,(9), U) at some u,E~,Ju[(Q)) between u,(G) and u,(S) 
will decrease to the value s(u,(S), u,(S)) (see Fig. 8). 
FIG. 8. Potential failure mechanism for entropy condition for k-mixed waves. 
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Since u,(9) E R: (uO) for some point uO, we have 
du,(W - = r/d%(Q)) d9 (3.7) 
and 
d&(4@) = ddu,(Q u,(W) > o 
d9 d9 (3.8) 
Next we differentiate 
Nu,(~), %A@, &(&l(Q)) = 0 (3.9) 
with respect to 9, obtaining in the usual way 
(V(u,(W) - d”(%(~))) @g- (V(~,(~)) - %4”(kz(~))) y 
4 
z (cf(u,(W) - @(Fz(~))). (3.10) 
where we abbreviate s, = s(u,($), u,(S)) = &(u,($)), s, = s(u,(~), u,(S)) = 
A,(u,(JJ)). We use (3.7) in the first term of (3.10), take the scalar product 
with T~(u,($)), and use the eigenvalue equation (1.2) in each of the first two 
terms, obtaining 
h - &) ~k(%l(Q)) ‘4”(U,(W) r/J%(Q)) 
=$JJ rA%AQ)). (@(u,(S) - &(%(W)). (3.11) 
The scalar product on the right side of (3.11) does not vanish by (1.7); 
thus it is bounded away from zero in compact intervals of 9, as we have 
here, so that we obtain 
~k(%(Q)) -d”(ur(W) r/Ah(Q)) ~=(s”-S,)[r,(u,(s)).(b(u.(s))-(‘k(s))) 1 < +, _ s,) (3 12) 
for some positive constant c. Then from (3.8) an (3.12), we have finally the 
strict inequality 
so that (s, - s,), as a function of 9, can decrease at most exponentially as 9 
is reduced and hence never become zero if initially positive. 
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I(“) 
FIG. 9. Continuation of yk at a point where two discontinuities coalesce. 
We note that s, -s, can be initially zero, at a point where two or more 
discontinuities in 7: (u _ ) coalesce, as shown in Fig. 9. However, in this case 
(3.13) still holds (as a one-sided derivative in 9, from below) so that that 
S, - S, will immediately become positive as 9 decreases, and thus will 
remain so. This completes the proof of Lemma 3.3. 
IV. PROOF OF LEMMA 3.1 
For the sake of definiteness we fix integers m c= 0, p > 0; we wish to show 
that Q(u,) successively reaches the points u,+ I) . . . . up, and no other 
point u E r: (u,,,) between U, and up with s( u,, U) = A,(u,). For 0 < t < 1, 
let u, be the unique point satisfying 
(b’(u,) = (1 - t) 4’(h) + W(%l)> (4.1) 
and let b, c R” be an open ball centered at uO, large enough that 
{u,,O~t~1}u{u~~~(~~),betweenu,andu,} fi (u~r,Ju,,,), 
j=m+l 
between u, and uj} c 6,. (4.2) 
20 MICHAEL SEVER 
Let [ = c(u) be a smooth cut-down function, such that [(a) = 1 for all 
uEb o; we define the sets T,cR”+‘, Ogt< 1, by 
T, = ((4 Sk Nu, 01, s) = i(u) R(%, VI, &W)}. (4.3) 
Using (1.4), (4.1) we see that inside b,, where [ = 1, the elements (a, s) 
of T, satisfy 
Icl’(u) - $‘(%) -44’(u) - (1 - t) 4’(h) - W(%)) 
+ Gc(%)(4’(%) - @(%A) = 0. 
From (4.2) and (4.3) or (4.4) we see that 
((u,s), UErk(Ug)betweenu,andu,,s=s(u, u,)} c T,; 
{(u, s), u E fk(u,) between u, 
(4.4) 
(4.5) 
andsomeu,,j=m+ l,..., p,~=s(u,u~)}~T,; (4.6) 
{(G, &(wJ), (G+~, &(ud),..., (up, &Ad)) = T,, forallod lb 1. 
(4.7) 
Now let 6, c IR” be an open ball centered at uO, containing b, in its 
interior. We make c(u) =O, u~ab, or u outside b,, and choose b, large 
enough, i.e., Ii’(u)1 small enough, that 
A(u, s) = It/“(U) -q+“(u) - R(u,, U,r &(%))‘i’(U) (4.8) 
has zero as at most simple eigenvalue, for all (u, S) E T,, u E bl, 0 G t < 1. 
If necessary, we smoothly perturb the functions 4, $ inside b, so that 
(4.8) remains satisfied, and so that in addition 
Nu 0, u,, UkJ) z 09 foraNO<t<1; (4.9) 
and 
For all (u, s) E T,, UE b, 
such that A (u, s) is singular, the vector qS’( u) - d’( v,) 
is not in the range of A(u, s). 
(4.10) 
Our results hold uniformly with respect to these perturbations, and so 
also in the limit of the original system. 
We consider the solutions u = a(~; t), s = s(q; t) of the differential 
equation 
LI$“(u) -W(u) - R(u,, VI, &(u,))‘i’(u)] li=S(&(u) -#(u,)), (4.11) 
~(0; t) = uo, ti(0; t) = rk(uO), ~(0, 1) = Ak(uO), lti(q; t)l = 1, O$ t < 1, (4.12) 
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in which dots denote derivatives with respect to q, for both positive and 
negative vaues of q. Since (4.11) is just the derivative of (4.3), using (4.12) 
it follows that (u(q; t), s(v; t)) E T, for as long as these solutions can be con- 
tinued. In each direction, we continue the solution as long as it is uniquely 
determined or until the point U, is reached. 
First we note that for all 0 < t < 1, u(q, t) # u,; otherwise 
R(uO, u,, A,(u,)) = 0 from (4.3) and we have a contradiction with (4.9). For 
t = 0, the solution of (4.1 l), (4.12) is just u E f:(~,), s=s(z+,, u), so the 
solution u(r~; 0) will never return to u0 = u0 by Corollary 3 of Lemma 2.5. 
For t = 1, we terminate the solution at the point U, = II,. So on the 
solutions of (4.11), (4.12), #‘(u)--‘(t),) #O. Now from (4.8) and (4.10), it 
follows that ti, S determined from (4.1 l), (4.12) are uniquely determined 
(with zi taken to depend continuously on yl, obviously) and depend 
smoothly on (u, s), for (u, s) in a neighborhood of T,, except at the point 
t= 1, u=u,. Therefore the solution of (4.1 l), (4.12) is unique and depends 
continuously on q and on t, except for t = 1 after u reaches u,. 
For t =O, the solution u(q; 0), s(q; 0) of (4.11), (4.12) for positive 4 is 
just the curve UE T:(Q), s = (u, uO) from u0 through u,, . . . . up, . . . . for 
negative q, u E T; (zQ,), s = S(U, uO) from u0 to u,. For r = 1, by uniqueness 
of the solution of (4.11), (4.12) we have u(q; 1) in the branch of r,Ju,) 
which contains u0 (at least until that branch of rk(u,) leaves b,) and 
4% 1) = 4411; 1 L GJ. 
Let .I be the subset of the interval [0, 11, such that for all ~EJ, the 
solution u(q; t) of (4.11), (4.12) reaches the values u,, u,, ,, . . . . u,,, . . . . up 
successively with increasing q. The set J cannot be empty, since it contains 
the value zero. 
To show that J is open, let t E J, (u, s) E T,, and let p(u, s, t) be the 
hyperplane in 5X”+’ perpendicular to the vector (ti(u, s), S(U, s)) as deter- 
mined from (4.11). This vector (ti, S) is uniquely determined, using (4.8), 
(4.10), so from (4.3) it follows that 
T, np(u, 3, r) n Q,L,i, = f (u, s)>, (4.13) 
where b&z.:, is an open ball of radius 6 in R” + ’ centered at (u, s), 1s 
sufficiently small depending on (u, s). 
For 06t<l, suppose u(q,; t) = u,, for j one of the integers 
m, m + 1, . . . . 0, . . . . p. Then s(q,; t)=&(~,,) by (4.3) or (4.4). Thus the 
solution of (4.11), (4.12) crosses p(uj, A,(u,), t) at the point (u,, A,(u,)). 
Thus the solution of (4.1 l), (4.12) for t + E, E > 0 sufficiently small, must 
also cross p(u,, Ak(uO), t) or p(u,; &(u~), t + E) at a nearby point. But from 
(4.7), we see that (u,, &(u,))E T,,,, and from (4.13) T,,, intersects 
p(uj, &(u,,), t + E) at no other nearby point, so the solution of (4.11), (4.12) 
for t + E must also hit the point (uj, A,(u,)) for some value of q close to qO. 
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Finally we show that J is also closed, and is thus the entire interval 
[0, 11. This will be the case unless (~1 + cc as t + t, -, where ~(7; t) = uj 
for some integerj between m and p. To show that this does not happen, i.e., 
to show that the values of Jn( at which the uj are reached are bounded 
uniformly in t, it suffices to show that the lu(q; t)l obtained from (4.11), 
(4.12) are uniformly bounded, in q and t, from u0 until all of the points u,, 
j=m, m+ 1, . . . . p have been reached. For if Ju(q; t)l is so bounded, then so 
is Is(q; t)l by (4.3) and the convexity of 4. Thus if q for which u(v; t) = ui is 
not bounded as t --f t,, there is a bounded, infinitely continuing solution of 
(4.11), (4.12), not reaching any critical points, so it must have a recurrent 
orbit as a limit set. This is impossible, from (4.13), unless the entire 
solution of (4.1 l), (4.12) for t = to is a single periodic orbit. But then by a 
continuity argument (here also assuming lu(q; t)l uniformly bounded) the 
solution of (4.11), (4.12) for t = 0 is also a single periodic orbit, which we 
know is impossible from Corollary 3 of Lemma 2.5. 
To establish a bound on lu(v]; t)l, we note that for u outside b,, { = 0 and 
so from (4.3) T, coincides with T(u,). There are only 2n branches of Qu,), 
so we can apply Lemma 2.8 uniformly with respect to t E [0, 11, in the 
following form: let h, c R” be a ball centered at uO, sufficiently large that 
for all t E [0, 11, the branches of Qu,) after reaching the boundary of 6, 
never return to 6,. Then the solutions of (4.1 l), (4.12), after reaching the 
boundary of b, never re-enter b,, so lu(r~; t)l E b, until all of the points u,, 
j= m, m -I 1, . . . . p have been reached. 
Finally, we note that for all TV [0, 11, the solution of (4.11), (4.12) can- 
not reach any other point ii~ b, with s=&(uO), until either U, or up has 
been reached. Otherwise from (4.4) we see that (ii, A,(Q)) E T, for all 
t E [0, 11, and running the continuity argument backwards we see that the 
solution of (4.11), (4.12) with t =0 would have to hit the point (il, n,(u,)) 
before reaching U, or up, in contradiction with the definition of the points 
u,, j=m,m+ 1, . . . . p. This completes the proof. 
V. EXISTENCE THEOREM FOR THE RIEMANN PROBLEM 
Given the results of Sections II and III, the existence theorem for the 
Riemann problem obtained in [16] is readily extended to the presently 
considered systems. We assume initial data for (1.1) of the form 
u(x, 0) = 
i 
u- ’ 
x<o 
u+, x > 0, 
(5.1) 
with U_ , U, fixed, U- not necessarily close to U+ , and seek a similarity 
solution depending only on x/t. As in [ 10, 111, we find such a solution in 
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terms of the k-mixed waves; U_ (on the left) is connected to an inter- 
mediate state u1 (on the right) by a l-mixed wave, u1 to u2 by a 2-mixed 
wave, etc., until U, _, to u+ by an n-mixed wave. The discontinuities 
occurring in such a solution are each contained in one of the k-mixed 
waves; therefore each of them satisfies the entropy condition (3.1), (3.2) by 
Theorem 4.3. The single-valuedness of such a solution follows from 
Theorem 2.9, Corollary 1 of Lemmas 2.5 and 2.6 in particular. As in the 
genuinely nonlinear case, as discussed in [16], the potential failure of 
single-valuedness occurs when a point uj is conneted to some point ii by a 
j- l-shock (or contact discontinuity) with uj on the right, and to ij: by a 
j-shock (or contact discontinuity) with U, on the left. In this case from 
Lemma 2.6, we have ~(6, ui) < s(u,, ii) as required. 
Our theorem requires an additional assumption concerning the 
asymptotic properties of strong k-mixed waves. For U, on the left connected 
to u, on the right by a k-rarefraction wave, let 
G/Au,, ur) = I 
+ U(u) d&(U), 
u, 
(5.2) 
where the integral is along the k-rarefraction curve R,(u,), i.e., at every 
point continuing in the direction r,Ju), with rk(u) .2;(u) > 0. The entropy 
U(u) is given by 
U(u) = (u - uo) .4’(u) - 4(u) + d(d (5.3) 
for some fixed u,; by the convexity of d, we see that U and hence Gk are 
nonnegative. 
For a discontinuity in field k, between uI on the left and u, on the right, 
the entropy drop is given by 
Ed% 4) = --s(u,, urNU(ur) - U(d) + F(u,) - F(u,), (5.4) 
with U obtained from (5.3) and F given by 
F(u) = (u - ~0). $‘(u) - Icl(u) + Il/(uo). (5.5) 
Proceeding as in [ 14, 151, we see that an equivalent expression for E, is 
E,(u/, u,) = I”’ Cd(u) - d(uJ - (u - 4 .d’(u,)l Mu, 4 (5.6) u, 
with the integral along f,(u,) from uI to u,. Next we show 
LEMMA 5.1. For a discontinuity between u,, u, which can occur in a 
k-mixed wave and satisfies the entropy condition (3.1), (3.2), E,(u,, u,) < 0. 
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This is the usual entropy inequality as applied to discontinuities, in view 
of (5.4). 
Proof If y:(u,) begins with such a discontinuity, with u, on the left, 
then ds(u, uO) < 0 by the entropy condition and so Ek(uO, U) -C 0 from (5.6) 
and the convexity of 4. The only other discontinuities which occur in 
k-mixed waves are of the type described in Figs. 7-9, with u,, u,, s(u,, u,) 
parametrized in 9 as described in (3.5)-(3.9). Differentiating (5.4) with 
respect to 9 and using (3.6), (3.7), (1.2) (5.3), and (5.5) we obtain 
d-4 -= 
d,9 -~1(11,-U~),).(U~)--d(lL)-(UI--UU).8’(11,)+mcU,,1 
Next differentiating (3.5) with respect to 9 and again using (1.2), (3.6), 
and (3.7) we obtain 
combining (5.7), (5.8) and simplifying, 
dEk(Ur3 “Qg [iqu,)-qqu,)- (u,- 24,) .$‘(u,)]. 
d9 
(5.9) 
The expression in brackets in (5.9) is nonnegative, so as 9 decreases, 
Mu,) and &(u,, uI) decrease. But E, is initally zero or negative; zero if 
u,, u, initially coincide, negative (by induction if necessary) if the discon- 
tinuity is formed by the combination of two discontinuities as shown, for 
example, in Fig. 9. So Ek(u,, u,) < 0 and the proof is complete. 
We note that we have not proved that any discontinuity which satisfies 
the entropy condition (3.1), (3.2) necessarily satisfies the entropy inequality 
Ek < 0, but those which occur in k-mixed waves do. It is not clear that any 
discontinuity which satisfies (3.1), (3.2) will occur in some k-mixed wave. 
Now for u0 fixed, u E y: (u,), let 
H,(u; uo) = 1 G, -C Eicr 
where the first sum in (5.10) is over all of the rarefraction waves occurring 
in the k-mixed wave between u0 and U, and the second sum is over all dis- 
continuities occurring in the k-mixed wave between u,, and U. From the 
construction of the k-mixed waves, e.g., [ 111, and the results Gk > 0, 
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Ek < 0, we have H(u; u,,) positive, continuous in u for u0 fixed as u moves in 
yk+(uD). The sum C Ek is monotone as u moves away from u,, in ~$(u,) but 
not the sum C G,, so H(u; u,,) is in general not a monotone function of u 
in rf (~4~). 
Nevertheless, by analogy with the genuinely nonlinear case [ 161, we 
assume that 
lim Hk(z4; uO) = 00 as Iz4I --+ co, uEY/F(Uo). (5.11) 
THEOREM 5.2. Suppose that a system of the form (l.l), with I$ strictly 
conuex, satisfies (1.3) (1.6) (1.8), and (5.11). Then for u ~, u + fixed, there 
is a solution of the Riemann problem (1.1) (5.1), with u a function of x/t, the 
solution composed of rarefraction waves and discontinuities satisfying the 
entropy condition (3.1) (3.2) and the entropy inequality E, < 0, Ek given by 
(5.4). 
Prooj The proof very closely parallels that given in [16] for the 
genuinely nonlinear case, so details will be omitted here and only a few 
comments made. The essential step in the proof is the establishment of an a 
priori estimate for the H, occurring in such a solution; this is obtained 
from the global entropy inequality, maiking use of Lemma 5.1. The 
argument then proceeds as in [16], with the k-mixed waves replacing 
individual shock and rarefraction waves; existence is obtained by an 
application of finite dimesional degree theory. 
An extension of this result also exists to the case in which one field, say 
the kth, is linearly degenerate, but there exist n - 1 independent global 
k-Riemann invariants. This is entirely analogous to the corresponding 
result obtained in [16] for the genuinely nonlinear case. 
Finally, suppose that a system of the form (1.1) with convex 4 satisfies 
(1.3) (1.6) and (1.7), but (1.8) fails. Then from Lemma 2.7, for some u,, 
and some k, a(~,~,(u,))na(f,(u,) is not empty. Assume that this inter- 
section contains more than one point, and that rk- r(uO) 1 A;- r(uO) and 
rk(u,,) . n;(u,) are not zero. Then we can choose U- E rk- r(z+,) so that 
S(K) uO)> &-,(uO), and so that the entropy condition (3.1) (3.2) is 
satisfied with u_ on the left and u0 on the right. Similarly, we choose 
U+ E I’,Ju~), s(u,,,u+) < I,(u,), so that (3.1), (3.2) is satisfied with u0 on the 
left and U, on the right. Then a solution of the Riemann problem (l.l), 
(5.1) satisfying the entropy condition, is given by 
u-,x/t<s(u-,U(J, 
~o,S(~~,Uo)~X/t~S(U~,U+), (5.12) 
24 + 3 x/t > s(uo, 24 + ). 
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But if u ~, U, are now moved, subject to the above conditions, so that 
S(U ~, u,,) becomes larger than s(u,,, u + ), this solution is suddenly lost by 
failure of single-valuedness. This can be done so that the entropy condition 
(3.1) (3.2) remains satisfied for both discontinuities (up, u,,) and (u,, u,). 
On this basis, we conjecture that an assumption similar to (1.8) will 
generally be needed to obtain a global existence theorem for the Riemann 
problem. 
VI. ON THE VISCOUS PROFILE PROBLEM 
Given two points u ~, u + E f,(u ~ ), a weak solution of ( 1 .l ) is given by 
(5.1) 
The question arises as to whether this solution is the limit of solutions of 
a regularized form of (1.1) [6], such as 
d’(u), + V(u), = MU) %L (6.2) 
as E -+ O+, where A is a positive definite, uniformly inverse bounded 
matrix. This will be the case if there exists a solution of the system of 
ordinary differential equations (2.7), rewritten in the form 
with the boundary conditions 
u(-m)=u-, u(+co)=u+, (6.4) 
i.e., an orbit of the system (6.3) connecting the two critical points U_ , U, . 
In the case where the system (1.1) is genuinely nonlinear in the large 
[ 131, a very easy existence proof is obtained by an application of the 
homotopy invariance of the Conley index [2, 173. A Lyapunov function 
exists for this sytem, as noted in (2.8) above, and it is readily shown [15] 
that any orbits are uniformly bounded as U, moves over any finite distance 
along some branch of T,(u- ), with u _ fixed. Thus any sufficiently large 
ball B, centered at U- , say, will serve as an isolating neighborhood for the 
system (6.3). Let Z(u + ) be the maximal isolated invariant set inside B; then 
the Conley index h(Z(u + )) is defined and independent of u + For u + close 
to U_ , it is readily established that h(Z(u+)) = 0, i.e., the single point. As 
U, is moved away from U_ , this will remain so; genuine nonlinearity in the 
large implies that the two critical points up, U, will remain nondegenerate, 
and that there will be no other critical points. The Lyapunov function 
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precludes the existence of nontrivial bounded solutions of (6.3) other than 
orbits between critical points, so such an orbit must exist. Which way the 
orbit runs is determined by the entropy condition; for a genuinely non- 
linear system, the classical statement [9], the conditions (3.1), (3.2) and 
the inequality Ek(uP, u,) < 0 are all equivalent. So we find that there 
exists a solution of (6.3), (6.4) if and only if the discontinuity (6.1) satisfies 
the entropy condition. 
This approach has the possibility of being extended to at least some 
systems of the type discussed above. The primary difficulty, of course, is the 
existence of additional critical points. Another is in maintaining uniform 
boundedness of the orbits; a third is that the entropy conditions (3.f ), (3.2) 
do not imply the entropy inequality in this generality, whereas the entropy 
inequality is obviously a necessary condition for existence of an orbit 
satisfying (6.3), (6.4). This last difficulty can be overcome, either by 
restricting attention to discontinuities which can be realized in k-mixed 
waves, and appeal to Lemma 5.1, or by assuming more than (1 .S), namely 
that 4(u) - #(uO) - (u - uO) . &(u,) increases monotonically along each 
branch of f(u,) for any uo. Under this assumption, it follows immediately 
from (5.6) that the entropy condition (3.1), (3.2) implies the inequality 
&(u-, u+)<O. 
We illustrate some of the problems by a simple example. Fix uo, and 
suppose that T,(u,) is as shown in Fig. 10. 
Consider now the bounded nontrivial solutions of 
A(u) 4 = N4 uo, s), (6.5) 
depending on the parameter S. We assume that the asymptotic behavior of 
T,(u) depends continuously on u at u 0; then it can be shown that the 
FIG. 10. Example of TJu,,). 
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FIG. 11. Existence of multiple critical points. 
bounded solutions of (6.5) are uniformly bounded in s, except near s = s, . 
So again for a sufficiently large ball B, Z = Z, the maximal isolated 
invariant set in B, h(Z,) is defined and independent of s for s 3 s, + 6. 
Again by considering the case s close to &(u~), we have h(Z,) = 0. Thus for 
s2 <s < A.,(u,), or s, < s < si, i.e., in the case where only two non- 
degenerate critical points exist, we may infer the existence of an orbit 
between them. The orbit will have a,, = u( - co), i.e., the point u0 on the left 
of the discontinuity, according to the entropy condition or by con- 
sideration of the Morse indices of the critical points, as we know that the 
existence of the orbit is stable under perturbation. The Morse indices are 
readily determined from (2.5) and (2.11), by inspection of Fig. 10. 
The interesting question, of course, is what happens for s, < s < sa. We 
know from the Conley index h(Z,) = 0 and the results of Section II that the 
point u0 (on the left) is connected to either u1 or u3, or both, on the right, 
by orbits of (6.5). We would like to show that u0 is always connected to U, 
and never to uj in this interval of s, as shown in Fig. 11. (Here ul, u2, u3 
depend on s in the obvious manner.) 
For s = &(u,,) - , we know an orbit exists from u0 to u1 ; for s = s2 - , one 
from u2 to u3, and for s= s1 +, an orbit from u2 to u,. If these orbits con- 
tinue in the interval si <s< s2, then the orbits will be as shown by the 
horizontal arrows in Fig. 11 and our desired result will hold. But to claim 
this we would have to show that the orbit from u0 to u1 does not include 
the point u2 for any s, and that the orbit from u2 to u3 never includes the 
point ui . Whether such events occur, and for what values of s, will depend 
on the viscosity matrix A(u) as well as on the given system (1.1). This 
question remains open. 
SYSTEMS OF CONSERVATION LAWS 
REFERENCES 
29 
1. C. CONLEY AND J. SMOLLER, Viscosity matrices for two-dimensional nonlinear hyperbolic 
systems, Comm. Pure Appl. Math. 23 (1970), 867-884. 
2. C. CONLEY AND J. SMOLLER, Topological methods in the theory of shock waves, Proc. 
Symp. Pure Math. 23 (1973) 293-302. 
3. C. CONLEY AND J. SMOLLER, Shock waves of limits of progressive wave solutions of higher 
order equations, Comm. Pure Appl. Math. 24 (1971) 459472. 
4. C. DAFERMOS, Solution of the Riemann problem for a class of hyperbolic systems of 
conservation laws by the viscosity method, Arch. Rational Mech. Anal. 52 (1973) l-9. 
5. R. FOY, Steady-state solutions of hyperbolic systems of conservation laws with viscosity 
terms, Comm. Pure Appl. Math. 17 (1964), 177-188. 
6. I. GELFAND, Some problems in the theory of quasilinear equations, Amer. Math. Sot. 
Transl. Ser. 2 (1963), 295-381. 
7. S. K. GODUNOV, No unique ‘blurring’ of discontinuities in solutions to quaslinear systems, 
Dokl. Akad. Nauk SSSR 139 (1961), 272-273. 
8. A. KULIKOVSKII, The structure of shock waves, J. Appl. Math. Mech. 26 (1963), 95%964. 
9. P. D. LAX, Hyperbolic systems of conservation laws, II, Comm. Pure Appl. Math. 10 
(1957), 537-566. 
10. T. P. LIU, The Riemann problem for general 2 x 2 conservation laws, Trans. Amer. Math. 
Sot. 199 (1974), 89-112. 
11. T. P. Lu, The Riemann problem for general systems of conservation laws, J. Differential 
Equafions 18 (1975) 218-234. 
12. T. P. LIIJ, The entropy condition and admissibility of shocks, .I. Math. Anal. Appl. 53 
(1976), 78-88. 
13. M. S. MOCK, Discrete shocks and genuine nonlinearity, Michigan Math. J. 25 (1978) 
131-146. 
14. M. S. MOCK, Systems of conservation laws of mixed type, J. DiSferenlial Equalions 37 
(1980), 70-88. 
15. M. S. MOCK, A topological degree for orbits connecting critical points of autonomous 
systems J. Differenfial Equalions 38 (1980), 176191. 
16. M. SEVER, Existence in the large for Riemann problems for systems of conservation laws, 
Trans. Amer. Math. Sot. 292 (1985), 375-381. 
17. J. SMOLLER, “Shock Waves and Reaction-Diffusion Equations,” Springer-Verlag, New 
York/Berlin, 1983. 
18. N. D. VVEDENSKAYA, An instance of nonuniqueness of the generalized solution of the 
Cauchy problem for a nonlinear system occurring in mechanics, Dokl. Akad. Nauk. SSSR 
136 (1961), 532-533. 
19. B. L. KEYFITZ AND H. C. KRANZER, Existence and uniqueness of entropy solutions to the 
Riemann problem for hyperbolic systems of two nonlinear conservation laws, J. Differen- 
tial Equations 27 (1978), 444-476. 
20. J. G. CONLON AND T. P. Lru, Admissibility criteria for hyperbolic conservation laws, 
Indiana Univ. Math. J. 30 (1981), 641652. 
