Abstract. Quasi-periodic solutions of a nonlinear polyharmonic equation for the case 4l > n + 1 in R n , n > 1, are studied. This includes Gross-Pitaevskii equation in dimension two (l = 1, n = 2). It is proven that there is an extensive "nonresonant" set G ⊂ R n such that for every k ∈ G there is a solution asymptotically close to a plane wave Ae i k, x as | k| → ∞, given A is sufficiently small.
Introduction
Let us consider a nonlinear polyharmonic equation with a periodic potential V ( x) and quasi-periodic boundary condition: 
where l is an integer, 4l > n + 1, t = (t 1 , · · · , t n ) ∈ K = [0, 1] n , σ is a real number and V ( x) is a trigonometric polynomial and Q V ( x)d x = 0, Q = [0, 2π] n being the elementary cell of period 2π. More precisely,
v q being Fourier coefficients. When l = 1, n = 1, 2, 3, equation (1) is a famous Gross-Pitaevskii equation for Bose-Einstein condensate, see e.g. [5] . In physics papers, e.g. [3] , [4] , [6] , [7] , a big variety of numerical computations for Gross-Pitaevskii equation is made. However, they are restricted to the one dimensional case and there is a lack of theoretical considerations even for the case n = 1. In this paper we study the case 4l > n + 1 which includes l = 1, n = 2. The goal of this paper is to construct asymptotic formulas for u( x) as λ → ∞. We show that there is an extensive "non-resonant" set G ⊂ R n such that for every k ∈ G there is a quasi-periodic solution of (1) close to a plane wave Ae i k, x with λ = λ( k, A) close to | k| 2l + σ|A| 2 as | k| → ∞ (Theorem 3.11). We assume A ∈ C and |A| is sufficiently small: |σ||A| 2 < λ γ , γ < 2l − n.
Note that γ is any negative number for the Gross-Pitaevskii equation l = 1, n = 2. The quasi-momentum t in (1) is defined by the formula: k = t + 2πj, j ∈ Z n . We show that the non-resonant set G has an asymptotically full measure in R n :
where B R is a ball of radius R in R n and | · | n is Lebesgue measure in R n . Moreover, we investigate a set D(λ, A) of vectors k ∈ G, corresponding to a fixed sufficiently large λ and a fixed A. The set D(λ, A), defined as a level (isoenergetic) set for λ( k, A),
is proven to be a slightly distorted n-dimensional sphere with a finite number of holes (Theorem 3.13). For any sufficiently large λ, it can be described by the formula:
where B(λ) is a subset of the unit sphere S n−1 . The set B(λ) can be interpreted as a set of possible directions of propagation for almost plane waves. Set B(λ) has an asymptotically full measure on S n−1 as λ → ∞:
here |·| is the standard surface measure on S n−1 , ω n−1 = |S n−1 |. The value κ(λ, A, ν) in (7) is the "radius" of D(λ, A) in a direction ν. The function κ(λ, A, ν) − (λ − σ|A| 2 ) 1/2l describes the deviation of D(λ, A) from the perfect sphere (circle) of the radius (λ − σ|A| 2 ) 1/2l in R n . It is proven that the deviation is asymptotically small:
To prove the results above, we consider the term V + σ|u| 2 in equation (1) as a periodic potential and formally change the nonlinear equation to a linear equation with an unknown potential V ( x) + σ|u( x)| 2 :
Further, we use known results for linear polyharmonic equations with periodic potentials. To start with, we consider a linear operator in L 2 (Q) described by the formula:
and quasi-periodic boundary condition (2). The free operator H 0 ( t), corresponding to V = 0, has eigenfunctions given by:
and the corresponding eigenvalues p 2l j ( t) := | p j ( t)| 2l . Perturbation theory for a linear operator H( t) with a periodic potential V is developed in [1] . It is shown that at high energies, there is an extensive set of generalized eigenfunctions being close to plane waves. Below (See Theorem 2.2), we describe this result in details. Now, we define a map M : L ∞ (Q) → L ∞ (Q) by the formula:
Here,W is a shift of W by a constant such that QW ( x)d x = 0,
and uW is an eigenfunction of the linear operator (−∆) l +W with the boundary condition (2) . Next, we consider a sequence {W m } ∞ m=0 :
Note that the sequence is well-defined by induction, since for each m = 1, 2, 3, . . . and t in a non-resonant set G described in Section 2, there is an eigenfunction u m ( x) corresponding to the potentialW m :
λ m , u m being defined by formal series of the form (22)-(25), (33) withW m instead of V . Those series are proven to be convergent, thus justifying our construction. Next, we prove that the sequence {W m } ∞ m=0 is a Cauchy sequence of periodic functions in Q with respect to a norm
w q being Fourier coefficients of W . This implies that W m → W with respect to the norm · * , W is a periodic function.
Further, we show that
where uW , λW correspond to the potentialW (via (22)-(25), (33) withW instead of V ). It follows from (12) and (14) that MW = W and, hence, u := uW solves the nonlinear equation (1) with quasi-periodic boundary condition (2) . The paper is organized as follows. In Section 2, we introduce results for the linear operator (−∆) l + V which include the perturbation formulas for an eigenvalue and its spectral projection. In Section 3, we prove existence of solutions of the equation (1) with boundary condition (2) and investigate their properties. Isoenergetic surfaces are also introduced and described there.
Linear Operator
Let us consider an operator
in L 2 (R n ), 4l > n + 1 and n ≥ 2 where l is an integer and V ( x) is defined by (3). Since V ( x) is periodic with an elementary cell Q, the spectral study of (16) can be reduced to that of a family of Bloch operators H( t) in L 2 (Q), t ∈ K (see formula (10) and quasi-periodic conditions (2)). The free operator H 0 ( t), corresponding to V = 0, has eigenfunctions given by (11) and the corresponding eigenvalue is p 2l
Next, we describe an isoenergetic surface of H 0 in K. To start with, we consider the sphere S(k) of radius k centered at the origin in R n . We break it into pieces by the lattice { p q (0)} q∈Z n and translate all the pieces into the elementary cell of the reciprocal lattice K := [0, 1] n in the parallel manner. By using this process, we obtain a sphere of radius k "packed" into K . We denote it by S 0 (k). Namely,
Obviously, operator H 0 ( t) has an eigenvalue equal to k 2l if and only if t ∈ S 0 (k). For this reason, S 0 (k) is called an isoenergetic surface of H 0 ( t). When t is a point of self-intersection of S 0 (k), there exists q = j such that
In other words, there is a non-simple eigenvalue of H 0 ( t). We remove from the set S 0 (k) the (k −n+1−δ )-neighborhoods of all self-intersections (17). We call the remaining set a non-resonant set and denote is by χ 0 (k, δ), The removed neighborhood of self-intersections is relatively small and, therefore, χ 0 (k, δ) has asymptotically full measure with respect to S 0 (k):
here and below | · | is Lebesgue measure of a surface in R n . It can be easily shown that for any t ∈ χ 0 (k, δ), there is a unique j ∈ Z n such that p 2l
This means that the distance from p 2l j ( t) to the nearest eigenvalue p 2l q ( t), q = j is greater than k 2l−n−δ . If 2l > n, then this distance is large and standard perturbation series can be constructed for p 2l j ( t), t ∈ χ 0 (k, δ). However, the denseness of the eigenvalues increases infinitely when k → ∞ and 2l < n. Hence, eigenvalues of the free operator H 0 ( t) strongly interact with each other when 2l < n, the case 2l = n being intermediate. Nevertheless, the perturbation series for eigenvalues and their spectral projections were constructed in [1] for 4l > n + 1 when t belongs to a nonresonant set χ 1 .
Lemma 2.1. For any 0 < β < 1, 0 < 2δ < (n − 1)(1 − β) and sufficiently large k > k 0 (β, δ), there is a non-resonant set χ 1 (k, β, δ) such that for any t ∈ χ 1 (k, β, δ) there is a unique j ∈ Z n : p 2l
here and below:
The non-resonant set χ 1 (k, β, δ) has an asymptotically full measure on S 0 (k): 
It is given by the series:
converging absolutely, where the index j is uniquely determined from the relation p 2l j ( t) ∈ ε(k, δ) and
The spectral projection, corresponding to λ( t) is given by the series:
which converges in the trace class S 1 uniformly, where
Moreover, for coefficients g r (k, t), G r (k, t), the following estimates hold:
Remark 2.3. We use the following norm T 1 of an operator T in l 2 (Z 2 ):
It can be easily seen from construction in [1] that estimates (27) hold with respect to this norm too.
Let us introduce the notations:
Theorem 2.4. Under the conditions of Theorem 2.2, the series (22), (24) can be differentiated with respect to t any number of times, and they retain their asymptotic character. Coefficients g r (k, t) and G r (k, t) satisfy the following estimates in the (k −n+1−2δ )-neighborhood in C n of the nonsingular set χ 1 (k, β, δ):
Corollary 2.5. There are the estimates for the perturbed eigenvalue and its spectral projection:
Definition 2.6. Bloch eigenfunctions u 0 ( x) corresponding to the one-dimensional projection operator E( t) of (10) are given by the formula:
= Ae
E( t) being given by (24).
Let B(λ) ⊂ S n−1 be the set of directions corresponding to a nonsingular set χ 1 (k, β, δ) or, more precisely, to its image on the sphere S(k):
The set B(λ) can be interpreted as a set of possible directions of propagation for almost plane waves (33). We define the non-resonance set G ⊂ R n as the union of all χ 1 (k, β, δ):
Next, we describe isoenergetic surfaces for the operator (16). The set D(λ), defined as a level (isoenergetic) set for λ( k),
Lemma 2.7. For any sufficiently large λ, λ > k 0 (β, δ) 2l , and for every ν ∈ B(λ), there is a unique κ = κ(λ, ν) in the interval
The Lemma easily follows from (31) for |m| = 1.
Lemma 2.8.
(1) For any sufficiently large λ, λ > k 0 (β, δ) 2l , the set D(λ), defined by (36) is a distorted circle with holes; it is described by the formula:
where κ(λ, ν) = k + h(λ, ν) and h(λ, ν) obeys the inequalities:
(2) The measure of B(λ) ⊂ S n−1 satisfies the estimate (8).
(3) The surface D(λ) has the measure that is asymptotically close to that of the whole sphere of the radius k in the sense that
The proof is based on Implicit Function Theorem.
Proof of The Main Result
First, we prove that {W m } ∞ m=0 in (14) is a Cauchy sequence with respect to the norm defined by (15). Further we need the following obvious properties of norm · * :
where ℜ(f ) and ℑ(f ) are real and imaginary part for f , respectively. We define the value k 1 = k 1 ( V * , δ, β) as
γ 2 > 0 being defined by (21) and k 0 (β, δ) being as in Corollary 2.1.
Lemma 3.1. The following inequalities hold for any m = 1, 2, . . . :
where γ 0 = 2l − n − 2δ, δ > 0, and |σ||A| 2 < k γ 0 −δ , k being sufficiently large k > k 1 ( V * , δ, β).
Corollary 3.2.
There is a periodic function W such that W m converges to W with respect to the norm · * :
Proof of Lemma 3.1. Let us consider the function (33) written in the form
where
is called the periodic part of u 0 . First, we prove (44) for m = 1. It follows from (12), (14) and (41) that
Let us consider
(50) Then it follows from Lemma 2.1 that:
γ 2 being defined by (21). By (25) and (50),
It is easy to see that
(54) Next, by (48), (25) and (27),
It follows:
Using (49), (55) and (56), we get
Now, we use mathematical induction to show simultaneously,
(61) Let, by analogy with (33),
where E s ( t) is the spectral projection (24) with the potentialW s . Obviously,
where the function,
is the periodic part of u s . Clearly,
(66) Using (60), (52) and (19), we easily obtain:
for any 1 ≤ s ≤ m − 1. It is easy to see now that
here G s,r (k, t) is given by (25) withW s instead of V . It follows:
Next, we note that
Hence,
Estimate (71) yields:
Next, considering as in (49), we obtain:
and, hence, by (64),
Using (69) and (72), we obtain
Considering W m−1 −W m−2 * ≤ W m−1 − W m−2 * and using (61) for s = m − 1, we arrive at the estimate:
Further, (76) and (57) enable the estimate
which completes the proof of (43) and (44). Using (72), we obtain (45).
Lemma 3.3. Suppose t belongs to the (k −n+1−2δ )-neighborhood in K of the nonresonant set χ 1 (k, β, δ). Then for every sufficiently large k > k 1 ( V * , δ, β) and every A ∈ C : |σ||A| 2 < k γ 0 −δ , the sequence E m ( t) converges with respect to · 1 to a one-dimensional spectral projection EW ( t) of H 0 (t) +W :
The projection EW ( t) is given by the series (24), (25) withW instead of V . The series converges with respect to · 1 :
Proof. Let B(z) be given by (66) withW instead ofW s . Obviously, B(z) is the limit of B m (z) in · 1 -norm. The estimate (67) yields:
It follows that the perturbation series for the resolvent of H 0 ( t) + W converges with respect to · 1 norm on C 0 . Integrating the series of z we obtain that E(t) admits the expansion (24), (25) and (78) holds. Obviously, G r corresponding toW is the limit of G m,r in · 1 norm. Summing the estimates (72), we obtain (77).
Definition 3.4. Let u( x) be defined by Definition 2.6 for the potentialW ( x). Let ψ( x) be the periodic part of u( x).
The next lemma follows from the estimate (77).
Lemma 3.5. Suppose t belongs to the (k −n+1−2δ )-neighborhood in K of the nonresonant set χ 1 (k, β, δ). Then for every sufficiently large k > k 1 ( V * , δ, β) and every A ∈ C : |σ||A| 2 < k γ 0 −δ , the sequence ψ m ( x) converges to the function ψ( x) with respect to · * :
Corollary 3.6. The sequence u m converges to u in L ∞ (Q).
Proof of Corollary 3.7. Considering as in (73), we obtain:
It immediately follows from Lemma 3.3 that MW m → MW with respect to · * . Now, by (14) and (81), we have MW = W .
Let λ m ( t), λW ( t) be the eigenvalues (22) corresponding toW m andW , respectively.
Lemma 3.8. Under conditions of Lemma 3.3 the sequence λ m ( t) converges to λW ( t) being given by (22) and
where g r is given by (23) withW instead of V .
Proof. By perturbation theory, λW ( t) is the limit of λ m ( t) as m → ∞. Let us show that the series (22) converges. Let us consider two projections E 0 = E j , E 1 = I − E j , here E j is the spectral projection of H 0 , see (25) . Note that
since the integrand is holomorphic inside C 0 . Hence,
Obviously, E i 1 B(z) i 2 B(z)....E ir B(z)E i r+1 is in the trace class S 1 if at least one index i s , 1 ≤ s ≤ r + 1 is zero, since E 0 ∈ S 1 . Notice that for the adjoint operator B * we have B * (z) = B(z). It follows:
Now, we easily obtain (82).
Considering as in the proof of Theorem 2.4, one can prove an analogous theorem:
Theorem 3.9. Under the conditions of Lemma 3.3 the series (22), (24) for the potentialW can be differentiated with respect to t any number of times, and they retain their asymptotic character. Coefficients g r (k, t) and G r (k, t) satisfy the following estimates in the (k −n+1−2δ )-neighborhood in C n of the nonsingular set χ 1 (k, β, δ):
Corollary 3.10. There are the estimates for the perturbed eigenvalue and its spectral projection:
In particular,
We have the following main result for the nonlinear polyharmonic equation with quasi-periodic condition.
Theorem 3.11. Suppose t belongs to the (k −n+1−2δ )-neighborhood in K of the nonresonant set χ 1 (k, β, δ), k > k 1 ( V * , δ, β) and A ∈ C : |σ||A| 2 < k γ 0 −δ . Then, there is a function u( x), depending on t as a parameter, and a real value λ( t), satisfying the equation
and the quasi-periodic boundary condition (2). The following formulas hold:
whereũ( x) is periodic and
Proof. Let us consider the function u given by Definition 3.4 and the value λW ( t). They solve the equation
and u satisfies the quasi-boundary condition (2) . By Corollary 3.7, we have
Hence,W
Substituting the last expression into (94), we obtain that u( x) satisfies (90) with 
Using formulas (95) and (96) and estimates (87) and (88), we obtain (91) and (93), respectively.
Lemma 3.12. For any sufficiently large λ, every A ∈ C : |σ||A| 2 < k γ 0 −δ , λ = k 2l and for every ν ∈ B(λ), there is a unique κ = κ(λ, A, ν) in the interval Proof. Taking into account (34) and using formulas (85), (89) and Implicit Function Theorem, we prove the lemma. The proof is completely analogous to that for a linear case.
Theorem 3.13.
(1) For any sufficiently large λ and every A ∈ C : |σ||A| 2 < k γ 0 −δ , the set D(λ, A), defined by (6) is a distorted circle with holes; it can be described by the formula D(λ, A) = { k : k = κ(λ, A, ν) ν, ν ∈ B(λ)},
where κ(λ, A, ν) =k + h(λ, A, ν) and h(λ, A, ν) obeys the inequalities |h| < C(||V || * ) k 2l−n−δ + |σ||A| 2 k −2l+1−2γ 2 < C(||V || * )k −γ 1 ,
with γ 1 = 4l − 2 − β(n − 1) − δ > 0, |∇ ν h| < C(||V || * )k −γ 1 +n−1+2δ = C(||V || * )k −2γ 2 +δ . 
Proof. The proof is based on Implicit Function Theorem. It is completely analogous to Lemma 2.11 in [1] .
