Physical properties of SCW are calculated by using the REFPROP software from National Institute of Standards and Technology (NIST). The model has been incorporated into the commercial generalpurpose CFD software, PHOENICS. Various turbulence models and numerical grid settings are tested. The study has demonstrated a good agreement between the CFD predictions and the experimental data on the inside tube wall temperature and heat transfer coefficient with use of a two-layer low-Reynolds-number k-ε turbulence model. However, a further model development is required under the conditions of significant effects of buoyancy force on heat transfer characteristics (the conditions of low values of mass flux and high values of wall heat flux). Practical recommendations are made regarding potential model applications in 3D analyses of SCWRs.
INTRODUCTION
For more than 40 years, CFD [1] has been increasingly used as a predictive tool in the analyses of supercritical water (SCW) heat transfer in vertical upward and downward tube flows. The standard modern practice is to apply the commercial general-purpose CFD codes (FLUENT, ANSYS-CFX, PHOENICS, etc.) for such analyses. Numerous researchers have assessed FLUENT and ANSYS-CFX for SCW heat transfer modeling with use of different turbulence models and grid settings. Some recent applications of these codes are described in [2] [3] [4] [5] [6] [7] . In particular, a detailed review [3] of CFD applications to the modeling of SCW heat transfer in vertical tube flows described the advances and shortcomings in this field. No universal turbulent model has been proposed yet in order to enable researchers to predict accurately SCW heat transfer for a wide range of operating conditions along the whole heated tube length.
In this paper, the PHOENICS CFD software [8] is assessed and validated using the experimental database on SCW heat transfer in a vertical tube with upward flow under operating conditions typical for SCWRs [9] [10] [11] [12] .
MODELING APPROACH
The commercial CFD code, PHOENICS 2014 [8] , is used as a framework and a solver to predict SCW heat transfer for vertical upward flow in a tube with an inner diameter of 10 mm and a heated tube length of 4 m under various operating conditions [9] [10] [11] . The double-precision solver is employed for better accuracy.
Numerical Method Description
PHOENICS is a general-purpose commercial CFD code which is applicable to steady or unsteady, one-, two-or three-dimensional turbulent or laminar, single-phase or multi-phase, compressible or incompressible flows using Cartesian, cylindrical-polar or curvilinear coordinates. The code also has a spatial marching integration option to handle parabolic and hyperbolic flows, as well as transonic free jets in the absence of recirculation zones.
The numerical procedure is of the finite-volume type in which the original partial differential equations are converted into algebraic finite-volume equations with the aid of discretization assumptions for the transient, convection, diffusion and source terms. For this purpose, the solution domain is subdivided into a number of control volumes on a mono-block mesh using a conventional staggered-grid approach. All field variables except velocities are stored at the grid nodes, while the velocities themselves are stored at staggered cell-face locations which lie between the nodes.
For complex geometries, PHOENICS by default actually uses a Cartesian cut-cell method named PARSOL which provides an automatic, efficient, and flexible alternative to traditional boundary-fitted grid methods using curvilinear coordinates. The Cartesian cut-cell approach uses a background Cartesian or cylindrical-polar grid for the majority of the flow domain with special treatments being applied to cells which are cut by solid bodies, thus retaining a boundary-conforming grid. Specifically, the method computes the fractional areas and volumes, and employs a collection of special algorithms for computing interfacial areas, evaluating wall shear stresses, and for computing advection and diffusion near solid boundaries, etc.
The finite-volume equations for each variable are derived by integrating the partial differential equations over each control volume. Fully implicit backward differencing is employed for the transient terms, and central differencing is used for the diffusion terms. The convection terms are discretized using hybrid differencing in which the convective terms are approximated by central differences if the cell face Peclet number is less than 2 and otherwise by upwind differencing. At faces where the upwind scheme is used, physical diffusion is omitted altogether. In addition to the upwind and hybrid differencing schemes, PHOENICS is furnished with an extensive set of higher-order convection schemes, which comprise five linear schemes and twelve non-linear schemes.
The integration procedure results in a coupled set of algebraic finite-volume equations which express the value of a variable at a grid node in terms of the values at neighboring grid points and the nodal value at the old time level. The finite-volume equations are solved iteratively using the SIMPLEST and IPSA algorithms of Spalding, which are embodied in PHOENICS for the solution of single-phase and two-phase flows, respectively. These algorithms are segregated solution methods which employ pressure-velocity coupling to enforce mass conservation by solving a pressurecorrection equation and making corrections to the pressure and velocity fields. Multi-phase flows are accommodated using either an Eulerian-Lagrangian method using particle tracking, or an algebraic-slip model.
The default calculation procedure is organized in a slabby-slab manner in which all dependent variables are solved in turn at the current slab before attention moves to the next higher slab. The slabs are thus visited in turn, from the lowermost to the uppermost, and a complete series of slab visits is referred to as a sweep through the solution domain. For parabolic and hyperbolic calculations, only one such sweep is required, with many iteration cycles at each slab for parabolic cases, and no outflow boundary condition is required because this is an outcome of the solution. For elliptic calculations, many such sweeps are conducted until convergence is attained at the current time level; in addition, the pressurecorrection equation is solved in a simultaneous wholefield manner at the end of each sweep. Thereafter the solution proceeds to the next time level where the iterative process is repeated. The option exists to solve each finite-volume equation in a whole-field manner, and this is actually the default when using the automatic convergence control. The default linear equation solver for each finite-volume equation is a modified form of Stone's strongly implicit solver, but the option exists to use a Conjugate Gradient Residuals solver for each equation.
The numerical solution procedure requires appropriate relaxation of the flow variables in order to procure convergence. Two types of relaxation are employed, namely inertial and linear. The former is normally applied to the velocity variables, whereas the latter is applied to all other flow variables, as and when necessary.
The convergence requirement is that for each set of finite-volume equations the sum of the absolute residual sources over the whole solution domain is less than one percent of references quantities based on the total inflow of the variable in question. An additional requirement is that the values of monitored dependent variables at a selected location do not change by more than 0.1 percent between successive iteration cycles. It is also possible to monitor the absolute values of the largest corrections to each variable anywhere in the domain. Once the largest correction falls to zero, or at least a negligible fraction of the value being corrected, then it can be assumed that convergence has been achieved, even if the sum of the residuals has not fallen below the cut-off.
Details of Customized CFD Model
The cylindrical coordinate system (X, Y, Z) is applied in this paper and it is assumed that there are no changes of fluid flow and heat transfer characteristics in the angular X-direction. As a result, a simplified axisymmetric 2D formulation is applied (with radial distance, Y, and axial distance, Z, as independent variables).
The sizes of the computational domain in radial and axial directions are 5 mm and 5 m respectively. The computational domain is extended by 1 m in Z-direction upstream in order to generate a fully developed turbulent profile of velocity at the beginning of the heated tube length (at Z = 1 m).
Boundary conditions are applied at the inlet (Z = 0.0 m), the outlet (Z = 5 m), the tube wall (Y = 0.005 m) and the flow axis (Y=0), which is treated as a symmetry plane. The inlet temperature, T in , is uniform (320 or 350°C) and the inlet turbulence is specified with a turbulence intensity of 5% and a Prandtl mixing length of 10% of the tube radius. At the inlet, a uniform velocity profile, V in , is specified in accordance with the given mass flux, G, and the specified inlet temperature, T in . The outlet of the tube is defined as a fixed pressure boundary. For each modeling case, a uniform heat flux, q, is a specified at the heated section of the outer wall (at Z >1 m), and elsewhere the wall is taken as adiabatic.
The following low-Reynolds-number turbulence models available in PHOENICS [8] have been tested: the twolayer k-ε model [13] [14] [15] , LVEL model [16] and k-ω model [17, 18] . The best results are obtained with the two-layer low-Reynolds-number k-ε model and only these results are described in this paper. This model combines the k-ε model with the one-equation model near the wall [14] . A value of turbulent Prandtl number, Pr t , equal to 0.86 [19] is selected in all the validation cases. Also, a value of 1.2 is used in the last validation case for comparison purposes. The effect of Pr t on CFD predictions of SCW heat transfer in upward tube flows was analyzed in detail in [6] . The buoyancy force proportional to the density difference is taken into account in the momentum conservation equation. However, its direct effect on the turbulence field is ignored.
The computational grid is uniform in the axial direction and non-uniform in the radial direction. The radial grid is made significantly finer near the tube wall and it expands towards the axis of the tube: a geometric progression distribution with an expansion ratio of -1.08 is used in all the runs for consistency. The number of radial grid cells varied from 40 to 100 and the final runs are made on grids containing 80x400 and 100x400 cells based on grid sensitivity studies.
The physical properties of supercritical water, like density, viscosity, specific heat at constant pressure and thermal conductivity, vary dramatically approaching pseudo-critical conditions. A fine grid is required to capture these changes accurately. Furthermore, the application of low-Reynolds-number turbulence models requires a fine grid near the tube wall.
The values of non-dimensional distance from the wall surface to the first grid cell face, y + , are smaller than unity in all the validation runs, which is in accordance with recommendations on the use of low-Reynoldsnumber turbulence models in previous CFD analyses of SCW heat transfer [2] [3] [4] [5] [6] [7] . In particular, y + is around 0.1 in most runs. It is calculated as y + =u ‫٭‬ y 1 /ν, where u ̽ is the friction velocity, y 1 is the radial distance from the wall to the first grid node and ν is the local kinematic viscosity. The physical size of the first grid cell, y 1 , is kept the same over the heated length in each CFD run, but the nondimensional distance, y + , changes along the wall due to change in physical properties of SCW.
The NIST REFPROP software [20] is used to generate the tables of SCW properties (dependencies of density, kinematic viscosity, specific heat at constant pressure, thermal conductivity on local temperature) at a pressure of 24 MPa in the temperature range from 320°C to 600°C. These tables are used to provide a separate Excel table file for each individual property, and these files are then read by the PHOENICS solver at run time. At each computational cell, the above physical properties are calculated using linear interpolation to the local temperature value. For simplicity, the PHOENICS customization tool, INFORM [8] , is used for linking the PHOENICS solver with the REFPROP data base instead of using FORTRAN coding and creating a private version of the PHOENICS solver.
RESULTS AND DISCISSION

Experimental Conditions
The CFD model described in the previous section is validated using the experimental data obtained at the State Scientific Center of Russian Federation -Institute for Physics and Power Engineering supercritical-test facility (Obninsk, Russia) [9−11] . This set of data was generated within the operating conditions close to those of SCWRs. 
CFD Model Validation
The bulk fluid temperature, the inside tube wall temperature and the heat transfer coefficient are calculated along the heated tube length and compared with experimental data in Cases 1 to 7 listed in , is equal to 0.033. This flow is a mixed convection upward flow in a heated tube, where the buoyancy force caused by density difference becomes important with increase in Ri [21] [22] [23] . A detailed review of such flows was provided in [21] , where, in particular, it was concluded that the use of low-Reynoldsnumber turbulence models was required in order to predict accurately the heat transfer characteristics such as tube wall temperature and heat transfer coefficient along the heated tube length.
Due to a large decrease in density (from 621 to about 86 kg/m 3 ) along the heated tube length, there is a significant acceleration of flow: the velocity increases from an inlet velocity of 1.61 m/s to values up to 8.37 m/s at the tube outlet. Figure 2 .10 shows the dependencies of axial velocity on radial distance from the tube axis predicted in Case 5 at different distances from the tube inlet. It is an illustration of significant flow acceleration. However, the effect of buoyancy on radial profiles of axial velocity is not significant in this case (Ri=0.033).
For an increase in Ri, the effect of buoyancy force on fluid velocity and temperature increases and the radial profile of axial velocity starts to have a local maximum between the tube axis and tube wall. This effect was demonstrated in [22] for an ascending air flow in a vertical heated pipe at Re=25,000 and Gr>10 9 (Ri>1.6). 
