Abstract. We study a family of complex representations of the group GL n (O), where O is the ring of integers of a non-archimedean local field F. These representations occur in the restriction of the Grassmann representation of GL n (F) to its maximal compact subgroup GL n (O). We compute the Fourier decomposition of the Hecke algebra associated with the representation in terms of combinatorial data coming from lattices of submodules of finite Omodules.
Introduction
Let F be a non-archimedean local field and O its ring of integers. Let F q be the residue field and ℘ the maximal ideal of O. The group GL n (F) acts on Gr(m, n, F), the Grassmannian of m-dimensional subspaces of an n-dimensional space, and gives rise to a complex representation of GL n (F) on L 2 (Gr(m, n, F)). This work is about the restriction of this representation to the maximal compact subgroup GL n (O). We shall refer to it as the Grassmann representation.
As we shall see, the analysis of this representation is deeply connected to the structure of the lattices of submodules of the finite modules (O/℘ k ) n . Invariants of representations such as multiplicities and idempotents can be expressed in terms of purely geometric or combinatorial data.
1.1. Main Results. Fix m ≤ n/2. Let Λ m be the set of isomorphism types of finite O-modules which are quotients of O m , i.e. have rank at most m. We shall identify elements in Λ m with partitions of at most m parts in the standard way, namely, (λ i ) ↔ [⊕O/℘ λ i ]. For any λ ∈ Λ m let X λ be the set of submodules of (O/℘ k ) n of type λ (for k large enough which will not play any role). The action of GL n (O) on each X λ (via reduction modulo ℘ k ) gives rise to a complex representation on the space of C-valued function on X λ which we denote by F λ . Theorem 1. With the above notations there exist a family U λ λ∈Λm of irreducible representations of GL n (O) such that (1) L 2 (Gr(m, n, F)) = λ∈Λm U λ . (2) U λ , F µ = |{λ ֒→ µ}|. I.e., the multiplicity of U λ in F µ is the number of nonequivalent embeddings of a module of type λ in a module of type µ.
Let H m be the Hecke algebra associated with the representation:
H m = S Gr(m, n, F) × Gr(m, n, F)
where S stands for Bruhat-Schwartz functions. One has a dense embedding H m ֒→ End GLn(O) L 2 (Gr(m, n, F)) given by interpreting elements of H m as integration kernels. Thus, H m plays a central role in the analysis of the Grassmann representation. It has two natural bases indexed by elements from Λ m : characteristic functions of classes (geometric basis) and idempotents (algebraic basis).
Theorem 2. The idempotents in H m are computed explicitly (see §4.2) in terms of the geometric basis using combinatorial data coming from the lattice of submodules of finite quotient of O m .
The whole study included here hinges on the profinite nature of the ring of integers O, and hence of all groups, spaces and algebras defined over it:
As a consequence, one can work with finite objects, and then transport the results to the limit. This also dictates the organization of this paper. Section §2 is devoted to the transition to and from the finite objects. Section §3 is a purely finite analysis and concerns the interplay between the combinatorics of the lattice of submodules of (O/℘ k ) m and the representation F k m . In particular, the Fourier decomposition of the finite Hecke algebra End GL n (O) (F k m ) is explicitly computed. In section §4 the decomposition is lifted to GL n (O) and explicit formulas are given. The last section, §5, is devoted to related works. The appendix at the end of this paper is a collection of some lemmas required for the main theorem of section §3 regarding discrete valuation rings and their modules, which we believe are known but could not find a reference.
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2. To finite quotients and back 2.1. Reduction to finite quotients. Let I k denote the kernel of the reduction of GL n (O) modulo ℘ k , and let G k stand for the quotient GL n (O/℘ k ). GL n (O) being the inverse limit of the finite groups G k enjoys the property that each of its continuous irreducible complex representations has a conductor or level. That is the first natural number k such that I k acts trivially. It follows that there exist a natural filtration on the representation,
The k-th term in the filtration consists of all the irreducible components of the representation which have level at most k, and thus is in fact a representation of G k . Denote this representation byρ k m . Since each irreducible will be captured by someρ k m , it suffices to understand the latter. ρ k m has the following alternative description. Fix a level k, and let L k n be the lattice of submodules of (O/℘ k ) n . G k acts on L k n with orbits:
For each λ define a representation of G k arising from this action on F λ = F (X λ ), the vector space of Cvalued functions on X λ , with inner product induced from the counting measure. Denote this representation be ρ λ . Of particular interest is the representation which corresponds to λ = k m due to the following observation:
The set of types Λ k n is equipped with a natural partial order: µ ≤ ν whenever a module of type µ can be embedded in a module of type ν. In terms of Young diagrams it amounts to containment. Let τ : L k n → Λ k n be the type map which assigns to each module its isomorphism type. It will also be useful to use another set of coordinates for elements in Λ k n by transposed diagrams
The finite Hecke algebras. Let
by interpreting such functions as a G k -invariant summation kernel and hence an intertwining endomorphism. We have the following bijection:
The fact that G k preserves the module structure implies that this map is well defined. It is onto due to the assumption m ≤ n/2 which give enough room to realize any type λ as intersection of two (free) modules of type k m . It is one to one because any abstract isomorphism between x ∩ y and
and an application of Gelfand's trick gives:
The explicit construction of the isomorphism in part (1) of proposition 2.2 is the main theme of section §3. Before pursuing this task we describe how the finite results are lifted to the analysis of the Grassmann representation.
2.3. Lifting the finite spaces and algebras.
2.3.1. Lifting spaces. Let X m stand for Gr(m, n, F) and π k : X k m → X (k−1) m be the natural quotient maps. As GL n (O)-spaces we have:
Observe that I k \X m ≃ X k m , thus supplying a proof for lemma 2.1. Using the identification (⋆) above, the maps π k descent to maps
which are easily described in transposed coordinates by 
Proof. The only nontrivial issue left to address is the fact that the first identification is also topological. The topology on the l.h.s is the quotient topology. The quotient map from X m × X m to X k m × X k m is continuous and GL n (O)-equivariant. The limit map becomes continuous and well-defined on the quotient.
Remark 2.4. 
, where the notation F (X) is replaced by L 2 (X) to emphasize that the inner product structure is induced from the Haar measure, rather than the counting measure. The adjoint transformation, i * k , is the orthogonal projection on the I k−1 invariants. In the limit we get the space of Bruhat-Schwartz functions:
given by
It follows (by (⋆) above) that as vector spaces 
Here S(Λ m ) is the space of locally constant functions on Λ m . The limit algebra structure obviously coincides with the operator algebra structure of S(Λ m ), arising when viewing its elements as convolution operators on L 2 (X m ). Denote by F (Λ m ) the space of finitely supported func-
Analyzing the latter is the task we are undertaking here.
Fourier decomposition of the finite Hecke algebra
We are now about to compute the Fourier decomposition of the finite Hecke algebras H k m . The parameter k will fixed throughout this section. It will be convenient to denote φ = k m and Φ = k n .
3.1. Geometric intertwiners. The following operators are fundamental in our analysis.
• T µ≻λ and T λ≺µ : For each pair of types λ ≤ µ define
T µ≻λ and T λ≺µ commute with the group action and form an adjoint pair.
• T λ֒→ν←֓µ : For types λ, µ ≤ ν define the following map from F µ to F λ :
Observe that g λ = Φ φ δ k λ , due to the transition from Haar measure to the counting measure. g λ is self adjoint and commute with the group action. In order to minimize confusion, we follow the rule that whenever an operator is labeled with a diagram, it acts from the space indexed by the right type of the diagram to the space indexed by the left type.
3.2. Bases. We shall be focused on three bases of the Hecke algebra:
Geometric: g λ λ≤φ Cellular:
c λ λ≤φ Idempotents:
The geometric basis is just the indicating functions of the orbits X φ × G k X φ viewed as operators, and explicitly defined above. The cellular basis elements c λ are defined by c λ = T φ≻λ T λ≺φ for λ ≤ φ. The following equality is easily verified from the definitions and proves that it is indeed a basis.
is the number of submodules of type λ contained in a module of type µ. For each λ ≤ φ set:
The following proposition is proved in [Hil94] and in a more general setup in [BO04] . It reveals the importance of the cellular base. (
is a complete set of irreducible representations of H φ . (2) If e λ is the idempotent in H φ corresponding to K λ for all λ ≤ φ then there is a triangular matrix such that:
The cellular basis appears as a bridge between the geometric and algebraic bases. It is upper triangular with respect to the former and lower triangular with respect to the latter. In the next section we shall use it to compute the idempotents explicitly.
Remark
Moreover, by the definition of c λ as the composition T φ≻λ T λ≺φ , the annihilation criterion above translates to the fact that U λ occurs in F λ and does not occur in F µ for µ < λ.
Inverting the matrix (c-g
). The discussions in [BO04] and appendix A.1 here enable the following calculation:
Recall that for every partition ξ, n(ξ) = (i − 1)ξ i , and that |ξ| = ξ i . 3.4. Transition matrix: cellular to idempotents. Let F be a fixed O-module of type Φ = k n . We say that two submodules are transversal if their intersection is zero. Let κ, λ and µ be types of modules and let x µ and x κ be two transversal submodules of F of types µ and κ respectively. Define:
• [µ ≺λ ⋔ κ] Φ = The number of submodules of type λ in F which contain x µ and are transversal to x κ .
• [µ ≺λ] Φ = the number of submodules of F of type λ which contain a given submodule of type µ (in the above notation this is [µ ≺λ ⋔ 0] Φ ). We wish to compute the idempotents of H φ explicitly. Since the cellular structure must agree with the idempotent decomposition, we already know that there exist a lower triangular matrix A λκ such that the relation c-e above holds. We have already seen that the transition matrix from the geometric basis to the cellular basis depends only on geometric invariants of the lattice of submodules (relation c-g above) in a very simple way. We were happy to discover that this also holds for the cellular-idempotents matrix. The main result in this section is:
Our strategy is to analyze the multiplication in the algebra with respect to the cellular basis. Let B ν λµ be multiplication coefficients with respect to the cellular basis:
Proof. Follows immediately from lemma 3.4 in [BO04] .
Substituting c η = T φ≻η T η≺φ in equation (1) and using lemma 3.3 gives (assume κ ≤ λ):
In the previous section we focused on the subspace of F λ which consisted of irreducible representations which occur in F φ and was denoted F • λ . Indeed, these maps are independent after being composed with T φ≻λ on the left and T κ≺φ on the right and using lemma 3.3. We get the following identity on F
• λ :
T λ≻κ + {terms with ν < κ}
Denote the coefficient of an operator S w.r.t to a basis element D ∈ ∆ by S, D ∆ .
Combining definition 3.4 with (3) we see that Theorem 4 is equivalent to:
Theorem 5. κ ≤ λ ≤ φ is a good triple.
This theorem, the heart of the matter, will keep us busy for the rest of the section. We would like to take a small pause and explain the strategy which we undertake. The idea is to show that it is enough to find a path connecting λ and φ in the segment [λ, φ] which can be paved with good triples, and then exhibit such path. More precisely, we follow three steps:
(
and has the same rank. (3) κ ≤ ǫ ≤ φ is good whenever ǫ and φ are symmetric. Note that a Jordan-Hölder sequence of types from λ to a symmetric type ǫ of the same rank gives an appropriate path: λ = λ 0 ≤ · · · ≤ λ r = ǫ ≤ φ.
Step 1 Lemma 3.5. If κ ≤ λ ≤ θ and κ ≤ θ ≤ φ are good so is κ ≤ λ ≤ φ.
Proof.
Using this lemma r times completes the proof of step 1. Note that the lemma can be used successively only from the 'top' to the 'bottom'.
Step 2 Let λ 1 and λ 2 be types of same rank and assume that λ 2 covers λ 1 . Let κ ≤ λ 1 . We want to show that
However, the assumption that λ 1 and λ 2 have the same rank guarantees that any module of type λ 2 containing a module of type λ 1 which is transversal w.r.t. a module of type κ inherits this transversality. Hence, the requirement to avoid κ is redundant and [λ 1 ≺λ 2 ⋔ κ] = [λ 1 ≺λ 2 ]. We start by expanding the product T λ 1 ≺λ 2 T λ 2 ≻κ :
The assumptions on λ 1 and λ 2 assures that no other terms appear in (4). Evidently T λ 1 ≻κ = T λ 1 ֒→λ 1 ←֓κ and a λ 1 = [λ 1 ≺λ 2 ]. We are therefore reduced to showing that the ∆ expansion of the second term in (4) does not contain a multiple of T λ 1 ≻κ . This is accomplished by claim 3.6. Let κ 1 be the unique type which can (possibly) complete a cartesian diagram (see the first part of claim A.4 in appendix A):
Proof. We shall prove the equivalent statement:
We begin by applying the r.h.s. to a cyclic element δ x 0 ∈ F κ :
Let w 0 , x 0 and y 0 be submodules of F such that w 0 ⊂ x 0 ∩ y 0 with types τ (w 0 ) = κ 1 , τ (x 0 ) = κ and τ (y 0 ) = φ. Define:
By the second part of claim A.4:
This description of B together with the symmetricity of y 0 implies that |B| depends only on the types of ℘x 0 and w 0 , denote it by b ℘κ,κ 1 . Applying the l.h.s. to δ x 0 yields:
Hence, the two operators differ by a constant.
Step 3 We should prove that the triple κ ≤ ǫ ≤ φ is good when both ǫ and φ are symmetric types. This is precisely the assertion of theorem 5 in [BO04] . In particular see relation (8) in the proof. The only delicate point which deserves a remark, is the duality axiom which is used in the proof and should be justified. Indeed, in a module of type κ, the number of submodules of type α equals to the number of submodules of co-type α (cf. [Mac95, Chapter 4]).
Fourier decomposition of the Hecke algebra
In this section we collect the results obtained so far and shift them to the limit space, which was our original problem.
The subscript q will be occasionally omitted from the notation. Using the embedding of Λ m in Z ∞ via the transposed coordinates, and using the standard bilinear form there we will write
Claim 4.1.
(1)
Proof. A basic quantity, which all other quantities are scaled to, is the size of Hom(⊕O/℘ λ i , ⊕O/℘ ν i ) which is denoted and computed by
The subset of all injective morphisms will be denoted Hom 1−1 (⊕O/℘ λ i , ⊕O/℘ ν i ) and we will use
Observe that the map
is hom 1−1 (λ, λ) to one, thus
and (1) follows. Given an O-module f of type φ, counting in two ways the size of the set {x, y < f | x < y, τ (x) = λ, τ (y) = ν}
which (given (1)) readily proves (2) . In order to prove (3) we need a little preparation. Let F be a module of type Φ. Let z < F be a fixed module of type λ. Denote by F 1 a module of type k λ ′ 1 containing z. Observe that F 1 is a direct summand of F . Fix a complimentary direct summand to F 1 in F and denote it by F 2 , thus
Denote the corresponding projections by p 1 and p 2 . Assume that a type ν is given. We denote
is hom 1−1 (ν, ν) to one. This map is indeed into X as
It is onto X as for a given ψ ∈ Hom 1−1 (⊕O/℘ ν i , F ), with Im(ψ) ∈ X we have Ker(p 2 • ψ) ≃ Im(ψ) ∩ F 1 which is 0, as the ℘-torsion of F 1 is equal the ℘-torsion of z. We get that
Counting in two ways the size of the set
and (3) follows.
Transition matrices.
We are finally in a position to collect the pieces, and write down explicitly the transition matrix between the delta functions basis of H m and the idempotents of H m (the spherical functions). In order to do that we introduce an intermediate basis, which is the limit of the (normalized image in H m ) of the finite levels cellular bases. We definec
Thus obtaining
Which combined together give the desired (δ − e) transition matrix.
Remark 4.2. The transition matrices δ ↔c ← e are given explicitly by a combinatorial data. Examples imply that this should also be the case for the transition matrixc → e, and it would be interesting to find such interpretation.
Final remarks
5.1. Grassmannians over archimedean local fields. The Grassmann representation over an archimedean local field (i.e R or C) was considered by James and Constantine in [JC74] . The decomposition to irreducible representations consists of the same indexing set Λ m as the non-archimedean case discussed here. An interesting question is whether there exist a natural correspondence between the irreducible indexed by λ going over all the places of a global field. This question is addressed in [Onn04] . It turns out that the quantum Grassmannian interpolates between the Grassmannians over local fields.
Nilpotent representations of GL n (O).
The irreducible representations considered here were studied by Gregory Hill in [Hil94] . They seem to play an important role in the representation theory of GL n (O). Proposition 3.1 was proved in [Hil94] using quite involved calculations. We refer the reader to [BO04] for a general discussion on Hecke algebras arising from Grassmannians in which a generalization of the latter proposition is given in a natural way.
Appendix A. Local rings and DVR's
In this appendix we prove some claims regarding local rings. All modules under consideration are assumed to be of finite rank. The following Proposition is probably well known. We give here a direct proof.
Proposition A.1. Let R be a local ring with maximal ideal ℘, and let M be a finite R-module with ℘M = 0. Then C(M) is contractible. In particular, χ(M) = 0. A.2. Let R be a local ring with a maximal ideal ℘ and let x, y be Rmodules. Letx = x/℘x. By Nakayama's lemma x → y is onto if and only if the induced mapx →ȳ is onto. Equivalently rk(x) = dim x/℘x.
Claim A.2. Let R be a local ring with maximal ideal ℘. Let z be an R-module and x, y two submodules of z. Then:
rk(x + y) = rk(x) + rk(y) − rk(x ∩ y) + dim ℘x ∩ ℘y ℘(x ∩ y)
Proof. Using the equalities ℘(x+ y) = ℘x+ ℘y and ℘(x⊕y) = ℘x⊕℘y, we obtain a commutative diagram with exact columns and rows (5) and exact sequence (6): 
= rk(x + y) + dim x ∩ y ℘x ∩ ℘y 
