Abstract|In this paper, we take a new look at the mixed structured singular value problem, a problem nding important applications in robust stability analysis. Several new upper bounds are proposed using a very simple approach which we call the multiplier approach. These new bounds are convex and computable by using linear matrix inequality (LMI) techniques. We show, most importantly, that these upper bounds are actually lower bounds of a well-known upper bound which involves the socalled D-scaling (for complex perturbations) and G-scaling (for real perturbations).
I. Introduction
This paper addresses the problem of the mixed structured singular value. The notion of structured singular value, or for short, was initially proposed by Doyle 4] for studying the robust stability of linear systems which are subject to certain structured complex perturbations. It has also been extended to the case where there exist both real parameters and complex uncertainty, i.e., the so-called mixed perturbations; see Fan, Tits and Doyle 5] .
The computational issue of has been studied in numerous papers; see Young, Newlin and Doyle 16 ] for a summary. There is also a Matlab Toolbox available; see Balas, et. al. 1] . The best upper bound of known so far is given by Fan, Tits and Doyle 5] for a general problem where both real and complex perturbations are allowed. This bound is generalized from an earlier result of Doyle 4] .
In this paper, we propose several new upper bounds for the structured singular value. The rst new upper bound is derived by using the following trivial fact: Lemma I.1: A matrix family A is nonsingular if there exists another matrix C (multiplier) such that the Hermitian part of the product AC is negative-de nite for all A 2 A.
An interesting point regarding this upper bound is that it is convex. This upper bound holds an important conceptual value because it is extremely easy to derive and serves as a lower bound for other upper bounds. Because this upper bound is not easy to compute when there exist complex perturbations, we apply the well-known S-procedure on it and derive a second new upper bound which is looser than the rst one but convex and computable by using linear matrix inequality (LMI) techniques. The computation of this bound is numerically e cient when the number of real perturbation blocks is not large. When the number of real perturbation blocks is large, we derive another new upper bound which is even looser but more e cient to compute. This upper bound is still convex and computable by using the LMI method. But most surprisingly, we nd that all these new upper bounds are actually lower bounds of the upper bound of 5] mentioned above.
The rest of this paper is organized as follows: Section 2 reviews the mixed structured singular value problem and the upper bound in 5]. Section 3 provides three new upper bounds. The relationships among these bounds and the upper bound of 5] are analyzed in Section 4. Section 5 compares the multiplier approach with an alternative approach for analysis. Some concluding remarks are given in section 6.
II. Review of the Structured Singular Value
The notation needed for de ning the mixed structured singular value is standard, and we simply duplicate it from 5].
Given M 2 C n n and nonnegative integers mr, mc and mC, with m = mr + mc + mC n (1) a block structure K is de ned to be an m-tuple of positive in- (4) otherwise, where () denotes the largest singular value.
The exact computation of K(M) is very di cult. In fact, its computational complexity is known to be NP-hard; see, e.g., Poljak and Rohn 12] . In practice, an upper bound and a lower bound are computed to approximate the exact value. The upper bound is very important because it serves as an guaranteed margin for robust nonsingularity. In contrast, the lower bound is often used for checking the tightness of the upper bound. A popularly used upper bound for the structured singular value is given by Fan, Tits and Doyle 5] . To describe this upper bound, we introduce some more notation: for all 2 X with ( ) a ?1 .
Remark III.1: The condition (12) or (13) has an obvious advantage over (9) because the size of the multiplier in (12) or (13)is onlyrather than n n.
Based on the analysis above, we propose a simple new upper bound as follows: Given a matrix M 2 C n n of the form (10) and an associated block-structure K, de ne b K(M) = inf a>0 fa : 9 C 2 C: E(C; ) > 0; 8 2 X; ( ) a ?1 g (14) where
Obviously, we have
Also note that the constraints on i in (14) can be simply replaced with i = a ?1 .
B. The Second New Upper Bound
The computation of the rst new upper bound is inconvenient in cases where there are complex perturbation blocks. To simplify the computation, we obtain a looser upper bound by applying the well-known S-procedure 15] on the complex blocks 
KR; KC; XR; XC; DR; DC; DR; DC; GR are similarly de ned (note that GC = 0). We also rewrite (10) as follows:
Then, E(C; ) can be rewritten as E(C; ) = E(C; We now derive another new upper bound which is even looser than K(M). However, this new upper bounds serves two purposes: 1) It bridges the gap between K(M) and K(M), i.e. it is in between the two; and 2) It is numerically more e cient than K(M) when the number of real perturbation blocks becomes large.
Our rst step is to partition R into two parts:
where R 1 consists of the rst m1 repeated real blocks while (31) The motivation for the partition above stems from the fact that the number of LMIs involved in computing K(M) is 2 mr which is an exponential number. With this partition, we will reduce this number to 2 m 1 by converting the R 2 block into additional scaling variables DR 2 and GR 2 (which are a part of DR and G for K(M)).
With the partition above, we obtain the following result: Theorem III.5: Let F(C; DC; R) be given in (22) and a > 0.
Then, F(C; DC; R) < 0 for all R The sole purpose of this section is to prove the following result:
Theorem IV.1: Given M and K, we have Proof of Theorem IV.1: The rst inequality in (36) has been explained before (see (16) ). The second and third inequalities follow trivially from Theorems III.2 and III.5. To show the fourth inequality, we let M be in the form of (19), and need to prove the following: Suppose there exists D 2 D and G 2 G such that a(D; G) < 0 (Recall the de nition of a(D; G) in (7)). Then, there exist C 2 Csuch that L(C; DC; R 1 ; DR 2 ; GR 2 ) < 0 for all R 1 with ( R 1 ) a ?1 , or equivalently, with r i = a ?1 ; i = 1; ; m1. Two steps will be involved to achieve this purpose.
Step 1: We apply Lemma IV.2 to show that a(D; G) < 0 is equivalent to the following condition: There exists some C 2 Csuch that Note that the rst condition is redundant and (42) is the same as a(D; G) < 0.
Step 2 During the revision of this paper (see 7] for previous version), Iwasaki, Hara and an anonymous reviewer brought to our attention an alternative approach for computing an upper bound for . This approach is based on the following result: Lemma V.1: 11] Given M and K, K(M) < 1 if and only if there exist matrices R = R H , Q = Q H and F with appropriate dimensions such that
for all 2 K with ( ) 1.
The conditions in Lemma V.1 is not suitable for computing in general because (47) is not convex in . However, the convexity is guaranteed under the relaxation that R 0. In this case, the real parameters i in (47) can be replaced with 1. In particular, it is easily shown in 11] that the D ? G scaling technique of 5] gives a special choice of R 0, F and Q.
An interesting point by the aforementioned anonymous reviewer, which we appreciate, is that if a multiplier C exists for (9) (taking a = 1), then R 0, F and Q also exist for (46)-(47). Hence, it seems that the multiplier approach can be improved further. However, the result below shows that this is not the case.
Theorem V.2: There exist R = R H 0, Q = Q H and F such that (46)- (47) hold if and only if there exists C such that (9) holds.
Proof: To see the \if" part, we note a result in 13] which states that a multiplier C exists for (9) Since R 0, we obtain (9) with C = (M H F + R).
Remark V.3: The implication of the result above is that the multiplier approach is advantageous because it involves a much less number of variables (C vs. Q; R; F).
VI. Concluding Remarks
In this paper, we have provided several new upper bounds for the mixed structured singular value. Despite of the fact that these upper bounds are derived based on a very simple multiplier approach, we have shown that they are indeed lower bounds of an upper bound given in 5]. The rst upper bound serves a conceptual value as it is very easy to derive. The second upper bound is computable via LMI techniques and is suitable when the number of real perturbations mr is not large. When mr is large, the third upper bound needs to be used to avoid exponential growth in computation. The relaxation technqiue S-procedure is the key in obtaining the second and third upper bounds. When the S-procedure is applied to all real and complex perturbations, the upper bound in 5] follows.
We must stress that these new upper bounds still appear to be very coarse. In other words, the news of this paper is somewhat disappointing as it points out that our knowledge about is still very primitive despite of years of research. It is a challenging task to nd better upper bounds which are also convex and e ciently computable. The computational issue of remains wide open. On the other hand, a recent negative result 6] shows that it is unlikely to have a polynomial algorithm which gives a upper bound for with relative error grows at a rate at most exponential (In fact it is impossible to have such guarantee unless all NP problems are solvable in polynomial times).
The type of uncertainty analyzed by the framework is somewhat restrictive, i.e, it must be of the structure (3) and`1 norm-bounded. It is not di cult to see that the multiplier approach can deal with a much larger class of uncertainty, namely, it allows any convex or even nonconvex set of uncertainty. This observation provides a simple connection between the theory and the absolute stability theory where the sector-bounded uncertainty is typically used. The connection lies in the use of a multiplier. The idea of using multipliers for robustness analysis has been used by a number of authors; see, e.g., How and Hall 9] and Sparks and Beinstein 10] where some generalized Popov multipliers are used. We note, however, that a multiplier of this kind is a special type of D ? G scaling when the uncertainty is norm-bounded.
We also point out that when the multiplier approach is used to study the robust stability of a family of matrices, it has a simple link to quadratic stability. Namely, if the multiplier is restricted to a constant, positive-de nite and Hermitian matrix, we face the problem of quadratic stability. More precisely, given a family of connected matrices A C, necessary and su cient conditions for robust Hurwitz stability are: 1) There exists some A0 2 A which is Hurwitz stable; and 2) For every ! 2 R, the matrix family A! = fA ? j!I : A 2 Ag is robustly nonsingular.
Using the multiplier approach, a su cient condition for A! to be robustly nonsingular is the existence of a multiplier C! 2 Csuch that (A ? j!I) H C H ! + C!(A ? j!I) < 0; 8A 2 A (49)
Taking C! = C = C H > 0, the above reduces to quadratic stability:
A H C + CA < 0; 8A 2 A (50) Example of using the multiplier approach to quadratic stability analysis can be found in Boyd and Yang 3] and Boyd et. al. 2] . A follow-up paper 13] o ers several other interesting properties of the multiplier approach. Namely, an equivalence among several multiplier schemes is established. The computation of the new upper bounds is formally formulated as an generalized eigenvalue problem which can be solved using LMI techniques. The continuity issue of the upper bounds is also studied.
