This paper concerns the study of explicit 4-stage fourth order Runge-Kutta methods which preserve quadratic conservation laws when their weights are made solution dependent. Application to orthogonal and Hamiltonian linear systems and numerical tests are also reported.
Introduction
In recent years, numerical analysts have increasingly appreciated the great importance of qualitative behavior of a system of di erential equations. In fact, several numerical methods have been developed to integrate systems of ODEs whose solutions preserve, during the evolution, certain qualitative features of the initial condition, such as orthogonality, dissipativity, isospectrality, etc (see [2, 7, 9, 8, 11, 14] ). In this paper, we shall look at explicit Runge-Kutta (R-K) methods and how they can preserve any quadratic conservation law when the coe cients of the method are made solution dependent.
Let us consider the autonomous di erential system y (t) = f(y(t)); y(0) = y 0 ; t ¿0;
with y 0 ∈ R q and f : R q → R q , su ciently smooth function and a partition of the time interval given by t n+1 = t n + h, for n ¿ 0, where t 0 = 0 and h ¿ 0 is the step size. Then applying a s-stage R-K scheme, deÿned by the Butcher tableau 
where y n+1 is an approximation to the theoretical solution y(t) of (1) at t = t n+1 . We recall now the conditions, which we will use later, for a R-K method to be consistent:
a ij ; i = 1; : : : ; s; and
Let · ; · be the Euclidean inner product on R q and suppose that the exact solution y(t) of (1) veriÿes the quadratic conservation law:
where S ∈ R q×q is a symmetric, constant matrix. It is known (see [3, 12] ) that condition (6) equals
The relation (6) can be utilized for deriving conditions on a numerical method to preserve quadratic laws.
Deÿnition 1. Let S ∈ R q×q be a symmetric, constant matrix. The R-K method deÿned by the Butcher array (2) is said to be S-conservative if applied to the di erential system (1), with f : R q → R q su ciently smooth function satisfying (7), it gives numerical solutions such that y T n+1 Sy n+1 = y T n Sy n for all n ¿ 0 and for all h ¿ 0.
The conditions for a R-K scheme to be S-conservative have been considered in several papers. Here, we mention an important result about the existence of a subclass of R-K methods preserving quadratic invariants (see [3] ). 
is the zero matrix.
Proof. We will give here a sketch of the proof to understand how one may act to make a generic R-K method S-conservative. By virtue of (7), it is
m ij Sf(y nj ); f(y ni ) :
If M = 0 then the method preserves quadratic laws since y T n+1 Sy n+1 = y T n Sy n ; and so the proof follows by induction on n.
Rational 4-stage Runge--Kutta methods
It is well known that no explicit R-K method veriÿes automatically that M = 0 (see for instance [2, 5, 10] ). However, we may impose on any R-K method to be S-conservative, by requiring that the quantity
is zero, where we denote by F ni = hf(y ni ), for i = 1; : : : ; s. Particularly, we may modify the weights of the method, making them solution dependent in such a way that Q = 0 .
Deÿnition 2. A R-K scheme whose coe cients are solution dependent is called rational or nonlinear R-K formula. Now, acting on the weights b i 's of the R-K method and making them solution dependent, we show how it is possible to modify a 4-stage explicit R-K scheme in a rational S-conservative method. In particular the following result may be derived. 
whereb i = n b i ; for i = 1; : : : ; 4 and n is a solution dependent parameter. Then the rational R-K scheme (11) is S-conservative if n = 1 − n =Á n ; where Á n is a non zero parameter given by
and
Proof. The symmetric matrixM for (11) has entries
n b i b j ; i¿j: Then, substituting these speciÿc elements into (9), we get
Hence imposing the conditionQ = 0 and after some calculations we obtain that
with Á n and n given by (12) and (13), respectively. Thus the rational R-K method (11) is S-conservative.
We now observe that to have a reÿned approximation to the solution obtained by (11) , by the consistency conditions (5), the parameter n must be close to 1. Hence, to determine the order of the rational method (11) it is important to examine the asymptotic behavior of n as h → 0. We start by proving the following result.
Proposition 3. Let us consider the rational R-K scheme (11); withb = n b; n = 1 − n =Á n ; and n and Á n given by (12) and (13) respectively. Then
Proof. We use the Taylor expansion of the function f. We will denote by f the ÿrst derivative of the function f evaluated as in [1] , to obtain
Thus using (16) we get
Let us now evaluate the inner product between SF nj and F ni ,
; i;j = 1; : : : ; 4:
and the statement follows.
Note that by the Taylor expansion (16), each value F ni depends on the coe cients of the R-K method in the following way:
then, we can explicitly write:
As it will be clear later, we need to express the parameter n of the rational method (11) , as a function of certain di erences of F ni 's, which in general may be written as
We now establish the conditions that the elements of the matrix A must satisfy so that the order of accuracy of each di erence in (17), as h → 0, is as high as possible. We suggest here a particular way of collecting these di erences, however one might follow a di erent approach. Firstly, by simple calculations, it results that the term
Moreover, by a direct evaluation,
Finally, if we consider 1 2
Note that when condition (18) and (19) are veriÿed, then (20) holds, moreover being S a constant matrix, then the transformed vectors S(F n1 − F n2 − F n3 + F n4 ), S(F n3 − F n2 ) and S( 
This scheme deÿnes a class of fourth order methods and it veriÿes the conditions (18), (19) and then (20). As we have already seen, it is possible to modify the explicit R-K formula (21) in a rational S-conservative method. Nevertheless, as we will see in the following proposition, since the weightsb i 's are third order perturbations of the constant weights b i 's, this procedure have the drawback of reducing the order of accuracy in the rational method if y n+1 is meant to approximate y(t) at t = t n + h. However, if y n+1 is interpreted as the approximation to y(t) at t = t n + n h we can prove the following result:
Proposition 4. Let us consider the rational R-K method (11) based on the fourth order scheme (21) withb = n b; n = 1 − n =Á n ; and n and Á n given by (12) and (13) respectively. If b 3 ∈ { 
and the S-conservative method (11)-(21) is a fourth order scheme if y n+1 is considered an approximation to y(t n + n h).
Proof. Let us consider the particular expression of n when we make use of both condition (18) and (19). Setting b + x, being x an arbitrary positive parameter, after tedious calculations, one sees that n can be written as
By using the expressions (23), (18) and (19), for b 3 ∈ { , the starting explicit R-K scheme (21) is the classical fourth order R-K method. We consider now b 3 = 2 3 and both conditions (19) and (20). After some calculations, we obtain that n can be written as
hence n = O(h 5 ) as h → 0 and it is again n = 1 + O(h 3 ) as h → 0. Now, let us interpret y n+1 , obtained by the rational R-K method (11) -(21) with b 3 as in the hypotheses, as the approximation to y(t) at the time t = t n + n h.
To prove the fourth order of the variable step interpretation of the method, for the sake of simplicity, we will restrict our attention to the scalar case, i.e. q = 1. On the other hand the proof can be derived in the general vectorial case by using the expansion of f(y nj ) in terms of elementary di erentials (see [1, 10] ).
Using (3) and expanding f(y nj ) in powers of h, we have 
for j = 1; : : : ; 4. Hence, the expansion of the numerical solution y n+1 in powers of n h up to order four is given by
The Taylor expansion of the true solution in powers of n h is
whereby f n = f(y(t n )), f n = f (y(t n )), etc. Now using (22) and examining the expansion of the local error e n+1 = y(t n + n h) − y n+1 , since the b i 's and the a ij 's are the coe cients of a four order method, it results that
Hence the result for q = 1 follows.
It must be pointed out that to obtain a fourth order of accuracy, the numerical solution y n+1 , given by the conservative rational R-K method (11) -(21), must be regarded as an approximation to y(t n+1 ), wherẽ t 0 = 0;t 1 = 0 h;t n+1 =t n + n h; n = 1; 2; 3; : : :
Hence a variable step implementation of the scheme is preferable; moreover, we note thatt n = t n + O(h 4 ), where t n = t 0 + nh, for n ¿ 1. We observe that when the b i 's are all positive the rational R-K method is both S-conservative and monotone (see [6] ). It seems to be interesting to highlight the theoretical possibility of constructing this type of conservative method starting from any explicit scheme and adding opportune parameters.
Numerical tests
In this section, we present some numerical results in order to illustrate the properties of the new conservative methods and to compare them with other classical four order methods. All numerical tests have been obtained by Matlab codes implemented on a scalar computer Alpha 200 5=433 with 512 Mb RAM.
We apply the rational R-K method (11) - (21), denoted by RRK4(b 3 ) with variable step, the classical fourth order R-K formula (RK4) and the S-conservative two-stage Gauss Legendre R-K method (GLRK2) to di erent conservative linear and nonlinear problems. Comparisons for the used schemes are done in terms of accuracy against the exact solution, loss of the qualitative behavior of the numerical solution and number of oating point operations ( ops). The accuracy is measured by ||y(t n ) − y n || ∞ and the loss of the conservation law by |y T 0 Sy 0 − y T n Sy n |, where y n is the numerical solution of the problem after n steps of the method and y 0 is the initial value of the problem. GLRK2 method has been implemented using standard functional iteration carried out to convergence (see [8] ). In the following numerical tests we report only the results obtained by rational R-K formula with b 3 = 1 3 since the behavior of the scheme for the other b 3 's is similar.
Example 1 (Hamiltonian di erential system). As ÿrst example we consider the harmonic oscillator equationṡ
with the Hamiltonian energy function
where ! = 0:2 is a positive constant, the initial position and velocity are respectively p(0) = 1 and q(0) = 1 and the exact solution of the ow is p(t) = cos(!t) + sin(!t); t ¿ 0 q(t) = −sin(!t) + cos(!t):
The conservation law (6) is obtained by S = (!=2)I , where I is the identity matrix. Table 1 displays the starting values of the step, the number of iterations and the instants at which the error between the numerical approximation obtained by RRK4 ( 1 3 ) and the theoretical solution of the system has been estimated. The size of the error shows that the variable step rational R-K scheme has fourth order of accuracy. Table 2 sums up the performance of the methods after n = 10 000 iterations for step size h 0 = 0:1. Both the S-conservative methods show a similar behavior, but RRK4 ( 1 3 ) requires a less number of ops then the implicit GLRK2 scheme. Fig. 1 displays the energy error E n = |H (p 0 ; q 0 ) − H (p n ; q n )| of GLRK2 (solid line) and RRK4 ( 1 3 ) (dotted line) integrating Example 1 for n = 10 000 iterations with constant step-size h = 0:1 for GLRK2 and initial step size h 0 = h for RRK4 ( 1 3 ). Both methods preserve the Hamiltonian function of the system, but for n large, RRK4 ( 1 3 ) presents a better behavior since its energy error is of order of machine accuracy (that is eps = 2:2204e −16 for Matlab).
Example 2 (Orthogonal ow). As second problem we consider Euler equation (see [4] )   ẏ and whose solution is
where sn,cn,dn are the elliptic Jacobi functions and c = 0:51. The symmetric matrix involved in the conservation law (6) is the identity matrix and y T y = 1 expresses the orthogonality for y. In this example we also applied the projected method based on the RK4 scheme (PRK4) (see [8] for details). Table 3 displays the global error for the numerical approximation obtained by RRK4(
) for di erent values of the step-size and number of iterations. As one can see from the size of the error the method behaves as a of fourth order scheme.
Figs. 2 and 3 plot respectively the global error and the orthogonal error against the initial step-size h 0 = 0:8=2 i , with number of iterations n = 1000i and i = 1; : : : ; 5, for GLRK2 (solid line with circles), RK4 (solid line with "×" symbols), RRK4 ( 1 3 ) (solid line with stars) and the projected method PRK4 (plus symbol). Preservation of orthogonality is better for RRK4 ( 1 3 ). Fig. 4 plots instead the global error against the number of ops. It is clear from the ÿgures that the S-conservative methods preserve orthogonality and that the RRK4 ( 1 3 ) presents a better global error than the projected procedure, although both use the same basic R-K scheme.
Conclusions
We have seen that it is possible to modify an explicit R-K method and to make it S-conservative. The rational R-K formulae so obtained inherit the explicitness of the starting scheme and from the numerical experiments we can conclude that they present a better asymptotic behavior than other well known S-conservative methods. Moreover, in all the numerical examples the global error behavior agrees with the order of the method. Their only drawback is that they require at each step the evaluation of the parameter n and this causes an increasing computational cost; however this computational cost is lower than that required by an implicit conservative scheme.
