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UNIVERSALITY FOR THE CONJUGATE GRADIENT AND MINRES
ALGORITHMS ON SAMPLE COVARIANCE MATRICES
ELLIOT PAQUETTE AND THOMAS TROGDON
Abstract. We present a probabilistic analysis of two Krylov subspace methods for solving linear
systems. We prove a central limit theorem for norms of the residual vectors that are produced by
the conjugate gradient and MINRES algorithms when applied to a wide class of sample covariance
matrices satisfying some standard moment conditions. The proof involves establishing a four mo-
ment theorem for the so-called spectral measure, implying, in particular, universality for the matrix
produced by the Lanczos iteration. The central limit theorem then implies an almost-deterministic
iteration count for the iterative methods in question.
1. Introduction
Sample covariance matrices are one of the oldest class of random matrices. One can trace their
theory at least back to the seminal work of Wishart [Wis28]. Specifically, Wishart considered
matrices of the form
W =
1
M
XXT(1)
where X is an N × M matrix whose entries are independent and identically distributed (iid)
standard normal random variables. Such matrices provide an estimator for the covariance matrix
of the columns of X, and the Wishart distribution can play the role of the null distribution in
covariance estimation. Wishart matrices arise in other settings too, and particularly relevant to
this paper, they appear in the seminal work of Goldstine and von Neumman [GvN51] on the
numerical inversion of matrices.
Recently, there has been increasing interest in understanding how algorithms from numerical
linear algebra and beyond act on random matrices. Specifically, this allows one to give a precise
average-case analysis of the algorithms, replacing the standard worst-case estimates/bounds. For
non-iterative methods such as Gaussian elimination, one looks for average-case bounds on rounding
errors (see [SST06], for example). For iterative methods, more questions can be asked, the most
basic of which is the question, “In exact arithmetic, how many iterations are required, on average,
to solve a problem?” The simplex method from linear programming was addressed in this context
by many authors [Bor87, Sma83, ST01]. In these works, the notion of average-case is typically
restricted to one ensemble, or distribution. Indeed, the natural criticism of a simple average-case
analysis is that the outcome could be ensemble-dependent, and thus it only has predictive power
for a small subset of real-world phenomena.
So, in the context of average-case analysis, it becomes important to show that any arbitrary
modeling choices made in defining the ensemble have a limited effect. In the probability literature,
this concept is called universality, and it has been studied extensively for many years. The most
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famous example of universality is the central limit theorem which states that for sufficiently large
M , the sums
SM =
1
M
M∑
j=1
Xj
for iid (Xj)j≥1 concentrate on the mean of X1 (and hence Xj for every j) and have small fluctuations
of size M−1/2 about this mean that are asymptotically normally distributed. This is true, as soon as
the random variables have a finite second moment, and more to the point, it does not depend on any
further information about the distribution beyond its first two moments. It can be argued that this
particular universality explains the peculiar prevalence and usefulness of the normal distribution
in statistics and nature.
Universality has been featured as a particularly important central feature of random matrix
theory, especially in the last 20 years. Many quantities, such as the largest eigenvalue of W , are
universal — they have fluctuations that are independent of the distribution on entries of W , with
some mild moment conditions. The specific statement for the largest eigenvalue λ1(W ) of W is
lim
M→∞
P
(
cdN
2/3
(
λ1(W )− (1 +
√
d)2
)
≤ t
)
= F1(t), d =
N
M
,(2)
where F1(t) is the cumulative distribution function for the Tracy–Widom (β = 1) distribution (see
[BS10], for example). Here we suppose that d
M→∞−−−−→ d where 0 < d < ∞. If we chose X to have
complex entries (W = 1MXX
∗) then we would arrive at the Tracy–Widom (β = 2) distribution.
Specifying real versus complex through β = 1 versus β = 2 is common practice in the random
matrix literature and we continue this practice in the current work.
Universality was first combined with the average-case analysis of algorithms in [PDM14], then
expanded in [DMOT14a], with rigorous results presented in [DT17, DT18a]. See [DT18b] for a
review. Here we summarize a result found in [DT17] concerning the power method. The power
method itself is the simple iteration
yk = Wxk−1, k = 1, 2, . . .
νk = y
T
k xk−1,
xk = yk/‖yk‖2,
where x0 is a starting unit vector that is often, in practice, chosen randomly. If, for example, W
is positive definite, then νk → λ1(W ) as k → ∞. A relevant question is to understand how many
iterations are required to properly approximate λ1(W ). Given the halting time
T (W,x0, ) = min{k : |νk − νk−1| < 2},
a result from [DT17] gives the distributional limit
lim
N→∞
P
(
T (W,x0, )
c˜dN2/3(log − 23 logN)
≤ t
)
= F gapβ (t),  ≤ N−5/3−σ,(3)
for t ≥ 0, σ > 0 and a constant c˜d. Here F gapβ (t) can be expressed in terms of the limiting
distribution of 1
N2/3(λ1(W )−λ2(W )) . But, more importantly, F
gap
β (t) only depends on β and not on
the precise distribution on the entries of X. One may also consider the distribution of νk − νk−1 as
M →∞ and ask whether it is universal.
The purpose of this article is three-fold.
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• We present a full derivation of distributional formulae for the conjugate gradient algorithm
(CGA) and the MINRES algorithm applied to linear systems Wx = b where W is dis-
tributed as in (1), addressing both the real and complex cases. A formula for the CGA
applied to the normal equations Wx = X√
M
b is also given. This elementary derivation pulls
on many well-known results at the intersection of numerical linear algebra and random
matrix theory. In particular, the derivation involves many algorithms that are well-known
to the applied mathematics community: the QR factorization, Golub–Kahan bidiagonal-
ization, singular value decomposition, Lanczos iteration and Cholesky factorization.
• We then show how universality theorems for the so-called anisotropic local law [KY17] can
be upgraded to give universality theorems for the moments of discrete measures that arise in
the Lanczos and conjugate gradient algorithms. This is the key component in showing that
the behavior determined in the asymptotic analysis of the formulae in the case of Gaussian
matrices indeed persists for a wide class of non-Gaussian matrices giving universality for
the norms of residual and error vectors for the CGA and MINRES algorithms. In the well-
conditioned case (i.e., d
M→∞−−−−→ d ∈ (0, 1)), the number of iterations of the algorithm to
achieve a tolerance  (i.e., the halting time) is almost deterministic.
• Because the calculations are so explicit and the estimates are so exact, this work can be
viewed as a benchmark for the average-case analysis of an algorithm. This shows that it
is indeed possible to completely analyze an algorithm, in a specific regime, applied to wide
class of random matrix distributions.
Currently, the small  (i.e.,  = M
M→∞−−−−→ 0) behavior of the CGA and MINRES algorithms on
Wishart matrices is open. By this, we are referring to determining the (asymptotic) distribution
on the number of iterations required to achieve a tolerance of . Numerical experiments indicate
that a universality statement analogous to (3) holds for the CGA provided M and N are scaled
appropriately [DMOT14b], the limiting distribution is conjectured to be Gaussian [DMT16] and
the leading-order behavior is conjectured in [MT16].
So, in this paper we focus on fixed  while running the algorithms O(1) steps. The leading-order
analysis along these lines was completed for Gaussian entries in [DT19]. This confirmed that the
deterministic analysis of Beckermann and Kuijlaars [BK01] (see also [Kui06]) holds in the random
setting with overwhelming probability. In this paper we improve upon and simplify the results in
[DT19] in many respects. In particular, our exact distributional formulae (see Theorem 1.2) can be
used to establish many, but not all, of the results in [DT19]. We then prove that the leading-order
results in [DT19] are universal and provide the universal distributional limit (after rescaling) for
the fluctuations. This also provides a universal, almost-deterministic halting time (see Remarks 2
and 3). Such almost-deterministic halting times for the CGA were first observed in [DMT16] and
proved in [DT19] in the Gaussian case. See [PvMP20] for similar results in the case of gradient
descent.
While our analysis for the CGA and MINRES algorithms is focused on sample covariance matrices
of the form (1), many other distributions should be analyzable. One example would be I + γG,
G = X+X
T√
2N
where X is an N × N iid Gaussian matrix. This is the shifted Gaussian orthogonal
ensemble. For a definite and well-conditioned problem, one should choose γ < 1/2. Another
interesting case is for sample covariance matrices T 1/2XXTT 1/2, for deterministic positive definite
matrix T, which correspond to sample covariance matrices with non-identity covariance. But in
either of these cases, one can run the Lanczos iteration on it and ask about the distribution on the
tridiagonalization that results. The leading-order behavior is implied by [VK19]. And indeed, as
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we discuss, this fact is qualitatively implied by the fact that the entries in the Lanczos matrix are
differentiable functions of the moments of an associated spectral measure.
The paper is laid out as follows. In this section we fix notation, introduce the Gaussian distribu-
tions from which we perturb and discuss the algorithms that we will analyze. We present our main
results in Theorems 1.1, 1.2, 1.3 and 1.4. The section closes with a numerical demonstration of
the theorems. In Section 2 we introduce the notion of sample covariance matrices and the moment
matching condition and discuss properties of basic algorithms applied to Gaussian matrices. Sec-
tion 3 gives some properties of orthogonal polynomials that are critical in our calculations. Section 4
gives a deterministic description of the CGA and MINRES algorithm along with the derivation of
formulae for the errors that result from the algorithms. The main probabilistic contribution of the
paper is in Section 5. It comes in the form of a “four moment theorem” for the spectral measure.
Lastly, Section 6 completes the proofs of our main theorems.
1.1. Notation. Throughout this article we use boldface, e.g., y, to denote vectors. The norm
‖y‖22 = y∗y gives the usual 2-norm. The expression W > 0 indicates that W is a real-symmetric
or complex-Hermitian positive definite matrix. And W then induces an important norm ‖y‖2W =
y∗Wy. We then use λ1(W ) ≥ λ2(W ) ≥ · · ·λN (W ) to denote the eigenvalues of W .
The notation Nβ(µ, σ2) refers to a real (β = 1) or complex (β = 2) normal random variable with
mean µ and variance σ2 and the symbol
L
= refers to equality in law. The notation xM
(d)−−−−→
M→∞
y
denotes convergence in distribution, or weak convergence. Additionally, since we will be using ek
to denote error vectors arising in the approximate solution of linear systems, we use f1, . . . ,fn to
denote the standard basis of Rn where n is inferred from context. The notation χβk is used to
denote the chi distribution with βk degrees of freedom parameterized1 by
χβk
L
=
 k∑
j=1
|Xj |2
1/2 ,
where (Xj)
k
j=1 are iid Nβ(0, 1) random variables.
We also encounter settings where the size of a random matrix or vector is increasing as a pa-
rameter M → ∞. We say that, for example, (xj)Mj=1 =: xM
(d)−−−−→
M→∞
y, y = (yj)
∞
j=1 in the sense of
convergence of finite-dimensional marginals if for any finite set S of integers
(xj)j∈S
(d)−−−−→
M→∞
(yj)j∈S .
This notion is very convenient as it allows one to bypass dimension mismatches between processes.
Lastly, we will use subblock notation Xi:k,j:` to denote the subblock of the matrix X that contains
rows i through k and columns j through `.
1.2. The Wishart distributions. Suppose X is an N ×M matrix of iid Nβ(0, 1) normal random
variables. Then we say that X
L
= Gβ(N,M), and we say W = XX∗/M has the β-Wishart distri-
bution and write W
L
= Wβ(N,M). The β-Wishart distributions in the cases2 β = 1, 2 has many
important properties that we will use extensively. In addition, classical algorithms from numerical
linear algebra act on these matrices in a way that allows for explicit (distributional) calculations.
1Parameterizing a distribution is expressing it as a transformation of well-understood random variables.
2The case β = 4 can be introduced using quarternions.
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1.3. The conjugate gradient and MINRES algorithms. The CGA [HS52] is an iterative
method to solve a linear system Wx = b where W > 0. Supposing exact arithmetic, the algorithm
is simplest to characterize in its varational form. Define the Krylov subspace
Kk = span{b,Wb, . . . ,W k−1b}.(4)
Then the kth iterate, xk, of the CGA satisfies
3
xk = argminy∈Kk‖x− y‖W .
In Section 4 the algorithm that is often used to compute xk effectively is presented but since our
analysis assumes exact arithmetic, this algorithm is not needed to perform the analysis.
The MINRES algorithm (see Algorithm 3 below) is another iterative method that works with
Kk by again producing a sequence sequence of vectors
x1 → · · · → xk,
but for the MINRES algorithm each vector xk solves,
xk = argminy∈Kk‖b−Wy‖2.
For both the CGA and the MINRES algorithm we use the notation rk(W, b) := b −Wxk and
ek(W, b) := x− xk to denote the residual and error vectors, respectively.
1.4. Main results. We first establish some deterministic formulae. The result for ‖rk‖2 in the CG
algorithm is entirely classical as it encapsulates a well-known relation between bk−1 in Algorithm 2
below and the entries in the matrix generated by the Lanczos procedure (see [Meu19], for example).
The proof is found in Sections 6.1.1, 6.2.1 and 6.3. See Algorithm 1 and the surrounding text for
a discussion of the Lanczos iteration.
Theorem 1.1 (Deterministic formulae). Consider the Lanczos iteration applied to the pair (W, b)
with W > 0 and ‖b‖2 = 1. Suppose the iteration terminates at step n ≤ N producing a matrix
T = T (W, b). Let T = HHT be the Cholesky factorization (see Algorithm 4 below) of T where
H =

α0
β0 α1
β1 α2
. . .
. . .
βn−2 αn−1
 .
(a) For the CGA on Wx = b with x0 = 0, for k < n,
‖rk(W, b)‖2 =
k−1∏
j=0
βj
αj
,
‖ek(W, b)‖W = ‖rk(W, b)‖2
√
f∗1 (LkLTk )−1f1, Lk = Hk+1:n,k+1:n.
(b) For the MINRES algorithm on Wx = b, for k < n,
‖rk(W, b)‖2 =
 k∑
j=0
j−1∏
`=0
α2`
β2`
−1/2 .
And rn = 0.
3Here we are characterizing the CGA with x0 = 0.
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Theorem 1.2 (CG and MINRES on Wβ(N,M)). Suppose W L= Wβ(N,M) with N ≤ M and
b ∈ RN (β = 1) or b ∈ CN (β = 2) non-zero. Let αj L= χβ(M−j), βj L= χβ(N−j−1), j = 0, 1, . . . be
independent and k < N .
(a) For the CGA applied to Wx = b with x0 = 0,
‖rk(W, b)‖2 L= ‖b‖2
k−1∏
j=0
βj
αj
,
‖ek(W, b)‖W L= Σ−1k ‖rk‖2, Σ−1k
L
=
√
βM
χβ(M−N+1)
,
where Σ−1k is independent of αj , βj, j = 0, 1, . . . , k − 1 but dependent on αj , βj, j ≥ k.
(b) For the MINRES algorithm applied to4 Wx = b,
‖rk(W, b)‖2 L=
 k∑
j=0
j−1∏
`=0
α2`
β2`
−1/2 ‖b‖2.
(c) Now suppose b ∈ RM (β = 1) or b ∈ CM (β = 2) is non-zero, and X L= Gβ(N,M), N ≤ M .
For the CGA applied to Wx = X√
M
b, W = XX
∗
M ,∥∥∥∥ek (W, X√M b
)∥∥∥∥
W
L
= ∆N,M
 k∑
j=0
j−1∏
`=0
α2`
β2`
−1/2 ‖b‖2,
where ∆N,M
L
=
χ2βN
χ2βM
may have non-trivial correlations with αj , βj, j = 0, 1, 2, . . . but does not
depend on k.
Remark 1. From Theorem 1.2(c) we obtain a complete parameterization of the relative errors∥∥∥ek (W, X√M b)∥∥∥W∥∥∥e0 (W, X√M b)∥∥∥W
L
=
 k∑
j=0
j−1∏
`=0
α2`
β2`
−1/2 .
To state the next couple results, we define the parameter d = N/M .
Theorem 1.3 (Universality to leading order). Let W = XX∗ where X is an N×M random matrix
N ≤ M , d M→∞−−−−→ d ∈ (0, 1], with independent real (β = 1) or complex (β = 2) entries. Suppose,
in addition, that there exists constants {Cp}∞1 so that all entries of X satisfy, for non-negative
integers `, p,
(5)
E(<Xij)`(=Xij)p = E(<Y )`(=Y )p,
Y
L
= Nβ(0, 1/M), `+ p ≤ 2,
E|
√
MXij |p ≤ Cp, for all p ∈ N.
For any sequence b = bN of unit vectors, in the sense of convergence of finite-dimensional marginals:
4We use the convention that
∏−1
`=0 ≡ 1.
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(a) For the CGA5(‖ek(W, b)‖2W )k≥0 (d)−−−−→M→∞
(
dk
1− d
)
k≥0
, d 6= 1, (‖rk(W, b)‖22)k≥1 (d)−−−−→M→∞ (dk)k≥1 .
(b) For the MINRES algorithm(‖rk(W, b)‖22)k≥1 (d)−−−−→M→∞
(
dk
1− d
1− dk+1
)
k≥1
.
(c) For the CGA applied to the normal equations(∥∥∥∥ek (W, X√M b
)∥∥∥∥2
W
)
k≥0
(d)−−−−→
M→∞
(
dk+1
1− d
1− dk+1
)
k≥0
.
The case d = 1 in Theorem 1.3 is treated by continuity, d ↑ 1. To state our last limit
theorem, we must define the limit processes. Let G = (Zk)∞k=1 be a process of independent
N1(0, 1) random variables. Define three new processes Ge = (Zek )∞k=0, Gr,CG = (Zr,CGj )∞j=1 and
Gr,MINRES = (Zr,MINRESj )∞j=1 via
Zek =
dk
1− d
 ∞∑
j=k
dj−k(Z2j/
√
d− Z2j+1) +
k−1∑
j=1
(Z2j/
√
d− Z2j−1)− Z2k−1
 ,
Zr,CGk = d
k
k−1∑
j=0
(
Z2j+2/
√
d− Z2j+1
) , k > 0, Zr,CG0 = 0,
Zr,MINRESk =
(
1− d
1− dk+1
)2 k∑
j=0
d2(k−j)Zr,CGj .
Theorem 1.4 (Universality of the fluctuations). Let W = XX∗ where X is an N ×M random
matrix, N ≤ M , d M→∞−−−−→ d ∈ (0, 1] with independent real (β = 1) or complex (β = 2) entries.
Suppose, in addition, that there exists constants {Cp}∞1 so that all entries of X satisfy, for non-
negative integers `, p,
(6)
E(<Xij)`(=Xij)p = E(<Y )`(=Y )p,
Y
L
= Nβ(0, 1/M), `+ p ≤ 4,
E|
√
MXij |p ≤ Cp, for all p ∈ N.
For any sequence b = bN of unit vectors, in the sense of convergence of finite-dimensional marginals:
(a) For the CGA √
βM
2
(
‖ek(W, b)‖2W −
dk
1− d
)
k≥0
(d)−−−−→
M→∞
Ge, d 6= 1,√
βM
2
(
‖rk(W, b)‖22 − dk
)
k≥1
(d)−−−−→
M→∞
Gr,CG.
5We do not discuss ‖r0‖2 here because r0 = b.
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(b) For the MINRES algorithm (the case d = 1 obtained using continuity)√
βM
2
(
‖rk(W, b)‖22 − dk
1− d
1− dk+1
)
k≥1
(d)−−−−→
M→∞
Gr,MINRES.
(c) For the CGA applied to the normal equations (the case d = 1 obtained using continuity)
√
βM
2

∥∥∥ek (W, X√M b)∥∥∥2W∥∥∥e0 (W, X√M b)∥∥∥2W
− dk 1− d
1− dk+1

k≥1
(d)−−−−→
M→∞
Gr,MINRES.
The proofs of the previous theorems can be roughly summarized as follows. Modulo some
technical issues in dealing with correlations, Theorem 1.2 can be directly used, with the asymptotics
of independent chi random variables, to prove Theorem 1.3 and 1.4 in the case
√
MX
L
= Gβ(N,M).
Asymptotic correlations are addressed in Proposition 5.8. Associated to (W, b), W > 0, ‖b‖2 =
1 is a weighted empirical spectral measure (see (12) below). The orthogonal polynomials with
respect to this measure satisfy a three-term recurrence which when assembled into a Jacobi matrix
coincides with the output Tn(W, b) of the Lanczos iteration (see Proposition 3.1 below). Then the
well-known fact that the entries in the three-term recurrence Jacobi matrix can be recovered as
algebraic functions of the moments of the measure is used (see (16)). This means that the entries
in the Cholesky factorization of Tn(W , b) are (generically) differentiable functions of the moments
of the weighted empirical spectral measure. Then Theorem 5.11 establishes universality for the
moments and hence for the entries in the Cholesky factorization. More specifically, this implies
that Proposition 5.8 holds in the non-Gaussian case, implying our theorems.
Some important remarks are in order.
Remark 2. Let W , d < 1 and b be as in Theorem 1.3. Define two CGA halting times
te(W, b, ) = min{k : ‖ek(W, b)‖W < }, tr(W, b, ) = min{k : ‖rk(W, b)‖2 < }.
If 2 6= dk/(1− d) for all k
lim
N→∞
P
(
te(W, b, ) =
⌈
log 2(1− d)
log d
⌉)
= 1,
and if 2 = dk/(1− d) for some k then
lim
N→∞
P
(
te(W, b, ) =
⌈
log 2(1− d)
log d
⌉)
=
1
2
,
lim
N→∞
P
(
te(W, b, ) = 1 +
⌈
log 2(1− d)
log d
⌉)
=
1
2
.
Similarly, if 2 6= dk for all k
lim
N→∞
P
(
tr(W, b, ) =
⌈
2 log )
log d
⌉)
= 1,
and if  = dk for some k then
lim
N→∞
P
(
tr(W, b, ) =
⌈
2 log 
log d
⌉)
=
1
2
= lim
N→∞
P
(
tr(W, b, ) = 1 +
⌈
2 log 
log d
⌉)
.
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Remark 3. Let W , d < 1 and b be as in Theorem 1.3. Define the MINRES halting time
tMINRES(W, b, ) = min{k : ‖rk(W, b)‖2 < }.
Then if 2 6= dk 1−d
1−dk+1 for all k
lim
N→∞
P
(
tMINRES(W, b, ) =
⌈
log 
2
1−d+2d
log d
⌉)
= 1,
and if 2 = dk 1−d
1−dk+1 for some k then
lim
N→∞
P
(
tMINRES(W, b, ) =
⌈
log 
2
1−d+2d
log d
⌉)
=
1
2
,
lim
N→∞
P
(
tMINRES(W, b, ) = 1 +
⌈
log 
2
1−d+2d
log d
⌉)
=
1
2
.
And so, the MINRES algorithm, using the halting criterion ‖rk‖2 <  will run for approximately
log(1−d+2d)
log d fewer steps than the CGA.
Remark 4. Let W , d < 1 and b be as in Theorem 1.4. For fixed k√
βM
2
(
‖ek(W, b)‖2W −
dk
1− d
)
(d)−−−−→
M→∞
N1(0, σ2k,e), d 6= 1,
σ2k,e =
d2k
(1− d)2
[
1
d(1− d) + (k − 1)
(
1 +
1
d
)
+ 1
]
,√
βM
2
(
‖rk(W, b)‖22 − dk
)
(d)−−−−→
M→∞
N1(0, σ2k,r),
σ2k,r = kd
2k
(
1 +
1
d
)
.(7)
Remark 5. The expression for Zr,MINRESk can be written as
Zr,MINRESk = d
2k
(
1− d
1− dk+1
)2 k∑
`=0
d−k − d−`
1− d
(
Z2`+2/
√
d− Z2`+1
)
, k > 0.
Let W , d < 1 and b be as in Theorem 1.4. For fixed k it then follows that√
βM
2
(
‖rk(W, b)‖22 − dk
)
(d)−−−−→
M→∞
N1(0, σˆ2k,r),
σˆ2k,r =
(1− d)d2k−1 (2dk+1 + 2dk+2 − d2k+2 − d2(k + 1)− 2d+ k)
(1− dk+1)4
.(8)
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Remark 6. Additionally, one obtains the formulae for the CGA applied to Wx = b, ‖b‖2 = 1,
W
L
=Wβ(N,M), N ≤M
E‖rk(W, b)‖2 =
k−1∏
j=0
Γ
(
β(N−j−1)+1
2
)
Γ
(
β(N−j−1)
2
) Γ
(
β(M−j)−1
2
)
Γ
(
β(M−j)
2
) ,
E‖ek(W, b)‖W =
√
βM
2
Γ
(
β(M−N+1)−1
2
)
Γ
(
β(M−N+1)
2
) k−1∏
j=0
Γ
(
β(N−j−1)+1
2
)
Γ
(
β(N−j−1)
2
) Γ
(
β(M−j)−1
2
)
Γ
(
β(M−j)
2
) ,
where Γ(z) is the Gamma function [OLBC10]. For even moderately large M , one needs to use the
Beta function to compute these ratios and avoid underflow/overflow.
Remark 7. For d→ 1, the CGA applied to Wx = b gives
‖rk(W, b)‖2
‖r0(W, b)‖2
(d)−−−−→
M→∞
1.
Thus number of iterations required to hit a tolerance  increase without bound as M →∞. On the
other hand, for the MINRES algorithm,
‖rk(W, b)‖2
‖r0(W, b)‖2
(d)−−−−→
M→∞
1√
k + 1
.
And so, one expects k ≈ −2 − 1 iterations to achieve ‖rk(W, b)‖2 < . The same statement holds
for the CGA applied to the normal equations when d→ 1, when one considers the ratio∥∥∥ek (W, X√M b)∥∥∥W∥∥∥e0 (W, X√M b)∥∥∥W .
Remark 8. If b = c/‖c‖2 where c has iid, mean-zero entries with a finite (non-zero) variance
then one expects (5) to be sufficient for Theorem 1.4 to hold — the moment matching to order two
is sufficient if the right-hand side vector is “sufficiently” random.
1.5. A numerical demonstration. We demonstrate the essential aspects of Theorem 1.4(a) for
‖rk‖2 in Figures 1 and 2. In these figures we compare the CGA applied to Wx = f1 with W L=
Wβ(N,M) and W = XX∗/M where X has iid entries with P(Xij = 0) = 2/3,P(Xij = ±
√
3) = 1/6.
This discrete distribution, which we refer to as the moment matching distribution, is chosen so that
the first four moments of Xij coincide with that of N1(0, 1). The figures demonstrate that ‖rk‖2
concentrates heavily as M increases.
The essential aspects of Theorem 1.4(b) are shown in Figures 1 and 2. These figures again give
the behavior of the MINRES algorithm and CGA applied to the β = 1 Wishart distribution and
the moment matching distribution.
Lastly, in Figure 5, for the CGA, we compare the statistics of
√
M
( ‖rk(W,f1)‖22
〈‖rk(W,f1)‖22〉
− 1
)
,(9)
where 〈Z〉 represents the sample average of Z over 50,000 samples. Note that if (6) holds then
√
M
( ‖rk(W,f1)‖22
〈‖rk(W,f1)‖22〉
− 1
)
≈ N1(0, σk,d/2),
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k k/2(1 + 1/d) Wishart Moment matching Bernoulli
1 1.5 1.493 1.48 1.003
2 3.0 3.002 2.997 2.511
3 4.5 4.532 4.519 4.036
4 6.0 6.040 6.039 5.527
5 7.5 7.576 7.54 7.004
6 9.0 9.135 9.054 8.547
Table 1. A numerical demonstration of the necessity of the moment matching
condition (6). This table gives the sample variance of (9) across three different
distributions for N = 500, d = 1/2 and 50,000 samples.
and we therefore compare the density for N1(0, σk,d/2) with (9) in Figure 5. In this figure we also
include computations with the Bernoulli ensemble: W = XX∗/M , Xij iid, P(Xij = ±1) = 1/2
which fails to satisfy (6).
In Table 1 we display sample variance of (9) for the three different distributions: Wishart,
moment matching and Bernoulli. In the case of the Wishart and moment matching distributions,
the variance is close to the large M limit. In the case of Bernoulli, the variance is quite different.
This indicates that the moment matching condition is a necessary condition for the limiting the
variance to be given by (7).
2. Sample covariance matrices and classical numerical linear algebra
A fundamental property of a matrix X
L
= Gβ(N,M) is its orthogonal (β = 1) or unitary (β = 2)
invariance. That is, let Q be an N ×N fixed orthogonal matrix then
QWQ∗ L= W, W = XX∗.
If β = 2, then Q can be a complex unitary matrix. Furthermore, this is true even if Q is random,
provided it is independent of X.
Let W
L
=Wβ(N,M) and perform an eigenvalue decomposition W = UΛU∗, U∗U = I. It follows
directly from the invariance of the Wishart distribution that the vector
ω =
|U11|
2
...
|U1n|2
 , where [Uij ]1≤i,j≤n = U
can be parameterized by
ω
L
=
ν
‖ν‖1
,(10)
where ν is a vector of iid χ2β random variables. This fact is discussed in detail in [DT19, Appendix
A].
2.0.1. The eigenvalues of the Wishart distributions. The global asymptotic eigenvalue distribution
of the Wishart distributions is the same, regardless of the choice of β = 1, 2. The classical setup is
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Figure 1. The CGA applied to Wx = f1 were W
L
= Wβ(N,M), N/M M→∞−−−−→ d.
The dashed black curve indicates the large M limit for the error ‖rk‖2 at step k and
the dashed red curve gives E‖rk‖2 at step k. The shaded gray area is an ensemble
of 10000 runs of the method, displaying the norms that resulted. The overlaid
histogram shows the rescaled fluctuations in the error at k = 10. As M → ∞
this approaches a Gaussian density. Lastly, the histogram in the main frame gives
the halting distribution for  = 0.001 (green line). It is highly concentrated when
N = 1000,M = 2000. With these parameters, Remark 2 implies that for M large,
the algorithm will run for approximately
⌈
2 log log d
⌉
= 20 iterations.
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Figure 2. The CGA applied to Wx = M−1XX∗x = f1 were X has iid entries
with P(Xij = 0) = 2/3,P(Xij = ±
√
3) = 1/6. The black dashed curve indicates
the large M limit for the error ‖rk‖2 at step k the dashed red curve gives E‖rk‖2
at step k in the case of W
L
= Wβ(N,M), for comparison. The shaded gray area is
an ensemble of 10000 runs of the method, displaying the errors that resulted. The
overlaid histogram shows the rescaled fluctuations in the error at k = 10. AsM →∞
this approaches a Gaussian density. Lastly, the histogram in the main frame gives
the halting distribution for  = 0.001 (green line). With these parameters, Remark 2
implies that for M large, the algorithm will run for approximately
⌈
2 log log d
⌉
= 20
iterations.
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Figure 3. The MINRES algorithm applied to Wx = f1 were W
L
= Wβ(N,M).
The dashed curve indicates the large M limit for the error ‖rk‖2 at step k. The
shaded gray area is an ensemble of 10000 runs of the method, displaying the errors
that resulted. The overlaid histogram shows the rescaled fluctuations in the error
at k = 10. As M → ∞ this approaches a Gaussian density. Lastly, the histogram
in the main frame gives the halting distribution for  = 0.001 (green line). With
these parameters, Remark 3 implies that for M large, the algorithm will run for
approximately
⌈
log 
2
1−d+2d
log d
⌉
= 19 iterations.
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Figure 4. The MINRES algorithm applied to Wx = M−1XX∗x = f1 were X
has iid entries with P(Xij = 0) = 2/3,P(Xij = ±
√
3) = 1/6. The shaded gray area
is an ensemble of 10000 runs of the method, displaying the errors that resulted. The
overlaid histogram shows the rescaled fluctuations in the error at k = 10. AsM →∞
this approaches a Gaussian density. Lastly, the histogram in the main frame gives
the halting distribution for  = 0.001 (green line). With these parameters, Remark 3
implies that for M large, the algorithm will run for approximately
⌈
log 
2
1−d+2d
log d
⌉
= 19
iterations.
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Figure 5. A comparison of the rescaled statistics (9) across three distributions.
Since the Bernoulli ensemble fails to match the moments in (6), we see that it does
not match the variance (7).
the following. For W
L
=Wβ(N,M), define the (random) empirical spectral measure
µem(dλ;W ) =
1
N
N∑
j=1
δλj(W )(dλ).
Recall the parameter d = N/M .
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Definition 1. Define the Marchenko–Pastur law for all d > 0 by
(11) %d(dx) =
1
2pid
√
[(x− γ−)(γ+ − x)]+
x2
dx+
[
1− 1
d
]
+
δ0(dx), where γ± = (1±
√
d)2
are the spectral edges. The notation [·]+ refers to the positive part of (·).
The following gives the global eigenvalue distribution (see [BS10], for example):
Theorem 2.1. Suppose that d
M→∞−−−−→ d ∈ (0, 1]. Then
µem(dλ;Wβ(N,M)) (d)−−−−→
N→∞
%d(dλ),
almost surely.
Historically, the behavior of individual eigenvalues, and gaps between eigenvalues, have been
studied extensively. In the analysis we present it is not necessary to use such detailed microscopic
results. Instead, we need finer results about global properties of the matrix. One such example is
the so-called central limit theorem for linear statistics.
The Bai-Silverstein [BS04] central limit theorem for linear statistics of sample covariance matrices
shows that for sufficiently smooth functions f,
N∑
j=1
f(λj)−N
∫
f(x)%d(dx) = N
∫
f(x)(µem(dx)− %d(dx)) (d)−−−−→
N→∞
N1(µf , σ2f ).
The standard deviation σf can be understood as a weighted Sobolev-1/2 norm of f , restricted to
the support of the Marchenko-Pastur law. Other related central limit theorems for linear spectral
statistics of sample covariance matrices include [DE06, Shc11, Joh98].
But the classical central limit theorem for linear statistics involves the empirical spectral measure
µem(dλ;W ) which rarely arises in a numerical or computational context. What is much more likely
to arise is the weighted empirical spectral measure: for b ∈ CN , ‖b‖2 = 1 and W = W ∗ ∈ CN×N
the weighted empirical spectral measure is given by
µ = µb =
N∑
j=1
ωjδλj , (ωj)
N
j=1 = |U∗b|2, W = UΛU∗, U∗U = I, Λ = diag(λ1, . . . , λN ).(12)
We refer to this as the spectral measure associated to the pair (W, b).
We show in Section 5 that for polynomials p and a sample covariance matrix W with identity
covariance and for which d→ d,
√
M
∫
f(x)(µb(dx)− %d(dx)) (d)−−−−→
N→∞
N1(0, σ̂f 2).
Note that the rate of the central limit theorem changes dramatically from the case of the central
limit theorem for linear statistics. Although we will not need it, the variance σ̂f
2 can be expressed
as cβ,d
∫
f2(x)%d(dx). Similar theorems have been proven before, most notably by [ORS14] who
prove a more general statement in the case that b is a coordinate vector. There is also [ORS13] in
which the analogous statement is made for Wigner matrices. We also mention [Duy18] and [DS15]
which prove related theorems for Gaussian cases.
While it is natural to assume these statements extend to other classes of test functions beyond
polynomials, we will not need them (except for the specific case of f(x) = 1/x, which we handle by
other means – note that the extension to analytic functions in a neighborhood of the Marchenko-
Pastur law does not need new ideas beyond what is necessary for the polynomial case)
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2.1. Sample covariance matrices with independence. In the current work, we use a restricted
definition of a sample covariance matrix.
Definition 2. A real (β = 1) or complex (β = 2) sample covariance matrix is given by W
L
= XX∗
where X is an N ×M random matrix with independent entries satisfying
EXij = 0, E(<Xij)(=Xij) = 0, E(<Xij)2 = 1
βM
,
E|Xij |2 = 1
M
, and E|
√
MXij |p ≤ Cp, for all p ∈ N.
In some cases, we will need restrictions on the first four generalized moments.
Definition 3. A sample covariance matrix satisfies the β = 1, 2 moment matching condition if
E(<Xij)`(=Xij)p = E(<Y )`(=Y )p
where Y
L
= Nβ(0, 1/M), for all choices of non-negative integers `, p such that `+ p ≤ 4.
Remark 9. To see the necessity of the moment matching condition consider a sample covariance
matrix W ′ = XX/M where X ′ is N×M, with X ′ij = ±1 with equal probability and W L=W1(N,M).
Then consider the first moments of the spectral measures µ and µ′ associated to (W,f1) and
(W ′,f1), respectively: ∫
λµ(dλ) =
1
M
fT1 XX
Tf1
L
=
χ2M
M
,∫
λµ′(dλ) =
1
M
fT1 X
′X ′Tf1 = 1.
2.2. The Golub–Kahan bidiagonalization algorithm.
Definition 4. A Jacobi matrix is given by
T =

a0 b0
b0 a1 b1
b1 a2
. . .
. . .
. . .
 .
It may be finite or semi-infinite. The entries are real and bj > 0 for j ≥ 0.
A reduction of W = XX∗ to a Jacobi matrix can be obtained via the Golub–Kahan bidiagonal-
ization procedure. The distributional action of this algorithm on the Wishart ensemblesWβ(N,M)
is given in [DE02]. Specifically, if W = M−1XX∗ L= Wβ(N,M), X L= Gβ(N,M) then there exists
unitary matrices U1, U2 such that
U1XU2
L
=
√
βXGK,
√
βXGK
L
=

χβM
χβ(N−1) χβ(M−1)
χβ(N−2) χβ(M−2) 0
. . .
. . .
χβ χβ(M−N+1)
 ,
(13)
where all entries are independent. Therefore the law of the entries of the tridiagonal matrix
U1WU
∗
1 = M
−1U1XU2U∗2X∗U∗1 = βXGKXTGK is completely parameterized.
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2.3. The Lanczos iteration. The Lanczos iteration is another algorithm for obtaining a tridiag-
onal reduction of a matrix.
Algorithm 1: Lanczos Iteration
(1) q1 is the initial vector. Suppose ‖q1‖22 = q∗1q1 = 1, W ∗ = W .
(2) Set b−1 = 1, q0 = 0.
(3) For k = 1, 2, . . . , n
(a) Compute ak−1 = (Wqk − bk−2qk−1)∗qk.
(b) Set vk = Wqk − ak−1qk − bk−2qk−1.
(c) Compute bk−1 = ‖vk‖2 and if bk−1 6= 0, set qk+1 = vk/bk−1, otherwise
terminate.
The Lanczos algorithm at step k ≤ N produces a matrix Tk and orthogonal vectors q1, . . . , qk
Qk =
[
q1 q2 · · · qk
]
, Tk = Tk(W,y1) =

a0 b0
b0 a1
. . .
. . .
. . . bk−2
bk−2 ak−1
 ,
such that
WQk = QkTk + bk−1qk+1f∗k(14)
We use the notation T = T (W, q1) = Tn(W, q1) for the matrix produced when the Lanczos iteration
is run for its maximum of n steps.
The following is entirely classical [TBI97].
Lemma 2.2. Suppose W is a symmetric matrix. And suppose that the Lanczos iteration does not
terminate before step n ≤ N . For k = 1, 2, . . . , n,
q1, . . . , qk
is an orthonormal basis for the Krylov subspace Kk = span{q1,Wq1, . . . ,W k−1q1}.
The following result gives us the distribution of Tk throughout the Lanczos iteration applied to
a Wishart matrix and it is a direct consequence of the invariance of the Wishart distributions.
Theorem 2.3. Suppose W
L
=Wβ(N,M). For any given q1 ∈ Rn with ‖q1‖2 = 1(or Cn for β = 2)
with probability one, the Lanczos iteration does not terminate if k < n := min{N,M}. And the
distribution on ak, bk, k = 0, 2, . . . , n−1 does not depend on q1. In a distributional sense it suffices
to take q1 = f1 and therefore the distribution is determined by the Householder tridiagonalization
of W , i.e., the Golub–Kahan bidiagonalization of X.
Every N ×N symmetric tridiagonal matrix T produces a probability measure
µT =
N∑
j=1
ωjδλj
where λj ’s are the eigenvalues of T and ωj is the squared modulus of the first component of the
normalized eigenvector associated to λj . The spectral measure µT , T = T (W, b) coincides with the
spectral measure associated to the pair (W, b) whenever b is a unit vector. There is a bijection
between such measures and Jacobi matrices [Dei00].
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3. Theory of orthogonal polynomials
Let µ be a Borel probability measure on R with finite moments. The orthonormal polynomials
(pn)n≥0, pn(λ) = pn(λ;µ) are constructed by applying the Gram–Schmidt process to the sequence
of functions
{λ 7→ 1, λ 7→ λ, λ 7→ λ2, . . .}.
If the support of µ contains at least N points then one is guaranteed to be able to construct
(p0, p1, . . . , pN−1).
3.1. Hankel determinants, moments and the three-term recurrence. We now recall the
classical fact that the coefficients in a three-term recurrence relation can be recovered as an algebraic
function of the moments of the associated spectral measure. For a given sequence of orthonormal
polynomials, (pj(λ))j≥0 = (pj(x;µ))j≥0 with respect to a measure6 µ, we have the associated three-
term recurrence
λpn(λ) = bnpn+1(λ) + anpn(λ) + bn−1pn−1(λ), n ≥ 0, bn > 0,(15)
with the convention p−1(λ) = 0 and b−1 = 0. Here bn = bn(µ), an = an(µ) are called the recurrence
coefficients. We will use the following proposition in a critical way to translate any discussion of
the output of the Lanczos iteration to a discussion of orthogonal polynomials.
Proposition 3.1. The three-term recurrence coefficients generated by the spectral measure associ-
ated to the pair (W, b), W > 0, ‖b‖2 = 1 coincide with the entries of the Lanczos matrix T (W, b).
We write pn(λ) = `nλ
n + snλ
j−1 + · · · and find by equating coefficients that
`n = bn`n+1,
an`n = bnsn+1.
Define Dn and Dn(λ) by the determinants
Dn = detMn, (Mn)ij = mi+j−2, 1 ≤ i, j ≤ n+ 1, mj(µ) = mj =
∫
λjµ(dλ),
Dn(λ) = detMn(λ),
and Mn(λ) is formed by replacing the last row of Mn with the row vector [1 λ λ
2 · · ·λn]. Then, it
is well-known that [Dei00]
pn(λ) =
Dn(λ)√
DnDn−1
,
and therefore
`n =
√
Dn−1
Dn
, sn = det M˜n,(16)
where M˜n is the matrix formed by removing the last row and second-to-last column of Mn. This
shows that an/
√
Dn−1 and b2n are rational functions of determinants of matrices involving only the
moments of µ up to order 2n.
6For our purposes it suffices to assume that µ has compact support.
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Associated to the three-term recurrence (15) is the Jacobi matrix
T =

a0 b0
b0 a1 b1
b1 a2
. . .
. . .
. . .
 .
Let Tn denote the upper-left n×n subblock of T . It follows immediately that Tn is a differentiable
function of (m0,m1, . . . ,m2n) on the open subset of R2n+1 where all Dk > 0 for 1 ≤ k ≤ n. We
also note that
f∗1T
kf1 =
∫
λkµ(dλ).(17)
This can be seen by a direct calculation if T is a finite-dimensional matrix. If T is semi-infinite,
then this fact follows from [Dei00, (2.25)].
3.2. Monic polynomials and Stieltjes transforms. The monic orthogonal polynomials asso-
ciated to a measure µ are given by
pin(λ;µ) = pin(λ) = pn(λ)/`n = λ
n + · · · .(18)
We will also need the Stieltjes transform of the monic polynomials
cn(z;µ) = cn(z) =
∫
R
pin(λ)
λ− z µ(dλ).(19)
With the convention that b0 = 1, pi−1 ≡ 0 and c−1 ≡ −1 it is elementary that the following
recurrences are satisfied for n = 0, 1, 2, . . . ,
pin+1(λ) = (λ− an)pin(λ)− b2n−1pin−1(λ), pi0(λ) = 1,
cn+1(z) = (z − an)cn(z)− b2n−1cn−1(z), c0(z) =
∫
R
µ(dλ)
λ− z .
4. The conjugate gradient algorithm and the MINRES algorithm
In this section we discuss three algorithms: the CGA, the CGA applied to the normal equations
and the MINRES algorithm.
4.1. The CGA. The actual CGA is given by the following.
Algorithm 2: Conjugate Gradient Algorithm
(1) x0 is the initial guess.
(2) Set r0 = b−Wx0, p0 = r0.
(3) For k = 1, 2, . . . , n
(a) Compute ak−1 =
r∗k−1rk−1
r∗k−1Wpk−1
.
(b) Set xk = xk−1 + ak−1pk−1.
(c) Set rk = rk−1 − ak−1Wpk−1.
(d) Compute bk−1 = − r
∗
krk
r∗k−1rk−1
.
(e) Set pk = rk − bk−1pk−1.
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As noted previously, a remarkable fact is that the iterates xk of the CGA applied to the linear
system Wx = b are given by the solution of the minimization problem (4) [HS52]. From this, we
see that y ∈ Kk can be written as
y =
k−1∑
j=0
cjW
jb ⇒ x− y = W−1
b− k−1∑
j=0
cjW
j+1b
 = W−1qy(W )b,
for a polynomial qy of degree at most k and it satisfies qy(0) = 1. Then, computing further,
‖x− y‖2W = b∗qy(W )∗W−1qy(W )b.
And setting W = UΛU∗, we find
‖x− y‖2W =
N∑
j=1
|qy(λj)|2
λj
|(U∗b)j |2 =
∫ |qy(λ)|2
λ
µT (dλ), T = T (W, b).
Now, all directional derivatives of this, when y = xk, with respect to coefficients of the polynomial
must vanish identically. This gives a characterization of qxk : Let δqk be a polynomial of degree at
most k that satisfies δqk(0) = 0 and we must have
0 =
∫
qxk(λ)
δqk(λ)
λ
µT (dλ).
This implies that qxk(λ) is orthogonal to all lower-degree polynomials, with respect to µT : It is
given by
qxk(λ) =
pik(λ;µT )
pik(0;µT )
.
Proposition 4.1. Let xk be the computed solution at step k of the CGA applied to Wx = b. For
any k ∈ N, with T = T (W, b),
‖ek‖2W =
ck(0;µT )
pik(0;µT )
and ‖rk‖22 =
∏k−1
j=0 bj(µT )
2
pik(0;µT )2
.
Proof. By orthogonality
‖ek‖2W =
∫
R
pik(λ;µT )
2
λpik(0;µT )2
µT (dλ)
=
∫
R
pik(λ;µT )
(
pik(0;µT )λ
−1 +
∑k
j=1 cjλ
k−1
)
pik(0;µT )2
µT (dλ) =
∫
R
pik(λ;µT )
λpik(0;µT )
µT (dλ)
=
ck(0;µT )
pik(0;µT )
.
For the rk equation, by definition of the polynomials {pn}, we have that∫
R
pik(λ;µT )
2µT (dλ) =
1
`2k
∫
R
pk(λ;µT )
2µT (dλ) =
1
`2k
=
k−1∏
j=0
bj(µT )
2.(20)

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4.2. MINRES. The MINRES algorithm, at iteration k gives the solution of
xk = argminy∈Kk‖b−Wy‖2.
More explicitly, the algorithm is given by:
Algorithm 3: MINRES Algorithm for Wx = b
(1) Suppose W = W ∗ ∈ CN×N ,  > 0.
(2) Set q1 = b/‖b‖2.
(3) For k = 1, 2, . . . , n, n ≤ N
(a) Compute ak−1 = (Wqk − bk−2qk−1)∗qk.
(b) Set vk = Wqk − ak−1qk − bk−2qk−1.
(c) Compute bk−1 = ‖vk‖2 and if bk−1 6= 0, set qk+1 = vk/bk−1.
(d) Form
T˜k =

a0 b0
b0 a1
. . .
. . .
. . . bk−2
bk−2 ak−1
bk−1
 .
(e) Compute zk = argminz∈Ck‖T˜kz − ‖b‖2f1‖2.
(f) If ‖T˜kzk − ‖b‖2f1‖2 < , return xk =
[
q1 · · · qk
]
zk.
Following the same prescription as in the previous section we are led to the problem of finding
the polynomial rxk of degree less than or equal to k satisfying rxk(0) = 1 that minimizes
‖b−Wy‖22 =
N∑
j=1
|ry(λj)|2|(U∗b)j |2 =
∫
|ry(λ)|2µT (dλ), T = T (W, b),
among all such polynomials. We then must have
0 =
∫
rxk(λ)δrk(λ)µT (dλ)
for all polynomials δrk of degree less than or equal to k with δrk(0) = 0. So, write rxk(λ) =∑k
j=0 cjpj(λ;µT ). And choosing δrk(λ) = p`(λ;µT )− p`(0;µT ) we find
0 =
∫  k∑
j=0
cjpj(λ;µT )
 (p`(λ;µT )− p`(0;µT ))µT (dλ)⇔ c` = p`(0;µT )c0.
From this, we obtain
rxk(λ;µT ) =
∑k
j=0 pj(0;µT )pj(λ;µT )∑k
j=0 p
2
j (0;µT )
.(21)
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Proposition 4.2. Let xk be the computed solution at step k of the MINRES algorithm applied to
Wx = b. For any k ∈ N, with T = T (W, b)
‖rk‖22 =
1∑k
j=0 p
2
j (0;µT )
=
1
bk(µT )2
[
p′k+1(0;µT )pk(0;µT )− p′k(0;µT )pk+1(0;µT )
] ,
=
∏k−1
j=0 bj(µT )
2
pi′k+1(0)pik(0;µT )− pi′k(0;µT )pik+1(0;µT )
Proof. Integrating (21)
‖b−Wxk‖22 =
1∑k
j=0 p
2
j (0;µT )
.
Employing the Christoffel-Darboux formula,
k∑
j=0
p2j (0;µT ) =
`k
`k+1
[
p′k+1(0;µT )pk(0;µT )− p′k(0;µT )pk+1(0;µT )
]
= bk(µT )
2
[
p′k+1(0;µT )pk(0;µT )− p′k(0;µT )pk+1(0;µT )
]
.
Then using (20)
pk(λ;µT ) =
k−1∏
j=0
bj(µT )
−1
pik(λ;µT )
we find the alternate expression
k∑
j=0
p2j (0;µT ) =
k−1∏
j=0
bj(µT )
−2
[pi′k+1(0;µT )pik(0;µT )− pi′k(0;µT )pik+1(0;µT )] .

4.3. The CGA on the normal equations. Next, for X ∈ CN×M , N ≤ M , consider solving
the normal equations XX∗x = Xb with the CGA. The appearance of X on the right-hand side
changes the minimization problem one has to consider. With W = XX∗, the CGA will solve
xk = argminy∈Kk‖x− y‖W , Kk ={Xb,WXb, . . . ,W k−1Xb}.
As before, we express
x− y = W−1qy(W )Xb.
Using the singular value decomposition X = UΣV ∗ where U, V are square matrices, we write
‖x− y‖2W = b∗V Σ∗U∗qy(W )∗W−1qy(W )UΣV ∗b,
= b∗V Σ∗qy(Λ)∗Λ−1qy(Λ)ΣV ∗b
where Λ = ΣΣ∗. Since Σ has its last M − N columns being identically zero, we use the notation
Σ =
[
Σ0 0
]
and find Λ = Σ20. Thus
‖x− y‖2W = c∗Σ0qy(Λ)∗Λ−1qy(Λ)Σ0c, c =
[
I 0
]
V ∗b.
The techniques used in the case of MINRES directly apply.
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Proposition 4.3. Let xk be the computed solution at step k of applying the CGA to the normal
equations XX∗x = Xb, X ∈ CN×M , N ≤M . For any k ∈ N,
‖ek‖2W =
∏k−1
j=0 bj(ν)
2
pi′k+1(0; ν)pik(0; ν)− pi′k(0; ν)pik+1(0; ν)
=
1∑k
j=0 p
2
j (0; ν)
,
where
ν =
N∑
j=1
ωjδλj , ωj = |(V ∗b)j |2,(22)
X = UΣV ∗ is the singular value decomposition of X and λ1, . . . , λN are the eigenvalues of XX∗.
5. Universality
5.1. Bidiagonal central limit theorem, Gaussian case. Throughout the asymptotic analysis
that follows d will be a fixed positive real number and d = N/M
M→∞−−−−→ d. Taking the entrywise
limit in (13), using the notation
1√
βM
XGK =
[
H 0
]
,
H
L
=
1
βM

χβM
χβ(N−1) χβ(M−1)
χβ(N−2) χβ(M−2)
. . .
. . .
χβ χβ(M−N+1)
 ,(23)
it follows that
H
(d)−−−−→
N→∞
Hd =

1√
d 1√
d 1
. . .
. . .
 .
This limit is in the sense of weak convergence of the finite-dimensional marginals of a random
infinite bidiagonal matrix.
Furthermore, for a χk random variable
χk −
√
k
(d)−−−→
k→∞
N1(0, 1/2),
and so by independence, for iid standard normals {Zj}∞1 ,
(24)
√
2βM(H −Hd) (d)−−−−→
N→∞
G =

Z1
Z2 Z3
Z4 Z5
. . .
. . .
 .
From here, it follows immediately that the Jacobi matrix produced by the Lanczos algorithm
applied to Wβ(N,M) has a limit, in the same sense of finite-dimensional marginal convergence, to
an infinite tridiagonal matrix.
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Definition 5. Given a positive-definite Jacobi matrix T we define ϕ to be the function that gives
the Cholesky factorization of T . That is ϕ(T ) = H where H is a lower-triangular bidiagonal matrix
with all non-negative entries and HH∗ = T .
The Cholesky factorization ϕ(T ) is unique for T > 0 and ϕ is generically differentiable (see
[ER05]). The actual algorithm to compute it is given as follows:
Algorithm 4: Jacobi matrix Cholesky factorization
(1) Suppose T is an N ×N positive-definite Jacobi matrix, set H = T.
(2) For k = 1, 2, . . . , N − 1
(a) Set Hk+1,k+1 = Hk+1,k+1 −
H2k+1,k
Hkk
.
(b) Set Hk:k+1,k = Hk:k+1,k/
√
Hk,k.
(3) Set HN,N =
√
HN,N .
(4) Return ϕ(T ) = H.
The following is immediate.
Proposition 5.1. Let W
L
= Wβ(N,M), N ≤ M . For any sequence of unit vectors b = bN of
length N, √
2βM(ϕ(T (W, bN ))−Hd) (d)−−−−→
N→∞
G.
Now, define
HdH∗d = Td :=

1
√
d√
d 1 + d
√
d
√
d 1 + d
. . .
. . .
. . .
 .
Proposition 5.2. Let W
L
= Wβ(N,M) for N ≤ M where d M→∞−−−−→ d ∈ (0, 1]. Then for any
sequence of unit vectors b = bN of length N, with T = T (W, b), the vector(√
βMf∗1 (T
k − Tkd)f1
)
k≥1
=
(√
βM
∫
R
xk(µT (dx)− %d(dx))
)
k≥1
,
converges in the sense of finite-dimensional marginals to a centered Gaussian random vector G =
(G1)k≥1.
Proof. The equality follows using (17). The proposition then follows using (24) because, for each
k,
√
Mf∗1 (T k − Tkd)f1 depends only on a finite number of elements of T . 
5.2. Contour integral reformulation of the moments. Let Γ be a simple curve that encloses
the nonzero spectrum of a symmetric tridiagonal matrix T . Then
mk(µT ) =
1
2pii
∮
Γ
zkc0(z;µT )dz.
Now, let Γ = Γd be a smooth simple contour that properly encloses the support of the Marchenko–
Pastur law (11).
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We denote the Stieltjes transform sd(z) of (11) by
(25) sd(z) =
∫
R
%d(dλ)
λ− z .
There are many classical references for the following result.
Theorem 5.3 (Global eigenvalue bounds, see, e.g. [DS01, Gem80, Sil85, Ver09]). For the eigen-
values λN ≤ · · · ≤ λ1 of W L=Wβ(N,M), N ≤M and t > 0
P
(
1−
√
N
M
− t ≤ λ1/2N ≤ λ1/21 ≤ 1 +
√
N
M
+ t
)
M→∞−−−−→ 0.
Hence with probability tending to 1 as M → ∞, d M→∞−−−−→ d, the support of µT , T = T (W, b) is
contained within Γd. As a corollary, we have:
Corollary 5.4. Let W
L
=Wβ(N,M) for N ≤M where d M→∞−−−−→ d ∈ (0, 1]. Then for any sequence
of unit vectors b = bN of dimension N, with T = T (W, b), the vector(√
M
2pii
∮
Γd
zk(c0(z;µT )− sd(z))dz
)
k≥1
(d)−−−−→
N→∞
G,
in the sense of finite-dimensional marginals, where G is the same process as in Proposition 5.2.
We also need to treat the case of k = −1. Suppose T = HHT where H is real, square, lower-
triangular and given by
H =

α0
β0 α1
β1 α2
. . .
. . .
(26)
Then T11 = α
2
0 and Tjj = α
2
j−1 +β
2
j−2 for j > 1. Let H˜ be the matrix formed by removing the first
row and column of H and let T˜ = H˜H˜T . Then it follows by Cramer’s rule that
f∗1T
−1f1 =
det(β20f1f
∗
1 + T˜ )
detT
=
(det T˜ )(1 + β20f
∗
1 T˜
−1f1)
detT
=
1
α20
(1 + β20f
∗
1 T˜
−1f1).(27)
From this expression, one obtains
f∗1T
−1f1 =
1
α20
1 + N−1∑
j=1
j∏
k=1
(
β2k−1
α2k
) .
Following [Mui82, Theorem 3.2.12]:
Proposition 5.5. Let y be random vector in CN that does not vanish a.s. Let X be an N ×M
matrix with independent Nβ(0, 1) entries independent of y. Then
y∗y
y(XX∗)−1y
L
= β−1χ2β(M−N+1)
and therefore
f∗1T
−1f1
L
=
βM
χ2β(M−N+1)
.
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Proof. The first claim can be established using the QR factorization of X. The second claim for
f∗1T−1f1 follows from the first once we realize T = T (M−1XX∗, b), then f∗1T−1f1 = Mb∗(XX∗)−1b.

As we can also apply the same proposition to an (N − 1) × (M − 1) matrix of normals, and
conclude
f∗1 T˜
−1f1
L
=
βM
χ2β(M−N+1)
.
Using (27) this provides a remarkable identity in law involving chi-square distributions:
Proposition 5.6. For any integers ` ≥ 0 and M ≥ N ≥ 1
βM
χ2β(M−N+1)
L
=
1
χ2β(M−`)
(
1 + χ2β(N−`−1)
βM
χ2β(M−N+1)
)
where the chi-squared variables on the right-hand side are mutually independent.
But more importantly, iterating (27) ` times and applying and using Proposition 5.5 to describe
the remainder, we have:
Proposition 5.7. Suppose H is distributed as in (23). Then for 0 < ` < N
f∗1T
−1f1 =
1
α20
1 + ∑`
j=1
j∏
k=1
β2k−1
α2k
+
(
β2`
βM
χ2β(M−N+1)
) ∏`
k=1
β2k−1
α2k

where χβ(M−N+1) depends only on H`+1:N,`+1:N .
The following notation is convenient.
Definition 6. We write XM = cM + YM + o(M
−1/2) if√
M(XM − cM ), and
√
M(YM ),
converge, in distribution, to the same distribution as M →∞.
Let ` be fixed. We use the approximation in distribution (24), αj = 1+Z2j+1/
√
2βM+o(M−1/2),
βj =
√
d + Z2j+2/
√
2βM + o(M−1/2) to find
α2j = 1 +
√
2√
βM
Z2j+1 + o(M
−1/2),(28)
β2j = d +
√
2d√
βM
Z2j+2 + o(M
−1/2),(29)
βM
χ2β(M−N+1)
=
1
1− d
(
1 +
√
2√
1− d√βM Z0
)
+ o(M−1/2), Z0
L
= N1(0, 1),
and compute as N →∞
1+
∑`
j=1
j∏
k=1
(
β2k−1
α2k
)
= 1 +
∑`
j=1
j∏
k=1
d
[
1 +
√
2√
βM
(
Z2k/
√
d− Z2k+1
)]
=
1− d`+1
1− d +
√
2√
βM
∑`
k=1
dk
1− d`−k+1
1− d
(
Z2k/
√
d− Z2k+1
)
+ o(M−1/2).
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Thus √
βM
(
f∗1T
−1f1 − 1
1− d
)
(d)−−−−→
M→∞
√
2
Z1
d− 1 +
√
2
∞∑
k=1
dk
1− d(Z2k/
√
d− Z2k+1).
We arrive at the following proposition.
Proposition 5.8. Suppose H is distributed as in (23) where the entries are labelled according to
(26) and T = HH∗. Let Z = [Z1, Z2, . . .]T be a vector of iid standard normal random variables.
Then if N ≤M, d M→∞−−−−→ d ∈ (0, 1)√
βM
(
f∗1T
−1f1 − 1
1− d
)
(d)−−−−→
M→∞
Z−1,
Z−1 := −
√
2
Z1
1− d +
√
2
∞∑
k=1
dk
1− d(Z2k/
√
d− Z2k+1).
Additionally,
√
βM


f∗1T−1f1
α0
β0
α1
β1
...

−

1
1−d
1√
d
1√
d
...


(d)−−−−→
M→∞
[
Z−1
Z/√2
]
in the sense of convergence of finite-dimensional marginals.
5.3. Universality for the moment fluctuations of the spectral measure. We now generalize
Corollary 5.4 to general distributions. Let R(z) = R(z;X) = (XX∗ − z Id)−1 denote the resolvent
of XX∗ and define G(z) = G(z;X) =
[−I X∗
X −zI
]−1
. The following is a direct consequence of
[KY17, Theorems 3.6 and 3.7].
Proposition 5.9. Suppose X is a sample covariance matrix with d = N/M
M→∞−−−−→ d ∈ (0,∞).
For any δ,  > 0 and for any R,D > 0 there is a constant C so that for all M ∈ N,
sup
z∈Γ
sup
v,w∈CN+M
P
[
|v∗G(z)w − v∗Πd(z)w| ≥ ‖v‖‖w‖M −1/2
]
≤ CM−D,
Πd(z) =
[−(1 + sd(z))−1IM 0
0 sd(z)IN
]
,
and therefore
sup
z∈Γ
sup
v,w∈CN
P
[
|v∗R(z)w − sd(z)v∗w| ≥ ‖v‖‖w‖M −1/2
]
≤ CM−D,
where Γ is any bounded simple closed curve that does not intersect the support of %d.
Define the classical eigenvalue locations γi = γ
(N)
i by N
∫∞
γi
%d(dx) = i − 1/2 and from [KY17,
Theorem 3.12] we have:
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Proposition 5.10 (Eigenvalue rigidity). Let X be a sample covariance matrix and denote the
eigenvalues of XX∗ by λ1 ≥ λ2 ≥ · · · ≥ λN . For any  > 0 and for any D > 0 there is a constant
C so that
P
(
|λi − γi| > N (max{i,N + 1− i})−1/3N−2/3 for any i
)
≤ CN−D.
Definition 7. Let Φ : Cn → R be bounded. Suppose, in addition, that for any multi-index α =
(α1, . . . , αn), 1 ≤ |α| ≤ 5 and for any ′ > 0 sufficiently small, we have
max{|∂αΦ(x1, . . . , xn)| : max
j
|xj | ≤M ′} ≤MC0′ ,
for C0 > 0. Then Φ is called an admissible test function.
Theorem 5.11 (Comparison). Let W = XX∗ and W˜ = Y Y ∗ be two sample covariance matrices
such that
E(<Xij)`(=Xij)p = E(<Yij)`(=Yij)p, `+ p ≤ 4, 1 ≤ i ≤ N, 1 ≤ j ≤M.
For each j, let Γj = ∂Ωj, Ωj = Ωj be a simple smooth positively-oriented curve that is uniformly
bounded away from support of the Marchenko–Pastur law %d. Suppose that f1, f2, . . . , fn is a finite
collection of functions that are analytic in a neighborhood of Ω. Then for any admissible test
function Φ : Cn → R we have for T = T (W, b), T˜ = T (W˜ , b),∣∣∣∣∣EΦ
(√
M
2pii
∮
Γ1
f1(z)(c0(z;µT )− sd(z))dz, . . . ,
√
M
2pii
∮
Γn
fn(z)(c0(z;µT )− sd(z))dz
)
− EΦ
(√
M
2pii
∮
Γ1
f1(z)(c0(z;µT˜ )− sd(z))dz, . . . ,
√
M
2pii
∮
Γn
fn(z)(c0(z;µT˜ )− sd(z))dz
)∣∣∣∣∣
≤ CM−σ
for some C, σ > 0. Here C will depend on n, the constants Cp in Definition 2, Φ, Γ1, . . . ,Γn and
f1, . . . , fn and σ will depend on the constant C0 in Definition 7.
Remark 10. Note that in Theorem 5.11, if d is bounded uniformly away from one, a contour Γj
could just encircle z = 0. And if d → d ∈ (0, 1] the only non-trivial case is where the contour Γj
encircles the entire support of %d.
This gives immediate corollaries.
Corollary 5.12. Suppose W is a sample covariance matrix satisfying the moment matching con-
dition (Definition 3) with d = N/M
M→∞−−−−→ d ∈ (0,∞). Then for any sequence of unit vectors
b = bN of length N, with T = T (W, b), the vector(√
M
2pii
∮
Γ
zk(c0(z;µT )− sd(z))dz
)
k≥1
(d)−−−−→
N→∞
G,
in the sense of finite-dimensional marginals, where G is the same process as in Proposition 5.2.
Corollary 5.13. Suppose W is a sample covariance matrix satisfying the moment matching condi-
tion (Definition 3) with d = N/M
M→∞−−−−→ d ∈ (0,∞). Then for any sequence of unit vectors b = bN
of length N, with T = T (W, b), let H be given by the Cholesky factorization of of T , H = ϕ(T ) and
label the entries of H as in (26). Then Proposition 5.8 holds for H.
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Proof. Fix k. For all N > k, the Hankel matrix of moments (mj+r−2(µT ))kj,r=1 is positive definite
almost surely. On this set, the mapping to (mj(µT ) : 0 ≤ j ≤ 2k) 7→ Tk(W, b) is differentiable.
It follows that Hk, the upper-left k × k subblock of H is also a differentiable function mj(µT ),
j = 0, 1, . . . , 2k. Then the corollary follows directly from Theorem 5.11. 
Before we prove Theorem 5.11, we establish some intermediate results.
Lemma 5.14. For an N ×M matrix X and =z 6= 0[−I X∗
X −zI
]−1
=
[
(z−1XX∗ − I)−1 (X∗X − zI)−1X∗
X(X∗X − zI)−1 (XX∗ − zI)−1,
]
(30) ∥∥∥∥∥
[−I X∗
X −zI
]−1∥∥∥∥∥ ≤ (|z|+ 1)|=z|−1 + 2√|=z|−1 + |z||=z|−2(31)
Recall that f1,f2, . . . denotes the standard basis and we use the notation uˆ =
[
0
u
]
∈ CN+M for
u ∈ CN .
Lemma 5.15 (Resolvent expansion with leading-order correction). Let X be an iid matrix satis-
fying the assumptions of Definition 2. Let Q be the matrix that is equal to X with the exception of
one entry that is set to zero so that X = Q + Xijfif
∗
j for some 1 ≤ i ≤ N, 1 ≤ j ≤ M . For two
unit vectors u,v ∈ CN
uˆ∗S(z;X)vˆ = uˆ∗S(z;Q)vˆ +
3∑
k=1
M−k/2Jk +M−5/2J4,
S(z;X) =
√
M [G(z;X)−Πd(z)] ,
and for every  > 0 and D > 0 there exists C > 0 such that J4 satisfies
P(|J4| > M ) ≤ CM−D.
In addition, Jk for k < 4 is a finite sum of the form
Jk =
∑
`
fk,`gk,`,
where gk,` is a monomial in Xij
√
M and Xij
√
M with degree at most k+ 1 and fk,` is independent
of Xij satisfying that for every  > 0 and D > 0 there exists C > 0 such that
P(|fk,`| > M ) ≤ CM−D.
Proof. Write V := Xijfi+Mf
∗
j +Xijfjf
∗
i+M . Consider for a diagonal matrix D
uˆ∗DVDvˆ = Xij(uˆ∗Dfi+M )(f∗jDvˆ) +Xij(uˆ
∗Dfj)(f∗i+MDvˆ)
= Xij(uˆ
∗Di+M,i+Mfi+M )(f∗jDjj vˆ) +Xij(uˆ
∗Djjfj)(f∗i+MDi+M,i+M vˆ) = 0.(32)
This is because 1 ≤ j ≤M and uˆ, vˆ must have zeros in their first M entries.
We then consider the expansion of
S(z;X) = S(z;Q)−
√
MG(z;Q)V G(z;Q) + · · ·
+
√
M [G(z;Q)V ]4G(z;Q)
−
√
M [G(z;Q)V ]5G(z;X).
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We write
uˆ∗
√
MG(z;Q)V G(z;Q)vˆ =
√
M uˆ∗Πd(z)VΠd(z)vˆ + Eij .
From (32) the first term vanishes. Explicitly,
Eij = uˆ
∗
[
S(z;Q)V G(z;Q) +G(z;Q)V S(z;Q) +M−1/2S(z;Q)V S(z;Q)
]
vˆ,
= Xij(uˆ
∗S(z;Q)fj+M )(f∗i G(z,Q)vˆ) +Xij(uˆ
∗G(z;Q)fi)(f∗j+MS(z,Q)vˆ)
+Xij(uˆ
∗G(z;Q)fj+M )(f∗i S(z,Q)vˆ) +Xij(uˆ
∗S(z;Q)fi)(f∗j+MG(z,Q)vˆ)
+M−1/2Xij(uˆ∗S(z;Q)fj+M )(f∗i S(z,Q)vˆ) +M
−1/2Xij(uˆ∗S(z;Q)fi)(f∗j+MS(z,Q)vˆ).
Observe that this is a linear function of Xij , Xij with coefficients that are independent of Xij and
controlled by Proposition 5.9.
Then consider
uˆ∗(G(z;Q)V )jG(z;Q)vˆ.
With the notation a1 = Xij , a2 = Xij , v1 = fj+M ,v2 = fi, and w1 = fi,w2 = fj+M one has for
` = 2, 3, 4
√
M uˆ∗(G(z;Q)V )`G(z;Q)vˆ
=
√
M
∑
p∈{1,2}`
[(∏`
k=1
apk
)
(uˆ∗G(z;Q)vp1)(w
∗
p`
G(z;Q)vˆ)
`−1∏
k=1
(w∗pkG(z;Q)vpk+1)
]
:= P
(`)
ij
and set
P
(5)
ij :=
√
M
∑
p∈{1,2}5
[(
5∏
k=1
apk
)
(uˆ∗G(z;Q)vp1)(w
∗
p`
G(z;X)vˆ)
4∏
k=1
(w∗pkG(z;Q)vpk+1)
]
.
Whenever two vectors are orthogonal because they have disjoint support, we can replace G(z) with
S(z)/
√
M . When ` is odd, suppose that for a choice of p ∈ {1, 2}` no two vectors are orthogonal in
such a way. Then p1 = 1 so that uˆ is not orthogonal to vp1 . And then wi and vj are not orthogonal
if i 6= j, so then p2 = 2, p3 = 1, and so on. This implies that p` = 1 because ` is odd. But then
vˆ is orthogonal to vp` . This implies that the order of the odd terms is actually one less than is
immediately apparent. Write
uˆ∗S(z;X)vˆ = uˆ∗S(z;Q)vˆ +
3∑
k=1
M−k/2Jk +M−5/2J4 = uˆ∗S(z;Q)vˆ + ξ,
J1 = M
1/2(Eij + P
(2)
ij ), J2 = MP
(3)
ij ,
J3 = M
3/2P
(4)
ij , J4 = M
5/2P
(5)
ij .

Proposition 5.16 (Green’s function replacement). Suppose Φ is an admissible test function. Sup-
pose further that X and Y are two matrices satisfying assumptions in Definition 2 and that
EX`ijXij
p
= EY `ijYij
p
,
for all choices of `, p ∈ N, ` + p ≤ 4 and 1 ≤ i ≤ N, 1 ≤ j ≤ M . Then for any  > 0, any
families of unit vectors {qj}nj=1, {pj}nj=1, and any collection of points {zj}nj=1 bounded uniformly
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away from the support of the Marchenko–Pastur law %d and bounded away from the real axis by
M−δ, 1 > δ > 0 we have
|EΦ(qˆ∗1S(z1, X)pˆ1, . . . , qˆ∗nS(zn, X)pˆn)− EΦ(qˆ∗1S(z1, Y )pˆ1, . . . , qˆ∗nS(zn, Y )pˆn)| ≤ Cn5M−1/2+C
′,
where C ′ > 0 depends only C0 in Definition 7.
Proof. The following proof is adapted from [EY17, Theorem 16.1] and [KY17]. Let φ : J1,MNK→J1, NK× J1,MK be a bijection7. For γ ∈ J1,MNK define Xγ by
(Xγ)φ(`) =
{
Yφ(`) ` ≤ γ,
Xφ(`) ` > γ.
Note that X0 = X and XMN = Y and that Xγ and Xγ+1 differ only in the φ(γ + 1) entry. Define
Qγ by (Qγ)φ(`) = (Xγ+1)φ(`) if ` 6= γ + 1 and (Qγ)φ(γ+1) = 0, so that Qγ has a zero in the exact
entry where Xγ and Xγ+1 differ. We then compare Xγ to Qγ using Lemma 5.15 and a fifth-order
Taylor expansion of Φ
Φ(qˆ∗1S(z1, Xγ)pˆ1, . . . , qˆ
∗
nS(zn, Xγ)pˆn)
= Φ(qˆ∗1S(z1, Qγ)pˆ1 + ξ1, . . . , qˆ
∗
nS(zn, Qγ)pˆn + ξn)
= Φ(qˆ∗1S(z1, Qγ)pˆ1, . . . , qˆ
∗
nS(zn, Qγ)pˆn)
+
4∑
k=1
∑
|α|=k
∂αΦ(qˆ∗1S(z1, Qγ)pˆ1, . . . , qˆ
∗
nS(zn, Qγ)pˆn)
ξα
α!
+
∑
|α|=5
∂αΦ(qˆ∗1S(z1, Qγ)pˆ1 + cξ1, . . . , qˆ
∗
nS(zn, Qγ)pˆn + cξn)pˆn)
ξα
α!
,
for some 0 ≤ c ≤ 1. Here ξ = (ξ1, . . . , ξn) and ξj =
∑5
k=1M
−k/2Jk,j , J5,j = 0 represents the ξ
term in Lemma 5.15 applied to qˆj , pˆj , zj and Xγ . We rewrite this expansion by collecting powers
of M1/2
Φ(qˆ∗1S(z1, Xγ)pˆ1, . . . , qˆ
∗
nS(zn, Xγ)pˆn)
= Φ(qˆ∗1S(z1, Qγ)pˆ1, . . . , qˆ
∗
nS(zn, Qγ)pˆn) +
4∑
k=1
M−k/2Tk,γ .
By independence E[Tk] for k ≤ 4 decomposes into a sum of terms that are a product of a quantity
depending only on moments Xφ(γ+1), EM (l+p)/2X`φ(γ+1)X
p
φ(γ+1), p+` ≤ 4 and a quantity depending
on other variables. Then, an estimate is needed for ETk.
For  > 0 and D > 0, let EQγ be the event where
max
k,`,j
[|v∗kG(z`, Qγ)wj |+ |v∗kS(z`, Qγ)wj |] > M ,
and the families of vectors {vk} and {wk} are given by the union of the families {qˆk} and {pˆk}
with the standard basis vectors, respectively. Then there exists a constant C > 0, independent of
γ, such that the probability of this event is bounded above by CM−D. Also, let Xγ be the event
where √
M |Xφ(γ)| > M .
7Here J1, NK = {1, 2, . . . , N}.
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We use the a priori bound ‖G(z`, Xγ)‖ ≤ CM δ (see (31)) and that
v∗kG(z`;Xγ)wj = v
∗
kG(z`;Qγ)wj
− v∗kG(z`;Qγ)(Xγ −Qγ)G(z;Qγ)wj
+ v∗kG(z`;Qγ)(Xγ −Qγ)G(z`;Qγ)(Xγ −Qγ)G(z`;Xγ)wj .
On the event EcQγ ∩ X cγ
|v∗kG(z`;Xγ)wj | ≤M  + 2M3−1/2 + 4CM5−1+δ
Using an expansion to the next order, one obtains
|v∗kS(z`;Xγ)wj | ≤ 2M3 + 4M5−1/2 + 8CM7−1+δ
Provided that 4− 1 + δ ≤ 0 and we have that
max
k,`,j
[|v∗kG(z`, Xγ)wj |+ |v∗kS(z`, Xγ)wj |] ≤ C ′M3,
for a new constant C ′.
Now, consider
EΦ = EΦ(1Xγ + 1X cγ )(1EQγ + 1EcQγ ),
where |Φ| ≤ 1, without loss of generality. Then for every D > 0 there exists C > 0 such that
|EΦ1Xγ1EcQγ + EΦ1X cγ1EQγ + EΦ1X cγ1EcQγ | ≤ CM
−D.
We need to consider
ETk,γ1X cγ1EcQγ .
First,
|ET5,γ1EcQγ1EcXγ,M | ≤ 1024n
5M3(C0+8)−5/2 max
1≤k≤25
E|
√
MXφ(γ)|k
where M3C0 is the upper bound on all derivatives of Φ, and 1024n5 is a bound on the number of
terms in the Taylor expansion. For Tk,γ we note that for any D > 0 there exists a constant C > 0
such that
|ETk,γ1EcQγ1EcXγ,M − ETk,γ1EcQγ | ≤ CM
−D.
So, we can write∣∣∣∣∣EΦ(qˆ∗1S(z1, Xγ)pˆ1, . . . , qˆ∗nS(zn, Xγ)pˆn)−
4∑
k=1
M−k/2Lk
∣∣∣∣∣ ≤ Cn5M3(C0+8)−5/2
where Lk depends only on Qγ and the moments of Xφ(γ) up to order 4. The proposition follows
using
EΦ(qˆ∗1S(z1, X)pˆ1, . . . , qˆ∗nS(zn, X)pˆn)− EΦ(qˆ∗1S(z1, Y )pˆ1, . . . , qˆ∗nS(zn, Y )pˆn)
=
NM∑
γ=1
EΦ(qˆ∗1S(z1, Xγ)pˆ1, . . . , qˆ∗nS(zn, Xγ)pˆn)− EΦ(qˆ∗1S(z1, Xγ+1)pˆ1, . . . , qˆ∗nS(zn, Xγ+1)pˆn).

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We recall well-known important facts about trapezoidal rule applied to approximate contour
integrals on smooth closed curves. Suppose Γ is such a curve of length one with arc length param-
eterization ` : [0, 1] → Γ. We choose ` so that `(0), `(1/2) ∈ R and `(0) < `(1/2). With m points,
the trapezoidal rule can be used at the nodes tj = j/m for j = 0, 1, . . . ,m. In our case, however, we
wish to avoid evaluating on the real axis and we choose s
(m)
j = sj = (tj + tj+1)/2 = (2j + 1)/(2m),
j = 0, 1, . . . ,m with the convention that sm = s0. Consider∮
Γ
f(z)dz =
∫ 1
0
f(`(s))`′(s)ds ≈
m−1∑
j=0
f(`(sj))
`′(sj)
m
=
m−1∑
j=0
f(zj)wj ,
z
(m)
j = zj = `(sj), w
(m)
j = wj =
`′(sj)
m
.
Using the Euler–Maclaurin formula, for every D > 0 there exists CD > 0 such that∣∣∣∣∣∣
∮
Γ
f(z)dz −
m−1∑
j=0
f(zj)wj
∣∣∣∣∣∣ ≤ CD(Γ)‖f (D)‖∞m−D.
Proof of Theorem 5.11. We prove the proposition for Γj = Γ for all j. The arguments easily extend
to the general case. Let Φ : Cn → R be an admissible test function. We approximate
√
M
2pii
∮
Γ
fj(z)(c0(z;µT )− sd(z))dz
using the trapezoidal rule and consider
∆M,m := Φ
(√
M
2pii
∮
Γ
f1(z)(c0(z;µT )− sd(z))dz, . . . ,
√
M
2pii
∮
Γ
fn(z)(c0(z;µT )− sd(z))dz
)
−Φ
√M
2pii
m∑
j=1
f1(zj)(c0(zj ;µT )− sd(zj))wj , . . . ,
√
M
2pii
m∑
j=1
fn(zj)(c0(zj ;µT )− sd(zj))wj
 .
The choice of m is critical. Examining how the conclusion of Proposition 5.16 depends on n, we
need m5 < M1/2. So, we choose m = M1/20.
Because Φ is bounded, for δ > 0 we can restrict to the event Lδ = {λN ≥ γ− − δ, λ1 ≤ γ+ + δ},
and there exists CD such that P(Lδ) ≥ 1 − CDM−D for all D > 0. Furthermore we choose δ so
that [γ− − δ, γ+ + δ] ⊂ Ω. By fixing δ, on this event the integrands and all their derivatives up to
order E are bounded by
√
McE for some cE > 0. Then, for example, on the event Lδ∣∣∣∣∣∣
√
M
2pii
∮
Γ
f1(z)(c0(z;µT )− sd(z))dz −
√
M
2pii
m∑
j=1
f1(zj)(c0(zj ;µT )− sd(zj))wj
∣∣∣∣∣∣ ≤ CE(Γ)cE
√
M
mE
.
Since E can be chosen arbitrarily large, we then find
|E∆M,m1Lδ | ≤ CM−D
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for any D > 0. Therefore, it suffices to consider
∆˜M,m := Φ
√M m∑
j=1
f1(zj)(c0(zj ;µT )− sd(zj))wj , . . . ,
√
M
m∑
j=1
fn(zj)(c0(zj ;µT )− sd(zj))wj

−Φ
√M m∑
j=1
f1(zj)(c0(zj ;µT˜ )− sd(zj))wj , . . . ,
√
M
m∑
j=1
fn(zj)(c0(zj ;µT˜ )− sd(zj))wj
 .
And, we are led to consider the function Ψ : Cm → R
Ψ(x1, x2, . . . , xm) = Φ
 m∑
j=1
f1(zj)
wj
2pii
xj , . . . ,
m∑
j=1
fn(zj)
wj
2pii
xj
 .(33)
Define W ∈ Cn×m by W`j = f`(zj) wj2pii and it follows that
∂xj1xj2 ···xjqΨ(x1, . . . , xm) =
n∑
k1,k2,...,kq=1
∂yk1yk2 ···ykpΦ(y1, . . . , yn)
 q∏
p=1
Wkp,jp
 ,
yk =
m∑
j=1
fk(zj)
wj
2pii
xj .
From this, we are able to estimate∣∣∣∂xj1xj2 ···xjqΨ(x1, . . . , xm)∣∣∣ ≤ maxk1,k2,...,k1 |∂yk1yk2 ···ykpΦ(y1, . . . , yn)|
n∑
k1,k2,...,kq=1
q∏
p=1
|Wkp,jp |
≤ max
k1,k2,...,k1
|∂yk1yk2 ···ykpΦ(y1, . . . , yn)|maxj ‖fj‖
q
∞
(
C
2pi
)q
,
where C > 0 is such that
∑
j |wj | ≤ C. Note that C can be chosen independent of m. Now let
 > 0 be sufficiently small so that
|∂xj1xj2 ···xjqΦ(x1, . . . , xn)| ≤MC0 for maxj |xj | ≤M

All arguments for Φ in (33) are uniformly bounded by M  for maxj |xj | ≤ M /
(
C
2pi maxj ‖fj‖∞
)
.
Thus
|∂yk1yk2 ···ykpΨ(x1, . . . , xα)| ≤MC0 maxj ‖fj‖
p
∞
(
C
2pi
)p
By setting L = C2pi maxj ‖fj‖∞ we find that
Ψ˜(x1, x2, . . . , xm) = Φ
L−1 m∑
j=1
f1(zj)
wj
2pii
xj , . . . , L
−1
m∑
j=1
fn(zj)
wj
2pii
xj
 .
is admissible with the same constant C0. Applying Proposition 5.16 to Ψ˜ establishes the proposition.

We also remark that these arguments, without the use of Proposition 5.16, can be used to show
the following:
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Proposition 5.17. Suppose W is a sample covariance matrix, N/M
M→∞−−−−→ d ∈ (0, 1) and T =
T (W, b) for a sequence b = bN ∈ CN of non-trivial vectors. Then(∫
λkµT (dλ)
)
k
(d)−−−−→
M→∞
(∫
λk%d(dλ)
)
k
,
in the sense of convergence of finite-dimensional marginals where k ≥ 0 if d = 1 and k ∈ Z if d < 1.
6. Analysis of the algorithms
The important fact that we use to prove Theorems 1.3 and 1.4 is that the entries in the Cholesky
factorization of the three-term recurrence matrix associated to a measure µ are (generically) dif-
ferentiable functions of the moments of the measure. This implies that the leading-order behavior
(Theorem 1.3) is the same as in the Gaussian case and that, with the moment matching condition
(Definition 3), the fluctuations must be the same as in the Gaussian case (Theorem 1.4). So, it
suffices to prove Theorem 1.4 in the case of X having Nβ(0, 1/M) entries. The following three
sections do just this.
6.1. Proofs for the conjugate gradient algorithm. The basis for our analysis is Proposition 4.1
and Theorem 2.3. In this section we suppose W
L
= Wβ(N,M), N ≤ M and b = bN ∈ CN (or RN
if β = 1). And we recall the notation that xk = xk(W, b) is the k-th iterate of the CGA applied to
Wx = b and rk = b−Wxk, ek = x− xk.
6.1.1. Non-asymptotic calculations. Using the notation (26), with T = T (W, b) = HHT it follows
that
pik(0;µT ) = (−1)k+1
k−1∏
j=0
α2j , Tj,j+1 = αjβj ,
and therefore
‖rk‖22 =
k−1∏
j=0
β2j
α2j
,(34)
where the chi squared random variables are all mutually independent. This formula lends itself
easily to asymptotic analysis.
Deriving a distributional expression for ‖ek‖2W is more involved. With the convention that
b−1 = 1 [
pik+1(x;µT )
pik(0;µT )
]
=
[
x− ak −b2k−1
1 0
] [
x− ak−1 −b2k−2
1 0
]
· · ·
[
x− a0 −b2−1
1 0
] [
1
0
]
,
Then define the complementary polynomials[
p˜ik+1(x;µT )
p˜ik(x;µT )
]
=
[
x− ak −b2k−1
1 0
] [
x− ak−1 −b2k−2
1 0
]
· · ·
[
x− a0 −b2−1
1 0
] [
0
1
]
.
Decompose
ck(0;µT ) = c0(0;µT )pik(0;µT )− p˜ik(0;µT ).
Then
p˜ik(0;µT ) = (−1)k+1
k−1∑
`=0
∏`
j=1
β2j−1
 k−1∏
j=`+1
α2j
 ,
38 ELLIOT PAQUETTE AND THOMAS TROGDON
giving
p˜ik(0;µT )
pik(0;µT )
=
1
α20
k−1∑
`=0
∏`
j=1
β2j−1
α2j
,
where the empty product returns one. From Proposition 5.7
c0(0, µT ) =
1
α20
1 + k−1∑
`=1
∏`
j=1
β2j−1
α2j
+
(
β2k−1Σ
−2
k
) k−1∏
j=1
β2j−1
α2j
 ,
where Σk
L
=
χβ(M−N+1)√
βM
is independent of (αj , βj)
k−1
j=0 . We find
‖ek‖2W = Σ−2k
k−1∏
j=0
β2j
α2j
.(35)
where the chi squared random variables are all mutually independent. This establishes Theo-
rem 1.2(a) and Theorem 1.1 follows as well.
6.1.2. Asymptotic calculations.
Proof of Theorems 1.3(a) and 1.4(a) when
√
MX
L
= Gβ(N,M). Decompose
c0(0;µT ) =
1
1− d +
√
2√
βM
R(µT ), T = T (W, b),
using Proposition 5.8. In the notation of this proposition R(µT )
(d)−−−−→
M→∞
Z−1/
√
2. Then using the
complementary polynomials
ck(0;µT )
pik(0;µT )
=
(1− d)−1pik(0;µT )− p˜ik(0;µT )
pik(0;µT )
+
√
2√
βM
R(µT ).
We write T = HHT , again using the notation (26). Using the distributional limit described in
Proposition 5.8 one can compute the largeN behavior. Specifically, we use (28) and (29) extensively.
Using the same process (Zj)j≥1 write
Ak :=
[−ak −b2k−1
1 0
]
= Eˆ +
√
2
βM
Eˇk + o(M
−1/2),
Eˆ =
[−1− d −d
1 0
]
,
Eˇk =
[−Z2k+1 −√dZ2k −dZ2k−1 −√dZ2k
0 1
]
We compute the asymptotics of the quantity[
1 0
]
Ak−1Ak−2 · · ·A1
[−α20 −1
1 0
] [
1
1−d
−1
]
using that
Eˆ = V ΛV −1, V =
[−1 −d
1 1
]
, V −1 =
1
1− d
[−1 −d
1 1
]
,
Λ = diag(−1,−d).
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We find that [
1 0
]
Eˆk−j−1EˇjEˆj−1
[−1 −1
1 0
] [
1
1−d
−1
]
= (−1)k+1 d
j − dk
(1− d)2
[
Z2j+1 +
√
dZ2j − Z2j−1 − Z2j/
√
d
]
.
Similarly, [
1 0
]
Eˆk−1
[−Z1 −1
1 0
] [
1
1−d
−1
]
= (−1)k 1− d
k
(1− d)2Z1.
Therefore it remains to analyze
k−1∏
j=0
α2j = 1 +
√
2√
βM
k−1∑
j=0
Z2j+1 + o(M
−1/2),
k−1∏
j=0
β2j = d
k +
√
2√
βM
k−1∑
j=0
dk−1/2Z2j+2 + o(M−1/2).
The distributional limit of R(µT ) is provided by Proposition 5.8. So, our final expressions become
‖ek(W, b)‖2W =
dk
1− d
1 + √2√
βM
 ∞∑
j=k
dj−k(Z2j/
√
d− Z2j+1)
+
k−1∑
j=1
(Z2j/
√
d− Z2j−1)− Z2k−1
+ o(M−1/2),
‖rk(W, b)‖22 =dk
1 + √2√
βM
k−1∑
j=0
(
Z2j+2/
√
d− Z2j+1
)+ o(M−1/2).
The theorem follows. 
6.2. Proofs for the MINRES algorithm.
6.2.1. Non-asymptotic calculations. The proof of Theorem 1.1(b) is immediate from the simple
formula
pj(0, µT ) =
det(−Tj)∏j−1
`=0 b
2
j
= (−1)j
j−1∏
`=0
β`
α`
,
using (26). Then using (23), Theorem 1.2(b) follows.
6.2.2. Asymptotic calculations.
Proof of Theorems 1.3(b) and 1.4(b) when
√
MX
L
= Gβ(N,M). It suffices to prove Theorem 1.4(b)
in this case. From Theorem 1.4(b) we have that
j−1∏
`=0
β2`
α2`
= dj
(
1 +
√
2√
βM
Z˜r,CGj
)
+ o(M−1/2), Z˜r,CGj = d
−jZr,CGj .
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This implies
k∑
j=0
j−1∏
`=0
α2`
β2`
=
k∑
j=0
d−j −
√
2√
βM
k∑
j=1
d−jZ˜r,CGj + o(M
−1/2).
And this gives  k∑
j=0
j−1∏
`=0
α2`
β2`
−1 = 1− d−1
1− d−k−1 +
(
1− d−1
1− d−k−1
)2 √
2√
βM
k∑
j=1
d−jZ˜r,CGj
+ o(M−1/2).
In writing
1− d−1
1− d−k−1 = d
k 1− d
1− dk+1 ,
we establish the theorem. 
6.3. Proofs for the conjugate gradient algorithm applied to the normal equations. First,
observe that for α > 0
pj(λ;αµ) =
pj(λ;µ)√
α
.(36)
Consider the distribution of the measure ν as defined in (22), and in particular, the distribution on
the absolute value of the vector V ∗b where X = UΣV ∗ is the singular value decomposition of X.
We know that V can be taken to be Haar distributed on either the orthogonal (β = 1) or unitary
(β = 2) group [ER05]. By invariance, if ‖b‖2 = 1 then b can be replaced with f1. From this it
follows that for T = T (W,a)
µT
L
=
N∑
j=1
ωjδλj , ωj
L
=
χ2β,j
N∑
`=1
χ2β,`
, j = 1, 2, . . . , N,
and (λ1, . . . , λN ) are the eigenvalues of W which are independent of (ω1, . . . , ωN ). So, we find that,
in the notation of Theorem 1.2(c)
ν
L
=

N∑
`=1
χ2β,`
M∑
`=1
χ2β,`

︸ ︷︷ ︸
∆N,M
N∑
j=1
ωjδλj .
Combined with (36), this gives the proof of Theorem 1.2(c). And then Theorem 1.4(c) and Theo-
rem 1.3(c), in the Gaussian case, follow.
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