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Laser plasma wakefield accelerators have seen tremendous progress in the last years,
now capable of producing electron beams in the GeV energy range. The inherent
few-femtoseconds short bunch duration of these accelerators leads to ultra-high peak-cur-
rents. Reducing the energy spread found in these accelerators, while scaling their output
to hundreds of kiloampere peak current would stimulate the next generation of radia-
tion sources covering high-field THz, high-brightness X-ray and γ-ray sources, compact
free-electron lasers and laboratory-size beam-driven plasma accelerators. At such high
currents, an accelerator operates in the beam loaded regime where the accelerating
field is strongly modified by the self-fields of the injected bunch, potentially deteriorating
key beam parameters. However, if appropriately controlled, the beam loading effect
can be employed to improve the accelerator’s performance, specifically to reduce the
energy spread.
In this thesis the beam-loading effect is systematically studied at a quasi-monoenergetic
nanocoulomb-class laser wakefield accelerator. For this purpose, a tailored scheme of
the self-truncated ionisation injection process is introduced for the non-linear bubble
regime. This scheme facilitates stable and tunable injection of high-charge electron
bunches within a short and limited time-frame, ensuring low energy spread right after
injection. Employing a three millimetres gas-jet acceleration medium and a moderate
150 TW short pulse laser system as driver, unprecedented charges of up to 0.5 nC
within a quasi-monoenergetic peak and energies of ∼0.5 GeV are achieved. Studying
the beam loading mechanism, it is demonstrated that at the optimal loading condition,
i.e. at a specific amount of injected charge, performance of the accelerator is optimised
with a minimisation of the energy spread. At a relative energy spread of only 15%, the
associated peak current is around 10 kA, while scaling this scheme to operate with a
petawatt driver laser promises peak-currents up to 100 kA.
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1. MOTIVATION & INTRODUCTION
Particle accelerators are one of the most important tools in modern society with ap-
plications in many fields, among them medicine, industry, security and fundamental
research. Although the first particle accelerator was demonstrated not even a hundred
years ago in the early 1930’s by Cockcroft and Walton[12], since then they have been
rapidly developed to the point that they are now widespread and routinely operated
machines. Worldwide there are tens of thousands accelerators of varying size, from
small metre-scale accelerators for electron beam material irradiation to the largest and
most well-known accelerator the Large Hadron Collider (LHC) at CERN, which does not
only impress with its ability to accelerate particle beams up to energies of 6.5 TeV, but
also by its sheer size with a 27 km circumference.
And although accelerator technology has seen tremendous and still ongoing develop-
ment, conventional accelerators are reaching their fundamental limit. At the vacuum
breakdown limit, local fields reach strengths such that solid surface electrons are emitted
into the vacuum. A cascade of effects results in the collapse of the accelerating field,
effectively restricting accelerating gradients to about 100 MV/m[13,14]. Therefore increas-
ing the maximum beam energy can only be achieved by up-sizing current technology.
In effect, machines that are aiming at breaching new scientific frontiers by reaching
previously inaccessible regimes tend to grow larger and more expensive to build and
to operate. The LHC mentioned above is one example, which is an accelerator unique
in its kind. Another example are modern light-source synchrotrons, which enable us
to study processes occurring on the nanometre scale. More widespread with several
dozens of such machines worldwide, they are typically still several hundred metres in
diameter.
X-ray Free Electron Lasers (XFELs) are the newest generation of light sources, which
are able to generate high-brightness ultra-short X-ray pulses enabling cutting-edge re-
search in material science, biology and chemistry on femtosecond-timescale processes
which cannot be resolved by synchrotrons. These machines use a conventional accel-
erator to create high energy electron beams followed by a long magnetic undulator.
For example, the European XFEL accelerates electrons up to 17.5 GeV over a length
of 1.7 kilometres followed by undulators over a length of up to 175 metres, creating
X-ray bunches with a wavelength of only 0.05 to 4.7 nm and sub-100 fs pulse duration.
But, with its total length of 3.4 kilometres, a construction cost of 1.22 billion euros and
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an annual estimated budget of 117 million euros, machines of this kind can only be
constructed and operated by large consortia or by large countries. There are only few of
such facilities worldwide, besides European XFEL in Germany: SACLA in Japan, LCLS
in the USA, PAL-XFEL in Korea and SwissFEL in Switzerland.
With high demand, the limited number of synchrotrons and XFELs effectively limits
accessibility to these bright (short-pulse) x-ray sources. In highly competitive programs,
only part of research and industry proposals attain access, with the largest part of
proposed research not investigated.
There is a large need for the implementation of a new particle acceleration technique
which is not limited by the fundamental vacuum breakdown limit.
Such an alternative is required for the next generation accelerator to reach record
beam energies for fundamental research, currently held by the LHC at 6.5 TeV. Reaching
even higher energies with conventional accelerators is technically possible, but this
option exceeds the financial support limit of society.
Downsizing current accelerator based light-sources, reducing construction and run-
ning costs, would highly improve accessibility. Potentially this can open the possibility of
cutting edge research which can now only be performed at a handful of facilities world-
wide, to be implemented even at company research departments or at the university
research level.
1.1. PLASMA BASED ACCELERATION
Plasma based acceleration is a technique able to reach extremely high accelerating
gradients, not limited by the vacuum breakdown limit, which has the potential to
complement conventional acceleration techniques where down-sizing is required. This
relatively young field of research, introduced in 1979 by Tajima and Dawson[15], is based
on harvesting high accelerating field gradients induced by collective plasma oscillations.
These oscillations, occurring on the few-tens of micrometres scale, are created by
propagating either a laser or high charge particle beam through an optically transparent
plasma.
For the laser driven case, know as laser wakefield acceleration (LWFA), an intense
laser driver propagates through the plasma, expelling electrons from its path by pon-
deromotive force. This creates a positive net charge region located directly behind
the laser pulse. The charge separation induces strong Coulomb forces and after the
laser has passed, in an effort to restore the charge balance, expelled electrons return
to the laser’s pathway on the time-scale of the plasma frequency. Overshooting their
equilibrium position a plasma wakefield is formed behind the laser pulse, much like a
boat creates a wakefield in water. These plasma wakefields can act as accelerating
cavities, co-propagating with the laser at near to speed of light velocity, capable to
accelerate charged particles.
This mechanism could not be studied until the introduction of the chirped pulse
amplification (CPA) technique[16,17] in the mid- to late-80’s. CPA pushed laser technology
to the multi-terawatt peak power, powerful enough to drive plasma wakefields. The first
demonstration of laser electron acceleration up to a few tens of MeVs followed shortly
after with beat wave acceleration in 1993 by Clayton et al.[18,19] and with LWFA in 1994
4
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Figure 1.1.: Comparison between a conventional accelerator and a laser wakefield accelerator. (a)
shows a conventional superconducting radio-frequency cavity (Image: CERN). The cavity size
of conventional accelerators is macroscopic and accelerating gradients are limited to below
100 MV/m. (b) shows a laser driven accelerator cavity in a underdense plasma. The cavity is
co-propagating with the laser driver (towards the right) and is microscopic in size, supporting
accelerating gradients of over 100 GV/m.
by Nakajima at al.[20].
After its first demonstration the field developed quickly[21], with the largest step being
reached with access to the bubble (or blowout) regime. This highly non-linear regime
was identified in 2002 by Pukhov and Meyer-ter-Vehn[22]. It requires all electrons to be
completely expelled from the laser path, leaving behind an ion cavity region surrounded
by a high density sheath of electrons forming a bubble shaped wakefield. The first
demonstrations of this scheme was reported in a collection of three papers published
in a 2004 Nature issue[23–25], appearing on the cover page as the ’Dream beam’. At
this point the potential of this scheme was demonstrated, for the first time producing
high energy and quasi-monoenergetic electron bunches produced in only a fraction of
acceleration length as is otherwhise needed in conventional accelerators. Nowadays
most laser wakefield accelerators operate in the bubble regime and energies of over 4
GeV have been reached within a sub-decimetre acceleration length[26–28].
These high energies attained over such a short acceleration distance can be reached
due to the enormous fields that can be sustained in these bubble-shaped cavities, easily
reaching accelerating gradients of several hundreds GV/m. A visual comparison to
conventional accelerators as shown in figure 1.1 illustrates the difference between both
schemes very clearly. Conventional accelerators generally have macroscopic cavities of
up to several decimetres in length, while a laser plasma accelerator (LPA) cavities are
scaled down by roughly four orders of magnitude to a few tens of micrometres, while
the sustainable electric field increases by three to four orders of magnitude.
Until recently, the main focus in laser wakefield acceleration has been on increasing
the attainable energy. This is a natural step, exploiting the high accelerating gradient of
this scheme, but also offers grand challenges. When collider relevant energies are to
be reached, the dephasing limitation has to be overcome. The fact that a laser pulse
in a medium propagates slightly below the speed of light, causes a relativistic particle
bunch to eventually dephase out of the accelerating field. To defeat this limit, one either
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has to rely on staging[29,30], a traveling-wave focussing geometry[31] or on particle beam
driven schemes[32–34], which do not know this limitation.
Meanwhile, there are many applications in closer reach where laser plasma acceler-
ators can be ideal drivers, focussing not only on their high acceleration gradient, but
exploiting the inherent short bunches produced by these accelerators. The bunches
injected in the microscopic cavities are generally in the order of only a few femtoseconds
of duration[35,36] while the bubble shaped cavities allows for acceleration of large quanti-
ties of charge[37,38]. In effect, Laser plasma accelerators (LPAs) can achieve impressive
peak currents. Where conventional accelerators can produce only a few-kiloampere peak
current, LPAs have now been demonstrated to produces a few tens of kiloampere[3,36,39]
with the possibility to scale to even higher currents. These high peak-currents make
laser plasma accelerators ideal drivers for the next-generation compact light sources
covering high-field THz[40,41], high-brightness X-ray[9,42] and γ-ray[43,44] sources, compact
FELs[45–49] and laboratory-size beam-driven plasma accelerators[5,50,51].
However, accelerators that are generating such high currents are subject to the beam
loading effect. This effect, where the injected bunch self-field superimposes on the
accelerator cavity field, causes a local deformation of the accelerating field. This effect
becomes stronger with higher bunch charge and can potentially deteriorate key beam
parameters if not properly controlled. The main challenge in plasma based acceleration
is to properly handle an accelerator such that the charge output can be increased without
degrading the beam quality.
This thesis reports on the ongoing efforts to improve charge output, and thus peak
current, and beam quality at the Helmholtz-Zentrum Dresden-Rossendorf. The com-
missioning of a new LWFA experimental area following a facility upgrade and the first
experiments after this upgrade are presented in this thesis. A new approach of op-
eration in the bubble regime is introduced which is able to inject an unprecedented
amount of charge into the wakefield with a quasi-monoenergetic energy distribution.
The amount of injected charge can be precisely controlled and charges of over 500 pC
have been injected, reaching peak currents of up to 20 kA. The accelerator stability
and the controllability achieved in this work enabled to gain further insight into the
accelerator dynamics and allowed for a systematic study of the beam loading effect.
Following original predictions[52–54], the work in this thesis shows how this effect influ-
ences the energy spread. It is demonstrated that in order to minimise energy spread, a
specific amount of charge has to be loaded into the wakefield, the so-called optimal
loading condition. The energy spread being a vital beam property, how to minimise
this is an important finding. Any under-dense plasma based accelerator, be it laser- or
beam-driven, should be operated taking beam loading into account.
1.2. THESIS OUTLINE
The topics covered in this thesis have been divided into several chapters, guiding the
reader step-by-step or enabling to study specific topics individually.
First, chapter 2 offers the theoretical background required to understand the operation
of a LPA in the nonlinear bubble regime, the principles of beam loading and how beam
loading can be employed to improve beam quality.
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Chapter 3 covers the accelerator setup and all relevant technical details involved.
The infrastructure required to operate the LPA, covering the experimental area and the
short-pulse high intensity DRACO laser system, is treated here. The target providing the
accelerator medium is discussed in detail in this chapter, as is the spectrometer which
was developed for charge and energy diagnosis. Any theoretical background required
for these topics is given directly where appropriate.
The main topics of this thesis, operation of the LPA and the beam loading effect, are
subsequently divided in two separate chapters.
Performance of the accelerator is presented in chapter 4, detailing operation in a
tailored self-truncated ionisation injection scheme. This chapter covers how stable
operation of the accelerator is reached such that high-charge quasi-monoenergetic
beams can be routinely produced. This chapter also gives a detailed insight into the
accelerator dynamics using particle-in-cell simulations.
A systematic study of the beam loading effect is presented in chapter 5. Here it is
shown how the amount of charge injected into the accelerator can be precisely tuned,
enabling this study. The work in this chapter verifies theory previously developed by
Tzoufras et al.[54,55] and shows that in order to generate high charge beams with a small
energy spread, laser-plasma accelerators have to be operated at the optimal loading
condition.
Finally, chapter 6 concludes this work, giving an outlook of the field and introducing
some first steps on application of the LPA as a secondary wakefield driver.
On the difference between LPA & LWFA:
The use of these two abbreviation can be confusing as they are closely related to each-other, yet
subtlety different. Laser Plasma Accelerator (LPA) refers to an accelerator, while Laser Wakefield
Acceleration (LWFA) refers to the specific underlying acceleration mechanism on which the accelerator
presented in this thesis is based. The term LPA can also refer to different types of accelerators which
rely on a different laser-plasma interaction mechanisms and is not limited to electron accelerators
only.
In this thesis LPA is used to abbreviate Laser Plasma Accelerator, always referring to an accelerator




This chapter gives the theoretical background on laser wakefield acceleration in the bub-
ble regime and the self-truncated ionisation injection (STII) method. Goal is to present
the reader a comprehensive overview of the knowledge required to understand results
presented in this thesis. Specifically on driving a nanocoulomb-class LPA with the STII
method in chapter 4 and on subsequent energy spread minimisation by utilising the
beam loaded effect presented in chapter 5. As such, this chapter does not cover the
entire field of LWFA, which would be to extensive to detail here. Neither is every aspect
explained starting at the basics. Instead, references which offer a more in-depth treat-
ment of the matter are given at points where new aspects or formulas are introduced.
Section 2.1 briefly describes the ionisation mechanism of electrons from their parent
atoms, which stands at the basis of LWFA. This mechanism does not only enable the
formation of the accelerator’s medium, it also plays a crucial role in ionisation injection
schemes. Next, in section 2.2, the principles of electron motion in the presence of elec-
tromagnetic fields is discussed. In the presence of a high-intensity laser pulse electron
motion is responsible for the formation of a self-guiding plasma channel, enabling the
accelerator to operate over many times the Rayleigh length, which is detailled in section
2.3. The motion of electrons also stand at the basis of plasma wakefield formation and
acceleration, which principles are introduced in section 2.4. Section 2.5 specifically
treats the non-linear bubble regime in which the accelerator is operated. Section 2.6
gives an overview of available injection mechanisms for LPA, with subsection 2.6.1
focussed on the ionisation injection mechanism. Finally, the principles and theory of
beam loading is given in section 2.7.
2.1. IONISATION
The plasma medium in which LWFA takes place is created by the ionisation of a gas
medium. As will be discussed in section 3.4, the main target providers in LWFA are
discharge capillaries, gas cells and gas-jets. Apart from discharge capillaries, where the
gas is ionised by a high-voltage discharge prior to the arrival of the laser pulse, an indirect
method is used where a gas-jet or cell creates a well-defined gas medium which is




















Figure 2.1.: Ionisation mechanisms. An external field (red line) suppresses the atomic Coulomb field
(blue line, the unsuppressed coulomb field is shown by the dotted line), freeing the electron. (a)
shows barrier suppression ionisation, where the external field is strong enough to completely
suppress the barrier. (b) shows tunnel ionisation where the external field is not strong enough
to completely suppress the barrier, but where the electron has a non-zero probability to be
freed from its bound state by tunnelling through the reduced barrier.
plasma medium. The ionising laser pulse can either be a dedicated laser pulse or the
same laser pulse that drives the acceleration mechanism itself.
Two ionisation processes can play a role, Barrier Suppression Ionization (BSI) and
Tunnelling Ionization (TI). Both processes depend on an external electric field, e.g.






The right term represents a suppression of the potential by the external (laser) electric
field E. Z is the charge state of the atom or ion.
In the case of BSI the distortion caused by the laser electric field is large enough
to completely suppress the Coulomb potential below the electron binding potential,
as illustrated in figure 2.1(a), freeing the electron with a probability of one. In order to
suppress the atom’s Coulomb field far enough to reach BSI a sufficiently strong field is










where Eion is the ionisation energy characteristic for a bound electron.
The required energy to remove electrons differs per atom and electrons closer to the
nucleus, i.e. in a lower shell, generally require more energy to be removed. Table 2.1
shows the ionisation energies for several ions relevant for LWFA together with the IBSI
according to equation (2.2). Once this threshold is reached for all bound electrons of a
specific gas, complete ionisation occurs. An atom becomes only partially ionised if IBSI
is sufficiently high to free outer electrons, but not high enough to free electrons that
are bound stronger to the nucleus.
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Table 2.1.: Ionisation energy (values from ref.[57]) with corresponding intensity according to equation
(2.2) required to reach barrier suppression ionization. a0 is the corresponding normalised laser
potential according to equation (2.8) for a central laser wavelength of 800 nm.
Ion Eion IBSI a0
[eV] [W cm−2] λ0 = 800 nm
H1+ 13.60 1.37 × 1014 8.0 × 10−3
He1+ 24.59 1.42 × 1015 2.6 × 10−2
He2+ 54.42 8.77 × 1015 6.4 × 10−2
N1+ 14.53 1.78 × 1014 9.2 × 10−3
N2+ 29.60 7.68 × 1014 1.9 × 10−2
N3+ 47.45 2.25 × 1015 3.3 × 10−2
N4+ 77.47 9.00 × 1015 6.5 × 10−2
N5+ 97.89 1.47 × 1016 8.3 × 10−2
N6+ 552.1 1.03 × 1019 2.21
N7+ 667.0 1.61 × 1019 2.77
The BSI process described above gives an ionisation probability of one once the
threshold is reached. However, before this threshold is reached tunnel ionisation (TI)
can already occur. This is a quantum mechanical phenomenon in which, even when
the Coulomb field is not sufficiently suppressed to completely remove the potential
barrier, there is nonetheless a non-zero chance for a bound electron to escape by
tunnelling through the reduced barrier. This process is shown schematically in figure
2.1(b). The TI mechanism is not analytically solvable, but several numerical models exist.
Well known models are the Keldysh model[58] and the ADK model[59,60], specifically
for implementation in simulation codes. The tunnelling ionisation mechanism has to
be considered as a relevant factor if a gas is used that is close to the BSI threshold
for the chosen experimental parameters. It can have a relevant effect in ionisation in-
jection, as the injection volume can differ compared to the purely classical approximation.
Generally, LWFA experiments are conducted using low-Z gasses, such as hydrogen
or helium, for their relatively low ionisation thresholds. These are sufficiently low that
in a high intensity laser pulse, e.g. Ipeak ∼ 1019 W cm−2, full ionisation of these gases
will occur in the laser pedestal, a few picoseconds before the laser peak intensity is
reached. This ensures a pure laser-plasma interaction at the high intensity region of the
laser which drives the wakefield. This enables relativistic self-focussing (see section
2.3) and prevents ionisation defocussing of the high-intensity part of the laser pulse.
Hydrogen has the lowest ionisation threshold and would be the logical gas medium
choice were it not for its high reactivity, which poses a substantial explosion hazard if
handled incorrectly. Therefore hydrogen is only used for specific applications where
an as low as possible ionisation threshold is required, e.g. in discharge capillaries or
e-beam driven ionisation. For ionisation by high-intensity lasers the ionisation level of
helium is sufficiently low and therefore preferred as an inert and safe alternative.
If partial ionisation is desired, higher-Z atoms like nitrogen are used, either replacing
or as a dopant in a low-Z gas. When the laser reaches IBSI for certain electrons, other
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electrons with a higher Eion remain unionised. Only when and if the laser field becomes
large enough these inner shell electrons become ionised. The ionisation injection
scheme, as will be discussed later in section 2.6.1, uses this principle. In the work
presented in this thesis a mixture of helium and nitrogen gas is used. From table 2.1,
the helium and nitrogen L-shell (N1+ - N5+) electrons are ionised by the laser pedestal at
laser intensities between 1.4 × 1014 and 1.5 × 1016 W cm−2, whereas nitrogen K-shell
(N6+ & N7+) electrons are only ionised close to the laser peak intensity at 1.0 × 1019 and
1.6 × 1019 W cm−2 respectively.
2.2. ELECTRON MOTION IN AN ELECTROMAGNETIC FIELD
In this section the motion of electrons in an electromagnetic field, e.g. a laser field,
is discussed. This knowledge is necessary to understand how a wakefield is formed
(section 2.4). It is also the foundation for understanding how a laser beam is able to stay
self-focused over a long distance (i.e. beyond the Rayleigh length), as will be discussed
in the section 2.3.
ELECTRON MOTION IN AN ELECTROMAGNETIC FIELD
For the description in the following section certain assumptions are made. We assume
a fully ionised plasma, which is the case if the laser intensity is higher than IBSI from
equation (2.2). The ionised plasma is assumed to be cold after ionisation. Furthermore,
in experiments treated in this thesis, the gas density of the target is low enough to
assume an under-dense collision-less plasma. Although strong enough to achieve BSI
and to rapidly accelerate free electrons, the external laser field is weak enough to
assume immobile ions on the time-scale of interest, which will be shown in more detail
in section 2.2.1. Taken these assumptions, the motion of free plasma electrons with






~E + ~v × ~B
)
, (2.3)
where ~E is the electrical field and ~B the magnetic field. ~p = γme~v is the momentum of
an electron and γ = 1/
√
1 − v2/ c2 its relativistic Lorentz factor with c the speed of light
in vacuum.
2.2.1. PONDEROMOTIVE FORCE
Ponderomotive force is a net force that drives electrons away from high-intensity
regions to lower intensity regions of a spatially-varying electromagnetic field and stands
at the basis of wakefield formation in LWFA. Figure 2.2 shows a schematic of the






Figure 2.2.: Schematic of the ponderomotive force for a Gaussian intensity profile |~E(r )|2 according to
equation 2.6.
The concept of ponderomotive force will be first discussed for the case where v  c,
the so-called non-relativistic regime. As |~B| = |~E|c−1, the effect from the magnetic term










From this equation the ponderomotive force perceived by an electron in a laser field E








For laser beams with a Gaussian profile, its electric field magnitude at a distance r from
the center axis of the beam follows






where w (z) is the beam radius at a certain position z along the direction of propagation.
On the short time scale, plasma electrons will follow the rapid oscillations of the laser
field. This motion following the laser frequency ω0 is called the quiver motion and the





where ~A is the vector potential that describes the laser electromagnetic field.
On the longer time-scale, as follows from equation 2.6 and equation 2.5, an electron on
average will perceive a ponderomotive force from the field envelope gradient. This force
is pointing away from the high intensity centre region of the laser beam as illustrated in
figure 2.2 and is proportional to the gradient of the intensity as I ∝ E2.
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RELATIVISTIC REGIME
In the case above, with v  c, contributions by the magnetic laser field were neglected.
Once v → c, the magnetic term of the laser field can no longer be ignored. When
this is the case, one says to be operating in the relativistic regime. A good measure






' 0.86 × 10−9λ0[µm]
√
I[W cm−2], (2.8)
with λ0 the central laser wavelength and I the laser intensity.
As can be seen from equation (2.8), a0 grows with increasing laser intensity and
follows a square root dependency. Once a0 equals unity, the kinetic energy gained by
an electron in half a wave-cycle is roughly the same as its rest energy Erest = me,0c2.
Relativistic effects become relevant in the relativistic regime when a0 & 1. At this point
the ~v × ~B term in equation 2.3 has to be included, giving rise to electron motion along
the z-propagation axis. The minimum intensity to reach the relativistic regime (a0 = 1) is
called the threshold relativistic intensity I0:
I0λ2 = 1.37 × 1018 W µm2 cm−2. (2.9)
The expression for the ponderomotive force given in equation (2.5) is only valid for the
non-relativistic case. The derivation for the relativistic case, taking magnetic fields and
relativistic momentum and mass into account, is more complex and is treated in ref.[62]
and ref.[63]. As in the non-relativistic case, the relativistic ponderomotive force in radial
direction is proportional to the electric field gradient squared.
ION MOVEMENT IN AN ELECTROMAGNETIC FIELD
As ions are also charged particles, they will also interact with the laser electromagnetic
field and any potential wakefields formed by the laser-plasma interaction. Due to the
large mass and corresponding momentum of ions compared to electrons, a much higher






I0λ2 ≈ 5 × 1024 W µm2 cm−2, (2.10)
where mp is the proton mass. This intensity is around six orders of magnitude higher
compared to the intensity required for electrons and five orders of magnitude higher than
intensities typically reached during LWFA experiments. The low momentum reached by
ions is such that they can be considered immobile on the time scale at which LWFA
takes place.
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2.3. GUIDING OF HIGH-INTENSITY ULTRA-SHORT LASER
PULSES
In LWFA, a high intensity laser pulse is required to form a large amplitude plasma
wakefield suitable to accelerate electrons. Specifically in the blow-out regime, the
ponderomotive force of the laser has to be large enough to completely expel all electrons
from the laser’s propagation path. In order to reach the intensities required to achieve this,
the laser pulse has to be tightly focussed, typically in the order of tens of micrometers.
A focussed laser pulse in vacuum diverges quickly after its focus and therefore the
peak intensity will reach the required value only over a small distance unless a guiding
mechanism is present. The characteristic distance in which a laser stays focussed is
called the Rayleigh length and is defined as the length before and after the focus where





After a Rayleigh length zR the beam waist1 w has increased by a factor
√
2 compared
to the beam waist w0 at the focus. λ0 is the laser central wavelength.
To illustrate; a laser pulse with a central wavelength of 800 nm focussed down to a
typical beam waist of 17 µm has a Rayleigh length of only 0.8 mm. In contrast, in LWFA
a long interaction length of several millimetres up to centimetres is desired in order to
be able to accelerate electrons to high energies. A high laser intensity being required
over the entire interaction region, the laser beam has to be confined to a small spot size
over several times the Rayleigh length.
One method to achieve this is by providing the laser with an external density gradient
guiding structure created by a discharge capillary[64]. However, as will be discussed
in section 3.4, among other disadvantages, operation of such a discharge capillary is
challenging. Instead one can rely on the non-linear self-focussing effect[65] to prevent
defocussing, leading to non-linear self-guiding of the laser beam over large distances
up to many time the Rayleigh length. Self-guiding is achieved when a laser pulse locally
influences the refractive index of the plasma medium such that a guiding structure is
formed capable to guide the pulse due a radial refractive index change, similar as in an
optical guiding fibre.


















Here np,0 is the unperturbed plasma density and ω is the laser frequency. The plasma








with e the elementary charge and ε0 the permittivity of free space.
In equation (2.12), the first labelled term represents an external pre-formed density
channel if present. To optically guide a Gaussian laser pulse with spot size w0, a channel









electron radius. The second term describes the local change in plasma density ∆n due
to the ponderomotive force. The third term relates to relativistic self-guiding. Here
electrons are accelerated to relativistic speeds in the strong laser field, gaining mass by




or P > Pc.






However, a self-guiding channel does not form instaneous. Due to the electrons
inertia, the channel will form roughly c/ωp behind the laser pulse’s leading edge[66]
leaving the front of the laser pulse unguided. Nonetheless, an ultrashort laser pulse
can still be guided as the front of the pulse experiences local pump depletion, i.e. the
transfer of part of the photons’ energy to the wakefield leading to a localised frequency
down-shift. The remaining part of the pulse being unaffected, group velocity dispersion






Down-shifted photons slip back into the wake where the density gradient is sufficient
for guiding[66].
2.4. PLASMA BASED ACCELERATION
As a laser pulse propagates through a plasma, electrons are displaced from the laser
path by its ponderomotive force. Ions are immobile on the short time-scale and a charge
separation occurs. Displaced electrons will be attracted back towards their original
position by a strong Coulomb force on a time-scale related to the plasma frequency
given by equation (2.13). Electrons returning to the laser propagation axis have gained
momentum and overshoot their original position, resulting plasma oscillations forming
behind the laser-pulse co-propagating with the laser group velocity vg and a spatial
period roughly equal to the plasma wavelength λp = 2πc/ωp as illustrated in figure 2.3.
The strong electromagnetic fields generated by such a wakefield can be several order
of magnitude larger than found in conventional RF accelerator cavities. As the wakefield
travels almost with the speed of light, electrons injected within the right phase and




Figure 2.3.: Schematic representation of ponderomotive wakefield excitation. The laser pulse (red)
is moving with the laser group velocity vg towards the right. The ponderomotive force (blue
arrows) pushes electrons out of the laser’s path, after which a co-travelling wakefield is
formed behind the laser pulse. The dashed curves are example electron trajectories. The
separation of charge induces strong electrostatic forces (green arrows).
In a weakly non-linear wake the strength of the wakefield is in the order of the















For a typical electron density of 1018 cm−3 this yields a field strength of E0 ' 100 GV/m.
Compared to a typical value for conventional superconducting accelerators of 10 MV/m
the gradient in a linear plasma wakefield is larger by three orders of magnitude.
DEPHASING
Once an injected electron reaches relativistic energies it will approach the speed of
light and will slowly move forward with respect to the wake. Eventually it will reach
the decelerating phase of the wakefield. This limits the maximum acceleration length,
and thus maximum achievable electron energy. The maximum interaction distance
over which an electron remains in the accelerating phase is known in as the dephasing
length Ld.
As the front of the laser pulse etches backward with velocity vetch (equation (2.15)),
the phase velocity of a laser-driven wake can be expressed by vφ ' vg − vetch. The linear
group velocity vg of a laser in an underdense plasma is given by[68]
vg = c
√
1 − ω2p/ω20. (2.17)
From equation (2.17) and (2.15):










From this follows that the distance travelled by a relativistic electron, injected at the











1-D DESCRIPTION OF A WAKEFIELD
A quantitative description of the excitation of a laser driven wakefield can be given using
an one-dimensional model where the motion of electrons is only considered along the
longitudinal coordinate z. In the linear regime, i.e. a0  1 and E  E0, the plasma
wake has a simple sinusoidal shape. However once the laser intensity becomes larger
(a0 ≥ 1), the plasma response becomes highly non-linear. In the following model it
is assumed that the driver laser is non-evolving, i.e. does not evolve over time and
is only a function in the co-moving frame ξ = z − vφt. This enables application of the
quasi-static approximation[69,70], which requires that the laser pulse envelope evolution
is much slower than the plasma response. The wakefield phase velocity vφ is assumed
to be equal to the laser group velocity vg (equation (2.17)) in this case.
For a Gaussian shaped laser pulse propagating longitudinally along z and linearly
polarised in x-direction, the normalised vector potential is given by
~a = â(z, t) cos(k0z − ω0t)~ex (2.20)
The shape envelope function â represents the Gaussian longitudinal evolution of the
pulse given by





with a0 the normalised laser vector potential according to equation (2.8) and L0 the laser
pulse length. The plasma wakefield can be described by its normalised electrostatic
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the Lorentz factor of the plasma wave phase
velocity. The plasma wavenumber is given by kp = ωφ/ vφ.
Equation 2.22 is the one-dimensional non-linear equation which is also valid for a0 > 1.
This differential equation cannot be solved analytically and has to be solved numerically
instead. Once solved, other relevant wakefield parameters can be derived. The axial









And the plasma density perturbation is given by
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(a) a0 = 0.5
















(b) a0 = 1.0


















(c) a0 = 1.8
Figure 2.4.: One-dimensional wakefields in the quasi-static approximation. The wakefields are driven
by a ten fs laser pulse (red line) for different a0 at a plasma density of 3.7 × 1018 cm−3. The
dotted line represents the wakefield normalised potential ψ, which is found by numerically
solving equation (2.22). The dashed line represents the plasma density according to equa-
tion (2.24). The accelerating electric field normalised to E0 according to equation (2.23) is












Figure 2.5.: Schematic representation of the bubble regime. The laser pulse (red) is moving with the
laser group velocity vg towards the right. The electron density is shown in blue. No electron
bunch is injected into the wakefield yet in this scenario. The bottom half shows how the
ponderomotive force (blue arrows) pushes electrons out of the laser’s path. Sketched is
the path of electrons following the innermost path. A negatively charged electron sheath
is formed, around the positively charged inner region which is void from electrons. The
separation of charge induces strong electrostatic forces (green and purple arrows). The top
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Figure 2.4 shows the solution to equations (2.22)-(2.24) for various a0. In the linear case,
as shown in subfigure 2.4(a), the plasma shows a mostly sinusoidal response. As the
laser intensity increases, the plasma response becomes more non-linear. At a0 = 1 the
plasma density distribution becomes more peaked with an increase of the wakefield
period length. This results in a slightly skewed electric field with an increased amplitude.
In the non-linear regime these effects become even more pronounced as can be seen
in subfigure 2.4(c) for a0 = 1.8. At this point the wakefield length increases further
while the plasma density distribution becomes even stronger peaked. The accelerating
gradients grow further in amplitude and become almost linear between the plasma
density peaks.
2.5. BUBBLE REGIME
In this work, laser wakefield acceleration occurs is the so-called bubble or blowout
regime. Investigated for electron beam drivers before[71], this highly relativistic regime
was identified for laser drivers by Pukhov and Meyer-ter-Vehn[22]. It constitutes a special
case where all electrons on the laser path are fully expelled by the ponderomotive force,
leaving behind a three-dimensional bubble shaped cavity which is completely void of
electrons behind the laser driver as illustrated in figure 2.5. This regime occurs for high
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laser intensities where the laser normalised vector potential a0 is higher than two and
the laser pulse length is short compared to the plasma wavelength, i.e. cτ . λp.
In order to generate an ideal spherically shaped wake with a radius Rb, the spot size
of the driver is required to be matched to this radius, i.e. w0 ' Rb. Through simulations
by Lu et al. it was found that the spot size required for this condition is given by[38,66,72]
kpw0 ' kpRb = 2
√
a0. (2.25)
In this case a matched spot size condition can be formulated as






From this we find that the bubble radius scales with the square root of a0 and inversely
with the plasma frequency. Although for a perfect bubble wakefield an a0 of at least
four is required, blowout also occurs where 2 . a0 . 4 with a cavity deviating slightly
from the ideal spherical shape[38].
If the matching condition is not met and a too small laser spot size is chosen (w0 < λp),
electrons are not expelled far enough from the laser path to form a bubble. Instead,
electrons can move back into the laser pulse envelope, leading to beam breakup, as is
shown by Thomas et al.[73]. In the same work it is also shown that if the spot does not
match precisely, a (slightly) larger spot will converge to and oscillate around the matched
spot size for the remainder of the interaction. Once a bubble wakefield is formed, it can
be sustained over many time the Rayleigh length as long as the laser power is above
the critical power for self-guiding given by equation (2.14)[66,73].
One advantage of the bubble regime is the higher achievable acceleration gradient
compared to a linear wake. The maximum accelerating field occurs at the back of the














assuming that the matched spot size condition is fulfilled. We find that the maximum
accelerating field in the bubble regime is considerable higher than found in the non-linear
regime, by a factor of and scaling with the square root of a0.
Besides the large longitudinal field, a bubble wakefield also contains a very strong
transversal focussing field that enables charges to be contained within the wakefield.
In a co-moving frame ξ = ct − z where the driver laser is moving towards positive z and
assuming a spherical bubble centred at r = 0 and ξ = 0 the position dependent field in
















Note that equation (2.27) is a special case of equation (2.28) where ξ ' Rb. The
transverse wakefield forces have an electromagnetic nature such that a relativistic
electron moving off-axis experiences a focussing force Fr = Er −Bθ = (kpr / 2)E0. Because
the focusing forces are linear, the normalised emittance of an electron bunch will be
preserved during acceleration.
From equation (2.28) we can see that the acceleration gradient experienced by an
electron does not depend on its radial position. Therefore in the bubble regime no extra
energy spread is induced for an electron bunch with a radial finite size. For the radial
field we find from equations (2.29) & (2.30) that there is no dependency on ξ. Thus the
focussing force is independent of the transversal position within the bunch. This case
for the bubble regime, δEz/ δr = δFr/ δξ = 0, is a special case of the Panofsky-Wenzel
theorem∇rFz = Fr / δξ[75,76]. This is not only the case for an unloaded bubble, but also
applies up to a certain radius around the centre if a bubble is significantly loaded with a
high charge electron bunch[55]. This is shown for δFr in section 4.5.1, specifically figure
4.11.
From the considerations discussed before, it now becomes clear why, ever since this
regime became accessible with the rise of high-power laser systems, the bubble regime
has become the preferred regime to operate an LPA at, even for its highly nonlinear
behaviour. Compared to conventional accelerators, due to the small dimensions of
LPAs, a relatively large fraction of the cavity is filled. Where in the (quasi non-)linear
regime the longitudinal field depends on the transversal position of the bunch, this is
not the case for the bubble regime, avoiding related energy spread.
Due to the strong fields, the bubble-shaped cavities can contain and accelerate large
quantities of charge. Furthermore, the linear focussing forces inherently present in the
bubble regime enables emittance conservation during the acceleration process[77]. Even
high bunch charges can be confined over long interaction distances without degrading
the beam quality, whereas in the (quasi non-)linear regime the with charge increasingly
non-linear focussing fields will inevitably lead to emittance growth.
Finally, the required conditions to enter the bubble regime match the conditions
required for nonlinear guiding of the driver laser pulse discussed in section 2.3. Thus,
as long as the laser power is above the critical laser power for self-guiding, this regime
is able to confine and accelerate high charge beams while sustaining this process over
long interaction length without the need of an external beam and laser confinement.
2.5.1. SCALING LAWS AND LIMITATIONS
No comprehensive theory exists which is able to fully describe LWFA in the bubble
regime. Fully analytical theories are limited to linear fluid theory[78] or one-dimensional
non-linear fluid theory[79–81], which are not sufficient to describe the complex wakes
and their electromagnetic fields in the bubble regime where relativistic mass effects
are important and trajectory crossing occurs. This complex regime with bubble shaped
three-dimensional wakefields cannot be fully analytically described. Instead, theoretical
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descriptions generally largely rely on input data from numerical particle-in-cell (PIC)
simulation studies in order to create analytical approximate models[72,82].
Using this approach, scaling theories have been developed which are able to predict
under which experimental conditions the blowout regime can successfully be operated
together with key parameters of generated electron bunches. The most prominent
scaling theories are developed by Gordienko and Pukhov[37] and by Lu et al.[38]. Both
scalings offer a similar approach, but have some key differences. Gordienko and Pukhov
take a similarity theory approach with scalings based on simulations performed at very
high laser intensities with an a0 between twenty and eighty and relative high plasma
densities. Lu et al. used a more phenomenological approach and base their scaling on
more realistic laser parameters starting with an a0 of two.
In this section the scaling laws from Lu et al.[38] will be presented to give an overview
of important considerations in operating a LWFA accelerator in the blowout regime.
For these scaling laws it is assumed that the laser spot size is matched to the bubble
radius according to equation (2.26). The bunch charge and its effect on the acceleration
process will not be treated here, but later in section 2.7.
DEPLETION LENGTH
In order to enter and maintain the blowout regime, a sufficiently high laser intensity is
required such that a0 & 2. To maintain this condition over a long interaction length we
rely on relativistic self-guiding as discussed in section 2.3. As long as the laser field is
strong enough (a0 > 2), it is able to sustain the bubble shaped wakefield necessary to
accelerate electrons.
However, as the laser propagates through the plasma and drives the wake, energy of
the laser field is transferred to the wakefield. Once the power of the laser is depleted
below the critical power Pc as given by equation (2.14), self-focussing is no longer
sustained. The laser beam will diverge and the plasma bubble will collapse shortly after.
The distance a short laser pulse can travel in an underdense plasma before it can no
longer sustain self-focussing is related to the etching velocity vetch as given in equation









Ideally, experimental parameters should be chosen such that the pump depletion length
Lpd is at least as long as the desired interaction length.
DEPHASING LENGTH
As in the case of a linear wakefield discussed in section 2.4, relativistic electrons in
the bubble will move forward in respect to the wakefield and will ultimately leave the
accelerating region of the wakefield (green region in figure 2.5) and reach a decelerating
phase (purple region), which is known as dephasing.
Analogue to the linear case, related to the laser pulse etching velocity according
to equation (2.15), the distance that electrons travel until they enter the decelerating











with Rb the radius of the bubble. Although the interaction length can be shorter, to fully
exploit the wakefield and reach the highest achievable energy the interaction length
after injection should be matched to the dephasing length.
ELECTRON ENERGY
The maximum reachable energy is achieved when electrons are accelerated from the
back of the wakefield, where the accelerating gradient is maximum, till the point where
dephasing occurs and the accelerating gradient becomes zero, i.e. for an accelerating
length equal to the dephasing length according to equation (2.32). The maximum
accelerating gradient is given given by equation (2.27). For this non-linear wake, the
wakefield longitudinal accelerating gradient decreases roughly linear to zero at the
transition point from accelerating to decelerating phase, similar to the one-dimensional








Combining equations (2.26), (2.32) and (2.33) we can write the approximate equation
























with nc the critical plasma density. From equation (2.34) follows that higher electron
energies can be achieved by lowering the plasma density. This can be counter-intuitive
as the accelerating field decreases for decreasing plasma densities with Emax ∼
√
np
from equation (2.27). However, lower plasma densities result in a larger bubble radius,
resulting in a longer dephasing length as shown in equation (2.32). As the dephasing
length has a stronger dependency on the plasma density (Ld,bubble ∼ 1/ np), lower plasma
densities have the potential for higher electron energies. This only holds true as long
as the acceleration process takes place till the depletion length is reached. If the
acceleration process is interrupted before Ld,bubble is reached, higher plasma densities
achieve a higher electron energy for equal acceleration length.
The achievable electron energy only has a weak dependency on laser power. However,
if the LPA is operated at a lower plasma density, a larger laser power is required to
ensure self-guiding as follows from equation (2.14).
2.6. INJECTION SCHEMES
Controlling the injection mechanism is vital for laser plasma acceleration as final beam
parameters such as charge, energy spread and emittance are determined by the injection
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process and in the best case conserved during the acceleration process. Controlled in-
jection of electrons into the accelerating bubble structure is one of the biggest challenge
in laser plasma acceleration.
In conventional accelerators electrons are injected from an external source. There the
main challenge is to time injection such that electrons enter the accelerator in the correct
accelerating phase. With accelerator cavities generally in the centimetres to several
decimetres in size with equally long accelerating field wavelengths, the weak spatial
variation in acceleration gradient makes injection timing requirements relatively relaxed.
In contrast, for LPAs the accelerating structures are co-moving with the driver laser at
nearly the speed of light and have a size in the order of several tens of micrometres.
Ultra-short (τbunch < λp/ c) bunches with a certain initial momentum are required which
have to be injected into the LPA with micrometre positioning and sub-femtosecond
timing precision. Any injection timing mismatch or positioning error will cause electrons
to be placed in the incorrect phase of the wakefield leading to ejection of the bunch
from the wakefield or degradation of the final beam parameters.
Abovementioned requirements are very challenging to reach for conventional electron
beam technology such as radio-frequency (RF) photo-injectors. Although external injec-
tion of electrons in laser wakerfield acceleration has been demonstrated[83–85], these
experiments have not been able to provide high-quality mono-energetic beams and
instead exhibit a broadband energy distribution. An alternative scheme where a few
MeV electrons from an RF-injector are injected into a plasma in front of the driver laser
pulse has been proposed[86–91]. Although this scheme predicts electron beams with a
few pC charge and an energy spread at the percent level, it has not been experimentally
demonstrated. Instead, the technical difficulties of coupling an RF-injector and an LPA
are generally avoided by using alternative injection schemes where electrons are not in-
jected externally, but from the background electrons present in the accelerating medium
itself. This eases the technological challenges, but can have the disadvantage that
acceleration and injection becomes coupled, reducing the tunability of the accelerator,
as will be discussed in more detail for the individual injection schemes further below.
The accelerating gradients found in the bubble regime can reach several hundreds
of GV/m, thus electrons can quickly reach considerable high energies within a short
time. To illustrate, at a moderate acceleration gradient of 100 GV/m electrons reach
10 MeV within 100 fs, or 30 µm acceleration length. Electrons injected at different times
can therefore achieve a substantial difference in energy gain. Therefore it is generally
required to limit the injection time to restrain the energy spread gained from the injection
process. At the same time, in order to maximise the current output of the accelerator,
a large amount of charge must be injected. Depending on the laser power, several
hundreds of pico-coulombs are required to reach the optimal loading condition as will
be discussed in section 2.7 and demonstrated in chapter 5.
There are several schemes available for the injection of plasma background electrons
into the bubble cavity, with each scheme having its own advantages and disadvantages.
The wave-breaking injection scheme[74,92] was the first widely used technique in the
bubble regime due to its technical simple implementation. In this mechanism the
wakefield is strongly driven and electrons are injected at the moment that the electric
field amplitude reaches the limit where a non-linear wake structure can no longer be
sustained. The name wave-breaking is borrowed from the analogy of surface water
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Implementation Reproducibility Energy spread Charge
Wave-breaking + - + 5-20% ± 1-200 pC
Down-ramp ± + + ∼10% ± 10-200 pC
Colliding pulse - + + ∼5% - 5-50 pC
Ionisation + ± - 25-100% ++ <1000 pC
STII + + + ∼10% ± ∼100 pC
Tailored STII + + + ∼10-15% + ∼500 pC
Table 2.2.: Tabular overview of injection methods’ advantages and disadvantages. Given number
are typical values. A graphical overview can be found in ref.[1].
waves in fluid dynamics, where waves increase in amplitude, e.g. at the coast where
the depth becomes smaller than the wavelength, and the crest becomes unstable
(wave breaking), resulting in turbulent white-water overtaking and spilling down the face
of the wave (injection). This effect is also seen in plasma waves when the maximum
longitudinal velocity of plasma electrons become larger than the phase velocity of the
wake.In the one-dimensional approximation the maximum sustainable field before wave








2(γφ − 1)E0, (2.36)
with γφ ≡ (1−β2φ)−1/ 2 ≈ ω/ωp and βφ ≡ vφ/ c. In the three-dimensional case an estimated
laser intensity corresponding to at least a0 = 4.3 is required for self-injection to occur[93].
Although this technically simple mechanism is able to load several hundreds of
picocoulomb charge in mono-energetic bunches[25,94], its non-linear nature results in
large shot-to-shot fluctuations. Furthermore, the injection conditions are directly coupled
to the wakefield operational parameters. Thus it is not possible to control the injection
separately from the acceleration process itself.
The down-ramp or shockwave injection mechanism[92,95–100] offers better possibili-
ties to decouple the injection parameters. This mechanism requires more technical
effort, as a gas target with a well defined, and preferable adjustable, density step is
required. Injection occurs at this sudden density step, reshaping the wakefield due to
its dependency on the plasma density (Rb ∼ n−1/ 2p ). As the bubble quickly elongates at a
density down-step, it encases and traps sheath electrons at the end of the bubble. This
scheme is known for its reliable operation and offers better tunability compared to the
wave-breaking scheme. The density step leads to a spatially and thus temporal limited
injection, resulting to accelerated bunches with small energy spread. The amount of
available electrons for injection is limited to available electrons in the sheath during the
down-ramp, effectively limiting the maximum injected charge. Charges reported using
this method are significant, but generally do not exceed 200 pC.
The colliding pulse scheme[36,101–103] uses a separate injection laser pulse to heat
up and inject background electrons into the pump laser pulse driven wakefield. This
technically challenging technique decouples electron injection from wakefield generation,
allowing better tunability in energy gain, energy spread and injected charge than any
other injection scheme. The injection volume is determined by the overlap of the driver
and injection laser pulses, which can be easily adjusted. Electrons can be precisely
injected at a specific point allowing to tune the acceleration length of injected electrons
and thus their energy gain. The limited injection volume results in very low energy
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spread. However, due to this very localised injection, this scheme is able to inject only
several tens of pico-Coulomb of charge[102].
In contrast, ionisation injection[104–106] is able to inject a large amount of charge using
an easy to implement technique. Here, the acceleration medium is doped with a
small fraction of high-Z gas, e.g. nitrogen, whose K-shell electrons will be ionised and
subsequently trapped only near the intensity peak of the laser as detailed in section 2.1.
However, injection typically occurs over a long injection distance, thus resulting in large
energy spread[104,107,108].
The Self-Truncated Ionisation Injection (STII) process, first identified in theory by
Zeng et al.[109] in 2014, first demonstrated by Mirzaie et al.[110] in 2015 and discussed
in more detail in section 2.6.1 below, is a modified ionisation injection scheme which
aims to solve the large energy spread problem. Here a small mismatch in laser spot
size with the plasma cavity radius is introduced, which, if appropriately chosen, causes
the laser and wakefield to evolve such that the duration of electron injection into the
wakefield becomes restricted. Although injection and acceleration are still coupled,
this scheme offers some tunability, as the available electrons for injection can be easily
tuned with the high-Z gas doping concentration. This scheme is able to load reasonably
high charge (up to ± 100 pC[110,111]) with low energy spread into a wakefield. Compared
to wave-breaking, the main advantage of this scheme is its stability, able to reliably
produce electron beams with stable parameters on a shot-to-shot basis.
In this PhD project, the STII process has been tailored using a combination of geo-
metric and relativistic self-focussing to scale into the nanocoulomb-class. This tailored
process will be discussed in detail in chapter 4.
A tabular overview of the advantages and disadvantages together with some typical
values of discussed injection schemes is giving in table 2.2
In order to investigate beam-loading in laser wakefield acceleration as presented in
chapter 5, several hundreds picocoulomb of charge are required to be loaded into the
wakefield (see section 2.7). The only injection mechanisms available that can offer such
high charges are the wave-breaking, ionisation & tailored STII techniques.
Although the wave-breaking injection mechanism is capable of delivering the required
charge in a mono-energetic energy peak, the inherent shot-to-shot instability and lack of
tunability makes this mechanism unsuitable for a systematic study. Classical ionisation
injection does offer the required stability and tunability, but is not able to deliver mono-en-
ergetic electron beams. Although some beam-loading effects can be studied[112] in
this regime, effects are coupled due to the long injection time and energy spread.
The only feasible technique to unambiguous study beam loading effects with peaked
mono-energetic beams up to and beyond the optimal loading condition is therefore the
tailored STII scheme.
2.6.1. IONISATION INJECTION
For an electron which is ionised close to the laser peak intensity to become trapped
into the wakefield, two conditions have to be met.
The first is the longitudinal trapping condition, which requires that an electron gains


















































Figure 2.6.: Schematic representation of ionisation injection in the bubble regime. The laser pulse is
propagating to the right, forming a bubble shaped wakefield. The top half of the figure shows
the density distribution of electrons originating from helium. The bottom half shows the
density distribution of electrons originating from the nitrogen K-shell. The red region indicates
where the laser field is strong enough ionise N6+. The yellow region shows where the laser
field is strong enough to ionise N7+. Two example trajectories of ionised nitrogen K-shell
electrons are shown. The red trajectory shows a trajectory where the trapping conditions
are not fulfilled; the electron is ionised, but not trapped. The green trajectory shows the
trajectory of an electron born at a position where the trapping conditions are fulfilled; the
electron is ionised and subsequently trapped. The longitudinal E-field is shown by the green
line graph.
bubble such that the longitudinal electron velocity vz,e reaches at least the wake phase
velocity vφ. The longitudinal trapping condition can be studied by considering the wake
potential Φ, which is related to the wakefield according to equation 2.232. With the
potential change over time small compared to its variation over ξ, the quasi-static
approximation can be applied. Furthermore, the initial velocity of an electron directly
after ionisation is much smaller compared to the velocity gained during acceleration
in the strong fields such that electrons can be assumed to initially be at rest. For an
electron born at a position with an initial wake potential Φi the momentum gained while











with γ the electron’s Lorentz factor and Pz = γmevz the longitudinal momentum of the
trapped electron with a charge q = −e.
Applying the minimal condition for trapping vz = vφ allows us to define the trapping
condition from equation 2.37:












where Φf is the wakefield potential at the point where the electron becomes trapped.
Normalising the wake potential, the longitudinal trapping condition can be written as














The second trapping condition is related to the region in the wakefield where the
focussing force exerted on electrons overlaps with the wakefield’s accelerating phase.
Without the focussing field or in the presence of a defocussing field, an electron will be
transversally omitted from the wakefield, either by remainder transversal momentum at
the moment of injection or by Coulombic repulsion exerted from the injected bunch or
the wakefield’s electron sheath.
Therefore an electron needs to catch up with the wakefield, i.e. fulfil the longitudinal
trapping condition, in the focussing region of the wakefield to fulfil the transversal
trapping condition. The focussing field which transversally confines an electron is
governed by the electric and magnetic field present in the bubble according to the
Lorentz equation given by equation (2.3). Especially in the loaded case the B-fields play
a crucial role in the focussing force, as will be shown in section 4.5.1 & figure 4.11. The
minimum longitudinal potential of the wakefield can be situated outside the focussing
region of the bubble and is therefore not intrinsically the value that has to be taken into
account when evaluating whether the trapping condition is fulfilled, i.e. Φmin 6= Φf in
equation 2.39. The process of ionisation injection is conceptionally shown in figure 2.6.
This section described the conditions for ionisation induced injection. In chapter 4
the tailored STII scheme will be discussed in more detail.
2.7. BEAM LOADING
Acceleration of several hundreds picocoulomb of charge has been demonstrated in
LWFA[1,3]. Combined with the typical few-femtosecond bunch durations[26,28,35,36] such
an accelerator can provide several tens of kilo-ampere peak currents[3,39]. LPAs generat-
ing such high currents contain enough charge such that the self-field of the bunch will
superimpose the wakefield. Consequently, the wakefield structure will be reshaped
and the effective accelerating field along the bunch will be modified affecting the beam
dynamics and final beam parameters, i.e., transverse dynamics, emittance, final energy
and energy spread. This phenomenon is generally known as beam loading.
The wakefield deformation caused by beam loading is generally seen as a negative effect
due to its potential to degrade the final beam quality. However, if properly controlled,
beam loading can be employed to increase the accelerator’s performance.
Figure 2.7 illustrates the beam loading effect on the longitudinal field in an one-di-
mensional wakefield. Figure 2.7(a) shows the first period of an unloaded non-linear
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Figure 2.7.: Beam loading effect. Shown are one-dimensional wakefields in the quasi-static approxima-
tion. The wakefields are driven by a ten fs laser pulse (red line) for a a0 = 1.8 at a plasma
density of 3.7 × 1018 cm−3, equal to the case as in figure 2.4(c). Within the laser-driven
wakefield different electron bunch loads (solid black line) are placed to illustrate their effect
on the wakefield. The dotted line represents the wakefield normalised potential Ψ. The
dashed line represents the plasma density. The accelerating electric field normalised to E0 is
represented by the purple/green line, with green the accelerating gradient and purple the
decelerating gradient.
30
wakefield as previously shown in figure 2.4(c) where no charge is injected into the
wakefield. Figure 2.7(b)-2.7(d) show the effect of increasingly high loads injected into
the wakefield. Visible is that an injected charge deforms the wakefield and decreases
the accelerating field magnitude, while the wake period becomes elongated due to the
presence of a load.
Important to note is that the beam loading effect is most strongly visible locally within
the co-moving frame at the position of the injected bunch. Therefore the bunch directly
influences the accelerating field experienced by itself. Firstly, the reduction of the
accelerating gradient will reduce the overall achievable electron energy for a certain
acceleration length. Secondly, a local flattening of the wakefield occurs due to the beam
loading, changing the accelerating gradient distribution along the bunch. This effect
can be employed to minimise the energy spread of an injected electron bunch. As a
bunch always has a certain finite length, the accelerating gradient experienced by an
individual electron depends on its position within the bunch. In the weakly loaded case
as illustrated in figure 2.7(b), electrons at the front of the bunch experience a significant
lower accelerating gradient compared to electrons at the back of the bunch. In this case,
the energy spread within the bunch will grow during acceleration.
In figure 2.7(c) this effect is counteracted with an increase of injected bunch charge,
leading to further flattening of the wakefield along the bunch. Although the achievable
maximum and mean electron energy will be lower due to the overall decrease of
the wakefield amplitude, the energy spread added during the acceleration process is
minimised in this case.
Figure 2.7(d) show the so-called overloaded case, where the strong load overcompen-
sates the wakefield gradient along the bunch. An even stronger reduction in accelerating
field occurs and the high self-fields of the bunch strongly deform the wakefield such
that the accelerating gradient again becomes variable along the bunch. In contrast to
the weakly loaded case, trailing electrons now experience a lower accelerating field
compared to leading electrons. This situation is generally unfavourable, except for the
case where a previously chirped beam, e.g. by acceleration in the weakly loaded case,
requires de-chirping.
Generally it is desirable to operate an accelerator with a specific load such that accel-
erating field becomes constant along the bunch, this is the so-called optimal loading
condition. When fulfilled, a bunch can be accelerated for long acceleration distances
without the addition of energy spread. In section 2.7.1 the theory of beam loading
in the linear case will be discussed in more detail. Section 2.7.2 treats beam loading
specifically in the non-linear bubble regime, showing how an accelerator in this regime
can be optimised by operating under the optimal loading condition.
2.7.1. LINEAR THEORY
The first theory for beam loading in laser plasma accelerators was developed by Kat-
souleas et al.[53]. In this idealised one-dimensional model it was found that there is
an upper limit to the maximum amount of electrons which can be accelerated in a
linear wake. As this number is reached, all the wakefield energy is absorbed by the
bunch, giving a 100% beam-loading efficiency. For the case of an infinitesimally short,
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unshaped bunch the maximum number of electrons is given by:







where np,1 is the perturbed plasma density associated with the wave in cm−3, which
in linear theory does not deviate too strongly from the unperturbed plasma density
(np,1/ np,0  1). The cross-sectional area of the wake A is given in cm2.
Thus a linear wave with a 5 µm radius bunch in a plasma density of 1018cm−3 and
n1/ n0 ∼= 0.2 can accelerate up to 8 × 109 electrons, corresponding to 1.3 nC of charge.
It should be noted that this model assumes rather idealised and physically unrealis-
tic beams, which are ultra-short ( c/ωp), but gives a good insight in beam loading
nonetheless. The maximum load given by equation (2.40), where all the energy from
the wake is absorbed into the bunch, can only be achieved at the expense of 100%
energy spread of the accelerated beam. This is due to the bunch front-running electron
experiencing an unperturbed accelerating wakefield E0, while in contrast, the trailing
electron experience the superimposed field Ef = E0 + Ebeam. As the reduction of the
accelerating field experienced by the trailing electron is linear to the number of particles










where ∆γmax and ∆γmin refer to the maximum and minimum energy gain of a particle
in the bunch. Equation 2.41 illustrates the trade-off between accelerated charge and
energy spread of an accelerated bunch, with an increase in charge leading to an increase
of energy spread due to the acceleration process.
In the case of an infinitesimally short bunch described above, the energy spread
cannot be reduced without sacrificing the accelerated charge. However, in a scheme
originally suggested by S. van der Meer in 1985[52], shaped beams with a finite length
can be used to reduce the energy spread without greatly sacrificing the maximum bunch
load. By choosing a triangular shaped bunch, with the peak density at the head of the
bunch (ξ0), the superposition of the laser wakefield and the bunch self-field becomes
constant along the length of the bunch. In this case the peak bunch density, maximum
bunch length, accelerating field and number of particles are[53]











Introducing a constant accelerating field Es along the bunch, such triangular shaped
bunches do not gain energy spread during their acceleration. However, as can be seen
from equations (2.42c) & (2.42d) there is a trade-off between number of accelerated
electrons and the acceleration gradient, with higher charges leading to a lower accel-
eration gradient and thus lower energy gain of the bunch. For example, a triangular




to an accelerating gradient along the bunch with half of the peak wakefield amplitude
(Es = E0/ 2).[53].
2.7.2. THREE-DIMENSIONAL NON-LINEAR CASE
In the non-linear case is becomes more difficult to describe beam-loading analytically.
The first estimations as to how many electrons can be loaded into a three-dimensional
non-linear bubble were part of the scaling theories presented in section 2.5.1. Lu et
al.[38] estimated the number of particles N that can be loaded into a three-dimensional
nonlinear wake to scale with the normalized volume of the plasma bubble or the square
root of the laser power. The same scaling was also found by Gordienko and Pukhov[37]
with a different coefficient:







From Gordienko and Pukhov[37]






Where re = e2/ (mec2) is the classical electron radius.
Although the coefficients in equation 2.43 & 2.44 differ from each other by over a
factor three, they are not contradictory. Not taking bunch shape and energy spread
into account one can choose to accelerate a relative small amount of electrons to high
energies or a large charge to lower energies. Both these approaches do not specifically
look for an optimal loaded wakefield such that the accelerating field in flattened and
energy spread becomes minimised.
Optimal loading of the wakefield with shaped bunches in the bubble regime has recently
been investigated in detail by Tzoufras et al.[54,55,114], continueing from the phenomeno-
logical theory presented in ref.[38]. Similar to in linear theory, an optimum trapezoidal
bunch shape was found that efficiently converts energy available in the wake into ki-
netic energy of injected electrons while, in this ideal case, the accelerating field of the














where c is the speed of light, Qs is the total loaded charge, np and ωp ∼
√
np are the
density and frequency of the plasma with the plasma wavenumber kp. From equations
(2.25) and (2.26), a matched laser condition kpRb amounts to approximately 2
√
a0.
Equation (2.45) represents the optimal loaded case where there is a balance between
the amount of loaded charge and the accelerating field and is illustrated in figure 2.8.
The self-field of the bunch balances with the wakefield such that the resulting field
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Figure 2.8.: Optimum loading in the non-linear bubble regime. The top half of the figure shows the
electron density obtained from a PIC simulation. In this case the wakefield is driven by an
electron driver and a second bunch is loaded in the wake under the optimal loading condition
according to equation (2.45). The bubble in this loaded case is elongated compared to bubble
boundary in the unloaded case indicated by the dashed black line. The bottom of the figure
shows how the wakefield Ez becomes flat in the optimal loaded case (red line) compared to
the unloaded case (black line). Figure from Tzoufras et al.[54].
becomes constant (Es) along the length of the bunch. Thus, all electrons in the bunch
experience an identical accelerating field strength and no energy spread is gained during
the acceleration process.
In praxis, a complicated bunch shaping injection scheme is required in order to
inject trapezoidal flat-top bunches for which equation (2.45) is valid. However, PIC
simulations[55] confirm that this theory also approximately holds true for Gaussian
shaped bunches thus enabling this theory to be tested experimentally without bunch
shaping required.
Equation (2.45) shows the dependency on plasma density and bubble radius. The
matched spot size condition however depends on the normalised laser parameter. Thus
the injected charge required to reach the optimal loading condition depends on the
driver laser power.
Taken that the wakefield is driven in the nonlinear bubble or blow-out regime under











where Pc is the critical power for relativistic self-guiding according to equation (2.14).









From equation 2.48, 2.47 and ωp ∝
√
np follows Es ∝ n2/ 3p .














Equation (2.49) gives a direct measure as to how much charge must be injected into
a laser-plasma accelerator operating in the non-linear bubble regime in order for it to
operate in the optimal loading condition. It also shows that the optimal loaded charge
depends on the laser peak power P as Qs ∝
√
P but is independent from the plasma
density. However, the accelerating field Es and thus the achievable electron energy
follows a n2/ 3p dependency.
3A step by step derivation can be found in appendix C
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3. SETUP & TECHNICAL DETAILS
This chapter covers the technical details related to the implementation of the LPA and
related experiments presented in this thesis. A short introduction of the experimental
target area at the ELBE centre for High-Power Radiation Sources and the design of
the experimental chamber is given in section 3.1. Next, the experimental LPA setup
is presented in section 3.2. This section gives a general overview of the LPA, with
individual aspects of this setup covered in more detail in following sections. Section 3.3
gives a comprehensive description of the DRACO laser system, which is providing the
driver laser pulse. The gas medium, which is provided by a gas target, is discussed in
detail in section 3.4. Finally, in section 3.5 the electron spectrometer is presented.
3.1. EXPERIMENTAL TARGET AREA
The experimental target area for the work presented in this thesis was commissioned
as part of the PhD project. It is located within the ELBE centre for High-Power Radiation
Sources which consists of the conventional electron accelerator based radiation source
ELBE (Electron Linac for beams with high Brilliance and low Emittance[115]) and two
high-power laser systems: the two beam 150 terawatt / 1 petawatt Ti:Sapphire laser
DRACO (Dresden laser acceleration source, see section 3.3) and the diode-pumped
petawatt laser PEnELOPE (Petawatt, Energy-Efficient Laser for Optical Plasma Experi-
ments[116]).
The target area, commissioned in 2013 following an upgrade of the ELBE centre, has
the unique aspect of being located such that all above-mentioned radiation sources can
be combined in this area as can be seen in figure 3.1. In this PhD project, a dual-use
target vacuum chamber has been set up that enables operation of both the ELBE
conventional electron source, the DRACO 150 terawatt laser beam or a combination
of both. The infrastructure for the petawatt DRACO arm has been prepared fur future
implementation. The target chamber has been designed to host two separate scientific
setups to be developed in parallel. It hosts both the laser plasma electron accelerator
presented in this thesis and associated diagnostic and secondary sources, as well as
the previously developed PHOENIX (Photon Electron collider for Narrow bandwidth
Intense X-rays[9,10,117]) light source, which is based on Thomson backscattering of the








































Figure 3.1.: Layout of the ELBE center for High-Power Radiation Sources. The target area is indicated
by the dashed green box. The DRACO laser system is indicated by the dashed red box and
the conventional electron accelerator by the dashed blue box.
Figure 3.2.: Target area inside the experimental vacuum chamber. The shown field of view in the
setup is indicated in figure 3.3. The LPA gas jet is situated roughly in the centre, hidden from
view by other components. The laser propagates from the left side. Generated electrons
are diagnosed in the dipole spectrometer visible on the right. The Thomson backscattering
source is not visible on this photograph. Foto: HZDR/André Wirsig.
further developed in a parallel project aimed at using inverse Compton scattering as a
tool for advanced diagnostic for electron beams from laser plasma acceleration[2].
The chamber is a 5.6 metre long modular design, intended to offer the highest
possible flexibility in element placement and accessibility. The modular design offers
the possibility for future extension if required. In order to decouple pump vibrations
and chamber deformation due to pressure forces under vacuum operation, an optical













































Figure 3.3.: Schematic representation of the LPA setup. The eye symbol roughly indicates the field-
-of-view from figure 3.2
The breadboard is a high-flatness aluminium plate with a 25 millimetre thread grid,
having a 100 millimetre thickness in order to provide a rigid platform which does not
deform under placement or movement of heavy elements. Five elements are rigidly
connected, providing complete freedom of element placement throughout the entire
chamber. The vacuum is maintained by three turbomolecular pumps which are able to
create a vacuum in the low 10−6 mbar range under experimental conditions. Figure 3.2
an partial inside view of the experiment chamber.
3.2. EXPERIMENTAL SETUP OF THE LPA
Figure 3.3 shows a schematic representation of the LPA setup and associated diagnos-
tics located in the target chamber discussed in section 3.1. The Thomson backscattering
setup with the ELBE accelerator is not shown here.
The DRACO laser pulse (see section 3.3) is coupled into the experimental chamber
using a vacuum transport line from the DRACO vacuum compressor. Using an off-axis
parabola (OAP) the laser beam is focussed roughly 1.5 mm above the gas-jet target
which provides the acceleration medium. This target is discussed in detail in section
3.4.4. The OAP is mounted such that it can easily be interchanged for several focal
lengths. For the experiments described in this thesis an f/20 OAP is used.
Before experiments, a movable mirror is placed into the beam’s path to redirect it to
several offline diagnostics. For this purpose, the beam is attenuated by reflection over
several high surface quality uncoated wedges. The focus created by the OAP is imaged
using a high quality objective on a CCD for focal spot optimisation (see section 4.1.1)
or on a wave-front sensor (PHASICS SID4) for wave-front optimisation in a closed loop
with a deformable mirror located in the DRACO vacuum compressor.
Another movable mirror allows the beam to be collimated and coupled out for further
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offline diagnostic. A self-referenced spectral interferometer (WIZZLER-Fastlite) for
single shot spectral phase and intensity measurements can be used in close loop with
an acousto-optic programmable dispersive filter (DAZZLER-fastlite) for spectral phase
correction as discussed in section 4.1.2. Other diagnostics which can be positioned here
for cross-reference are a spectral-phase interferometer (SPIDER-A.P.E.) or a scanning
third-order cross-correlator (SEQUOIA, Amplitude technologies).
A single shot second order vacuum autocorrelator can be used both offline as well
as online, using a pickup, to monitor the laser bunch length stability during the LPA
experiments. The laser beam stability is furthermore monitored during experiment
in the far-field and near-field using a low transmission fraction of a mirror positioned
between the OAP and the LPA.
The acceleration process is transversally probed using an objective imaging the
accelerator onto a camera. A probe beam, created by picking part of the main laser
beam, acts as a back-lighter. The laser pulse length defines the temporal resolution
while a delay line gives the possibility to tune probe timing in respect to the main laser
pulse.
The exit mode diagnostic, downstream of the gas target, images the target. During
LPA operation, the laser exit mode after driving the accelerator can be diagnosed. Before
experiment it allows for diagnoses and precise positioning of the laser focus onto the
gas target.
Alternatively, the exit mode diagnostic mirror can be moved from the acceleration axis.
This allows for diagnosis of x-rays, either generated by betatron radiation or by Thomson
backscattering. X-ray diagnostics can be positioned up to twelve metres downstream
from the accelerator exit depending on requirements.
A dielectric foil can be positioned directly behind the LPA, either for the generation
of transition radiation or to act as a plasma mirror to reflect the driver laser pulse.
The reflected laser pulse can interact with the electron bunch for x-ray generation
by Thomson backscattering. The transition radiation can be used for bunch length
determination as is described in section 4.6.
The accelerated electron bunch is diagnosed for charge and energy distribution in a
permanent dipole magnet spectrometer. This spectrometer, with a range from a few
MeV up to 550 MeV is discussed in more detail in section 3.5.
3.3. DRACO LASER SYSTEM
In order to drive a LPA in the bubble regime, a high intensity ultrashort laser driver is
required. As discussed in section 2.5, an a0 of at least two is needed to enter this
regime, while at the same time the laser pulse should be short enough to fit within the
bubble-shaped cavity, i.e. cτ < Rb.
In order to reach these conditions, the double chirped pulse amplification (CPA)[16,17]
DRACO high intensity laser system is used for experiments presented in this thesis.
CPA is a technique that enables amplification of laser pulses to very high powers by
temporally stretching pulses prior to amplification. This reduces the peak power during
the amplification process, avoiding non-linear effects in and damage to optical elements
and amplifying crystals while the laser system can be built relatively compact. Only
after amplification the laser pulse is temporally and spatially compressed to reach the
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desired high peak intensities required for LWFA.
Recently upgraded, the DRACO system is a dual beam system providing full Petawatt
(30 J in 30 fs) and 150 TW (4.5 J in 30 fs) after compression with optimised temporal
pulse contrast and high beam quality.[4] The system is based on the commercially
available PULSAR laser system by Amplitude Technologies and uses titanium doped
sapphire (Ti:Sa) crystals as gain medium at a central wavelength of 800 nm and a pulse
bandwidth of up to 80 nm. The optical properties, broad amplification bandwidth and
high thermal damage threshold of Ti:sapphire makes this material especially suitable
for the amplification of ultra-short, ultra-high-intensity laser pulses.
A schematic representation of the DRACO laser system is shown in figure 3.4. The
laser chain starts at a commercial Femtolasers oscillator which delivers pulses at 800 nm
central wavelength and a spectral width above 100 nm resulting in 10 fs pulses at the
nanojoule level with a 78 MHz repetition rate. A Pockels cell (PC) pulse picker reduces
the repetition to 10 Hz for seeding into the laser system. A booster amplifier increases
the pulse energy to the microjoule level before the pulses fed into the first CPA stage.
Upon entry of the CPA1 stage, pulses are stretched in an all-reflective stretcher to
a pulse duration of about 500 ps. The increase of pulse duration ensures that the
temporal peak power stays below the damage threshold of subsequent optics during the
amplification process. An acousto-optic programmable dispersive filter (Dazzler-Fastlite)
is implemented in the pulse stretching unit to allow for fine-tuning of the spectral phase
for the purpose of pulse compression optimisation at the end of the CPA stage.
The stretched pulses are then amplified in a regenerative amplifier to about 0.5 mJ
before being amplified to 25 mJ in a multi-pass amplifier. An acousto-optic programmable
gain filter (Mazzler-Fastlite) in the regenerative amplifier allows for fine control of the
spectral gain by reducing the transmission in high-gain spectral regions.
The pulse is subsequently compressed in an air compressor to a pulse length of
30 fs. This in-between compression is performed to gain sufficient peak-intensity for
cross-polarised wave (XPW) pulse cleaning[118], suppressing pre- and post-pulses and
thus optimising temporal contrast.
The low efficiency of the XPW pulse cleaning process reduces the energy per pulse to
about 0.3 mJ. These pulses are coupled into the CPA2 stage of the laser system, which
parallel to the CPA1 stage amplifies pulses by subsequently passing through a stretcher
(∼1 µs), regenerative amplifier and a multi-pass amplifier. Additionally the pulse energy
is further increased by two further multi-pass amplifiers to 100 mJ and finally 1.5 J. The
laser system up to this point constitutes the front-end. Here the laser system splits into
its two arms, towards the 40 J cryostat amplifier for the petawatt arm and towards the
6 J cryostat amplifier for the 150 TW arm. Both arms can be operated either individually
or in parallel. As both arms are seeded by the same front-end, synchronisation between
both arms is inherent. In this thesis only the 150 TW arm is used.
The last multi-pass is only seeded on demand by a Pockels cell pulse picker, allowing
for operation from single shot to continuous 10-Hz operation. To handle with vari-
ous repetition rate and the high thermal load, the last multi-pass’ amplifier crystal is
cryogenically cooled to avoid thermal lensing.
After final amplification the pulses are expanded to the final beam size of 100 mm
and transported to the compressor where the pulses are compressed to a duration of
30 fs. This final compression and subsequent beam transport occurs in vacuum, as the
41
DRACO 





















































































































Figure 3.4.: Schematic of the DRACO laser system front-end and 150 TW arm.
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laser field at this point becomes high enough to cause ionisation in air and subsequent
filamentation[119]. A deformable mirror allows for wavefront optimisation in a closed
loop with a wavefront sensor (PHASICS SID4) situated at the experimental cave. A
beam transport switching system allows for transport of the beam either to the ion
acceleration area or to the electron acceleration area as shown in figure 3.1.
3.4. LPA TARGETS & CHARACTERISATION
The medium in which the laser interacts with the plasma is one of the most essential
aspects in a laser-plasma accelerator. Exact design, tailoring, control and diagnostic
of a target which provides such a plasma medium is not straightforward and bound to
many requirements. The laser plasma interaction with an ultra-short laser pulse which
intensity is sufficient to cause highly non-linear effects is highly sensitive to plasma
density and profile.
The laser being focussed down to a only a few tens of microns spot size, intensities of
above 1018 W/ cm2 are reached and any interaction with matter causes strong temporal
and spatial modulation of the laser pulse. Such interaction occur in the plasma medium
itself and is required to have laser wakefield acceleration at all, however any such in-
teraction before the target is reached is undesired. Therefore laser beam propagation
occurs in a vacuum vessel with a pressure of generally below 10−5 mbar. This is in
sharp contrast to the plasma densities required for the accelerator, which are generally
in the range of 1017 to 1019 electrons cm−3. A target provider must therefore be able
to deliver a well-defined plasma distribution at an exact position at nearly atmospheric
pressure without compromising the vacuum condition of the direct surrounding.
Main providers in experiments that are capable of fulfilling these requirements are
discharge capillaries, gas cells and gas-jets. Discharge capillaries are the only target
providers that directly deliver a pre-ionised plasma medium by ionising a gas with a
high-voltage discharge shortly before the driver laser arrives. If designed appropriately,
the pre-ionised channel can have a transversal density gradient guiding the laser pulse
over many times the Rayleigh length[64]. Such a pre-ionised channel has the advantage
that the guided laser spot size is decoupled from the laser intensity and that no non-linear
effect is required for self-focussing. Thus, it enables to operate a LPA in a stable
(quasi)linear regime over many times the Rayleigh length. However, the technical
complexity of the discharge makes discharge capillaries challenging to operate.
Gas cells and jets are well-established target providers which are technically less
challenging and easy to operate. In contrast to capillary discharge targets, they only
deliver a gas distribution and subsequently rely on ionisation by the main laser pulse
itself to create a plasma. With no external guiding present in gas cells and jets, the
driving laser has to be of a high enough intensity to reach the self-focussing regime (see
section 2.3) to stay confined beyond the Rayleigh length. In effect, the laser spot size
is coupled with the plasma density and operation is the non-linear regime is required.
Although this regime gives less tunability and is potentially less stable than a (quasi)linear
regime, it does have the advantage of high acceleration gradients and a bubble shaped












Figure 3.5.: Schematic representation of a gas-jet LPA. The laser is positioned to interact with the
gas-jet above the nozzle, typically ∼1 mm. A supersonic gas-jet is required to ensure a sharp
density transition even further above the nozzle. The open design of gas jet targets allows
for easy diagnostic of the acceleration process.
Gas cells and capillaries generally have small entrance and exit apertures in order to
constrain the gas medium, to create the required vacuum/gas border and to facilitate
the discharge in the case of discharge capillaries. This makes them sensitive to laser
misalignment and shot-to-shot pointing fluctuations. Gas-jets create a sharp vacuum/gas
border by allowing a super-sonic expansion of gas into the vacuum. The open design
of gas jets allows for easy diagnostics of the acceleration process. A schematic repre-
sentation of a laser wakefield accelerator using a gas-jet as target provider is shown
in figure 3.5. These advantages have lead to gas-jets becoming the main acceleration
media provider. Generally, only when a low plasma density is required, as needed for
longer interaction lengths, gas cells are used instead. The LPA presented in this thesis
uses a gas jet target provider.
Although nozzle design and simulation can provide a good prediction on the gas jet
density distribution it will provide, imperfections which can arise from alignment errors,
production failures or degradation during experiment due to expansion shocks are not
taken into account. Therefore an experimental characterisation of gas jets is required
before usage in acceleration experiments.
In this section the characterisation of gas-jet targets is presented. Generally gas-jet
targets for LPAs are operated at helium gas for its low ionisation threshold (see section
2.1). However, helium has a very low refractive index, making characterisation by
interferometric phase shift measurement challenging. In order to resolve the phase
shifts induced by a helium gas jet, an ultra sensitive and stable interferometric setup is
required. The setup used for target characterisation, including its working principles is
introduced in section 3.4.1. The need for a tomographic analysis of the gas-jets, instead
of relying on a reconstruction protocol assuming circular symmetry, is demonstrated in
section 3.4.2. Often gas-jet targets are operated with a higher refractive gase like argon
or nitrogen for characterisation[120–122], but as will be shown in section 3.4.3 this does
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Figure 3.6.: Schematic representation of the gas-jet interferometry setup. Lenses L1 & L2 function
as a beam expander. L3 images the target plane onto the CCD. The inset shows a 0.75
mm cylindrical nozzle. For tomography purposes the gas-jet target can be rotated to take
measurements under multiple angles.
not necessarily represent the exact gas density profile of the same nozzle operated
with helium gas. Finally, the specific gas jet target used for operation of the LPA as
presented in chapter 4 & 5 is introduced in section 3.4.4.
3.4.1. INTERFEROMETRIC ANALYSIS OF GAS-JET TARGETS
A Mach-Zehnder type interferometer is used to characterise the gas-jet target. By
positioning the gas jet in the signal arm of the interferometer, a gas density dependent
optical path length difference is induced between the probe arm and the reference arm.
This results in a phase shift in the interferogram from which the original gas density
profile can be deducted. A schematic of the setup is shown in figure 3.6.
The interferometer uses a 18 mW continuous wave HeNe laser at 632.8 nm (Linos
G040-814-00 with PS-3170) as a lightsource. Depending on the nozzle size, the laser
beam is expanded to illuminate the entire gas-jet by lenses L1 and L2 in a telescope
configuration. In this telescope the beam is spatially filtered using a pinhole to acquire
a homogeneous beam. Both interferometer arms have approximately the same length
to stay within the coherence length of the laser. 50:50 beamsplitters (BS1 & BS2) are
used to achieve the highest interferometric fringe contrast. The arms overlap at a CCD
camera (PCO.pixelfy) which is positioned at the lens L3 image plane of the gas-jet.
Temporal resolution is achieved by a short (µs-range) camera exposure. A small angle α










where k = (2π)/λl is the laser wavenumber. This constant pattern acts as the carrier
pattern, which is necessary as a carrier for the phase-shift that the gas-jet induces in
the signal arm.
The gas-jet in the signal arm introduces an optical path length difference (∆OPL), which













The cosine term contains both the above-mentioned carrier contribution as well as the
contribution from the gas-jet induced phase shift. The optical path length difference
depends on the density distribution of the gas-jet and its associated refractive index
change ∆n(s) along a path C.
SETUP STABILITY
Besides the phase shift introduced by the gas-jet, disturbances like air flow, irregularities
in optics and scattered laser-light add unwanted extra phase disturbances, reducing
the setup’s ability to detect small phase shifts. Including these extra influences and
rewriting equation (3.2) gives
I(x, y ) = IA(x, y ) + IB(x, y ) cos
[
ϕc(x, y ) + ϕs(x, y ) + ϕd(x, y )
]
. (3.3)
The CCD-chip defines the x,y-plane. IA is the background and IB the local amplitude of
the fringe function, which may vary in the case of a non-uniform illumination. ϕc is the
carrier phase and ϕs is the signal phase, they correspond to the first and second part
within the cosine of equation (3.2) respectively. ϕd contains all disturbances that do not
come from the static fringe pattern or the gas jet. The setup has been optimised to
keep ϕd as low as possible. This is achieved by using active vibration isolation of the
optical table, encasement to minimise air-turbulences and dust scattering and placing
optics away from the imaging plane such that unwanted scattering from optics defects
do not image to the camera plane.
Figure 3.7 shows a noise map of the setup. This map is constructed by taking
measurements under experimental conditions but without a gas-jet present. Ideally,
every single measurement should render the exact same phase map. Small fluctuations
in setup stability introduce phase disturbances ϕd for every shot. The shot-to-shot
standard deviation is a measure for the noise in the setup. Overall, the average standard
deviation is 3.9 × 10−3 rad, well below the shift expected for the gas-jet targets.
DATA PROCESSING
After acquisition of gas-jet induced phase shift images, further processing of the data is
required to reconstruct the gas density profile. This is done in two steps: Phase retrieval,
followed by gas density reconstruction, either by Abel-inversion or by tomographic
reconstruction. This process, including intermediate steps, is shown in the flowchart in
figure 3.8.
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Figure 3.7.: Standard deviation map over 30 measurements. The phase map was constructed when




















Figure 3.8.: Flowchart showing data processing for gas density profile reconstruction.
(a) Interferogram as acquired by the camera.
The nozzle can be partly seen on the left.
(b) Induced phase shift. Acquired over 25 averages
Figure 3.9.: Interferogram and corresponding phase shift. Induced by a helium gas-jet produced by a
0.75 mm Mach 4.8 de Laval nozzle with a backing pressure of 70.5 bar.
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Figure 3.10.: Illustrative Fourier spectrum with separated contributions. The green area represents
a possible filter range.
Phase retrieval A typical interferogram can be seen in figure 3.9(a). This image
contains all the information as expressed in equation (3.3). Since only the phase shift
ϕs is of interest, data-processing is required to extract this information. Using the
Fourier-transform method[125] the image is transformed into the Fourier domain to filter
the phase information. Rewriting equation (3.3) in the frequency domain gives:
Î(fx , fy ) = ÎA(fx , fy )︸ ︷︷ ︸
carrier
+ ÎC(fx − fc,x , fy − fc,y )︸ ︷︷ ︸
signal + disturbance
+ Î*C(fx + fc,x , fy + fc,y )︸ ︷︷ ︸
signal* + disturbance*
, (3.4)
where the hat denotes the Fourier transform and the asterisk superscript denotes the
complex conjugate. At this stage a frequency filter is applied to the Fourier transform.
Only the ÎC(fx − fc,x , fy − fc,y ) part is selected. A two-dimensional representation of this
process is shown in figure 3.10. By defining the range of the filter, noise components
outside this range are filtered out.
Performing a back Fourier transformation over the selected filter gives an intensity
distribution Ic with the background variation contained in the real part and the phase in









] = (ϕc + ϕs + ϕd)(x, y ). (3.5)
To remove the carrier phase component the same process is also performed on a
reference shot where no gas-jet is present, which renders an interferogram which does
not contain a ϕs term. By subtracting the reference shot phase from the signal shot
phase, the ϕc term is removed from equation (3.5). Figure 3.9(b) shows the resulting
phase map corresponding to the interferogram from figure 3.9(a) acquired according to
this method.
Gas density reconstruction In experiment, the signal laser beam travels through the
three-dimensional (3-D) gas jet and projects the gas-density information on the two-di-
mensional (2-D) CCD-chip. To obtain a 3-D gas-jet density map either an Abel-inversion
or a tomographic back-projection must be performed.
For axisymmetrical gas-jets, Abel inversion can be used. In this case, the gasjet is
reconstructed under assumption of cylindrical symmetry from a phase shift measure-
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Figure 3.11.: Abel Transformation.
ment taken under a single angle. Figure 3.11 shows the Abel transformation from a 3-D
gas-jet to a 2-D projection. The measured phase shift at a certain height x above the
nozzle ϕ(y ) is the integral according to equation (3.2) along the optical path s. Via the
inverse Abel transform ϕ(y ) can be translated into f (r ), which is a function related to the
gas density at a distance r from the nozzle centre. The analytical solution of the inverse
Abel transform is[126]:










Since a full analytical solution is not possible for data-analysis a numerical Abel inversion
is used. Results presented here are processed with the Interferometrical Data Evalua-
tion Algorithms (IDEA) software developed by the Graz University of Technology using
the f-interpolation method[127].
For gas-jets that are not axisymmetric or in order to be able to resolve non-axisymmetric
nozzle defects, a tomographic reconstruction algorithm must be used. Here, different
2-D projections are taken under multiple angles, after which the 3-D gas-jet can be
reconstructed using the Fourier slice theorem:[128]





Î(kr , θ)|kr |ei2πkr xcos(θ)+ysin(θ)dkrdθ, (3.7)
with Î(kr , θ) the Fourier transform of the measured projection in polar coordinates. |kr | is
the filter that weights the spatial frequency contributions in the projection. Using this
filter prevents blurring of the reconstructed image. In the analysis presented here a
Hann-filter[129] is used.
The function f , obtained either by Abel inversion or tomography, is related to the
refractive index of the gas by:








Table 3.1.: Polarisability and the index of refraction of several gases at 273K, p = 1 atm. and a probe
wavelength of λ = 633 nm. Values of η from[133]. Values for α according to eq. (3.9).





The index of refraction η is dependent on the gas density n and the laser wavelength λ







with α the polarizability of the gas and ε0 the permittivity of free space. For η ≈ 1, the







Table 3.1 gives values for η and α for various gases. With these values and equation
(3.10) the gas density can be calculated from the Abel transformed or tomographic
reconstructed data.
A helium jet of 0.75 mm with a gas density of 7 × 1018 cm−3 gives an expected
phase shift of only 6 × 10−2 radians. The same jet operated with the same density
argon or nitrogen will give a considerably larger phase shift of around 0.5 radians.
Taking the stability (section 3.4.1) into account, this setup is capable to perform direct
measurements on helium gas-jets.
3.4.2. COMPARISON BETWEEN ABEL INVERSION AND TOMOGRAPHY
The assumption of axisymmetry in the Abel inversion simplifies the analysis protocol;
less data has to be acquired and the data analysis is simplified. Therefore Abel inversion
is often preferred over tomography and a valid approach in case of a real axi-symmetric
jet. However, if a nozzle defect is present Abel inversion is often not able to resolve
this, as an non-axi-symmetric phase disturbance is rotationally averaged as follows from
equation (3.6). To demonstrate this, this section presents a comparison between Abel
inversion and tomographic analysis of the same jet.
For this comparison a conical Mach 4.8 de Laval nozzle[134] is used. The nozzle has
a throat of 0.25 mm and a nozzle exit diameter of 0.75 mm. This nozzle is designed
to provide a flat-top density profile with steep gradients and has been analysed as
such[135,136]. After extensive use in LWFA experiments this nozzle has degraded and
a defect was suspected. Figure 3.12 shows analysis of this nozzle by both methods.
Both methods show that the nozzle has degraded to the point where it does not
have a steep-gradient flat-top profile. But since the Abel inversion method assumes
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Figure 3.12.: Comparison between Abel-inversion and tomography. Results from a degraded conical
Mach 4.8 de Laval nozzle at 700 µm above the nozzle exit. Argon, 20 bar backing pressure.
Line-out over the nozzle centre for the tomography, Abel-inversion relies on centro-symmetry.
axisymmetry, this method is not able to detect the asymmetry in the density profile
that clearly shows up in the tomographic analysis.
A tomographic analysis is thus required in order to resolve certain nozzle defects.
Nonetheless, under certain conditions Abel inversion analysis can still be a preferable
method. For Abel inversion, there is no need to rotate or observe the gas-jet under
multiple angles as is required for tomographic analysis. Therefore, especially in the case
of on-site analysis of gas-jet targets during LWFA experiments where the degradation
of the gas-nozzle has to be monitored, Abel inversion analysis can be favourable due to
the simplification of the setup.
3.4.3. COMPARISON BETWEEN ARGON AND HELIUM GAS
Although LWFA experiments are generally performed on helium jets, the nozzles used
to provide these jets are often characterised using argon gas[120–122,137]. This is for the
higher refractive index of argon compared to helium (Table 3.1), which will result in
a corresponding larger phase shift, thus relaxing the sensitivity requirements of the
interferometry setup. Argon and helium are both mono-atomic gases with the same
adiabatic index. Theory and simulation performed for de Laval type nozzles predict
different nozzle exit velocities for argon and helium, but no major differences in gas
density[134,138].
To test whether this assumption can be applied, a gas density measurements on a
nozzle driven by both argon and helium is performed. The nozzle used for this comparison
is a Mach∼3.3 nozzle (Sourcelab SL-NOZ-SS) with a throat size of 0.5 mm and an exit
size of 1 mm.
Tomography depends on measurements under multiple angles for which is assumed
that the gas-jet is equal for every shot. Therefore the shot-to-shot stability of the jet is
important. This is also relevant for LPA operation where a stable acceleration medium is
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(a) Helium gas density profile (b) Argon gas density profile
Figure 3.13.: 2-D Gas density profile at helium and argon. Acquired with a 0.5 mm throat, 1 mm exit
Mach 3.3 nozzle. 1 mm above the nozzle exit, obtained by tomographic reconstruction.
Driven at 40 bar backing pressure for both helium and argon.
(a) Helium gas density profile. (b) Argon gas density profile
Figure 3.14.: Gas density line-outs at different backing pressures. Acquired with a 0.5 mm throat, 1
mm exit opening Mach 3.3 nozzle. 1 mm above the nozzle exit, obtained by tomographic
reconstruction. Driven by both Argon and Helium gas. The area around the solid line
indicates the measurement uncertainty.
required. To evaluate the shot-to-shot stability of the target, ten different measurements
at one minute intervals with the gas-jet driven at 20 bar argon were taken. One angle
is considered and the stability is evaluated on the acquired phase maps. The inner
area of the jet (±0.25 mm around the centre and up to two mm from the nozzle exit)
is considered. In this area the gas-jet shows an average shot-to-shot relative phase
fluctuation of 1.6% (standard deviation). Thus the jet shows stable behaviour such to
not add any relevant error to the tomographic reconstruction when multiple angles over
separate shots are considered.
Figure 3.13 shows the 2-D gas density maps at 1 mm above the nozzle exit for both
argon and helium at 40 bar backing pressure. The density maps have been acquired by
tomographic reconstruction using 20 angles. The reconstruction shows an asymmetry,
which is believe to originate either from an irregularity of the nozzle or from an imperfect
alignment of the nozzle onto the valve. Note that this asymmetry can only be diagnosed
because of the use of tomographic reconstruction.
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Figure 3.15.: Mean gas density dependency on backing pressure for helium and argon. Density
determined at the jet centre for different backing pressures with corresponding linear fits.
Figure 3.14 shows line-outs for different backing pressures for both argon and helium.
The shaded area around the measurement line shows the uncertainty and includes
gas-jet stability as mentioned above as well as an analysis uncertainty. The analysis
uncertainty has been determined by processing a zero-measurement without gas-jet
present (section 3.4.1) that has been acquired under experimental conditions. This
zero-measurement is processed using the same procedure as used for gas-jet data,
including tomographic reconstruction. The maximum phase error found in the recon-
struction is taken as the analysis uncertainty. Taking refractive indexes of both gases
into account, this results in an local absolute gas density uncertainty of 1.95 × 1017 cm−3
for argon and 1.58 × 1018 cm−3 for helium.
Figure 3.15 shows the average gas densities around the centre (±0.3 mm) of the
jet together with a linear fit for both argon and helium. The error bar here is smaller
compared to figure 3.14, as for determining the mean gas density not the local gas
density uncertainty (determined by the maximum phase error) is relevant, but the gas
density uncertainty over the entire centre of the jet is relevant. There is a clear difference
between the densities obtained with both gases. In this specific case one needs apply
a correction factor of 1.36 (±10%) to convert a density measurement performed on
argon to the helium gas density.
3.4.4. LPA GAS MEDIUM CHARACTERISATION
The nozzle used for the LPA and beam loading experiments as described in chapter
4 & 5 is characterised and analysed with the setup and methods as described above.
The nozzle used in this case is a Mach 10.4 supersonic de-Laval nozzle with a 0.35 mm
throat and a 3 mm exit diameter, according to the design found in appendix D. It has
been designed to provide a laminar gas-jet with steep gradients and a flat-top density
profile[134]. The nozzle is mounted on a Parker 9-series fast gas valve as shown in figure
3.16(a). An opening time of 20 ms before characterisation was chosen in order to reach
a steady-flow state. The same opening time was also used LPA operation.
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(a) Nozzle mounted on a Parker 9-series
gas valve.
(b) Density profile of the helium gas jet at 1 mm above the
nozzle opening at 25 bar backing pressure.
Figure 3.16.: LPA medium provider. Supersonic de Laval nozzle (Mach 10.4) with a 3 mm exit diameter
(a) Lineout of the density profile through the gas-jet
centre at z = 1 mm for different backing pressures.
The area around the solid line indicates the mea-
surement uncertainty.
(b) Density dependence on backing pressure.
Figure 3.17.: Characteristics of the helium gas jet. Driven by a 3 mm Mach 10.4 supersonic de-Laval
nozzle at 1 mm above the nozzle opening.
A tomographic reconstruction based on twenty angles of the helium gas-jet delivered
by this nozzle is shown in figure 3.16(b). The gas nozzle was driven with 25 bar backing
pressure and the reconstruction is at 1 mm above the nozzle opening. The small
offset of the jet from the reconstruction centre is due to positioning precision in the
interferometric setup. In contrast to the gas-jet characterised in section 3.4.3, the
gas-jet shows an axisymmetric density profile. The nozzle does not provide a perfect
flat-top profile, but has a small depression at the centre. This is also visible on the
density line-out shown in figure 3.17(a). Because this jet is operated at a relatively
low gas density, the measurement uncertainty area around the measured profile is
relatively large. As described above this region is determined by the maximum analysis
uncertainty and therefore represents potential local density variations that might not be
experimentally resolved.
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Figure 3.17(b) shows how the average gas density along the center of the gas jet
depends on the backing pressure. The gas density initially follows the expected linear
dependency up to a backing pressure of 25 bar, corresponding to a gas density of
3.9 × 1018 cm−3. A clear deviation is present at 65 bar. It is suspected that this deviation
is due to a limited orifice opening of the pressure valve. In experiment the nozzle is
operated below 25 bar backing pressure, within the linear range.
3.5. ELECTRON SPECTROMETER
In order to determine the electron beam quality after the LPA, key beam parameters
such as energy, energy spread, charge, divergence, pointing, emittance and duration
need to be determined. Except for emittance and duration, these parameters can be
directly diagnosed by the electron spectrometer.
A single shot spectrometer that covers an entire energy range from a few MeV up to
several hundreds of MeV is required in order to properly characterise the acceleration
process while still retaining a high energy resolution. This in contrast to well-established
conventional accelerators, where electromagnets (often in combination with permanent
magnets) are used, aiming at a high energy resolution at a limited but tunable energy
range.
The spectrometer which was designed and implemented to accommodate above-
mentioned requirements is presented in this section. It consists of a permanent dipole
magnet that energy-dependent deflects electrons, spatially separating them according
to energy on a charge-sensitive scintillating screen. The spectrometer is designed to
cover a range from a few MeV up to 550 MeV, limited at the upper range by spatial
restrictions in the experimental chamber. To account for LPA shot-to-shot pointing jitter
and beam divergence, the spectrometer was designed to provide point-to-point imaging
up to 200 MeV while at higher energies the measurement uncertainty is kept below
6% for typical LPA operation.
The approach in designing and optimising the spectrometer is as follows. First, the
three-dimensional field of the spectrometer is measured and presented in section 3.5.1.
Then, in section 3.5.2, the spectrometer is represented as a first order 6×6 transfer
matrix to extract the requirements for point-to-point imaging. The parameters extracted
from this linear approach were used as starting values in section 3.5.3 for the numerical
optimisation via particle tracing using the measured field map. The energy accuracy
of the final design is discussed in section 3.5.4. Charge diagnostic using scintillator
screens and their calibration is discussed in section 3.5.5 and their implementation into
the spectrometer in section 3.5.6.
3.5.1. DIPOLE FIELD MAP
The magnetic dipole forming the basis for the spectrometer in this work consists of four
100 mm × 150 mm dipole magnet sections giving a total length of 400 mm as shown
in figure 3.18(a). Each section consists of an iron yoke with six permanent magnets
(VACODYM 764 TP[139]) at each side with a 40 mm pole gap and a design field strength
of ∼1 T.
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(a) Spectrometer dipole design. Not all
sections are connected in this drawing.
Every section contains twelve permanent
magnets (turquoise) connected to a iron
yoke (yellow). The dipole is mounted on
a rail to allow exact positioning.
(b) Photograph of spectrometer dipole with
mounted lanex screen for electron detection.
Electrons enter the spectrometer from the left. The
light shielding structure is removed in this picture
in order to show the lanex screen position.
Figure 3.18.: 400 mm dipole spectrometer. Dipole design (a) and a photograph of the spectrometer (b)
with lanex screen mounted for electron detection.
The design field strength can be used for spectrometer design under the assumption
of an ideal dipole field, but material and construction imperfections can cause deviations
from the predicted field.
In order to quantify and consider such deviations field mapping was performed for
the relevant section of the dipole using a Hall probe (Lakeshore MMTB-6J04-VG) with a
three-dimensional two millimetre grid. The resulting field map is show in figure 3.19.
The peripheral magnetic field extends out of physical borders of the dipole, forming the
fringe field. The maximum field strength is only reached further inside the magnet, with
the measured magnetic field 0.9 T compared to the design value of ∼1 T.
Comparing two-dimensional slice field maps at the centre of the dipole (figure 3.19(b))
and closer to the pole (figure 3.19(c)) we notice that the field is not completely homoge-
neous between the poles, this effect being most pronounced at the edges. Furthermore
periodical field fluctuations are visible originating from the combination of individual
magnets from which the dipole is constructed as shown in figure 3.18(a).
An particle tracking simulation is performed in section 3.5.3 tracing electron trajec-
tories propagating within the measured 3D magnetic field to take above-mentioned
observations into account.
3.5.2. SPECTROMETER BASICS AND MATRIX APPROACH
The core principle of the electron energy spectrometer is the deflection of moving
electrons in its dipole magnetic field following the Lorentz equation (~F = −e~v × ~B).
Given a fixed magnetic field strength B, the radius ρ of the path followed by an electron
depends on its momentum p according to the cyclotron equation:
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(a) Three-dimensional field map of the upper region of the spectrometer dipole.
(b) 2-D field map at y = 0 mm, i.e. equidistant from both poles.
(c) 2-D field map at y = 14 mm.
Figure 3.19.: Measured magnetic field map of the electron spectrometer dipole. Each dot represents
a measurement point with the colour indicating the local magnetic field strength. The field
strength was measured on a three-dimensional 2 mm grid. The physical top edge of the
spectrometer dipole is situated at the x=0 mm plane. The physical sides of the dipole are










This bending radius is known as the Larmor or cyclotron radius. Different momen-
tum-dependent Larmor radii result in a spatial separation after the dipole from which
the original electron energies can be deduced.
A convenient way to calculate the path of electrons through a dipole is provided by
matrix calculations where a transfer matrix describes the transport of an electron or a
beam envelope through a magnetic system. A first-order matrix 6 × 6 approximation of











where y is the coordinate out of the page, δl is the path length difference from the
reference particle trajectory and δp/ p is the relative momentum difference from the
central momentum. Given a transport matrix T of a system, the beam parameters after
passing through the system, X ′, can be calculated by
X ′ = TX. (3.13)
The transport matrix T is constructed by several individual segments. The main body of
a dipole can be described by
Mbody(ρ,α) =

cos(α) ρ sinα 0 0 0 ρ(1 − cosα)
−sin(α)
ρ
cosα 0 0 0 sinα
0 0 1 ρα 0 0
0 0 0 1 0 0
sinα ρ(1 − cosα) 0 0 1 ρ(α − sinα)
0 0 0 0 0 1
 , (3.14)
where ρ is the Larmor radius from equation (3.11). α is the circle sector of the electron’s
trajectory within the dipole. Fringe fields at both the entrance and the exit of the dipole
will result in an edge focussing effect which in the first order can be described by
Medge(β, ρ) =

1 0 0 0 0 0
tanβ
ρ
1 0 0 0 0
0 0 1 0 0 0
0 0 − tan(β−ψ)
ρ
1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 . (3.15)
β is the angle under which electrons enter or exit the magnetic field. For positive β the












Figure 3.20.: Schematic representation of dipole point-to-point imaging. Shown are two divergent
electron beams (E1 < E2) originating from the exit of the plasma accelerator, which acts as a
point source. Using dipole focussing, energy-dependent imaging occurs when T12(si, sf) = 0
(equation (3.18)).
The angle ψ is a correction angle related to the finite length of the fringe field due to




(1 + sin2 β). (3.16)
The fringe field integral K is dependent on the field geometry and is equal to 1/6 for a
linear field.
Drift sections of a length s can be described by
Mdrift(s) =

1 s 0 0 0 0
0 1 0 0 0 0
0 0 1 s 0 0
0 0 0 1 0 0
0 0 0 0 1 s
0 0 0 0 0 1
 . (3.17)
For a dipole spectrometer the overall transport matrix from object (plasma accelerator
source) to image (charge diagnostic screen) can be constructed from above-mentioned
segments:
T = Mdrift(sf) · Medge,exit(βexit, ρ) · Mbody(ρ,α) · Medge,entr(βentr, ρ) · Mdrift(si). (3.18)
Electron beams from laser plasma accelerators can exhibit relatively large shot-to-shot
pointing fluctuations due to laser pointing stability and the acceleration process itself.
Furthermore, the beam will have a certain divergence, which can also fluctuate. These
effects will result in non-zero terms for the beam initial transversal momentum, i.e.
x ′i and y
′
i in equation (3.12). Such non-zero terms can have a negative influence on
the resolution of the spectrometer, as they add to the momentum dependency for
position in the system’s transfer matrix. This effect can be prevented by equipping
the spectrometer with a finite size entrance slit directly at the dipole entrance, thus
fixing the entry position and angle of electrons by sampling only a part of the electron
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Figure 3.21.: Spectrometer imaging points determined by first-order matrix calculations assuming
a dipole with an 1 T field strength. The orange outline indicates the dipole position. The
electron source (object point) is located at the origin y=z=0 (not shown in this figure).
The green squares indicate a selection of calculated imaging points for different electron
energies, indicated in MeV.
bunch. However, as the energy-discriminative charge diagnostic is located after the
dipole, this is not a viable option. Instead, the spectrometer is designed such that
it exhibits point-to-point imaging in the bending plane over an as large as possible
energy range. The exit of the plasma accelerator forms an object point which is im-
aged on the scintillator screen with a certain magnification. Point-to-point imaging is
shown in figure 3.20 and occurs in the bending plane with object distance si and focal
plane distance sf when T12(si, sf) = 0. Assuming the exit of the accelerator as a sta-
ble point, i.e. xi & yi  si & sf, this criterion is used to define the spectrometer geometry.
The dipole is placed at 300 mm from the accelerator exit in order to facilitate further
experimental tools, e.g. electron beam profiler, foils for transition radiation, plasma
mirror for Thomson scattering experiment etc. This fixes si for all energies. Using
equation (3.18) several geometries can be explored by varying the electron entry point
at the dipole and dipole orientation angle, thus changing the spectrometer energy
range and imaging points positions. A for-purpose optimal geometry with the electron
entry point 25 mm from the top corner of the dipole and no rotation in respect with
the electron beam axis was found. This configuration gives a point-to-point imaging
range from 10 up to 300 MeV, limited at the upper energy level by spatial construction
restrictions. The positions of the imaging points relative to the dipole are shown in
figure 3.21.
3.5.3. PARTICLE TRACING
With the measured three-dimensional magnetic field map presented in section 3.5.1,
particle tracing can be used to make a more accurate calibration of the electron spectrom-
eter compared to the matrix approach described before. This way the actual magnetic
field maps is taken into account, including the observed local field strength fluctuations
and without relying on an idealised description of the fringe field.
For this purpose, the measured field strength map was implemented in the General
Particle Tracer (GPT) code[141]. Test particles with different momentum are introduced
into the simulation originating from a virtual particle accelerator. For each energy three
test particles are introduced, one with zero pointing, following the reference trajectory,
and two with a certain pointing/divergence in the dipole bending plane. These outer
particles have equal divergence magnitude, but with opposite sign. The result of this
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Figure 3.22.: Simulated path of electrons through the spectrometer dipole. Simulations performed
using the GPT code. The physical borders of the dipole are outlined in orange. For every
energy three paths are simulated, one for zero pointing and two for a positive and negative
divergence/pointing of 5 mrad. The electron source (object point) is located at the origin (not
shown in this figure) and the blue triangles are imaging points for specific energies (labels
in [MeV]). The blue line segments show the position of the scintillator screens chosen for
optimal resolution given the physical constraints.
simulation is shown in figure 3.22 with a selection of energies shown.
Due to the dipole focussing effect, per energy the three test particles’ trajectories
intersect, forming an imaging point indicated by the blue triangles. These points are
insensitive to divergence (in the bending plane) or pointing fluctuations. The focal length
of the system increases with increasing electron energies thus placing the focus point
of higher energies further away from the dipole.
The focus points acquired from particle tracing are used to choose the position of the
scintillating screens for electron detection. Three separate screens are positioned
under different angles to reach optimal overlap with the focus points, given the physical
constraints. The screen positioning is indicated by the blue lines in figure 3.22 and can
also be seen in figure 3.18(b). The physical constraints, given by vacuum chamber size,
laser and diagnostic optics and the required scintillator screen imaging system, are not
shown in these figures.
From 5 to 200 MeV every screen position is located at or near to point-to-point imaging.
The screen covering higher electron energies does not overlap with the focus points.
This solution is chosen to abide to spatial constraints and to limit screen size while
retaining a large enough measurement range for divergence in the non-bending axis.
Laser beam diagnostics directly behind the spectrometer (not shown in image) limits
the maximum length of the high energy screen, limiting the maximum resolved energy
to 550 MeV.
COMPARISON BETWEEN PARTICLE TRACING & MATRIX CALCULATION
Figure 3.23(a) shows a comparison between the results obtained from particle tracing
and results obtained from the first order matrix calculation. The scintillating screen
positioning as chosen from GPT tracing using the measured field map deviates clearly
from the focus positions predicted by matrix calculation. The particle tracing simulations
show a clearly lower bending power of the dipole, being most pronounced at higher
energies.
The differences between GPT tracing and matrix calculation partially occur due to
the lower measure maximum field of the dipole magnet compared to its assumed
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(a) Comparison between imaging points acquired by first order matrix calculation assuming a 1.0 T dipole
(green squared) and imaging points acquired by particle tracing.
(b) Comparison between imaging points acquired by first order matrix calculation assuming a 0.9 T dipole
(red diamonds) and imaging points acquired by particle tracing.
Figure 3.23.: Comparison between imaging point acquired by first order matrix calculation and
particle tracing. Particle tracing was performed using the General Particle Tracer software
using a measured magnetic field map. Labels show electron energy in MeV for particle
tracing image points (above the points) and matrix calculation points (below the points).
The electron source (object point) is located at the origin (not shown in this figure) and the
dipole physical border is indicated by the orange outline. The blue line segments show the
position of the scintillator screen chosen in the final design.
design value used in the GPT tracing. Figure 3.23(b) shows a comparison between
both methods, now assuming an ideal dipole with ideal fringe fields according to the
approach of equation (3.18) with a maximum field of 0.9 T.
In this case the differences between both methods become less pronounced, espe-
cially for higher electron energies, although a mostly vertical offset of imaging points is
still present. At lower energies there is still a large difference between both methods,
both in imaging point position and energy scaling. This is due to low energy electrons
traversing a relative large fraction of their total path or even exclusively through the
fringe field located at the dipole corner (figure 3.19(b)) which is not correctly described
by the first order approximation used in the matrix calculations.
Thus, in spectrometer design, the matrix approach using an idealised magnetic dipole
field can be used as a quick parameter study tool. Then, in order to achieve a correct
energy calibration with an optimal resolution, it is required to perform a particle tracing
simulation using a measured field map of the entire relevant dipole section.
3.5.4. SPECTROMETER ACCURACY
The section above describes how the point-to-point imaging is used in order to minimise
the spectrometer energy readout error caused by to beam pointing. However, as the
scintillator screens are flat and bending is to be avoided, the imaging screen is divided
into three flat sections to give the best practical executable solution while approaching
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Figure 3.24.: Divergence and electron source position dependent readout error of the electron spec-
trometer. Results obtained by particle tracing in GPT using the measured field map. Values
shown indicate a divergence/pointing of the incoming beam in the bending plane. Shaded
areas indicate the influence of vertical position errors of the incoming beam (+/- 0.2 mm) on
top of a +/- 6 mrad pointing error. Figure also published in[4].
the point-to-point imaging configuration as best as possible. Above 200 MeV the
point-to-point imaging is abandoned due to spatial constraints and to limit the screen
size. These two design choices result in a readout error of the electron spectrometer
dominated by beam divergence and pointing in the magnet’s bending plane. Utilising
the same particle tracing method, again using the measured magnetic field strength
map, this effect has been simulated and the results are shown in figure 3.24 for typical
divergence values and transverse position offsets.
The two sections for low energies (up to 200 MeV) each have two positions where
beam pointing does not add any error, at these positions the screen is positioned exactly
at an imaging point. Further away from these positions the error grows, but the readout
error stays below 1.4% for a beam pointing up to 6 mrad. For the high energy screen,
above 200 MeV, the error grows strongly with electron energy as the imaging points no
longer overlap with the readout screen.
Besides pointing fluctuations and divergence the input beam can also exhibit shot-
to-shot fluctuations in transverse position. The influence of has also been investigated
and the effect of a 0.2 mm vertical position offset is also shown in figure 3.24, indicated
by the shaded area on top of a of a +/- 6 mrad pointing error. This additional readout
error becomes most relevant at energies around 180 MeV where it rises to roughly
0.9%. At this point a 6 mrad pointing error combined with a 0.2 mm beam source offset
causes an energy readout error of 2.2%. For the region where no point-to-point imaging
is present the offset error is negligible compared to the pointing readout error. Errors
caused by a horizontal offset (source distance to spectrometer entrance) were also
investigated, but due to the relatively large object (si) and screen distance, these were
found negligible even for large offsets up to 1 mm.
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3.5.5. SCINTILLATOR SCREEN CALIBRATION
After dipole dispersion, a detector is required that is able to resolve both the spatial
distribution, required for determining the energy distribution, and the local charge
distribution. As electron beam energy is mapped to position over several hundreds of
cm2, this detector has to cover a large area. Specifically, the electron spectrometer as is
shown in section 3.5.3 covers 658 mm × 75 mm = 49350 mm2. Established techniques
for charge determination like Integrating Current Transformers (ICT) or Faraday cups are
not suitable, as they do not offer the required spatial resolution.
Instead, scintillator screens offer a feasible alternative. These screens consist of
powdered rare earth phosphor, e.g. terbium doped gadox (Gd2O2S:Tb), deposited in a
typically 10 to 100 µm thick layer on a plastic carrier. Such screens are commercially
available, commonly under the trade name LANEX. Although marketed for x-ray de-
tection, they are also suitable for charge-sensitive electron detection, where part of
the electron beam energy is converted into visible light. This process is dominated by
fluorescence with a sub-millisecond lifetime[142], making these detectors suitable as
single shot diagnostics at relevant LPA repetition rates of several hertz. This in contrast
to imaging plates, which also offer spatial-dependent charge diagnostic with a high
dynamic range[143–145], but require a slow readout process, making them only useful as
an one-shot diagnostic.
Scintillator screens generally do not have a manufacturer specified response to relativistic
electrons and therefore require calibration before they can be implemented as a charge
diagnostic. Several calibration studies have been performed and published[146–149] on this
topic. The work of Buck et al.[147] offers an absolute calibration of several commercially
available screens and has been widely used as a reference for charge determination in
the LPA-community. However, this calibration from 2008 was performed at the ELBE
accelerator under different conditions than typically found in LPA beam diagnostic and
has several shortcomings.
Two shortcomings offer major potential interfering noise sources. In order to image
the scintillating screen, Buck et al. placed a mirror in the path of the electron beam.
This can be a source of optical transition radiation (OTR) which can be a significant
extra light contribution if collected by the camera[150]. Furthermore, the electron beam
was coupled out from the accelerator vacuum system through a beryllium window,
potentially causing an additional charge-dependent Bremsstrahlung x-ray background,
to which the scintillator screens are highly sensitive.
A further two deviations from typical operational conditions in LPAs were also present
in the 2008 setup, but are not expected to have a major influence. Firstly, the scintillator
screens were not positioned in vacuum but were excited in air. Secondly, the beam
size was expanded up to over ten millimetres compared to typical few millimetres, thus
a higher total charge was required to reach the same spatial charge density.
Above-mentioned points have been carefully addressed in an improved calibration setup
designed to closely mimic LPA beam detection conditions, this setup is schematically
shown in figure 3.25
As in Buck et al., scintillator screens are cross-calibrated at the ELBE conventional
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Figure 3.25.: Lanex calibration setup. The electron beam from the conventional accelerator ELBE
is weakly focussed onto the scintillating screens, which are positioned in a rotational
target wheel. The scintillator screen under a normal angle observation is imaged onto
the CCD camera. A CLS (inset) is also positioned in the target wheel to provide relative
cross-calibration for the LPA spectrometer after the scintillator screen calibration. Figure
adapted from[11].
inside a vacuum vessel directly connected to the accelerator beam-line with the electron
beam weakly focused to a spot of 2 to 3 mm2 (FWHM) onto the screen by magnetic
quadrupoles several metres upstream. Scintillating screens are mounted on a rotat-
able target wheel, enabling calibration of multiple screens within the same beamtime.
Directly in front of the target wheel an ICT (ICT-082-070-05:1-VAC, Bergoz Instrumenta-
tion, France) is placed for charge determination. Its signal is amplified by an amplifier
(ZPUL-30P, Mini-circuits) and is recorded by an oscilloscope (RTE1204, Rhode & Schwarz,
Germany) on a 50 Ohm termination for every single interaction. After interaction the
electron beam is disposed of in a shielded beam dump.
The scintillator screens are imaged onto a 12-bit CCD camera (Basler acA1300-30gm)
with a tele-objective. Special care is taken to place the mirror of the optical imaging
system out of the electron beam path to avoid optical transition radiation superimposing
with the scintillator screen signal. A filter wheel with neutral-density (ND) filters at
optical densities ranging from 0.5 to 4.0 offers a dynamic range of four orders of
magnitude on top of the camera’s dynamic range. The ND-filters are calibrated using a
photo–spectrometer (Cary 50 UV-VIS) with sub-0.5% relative error, taking into account
the emission spectrum of the scintillator screens, which are measured by a fibre coupled
spectrometer (Ocean Optics, HR4000). An aperture is introduced to the optical imaging
system limiting the collecting angle to (3.18 ± 0.07) × 10−3 sr. The target wheel has
been placed at a ϕ = (22± 1)◦ angle offset from perpendicular to the beam propagation
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Figure 3.26.: Scintillator screen response to relativistic electrons for several commerially available
screens. Filled data points, connected by a solid line, are within the region where a screen
shows a linear response. Open data points, connected by a dotted line, indicate the region
where the screens deviate from linear response by at least 10%. Figure adapted from[11]
a longer interaction length of the electron beam with the phosphoric layer by a factor
1/ cos (ϕ) compared to perpendicular incidence. The scintillator signal increases linearly
with the interaction length and this factor is taken into account in the analysis.
The calibration of the scintillator was performed at the ELBE accelerator at 23 MeV. As
the ELBE accelerator is not tunable toward a higher energy range, the energy-dependent
response of the scintillator could not be experimentally determined. However, simula-
tions and measurements show that the energy deposition in scintillating screens per
electron is almost constant for electron energies above 3 MeV[146,149,151,152] Nakamura
et al.[148] also discuss this issue in detail. In this paper a near-linear (1% less photons
for every 100 MeV energy increase) response of scintillating screens was experimen-
tally confirmed in the energy range between 106 and 1522 MeV. Thus the calibration
performed at 23 MeV can be assumed valid for all relevant relativistic electron energies.
This setup is used to create an absolute response calibration, i.e. emitted photons per
solid angle per picocoulomb, of multiple scintillator screens over a large charge density
range. This study, including saturation, degeneration and long-term stability tests, is
reported in full detail in ref.[11]. The response of several scintillating screens is shown in
figure 3.26. The Konica Minolta OG 400 scintillating screen characterised here is also
implemented in the spectrometer, with all screens originating from the same production




× 103 pC mm−2, which
is well above the charge densities observed in experiment of up to 2.5 pC mm−2. Using
all data points within the linear regime, the absolute response to relativistic electrons is
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× 109 photons sr−1 pC−1.
An absolute response calibration is a good method to compare separate calibrations
and can also be used to calibrate charge diagnostics in which scintillator screens are
used. However, intermediate steps are required which have to be implemented with
great care in order to avoid errors. The imaging system absolute collection angle, the
imaging system attenuation factor and the camera photon-to-count efficiency has to be
determined. To avoid these complexities and potential error sources a relative calibration
method is used instead, which is easier and more reliable to implement.
In relative calibration a constant light source (CLS) is used to cross-calibrate the imaging
system at the lanex calibration setup with the imaging system at the charge diagnostic
setup. This way, the charge dependent response of a scintillating screen determined at
the calibration setup can be easily transferred.
As CLS, cylindrical capsules filled with tritium and covered with scintillating material
(mb-microtec trigalight T 5419-1/l green) as shown in the inset in figure 3.25 are used.
During the absolute charge calibration, the CLS is added to the scintillating screen
target wheel to enable direct comparison of screen response and CLS intensity, giv-
ing a charge equivalent of the CLS intensity over an integrated observation time. For
the specific CLS shown in figure 3.25, for Konica Minolta OG 400, hundred millisec-
onds of CCD integration time for the CLS is found to be equivalent to 0.485 pC, or





For charge calibration of the spectrometer multiple CLS’ were used in order to cover
the large scintillator screen range. Each CLS is individually calibrated. These values
are given in table 3.2. Differences in intensity exists even though these tritium filled
capsules are originating from the same batch. Although the tritium decay is well defined,
the scintillating material decay is not. For this reason CLS cross-calibration between the
lanex calibration setup and LPA electron spectrometer should be done within a short
time window. For the case presented here cross-calibration was performed within one




Figure 3.27.: Correction of perspective distortion. The original camera image (top) covers two different
scintillating screen sections. The border between both sections is indicated by the dashed
white line. Each section requires a separate spatial transformation(bottom). After trans-
formation, images can be stitched together (see figure 3.28). CLS’ (highlighted by green
dashed boxes) are positioned next to the scintillating screen for charge calibration.
3.5.6. SCINTILLATOR SCREEN IMAGING & CORRECTIONS
The spectrometer scintillator screen measures 658 millimetres in total length, subdivided
in three sections under different angles (see figure 3.22). Due to the large size and
construction restrictions, a total of four cameras (Basler acA-1300-30gm) is required
because screens cannot be imaged perpendicular. Viewing angles and the large imaging
area cause perspective distortion, which has to be compensated by applying spatial
transformations to the camera images. This process is illustrated in figure 3.27 for a
low energy region of the spectrometer. This camera (A) covers the entire first section
(up to 24 MeV) and part of the second section (up to 42 MeV) of the scintillator screen.
Two separate geometric transformations are performed for each section. The region of
interest (ROI), i.e. the scintillating screen, is indicated with the yellow dashed line. The
CLS’ used for charge calibration are highlighted by the green dashed boxes.
Performing this process for each camera (A to D) and section, these images are
combined to cover the entire energy range, as is shown in figure 3.28. This image
shows the scintillating screen within the yellow dashed lines (not illuminated) and the
CLS’ (2 to 8 from table 3.2) positioned for cross-calibration.
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Figure 3.28.: Representation of the stitched scintillator screen. After perspective distortion correction,
camera images (A-D, yellow dashed lines) are combined. Scintillator screen section borders
are indicated by white dashed lines. Camera area A corresponds to figure 3.27. CLS’ (green
dashed boxes) are positioned next to and along the scintillator screen for charge calibration.
(a) Electron incident angle correction factor. (b) Camera viewing angle correction factor.
Figure 3.29.: Charge correction factors. The measured signal on the scintillator screen needs to be
divided by a position-dependent correction to correct for electron incident angle and camera
viewing angle.
Before the energy-charge distribution can be determined two further corrections have
to be applied.
First, the interaction angle of the electrons with the screen is not perpendicular and not
equal across the screen as can be seen in figure 3.22. The non-perpendicular interaction
causes an increase in signal due to the longer interaction length by a factor 1/ cos (ϕ).
Using the trajectories found in GPT particle tracing (section 3.5.3), the interaction angle
ϕ is determined. Figure 3.29(a) shows the correction factor for each position on the
lanex screen. The measured signal is divided by this correction factor to correct for the
electron incident angle. The shallow angle of the electrons at the end of second section
of the screen (up to 180 MeV) causes an interaction length of up to 5.9 times compared
to normal incidence. The two steps, at 11.8 & 50.8 centimetres, corresponding to 24 &
180 MeV, are related to the section borders of the scintillator screen, where the screen
angle and thus incident angle undergoes a step change.
A second correction factor has to be applied for the observation angles of the cameras.
The scintillating screen can be approximated as a Lambartian radiator[153], i.e. an ideal
diffusive radiating surface where the observed intensity under an angle θ follows a
cos (θ) dependence. By determining the camera viewing angles for different screen
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Figure 3.30.: Spectrometer scintillating screen position to energy dependency.
positions the required correction factor is determined and shown in figure 3.29(b). Here,
the non-normal viewing angle leads to a reduction in signal. Again, the measured signal
is divided by this correction factor to correct for the viewing angle.
Finally, the screen position has to be translated to the corresponding energy. Again
using electron trajectories found in GPT particle tracing, this correlation is shown in
figure 3.30. For the first two sections of the spectrometer, up to 24 MeV, and from 24
MeV to 180 MeV, this function is roughly linear. After 180 MeV, for the third section of
the screen, imaging is abandoned and the function no longer follows a linear dependency.
The different screen angle causes a sudden increase of energy bin density (∆MeV/ cm),
which increases further towards higher energies.
70
4. IMPROVED PERFORMANCE OF LWFA
BY TAILORED SELF-TRUNCATED
IONISATION INJECTION
In this chapter the plasma accelerator is introduced, detailing on tailoring of the self-
truncated ionisation injection (STII) method to reach high-charge quasi-monoenergetic
operation. Ionisation induced injection is a simple and efficient scheme that is able to
load large quantities of charge into a wakefield, but generally suffers from continuous
injection as long as the laser intensity is sufficiently high to ionise the used dopant gas
species and a correspondingy large energy spread. Since the first demonstration of the
ionisation injection scheme in the blowout regime 2010 by McGuffey et al.[105] and Pak
et al.[104] several approaches to prevent continuous injection have been proposed.
The use of dual-stage targets only provides a dopant over a limited length injector
stage, while the main acceleration stage takes place in an undoped gas[154,155]. In shock
assisted ionisation injection, a sharp density step limits the region in which ionised
electrons can be trapped[156].
The STII scheme is a concept utilising the evolution of the plasma cavity and associated
trapping conditions following the nonlinear evolution of a laser pulse in a plasma to
limit the injection time[109,110,157]. This scheme is a straightforward adaptation of the
traditional ionisation injection process, strongly reducing the energy spread due to the
limited injection time. However, until now it was not possible to combine the high
charge seen in traditional ionisation injection with the low energy spread characteristic
to the STII process.
The tailored scheme presented in this chapter succeeds in combining short injection
time with a high charge. In previous experiments, self-truncation in STII is achieved by
focussing an unmatched spot, i.e. a laser spot size larger than the plasma wavelength,
at the beginning of the gas target[109–111,157,158]. In this case the point of injection is
determined mostly by the focussing geometry and as such occurs directly at the en-
trance of the gas target. In the work presented here, the STII scheme was tailored by
combining the relativistic self-focussing effect[65] with the original laser focussing geom-
etry to achieve injection and subsequent truncation. In this scenario the original laser
vacuum focus is positioned about a Rayleigh length into the gas-jet target. Laser-plasma
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interaction starts in the intermediate field where the laser spot size is considerably
larger than the vacuum spot size. Ensuring that the critical laser power for self-guiding
according to equation (2.14) is reached, i.e. P ≥ Pc, relativistic self-focussing enhances
the geometric focussing of the beam, tightening the focus. During this evolution process
the wakefield is initially formed in the weakly non-linear regime with a large transverse
size. As the laser beam focusses further, increasing the laser strength parameter a0, the
characteristic bubble shaped wakefield is formed several millimetres after initiation of
the laser-plasma interaction while simultaneously the ionisation threshold for the dopant
gas is reached, enabling electron injection into the wakefield. As the laser spot-size
and bubble structure keeps developing, the pseudo-potential difference (∆Ψ) between
the point of dopant ionisation and the rear of the bubble continuously evolves. The
further increase of laser intensity shifts the point of ionisation forward in respect to
the bubble, reducing ∆Ψ until the trapping condition is no longer fulfilled and injection
self-terminates.
The main advantages of this tailored scheme are its ability to generate a large amount
of charge with a low energy spread and very robust and stable accelerator operation.
It enabled the first demonstration of a quasi-mono-energetic nanocoulomb-class laser
plasma accelerator in the beam loading regime as presented in this chapter. Its stability
and tunability allow for a systematic study of the beam loading regime, which will be
presented in chapter 5.
In this chapter the prerequisites necessary to operate an accelerator in this tailored
scheme as well as the injection dynamics are discussed in more detail. All results
presented in this chapter are obtained using the 3 mm gas target as described in section
3.4.4. In section 4.1 the specific stringent laser requirements are considered. In section
4.2 the focus geometry and its influence on the accelerator’s performance is discussed.
A comparison with operation in pure helium is given in section 4.3 to experimentally
exclude operation in the self-injection regime. An overview of the typical performance
and stability of the accelerator in the nanocoulomb range is given in section 4.4. In
section 4.5 the injection dynamics, specifically on the point of injection and truncation,
are investigated using Particle-in-Cell simulations.
4.1. LASER OPTIMISATION FOR THE TAILORED STII
SCHEME
In order for a laser-plasma accelerator to successfully operate in the tailored STII scheme,
some stringent requirements on the laser beam quality exist. As the chirped pulse
amplification (CPA) technique is used in order to achieve high-energy, ultra-short laser
pulses (see section 3.3), extra care has to be given to properly control the spatio-temporal
shape of the beam by the angular chirp (section 4.1.1) and the spectral phase (section
4.1.2). Furthermore, as the laser-plasma interaction starts before the laser vacuum
focus is reached, a good laser beam quality is highly required not only at the focus, but
also in the intermediate field, as is discussed in section 4.1.3.
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4.1.1. ANGULAR CHIRP
Angular chirp is the effect where different spectral components of the laser propagate
under slightly different directions, leading to a tilted pulse front in the near field and
a reduction of intensity in the focus. Due to the complexity of a CPA laser system,
an angular chirp can be easily obtained. Even a small misalignment in the parallelism
of the compressor grating will cause the introduced angular dispersion required for
bunch compression not to be fully compensated. Such an angular chirp will result in
a spatial variation of the spectral shape across the near field of the beam. If, as in
LWFA experiments, the beam is tightly focussed, an angular chirp will translate to a
spectral separation in space. This has several consequences affecting the accelerator’s
performance.
The focal spot will become enlarged in the direction of the spectral separation. This
leads to a non-ideal oval spot-size instead of the desired circular spot optimal for driving
a bubble shaped wakefield. Additionally, the overall increase in spot size will lead to
lower spatial peak intensity.
Another effect due to spectral separation at the focus is that at any specific point the
spectral width is reduced, leading to a temporal pulse broadening. This decreases the
temporal peak intensity and causes the laser to occupy a longer portion of the bubble,
potentially no longer fulfilling the cτl ≤ λp condition as discussed in section 2.5.
Although in some specific cases an angular chirp can be purposefully introduced[159,160],
this is generally to be avoided. The non-ideal spot size can lead to an asymmetric unstable
cavity while the temporal and spatial broadening lead to a lower peak intensity.
EXPERIMENTAL MINIMISATION OF THE ANGULAR CHIRP
For the experiments presented in this thesis, as the first step, the angular-chirp was
minimised to less than 1 µrad per nm as measured by a spectrally-resolved inverted
field interferometer[161,162] by adjusting the tip-tilt and grating’s groove orientation of
the compressor. However after optimisation a spectral separation was still observed in
the laser focal plane as is shown in figure 4.1, indicating an error below the instrument
resolution limit. Figure 4.1(a) shows that the laser spot at the focus is elongated in
one direction. Using bandpass filters to select only a part of the spectrum, sub-figures
4.1(b)-4.1(d) show that for a limited spectral bandwidth circular intensity profiles are visi-
ble. The elliptical profile observed in figure 4.1(a) is therefore due to spectral separation
caused by an angular chirp of the beam.
This remaining angular chirp can be eliminated by further manual fine-tuning of the
compressor grating orientation resulting in a circular beam profile at the focus as is
shown in figures 4.1(e)-4.1(h). Thus a vacuum focal spot size of 20 µm FWHM is reached,
nearing the diffraction limit for a Gaussian beam distribution.
4.1.2. PERFORMANCE INFLUENCE OF THE LASER SPECTRAL PHASE
Before compression, during the amplification process, the laser pulse propagates long
distances through air and through bulk material of optics. As different wavelengths have


















Figure 4.1.: Effect of angular chirp on the laser intensity profile at the focus. (a)-(d) show the laser
profile after angular chirp optimisation with the spectrally-resolved inverted field interferometer.
(e)-(h) show the laser profile after further fine tuning of the compressor grating alignment.
Bandpass filters are used to select only a part of the laser spectrum and have a FWHM
bandpass region of (10 ± 2) nm.
spectral phase is influenced, distorting the laser pulse. Although low order polynomial
distortions can be compensated by compressor settings, non-linear contributions cannot.
In order to correct for these distortion the spectral phase is measured with a self-ref-
erenced spectral interferometry[163] (WIZZLER-Fastlite) and optimised in a closed-loop
using an acousto-optic programmable dispersive filter[164] (DAZZLER-Fastlite). A spec-
tral-phase interferometry for direct electric-field reconstruction[165] (SPIDER-A.P.E.) was
used in parallel as an extra diagnostic.
However it was found that after this optimisation, additional manual adjustment of
the spectral phase by tuning the dispersive filter was required for an optimal accelerator
performance. Figure 4.2 shows the accelerator’s performance for several adjustments
of the group velocity delay introduced by the dispersive filter. Figure 4.2(e) shows the
accelerator’s performance after closed-loop optimisation without any additional manual
adjustment. Although the accelerator produces mono-energetic high-charge beams,
shot-to-shot reproducibility is poor. When the GVD is adjusted with a negative value,
where the shorter wavelengths travel ahead of the longer wavelengths, the accelerator
performance further deteriorates. As can be seen in figure 4.2(f) the energy spread
increases with the extension of a low energy tail in the energy spectrum while simulta-
neously the maximum attained energy decreases. In contrast, adjusting the GVD to
positive values leads to an improvement of both beam quality as well as shot-to-shot
reliability with an optimum found at an adjustment of +200 fs2 (figure 4.2(c)). Increasing
the GVD beyond this optimum results in dispersion overcompensation, resulting in
a deterioration of the accelerator performance (figures 4.2(a) - 4.2(b)). Tuning of the
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(f) -100 fs2
Figure 4.2.: Influence of adjustment of the GVD on the accelerator performance. (e) shows the
performance after optimisation by the WIZZLER-DAZZLER loop and SPIDER-A.P.E. (a)-(d) & (f)
show the accelerator performance after a manual adjustment of the GVD relative to (e) using
the DAZZLER. Shown are consecutive shots obtained at a plasma density of 3.1 ×1018 cm−3,
1% nitrogen doping, a laser energy of 2.5 J and the vacuum focus position located at 1 mm
behind the gas jet entrance.
There are several effects which can play a role in the observed accelerator behaviour by
influencing the GVD and/or the associated acceleration dynamics.
For example, the optimisation of the spectral phase measured by self-referenced
spectral interferometry is done in the laser lab instead of at the experimental area, taking
another optical pathway. After compression only reflective optics are used, which are
generally equipped with a so-called ’ultrafast’ coating. Such coatings are designed to
minimise its influence on the spectral phase. The mirrors used in the experimental
beamlines are generally specified to add (wavelength-dependent) a maximum of ±15
fs2 GVD with the OAP coating not having a maximum influence on the GVD specifically
specified, although generally intended for use with short laser pules. Cumulative, these
small additions of GVD over multiple coatings require an additional manual adjustment.
This does not per se mean that the optimal performance of the acceleration process
at +200 fs2 constitutes the shortest vacuum laser pulse length. In the LWFA proces
itself, the interaction with a plasma has a significant effect on the laser pulse, which
can be considerably compressed while strong self-phase-modulation occurs[166–168].
Applying adjustments to the spectral phase, modifying the spectral shape of the laser
pulse before the laser-plasma interaction, significantly affects the laser development
and plasma wakefield dynamics, therefore influencing final electron beam parameters.
A positively (negatively) chirped laser pulse tends to be compressed (stretched) during
the laser-plasma interaction, thus increasing (decreasing) the maximum accelerating
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Figure 4.3.: Laser beam profile in vacuum at various positions around the focus. The profile was
acquired with all laser amplifier stages fully pumped under experimental conditions and after
phase optimization in a closed-loop using an acousto-optic programmable dispersive filter
(DAZZLER-Fastlite). At the focus a spot size of 20 µm FWHM is reached. About 76% of the
laser energy is within the beam waist (1/ e2 of peak intensity), corresponding to a strehl-ratio
of 0.9.
field gradient of the wakefield[169,170]. The positive effect of a positive GVD adjustment
on the acceleration is also observed in experiments performed in other regimes[171,172].
Furthermore, the required adjustment can also be explained by the spectral phase
not being constant across the beam. This is strongly suspected, as auto-correlator
measurements across the beam have revealed a longer pulse length at the beam edges
compared to its centre. This is an effect which can be explained by transmissive optics
within the laser beamline, e.g. lenses, having different optical path-lengths across the
beam. Both the SPIDER and the WIZZLER evaluate the spectral phase at the centre
fraction of the laser beam, which means that such optimisation does not guarantee a
minimisation of the spectral phase over the entire laser beam. For the complex LWFA
process it can be that optimisation of the spectral phase at the centre region of the beam
does not lead to optimum performance, but instead an optimisation taking the entire
near field into account, e.g. average spectral phase, is required for optimal accelerator
performance.
Likely the observed sensitivity of the accelerator performance on spectral phase has
its origin in a combination of above-mentioned aspects. Results presented here show
the significance of this effect, which cannot be neglected in order to obtain optimal
accelerator operation. Although the tuning described above currently suffices to optimise
accelerator performance, these results do invite for further diagnostic improvement and
research looking into the details of this effect.
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4.1.3. LASER BEAM PROFILE
As the interaction with the gas target starts far before the laser focus is reached, in
the intermediate field, this scheme requires a high quality of the laser beam profile.
Not only the far field, but also the intermediate field of the laser beam needs to have a
smooth, e.g. close to Gaussian, intensity distribution. The setup allows laser diagnostics
on target while the laser system is running at full power. Using a wavefront sensor
(PHASICS SID4[173]) in closed-loop with a deformable mirror, wavefront optimisation is
performed, resulting to a vacuum focal spot size of 20 µm FWHM. About 76% of the
laser energy is within the beam waist (1/ e2 of intensity), corresponding to a strehl-ratio
of 0.9. Scanning around the focus, the laser beam profile evolution in vacuum is shown
in figure 4.3. Although the energy fraction drops to 62% at 1.5 mm away from the focus
position, a Gaussian beam profile is maintained.
4.2. INFLUENCE OF THE LASER FOCUS POSITION
In this tailored scheme of the STII mechanism, the vacuum focus is positioned inside the
gas-target. The non-linear self-focussing effect enhances the focussing by geometry,
causing the laser beam to reach its focus inside the gas jet, in front of the vacuum
focus position. At this point the intensity of the laser becomes intense enough such
that K-shell nitrogen electrons will be ionised and injected into the bubble (see section
2.6.1). Subsequent self-guiding of the laser enables acceleration for the remainder of
the gas target.
Although the vacuum focal spot of 20 µm FWHM is close to the estimated bub-
ble matched spot size condition (which is 19 µm at 3.1 × 1018 cm−3 and 15 µm at
5.0 × 1018 cm−3), the non-linear self-focussing effect leads to a significantly smaller focal
spot size in the laser-plasma interaction, fulfilling the unmatched condition required for
the self-truncation effect. Continuation of the laser self-focusing and related bubble evo-
lution after the injection threshold inhibits injection of further electrons into the wakefield.
How the laser beam evolves is strongly dependent on the point in the laser intermediate
field at which the laser-gas interaction is started. This subsequently influences both
the injection mechanism as well as the acceleration process. These influences become
clear in figure 4.4, showing the accelerator performance dependent on vacuum focus
position. Figure 4.4(a) shows the position of the vacuum focus point overlaid with the
gas-jet target. By adjusting the off-axis parabola position, the point where laser-gas
interaction starts is adjusted. By positioning the laser vacuum focus ∼1.5 mm past the
entry of the gas jet as illustrated, the laser-gas interaction starts in the laser intermediate
field at 1.5 mm before the vacuum focus position would have been reached.
Optimum performance is achieved at this point, as is shown in figure 4.4(e). Starting
the interaction earlier in the intermediate field, i.e. moving the vacuum focus further
behind the gas jet, causes a considerable decrease in injected charge. Starting the
interaction later in the intermediate field, i.e. moving the vacuum focus back towards
the gas jet, causes electron beams with a considerable larger energy spread. The
attained electron energy in this case is considerable lower, which counter-intuitively
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(g) 2.5 mm
Figure 4.4.: Influence of the focus position on the accelerator performance. (a) shows the focussing
geometry. By adjusting the position of the off axis parabola the position of the (vacuum)
focus can be adjusted. The red laser path is the vacuum laser development not taking the
self-focussing effect into account. The self-focussing effect is illustrated in purple. (b)-(g)
show the accelerator performance for consecutive shots for different vacuum focus positions.
Results were obtained at a plasma density of 3.7 × 1018 cm−3, 1% nitrogen doping and a
laser energy of 2.5 J.
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length. However, effects such as beam loading, as will be discussed in chapter 5 or
laser-evolution dependent wakefield formation affect the accelerating gradient, thus no
decisive conclusion can be made based purely on the observation made here.
Self-focussing being a highly non-linear process, it is not possible to predict the laser
evolution analytically. Besides effects in the acceleration dynamics suggested by attained
electron energy, the results presented above show a focus position dependent energy
spread. Although energy-spread also depends on the beam loading effect, the focus
position will influence the laser beam evolution and corresponding bubble dynamics and
injection volume, thus influencing energy spread. Specifically, positioning the vacuum
focus closer towards the gas jet entrance a larger energy spread is observed, leading to
the suspicion of a longer injection length.
Currently no diagnostic tools are implemented that are able to fully diagnose these
effects, leaving this effect open to interpretation. Some experimental tools which would
be beneficial for gaining more insight into the laser and wakefield dynamics will be
discussed in section 4.6.
Meanwhile, particle-in-cell simulations presented in more detail in section 4.5 offer
an alternative, giving an insight into laser and wakefield evolution and explaining the
fingerprint characteristics of this tailored regime.
Altogether, results presented here are decisively important for the operation of LPAs.
They show how a combination of geometric focussing enhanced with relativistic self-
focussing leads to stable LPA operation, producing high-charge quasi-monoenergetic
beams.
This new regime opens a previously inaccessible mode of operation, enabling system-
atic studies using reproducible high charge beams. Such a study will be presented in
chapter 5, where the accelerator is further tuned using the plasma density and nitrogen
doping concentration, as will be discussed in detail in section 5.1, to study the beam
loading effect.
4.3. OPERATION AT PURE HELIUM
In order to verify that injection indeed occurs due to the ionisation injection process
from the nitrogen dopant, the accelerator is operated at pure helium without a high-Z
gas doping present.
Figure 4.5 and 4.6 show spectra obtained in pure helium for comparable experimental
parameters (slightly higher laser energy, 3.3 J and slightly lower plasma density, 2.5 ×
1018 cm−3) as for the results presented before with the accelerator operating at nitrogen
doped helium. A clearly different behaviour as in the STII process can be observed here.
No high-energy electrons are present. This is because of the absence of ionisation
injection, such that no electrons are injected at the density plateau of the gas target.
The low energy tail can be attributed to density-downramp injection at the end of the
gas target, leading to a continuous injection which does not reach high energies due to

























Figure 4.5.: Energy spectra of 15 consecutive shots obtained in pure helium. No nitrogen doping is
present. Results were obtained at a plasma density of 3.1 × 1018 cm−3, a laser energy of
3.3 J and the vacuum position located 1.5 mm behind the gas jet entrance.
4.4. TYPICAL PERFORMANCE OF THE ACCELERATOR
Taking the necessary steps for performance optimisation as described in the previous
sections, the typical performance of the accelerator is shown in figure 4.7(a). Depicted
is raw data from the electron spectrometer for fifteen consecutive shots. This specific
set was obtained with a plasma density of 3.1 × 1018 cm−3, 1% nitrogen doping, 2.5 J
laser energy in 30 fs FWHM) duration, +200 fs2 GVD correction and the vacuum focus
positioned 1.5 mm behind the gas target entrance.
Figure 4.7(b) shows a line-out of shot number 1 from figure 4.7(a) and illustrates some
important parameters which are extracted from each shot. Of each shot the mean
peak energy, the maximum attained energy (Emax), the FWHM energy spread and the
charge within the FWHM of the peak is determined. To determine the Emax a lower
threshold of 0.1 pC/MeV is used, which is sufficiently above the detector noise level.
These values extracted from each individual shot are key parameters required for the
systematic study which will be presented in chapter 5. A line-out of all shots shown in
figure 4.7(a) can be found in figure 4.8.
At these specific experimental parameters the average mean peak energy of the
electron beam is 250 MeV with a mean absolute energy spread (FWHM) of 36 MeV
yielding a relative energy spread of 14%. The accelerator delivers an unprecedented
average charge within the peak (FWHM) of ∼220 pC with a rms-divergence of this
peak of 7 mrad. The low energy tail, which was also observed in pure nitrogen, is
attributed to down-ramp injection at the end of the gas jet target. Besides these
impressive operational parameters, distinctive of this operational regime is the excellent
shot-to-shot stability. The mean peak energy shows only a 9% shot-to-shot standard
deviation (SD) and charge is stable with only a 40 pC shot-to-shot SD. This reproducibility
gives the ability to perform statistical analysis over multiple shots for each dataset
belonging to a specific experimental parameter as will be used for the systematic study










Figure 4.6.: Energy spectra of all 15 consecutive shots shown in figure 4.5. Axes labels are equal for
all graphs and are shown only in the bottom graph. Shot numbers are shown in the top right
of each graph and correspond to the shot numbers found in figure 4.5. Results were obtained
at a plasma density of 3.1 × 1018 cm−3, pure helium (no nitrogen doping present), a laser
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Figure 4.7.: Energy spectra of fifteen consecutive shots. (a), raw energy electron spectra. The color
map represents the charge density (pC/mm2) on the detector. (b), Energy spectrum of the
first shot from figure (a). The filled area represents the charge within the FWHM, the yellow
dashed line represents the mean peak energy, the black dashed line represents the maximum
attained energy (Emax) at 0.1 pC/MeV. Obtained with super-sonic gas-jet with a 1.6-mm-long
plasma density plateau of 3.1 × 1018 cm−3, 1% nitrogen doping, 2.5 J laser energy in 30 fs










Figure 4.8.: Energy spectra of all 15 consecutive shots shown in figure 4.7(a). Axes labels are equal
for all graphs and are shown only in the bottom graph. Shot numbers are shown in the top
right of each graph and correspond to the shot numbers found in figure 4.7(a). Obtained
with supersonic gas-jet with a 1.6-mm-long plasma density plateau of 3.1 × 1018 cm−3, 1%
nitrogen doping, 2.5 J laser energy in 30 fs FWHM duration and the vacuum focus position
located 1.5 mm behind the gas jet entrance.
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Figure 4.9.: PIC simulation showing energy evolution during the acceleration process. The his-
togram (top) shows the evolution of the electron energy throughout the acceleration process.
The bottom graph shows the evolution of the maximum normalised laser potential with the
required potential for barrier suppression ionisation of the nitrogen K-shell electrons. Final
injected charge in the peak is 60 pC. Additional injection of both helium and nitrogen electrons
occurs in the density down-ramp of the gas-jet, resulting to a low-energy background in the
final energy spectrum.
4.5. ACCELERATION DYNAMICS
The experimental results presented in this chapter clearly demonstrate the scheme’s
potential. However, to gain a full insight into the dynamics of the acceleration process,
diagnostic challenges still remain in order to achieve the required spatially small and
temporally short resolution.
In the absence of experimental diagnostics with sufficiently high resolution, Particle-in-
Cell (PIC) simulations offer an insight into the accelerator dynamics, supplementing
experimental results and enabling an insight inside the acceleration process at the
required resolution.
Specifically of interest for the tailored STII scheme is to gain insight into the mecha-
nism responsible for the onset and truncation of injection which will be discussed in
this section.
Figure 4.9 shows the energy evolution extracted from a PIC simulation1 set up to closely
represent experimental conditions. As input parameters a Gaussian laser pulse was
used with a vacuum spot size of w0 = 19 µm and a pulse duration τ = 30 fs (both
FWHM of intensity), reaching a vacuum peak intensity with a0 = 2.8. The electron
density was modelled according to the measured gas density profile (see section 3.4.4)
and was set to reach an electron density after ionisation of ne = 2.62 × 1018 cm−3 at the
density plateau. The vacuum focus is positioned at the nozzle exit corresponding to
z = 3 mm in both figure 4.4(a) and 4.9.
The non-linear self-focussing effect on the laser pulse can be clearly seen in the
1More information on the PIC simulations can be found in appendix B
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(a) z = 1.46 mm (b) z = 1.67 mm (c) z = 1.88 mm
(d) z = 2.09 mm (e) z = 2.30 mm (f) z = 2.51 mm
(g) z = 2.72 mm (h) (i)
Figure 4.10.: Electron density distributions. Results from the same 3-D PIC simulation as shown in
figure 4.9, shown are sliced planes through the centre of the bubble perpendicular to the
laser polarisation at different time-steps. Separate colour-scales are used for electrons
originating from helium (h) and from the nitrogen K-shell (i). The dashed curve in figure (c)
serves as a guideline in figure 4.11.
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evolution of the normalised laser potential shown in the bottom graph of figure 4.9. The
focus position shifts forward to around z = 2.3 mm while at the same time a tighter
focus is reached resulting in an a0 = 5 compared to an a0 = 2.8 reached without the gas
target present.
The shift of focus position and increase of a0 causes the laser intensity to become
high enough to cause barrier suppression ionisation (see section 2.1) even before the
focus position is reached. This occurs roughly in the centre of the gas-jet, where the
laser intensity surpasses the BSI threshold of the nitrogen K-shell electrons (N6+ & N7+)
at a0 = 2.21 and a0 = 2.77 respectively. From the energy histogram shown in the top of
figure 4.9 it can be observed that no injection occurs before the ionisation threshold
of the nitrogen K-shell is reached. Thus, the point where the ionisation threshold is
surpassed coincides with the onset of electron injection into the wakefield as can be
seen by the first appearance of relativistic electrons.
After this initial injection, the laser spot evolution continues as indicated by the further
increase of the laser field. This process causes truncation of the injection process,
resulting in injection to occur only over a short distance. Only as the density down-ramp
is reached a secondary continuous injection occurs due to a shallow down-ramp injection
as also seen in experiment (section 4.3).
In correspondence to observed experimental results, electrons injected in the initial
injection process are accelerated to high energies forming a quasi-monoenergetic peak,
while the density down-ramp injection forms a broadband low energy background. The
point of injection within the gas-target found in simulation fits well with the experimen-
tally determined effective acceleration length of 0.8 mm as will be discussed in more
detail in section 5.2.2.
A more intuitive insight of the bubble formation, its evolution and electron injection
can be obtained from the electron density distribution shown in figure 4.10. Here the
density distribution is given at different time-steps of the simulation, corresponding
to the same z-positions within the gas-target as in figure 4.9. In order to discriminate
electrons originating from the nitrogen K-shell and helium originating electrons, separate
colour scales are used overlaid on top of each other to show the density distributions.
Initially, at z = 1.46 mm, the onset of the wakefield is visible, but no blowout is seen as
the required intensity for blowout to occur, a0 > 2, is not yet reached. As a0 increases
by the self-focussing of the laser beam for positions further in the gas-target, a blow-out
wakefield forms as a0 exceeds 2 around z = 1.67 mm. A near-spherical cavity is reached
when a0 ∼ 4 at z = 2.09 mm.
In figure 4.10(b) the first weak occurrence of electron capturing in the wakefield is
observed at two symmetrical off-axis positions. At the next time-step at z = 1.88 mm
shown in figure 4.10(c), a large amount of electrons has been injected into the wakefield
for acceleration. From figure 4.9 can be extracted that the electrons at this point already
exhibit a quasi-monoenergetic energy distribution2 around 30 MeV, while injection has
already been truncated. Electrons injected at this point are exclusively from the nitrogen
K-shell, thus confirming the ionisation injection mechanism.
During further propagation the electrons are longitudinally accelerated, while the bunch
2A lineout of the energy distribution at z = 1.88 mm is shown in figure 5.9(a) of section 5.5, in which the
energy spread directly after injection is discussed.
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(a) E-field (b) B-field
(c) Effective focussing force
Figure 4.11.: Transverse wakefield properties. Data extracted from PIC simulation in the plane perpen-
dicular to the laser polarisation at z = 1.88 mm. The dashed curve indicates the border of the
bubble’s electron sheath as shown in figure 4.10(c). (a) shows the transversal component
of the electric field. (b) shows the magnetic field component perpendicular to the shown




, assuming an electron
moving close to the speed of light in positive z direction. The dashed vertical line indicates
the border of the focussing region.
initial large transversal distribution at z = 1.88 mm is compressed by the transversal
fields to a small bunch around the propagation axis at the centre of the bubble. After
z = 2.30 mm the gas-density down-ramp is reached, where the lower electron density
results in an elongation of the bubble. At this point the secondary down-ramp injection
occurs. Electrons trapped during this injection originate both from helium and the
nitrogen K-shell, with the majority originating from helium due to the helium/nitrogen
ratio.
4.5.1. INJECTION & TRUNCATION
Although the data presented above clearly shows injection of electrons originating from
nitrogen over a limited period of time, it does not show the physical process behind the
self-termination of the injection mechanism. In this section this process is studied in
more detail.
As described in section 2.6.1, two conditions have to be fulfilled in order for ionisation
injection to occur. Firstly, the longitudinal trapping condition has to be reached. That is,
electrons need to gain enough momentum between the point of ionisation and a point
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at the backside of the bubble such that its velocity is at least the same as the wake’s
velocity, i.e. vz,e ≥ vφ. Equation (2.39) expresses this trapping condition in terms of the
wake potential. Secondly, the longitudinal trapping condition has to be fulfilled within
a region where a transversal focussing field is present, constituting the transversal
trapping condition.
Thus, in order to assess the trapping conditions, one first has to determine the region
within the bubble where a focussing force exists. Both the electric and the magnetic field
contribute to the transversal force experienced by relativistic electrons according to the
Lorentz equation (equation (2.3)). Figure 4.11 shows the transverse wakefield properties
extracted from the PIC-simulation at z = 1.88 mm, corresponding to figure 4.10(c). The
transverse component of the electric field relative to the direction of propagation is
shown in sub-figure 4.11(a). Here, for electrons above the bubble’s central axis in the
top half region of the figure, the pink region gives a focussing contribution towards
the propagation-axis while the green region gives a defocussing contribution and vice
versa for the bottom half of the figure. As expected, for the main part of the bubble, a
focussing electric field is present. However, in this loaded case the Coulomb electric
field of the injected bunch is sufficiently strong such that at the back of the bubble the
electric field contributes towards a defocussing force.
In figure 4.11(b) the magnetic field perpendicular to the plane is shown, which is
the relevant contribution due to the ~v × ~B cross-product in equation (2.3). Contrary
to the electrical field contribution, the contribution of the magnetic field to the force
experienced by an electron depends both on its own propagation velocity and direction.
Thus, certain assumptions have to be made at this point in order to evaluate the
transversal force exerted on an electron. At the moment that the longitudinal trapping
condition is being fulfilled, the electrons have a velocity equal to wake velocity, i.e.,
ve = vφ → c. Furthermore, the assumption is made that the transversal velocity of the
electron is neglectable compared to its longitudinal velocity (vy,e  vz,e). Under these
assumptions, i.e. for an electron with vy,e ' 0 & vz,e → c, equation (2.3) is applied
resulting in the force field shown in figure 4.11(c).
Therefore, it can be identified that electrons co-travelling with the wakefield close to
the speed of light experience a focussing field, even in the presence of a high charge
injected bunch. Besides the relevance for fulfilling the injection conditions, this also
accounts for the transversal compression of the injected bunch as observed in figure
4.10, overcoming the repulsive forces originating from the bunch’s Coulomb self-field.
The border of the focussing region overlaps with the electron density sheath at the
backside of the bubble. This is illustrated in figure 4.12, where line-outs of several
relevant parameters through the bubble centre along the propagation axis are shown.
Note that the wakefield potential minimum can be located further backward, inside the
electron sheath, where the transversal trapping condition is not fulfilled.
Concentrating first at z = 1.88 mm in sub-figure 4.12(b), where line-outs show the
electron density distributions from figure 4.10(c) with electrons originating from helium
represented by the black line and from the nitrogen K-shell by the olive line. The border
of the focussing region indicated by the dashed line in figure 4.11(c), is represented
by the blue point in figure 4.12(b). The blue line itself representing the wake potential.
It can be seen that the ξ position of the focussing region border overlaps with the
bubble sheath border represented by the step increase of helium originating electron
density. However, the minimum wake potential is located behind this point, within the
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(a) z = 1.67 mm
(b) z = 1.88 mm
(c) z = 2.09 mm
(d) z = 2.30 mm
Figure 4.12.: Wakefield properties. Data extracted from PIC simulation. Shown is the normalised
laser potential a0 (red line), the wake potential normalised to e/ (mec2) (blue line) and the
longitudinal accelerating electric field Ez (green/purple line) along the wakefield’s central axis.
The local electron density is shown both for electrons originating from helium (black line)
and from the nitrogen K-shell (olive line). The red points indicate the ionisation positions
for the nitrogen K-shell electrons at a0 = 2.21 for N6+ and a0 = 2.77 for N7+. The blue
point indicates the minimum wake potential within the focussing region of the wake. The
region where the wake’s potential is high enough for the the longitudinal trapping condition
(∆Ψ > 1) to be fulfilled is indicated by the blue shaded region.
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(a) z = 1.73 mm (b) z = 1.77 mm (c) z = 1.81 mm
Figure 4.13.: Wakefield properties. Interpolated from PIC data at z = 1.67 and z = 1.88 mm. Shown is
the normalised laser potential a0 (red line), the wake potential normalised to e/ (mec2) (blue
line) along the wakefield’s central axis. The red points indicate the ionisation positions for
the nitrogen K-shell electrons at a0 = 2.21 for N6+ and a0 = 2.77 for N7+. The region where
the wake’s potential is high enough for the the longitudinal trapping condition (∆Ψ > 1) to
be fulfilled is indicated by the blue shaded region.
sheath and within a defocussing region. Thus, the transversal trapping condition is not
met at the point where the wake potential is at its minimum. Instead, the longitudinal
trapping condition must be evaluated at the lowest potential value still within the bubble
focussing region, indicated by the lower dashed line in figure 4.12(b).
From ∆Ψ ≥ 1 (equation (2.39)) we can now determine the required lower limit of the
wake potential for an electron born at a random ionisation point to become trapped.
This lower limit is indicated by the upper dashed line. The region in which the trapping
conditions are fulfilled is indicated by the blue shading. Any electron born in this region
can potentially be trapped.
From figure 4.12 it can be seen that after injection (figures 4.12(b) - 4.12(d)) ionisation
positions of additional nitrogen electrons occur before the trapping region. This is
indicated by the red line, which represents the normalised laser potential a0 and the two
points indicating the nitrogen K-shell ionisation thresholds. The first point represents
the BSI threshold for N6+ at a0 = 2.21 and the second point N7+ at a0 = 2.77. As these
are the BSI thresholds, the probability of electrons to be ionised is practically one once
this threshold is reached. As a consequence, there are no more electrons available for
ionisation in the region where the trapping conditions are met. Thus it explains why
ionisation injection does not occur over the entire interaction, even though the ionisation
threshold is reached.
4.5.2. POINT OF INJECTION
The exact point of initial injection is not captured in figure 4.12. Figure 4.12(a) at
z = 1.67 mm, is just at the onset of injection as can also be extracted from figures 4.9
and 4.10. At this point only the ionisation threshold for N6+ is reached and located such
that the trapping condition is just still fulfilled, while the threshold for N7+ ionisation has
not yet been reached. At the next timestep at z = 1.88 mm a large amount of charge
has already been injected and no further injection occurs. In-between timesteps are
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not available, due to computational limits, i.e. high disc-space required to store the
full information (so-called "dumps") of simulation snapshots. For this reason snapshots
are only available at the presented relative large interval. Thus the exact moment of
injection, located in between both time-steps, could not be captured.
Nevertheless, the information extracted at z = 1.67 and z = 1.88 mm gives enough
information to deduce the injection mechanism. In-between both time-steps the ioni-
sation threshold for N7+ will be reached first at the laser peak intensity. As the laser
intensity peak is located within the trapping region, injection will occur at this point.
As the laser intensity increases, the position of the ionisation will move towards the
front of the laser pulse, leaving the trapping region and terminating injection. This
process is indicated in figure 4.13, where the PIC data is interpolated between both
data-points from figure 4.12(a) & 4.12(b). From this interpolation it can be estimated that
the ionisation threshold for N7+ is reached around z = 1.73 mm, at which point injection is
started. Injection is expected to occur over a distance of roughly 80 µm before injection
self-terminates at z = 1.81 mm.
4.6. DISCUSSION
In this chapter a new scheme of the STII process has been presented. This new
scheme has considerable advantages over results previously obtained with the STII
process, greatly increasing injected charge while retaining a low energy spread from
the truncation mechanism. The performance is found to be very robust, giving high
shot-to-shot reproducibility over a large tuning range for both operating density as well
as injected charge.
Characteristic of this scheme is the long laser-plasma interaction before injection
occurs several millimetres inside the gas jet. This is achieved by placing the vacuum
focus several millimetres behind the gas jet entrance. The non-linear self-focussing
effect influences the laser evolution and strongly enhances focussing given by the
experimental geometry, causing injection to occur under unmatched conditions and
fulfilling the truncation condition. This in contrast to previously established operation of
the STII process, where an unmatched spot is focussed at the start of the gas jet. In
that case, self-focussing is not utilised to reach the point of injection and only ensures
laser confinement for the remainder of the acceleration.
This new scheme places stringent conditions on the laser quality due to the long
non-linear interaction before injection occurs. Specifically the laser beam profile in both
the far- and intermediate field, the angular chirp and the spectral phase require detailed
optimisation.
Results from PIC simulations give a good insight into the physical dynamics attributing
to this mechanism. They show the effect of non-linear self-focussing and explain the
injection mechanism and its self-termination, thus clarifying the fingerprint features of
this tuned STII scheme. However, many questions regarding the accelerator, both from
simulation as well as from an experimental view, are still open for further research.
Evaluation of PIC results regarding the injection and self-termination mechanism
presented here has been done on 1-D outlines under specific assumptions. Although
this is a good approximation and gives a good insight into the mechanism, the full
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three-dimensional problem is more complex. Furthermore, the current state-of-the-art
PIC simulations of LWFA rely on a number of approximative models, with currently
no code having exact predictive modelling in existence. Improvement of such codes,
including the implementation of the non-ideal higher-order Gaussian laser beam profile
is challenging and at this moment still an ongoing effort.
Meanwhile, the resource-intensive nature of PIC simulations has prevented large
parameter scans. Increasing resources or optimising the simulation process would
allow for detailed investigation of further parameters, gaining further insight into for
example the focussing dynamics discussed in section 4.2.
Additionally, further development of simulations in the form of the addition of several
tools are desirable in order to avoid certain assumptions made in this chapter. Initially
the ability to pinpoint the ionisation point of injected electrons, and ultimately the ability
to fully trace trajectories of injected and, after truncation, rejected electrons would be
a valuable tool. This would eliminate the need of determining the focussing region
under the assumption that electrons are born at rest and gain no transverse momentum.
Instead, all transverse and longitudinal dynamic effects, originating both from E- and
B-fields over the entire trajectory traversed by an electron from the point of ionisation
to trapping would be included, thus leading to a more accurate determination of the
injection region.
From the experimental side further investigation on the influence of the spectral phase,
to which the accelerator’s performance was found to be strongly sensitive, would be of
interest. These influences are currently not assessed in PIC simulations, but have a big
impact on the acceleration process, as is discussed in section 4.1.2. The group velocity
delay can be easily tuned for performance optimisation, but its physical influence will be
the subject for further investigation. There are strong indications for a spatial variation
of the the spectral phase across the beam. Currently the spectral phase is assessed
and tuned only for the centre of the laser beam. The spatial variation of the spectral
phase across the beam should be studied in more detail to gain a better insight into the
mechanism. With the gained knowledge it might subsequently be possible to increase
the accelerator’s performance further by applying a position dependent spectral phase
correction across the laser beam.
To further understand the bunch and bubble dynamics, it would be beneficial to increase
the quality of the wakefield diagnostics. Specifically valuable would be the ability to
probe the evolution of the wakefield and injected bunch. This is a challenging task,
seen the stringent conditions on spatial (∼µm) and temporal (∼fs) resolution in a bright
broad-bandwidth background environment from laser scattering mechanisms and plasma
recombination afterglow.
There are several techniques that are able to provide such a desired diagnostic.
Using a combination of time-resolved polarimetry with plasma shadowgraphy as has
been shown by Buck et al.[35], it is possible to probe the magnetic field created by
both the wakefield and the bunch. A technique introduced by Li et al.[174] uses a
stretched pulse probing the wakefield under an oblique angle imaged to an optical
frequency-domain streak camera which enables single shot time-resolved diagnostics of
the wakefield. A recently proposed and demonstrated technique by Zhang et al.[175,176]
uses a femtosecond relativistic electron probe to reach higher spatial resolution and
signal sensitivity as before-mentioned methods.
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Implementation of these techniques would allow for the visualisation of the injected
bunch and its influence on the wakefield. This would enable further studies and strongly
contribute towards the understanding of the working mechanisms of the new STII
scheme presented in this chapter.
As discussed earlier in chapter 1, peak current is a decisive aspect for the application of
LPA electron bunches. In order to determine the peak current of the accelerator it is
necessary to know, besides the bunch charge, the bunch length. However, due to the
ultra-short nature of these bunches, to measure them is a non-trivial task.
One method is to measure the longitudinal extend of the bunch magnetic field by
a combination of polarimetry and shadowgraphy.[35,177] This method allows for direct
observation of the bunch within the wakefield, however relies on averaging over many
shot for bunch length determination. This method has been demonstrated, measuring
∼6 fs FWMH bunches[35], but does not have the resolution to reveal in sub-structures
within the electron bunch.
A second method is using transition radiation. For this method a dielectric foil is
positioned in the electron bunch path (see section 3.2, figure 3.3). As the electron
bunch traverses the boundary between the foil and vacuum, it emits transition radiation
with a wavelength distribution dependent on its time-structure. For wavelengths much
larger than the longitudinal bunch distribution, contributions from individual electrons are
emitted in phase and add up coherently, whereas wavelengths shorter than the bunch
length add up incoherently. This results in the coherent (longer wavelengths) radiation
being more intense than the incoherent (shorter wavelengths) radiation. By measuring
the emitted spectrum the longitudinal bunch distribution can be reconstructed[178]. A
large bandwidth spectrometer, covering both the coherent and incoherent part of the
spectrum, is required to achieve a sufficiently high temporal resolution, such that both
bunch envelope as well as bunch fine structures can be resolved. CTR has been
demonstrated at terahertz frequencies to diagnose electron bunches longer than 30
fs[179,180], while at the other end of the spectrum at near-infrared to visible wavelengths
bunch structures of 4.4 fs have been measured[36].
Parallel to the PhD project reported in this thesis, a broadband transition radiation
spectrometer for single shot longitudinal electron bunch diagnostic is being implemented
by Omid Zarini as part of his PhD project. This spectrometer is able to resolve both
the short and long time-structure of electron bunches within a single shot, covering the
visible and mid-IR range (200 nm - 12 µm), i.e. a frequency range of 5.9 octaves[181].
This enables an associated time-resolution down to ∼0.4 fs for resolving bunch fine
structures, while still being able to resolve bunch envelopes up to 30 fs. Some initial
findings from this diagnostic will be discussed in chapter 6.
The results presented in this chapter, comprising the introduction and experimental
demonstration of a tailored STII scheme with a broad tuning range, high quality beams
and excellent reproducibility marks a transition point: from investigating the laser plasma
wakefield acceleration process to operation of a laser plasma accelerator. This scheme
opens a previously inaccessible mode of operation, which for the first time enables
statistical research using results collected over many shots from a stable and tunable
nanocoulomb-class laser plasma accelerator. This enables the beam loading study as
will be presented in chapter 5, but also further research on subjects such as bunch length
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and substructure studies using transition radiation or betatron source size measurement.
Furthermore it paves the way for LPAs to be employed as drivers for secondary radiation
sources such as Compton backscattering X-ray sources, compact FELs or laboratory
size electron beam driven plasma accelerators.
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5. INVESTIGATION OF BEAM LOADING
In LWFA, the wakefield formed by a driver laser delivers the accelerating forces respon-
sible for acceleration of an injected electron bunch. Simultaneously, such an electron
bunch also induces a self-field which superimposes onto the wakefield. If the total
captured charge becomes large enough, the bunch self-fields will significantly influence
the wakefield. As a consequence the plasma cavity structure will be reshaped and
the effective accelerating field along the bunch length will be modified affecting the
final beam parameters, i.e. maximum energy and energy spread. This phenomenon is
known as beam loading and was discussed in more detail in section 2.7.
In the ongoing effort to employ laser plasma accelerators as drivers for the next
generation radiation sources, they are being scaled to increasingly higher peak currents.
This is done by increasing the charge of injected and accelerated bunches, leading to
beam loading effects becoming increasingly pronounced. In order to successfully scale
the peak output current of LPAs, it is vital to gain insight into beam loading effects,
to control the beam loading process and finally to employ it in order to gain the best
possible beam quality.
Although indications of beam loading have been reported earlier[112,182], no experi-
mental studies exist for the case of a quasi-monoenergetic bunch in a heavily loaded
wakefield. Now, operating a LPA in the tailored STII scheme as discussed in chapter 4
facilitates the possibility to conduct such a study for the first time. For this purpose,
the amount of charge injected into the bubble cavity is varied in a controlled manner
while retaining a narrow energy spread at various plasma densities. The work presented
in this chapter is the first investigation that systematically explores the beam loading
effect in the bubble regime and its consequence to the final beam quality over a large
and well-controlled parameter range.
In order to study the beam-loading effect, the number of injected electrons is tuned
by varying the nitrogen doping concentration at sets of equal plasma density as is
discussed in section 5.1. By tuning the injected charge at equal plasma density, the
injection volume can be kept equal for various loaded charges. This enables, in contrary
to the work in ref.[182], to decouple the interplay between the beam loading effect and
the initial injection volume to the evolution of energy spread.
































Figure 5.1.: Charge within the FWHM of the energy peak for different nitrogen doping concentra-
tions and plasma densities. Data points represent the mean value from a set of shots
(sample size between seven to twenty) at equal experimental parameters (2.5 J laser energy
in 30 fs, vacuum focus position 1.5 mm behind the nozzle entrance). Connected data points
show a set of equal plasma density. The error bars represent the standard error of the mean.
accelerator will be minimised. Taking sets at different plasma densities this value is
expected to remain constant as the optimal load condition shows no dependency on
plasma density, only an increase of attained energy is expected for higher plasma
densities. Experimental results on the beam loading effects are presented in section
5.2.1. Considerations regarding the the acceleration length are discussed in section 5.2.2.
In section 5.2.3 particle-in-cell results supporting observed experimental beam loading
effects are presented. Section 5.3 discusses the charge density, which is relevant for
future applications. Finally, section 5.4 discussed the accelerator’s conversion efficiency.
5.1. TUNING THE INJECTED CHARGE
In order to study the beam loading effect, one should be able to tune the injected
charge while keeping other parameters constant, thus avoiding changes in plasma
dynamics before injection. The tailored STII scheme introduced in chapter 4 is used for
this purpose. Here a mixture gas is used with the largest fraction consisting of helium,
providing the background plasma due to its low ionisation threshold (see section 2.1). A
small fraction of nitrogen, between 0.2% and 1.5%, provides electrons for STII injection
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as explained in more detail in the previous chapter.
There are two key parameters that enable tuning of the injected charge which are
experimentally explored here. Firstly, for a fixed doping, the injected charge increases
with higher plasma densities. Secondly, for equal plasma densities the injected charge
scales with the nitrogen doping. These dependencies are shown in figure 5.1.
The increase of injected charge with higher plasma densities follows from an inter-
play between both the increase of available electrons as well as the laser non-linear
self-focussing dynamics. Changing the plasma density affects the laser beam dynamics
even before injection occurs, thus potentially changing the injection volume.
This is not the case if the injected charge is tuned using the doping concentration.
For a set of equal plasma density the initial phase-space volume for trapping can be
kept equal for various loaded charges. Thus, injected charge is purely determined by
the number of available nitrogen atoms.
Therefore, the beam loading effect is studied at datasets of equal plasma densities
while controlling injected charge only with the nitrogen doping. Connected data points
in figure 5.1 represent such sets. Changing the nitrogen doping influences the injected
charge linearly. The beam loading effect is studied in this chapter at four different plasma
densities.
To illustrate the tuning of injected charge, the raw data electron spectra at a plasma
density of 3.7 × 1018 cm−3 (squares, yellow line) are shown in figure 5.1 next to the
dependency graph. Injected charge influences beam parameters such as mean peak
energy, charge, energy spread & cut-off energy. These parameters, relevant for the
beam loading study in section 5.2, are extracted from every individual shot as illustrated
in figure 4.7(b). For each data point up to twenty shots determine the mean parameter
values and corresponding shot-to-shot fluctuations.
The results presented in figure 5.1 experimentally exclude beam loading as inducer
of injection truncation. If beam loading were the main contributor to truncation this
would lead to continuous injection till a critical load of the bubble inhibiting further
injection would be reached. Instead truncation also occurs for lower injected charges
(i.e. mono-energetic feature, low dark-current/background) which indicates that the
injection volume does not depend on the injected charge.
5.2. EXPERIMENTAL OBSERVATION OF THE BEAM
LOADING EFFECT
Using the tunability of the accelerator as discussed in section 5.1, the beam loading
effect is studied over a large parameter range. From equation (2.49) an optimal load is
expected where the energy spread of the accelerator will be minimised. Taking sets at
different plasma densities this value is expected to remain constant. The optimal load
shows no dependency on plasma density and only an increase of attained energy is
expected for higher plasma densities.
Studied are four data-sets acquired at plasma densities between 3.1 × 1018 cm−3
and 5.0 × 1018 cm−3. The injection volume can be considered to be constant within
a data-set acquired at equal plasma density, which we will look into in more detail
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Figure 5.2.: Electron energy dependency on both charge and plasma density. Connected data points
show a set of equal plasma density, increasing charge with increasing nitrogen doping (see
figure 5.1). Electron energy is the Emax and charge within the FWHM of the energy peak is
displayed. The error bars represent the standard error of the mean. The estimated optimal
loaded charge according to equation (2.49) of 313 pC is indicated by the dashed vertical line.
The peak mean electron energy dependency on charge and plasma density can be found
in figure A.1. The inset shows the predicted acceleration gradient (right axis) according to
equation (2.45) (dotted line) for a laser peak power P = 64 TW (equivalent to the experiment)
under optimal loading conditions. The left axis shows the predicted electron energy, taking
0.76 mm effective acceleration distance. Data points represent measured data points at the
predicted optimum.
in section 5.5. Varying the nitrogen doping from 0.2% to 1.5% allows tuning of the
injected charge between roughly 100 pC to 500 pC. After accelerator performance is
optimised as described in chapter 4, experimental parameters, i.e. laser energy, GVD,
focus position and focus geometry, are kept constant apart from the plasma density and
nitrogen doping. As in chapter 4, the target provider for this experiment is a Mach 10.4
supersonic de-Laval nozzle with a 0.35 mm throat and a 3 mm exit diameter which is
described in section 3.4.4.
All results related to the beam loading study presented here are acquired within the
same day in order to exclude potential experimental day-to-day fluctuations in laser
operation. Online diagnostics situated at the experimental area are used to monitor the
laser’s near- and far-field and its temporal stability to verify stable operation during data
acquisition.
5.2.1. BEAM LOADING EFFECTS
Figure 5.2 shows the maximum attained energy (Emax) for the parameter scan. Each
data point represents the mean value from a set of up to twenty consecutive shots,
98
Figure 5.3.: Beam absolute energy spread dependency on charge. Shown is the FWHM energy
spread. The dashed vertical line represents the optimal load expected from equation (2.49).
The error bars represent the standard error of the mean. A graph showing the relative energy
spread can be found in figure A.2.
with the error bars indicating the standard error of the mean. These results clearly
indicate the influence of both injected charge and plasma density.
A consistently higher Emax is found for sets at a higher plasma density. This follows
from the increased accelerating field Ez associated with higher plasma densities from
equation (2.27). A beam loading effect can clearly be seen within the sets of equal
plasma density. For increasing injected charge, a decrease in maximum electron energy
(Emax) is observed. Since the injection dynamics, i.e., the position and volume of
injection, does not change, this energy reduction can be attributed to the accelerating
field suppression due to the load.
As discussed in section 2.7, beam loading perturbs the wakefield such that the
accelerating field strength experienced by the trailing electrons is reduced. Resulting
from this, the decrease in mean peak energy is smaller than the decrease observed in
the Emax (See figure A.1). Consequently, the beam energy spread narrows for higher
injected charges, as is shown in figure 5.3. A minimum of the energy spread, indicating
the optimum load leading to a flattening of the accelerating field is seen at a charge of
about 300 pC in FWHM for all sets of plasma densities. Beyond this optimum load, an
increase of energy spread for loads is seen, originating from the beam loading effect
overcompensating the field gradient for trailing electrons, leading to a non-constant
gradient along the bunch.
The experimentally observed optimum is in agreement with the theoretically predicted
optimum loading condition of 313 pC for the specific experimental parameters according
to equation (2.49). This value is indicated in figures 5.2 & 5.3 by the dashed vertical line.
As predicted, a deviation from the optimum, either by loading less or more charge into
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the wakefield, leads to an increase in energy spread.
5.2.2. ACCELERATION LENGTH
As discussed in section 2.7.2, electron energy is expected to scale with n2/ 3p for a given
laser power under the optimal loading condition and a set acceleration length. The inset
of figure 5.2 shows the accelerating gradient Es from equation (2.48) plotted (right axis)
as the dashed line. Related experimental data points, represented by triangles (left axis),
confirm the expected dependency.
From this the effective acceleration length of the accelerator can be deduced to be
around 0.8 mm (0.757 mm at 4.4 × 1018 cm−3 and 0.752 mm at 5.0 × 1018 cm−3). This is
shorter than the dephasing length, the propagation distance where the injected bunch
enters the decelerating region of the bubble. From equation (2.32) this is Ldeph ≈ 2.3 mm
(at 5.0 × 1018 cm−3). Thus it can be excluded that the beam loading effects discussed
above, i.e. the reduction in attained energy and energy spread, are related to dephasing.
As the scheme relies on non-linear self-focussing for the laser spot to evolve, it could
be expected that the injection point and thus acceleration length has a dependency
on the plasma density. However, no relevant difference in acceleration length was found.
Only the two experimental data points shown in the inset overlap by chance exactly
with the optimal loading condition, as can be seen in figure 5.2. This is due to the
incremental increase in nitrogen doping used in experiment (section 5.1), not allowing
precision tuning of the injected charge. It would be desirable to upgrade the accelerator
to allow for fine tuning of the nitrogen doping such that the validation of this dependency
can be expanded with more data points at other densities.
For the study of the beam loading effect presented here, the acceleration length has
been specifically chosen such that acceleration is stopped before dephasing occurs. If
the acceleration length would reach the dephasing length where the injected bunch
reaches the decelerating region of the bubble, consequent effects would mix with beam
loading effects. Furthermore, if the laser driver becomes depleted, it becomes possible
for a transition to PWFA (plasma wakefield acceleration, electron beam driven) to occur.
Here, the laser driver starts to diverge once the non-linear self-guiding condition no
longer being fulfilled. Subsequently, the electron beam will act as a driver, forming
its own wakefield. To avoid this, the laser-plasma interaction length is around 3 mm,
which is chosen below the laser depletion length of 3.2 mm at given laser parameters
and a plasma density of 5.0 × 1018 cm−3 according to equation (2.31). If a transition to
PWFA were to occur, the electron beam would give back its energy to the plasma as
it drives the wake, increasing the energy spread[183]. Such behaviour is not observed
in presented experiments and instead the energy spread keeps decreasing toward
the optimum loading condition. This experimental observation further confirms the
expectation that the acceleration length is below the dephasing length. Thus a transition
to PWFA in the results presented here can be excluded.
It should be noted that consequently the full potential of the accelerator has not been
reached in the results presented in this chapter. Higher electron energies while still
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Figure 5.4.: PIC simulation results showing the beam loading effect. The injected bunch charge
influences the accelerating field Ez (line graphs, right axis) and electron phase space (colour
scale, left axis) for 60 pC load in the peak (red) and 168 pC load (blue). Corresponding to
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Figure 5.5.: PIC simulation results illustrating beam loading effects. (a)-(d) show electron energy
histograms for increasing injected charges within the energy peak (purple area). The green
and purple shaded area is the contribution from electrons originating from nitrogen, the
orange shaded area from helium electrons. The black line indicates the cumulative spectrum.
Figure (a) corresponds to the histogram seen in figure 4.9. (e) shows how maximum attained
energy (left axis) and beam energy spread (right axis) depend on injected charge.
operating in the optimal loading condition can be reached by extending the accelerator
to approach the dephasing length.
5.2.3. PARTICLE-IN-CELL SIMULATIONS
In order to support the observations discussed above, 3D Particle-In-Cell (PIC) simula-
tions using the PIConGPU code[184,185] were performed.1 The simulations were set up
such to take realistic experimental parameters in order to study the beam loading effect
1More information on the PIC simulations can be found in appendix B
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under realistic laser-plasma dynamics. However, with the current implementation of
the both the BSI and ADK ionisation scheme in PIConGPU it is not possible to match
the charge observed in experiment. Therefore, the nitrogen doping concentration was
artificially increased in the simulation in order to trap a higher charge. This way the
plasma and injection dynamics are kept constant at experimental conditions. This would
not be the case if the laser strength parameter a0 would be increased and/or the laser
spot size would be artificially decreased, as is often done in simulations to artificially
trap a higher charge.
Although the simulated injected charge does not reach the optimal loading condition,
qualitatively the beam loading effects can be observed until this point. Figure 4.9,
already discussed before in section 4.5, shows the temporal evolution of the injected
electron energy. The driver laser beam requires the first half of the jet for focusing
before ionisation injection occurs. Injection is terminated due to the self-truncation
effect and is followed by acceleration along approximately 0.8 mm distance. This value
matches the estimate from experimental data made in section 5.2.2.
The beam loading effect becomes clearly visible in figure 5.4. Increasing injected
charge, a clear effect on the accelerating field Ez is observed. For the case where a
168 pC bunch is injected a suppression of the accelerating field Ez by approximately
50 GV/m occurs together with an easing of the accelerating field slope along the bunch
compared to the weakly loaded case where a 60 pC bunch is injected. Trailing electrons
being affected strongest, this field change subsequently results to a compression of the
electron momentum phase-space distribution resulting in both a reduction in Emax as
well as a reduction of energy spread. These effects are further illustrated in figure 5.5
where the final electron energy distribution is investigated for loads between 60 and
168 pC. In agreement with experimental results a decrease of both maximum electron
energy and energy spread with increasing charge is observed.
5.3. CHARGE DENSITY
For certain applications, e.g. FELS, an even smaller energy spread than observed here
can be required. For such cases, one could select only a limited energy range, making
only a part of the electron bunch charge usable. Thus the charge density, i.e. charge
per energy bin, becomes relevant. Figure 5.6 shows how the charge density within the
peak FWHM depends on injected charge. Here the beam divergence measured in the
spectrometer non-bending plane is also taken into account, giving the charge density
in pC MeV−1 mrad−1. A steady increase with injected charge till the optimum loading
condition is observed, there reaching an optimum charge density of 1 pC MeV−1 mrad−1.
Sets of lower plasma densities show a higher charge density compared than sets at
higher plasma densities due to the higher energy spread present at higher plasma
densities (see figure 5.3).
5.4. ACCELERATOR EFFICIENCY
For an accelerator to work efficiently, an as large as possible fraction of the driver energy
has to be transferred to the accelerated beam. Theoretically a correctly tailored electron
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Figure 5.6.: Charge density within the peak FWHM dependency on injected charge. The beam diver-
gence (measured in the spectrometer non-bending plane) is also taken into account, giving
the charge density in pC MeV−1 mrad−1. The error bars represent the standard error of the
mean. The estimated optimal load according to equation (2.49) of 313 pC is indicated by
the dashed vertical line. The charge density in pC MeV−1, not taking beam divergence into
account can be found in figure A.3.
Figure 5.7.: Accelerator conversion efficiency. Efficiency from laser energy within the beam waist to
kinetic energy of electrons within the energy peak FWHM.
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bunch can very efficiently extract energy from the wakefield, with theoretical efficiencies
close to 90%[54,55,114]. Nonetheless, LPAs traditionally have low conversion efficiencies,
especially in comparison with conventional accelerators. The foremost limitation is
that, if driven in the non-linear bubble regime, the driver laser needs to remain above a
certain threshold power in order to be confined over the entire interaction length (see
section 2.3). As the laser beam is generally dumped after the accelerator, remaining
energy cannot be recycled. Further energy is lost in the requirement for ionisation
of the medium and to energy located outside of the laser focus (section 4.1.3). For
the LPA presented here, the conversion efficiency is plotted in figure 5.7. This plot
shows the energy conversion efficiency from the laser energy within the beam waist to
kinetic energy of electrons within the peak FWHM, i.e. η = Ebunch/ Elaser. The conversion
efficiency is mostly dependent on the injected charge and only weakly dependent on
the plasma density. At the optimal loading condition a laser to electron beam conversion
efficiency of around 3% is reached.
5.5. DISCUSSION
The results in this chapter represent the first investigation that systematically explores
beam loading effects in the bubble regime over a large and well-controlled parameter
range. This is enabled by a new robust STII scheme with the ability to keep the injection
volume close to constant for various charges, eliminating significant injection influences
on the final beam parameters.
The condition that the injection volume is constant for different quantities of injected
charge is crucial for this study. In this way, the change on beam parameters can be
directly attributed to the modification of the wakefield by beam loading. In section 5.1 it
has already been established that beam loading is not responsible for the truncation
mechanism, indicating that the injection volume does not depend on the injected charge.
However, from experimental observations alone it cannot be completely excluded that
there is a small load dependent influence on the injection volume and associated energy
spread present directly after injection.
The injection volume, determined by the longitudinal and transversal trapping condi-
tion as discussed in section 4.5.1, is located at the front-side of the bubble. Electrons
being trapped, slip to the backside of the bubble after being ionised around the laser
peak intensity. There they subsequently load the plasma bubble. An injected load can
cause a small cavity deformation, changing the trapping conditions, which in effect
can influence the injection volume. As this effect cannot be decoupled from the beam
loading effect in experiments, this effect is investigated with the help of PIC simulations.
Figure 5.8 shows that at equal plasma density and laser parameters the ionisation region
radius and length are independent of nitrogen doping . However, ionisation volume and
injection volume are not the same thing. Although ionisation happens within a large
region, injection occurs only over a limited length as is discussed in section 4.5 (see
figure 4.9). Due to the resolution limit the exact injection volume cannot be extracted
from the simulation, but the beam dynamics can be assessed directly after injection.






























































Figure 5.8.: Laser field strength evolution from PIConGPU simulations. Evolutions for different ni-
trogen doping concentrations are shown. The inner and outer region, indicated by black
lines, represent the regions where the field is sufficiently high to ionise the two nitrogen
K-shell electrons. Subfigure (a) corresponds to figure 4.9. All subfigures correspond to the
subfigures of figure 5.5, with the following charges injected in the peak due to different
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Figure 5.9.: Electron energy histograms from PIConGPU simulations. Histograms are assessed right
after injection at z = 1.8 mm. Subfigure (a) corresponds to figure 4.9 and contains a charge
of 60 pC in the main peak after acceleration. All subfigures correspond to the subfigures of
figure 5.5, with the following charges in the peak: (a) 60 pC (b) 103 pC, (c) 142 pC (d) 168 pC.
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injection (z = 1.9 mm in figure 4.9) for different amounts of injected charge. It can be
seen that injection of more charge contributes to an additional energy spread right after
injection, pointing to a suspected increase of injection volume.
Comparing the energy spread right after injection and at the end of the acceleration
process (figure 5.5, section 5.2.3), it is found that the contribution of energy spread
from injection is small compared to the contribution of the acceleration process.
At 60 pC injected charge one finds an absolute energy spread of ∼10 MeV right
after injection, which in this weakly loaded case grows strongly to 150 MeV during the
acceleration process. In contrast, at 168 pC of injected charge the accelerating field is
altered further due to beam loading, leading to only a slight increase of the absolute
energy spread during the acceleration process, from ∼35 MeV right after injection to
60 MeV after acceleration.
Thus, although the injection volume might vary depending on the injected charge,
this effect is negligible compared to the effect from the acceleration process itself.
Therefore decoupling the interplay between the beam loading effect and the initial
injection volume to the evolution of energy spread.
To conclude, presented in this chapter is the first beam loading study performed on a
nanocoulomb-class laser plasma accelerator with quasi-monoenergetic bunches in a
heavily loaded wakefield. The results presented here are a significant improvement
over previously reported beam loading studies.
Shown is that the beam loading effect causes a suppression of the accelerating field,
causing a reduction of achieved electron energy at larger loads. The optimal loading
condition is expressed in a minimisation of energy spread, which was found to occur at
the theoretically predicted load[54,55]. These finding will have a profound influence on
future development of LPAs. The results presented in this chapter show that in order to
generate higher charge beams with a small energy spread, plasma accelerators have to
be operated at the optimum loading condition.
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6. SUMMARY & OUTLOOK
The work presented in this thesis represents the first systematic experimental study
of beam loading by a quasi-monoenergetic bunch in the bubble regime. This study is
enabled by the implementation of a tailored scheme of the self-truncation ionisation
injection process resulting in a laser wakefield accelerator in the nanocoulomb-class.
This tailored scheme gives stable operation of the accelerator over a large tunable
range of injected charge. Contrary to other injection schemes, large amounts of charge
can be injected into the wakefield in a controlled manner while still retaining a small
energy spread due to a limited injection time. This is a significant improvement over
previous existing results at LPAs, where a high charge could only be injected at the cost
of high energy spread.
This new mode of operation enabled the verification of the beam loading theory
developed by Tzoufras et al.[54]. Loading charges up to 0.5 nC (within FWHM) into the
wakefield, it is shown that high charge beams with a low energy spread can only be
generated if a accelerator is operated in the optimal loading condition. This finding
will influence how future plasma accelerators in the bubble regime will be operated.
Specifically for implementing near-future LPAs aimed at applications, where the primary
goal will be to generate high quality electron beams at a high peak current.
An important next step will be to precisely determine the bunch length. As this, together
with the bunch charge, directly relates to the peak current. The use of a broadband
(UV-FIR) spectrometer to measure bunch length dependent transition radiation (TR)
has already been discussed to some extend in section 4.6. In parallel to the PhD
project presented in this thesis, such a diagnostic with a temporal resolution down to
400 attoseconds is being implemented by Omid Zarini in the framework of his PhD
project. This diagnostic was not available at the time of the main work presented
here, but recently some preliminary results have been acquired. Figure 6.1 shows a
preliminary bunch length reconstruction. A bunch envelope of ∼25 fs is found, while
strong femtosecond sub-structures exist. The origin of these substructures is currently
being investigated and could be related to the injection mechanism or to direct laser
interaction of the injected bunch with the driver laser.
Further research into the LPA, aiming both at understanding the origin of the lon-
gitudinal bunch structures as well as the influence of accelerator parameters on the
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Figure 6.1.: Longitudinal bunch profile. Reconstructed from as single-shot measurement by a transition
radiation spectrometer. Beam parameters: Emean = 300 MeV, ∆E/ Emean = 15%, QFWHM =
170 pC. Courtesy of Omid Zarini.
bunch substructures and overall length, is now possible with the use of the single shot
TR pulse length diagnostic. Its final implementation will allow to further optimise the
accelerator performance, specifically its bunch length and peak current.
To further gain insight into the dynamics of the acceleration process further diagnostics
are required which are able to probe inside the accelerator. However, to determine
beam properties within the accelerator or directly at its exit is an especially difficult task
in LPAs.
One method capable of this is by measuring the spectral shape of betatron radiation.
This radiation arises from injected electrons performing transverse (betatron) oscillations
around the central propagation axis due to the strong transversal focussing fields present
in a wakefield. The resulting emission is related to these oscillation and can be used
to extract parameters such as electron trajectories, beam emittance and bunch size
at the exit of the wakefield[186–189]. In a PhD project by Alexander Köhler, betatron
radiation measurements are being used for source size measurements at the accelerator
presented here[7] and an ongoing effort is being made to further diagnose the beam
divergence and emittance.
Another diagnostic tool is inverse Compton scattering (ICS), which can be used as a
non-destructive diagnostic tool to diagnose beam energy, energy spread, divergence
and beam direction directly at the accelerator exit without the need for free-space
propagation[2,9,183,190].
Implementing these tools will lead to a deeper understanding of the accelerator dy-
namics as well as to measure and improve further beam parameters. Specifically beam
emittance can be vital for certain applications. Laser-plasma accelerator-driven FELs are
one example of next-generation radiation sources which require low-emittance electron
beams. Due to strong space charge effects and their still relatively large energy spread,
bright LPA electron beams generally undergo a quick emittance growth once allowed to
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Figure 6.2.: LWFA driven PWFA. Schematic of a proof-of-principle experiment. Here the accelerator
presented in chapter 4 is used to produce a electron bunch driver for a second beam driven
accelerator. Figure from ref.[5]
freely propagate in vacuum[191–195]. Therefore, beam diagnostic at the accelerator exit
and special beam transport is required to capture the beam directly after the accelerator
in order to preserve the phase-space quality.
Notwithstanding future accelerator improvements, the high charge given by the LPA
presented in this thesis already opens the possibility for multiple applications.
Direct access to an x-ray source, besides diagnostic purposes, is given by betratron
radiation. This provides a femtoseconds, high-brightness, broadband source up to a
few keV[7] which can be used for x-ray phase contrast imaging[196] or as a synchronised
probe in high-energy-density pump-probe experiments.
For harder x-rays and γ-rays the LPA can be used as a driver for an all-optical ICS
source. In this case, the LPA electron beam interacts with a second counter-propagating
laser beam to create ultra-high peak brilliance beams in the MeV range[42–44]. Even
higher brilliance can be reached by expanding this scheme to an optical FEL scheme,
such as travelling-wave Thomson-scattering[49,197,198].
To further develop plasma acceleration technology for the highest demand of electron
beam brightness, it is sensible to investigate charged particle beams as an alternative
wakefield driver. Beam-driven plasma wakefield acceleration (PWFA)[78,199] has several
advantages over laser driven wakefield acceleration, most notably the mitigation of
dephasing between the driver and the injected bunch, leading to much higher energy
gain potential from a single stage. In the bubble regime, PWFA has the promise to create
high quality electron beams with very low emittance and low energy spread[50]. The
high current required to drive a PWFA accelerator in the bubble regime has now become
available with the demonstrated bunch charge of the LPA in this thesis. This opens
the possibility to combine both techniques, utilising each scheme’s unique advantages.
The PWFA stage can act as an energy and beam brightness booster of the LWFA stage
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Figure 6.3.: Scaling of charge within FWHM with laser power. Circles represent measured data points
taken with a nitrogen doping of 1% at a plasma density of 3.1 × 1018cm−3. The error bars
represent the standard error of the mean. The red curve represents a fit following the
expected Q ∝
√
P dependency. The relative energy spread measured to be between 15%
for all measurement points.
output, increasing beam quality for applications and secondary light sources.
A proof-of-principle experiment proposal is being made to demonstrate the feasibility
of laser to beam driven plasma wakefield acceleration (LPWFA)[5]. The concept of this
experiment is shown in figure 6.2, where the LWFA beam presented in this thesis is
utilised to create a higher brightness in a second PWFA stage. Currently this scheme is
being explored. Initial results clearly show that the LWFA bunch can drive a wakefield in
the second stage and strong indications exist of injection and acceleration of a witness
bunch in the PWFA stage.
An even higher bunch charge will be beneficial for LPWFA , as will be the case for many
other application. The optimal loading condition required for a low energy spread is
linked to the laser power with Q ∝
√
P from equation (2.49). To increase the bunch
charge, the accelerator has to be driven by a stronger laser.
Figure 6.3 shows the experimental correlation of the total charge to the laser peak
power measured at a fixed plasma density and nitrogen doping. For this the laser peak
power was adjusted from 40 TW to 90 TW. The data exhibits the Q ∝
√
P dependency
as originally predicted by Lu et al.[38], Gordienko and Pukhov[37] and by equation (2.49).
The intersection at zero charge for a laser power of 33 TW corresponds to the injection
threshold for the given experimental parameters. Expanding this scaling and operating
in the optimum loading condition, it is expected that a LPA driven by a petawatt laser
will result in high-quality electron beams with peak currents close to 100 kA. This is two
to three orders of magnitude larger than can be achieved in state-of-the art large-scale
accelerator facilities.
To reach the full potential at a given laser power, the acceleration length should be
extended to the dephasing limit as a further improvement step. In this thesis, the accel-
eration length was purposefully kept below this limit in order to demonstrate the beam
loading effect. Expanding the acceleration length will increase the beam energy. The
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absolute energy spread should be retained in the optimal loading condition, effectively
decreasing the relative energy spread at higher beam energies.
To conclude, boosting a LPA to the nanocoulomb-class while attaining a low energy
spread has lead to a previously inaccessible operation range. Previously not performable
secondary experiments now become accessible, with a laser- to beam-driven scheme
now under investigation. Even further improvements of accelerator performance are
expected by future research steps.
The fundamental results presented in this thesis are anticipated to have a strong
impact on the parameter design of future plasma accelerators. The tailored STII injection
mechanism gives a good control over injected charge, with a limited injection time and
correlated energy spread. The findings on beam loading, where the optimal loading
condition keeps the energy spread at a minimum, will have to be kept in consideration
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Figure A.1.: Mean peak electron energy dependency. Supplementary to figure 5.2. Dependency with
respect to both charge within the FWHM of the energy peak as well as plasma density
is shown. This figure is similar to figure 5.2 except that it shows the mean peak electron
energy instead of Emax. Data points represent the mean value from a set of shots (sample
size between seven to twenty) at equal experimental parameters. Connected data points
show a set of equal plasma density. The error bars represent the standard error of the mean.
The estimated optimal load according to equation (2.49) of 313 pC is indicated by the dashed
vertical line.
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Figure A.2.: Beam energy spread relative to the mean peak energy. Supplementary to figure 5.3
Dependency with respect to both charge within the FWHM of the energy peak as well as
plasma density is shown. Data points represent the mean value from a set of shots (sample
size between seven to twenty) at equal experimental parameters. Connected data points
show a set of equal plasma density. The error bars represent the standard error of the mean.
The estimated optimal load according to equation (2.49) of 313 pC is indicated by the dashed
vertical line.
Figure A.3.: Charge density within the peak FWHM dependency on injected charge. Supplementary
to figure 5.6. The error bars represent the standard error of the mean. The estimated optimal




Particle-in-cell simulations were set-up and intitialised by Richard Pausch and Alexander
Debus on the PIConGPU code[184,185] using a 0.2.0 pre-release[200]. Analysis of the PIC
results was partially performed by Richard Pausch, specifically results shown in figures
4.9, 5.8, 5.9, 5.4 & 5.5.
The simulation box used consists of 704×704×2352 cells with a transversal resolution
of ∆x = ∆y = 177 nm and longitudinal resolution of ∆z = 44.3 nm thus resulting in
a temporal resolution of ∆t = 0.1393 fs. The electric and magnetic field evolution is
computed via the field solver by Yee[201] while macro particles are propagated using
the particle pusher by Vay[202]. The current is calculated using the Esirkepov current
deposition scheme[203] with a triangular-shaped density cloud (TSC) interpolation[204]. In
order to incorporate ionization into the particle-in-cell cycle, similar simulations were
performed using the BSI[205] and ADK[60] ionization methods. The results of the both
ionization methods show good agreement for our setup, thus BSI was selected for
performance reasons. By artificially increasing the doping concentration in simulations,
we were able to study beam loading effects up to 168 pC of injected charge in the peak.
The plasma density was modelled according to the experimentally determined density
profile of the gas target used. For the simulations presented in this thesis, the electron
density was set to reach ne = 2.62×1018 cm−3 after ionization, independent of the doping
used. The laser with wavelength λ = 800 nm was modelled using a Gaussian envelope
both transversally and temporally and reached a vacuum peak intensity of a0 = 2.8 in





















Es = Emax (C.2)









Which assumes the matched spot size condition from equation (2.25)
kpw0 ' kpRb = 2
√
a0. (C.4)












































































































































The nozzle for providing the accelerating medium for the LPA presented in this thesis
was designed by Tom Wolterink as part of his MSc thesis "High-gradient gas-jet targets
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