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Abstract
The general prescription for constructing the continuum limit of a
field theory is explained using Wilson’s renormalization group. We then
formulate the renormalization group in perturbation theory and apply it
to 4 dimensional φ4 and QED.
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0 Introduction
Quantum Field Theory has a very long history. It started with the quantization
of the electromagnetic field by Dirac in 1927.[1] This is almost 80 years ago.
Currently every student of particle theory (and string theory) takes a course
on quantum field theory which covers such important topics as perturbative
renormalization, gauge theories, spontaneous symmetry breaking, and the Higgs
mechanism. I assume that you know at least perturbative renormalization.
The problem with perturbative renormalization theory is the lack of phys-
ical insights. It consists of procedures for subtracting UV divergences to get
finite results. Unfortunately, many if not most people still regard renormal-
ization this way. It is the purpose of the next four lectures to introduce the
physics of renormalization.
The essence of modern renormalization theory has been known for a long
time. It was initiated mainly by Ken Wilson in the late 60’s. You must have
heard the expressions such as renormalization group (RG),RG flows, fixed
points, relevant and irrelevant parameters. Unfortunately there is no text-
book introducing these ideas of Wilson’s. After 40 years, the best reference is
still the two lecture notes [2, 3] by himself. I believe Wilson’s renormalization
theory is best studied in a second course on field theory, and my four lectures
will give merely an outline.
The four lectures are organized as follows. In lecture 1, we start with con-
crete examples of renormalization to introduce the relation between criticality
and renormalizability. We will give hardly any derivation, but the examples will
illuminate the meaning of renormalization. In lecture 2, we introduce the exact
renormalization group (ERG) as a tool to understand the nature of renor-
malization. The emphasis is on the ideas of fixed points, relevance/irrelevance of
parameters, and universality. In lectures 3 & 4, we apply Wilson’s exact renor-
malization group to perturbation theory. This was initiated by J. Polchinski in
1984.[4] We mainly discuss the φ4 theory in 4 dimensions in lecture 3, and QED
in lecture 4. I think that it is a reflection of the depth of the renormalization
group that after almost 40 years of conception it is still under active research.[5]
1 Lecture 1 – Continuum Limits
The purpose of the first lecture is to familiarize ourselves with the concept of
renormalization through concrete examples. Before we start, we should agree
on the use of the euclidean metric as opposed to the Minkowski metric.
ηµν = diag(1,−1,−1,−1) −→ δµν = diag(1, 1, 1, 1)
Given an n-point Green function of a scalar field φ〈
φ(~x1, x
0
1) · · ·φ(~xn, x0n)
〉
we obtain an n-point correlation function
〈φ(x1) · · ·φ(xn)〉
by the analytic continuation
x0i −→ −ix4i (i = 1, · · · , n)
3
physical units
1/Λ
Compton length
1/m ph
Figure 1: A cubic lattice in physical units
For example, the free scalar propagator∫
dDp
(2π)D
i e−ipx
p2 −m2 + iǫ (px ≡ p
0x0 − ~p · ~x)
becomes ∫
dDp
(2π)D
eipx
p2 +m2
(px ≡ p4x4 + ~p · ~x)
Problem 1-1: Derive this.
Hence, the free propagator in Minkowski space
i
p2 −m2 + iǫ
becomes
1
p2 +m2
in euclidean space.
1.1 The idea of a continuum limit
The idea of a continuum limit is very simple and must be already familiar to
you. We consider a theory with a momentum cutoff Λ, meaning that the theory
is defined only up to the scale Λ. For example, a lattice theory defined on a
cubic lattice of a lattice unit
a =
1
Λ
has the momentum cutoff Λ. (Figure 1)
The continuum limit is the limit
Λ→∞
and renormalization is the specific way of taking the continuum limit so that
the physical mass scale mph, say the mass of an elementary particle, remains
finite.
4
lattice units
1
ξ
correlation length
Figure 2: A cubic lattice in lattice units
From the viewpoint of a lattice theory, it is more natural to measure dis-
tances in lattice units. Hence, the lattice unit becomes simply 1. In this con-
vention, the Compton length or equivalently the inverse of the physical mass is
a dimensionless number ξ called the correlation length. Therefore, we obtain
ξ a =
1
mph
=⇒ ξ = Λ
mph
Clearly, ξ → ∞ as we take Λ → ∞ while keeping mph finite. Thus, as we
take the continuum limit, the lattice theory must obtain an infinite correlation
length.
A lattice theory with an infinite correlation length is called a critical theory.
Therefore, to obtain a continuum limit the corresponding lattice theory
must be critical. Let us look at examples.1
1.2 Ising model in 2 dimensions
The Ising model on a square lattice is defined by the action
S = −K
∑
~n=(n1,n2)
2∑
i=1
σ~nσ~n+iˆ
At each site ~n of the lattice, we introduce a classical spin variable σ~n = ±1.
The parameter K is a dimensionless positive constant, which we can regard as
the inverse of a reduced (i.e., dimensionless) temperature.
K ∼ 1
T
The partition function is defined by
Z(K) =
∑
σ~n=±1
e−S
1See Appendix A for an example of asymptotic free theories. In lecture 2 we simply quote
the results without any derivation. See Appendix B for explicit calculations for φ4 in 3 & 4
dimensions.
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and the correlation functions are defined by
〈σ~n1 · · ·σ~nN 〉K =
∑
σ=±1 σ~n1 · · ·σ~nN e−S
Z(K)
The action is invariant under the global Z2 transformation
(∀~n) σ~n −→ −σ~n
With respect to this symmetry, the model has two phases:
• High temperature phase K < Kc: the Z2 symmetry is exact, and
〈σ~n〉 = 0
• Low temperature phase K > Kc: the Z2 symmetry is spontaneously bro-
ken, and
〈σ~n〉 = s(K) 6= 0
For large |~n|, the two-point function behaves exponentially as〈
σ~nσ~0
〉
K
∼ e− |~n|ξ
This defines the correlation length ξ(K). At K = Kc the theory is critical with
ξ =∞. Two critical exponents
yE = 1 and xh =
1
8
characterize the theory near criticality as follows:
• As K → Kc, the correlation length behaves as
ξ ∼ |K −Kc|−
1
yE =
1
|K −Kc|
• As K → Kc + 0, the VEV behaves as
s ∼ |K −Kc|
h
yE = |K −Kc| 18
The correlation functions near the critical point K ≃ Kc obeys the scaling
law:
〈σ~n1 · · ·σ~nN 〉K ≃ |K −Kc|N
xh
yE F±N
(
~n1 − ~nN
ξ
, · · · , ~nN−1 − ~nN
ξ
)
where ± for K > (<)Kc. For N > 1, the scaling law is valid only for large
separation of lattice sites:
|~ni − ~nj | ≫ 1 (i 6= j)
For N = 1, the scaling law simply boils down to the exponential behavior of
s(K) near criticality. For N = 2, the scaling law gives
〈
σ~nσ~0
〉
K
≃ |K −Kc| 14F±2
(
~n
ξ
)
6
K K
1/ξ s
K
c
K
c
Figure 3: The critical exponents yE, xh characterize the correlation length ξ and
VEV s near the critical point K = Kc.
where ξ ∼ 1|K−Kc| . For the limit to exist as K → Kc, the function F
±
2 must
behave like
F±2 (x) ∼ x−1/4
for x≪ 1. Hence, at the critical point K = Kc, the two-point function is given
by the exponential
〈
σ~nσ~0
〉
Kc
∼ 1|~n|2xh =
1
|~n| 14 (|~n| ≫ 1)
In fact this is another way of introducing the critical exponent xh.
The scaling law introduced above implies that we can renormalize the Ising
model to construct a scalar field theory as follows:
〈φ(~r1) · · ·φ(~rN )〉m;µ ≡ limt→∞ e
Nt
8 〈σ~n1=µ~r1et · · ·σ~nN=µ~rNet〉K=Kc−mµ e−t
where both m and µ have mass dimension 1.2
Let us explain this formula in several steps:
1. K = Kc − mµ e−t — Hence, as t → ∞, the theory approaches criticality.
The particular t dependence was chosen so that ξ ∝ et.
2. Necessity of µ — µ was introduced so that the physical length of a lattice
unit is 1µe
−t. Hence, ~r = ~n 1µe
−t has mass dimension −1, and m has mass
dimension 1.
3. Given an arbitrary coordinate ~r, ~n = µ~ret is not necessarily a vector with
integer components. Since et ≫ 1, however, we can always find an integral
vector ~n which approximates µ~ret to the accuracy e−t ≪ 1.
4. Applying the scaling law, we can compute the limit as
〈φ(~r1) · · ·φ(~rN )〉m;µ
= lim
t→∞
e
Nt
8 |K −Kc|N8 F±N
(
µet|K −Kc|
c±
(~r1 − ~rN ), · · ·
)
=
(
m
µ
)N
8
F±N
(
m
c±
(~r1 − ~rN ), · · ·
)
2We chose a sign convention so that the Z2 is spontaneously broken for m < 0.
7
where we used
ξ ≃ c±|K −Kc|
Thus, the limit exists. The limit depends not only on the mass parameter
m but also on the arbitrary mass scale µ.
5. RG equation — The correlation function satisfies〈
φ(e−∆t~r1) · · ·φ(e−∆t~rN )
〉
met;µ
= eN
∆t
8 〈φ(~r1) · · ·φ(~rN )〉m;µ
This implies that the scale change of the coordinates
(∀i) ~ri −→ ~rie−∆t
can be compensated by the change of the mass parameter m:
m −→ me∆t
and renormalization of the field:
φ −→ e∆t8 φ
Hence, yE = 1 is the scale dimension of m, and xh =
1
8 is that of φ.
The general solution of the RG equation is given by the scaling formula
with F±N as arbitrary functions.
6. µ dependence (alternative RG equation)
〈φ(~r1) · · ·φ(~rN )〉m;µe−∆t = e
∆t
8 〈φ(~r1) · · ·φ(~rN )〉m;µ
This is obtained from the previous RG equation by dimensional analysis.
The change of µ is compensated by renormalization of φ.
7. Elimination of µ — If we want, we can eliminate the arbitrary scale µ
from the continuum limit by giving the mass dimension 18 to the scalar
field. By writing µ
1
8φ as the new scalar field φ, we obtain
〈φ(~r1) · · ·φ(~rN )〉m = m
N
8 F±N
(
m
c±
(~r1 − ~rN ), · · ·
)
Before ending, let us examine the short distance behavior using RG. The
RG equation can be rewritten as〈
φ(e−t~r1) · · ·φ(e−t~rN )
〉
m;µ
= eN
t
8 〈φ(~r1) · · ·φ(~rN )〉me−t;µ
Hence, in the short distance limit, the correlation functions are given by those
at the critical point m = 0:〈
φ(e−t~r1) · · ·φ(e−t~rN )
〉
m;µ
t≫1≃ eN t8 〈φ(~r1) · · ·φ(~rN )〉0;µ
Especially for the two-point function, we obtain〈
φ(e−t~r)φ(~0)
〉
m;µ
t≫1≃ const
(µre−t)
1
4
8
1.3 Ising model in 3 dimensions
We can construct the continuum limit of the 3 dimensional Ising model the same
way as for the 2 dimensional one. The only difference is the value of the critical
exponents yE and xh.
yE ≃ 1.6, η ≡ 2xh − 1 ≃ 0.04
These are known only approximately. η gives the difference of the scale dimen-
sion of the scalar field from the free field value, and is called the anomalous
dimension.
In defining the continuum limit, we can give any engineering dimension to
the scalar field. Here, let us pick 12 , the same as the free scalar field. The
two-point function can be defined as〈
φ(~r)φ(~0)
〉
g;µ
≡ µ lim
t→∞
e(1+η)t
〈
σ~n=µ~retσ~0
〉
K=Kc− g
µ2
e−yEt
Problem 1-2: Define the n-point function.
We have arbitrarily given the engineering 2 to the parameter g.
The two-point function obeys the following RG equation:〈
φ(~re−∆t)φ(~0)
〉
geyE∆t;µ
= e(1+η)∆t
〈
φ(~r)φ(~0)
〉
g;µ
This implies the short-distance behavior〈
φ(~re−t)φ(~0)
〉
g;µ
t≫1≃ const µ
(µre−t)1+η
1.4 Alternative: φ4 on a cubic lattice
The same continuum limit can be obtained from a different model. Let φ~n be
a real variable taking a value from −∞ to ∞. We consider the φ4 theory on a
cubic lattice:
S =
∑
~n
[
1
2
3∑
i=1
(
φ~n+iˆ − φ~n
)2
+
m20
2
φ2~n +
λ0
4!
φ4~n
]
where λ0 > 0, but m
2
0 can be negative.
3
For λ0 fixed, the theory has two phases depending on the value of m
2
0:
• symmetric phase m20 > m20,cr(λ0): Z2 is intact.
• broken phase m20 < m20,cr(λ0): Z2 is spontaneously broken, and 〈φ~n〉 6=
0.
Note that the critical value m20,cr(λ0) depends on λ0.
The continuum limit is obtained as〈
φ(~r)φ(~0)
〉
g;µ
≡ µ lim
t→∞
e(1+η)t
〈
φ~n=µ~retφ~0
〉
m20=m
2
0,cr(λ0)+e
−yEt
g
µ2
3See Appendix B for explicit calculations.
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where yE , η are the same critical exponents as in the Ising model. This limit
is not necessarily independent of λ0. For independence, we need to do rescale
both φ and g: {
φ −→
√
z(λ0) φ
g −→ zm(λ0) g
and define〈
φ(~r)φ(~0)
〉
g;µ
≡ z(λ0)µ lim
t→∞
e(1+η)t
〈
φ~n=µ~retφ~0
〉
m20=m
2
0,cr(λ0)+e
−yEtzm(λ0)
g
µ2
Universality consists of two statements:
1. yE, η are the same as in the Ising model.
2. The continuum limit is the same as in the Ising model. (We only have to
choose z(λ0) and zm(λ0) appropriately.)
We have defined the continuum limit using the lattice units for the lattice
theory. How do we take the continuum limit if we use the physical units instead?
To go to the physical units, we assign the length
a =
1
Λ
=
1
µet
to the lattice unit. The action is now given by
S = a3
∑
~n︸ ︷︷ ︸
=
∫
d3r
[
1
2
3∑
i=1
1
a2
(
ϕ~r+aiˆ − ϕ~r
)2
︸ ︷︷ ︸
=(∂iϕ)2
+
m2bare
2
ϕ2~r +
λbare
4!
ϕ4~r
]
where 

~r ≡ ~na = ~nΛ
ϕ~r ≡ 1√aφ~n =
√
Λφ~n
m2bare ≡ m
2
0
a2 = m
2
0Λ
2
λbare ≡ λ0a = λ0Λ
Then, to obtain the continuum limit we must choose{
m2bare = Λ
2m20,cr(λ0) + zm(λ0)g
(
Λ
µ
)2−yE
λbare = Λλ0
and we obtain〈
φ(~r)φ(~0)
〉
g;µ
= z(λ0) lim
Λ→∞
(
Λ
µ
)η 〈
ϕ~rϕ~0
〉
m2
bare
,λbare
Note that λ0 > 0 is a finite arbitrary constant. The bare squared mass has not
only a quadratic divergence but also a divergence of power 2 − yE ≃ 0.4. The
bare coupling is linearly divergent. We see clearly that the UV divergences
of parameters are due to the use of physical units. If we use the lattice
units, there is no divergence.4
4Except for the divergences in the lattice distance ~n and the normalization constant e(1+η)t.
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1.5 Ising model in 4 dimensions
The 4 dimensional case is very different from the lower dimensional cases in that
we cannot take the continuum limit Λ → ∞ without obtaining a free theory.
This is called triviality. For example, we obtain〈
φ(~r)φ(~0)
〉
m2;µ
≡ zµ2 lim
t→∞
e2t
〈
σ~n=µ~retσ~0
〉
K=Kc−zmm2
µ2
e−2tt−βm
=
∫
p
eipr
p2 +m2
where
βm = −1
3
and z, zm are appropriate constants.
5
To keep the theory interacting, we must choose
Λ = µet
large but finite so that we can define a coupling constant λ by6
et = e
1
λ
(
λ
1− cλ
)−c
where7
c =
17
27
λ is a function of t = ln Λµ satisfying the differential equation
d
dt
λ = −λ2 + cλ3
Problem 1-3: Derive this.
Note that for t≫ 1, we find
λ =
1
t− c ln t+O(1/t) ≪ 1
Hence, a large cutoff Λ≫ µ implies a small coupling.
We define the φ4 theory by〈
φ(~r)φ(~0)
〉
m2,λ;µ
≡ zµ2e2t 〈σ~n=µ~retσ~0〉K=Kc−zmm2
µ2
e−2t( λ1−cλ )
βm
= zΛ2
〈
σ~n=Λ~rσ~0
〉
K=Kc−zmm2
Λ2
( λ1−cλ )
βm
To derive the RG equation, we scale ~r infinitesimally to ~re−∆t. To keep ~n
invariant, we must change t to t+∆t. This changes λ by
∆λ = ∆t
(−λ2 + cλ3)
5See Appendix B for explicit calculations using the 4 dimensional φ4 theory.
6This λ is what we usually call 3λ
(4pi)2
7To follow the rest, we don’t lose much by assuming c = 0.
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To keep K invariant, we must change m2 by
∆m2 = ∆t ·m2(2 + βmλ)
Hence, we obtain8〈
φ(~re−∆t)φ(~0)
〉
m2+∆m2,λ+∆λ;µ
= e2∆t
〈
φ(~r)φ(~0)
〉
m2,λ;µ
In perturbation theory we compute the correlation functions in powers of λ.
Since the cutoff is given by
Λ = µet = µe
1
λ
(
λ
1− cλ
)−c
λ→0−→ +∞
it is infinite in perturbation theory. Hence, as long as we use perturbation
theory, we can take the continuum limit of the φ4 theory.
2 Lecture 2 – Wilson’s RG
There are three important issues with renormalization:
1. how to renormalize a theory — in the previous lecture we have seen
how to take the continuum limit. We would like to understand why the
limit exists.
2. universality — the continuum limit does not depend on the specific
model we use. For example, the three dimensional φ4 theory can be defined
using either the Ising model or the φ4 theory on a cubic lattice.
3. finite number of parameters — the continuum limit depends only on
a finite number of parameters such as g for the three dimensional φ4 and
m2, λ for the four dimensional φ4. We would like to understand why.
Ken Wilson clarified all these by introducing his RG.[2, 3] We may add the
adjective exact or Wilson’s or Wilsonian to distinguish it from the RG acting
on a finite number of parameters. Exact RG can be abbreviated as ERG.
2.1 Definition of ERG
It is difficult to formulate ERG precisely. (We will omit E from ERG from
now on.) In the next lecture we will see how to formulate it within perturbation
theory. Here, we simply assume the existence of a non-perturbative formulation,
and use it to illustrate the expected properties of RG.9 It is important to note
that we don’t need to use RG to define continuum limits as we saw in the
previous lecture. The most important role of RG is to give us an insight into
the actual procedure of renormalization. Without RG it is hard to understand
the meaning of renormalization.
8There is no anomalous dimension for the field φ. In general it is of order λ2, and it can
be eliminated by field redefinition.
9For a more rigorous approach than presented here, please consult with Wegner’s article
[6].
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To simplify our discussion, we introduce only one real scalar field. Given a
momentum cutoff Λ, the scalar field can be expanded as
ϕ(~r) =
∫
p<Λ
eiprϕ˜(~p)
where
∫
p ≡
∫
dDp
(2π)D for D-dimensional space. We would like to define RG so
that the cutoff does not change under renormalization. This calls for the use of
“lattice units”: we make everything dimensionless by multiplying appropriate
powers of Λ. Hence, the scalar field can be expanded as
φ(~r) =
∫
p<1
eiprφ˜(~p)
where ~r is a dimensionless spatial vector in units of 1Λ , and ~p is a dimensionless
momentum in units of Λ.
A theory is defined by the action S[φ] which is a functional of φ.10 Besides
the usual invariance under translation and rotation, there are two constraints
on the choice of S:
1. positivity — S must be bounded from below so that the functional inte-
gral
Z =
∫
[dφ]e−S[φ]
is well defined.11
2. locality — If we expand S in powers of φ, the interaction kernel
δnS
δφ(~r1) · · · δφ(~rn)
∣∣∣∣∣
φ=0
is non-vanishing only within a separation of order 1. This condition is
hard to incorporate, though, unless we express S as a power series of φ.
These two properties are very important physically, but they do not play any
major roles in the following discussion of RG. Hence, you may happily ignore
them ;-)
RG is introduced as a transformation from one S to another. It consists of
three steps:
1. integration over high momentum modes — we integrate over φ˜(~p)
only for
e−∆t < p < 1
where ∆t > 0 is infinitesimal. We obtain
e−S
′[φ] ≡
∫ [
dφ˜(~p)
]
e−∆t<p<1
e−S[φ]
where S′[φ] depends only on φ˜(~p) with
p < e−∆t
10Precisely speaking this is not quite correct. Two different actions related to each other by
a change of variables φ → Φ(φ) correspond to the same theory. We will ignore this subtlety
in the rest. Again consult with [6] for more serious discussions.
11Of course, what is well defined is − lnZ by unit volume (free energy/volume).
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2. rescaling of space or equivalently momentum — we are left with
the scalar field
φ(~r) =
∫
p<e−∆t
eiprφ˜(~p)
We now define
φ′(~r) ≡ eD−22 ∆tφ(~re∆t) = e−D+22 ∆t
∫
p<1
eiprφ˜(~pe−∆t)
so that its Fourier mode is given by
φ˜′(~p) = e−
D+2
2 ∆tφ˜(~pe−∆t)
and that the momentum ~p of φ′ ranges over the entire domain
p < 1
3. renormalization of φ — we change the normalization of the field
φ′′(~r) ≡
(
1 + ∆t ·
(
γ − D − 2
2
))
φ′(~r)
r≫1≃ eγ∆tφ(~re∆t)
and denote the action S′[φ] by (S + ∆S)[φ′′]. Like the original S, the
transformed action S + ∆S is defined for the field with momentum p <
1. We determine the renormalization constant γ, for example, by the
condition that the kinetic term12 of (S +∆S)[φ] is normalized as
1
2
∫
p<1
p2φ˜(~p)φ˜(−~p)
The value of γ depends on S, and we may write γ(S) for clarity. This last
step is necessary for the RG transformation to obtain fixed points.
The transformation from S to S+∆S is the infinitesimal RG transformation
R∆t so that we write S +∆S = R∆tS. Then, under the R∆t, we obtain
〈φ(~r1) · · ·φ(~rn)〉S = (1 − nγ∆t)
〈
φ(~r1e
−∆t) · · ·φ(~rne−∆t)
〉
R∆tS
This is valid for large separations
|~ri − ~rj | ≫ 1
for which the modes e−∆t < p < 1 do not contribute. By integrating over R∆t,
we obtain a finite RG transformation Rt, under which
〈φ(~r1) · · ·φ(~rn)〉S = e−n
∫
t
0
dt′ γ(Rt′S)
〈
φ(e−t~r1) · · ·φ(e−t~rn)
〉
RtS
The RG transformation gives a flow, called an RG flow, in the space of all
permissible actions. Along an RG flow, the correlation length changes trivially
as
ξ(RtS) = e
−tξ(S)
as a consequence of rescaling of space. This simple equation implies the follow-
ing:
12The coefficient of the quadratic term can be expanded in powers of p2. The kinetic term
is the linear term in this expansion.
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Figure 4: The RG transformation Rt by scale e
t gives a flow in the space of all
possible actions.
• If a theory is critical with ξ =∞, it remains critical under RG.
• If a theory is non-critical, its correlation length becomes less and less along
its RG flow.
2.2 Fixed points and relevant & irrelevant parameters
A fixed point is an action S∗ which is invariant under the RG transformation.
At the fixed point we find
〈φ(~r1) · · ·φ(~rn)〉S∗ = (1− nγ∗∆t)
〈
φ(~r1e
−∆t) · · ·φ(~rne−∆t)
〉
S∗
where
γ∗ ≡ γ(S∗)
Especially for n = 2, we obtain13
〈φ(~r)φ(−~r)〉S∗ =
const
r2γ∗
(r ≫ 1)
This implies that the correlation length is infinite:
ξ
∣∣
S∗
= +∞
The scale transformation is compensated by renormalization of the field, and
the physics at the fixed point S∗ is scale invariant with no characteristic length
scale.
The scale dimension of the scalar field, γ∗, is not the only important quantity
that characterizes the fixed point. To explain this, let us consider the RG flow in
a small (but finite) neighborhood of S∗, where we expect to be able to linearize
the RG transformation. Let
S[φ] = S∗[φ] + δS[φ]
The RG transformation is given by
∂tδS[φ] = L · δS[φ]
where L is a linear transformation. We introduce eigenvectors of L by14
Lvi[φ] = yivi[φ] (y1 ≥ y2 ≥ · · ·)
13We can extend this equation to define the correlation function for arbitrary r.
14We assume all the eigenvalues are real.
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Figure 5: As t grows, the irrelevant parameter g2 decreases. The renormalized
trajectory is the line g2 = 0.
Using vi[φ] we can expand the difference δS[φ]:
δS[φ] =
∞∑
i=1
gi(t)vi[φ]
Since the RG transformation is linearized in this basis, we obtain
d
dt
gi = cigi =⇒ gi(t) ∝ eyit
We can use the parameters {gi} as the coordinates of the theory space in the
neighborhood of S∗. We call gi with positive eigenvalues yi > 0 relevant, and
those with negative eigenvalues irrelevant.15 Like the scale dimension γ∗ of
the scalar field, the scale dimensions of the relevant and irrelevant parameters
characterize the fixed point S∗.
2.3 Critical subspace and renormalized trajectory
As an example, let us consider a fixed point S∗ with one relevant parameter
g1 with scale dimension y1 > 0. All the other (an infinite number of them)
parameters are irrelevant. Let g2 be the least irrelevant, meaning that its scale
dimension y2 < 0 is the largest. In an infinitesimal neighborhood of S
∗, it is a
good approximation to keep just g1 and g2 satisfying the RG equations{
d
dtg1 = y1 g1
d
dtg2 = y2 g2
The solution is easily obtained as
g1(t) = g1(0)e
y1t, g2(t) = g2(0)e
y2t
As t grows, g2 goes to 0 while g1 grows unless g1 = 0 to begin with. All the other
irrelevant parameters gi≥3 approach zero faster than g2. In the neighborhood
of S∗, where g1 is well defined, we can define a subspace by a single condition
g1 = 0
15Those with zero eigenvalues are called marginal. We assume the absence of marginal
parameters to simplify the discussion below.
16
This is called a critical subspace Scr. The critical subspace can be defined in
a larger neighborhood of S∗ as the subspace which flows into the fixed point S∗
as t→ +∞:
lim
t→∞
RtScr = S∗
This implies that the long-distance behavior of any theory in Scr is the same
as the fixed point S∗. Especially, for any theory on Scr, we find the correlation
length infinite
ξ
∣∣
on Scr = +∞
and the theory is critical. Given an arbitrary theory with N parameters, what
is the likelihood that the theory is critical? Since Scr is defined by a single
condition g1 = 0, we expect that we need to fine tune only one of the N
parameters to make the theory critical.
Another subspace, called a renormalized trajectory S∞, is defined by the
vanishing of all the irrelevant parameters:
g2 = g3 = · · · = 0
This is a one-dimensional subspace with a single parameter g1. Alternatively,
S∞ can be defined as the solution of the equation
(∀t > 0) RtS∞ = S∞
implying that if g1 is the coordinate of an arbitrary theory on S∞, then g1e−y1t
also belongs to S∞. S∞ can be also defined as the RG flow coming out of the
fixed point S∗. Note that along the renormalized trajectory, the correlation
length is given by
ξ = c±|g1|−
1
y1
where c± is a constant, and ± is for ±g1 > 0. S∞ is a one-dimensional subspace
in the infinite dimensional space. Hence, a theory with a finite number of
parameters has no chance of lying in S∞.
2.4 Example: 3 dimensional φ4 theory
Let us now consider the 3 dimensional φ4 theory defined by the action
S =
∫
p<1
1
2
φ(~p)φ(−~p) (p2 +m20)+ λ04!
∫
pi<1
p1+···+p4=0
φ(~p1) · · ·φ(~p4)
For simplicity, we assume that the theory lies in the subspace where we can
linearize the RG transformation. Then, the coordinates gi are obtained as func-
tions of λ0 and m
2
0:
gi = Gi(m
2
0, λ0) (i = 1, 2, · · ·)
For any λ0 > 0, we only need to tune m
2
0 = m
2
0,cr(λ0) to make the theory
critical. This implies that there is only one relevant parameter g1, and gi≥2 are
all irrelevant. Hence, we obtain
G1(m
2
0,cr(λ0), λ0) = 0
17
The critical exponents yE , η introduced in the previous lecture are given by the
scale dimensions y1, γ
∗ of the fixed point S∗:{
yE = y1
η = 2γ∗ − 1
For a given λ0, let us consider a theory near criticality:
m20 = m
2
0,cr(λ0) + ∆m
2
0
Expanding Gi with respect to ∆m
2
0, we obtain
g1 = ∆m
2
0
∂G1(m
2
0,λ0)
∂m20
∣∣∣
m20=m
2
0,cr
+ · · ·
gi≥2 = Gi(m20,cr(λ0), λ0) + O
(
∆m20
)
Applying Rt for large t≫ 1, we obtain
g1(t) ≃ ey1t∆m20 1zm(λ0)
gi≥2(t) ≃ O(eyit)
where
1
zm(λ0)
≡ ∂G1(m
2
0, λ0)
∂m20
∣∣∣∣
m20=m
2
0,cr(λ0)
Hence, by choosing
∆m20 = zm(λ0)e
−y1tc1
for t≫ 1, we obtain {
g1(t) ≃ c1
gi≥2(t) ≃ 0
Thus, RG gives 〈
φ(~r1e
t) · · ·φ(~rnet)
〉
m20=m
2
0,cr(λ0)+∆m
2
0,λ0
= exp
[
−n
∫ t
0
dt′γ(Rt′S)
]
〈φ(~r1) · · ·φ(~rn)〉g1=c1, gi≥2=0
Defining
z(λ0) ≡ exp
[
2
∫ ∞
0
dt
{
γ
(
RtS(m
2
0,cr, λ0)
)− γ∗}]
we obtain
〈φ(~r1) · · ·φ(~rn)〉g1=c1, gi≥2=0 = z(λ0)
n
2 lim
t→∞ e
nγ∗t
〈
φ(~r1e
t) · · ·φ(~rnet)
〉
m20,λ0
where
m20 = m
2
0,cr(λ0) + zm(λ0)e
−y1tc1
This reproduces the prescription introduced in the previous lecture.
We now understand that the renormalized trajectory S∞ corresponds to the
renormalized theory viewed at different scales. As we have remarked already, it
is practically impossible to construct an action on S∞. However, the correlation
functions on S∞ can be obtained as the continuum limit of a theory only with
a finite number of parameters such as m20 and λ0.
18
gg
m
2
0m
2
0,cr
0
renormalized trajectory
1
2
Figure 6: The RG flows starting from near the critical point m20,cr(λ0) approach
the renormalized trajectories.
2.5 Three issues with renormalization
Let us now examine the three issues with renormalization with which we started
this lecture.
1. how to renormalize a theory — we now understand why the prescrip-
tion given in the first lecture gives the continuum limit.
2. universality — the renormalized theory is determined by the renormal-
ized trajectory. Hence, it is independent of λ0. We can go further. Even
if we start from an action with other interactions such as the φ6 interac-
tion, as long as the critical theory lies on the same Scr, we get the same
continuum limit. As an extreme case, we get the same limit from the Ising
model.
3. finite number of parameters — the number of renormalized parame-
ters is determined by the dimensionality of S∞, which is the number of
relevant parameters.
Thus, we understand that for each fixed point S∗ and the associated renormal-
ized trajectory S∞, we can construct a renormalized theory.
g
g
m
2
0m
2
0,cr
0
renormalized trajectory
1
2
φ4
K
K
c
Ising
Figure 7: As long as the critical point belongs to the same critical subspace Scr,
we get the same continuum limit.
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Figure 8: The cutoff function K(x) decreases rapidly in the region x > 1.
3 Lecture 3 – Perturbative Exact RG
It was Joe Polchinski who first applied Wilson’s RG to the perturbative φ4
theory in 4 dimensions in order to “simplify” the proof of renormalizability.[4]
His proof was simple in the sense that it did not rely on the analysis of Feynman
graphs or Feynman integrals. I quoted the word “simple”, though, because even
his proof is not what I would recommend first year grad students to go through.16
We recall that Wilson’s RG consists of three steps: integration of momenta
near the cutoff, rescaling of space, and renormalization of field. The second
and third steps are crucial for the RG transformation to have fixed points. For
applications to perturbation theory, however, only the first step is important,
since there is no non-trivial fixed point in perturbation theory. Hence, we define
the exact RG only by the first step, namely the lowering of the momentum
cutoff.
We consider a real scalar theory in 4 dimensions in this lecture, and QED
in the next lecture. We define the scalar theory by the following action:
S(t) =
1
2
∫
p
φ(p)φ(−p) p
2 +m2
K
(
p
µe−t
)

 = Sfree(t)
−
∞∑
n=1
1
(2n)!
∫
p1+···+p2n=0
V2n(t; p1, · · · , p2n)φ(p1) · · ·φ(p2n)
}
= Sint(t)
where we have omitted the tilde from the Fourier modes. The function K(x)
has the property that it is 1 for 0 ≤ x ≤ 1 and converges rapidly to 0 as x→∞.
Hence, effectively the scalar field has the momentum cutoff
Λ = µe−t
Please note that we have chosen a sign convention for t so that Λ decreases as
we increase t. The interaction vertices V2n depend on momenta, and we treat
them perturbatively, using
K
(
p
µe−t
)
p2 +m2
as the propagator. Denoting the interaction vertices as
16But the reading of his summary of the idea of Wilson’s RG is strongly recommended.
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a typical Feynman graph would look like
Since the loop momenta are cut off at p = µe−t, there is no UV divergences.
3.1 Derivation of ERG differential equations
We define ERG by the change of the action under the decrease of Λ or equiva-
lently the increase of t. We change the action in such a way that the correlation
functions do not change.
〈φ(~p1) · · ·φ(~p2n)〉S(t) = 〈φ(~p1) · · ·φ(~p2n)〉S(t+∆t)
where ∆t > 0 and
(∀i) pi < µe−t−∆t
This can be done by compensating the change of the propagator by changing
the vertices, as we will see shortly.
In calculating the correlation functions, a propagator acts in one of the three
ways:
1. it connects two distinct vertices (internal line)
2. it connects the same vertex (internal line)
3. it is attached to an external source (external line)
Now, as we increase t infinitesimally to t+∆t, we find
K
(
p
µe−t
)
= K
(
p
µe−t−∆t
)
+∆t (−) ∂
∂t
K
(
p
µe−t
)
︸ ︷︷ ︸
≡∆
(
p
µe−t
)
Hence, denoting
∆
(
p
µe−t
)
p2 +m2
=
we obtain
K
(
p
µe−t
)
p2 +m2
=
K
(
p
µe−t−∆t
)
p2 +m2
+∆t
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Figure 9: Two types of corrections to Sint
Let us consider a Feynman diagram for the action S(t). The propagator is given
by the left-hand side above. Imagine replacing the propagator by the right-hand
side and expand the diagram in powers of ∆t. At first order in ∆t, we must use
the second term (red line) just once. It enters the Feynman graph in one of the
two ways shown in Figure 8, We don’t have to consider a red line attached to
an external source, if we restrict all the external momenta by p < µe−t−∆t.
Incorporating the contribution of the red line as part of a vertex, we obtain
the following diagrammatic differential equation:
∂
∂t
V2n(t; p1, · · · , p2n) = +
The first term on the right is actually a sum over all possible partitions of 2n
external momenta into two parts. This can be expressed nicely using a more
abstract notation as
∂t(−Sint)(t) = 1
2
∫
p
∆
(
p
µe−t
)
p2 +m2
[
δ(−Sint)(t)
δφ(p)
δ(−Sint)(t)
δφ(−p) +
δ2(−Sint)(t)
δφ(p)δφ(−p)
]
Problem 3-1: Check this result.
These differential equations for the vertices, which we call perturbative ERG
differential equations, were derived by Polchinski.[4]
3.2 Renormalization
As is the case with any differential equations, we must specify initial conditions
to solve the ERG differential equations. To obtain the renormalized trajectories
or equivalently the continuum limit, we need to take the theory to criticality,
as we saw in the previous lectures. Thanks to universality, it does not matter
what initial conditions to choose as long as we can tune them for criticality. For
example, we can choose the initial condition at t = t0 in the following form:

V2(t0; p,−p) = µ2e−2t0g(λ, t0) +m2zm(λ, t0) + p2z(λ, t0)
V4(t0; p1, · · · , p4) = −λ(1 + zλ(λ, t0))
V2n≥6(t0; p1, · · · , p2n) = 0
We determine g(λ, t0) so that the theory is critical at m
2 = 0. In perturbation
theory, we determine the functions g, zm, z, and zλ as power series in λ so that
the vertices {V2n(t)}, for any finite t, are well defined in the limit t0 → −∞.
This is how renormalizability was proved in ref. [4].
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Figure 10: The continuum limit is obtained as t0 → −∞.
3.3 Asymptotic conditions
In the previous lecture we have mentioned that it is practically impossible to
construct the actions on the renormalized trajectories, even though we can con-
struct the continuum limit of the correlation functions. In perturbation theory,
however, this can be done by solving the ERG differential equations under ap-
propriate conditions.
The φ4 theory does not have the kind of fixed point that the three dimen-
sional sibling has. Hence, we cannot demand that the renormalized trajectories
trace back to a fixed point as we go backward along ERG. Instead, we can
demand that the renormalized trajectories satisfy the following asymptotic
conditions as t→ −∞:[7]

V2(t; p,−p) −→ µ2e−2ta2(t;λ) +m2b2(t;λ) + p2c2(t;λ)
V4(t; p1, · · · , p4) −→ a4(t;λ)
V2n≥6(t; p1, · · · , p2n) −→ O(ey2nt)
Here, a2, b2, c2, and a4 are all power series of λ, and at each order of λ they are
polynomials of t. The t-independent part of b2, c2, a4 are not fixed by ERG, and
we can adopt the following convention:{
b2(0;λ) = c2(0;λ) = 0
a4(0;λ) = −λ
Hence, at first order in λ we obtain
V(1)4 = −λ
This plays the role of a seed for perturbative expansions. The vertices are
uniquely determined with m2 and λ as parameters.17
As an example, let us determine the 2-point vertex at first order. It satisfies
∂tV(1)2 (t; p,−p) =
1
2
∫
q
∆
(
q
µe−t
)
q2 +m2
V(1)4 (t; q,−q, p,−p)︸ ︷︷ ︸
=−λ
= −λ
2
∫
q
∆
(
q
µe−t
)
q2 +m2
For large −t≫ 1 we obtain
∫
q
∆
(
q
µe−t
)
q2 +m2
= µ2e−2t
∫
q
∆(q)
q2 + m
2
µ2e−2t
≃ µ2e−2t
∫
q
∆(q)
q2
−m2
∫
q
∆(q)
q4
17This was proved in ref. [7].
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Figure 11: We interpret high momentum propagators as part of vertices.
Hence, we obtain
V(1)2 (t) =
−λ
2
[∫ t
−∞
dt′
∫
q
∆
(
q
µe−t′
)(
1
q2 +m2
− 1
q2
+
m2
q4
)
︸ ︷︷ ︸
= m
4
q4(q2+m2)
−µ
2e−2t
2
∫
q
∆(q)
q2
− tm2
∫
q
∆(q)
q4
]
=
−λ
2
[∫
q
(
1−K
(
q
µe−t
))
m4
q4(q2 +m2)
−µ
2e−2t
2
∫
q
∆(q)
q2
− tm2
∫
q
∆(q)
q4
]
This implies {
a
(1)
2 (t) =
λ
4
∫
q
∆(q)
q2
b
(1)
2 (t) =
λ
2 t
∫
q
∆(q)
q4 = λt
1
(4π)2
Problem 3-2: Compute V(1)2 (t) explicitly for the choice K(x) = θ(1− x).
Problem 3-3: Using V(1)2 (t) obtained above, compute the self-energy correction
at first order. (Answer:
−λ
2
∫
q<µe−t
1
q2 +m2
+ V(1)2 (t) =
−λ
(4π)2
m2 ln
m2
µ2
)
3.4 Diagrammatic rules
The vertices V2n(t; p1, · · · , p2n) are most easily calculated diagrammatically.
Consider a Feynman diagram with the standard propagator, which we can de-
compose into the low and high momentum parts:
1
p2 +m2
=
K
(
p
µe−t
)
p2 +m2
+
1−K
(
p
µe−t
)
p2 +m2
Substituting this into each propagator of a Feynman diagram, we get a bunch
of diagrams in which low and high momentum propagators are mixed. By inter-
preting high momentum propagators not as propagators but as part of vertices,
we get Feynman diagrams only with low momentum propagators. Hence, the
vertices are basically obtained from Feynman diagrams in which the propagator
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is given by the high-momentum propagator. The necessary UV subtractions are
made in the BPHZ manner, i.e., at the level of integrands we subtract the first
couple of terms of the Taylor series in m2 and external momentum p. We then
add finite counterterms to assure the correct t dependence.18
As an example, let us compute V4 at second order in λ. In the s-channel, we
have
p
q
q+p
=
λ2
2
∫
q
(
1−K
(
q
µe−t
))(
1−K
(
q+p
µe−t
))
(q2 +m2)((q + p)2 +m2)
As it is, this is UV divergent. We subtract the integrand evaluated at p2 =
m2 = 0 to obtain a finite integral:
λ2
2
∫
q


(
1−K
(
q
µe−t
))(
1−K
(
q+p
µe−t
))
(q2 +m2)((q + p)2 +m2)
−
(
1−K
(
q
µe−t
))2
q4


But this does not have the correct t-dependence, and we must add a finite
counterterm:
λ2t
∫
q
∆
(
q
µe−t
)(
1−K
(
q
µe−t
))
q4
= λ2t
∫
q
∆(q)(1 −K(q))
q4
= λ2t
1
(4π)2
Another type of contribution to V4 comes from the following 1PR (one-particle
reducible) diagram19:
p
1
= V(1)2 (t)
1 −K
(
p1
µe−t
)
p21 +m
2
(−λ)
3.5 Beta function and anomalous dimensions
How do the beta function and anomalous dimensions arise in the context of
ERG?20 To understand this, we first note that besides t the action S(t) has
only m2, λ, and µ as parameters. The correlation functions are independent of
t, and hence we can use the notation
〈φ(~p1) · · ·φ(~p2n)〉m2,λ;µ
This can be calculated using any action S(t) as long as (∀i) µe−t > pi.
The beta function β(λ) and anomalous dimensions βm(λ), γ(λ) describe the
µ dependence of the correlation functions. For ∆t infinitesimal, we find
〈φ(~p1) · · ·φ(~p2n)〉m2(1−∆tβm(λ)),λ−∆tβ(λ);µ(1+∆t)
= (1−∆t · 2nγ(λ)) 〈φ(~p1) · · ·φ(~p2n)〉m2,λ;µ
18Details are still to be worked out. See [8] for partial results.
19Note that the first term on the right-hand side of the ERG differential equation implies
that the 1PR diagrams also contribute to the vertices.
20For a detailed derivation of the results in this subsection, please see the lecture notes [8].
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The beta function and anomalous dimensions are given in terms of asymptotic
vertices defined by the following behavior as t→ −∞:{
V4(t; qµe−t,−qµe−t, p,−p) −→ a4(t; q) + m2µ2e−2t b4(t; q) + p
2
µ2e−2t c4(t; q)
V6(t; qµe−t,−qµe−t, 0, 0, 0, 0) −→ 1µ2e−2t a6(t; q)
Then, we obtain
2γ(λ) =
− 12
∫
q
∆(q)
q2 c4(0; q)
1− 12
∫
q
K(q)(1−K(q))
q4 c4(0; q)
βm(λ) =
1
1− 12
∫
q
K(q)(1−K(q))
q2 a4(0; q)
[
1
2
∫
q
∆(q)
(
a4(0; q)
q4
− b4(0; q)
q2
)
−2γ(λ)
{
1 +
1
2
∫
q
K(q)(1−K(q))
(
a4(0; q)
q4
− b4(0; q)
q2
)}]
β(λ) = −1
2
∫
q
∆(q)
q2
a6(0; q)− 2γ(λ)
(
2λ− 1
2
∫
q
K(q)(1−K(q))
q2
a6(0; q)
)
These get much simplified for the particular choice:21
K(q) = θ(1− q)
Problem 3-4: Simplify the formulas for the beta function and anomalous di-
mensions for the above choice of K. (Note K(1−K) = 0.)
To lowest order in λ, we find

a4(0; q) = −λ+O(λ2)
b4(0; q) = O(λ
2)
c4(0; q) = O(λ
2)
a6(0; q) = 6λ
2 1−K(q)
q2 +O(λ
3)
and we obtain the familiar results:22

γ(λ) = O(λ2)
βm(λ) =
1
2
∫
q
∆(q)
q4 (−λ) + O(λ2) ≃ − λ(4π)2
β(λ) = − 12
∫
q
∆(q)
q2 6λ
2 1−K(q)
q2 +O(λ
3) ≃ − 3λ2(4π)2
4 Lecture 4 – Application to QED
To define QED we must introduce a vector field Aµ for photons and a spinor
field ψ for electrons. The free part of the action is given by
Sfree(t) =
1
2
∫
k
Aµ(k)Aν(−k)
k2δµν −
(
1− 1ξ
)
kµkν
K
(
k
µe−t
) + ∫
p
ψ¯(−p) p/ + im
K
(
p
µe−t
)ψ(p)
21For this choice it can be shown that the asymptotic vertices b2(t; λ), c2(t; λ), and a4(t; λ)
are determined by β, βm, γ. For example,
a4(t; λ) = exp
[
4
∫ t
0
dt′ γ(λ¯(t′; λ))
]
· (−λ¯(t; λ))
where λ¯(t; λ) is the running coupling satisfying the initial condition λ¯(0; λ) = λ.
22Our convention for β(λ) differs from the standard one by the sign.
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so that the propagators are given by
µ ν
k
=
K
(
k
µe−t
)
k2
(
δµν − (1− ξ)kµkν
k2
)
p =
K
(
p
µe−t
)
p/ + im
We write the interaction part of the action as
Sint(t) = −
∞∑
M=1
∞∑
N=1
1
M !
1
(N !)2
∫
k1+···+pN=0
Aµ1 (k1) · · ·AµM (kM )ψ¯(−q1) · · · ψ¯(−qN )
· Vµ1···µM ,N (−t; k1, · · · , kM ;−q1, · · · ,−qN ; p1, · · · , pN )ψ(p1) · · ·ψ(pN )
We can denote the vertices graphically as
Vµ1,···,µM ,N(t; k1, · · · ,−q1, · · · , p1, · · ·) =
k p
q
The vertices satisfy the ERG differential equations given graphically by
∂
∂t
=
+ + +
where
µ ν
k
=
∆
(
k
µe−t
)
k2
(
δµν − (1− ξ)kµkν
k2
)
p =
∆
(
p
µe−t
)
p/ + im
The theory is obtained by solving the ERG differential equations under the
following asymptotic conditions for t→ −∞:
Vµν(t; k,−k) −→ δµν
(
µ2e−2ta2(t) +m2b2(t)
)
+ k2δµνc2(t) + kµkνd2(t)
V1(t; p,−p) −→ af (t)p/ + bf(t)im
Vµ,1(t; k,−p− k, p) −→ a3(t)γµ
Vαβγδ(t; k1, · · · , k4) −→ a4(t) (δαβδγδ + δαγδβδ + δαδδβγ)
higher vertices −→ 0
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Note that the three-point vertex of photons vanish identically
Vαβγ = 0
since we impose invariance under charge conjugation.
In specifying the asymptotic conditions, all the t-dependence of the asymp-
totic vertices are fixed by the ERG differential equations. But
b2(0), c2(0), d2(0), af (0), bf (0), a3(0), a4(0)
are free parameters, and we can take them arbitrarily as far as renormalization
is concerned. We can choose
c2(0) = af(0) = 0
by normalizing the fields Aµ, ψ appropriately. We can also take
bf(0) = 0
by normalizing the mass parameter m of the electron appropriately. We could
choose a3(0) = e, the electric charge, but we prefer to introduce e through the
Ward identities. In the following we will show that
b2(0), d2(0), a3(0), a4(0)
are determined uniquely as power series of e by imposing that the theory satisfy
the Ward identities.
4.1 Ward identities
Let us recall the Ward identities. The two-point function of the gauge field
satisfies
1
ξ
kµ 〈Aµ(−k)Aν(k)〉 = kν
k2
and those with electron fields satisfy23
1
ξ
kµ
〈
Aµ(−k)Aµ1 · · ·AµM (kM )ψ(q1) · · ·ψ(qN )ψ¯(−p1) · · · ψ¯(−pN )
〉
=
e
k2
N∑
n=1
(〈Aµ1 · · ·ψ(qn − k) · · ·〉 − 〈Aµ1 · · · ψ¯(−pn − k) · · ·〉)
These Ward identities are expected to imply the invariance of the action
under gauge transformations or the BRST transformation. The Ward identities
imply
1. that the photon has only two transverse degrees of freedom,
2. that the S-matrix is independent of the gauge fixing parameter ξ.
There is a complication, however, since our action
S(t) = Sfree(t) + Sint(t)
gives the correlation functions correctly only for external momenta less than
µe−t. This calls for two changes:
23Here we only consider the connected part of the correlation.
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1. We must modify the BRST transformation.
2. The action is not strictly invariant under the modified BRST transforma-
tion.
The derivation would take too much space and time (one full lecture; see ref. [8]),
and we will content ourselves by merely describing the results.
4.1.1 Modified BRST transformation
We generalize the action by including Faddeev-Popov ghost and antighost fields:
Sfree(t) =
1
2
∫
k
Aµ(−k)Aν(k)
k2δµν −
(
1− 1ξ
)
kµkν
K
(
k
µe−t
)
+
∫
p
ψ¯(−p) p/ + im
K
(
p
µe−t
)ψ(p) + ∫
k
c¯(−k) k
2
K
(
k
µe−t
)c(k)
where c and c¯ are both anticommuting fields. The interaction part of the action
is free of c, c¯. We then introduce the following BRST transformation:

δǫAµ(k) = kµǫ c(k)
δǫc(k) = 0
δǫc¯(−k) = − 1ξkµAµ(−k)ǫ
δǫψ(p) = e
∫
k ǫ c(k)
K
(
p
µe−t
)
K
(
p−k
µe−t
)ψ(p− k)
δǫψ¯(−p) = −e
∫
k
ǫ c(k)
K
(
p
µe−t
)
K
(
p+k
µe−t
) ψ¯(−p− k)
where ǫ is an arbitrary anticommuting constant. In the limit t→ −∞, we find
K = 1, and the above reduces to the standard BRST transformation.
4.1.2 BRST transformation of the action
The total action S(t) = Sfree(t) + Sint(t) is not quite BRST invariant. It must
transform as
δǫS(t) = −
∫
k
ǫ c(k)O(t;−k)
where
O(t;−k) ≡
∫
p
[ −→
δ
δψ¯i(−p)
(−S(t)) · (−S(t))
←−
δ
δψj(p+ k)
+
−→
δ
δψ¯i(−p)
(−S(t))
←−
δ
δψj(p+ k)
]
Uji(t;−p− k, p)
and
U(t;−p− k, p) ≡ e

K
(
p+ k
µe−t
) 1−K ( pµe−t)
p/ + im
−
1−K
(
p+k
µe−t
)
p/ + k/ + im
K
(
p
µe−t
)

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The above BRST transformation property guarantees the Ward identities of
the correlation functions for external momenta less than the cutoff µe−t. It
also has the important property that if it is satisfied at some t, the ERG dif-
ferential equation implies that it is satisfied at any other t. Hence, the BRST
transformation property is consistent with the ERG.
4.1.3 BRST invariance at t→ −∞
The consistency of the BRST “invariance” or transformation property of the
action S(t) with ERG implies that we only need to check it asymptotically as
t → −∞. If it is satisfied asymptotically, it is satisfied for any finite t. As
t→ −∞,
δǫS(t) = −
∫
k
ǫ c(k)O(t;−k)
gives the following three equations.
kµ
(
µ2e−2ta2(t) +m2b2(t) + k2(c2 + d2)(t)
)
= − lim
t→−∞
k
a3(t)k/ = e (1− af (t)) k/− lim
t→−∞
k
pp+k
a4(t) (kαδβγ + kβδγα + kγδαβ) = − lim
t→−∞
k
where
k pp+k = U(t;−p− k, p)
For the higher point vertices, we simply get 0 = 0. From the second equation,
we immediately see
a3(0) = e+O(e
3)
It is clear that the above BRST transformation properties determine the coeffi-
cients b2(0), d2(0), a3(0), a4(0) uniquely if we use the convention c2(0) = af (0) =
0.
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4.2 One-loop calculations
Let us compute b2(0), d2(0), a3(0)− e, a4(0) at one-loop.
4.2.1 Photon two-point
At one-loop, we obtain
−
ν
= e2
∫
q
×Sp

γν

K (q + k
µe−t
) 1−K ( qµe−t)
q/ + im
−
1−K
(
q+k
µe−t
)
q/ + k/ + im
K
(
q
µe−t
)


t→∞−→ e2kν
[
−2µ2e−2t
∫
q
∆(q)(1 −K(q))
q2
+
(
m2 +
1
3
k2
)∫
q
∆(q)
q4
]
Thus, we obtain {
b2(0) = e
2
∫
q
∆(q)
q4 =
2e2
(4π)2
c2(0) =
e2
3
∫
q
∆(q)
q4 =
4e2
3(4π)2
(In fact b2(t) is independent of t.)
4.2.2 Photon-electron vertex
At one-loop, we obtain
− qq+k
vertex
= −e3
∫
q
1−K
(
q−p
µe−t
)
(q − p)2 γµ
[
K
(
q + k
µe−t
) 1−K ( qµe−t)
q/ + im
−
1−K
(
q+k
µe−t
)
q/ + k/ + im
K
(
q
µe−t
)]
γν
(
δµν − (1 − ξ) (q − p)µ(q − p)ν
(q − p)2
)
t→∞−→ −e3k/
∫
q
1
q4
{
ξK(q)(1 −K(q))2 + 3− ξ
4
(1−K(q))∆(q)
}
Hence, we obtain
a3(0) = e
[
1− e2
(
ξ
∫
q
1
q4
K(q)(1−K(q))2 + 3− ξ
4
1
(4π)2
)]
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4.2.3 Photon four-point
At one-loop, we obtain
−
vertex
α
β
γ
− five permutations
= e4
∫
q
Sp
[
γγ
1−K
(
q−k3
µe−t
)
q/− k/3 + im
γβ
1−K
(
q−k3−k2
µe−t
)
q/ − k/3 − k/2 + im
γα
·

K
(
q + k
µe−t
) 1−K ( qµe−t)
q/ + im
−
1−K
(
q+k
µe−t
)
q/ + k/ + im
K
(
q
µe−t
)

]
+ five permutations
t→∞−→ 2e4 (kαδβγ + kβδγα + kγδαβ)
∫
q
∆(q)(1 −K(q))2
q4︸ ︷︷ ︸
= 2
3(4π)2
Hence, a4(t) is independent of t:
a4(t) =
4
3(4π)2
e4
4.3 Comments on chiral QED
We can construct chiral QED by replacing the electron field by massless R-hand
fermion fields ψi with charge ei.
γ5ψi = ψi
Unless there are equal numbers of positive and negative charged particles, there
is no invariance under charge conjugation, and the three-photon vertex Vαβγ is
non-vanishing. Its asymptotic form is given by
Vαβγ(t; k1, k2, k3) t→−∞−→ ia˜3(t) (k1αδβγ + k2βδγα + k3γδαβ)
Correspondingly, we get one more Ward identity for t→ −∞:
ia˜3(t)
(
k2δαβ + k1αkβ + kαk2β
)
= − lim
t→∞
k
α β
k
1
k
2
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The potential problem is that the right-hand side gets an anomalous contribu-
tion proportional to
ǫαβµνk1µk2ν
Unless this coefficient vanishes automatically, we cannot satisfy the Ward iden-
tities.
The non-renormalization theorem of anomaly is the statement that if the
coefficient of the above term vanishes at 1-loop level, i.e.,∑
i
e3i = 0
then it vanishes automatically at higher loop levels. This has been proved using
the Callan-Symanzik equation (analogous to RG). (See [9] for review.) I am
trying to prove the theorem using the perturbative ERG method sketched in
this lecture, hoping the proof is simpler.
The dimensional regularization, which is the most popular method of practi-
cal calculations, has trouble regularizing chiral gauge theories. I am also hoping
that the ERG method will find practical applications in constructing chiral non-
abelian gauge theories perturbatively.
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A O(N) non-linear sigma model in 2 dimensions
The action is given by
S =
1
2g0
∑
~n
∑
i=1,2
(
ΦI
~n+iˆ
− ΦI~n
)2
where g0 > 0, and Φ
I is an N -dimensional unit vector:
ΦIΦI = 1
We have suppressed the summation over the repeated I = 1, · · · , N .
The action is invariant under the continuous O(N) transformation:
ΦI~n −→ OIJΦJ~n
where OIJ is an arbitrary O(N) matrix independent of ~n. In two dimensions
this symmetry is never spontaneously broken except at g0 = 0.
24
The continuum limit is obtained as〈
ΦI(~r)ΦJ(~0)
〉
g;µ
≡
(
g
1 + c g
)2γ
lim
t→∞
t2γ
〈
ΦI~n=~rµetΦ
J
~0
〉
g0
where we choose g0 as
g0 =
1
t+ c ln t− ln Λ(g)µ
where
Λ(g)
µ
≡ e− 1g
(
g
1 + c g
)−c
and {
c ≡ 1N−2
γ ≡ 12 N−1N−2
It is straightforward to derive the RG equation:〈
ΦI(~re−∆t)ΦJ (~0)
〉
g+∆t·β(g);µ
= (1 +∆t · 2γ g)
〈
ΦI(~r)ΦJ (~0)
〉
g;µ
where
β(g) ≡ g2 + cg3
The correlation length is of order 1Λ(g) , and for short distances r ≪ 1Λ(g) the
two-point function can be expanded as
〈
ΦI(~r)ΦJ (~0)
〉
g;µ
= δIJ
(
g
1 + c g
1 + c g(lnµr)
g(lnµr)
)2γ
C(g(lnµr))
where g(t) is the solution of
d
dt
g(t) = β(g(t))
satisfying the initial condition g(0) = g, and C(g) can be expanded in powers
of g.
24In three and higher dimensions there is a critical point at a non-vanishing g0.
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B Large N approximation for the lattice φ4 the-
ory
In this appendix we would like to compute the critical exponents yE , η and
follow the renormalization prescription given in lecture 1 explicitly for the φ4
theory in 3 & 4 dimensions. For this purpose we generalize the φ4 theory by
introducing N scalar fields. For N ≫ 1, we can compute yE , η using the mean
field approximation.
The action is given by
S =
∑
~n
(
1
2
(
φI
~n+iˆ
− φI~n
)2
+
m20
2
(φI~n)
2 +
λ0
8N
((
φI~n
)2)2)
where the summation symbol over I = 1, · · · , N is suppressed. We expect the
following symmetry breaking:
m20 < m
2
0,cr(λ0) m
2
0 > m
2
0,cr(λ0)〈
φI
〉
= vδIN 6= 0 〈φI〉 = 0
O(N)
broken→ O(N − 1) O(N) symmetric
N − 1 massless Nambu-Goldstone particles N massive particles
& 1 massive particle of the same mass mph
B.1 3 dimensions
B.1.1 Introduction of an auxiliary field
For large N ≫ 1, only the average behavior of the fields φI becomes important,
and this is the reason why the theory simplifies in this limit. Mathematically
the large N limit is equivalent to the saddle point approximation of the integral∫ ∞
−∞
dx e−Nf(x) = e−Nf(x0)
√
π
Nf ′′(x0)
(
1 + O
(
1
N
))
=
1√
N
exp

−N(f(x0) + O(1/N)︸ ︷︷ ︸
corrections
)


where x0 is the minimum point of f(x) so that
f ′(x0) = 0, f ′′(x0) > 0
To take the large N limit, it is convenient to introduce an auxiliary real field
α~n to rewrite the action as follows:
S =
∑
~n
[
1
2
(
φI
~n+iˆ
− φI~n
)2
+
m20
2
(φI~n)
2 +
λ0
8N
(
(φI~n)
2
)2
+
N
2λ0
(
α~n − iλ0
2N
(φI~n)
2
)2 ]
The integration over α~n simply changes the partition function by a constant
factor, but the correlation functions remain intact. Expanding the last term,
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we obtain
S =
∑
~n
(
1
2
(
φI
~n+iˆ
− φI~n
)2
+
m20
2
(φI~n)
2 +
N
2λ0
α2~n − iα~n
1
2
(φI~n)
2
)
without φ4 interaction terms.
If we integrate over the N fields φI~n before α~n, we get
Z1[α] ≡
∏
~n
∫
dφ~n exp
[
−1
2
∑
~n
(∑
i
(φ~n+iˆ − φ~n)2 +m20φ2~n − iα~n
1
2
φ2~n
)]
from each component φI , and the partition function can be written as
Z =
∏
~n
∫
dα~n e
− N2λ0
∑
~n
α2~nZ1[α]
N =
∏
~n
∫
dα~n e
−N
(
1
2λ0
∑
~n
α2~n−lnZ1[α]
)
Thus, for N ≫ 1, we can calculate the integrals over α~n using the saddle point
approximation. We decompose
α~n = i∆m
2
0 + σ~n
where i∆m20 is the value of α~n at the saddle point, and σ~n is the fluctuation
around the saddle point. In the limit N → ∞ we can ignore the integration
over the fluctuations σ~n.
Now, the condition that i∆m20 is a saddle point is given by
∂
∂α~n

 1
2λ0
∑
~n′
α2~n′ − lnZ1[α]

∣∣∣∣∣
α=i∆m20
= 0
Hence, we obtain
∆m20 −
〈
λ0
2
φ2~n
〉
S′
≡
∏
~n′
∫
dφ~n′
(
∆m20 −
λ0
2
φ2~n
)
e−S
′
= 0
where
S′ ≡
∑
~n′
(
1
2
∑
i
(
φ~n′+iˆ − φ~n′
)2
+
m20 +∆m
2
0
2
φ2~n′
)
This condition determines ∆m20.
From now on we assume the symmetric phase. Let
m20,ph ≡ m20 +∆m20
In the symmetric phase, m20,ph > 0, and the action S
′ describes N free particles
of mass m0,ph in lattice units. Hence, the propagator is given by〈
φI~nφ
J
~0
〉
S′
= δIJ
∫
|ki|<π
d3k
(2π)3
eik·n
4
∑3
i=1 sin
2 ki
2 +m
2
0,ph
This is a free field theory. Denoting the physical length of a lattice spacing as
a = 1µet , m
2
0,ph is related to the physical squared mass m
2
ph as
m20,ph = e
−2tm
2
ph
µ2
t→∞−→ 0
Thus, in the limit N → ∞, the scalar fields are free. The interactions are
due to the fluctuations of σ~n, and are of order
1
N .
36
B.1.2 Determination of ∆m20
We now obtain ∆m20 as
∆m20 = λ0
〈
(φ~n)
2
2
〉
S′
=
λ0
2
∫
|ki|<π
d3k
(2π)3
1
4
∑
i sin
2 ki
2 +m
2
0,ph
For t≫ 1, m20,ph =
m2ph
µ2 e
−2t is small, and we can approximate the integral as∫
|ki|<π
d3k
(2π)3
1
4
∑
i sin
2 ki
2 +m
2
0,ph
−
∫
|ki|<π
d3k
(2π)3
1
4
∑
i sin
2 ki
2
= −m20,ph
∫
|ki|<π
d3k
(2π)3
1
(4
∑
i sin
2 ki
2 +m
2
0,ph) · 4
∑
i sin
2 ki
2
t≫1
=⇒ −e−tm
2
ph
µ
∫
d3k
(2π)3
1
k2(k2 +m2ph)
= − 1
4π
mph
µ
e−t
Therefore, we obtain
∆m20 =
λ0
2
A3 − λ0
8π
mph
µ
e−t
where
A3 ≡
∫
|ki|<π
d3k
(2π)3
1
4
∑
i sin
2 ki
2
is a constant. Thus,
m20,ph = m
2
0 +∆m
2
0 = m
2
0 +
λ0
2
A3 − λ0
8π
mph
µ
e−t
For large t≫ 1 we can ignore m20,ph ∝ e−2t, and we obtain
m20 = −
λ0
2
A3 +
λ0
8π
mph
µ
e−t
Comparing this with the expected result
m20 = m
2
0,cr(λ0) + zm(λ0)
g
µ2
e−yEt
we obtain
m20,cr(λ0) = −
λ0
2
A3 & yE = 1 & zm(λ0) =
λ0
8π
We also obtain
g
µ2
=
mph
µ
−→ mph = g
µ
∝ g
as expected from the general result mph ∝ g
1
yE .
Before closing this subsection, we remark that the above result cannot possi-
bly be obtained by perturbation theory. The expression for the physical squared
mass can be written as
m20,ph =
(
8π
λ0
m20 +
2
π
)2
which diverges as λ0 → 0.
37
B.1.3 Continuum limit in the large N
Thus, in the large N limit, the continuum limit of the two-point function is
obtained as〈
φI(~r)φJ (~0)
〉
g
≡ µ lim
t→∞
et
〈
φI~n=~rµetφ
J
~0
〉
m20=m
2
0,cr(λ0)+
g
µ2
e−t
=
∫
d3p
(2π)3
eipr
p2 +m2ph
where
m2ph ≡
(
8π
λ0
)2
g2
µ2
This is a free theory, and the anomalous dimension vanishes: η
N→∞−→ 0
B.1.4 Results from the ǫ expansions
We have just seen that the theory becomes free in the limit N →∞. Similarly,
if we define the theory in
D ≡ 4− ǫ
dimensional space (ǫ = 1 for three dimensional space), the theory is known to
become trivial in the limit ǫ → 0. The critical exponents yE , η can then be
calculated in powers of ǫ, and the following results are known[2]:{
yE = 2− N+2N+8ǫ+ O(ǫ2, 1/N)
η = 12
N+2
(N+8)2 ǫ
2 +O(ǫ3, 1/N2)
For N = 1, by substituting ǫ = 1, we obtain
yE ≃ 5
3
, η ≃ 0.02
The numerical simulations suggest η ≃ 0.04, and the leading order approxima-
tion in ǫ is not a good fit, while yE ≃ 53 is a good fit.
B.2 4 dimensions
Following the procedure given for the 3 dimensional case above, we can rewrite
the action using an auxiliary field α~n as
S =
∑
~n
(
1
2
4∑
i=1
(
φI
~n+iˆ
− φI~n
)2
+
m20
2
(φI~n)
2 +
N
2λ0
α2~n − iα~n
(φI~n)
2
2
)
From now on we assume the symmetric phase m20 > m
2
0,cr(λ0). (We will
compute the critical value shortly.) We shift the auxiliary field by the saddle
point value
α~n = i∆m
2
0 +
√
λ0
N
σ~n
where we have rescaled the fluctuation σ~n for later convenience. The action is
now written as
S =
∑
~n
[
1
2
4∑
i=1
(
φI
~n+iˆ
− φI~n
)2
+
m20,ph
2
(φI~n)
2
+
1
2
σ2~n − i
√
λ0
N
σ~n
1
2
(φI~n)
2 + i
√
N
λ0
∆m20 σ~n
]
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where
m20,ph ≡ m20 +∆m20
The value i∆m20 of α~n at the saddle point is determined by the same condi-
tion as for the 3 dimensional case
∆m20 =
λ0
2
∫
|ki|<π
d4k
(2π)4
1
4
∑4
i=1 sin
2 ki
2 +m
2
0,ph
except that the momentum integral is now four dimensional. We find, for small
m20,ph,
∆m20 =
λ0
2
(
A4 +m
2
0,ph
1
(4π)2
(lnm20,ph +B4)
)
where A4 is a constant defined by
A4 ≡
∫
|ki|<π
d4k
(2π)4
1
4
∑
i sin
2 ki
2
and B4 is a constant (unknown to me at least). Therefore,
m20,ph = m
2
0 +
λ0
2
(
A4 +m
2
0,ph
1
(4π)2
(lnm20,ph +B4)
)
For the continuum limit, we must obtain
m20,ph =
m2ph
µ2
e−2t t→∞−→ 0
Hence, we obtain for large t
m20 = −
λ0
2
A4 + e
−2tm
2
ph
µ2
(
1− λ0
2
1
(4π)2
(
−2t+ ln m
2
ph
µ2
+B4
))
= −λ0
2
A4 + e
−2t λ0
(4π)2
m2ph
µ2
(
(4π)2
λ0
+ t− 1
2
ln
m2ph
µ2
− B4
2
)
Therefore, the critical squared mass is given by
m20,cr(λ0) = −
λ0
2
A4
We now introduce two parameters:
λ˜ ≡ 1
t+ (4π)
2
λ0
−B42
m˜2 ≡ m2ph
(
1− λ˜ ln mphµ
)
so that the above result can be written nicely as
m20 = m
2
0,cr(λ0) + zm(λ0)e
−2tλ˜−1
m˜2
µ2
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where
zm(λ0) ≡ λ0
(4π)2
We note {
λ˜
t→∞−→ 0
m˜2
t→∞−→ m2ph
To find the physical meaning of λ˜, we must look at interactions which are
of order 1N . The interactions are mediated by the σ field. Let us look at
the two-point function of σ to order 1. The self-energy correction is given by
−Π(k) ≡
N possibilities
k
= −λ0
2
∫
|pi|<π
d4p
(2π)4
1(
4
∑
i sin
2 pi
2 +m
2
0,ph
)(
4
∑
j sin
2 pj+kj
2 +m
2
0,ph
)
For k2 = O(e−2t) and m20,ph = O(e
−2t) this integral can be evaluated. We find
Π(k) = −λ0
2
1
(4π)2
(
lnm20,ph +B4 + f
(
4m20,ph
k2
))
where
f(x) ≡ √1 + x ln
√
1 + x+ 1√
1 + x− 1 − 1
Thus, the propagator of σ is given by
〈
σ~nσ~0
〉
=
∫
|ki|<π
d3k
(2π)3
eikn
1 + Π(k)
and in the momentum space the four-point vertex is obtained as
I
J
K
L
k
= −δIJδKL 1
N
λ0
1 + Π(k)
Now, for
k2 =
k2ph
µ2
e−2t, m20,ph =
m2ph
µ2
e−2t
we can rewrite
λ0
1 + Π(k)
=
1
1
λ0
− 12 1(4π)2
(
ln
m2
ph
µ2 − 2t+B4 + f
(
4m2
ph
k2
ph
))
=
(4π)2
1
λ˜
− ln mphµ − 12f
(
4m2
ph
k2
ph
) λ˜≪1−→ (4π)2λ˜
For small λ˜, the strength of the interaction is of order λ˜. Hence, we can call λ˜
a coupling constant.
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B.2.1 Real continuum limit
Now, let us see what happens if we take the continuum limit t → ∞. A dis-
turbing thing happens. Since
λ˜ =
1
t+ (4π)
2
λ0
− B42
t→∞−→ 0
the interaction disappears in this limit, obtaining a free massive theory of mass
m˜. Thus, we find〈
φI(~r)φJ (~0)
〉
m˜2
≡ µ lim
t→∞ e
2t
〈
φI~n=~rµetφ
J
~0
〉
m20,λ0
= δIJ
∫
d3k
(2π)3
eikr
k2 + m˜2
where m20 is given by
m20 = −
λ0
2
A4 + zm(λ0)e
−2t
(
t+
(4π)2
λ0
− B4
2
)
m˜2
µ2
t→∞−→ 0
Note that for t ≫ 1 the coefficient of m˜2 behaves like te−2t, different from the
simple e−2t, due to the non-vanishing λ0. Nevertheless the non-vanishing λ0
does not give rise to interactions in the continuum limit.
B.2.2 Almost continuum limit
The only way to keep the interaction non-vanishing is to keep t large but finite.
For large t the coupling constant λ˜ is small, and hence the smallness of λ˜ is a
sign that the space is pretty close to continuum. Given a coupling constant λ˜,
the lattice spacing is given by
a =
1
µ
e−t =
1
µ
exp
(
− 1
λ˜
+
(4π)2
λ0
− B4
2
)
in physical units. By defining
ΛL(λ˜) ≡ µ e
1
λ˜
we can write the above as
a =
1
ΛL(λ˜)
e
(4π)2
λ0
−B42
We now define an almost continuum limit for t≫ 1 by〈
φI(~r)φJ (~0)
〉
m˜2,λ˜;µ
≡ µ2e2t 〈φI~n=~rµetφJ~0 〉m20,λ0
where λ0 is finite, and m
2
0 and λ˜ are given as before by
m20 = m
2
0,cr(λ0) + zm(λ0)e
−2tλ˜−1 m˜
2
µ2
λ˜ = 1
t+
(4π)2
λ0
−B42
The almost continuum limit depends on t through λ˜.
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B.2.3 RG equations
Using the definition of the almost continuum limit, we can derive RG equations.
Given m20, λ0, we wish to find the changes in m˜
2, λ˜ as we change t to t + ∆t,
where ∆t is infinitesimal. First look at λ˜:
λ˜
t→t+∆t−→ 1
t+∆t+ (4π)
2
λ0
− B42
= λ˜−∆t · λ˜2
Then, to keep m20 invariant, we must find
m˜2
t→t+∆t−→ e2∆t λ˜−∆t · λ˜
2
λ˜
m˜2 = e2∆t(1−∆t · λ˜)m˜2
The above changes of λ˜, m˜2 give the RG transformation of the parameters.
Then, the RG equation of the two-point function are obtained as
〈
φI(~re−∆t)φJ (~0)
〉
e2∆tm˜2(1−∆t·λ˜),λ˜−∆t·λ˜2;µ
= e2∆t
〈
φI(~r)φJ (~0)
〉
m˜2,λ˜;µ
To solve this RG equation, we first note that
ΛL(λ˜−∆t · λ˜2) = e∆tΛL(λ˜)
and then note that
m˜2
λ˜
RG−→ e
2∆tm˜2(1 −∆t · λ˜)
λ˜−∆t · λ˜2 = e
2∆t m˜
2
λ˜
Hence, the general solution of the RG equation is given by
〈
φI(~r)φJ (~0)
〉
m˜2,λ˜; µ
= δIJC
(
ΛL(λ˜)r,
m˜2
λ˜ΛL(λ˜)2
)
where C is an arbitrary function of a single variable.
This implies that the physical mass is given in the form
m2ph =
m˜2
λ˜
f
(
m˜2
λ˜ΛL(λ˜)2
)
or equivalently
m˜2 = λ˜m2ph · g
(
m2ph
ΛL(λ˜)2
)
This is consistent with the result we’ve already obtained:
m˜2 = m2ph
(
1− λ˜ lnmph
)
= λ˜m2ph
(
1
λ˜
− lnmph
)
= λ˜m2ph ·
−1
2
ln
m2ph
ΛL(λ˜)2
Thus, g(x) = − 12 lnx.
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