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Open access under CC BY licPower load forecasting is an essential tool for energy management systems. Accurate load forecasting
supports power companies to make unit commitment decisions and schedule maintenance plans appro-
priately. In addition to minimizing the power generation costs, it is also important for the reliability of
energy systems. This research study presents the implementation of a novel fuzzy wavelet neural net-
work model on an hourly basis, and validates its performance on the prediction of electricity consump-
tion of the power system of the Greek Island of Crete. In the proposed framework, a multiplication
wavelet neural network has replaced the classic linear model, which usually appears in the consequent
part of a neurofuzzy scheme, while subtractive clustering with the aid of the Expectation–Maximization
algorithm is being utilized in the deﬁnition of fuzzy rules. The results related to the minimum and
maximum load using metered data obtained from the power system of the Greek Island of Crete indicate
that the proposed forecasting model provides signiﬁcantly better forecasts, compared to conventional
neural networks models applied on the same dataset.
 2012 Elsevier Ltd. Open access under CC BY license.1. Introduction
Short-term electric load forecasting (STLF) is important for the
operation of power systems. Precise load forecasting supports elec-
tricity utility companies in making unit commitment decisions and
scheduling device maintenance plans. With the introduction of
deregulation in the power industry, the participants of the electric-
ity market face many diverse challenges [1]. In real-time dispatch
operations, forecasting errors result in greater costs for purchasing
electricity for breaking contract in order to maintain the balance of
electricity supply and consumption. In the past, prediction of load
needs within acceptable ranges was performed by skilled opera-
tors. However, deregulations, more complex loads and more strict
requirements have led to the development of forecasting tools.
STLF literature has emerged since the 1960s, yet the issue still
poses a challenge because of its high complexity. Estimating future
load based on historical data is difﬁcult, especially for holidays,
days with extreme weather and other anomalies.
In recent years two different approaches of STLF schemes have
emerged, namely those that are based on statistical analysis and
those that are based on computational intelligence (CI) techniques.
The former include traditional statistical approaches, such as linear
and nonlinear regression analysis [2], time series models [3] andssilis.kodogiannis@gmail.com
ense.Kalman Filtering models [4]. Most statistical based methods for
STLF are linear models which introduce certain assumptions
regarding the characteristics of the load series. However, the rela-
tionship between the variables that affect load demand and actual
load demand is complex and nonlinear making the accuracy of dif-
ferent statistical models system dependent. Contreras et al. [5]
implemented an ARIMA model for forecasting day-ahead electric-
ity price, using real data from Spanish electricity market, while a
self-organizing fuzzy ARMAX model has been proposed for the
STLF of power systems [6].
As an alternative solution, the scientiﬁc community has turned
to CI for solving the problem of STLF. CI-based models are able to
learn nonlinear dependencies utilizing historical data. These mod-
els can be divided into four subgroups depending on the artiﬁcial
intelligence paradigm that they represent namely neural networks
(NNs), fuzzy systems and hybrid models [7]. Although NN-based
models and fuzzy systems have attracted the most attention in
STLF literature, a growing interest exists for the case of hybrid
schemes. Yang [8] has investigated a hybrid scheme that utilizes
both an increment regression tree and Support Vector Machines
for STLF. Regression tree has been created using historical data in
order to deﬁne the data space partition as well as the selection of
input variables. In the next step, SVM utilized the samples of
regression tree nodes for a ﬁner regression tuning.
Many attempts by researchers have been made to optimize the
prediction of the electricity consumption in many countries. Khan
et al. [9] utilized a hybrid neurofuzzy model to predict the power
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performed very satisfactory in analysing the electricity load in
Czech Republic. An Adaptive Neuro Fuzzy Inference System has
been utilized by Yuill [10] for the development of a STLF model
for South African power networks, by considering temperature
and humidity as the main weather parameters affecting the load.
Another study by Kodogiannis et al. [11] discussed the implemen-
tation of NN-based models for predicting electricity consumption
in the Greek island of Crete. The performances were validated
using real data from the Greek Power Authority. Results have
shown that the proposed load-prediction schemes were superior
to the conventional methods.
NN modeling has been admitted as a powerful tool, which can
facilitate the effective development of models by combining infor-
mation from different sources [12]. However, for solving the
majority of approximation problems, NNs require a large number
of neurons. The approximation error is minimized by adjusting
the activation function and network parameters using experimen-
tal data. Two types of activation functions are commonly used: glo-
bal and local. Global activation functions are active over a large
range of input values and provide a global approximation to the
empirical data. Local activation functions are active only in the
immediate vicinity of the given input value. NN models such as
multilayer perceptron (MLP) mainly utilize the sigmoid function
as an activation scheme. The main limitation of sigmoid functions
is that they span over the whole input space. The alteration of the
weight vectors and other parameters involves all the activation
functions, and thus its training is time-consuming, and unavoid-
ably, it achieves much more exploration errors. In addition, this
function is not orthogonal, its energy is limitless, and this leads
to an additional slow convergence [13]. MLPs have difﬁculties
reaching the global minimum in a complex search space and fail
to converge when high nonlinearities exist; these issues have dete-
riorated their generalization capability to achieve superior accu-
racy [14].
In recent years, several researchers have been looking for better
ways to design NNs. For this purpose they had analyzed the rela-
tionship between NNs, approximation theory and functional anal-
ysis. In functional analysis, any continuous function can be
represented as a weighted sum of orthogonal basis functions. Such
expansions can be easily represented as NNs which can be de-
signed for the desired error rate using the properties of orthonor-
mal expansions [15]. Unfortunately, most orthogonal functions
are global approximators, and suffer from the disadvantage men-
tioned previously. In order to take full advantage of orthonormality
of basis functions, and localized learning, a set of basis functions
which are local and orthogonal is required. Wavelets are functions
with such features. In wavelet theory simple orthonormal bases
with good localization properties can be built. Wavelets are a
new family of basis functions that combine powerful properties
such as orthogonality, compact support, localization in time, and
frequency. The wavelet function is a waveform with limited dura-
tion and an average value of zero. Unlike the multilayer perceptron
which is a global network, a wavelet neural network (WNN) is a lo-
cal network in which the output function is well localized in both
time and frequency domains. In a local network only a small subset
of weights are active at each point in the output space and the
training of the network in one part of the input space does not cor-
rupt that which has already been learnt in more distant regions.
Thus, the learning speed of the local network is generally much fas-
ter than the global network [12]. Due to the advantages of WNNs
as universal approximators, the fact that they have more compact
topology than other NNs [16], and their fast learning speed owing
to the constitution of the localized wavelet activation function in
the hidden layer, they have generated a tremendous interest inboth theoretical and applied areas, especially over the past few
years.
An STLF scheme utilizing WNNs has been explored in [17] for
the nonlinear modeling of the dynamic behavior of a power system
load. The performance of the proposed scheme was successfully
evaluated in terms of training speed and accuracy by utilizing me-
tered load and weather data from Taiwan power systems.
In this paper we re-visit the problem mentioned in [11]. In the
present study, a novel clustering-based fuzzy wavelet neural net-
work (CB-FWNN) traces previous load patterns and predicts a load
sample using only recent load data without utilizing any tempera-
ture information [18]. The proposed system identiﬁes the load
model, which is associated with the stochastic behavior of the de-
mand for hourly load for the Greek island of Crete.
In many neuro-fuzzy (NF) models, the consequent part of fuzzy
IF–THEN rules is represented by a function which is a linear com-
bination of the input variables plus a constant term. Such systems
cannot, in general, model complex processes with desired accuracy
using a certain number of rules. These systems do not have local-
izability, instead model the global features of the process and their
convergence is generally slow [19]. In this paper, the usage of
wavelet (rather than linear) functions is proposed to improve the
computational power of NF systems. More speciﬁcally, in the pro-
posed CB-FWNN scheme, sub-WNNs rather than linear polynomi-
als are employed in the consequent section. The proper model can
be obtained by learning the dilation and the translation parameters
of those WNN units. Tuneable dilations allow having only neces-
sary dilations which correspondents to dominant frequencies on
the signal or data. Localization of wavelets on the stream of data
or signal can help to capture the ﬂuctuations of the data in coarser
and ﬁner levels with less number of inputs [20]. Hence, the use of
WNNs in the proposed scheme with variable dilation and transla-
tion values allows for the capturing of different behaviors and
important characteristics of the nonlinear model under these fuzzy
rules. Sometimes such systems require an increased number of
rules for modeling nonlinear processes in order to achieve an
acceptable performance [21]. The increased number of rules how-
ever leads to an increased number of the nodes in the WNN. To im-
prove the training time of the FWNN system, a clustering
technique to avoid the development of a large and complicated
network has been utilized. Comparison with existing forecasting
schemes utilized for the same case study that was presented in
[11] is also presented.2. FWNN subsystems
2.1. Wavelet neural networks
Wavelet transforms have been considered as a useful tool of
representing a function in a way that reveals properties of the
function in localized regions of the joint time–frequency space. In
WNNs, wavelet functions have been utilized as the nonlinear acti-
vation functions in the hidden layer. For WNNs, the main problem
is how to choose the wavelet bases. These have to be chosen in
such way to provide an optimal approximation performance.
In this research, the usage of a WNN scheme which is shown in
Fig. 1 has been adopted from [22]. The multiplication wavelet
neural network (LCW-MWNN) utilizes a modiﬁed version of the
Morlet basis function. The ‘‘mother’’ wavelet from the ith wavelet
node connection to the pth input data can be expressed as
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Fig. 1. LCW-MWNN architecture.
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wavelet function. Referring to Fig. 1, the input variables which are
fed to Layer 1 are in form of Xj = [xj1, xj2, . . . , xjp]T, while Layer 2 cal-
culates the wavelet ‘‘membership’’ values. In this layer, the wavelet
function of Eq. (1) is utilized as the membership function. The ‘‘mul-
tiplication’’ – Larsen operation is applied in Layer 3 and its output is
given as
/iðxjÞ ¼
YP
p¼1
ump
i
;np
i
ðxjÞ; p ¼ 1;2; . . . ; P j ¼ 1;2; . . . ;N
i ¼ 1;2; . . . ;C ð2Þ
Finally, the output of Layer 4 is computed as a weighted sum of the
local models and the /i, and is expressed as
y ¼
XC
i¼1
wi0 þwi1x1 þ    þwipxp
 
/iðxÞ ð3Þ2.2. Fuzzy EM-based clustering
One efﬁcient approach to the modeling of complex nonlinear
systems is the partitioning of the available data into subsets and
approximation of each subset by a simple model. Although the
majority of classic clustering algorithms allocate each piece of data
to one cluster, hence providing a crisp partition of the given data,
fuzzy clustering allows degrees of membership where the transi-
tions of the subsets are considered to be gradual.
In this paper, the issue of fuzzy rules clustering is addressed by
the use of ﬁnite Gaussian mixture modeling (GMM) [23]. The
number of clusters for the GMM in this paper is determined by
the subtractive clustering (SC) method. The clusters obtained by
the SC scheme are multivariate Gaussian functions. However,
one major difﬁculty is the estimation of GMM parameters. Gener-
ally, these estimations can be derived using the maximum-likeli-
hood (ML) approach, utilizing an iterative method known as the
expectation–maximization (EM) algorithm [24]. The fuzzy SC ap-
proach is a fast, single-pass algorithm for estimating the number
and also the cluster centers in a given dataset. The algorithm com-
mences by ﬁnding the ﬁrst large cluster, and then proceeds to the
second, etc. [25]. Its basic steps are represented in the following
lines:
 Select that data point that has the highest potential to be the
ﬁrst cluster center. This can be realized by assigning a potential
measure at data point xj, deﬁned asPotj ¼
XN
k¼1
exp kxj  xkk
2
ðra=2Þ2
 !
; j ¼ 1; . . . ;N ð4Þwhere ra is a positive constant which represents a neighborhood ra-
dius, while kk is the Euclidean distance and N is the number of
sampling points of the dataset. A data point with many neighboring
points will have a high density value. The vector with the highest
potential is then selected to be the ﬁrst cluster center xc1.
 Remove all data points in the neighborhood of the ﬁrst cluster
center in order to deﬁne the next data cluster and its center
location. The density measure of each data point xj is then mod-
iﬁed as:Potj ¼ Potj  Potc1 exp kxj  xc1k
2
ðrb=2Þ2
 !
ð5ÞIn general, the rb variable is taken to be equal to 1.5ra. The pro-
cess of obtaining a new cluster center is based on potential value
in relation to rejection threshold e, an acceptance threshold e,
and the relative distance criterion. The data point with greater
potential than the acceptance threshold is recognized as a clus-
ter center. Acceptance of a data point with a potential between
the acceptance and the rejection thresholds depends also on
the relative distance equation, which is deﬁned asdmin
ra
þ Potk
Pot1
P 1 ð6Þwhere dmin is considered as the shortest distance between the
candidate cluster center c1 and all previously found cluster
centers.
 Iterate on this process until an adequate number of clusters is
attainted. The proper determination of speciﬁc four parameters,
acceptance ratio e, reject ratio e, cluster radius ra and factor rb is
user-deﬁned.
In the following stage, a GMM is applied for the fuzzy rules clus-
tering. The GMM scheme is considered as a parametric conditional
probability density function, which is represented as a sum of
Gaussian component densities in some proportions. In a mixture
model it is considered that a given data set X = {xjjj = 1, . . . , N}
has been derived from a group of C clusters [23]. Each cluster is
associated with a probability distribution, deﬁned as a prior prob-
ability, together with a conditional probability density function
(cpdf) [26]. The data generation process is then formulated as: ﬁrst
a cluster c, c 2 {1, . . . , C} is chosen for a piece of data, indicating the
cpdf to be used, and then the piece of data is sampled from this
PDF. The weighted sum (expressed as a linear combination) of a gi-
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set is shown in Fig. 2 and is given by:
pðxjjHÞ ¼
XC
i¼1
PðhiÞpiðxjjzj; hiÞ; xj 2 Rp ð7Þ
where z is a random variable which has the cluster indices as pos-
sible values, while pi(xjjzj, hi) is the ith component (cluster) condi-
tional density given the cluster speciﬁed by z. pi(xjjzj, hi) is
associated to a multivariate Gaussian with unknown parameters
hi (mean l and covariance matrix R).
piðxjjzj; hiÞ ¼
1
ð2pÞP=2
ﬃﬃﬃﬃﬃﬃﬃﬃ
jRxi j
p  exp 1
2
ðxj  liÞTðRxi Þ1ðxj  liÞ
 
ð8Þ
The variable X is a multivariate input random vector [x1, x2, . . . , xP]T
which describes the attribute values of the data points. In the case of
Gaussian components, the following adjustable parameters are con-
tained in themixture density,li = [l1, l2, . . . , lp]T as the p  1 dimen-
sional Gaussian center, which includes the corresponding centers of
the one-dimensional Gaussians as components. In addition,
R1i ¼ diagð1=ri1;1=ri2; . . . ;1=riPÞ is the inverse of p  p PDF covari-
ance matrix referring to the product of P one-dimensional Gaussians;
P(hi) is the probability of ith componentwhich also reﬂects the relative
importance of each cluster, and since each point is usually assumed to
belong to just one distribution, they add up to one, i.e.
PC
i¼1PðhiÞ ¼ 1
.The target of the proposed clustering method is the identiﬁcation of
parameters H and P(hi) that maximize the likelihood (or minimize
the minus likelihood). Applying an unsupervised clustering process
to GMM aids the determination of the above mentioned parameters
of the GMM. The EM algorithm is considered as an iterative maxi-
mum-likelihood-estimation method, which is utilized to calculate
the parameters of the M-component Gaussian mixture shown in Eq.
(7) for the given dataset. The log-likelihood function is ‘‘pushed’’ iter-
atively to the direction of its positive gradient, until its global maxima
are found, or some stopping criteria are reached.
In order to apply the EM algorithm a discrete unobserved (hid-
den) indicator vector zj 2 {1, . . . , C} is required for each X. The indi-
cator vector speciﬁes the mixture component from which the
observation X is drawn, or equally is a hidden random variable
indicating the clusters that generated the data point xj [27]. Note
that the combination of observations X and the ‘‘hidden-states’’ Z
comprise the complete-data [28]. The log-likelihood of parameter
H is given as
LðHt jXÞ ¼ logpðXjHtÞ ¼ log pðXjHtÞ
X
z
PðZjX;HtÞ
¼ log
X
z
PðZjX;HtÞpðXjHtÞ
 !
ð9Þ
Eq. (9) is justiﬁed as
P
zPðZjX;HtÞ ¼ 1 [28]. According to probability
theory, p(XjHt) can be expressed asFig. 2. Gaussian mixture model.pðXjHtÞ ¼ pðZ;XjH
tÞ
PðZjX;HtÞ ð10Þ
From Eqs. (9) and (10), and utilizing the results of Jensen’s Inequal-
ity [29] which associates the logarithm of a sum with expected va-
lue of logarithm
log
XC
i¼1
ai ¼ log
XC
i¼1
ai
pi
pi
P
XC
i¼1
pi log
ai
pi
ð11Þ
where p1, . . . , pC are C non-negative numbers with the summation
equal to one and C arbitrary numbers a1, . . . , aC we ﬁnally have
LðHtjXÞ ¼ log
X
z
PðZjX;HtÞ pðZ;XjH
tÞ
PðZjX;HtÞ
 !
P
X
z
PðZjX;HtÞ log pðZ;XjH
tÞ
PðZjX;HtÞ
  
¼
X
z
PðZjX;HtÞ logpðZ;XjHtÞ 
X
z
PðZjX;HtÞ
 log PðZjX;HtÞ ð12Þ
It has to be noted in Eq. (12) that H = {h1,h2, . . . , hC} is the vari-
able needs to be adjusted while z is a random variable governed by
the marginal distribution p(zijX, hi) of the unobserved data and is
dependent on both observed data X and current estimate of param-
eters [30]. Taking into consideration that E½hðzÞjX ¼ x ¼Pz
hðzÞpðzjxÞ, Eq. (12) could be re-written as
Ez½logpðz;XjhTÞjX; hT1  Ez log PðzjX; hTÞjX; hT1
	 
 ð13Þ
where Ez[] denotes expectation with respects to z, meaning that the
function Q to be maximized becomes (E-step) [24]
QðhjhT1Þ ¼ Ez½logpðz;XjhTÞjX; hT1 ð14Þ
It is signiﬁcant to distinguish between the ﬁrst and second
argument of the Q functions. The second argument X, hT1 is re-
garded as ﬁxed and known at every E-Step [31]. The M-step of
the EM algorithmmaximizes the expected value computed (shown
in Eq. (14)) from the E-step.
HT ¼ argmax
H
QðH;HT1Þ ¼ argmax
H
Ez½logpðz;XjHTÞjX;HT1
¼ argmax
H
X
z2f1;...;CgN
PðzjX;Ht1Þ
XN
j¼1
logpðxj; zjjHÞ
¼ argmax
H
X
z2f1;...;CgN
YN
l¼1
Pðzljxl;Ht1Þ
( )XN
j¼1
logpðxj; zjjHÞ ð15Þ
In the last step, a transformation is needed, which replaces the
complex sum over all possible vectors of cluster indices by a simple
sum over the clusters. This transformation has been proposed by
Bilmes [30]. The ﬁnal result is shown as
Ht ¼ argmax
XC
i¼1
XN
j¼1
PðhijxjÞ logpðxj; zjjhÞ ð16Þ
In Eq. (16), P(hijxj) is computed by Bayesian rule as
PðhijxjÞ ¼
PðhiÞ
ð2pÞP=2
ﬃﬃﬃﬃﬃ
jRi j
p exp  12 ðxj  liÞTðRiÞ1ðxj  liÞ
 
PC
i¼1
PðhiÞ
ð2pÞP=2
ﬃﬃﬃﬃﬃ
jRi j
p exp  12 ðxj  liÞTðRiÞ1ðxj  liÞ
  ð17Þ
Eq. (17) represents the relative probability of the different clus-
ters at the location of each xj 2 X with a given set of cluster param-
eters [32]. The E-step and the M-step are performed repeatedly
while kH[T] H[T1]k < e for a given e and an appropriate distance
measure kk.
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This paper presents a clustering-based-FWNN (CB-FWNN)
whose design has been motivated by the ‘‘Takagi–Sugeno–Kang
(TSK) structure’’ and its details are illustrated in Fig. 3. However,
signiﬁcant variations have been considered in the proposed model-
ing structure. The consequent part of TSK-type systems is usually
represented by a linear polynomial. When modeling of nonlinear
processes, TSK-type fuzzy systems may need an excessive number
of rules to attain the required accuracy. The increased number of
the rules leads, however, to an increased number of parameters
that needs to be calculated [33]. In order to design the CB-FWNN
structure, an initial assumption has been set that one cluster in
the input–output space is associated to one potential fuzzy logic
rule. The ﬁrst step in structure learning is associated with the
determination of the number of fuzzy sets in the universe of dis-
course of each input variable [34]. In this research, the number
of clusters is determined by SC-based on the training data, as dis-
cussed in the previous section, and remain constant throughout.
Once the number of clusters is deﬁned, then the layout of the de-
sired CB-FWNN can be constructed. At the consequence part, dif-
ferent scales of wavelet-neurons uxp ðmpi ;npi Þ are assigned for
every dimension of the input. Although the number of different
scales/translation allocated to each dimension is ﬁxed, each of in-
puts can be associated with different scales/translations. As the
optimum number of clusters is known, the number of different
scales which each input dimension is going to be decomposed
can be deﬁned, while the known number of clusters can assist in
the determination of the number of fuzzy rules c as well as to
the number of unknown parameters at the antecedent section.
CB-FWNN’s output is formulated as,Fig. 3. CB-FWNN proy^j ¼
XC
i¼1
ciðXjÞWiðXjÞ/iðXjÞ ¼
XC
i¼1
ciðXjÞWiðXjÞ
YP
p¼1
ump
i
;np
i
ðxjÞ
¼
XC
i¼1
WiðXjÞciðXjÞ
YP
p¼1
cos 2pb
xpj  npi
mpi
 ! !
e

xp
j
np
i
mp
i
 2
t
0
BBB@
1
CCCA ð18Þ
The conditional density p(yjx) is a mixture of Gaussians func-
tions at the output of clustering subunit; thus the regression prob-
lem is re-formulated also as
y^j ¼ f ðxÞ ¼ E½yjjxj ¼
Z
y
yjpðyjjxjÞdy ¼
R
yjpðxj; yjÞdy
pðxjÞ
¼
XC
i¼1
½Wi/iðxjÞpðxjjhiÞpðhiÞ
pðxjÞ ¼
XC
i¼1
Wi  PðhijxjÞ½/iðxjÞ ð19Þ
where /i(xj) is related to the ith LCW-MWNN outputs and the jth in-
put vector. Wi(Xj) is the linear combination weight, while P(hijXj) is
the probability that the ith Gaussian component is generated by the
input vector Xj as shown from Eq. (17) and replaces c in Eq. (18). The
ﬁnal output based on dynamics of the proposed structure is derived
by merging Eqs. (18) and (19) and has the following form:
y^j ¼
XC
i¼1
WiðXjÞ
 PðhijXjÞ
YP
p¼1
cos 2pb
xpj  npi
mpi
 ! !
e

xp
j
np
i
mp
i
 2
t
0
BBB@
1
CCCA ð20Þposed structure.
Fig. 4. Proposed framework for the STLF problem.
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ters estimation for the Fuzzy Multivariate membership functions.
As the clustering is deﬁned along the product space of X and y
the data can be partitioned and the parameters can be calculated
according to the output error. Therefore, Eq. (17) can be modiﬁed
in the form of
Pðhijxj; yjÞ¼
PðhiÞ
ð2pÞðPÞ=2
ﬃﬃﬃﬃﬃﬃ
jRxi j
p exp  12 ðxj  liÞTðRxi Þ1ðxj  liÞ
 
 AUX
PC
i¼1
PðhiÞ
ð2pÞðPÞ=2
ﬃﬃﬃﬃﬃﬃ
jRxi j
p exp  12 ðxjliÞTðRxi Þ1ðxj  liÞ
 
 AUX
where
AUX ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pr2y
q exp 1
2
ðyj  /iðxjÞWiðxjÞÞTðyj  /iðxjÞWiðxjÞÞ
r2y
 !
ð21Þ
where r2y is the output distribution covariance and yj is the desired
output of jth element of dataset. For each incoming pattern xj rule
ﬁring strength can be considered as the probability to which the
incoming pattern maintained according to the corresponding PDF.
The cluster parameters in this proposed scheme have been esti-
mated with the use of Expectation Maximization algorithm and
the related equations for adjusting the parameters at each step are
pðhiÞ ¼ 1N
XN
j¼1
Pðhijxj; yjÞ
lxi ¼
PN
j¼1xjPðhijxj; yjÞPN
j¼1Pðhijxj; yjÞ
Rxi ¼
PN
j¼1ðxj  lxi Þðxj  lxi ÞTPðhijxj; yjÞPN
j¼1Pðhijxj; yjÞ
ryi ¼
1
N
PN
j¼1ðyj WiðxjÞ/iðxjÞÞTðyj WiðxjÞ/iðxjÞÞPðhijxj; yjÞ
PðhiÞ
ð22Þ
The wavelet neural network parameters have been modiﬁed by the
Extended Kalman Filter (EKF) and Weighted Least Square (WLS)
algorithms. A general choice for the cost function to estimate the
linear components wip at WNN scheme is the squared error. The
least square parameter estimation is performed by minimizing
the following condition [35]
J ¼ min
w
1
N
ðyd  XextwiÞTciðyd  XextwiÞ ð23Þ
where Xext is the input data matrix extended by a unitary column
and the ci is an N  N matrix having membership degrees multi-
plied by the output of product layer from wavelet network as in
Eq. (2) on its main diagonal
ci ¼
ci1/
i
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ð24Þ
The updated linear parameters are calculated then through
least squares (LSs) aswi ¼ XTextciXext
 1
XTextciy
d ð25Þ
The transition and dilation parameters of the WNN could be re-
garded as the state a of the EKF, while WNN’s ﬁnal output of the
network as the measurements of the ﬁlter.
a¼ m11 m21    mc1   m1p m2p   mcp n11   nc1   n1p   ncp
h i
ð26Þ
The EKF algorithm consists of two sets of equations, the predic-
tion and measurements equations [36]. The prediction scheme is
provided as
a^k;k1 ¼ f ða^kÞ
Pk;k1 ¼  k;k1Pk1 Tk;k1 þ Qk1
 k;k1 ¼ @f ða^k1Þ
@a^k1
jak1¼a^k1
ð27Þ
where a^k;k1 is deﬁned as the predicted value of the state vector at
time k based on all information available before time instant k.
Pk,k1 is deﬁned as the associated covariance error matrix. The mea-
surement scheme is provided as
Lk ¼ Pk1HkðHTkPk1Hk þ RkÞ1
Pk ¼ Pk1  LkHkPk þ Qk
a^k ¼ a^k;k1 þ Lkek
ek ¼ Yk  hða^k;k1Þ
ð28Þ
where Qk denotes the covariance matrix of process noises and Rk the
covariance matrix of the measurement noises. Hk is denoted as the
partial derivative of the WNN output with reference to the WNN
network parameters at the kth iteration of the Kalman recursion
and is given as
Hk ¼
HDilation
HTrans
 
ð29Þ
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HDilation and HTrans are both an [C  P]  N matrix while HK in Eq.
(29) is an [2  C  P]  N. Having the [H]K matrix ready, we can
now execute recursively the Eq. (28).4. Results
The CB-FWNN scheme has been utilized for the development of
a STLF model of the power systems of Crete. The island’s electricity
system can be regarded as a small-scale one; hence severe dam-
ages could be suffered by relatively small disturbances-overload.
The objective of STLF is to predict the loads (one-step-ahead-pre-
diction) of the next day. In this paper, we propose a modular-con-
structed forecasting framework, where 24 neural single-output
blocks have to be trained separately to represent the 24 hourly
loads, respectively. The schematic of the proposed framework is
shown in Fig. 4 [11]. The training of the CB-FWNN has been carried
out using power load data for the year 1994 (365 data points),
while testing has been assessed using data from the four ﬁrst
months of 1995. An assumption however has been made for
black-outs cases which occurred during the whole year [11].
In a previous research study [11], results only related to hours
with the maximum (14:00 h) and minimum (02:00 h) load con-
sumption had been presented. After consultation with Greek Public
Power Authority, it was decided that these two timeslots should be
investigated. The reason is that they are the main representatives
of a nonlinear system, the complexity of which changes through-
out the day. The peak case of 14:00 had been considered as a caseFig. 5. Training performof high nonlinearity, due to the fact that the load consumption is at
maximum level, whereas the case of 02:00 had been considered as
a case study of low-level nonlinearity.
In this research, similarly to [11], we are trying to investigate
the capabilities of the proposed CB-FWNN by testing it against
the same case studies in order to compare and extract valuable
conclusions.
The selection of input variables is always an important step to
the construction of any learning-based system. Initially, the same
number of inputs as in the case of [11] was considered. Utilizing
the localized characteristics/structure of WNNs sub-units in the
CB-FWNN, it has been found after trials, that only two previous
time load parameters were necessary for the proposed scheme to
achieve an acceptable performance. This could be considered as
an advantage of WNN-based systems, as the ultimate target is an
optimal performance with simultaneously a minimum possible
number of parameters (i.e. weights). However, in terms of long-
range predictions, the capacity of WNN-based systems to accom-
modate less input variables compared to classic NN schemes is a
clear gain, as not many recurrent measurements can be used, pro-
viding thus a more robust (i.e. less error accumulation) prediction
result. In the proposed scheme, the number of WNN units depends
on the number of fuzzy rules. Since each fuzzy rule associates to a
cluster, by setting the subtractive clustering parameters in such
way in order to achieve the minimum number of clusters and
simultaneously achieving a higher resolution, 10 clusters were de-
ﬁned. Figs. 5 and 6 illustrate the training performances on both
minimum and maximum power consumption cases, while Figs. 7
and 8 illustrate the testing performances for both cases.
Table 1 summarizes the various performance indices. This per-
formance was associated also with a fast training speed, of 280
epochs.
The regression coefﬁcient (R2) is deﬁned as a measurement of
the achieved prediction. It is common practice to utilize this index
to compare different statistical models. This index determines the
portion of the variation of the mean which can be clariﬁed by a
model; however it has to be used with concern, in the cases of non-
linear models [37]. The related RMSE values for the proposed
scheme are very low, as shown in Table 1, demonstrating the capa-
bility of CB-FWNN to predict unknown testing data. The current
performance of the proposed CB-FWNN scheme has been com-
pared against the models that have been employed for the speciﬁc
datasets has been carried out. Tables 2 and 3 provide a summary of
those statistical performances.
More speciﬁcally, the CB-FWNN scheme has been compared
against a multilayer perceptron utilizing an adaptive learning rate
(ABP), a spread encoding multilayer neural network (SE), a windowance for max load.
Fig. 6. Training performance for min load.
Fig. 7. Testing performance for max load.
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basis function (RBF) network [11]. From these four schemes, only
SE and RBF managed to provide a ‘‘similar’’ but inferior to CB-
FWNN performance.
However, such results were achieved with a high training time
and computational cost. Compared to the proposed CB-FWNN
structure, the above mentioned methodologies are criticized for
their large input dimensionality (i.e. 6–8 input variables) for per-
formances shown in Tables 2 and 3.
The MRPE term shows how close forecasts or predictions are to
the ﬁnal outcomes. The MRPE is an index that provides information
about the bias of the model. A value of zero means that there is no
bias in predictions. On the other hand, positive values indicate an
under-prediction of the power load, i.e. the predicted values are
lower than the observed, and thus the model is ‘fail-safe’. Negative
values indicate an over-prediction, i.e. the model over-estimates
power load and thus is ‘fail-dangerous’. CB-FWNN achieved a very
good performance, by scoring 1.9964% and 1.2826% for 14 h and
2 h, respectively.
Compared with CB-FWNN, the alternative methods cannot
match the same performance especially in the case of 14 h. This
can be explained by the fact that the timeslot of 14 h is associated
with the maximum load consumption and represents a nonlinear
system of high complexity greater than the timeslot of 2 h. MLP-
based models such as ABP or SE are ‘‘global-learning’’ models and
have failed to model adequately the power load, regardless theirinternal structure (i.e. number of nodes/hidden layers). On the
other hand, ‘‘localised-learning’’ models such RBF and CB-FWNN
managed to achieve a much better performance as shown in Tables
1 and 3. However the Gaussian functions appeared in RBF networks
as activation functions, are generally not orthogonal and are redun-
dant. This means that for a given nonlinear system, its RBF network
representation is not unique and is probably not the most efﬁcient
[38].
Tables 2 and 3 provide a good indication of their performances. It
is clear that the SE network outperformed the ABP, while the RBF
network proves its traditional superiority against MLP-style net-
works. This performance index is similar to the bias factor (Bf) intro-
ducedbyRoss [37]. Bias factor is amultiplicative indexwhich is used
to verify if a model over- or under-predicts the power consumption.
A value of Bf greater than1designates that themodel over-estimates
load, whereas similarly a value less that 1 as under-prediction of
load. The Bf parameters of all models were in an acceptable range;
however the related parameter for CB-FWNNwas in a fail-safe con-
dition. The SEP indicator provides information on the relative devi-
ation of the mean prediction values [39]. The proposed scheme
performedverywell for both cases.Only for the2 hcase, theRBFnet-
work shown to perform somewhat better than the proposed
scheme. For the 14 h case, although the RBF and SE were superior
to ABP andWRAWNmodels, they both fall behind to the CB-FWNN.
The accuracy factor (Af), is anothermultiplicative index that demon-
strates the spread of results about the forecast. The optimal value of
Fig. 8. Testing performance for min load.
Table 1
Performance indices.
Statistical index for CB-FWNN Testing data sets
14:00 02:00
Coefﬁcient of determination (R2) 0.9810 0.9673
Root mean square error (RMSE) 2.6573 1.8986
Mean relative percentage error (MRPE) (%) 1.9964 1.2826
Mean absolute percentage error (MAPE) (%) 0.8601 0.4935
Standard error of prediction (SEP) (%) 2.665 2.0018
Bias factor (Bf) 0.9911 0.9949
Accuracy factor (Af) 1.0204 1.0129
Table 2
Performance indices.
Statistical index for 2 h ABP WRAWN SE RBF
Root mean square error (RMSE) 3.8063 4.0633 2.0314 1.8672
Mean relative percentage error
(MRPE) (%)
2.7346 2.7542 1.5174 1.3512
Mean absolute percentage error
(MAPE) (%)
1.0849 0.6675 1.0632 0.4706
Standard error of prediction (SEP) (%) 3.8215 4.0916 2.0728 1.9086
Bias factor (Bf) 1.0102 1.0059 1.0105 1.0045
Accuracy factor (Af) 1.0275 1.0277 1.0152 1.0136
Table 3
Performance indices.
Statistical index for 14 h ABP WRAWN SE RBF
Root mean square error (RMSE) 17.6778 15.1935 4.6194 3.6061
Mean relative percentage error
(MRPE) (%)
11.9674 10.5902 3.4001 2.7924
Mean absolute percentage error
(MAPE) (%)
6.4261 1.3385 1.1397 0.8927
Standard error of prediction (SEP)
(%)
14.3387 12.8006 4.5409 3.4007
Bias factor (Bf) 1.0525 1.0033 1.0104 1.0073
Accuracy factor (Af) 1.1180 1.1071 1.0343 1.0281
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ues obtained for both testing datasets. The performance of
CB-FWNN schemewas superior, especially for the case of 14 h load.
TheMAPE index calculates the average deviation from the observed
values and it is similar to the accuracy factor (Af). Basedon this index,
the average deviation of the predicted power load values for the
CB-FWNN case was 0.86% and 0.49% for 14 h and 2 h load cases.
The results of MAPE were in good agreement with the values of
the accuracy factor (Af) estimated for both data sets. Some differ-
ences between the two indices can be attributed to different compu-
tationalmethods followed. The above comparison results justify the
superiority of the proposed CB-FWNN scheme in terms of modeling
accuracy and training speed.5. Conclusions
This paper presented the implementation of a novel hybrid
model and validated its performance on the prediction of the elec-
tricity consumption of the power system of Crete. In the imple-
mented scheme, a wavelet neural network has replaced the
classic TSK model in the consequent part, while subtractive clus-tering with the aid of the Expectation Maximization algorithm
have been applied to the deﬁnition of fuzzy rules. More speciﬁcally,
a novel wavelet neural network has been utilized in replacement of
the linear TSK scheme. The forecasting results, related to the min-
imum andmaximum load time-series, show that the proposed pre-
diction load model provides more accurate forecasts, compared to
other models that have been utilized in the past for the training of
the same power load datasets. In a future work, the present ap-
proach will be improved with the incorporation of additional
weather information such as temperature.References
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