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Using 818 pb−1 of e+e− collisions recorded at the ψ(3770) resonance with the
CLEO-c detector at CESR, we determine absolute hadronic branching fractions
of charged and neutral D mesons using a double tag technique. Among mea-
surements for three D0 and six D+ modes, we obtain reference branching frac-
tions B(D0 → K−pi+) = (3.906 ± 0.021 ± 0.062)% and B(D+ → K−pi+pi+) =
(9.157±0.059±0.125)%, where the first uncertainty is statistical, the second is sys-
tematic errors. Using an independent determination of the integrated luminos-
ity, we also extract the cross sections σ(e+e− → D0D0) = (3.650± 0.017± 0.083) nb
and σ(e+e− → D+D−) = (2.920 ± 0.018 ± 0.062) nb at a center of mass energy,
Ecm = 3774 ± 1 MeV.
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CHAPTER 1
INTRODUCTION
1.1 Standard Model and Quark Mixing
What is the world made of? – This is a fundamental question that has been asked
by the humankind for centuries. One of the most ambitious and most organized
effort to answer this question may be represented by the research in particle
physics. In its current view, all matter is made of three kinds of elementary par-
ticles: leptons, quarks, and mediators. There are six types of leptons and quarks
that can be classified into three generations as illustrated in Figure 1.1. Medi-
ators are the force carriers for the four kinds of fundamental interactions, i.e.
electromagnetic (photon), weak (Z0,W±), strong (gluon), and gravity (graviton).
Currently, the most successful theory of describing these constituents of mat-
ter and of the interactions is the Standard Model (SM). It has a unified descrip-
tion of the weak and electromagnetic interactions and characterization of strong
interaction with Quantum Chromodynamics (QCD). Since it reached full matu-
rity with the observation of the W and Z bosons in the early 1980s [1], the veri-
fication of the Standard Model has dominated experimental particle physics for
over three decades.
One of these SM tests involves the quark sector. Unlike the leptons, which
couple to W± only within a particular generation, the quarks can couple to W±
across genrations. There are interactions of the form d → uW− but also relatively
weaker process s → uW−. This phenomenon of quark flavor mixing was first
explained by Cabibbo [2] in the 1960s by introducing a factor of sin θC to the s→
1
Figure 1.1: Particles in the Standard Model
uW− process, where θC is the “Cabibbo angle” and determined experimentally
to be around 13◦.
Although the Cabbibo angle successfully explained several decay rates, it
could not explain the small decay rate of K0(ds¯) → µ+µ−. The theoretical pre-
diction was proportional to “sin θC cos θC”, but the observed rate was too small.
A solution to this paradox was proposed by Glashow, Iliopoulos, and Maiani
(GIM) [3]. They introduced a new fourth quark (c), which also participates
in the same process, contributing a term proportional to “− sin θC cos θC” which
cancels the corresponding diagram. The GIM mechanism was confirmed four
years later by the discovery of J/ψ(cc¯) [4, 5] in 1974. Thus, the weak interaction
of the four quarks in the first two generation is described by the Cabibbo-GIM
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scheme in terms of matrix form: d
′
s′
 =
 cos θC sin θC− sin θC cos θC

 ds
 . (1.1)
At the same time, in order to explain CP violation within the Cabibbo-GIM
scheme, Kobayashi and Maskawa [6] had generalized the matrix for three gen-
erations of quarks:

d′
s′
b′
 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


d
s
b
 . (1.2)
where Vub, for example, specifies the coupling of u to b(b → uW−), the process
underlying the discovery of b quark [7] and t quark [8]. There are nine entries
in the CKM matrix, but not all of them are independent. It can be reduced
to a “canonical form,” in which there remain just three “generalized Cabibbo
angles,” (θ1, θ2, θ3) and one phase factor (δ) [9]:
VCKM =

c1 s1c3 s1s3
−s1c2 c1c2c3 − s2s3eiδ c1c2s3 + s2c3eiδ
−s1s2 c1s2c3 + c2s3eiδ c1s2s3 − c2c3eiδ
 . (1.3)
Here ci stands for cos θi , and si for sin θi.
The CKM matrix is unitary by construction in the Standard Model, however,
its elements can be only determined by experiments. Consequently, any viola-
tion of the unitarity of the CKM matrix is an indication of new physics beyond
the Standard Model.
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Experimental programs making measurements of many elements of the
CKM matrix involve D and B meson branching fractions. For instance, the de-
termination of the CKM matrix element Vcb is via the exclusive decay B→ D∗`ν
using full D∗ reconstruction which requires knowledge of the absolute D me-
son branching fractions [10]. Thus, precise knowledge of an absolute branching
fraction scale for charm particles is very important for issues in both charm and
beauty physics.
1.2 Hadronic D Meson Decays
Due to the quark confinement in strong interaction, charm quarks are are always
observed bound with an antiquark to form a meson, or with two other quarks
to form a baryon. D mesons are the ground state combinations of a charm quark
with a lighter antiquark: D0(cu¯) [11] and D+(cd¯) [12]. The Feynman diagrams of
D0 decays to K−pi+ and D+ decays to K−pi+pi+ is illustrated in Figures 1.2 and 1.3
respectively. As the calculation for these decay processes involve the nonpertur-
bative QCD, theoretical predications for the related branching fractions are still
not available. Therefore, the only way to obtain these decay branching fractions
is through experiment.
Essentially all other D0 and D+ branching fractions have been determined
from ratios to one of these two branching fractions D0 → K−pi+ and D+ → K−pi+pi+
[10], these two modes are also called “reference” modes. Previously, both CLEO
[13] and ALEPH [14] have measured the D0 → K−pi+ branching fraction with
fractional error above 3.6%. For the D+ → K−pi+pi+ channel, the measurements
from CLEO [15] and Mark III [16] gave with even larger fractional error – 10.8%
4
u¯c
D0
W+
u
d¯
s
u¯
pi+
K−
D0 → K−pi+
Figure 1.2: Feynman diagram for the D0 decays to K−pi+.
d¯
c
D+
W+
u
d¯
s
u¯
pi+
K−
D+ → K−pi+pi+
u
d¯
pi+
Figure 1.3: Feynman diagram for the D+ decays to K−pi+pi+.
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and 14.9% respectively.
At CLEO-c, we aim at measuring the absolute D meson branching fractions
listed in Table 1.1 including the two “reference” modes. Our goal is to reach the
1-2% level of precision.
Table 1.1: Modes considered in this analysis.
Mode
D0 → K−pi+
D0 → K−pi+pi0
D0 → K−pi+pi+pi−
D+ → K−pi+pi+
D+ → K−pi+pi+pi0
D+ → K0S pi+, KS → pi+pi−
D+ → K0S pi+pi0, KS → pi+pi−
D+ → K0S pi+pi+pi−, KS → pi+pi−
D+ → K+K−pi+
1.3 Measurement Techniques
To measure these D branching fractions, we employ a “double tagging” tech-
nique pioneered by the MARK III Collaboration [17, 18]. This technique takes
advantage of the unique feature of the data taken at the center-of-mass energy
near the peak of the ψ(3770) resonance in e+e− collider in which only pure D0D0
and D+D− pairs are produced. Since there is no additional hadron accompany-
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ing the DD final states, we select “single tag” (ST) events in which either a D
or D is reconstructed without reference to the other particle, and “double tag”
(DT) events in which both the D and D are reconstructed. Absolute branching
fractions for D0 or D+ decays can then be obtained from the fraction of ST events
that are DT.
Consider NDD as the number of DD events (either D
0D0 or D+D− events) pro-
duced in the experiment, then for the decays D → i and D → ¯, the observed
yields yi and y ¯ of reconstructed single tag events will be
yi = NDDBii and y ¯ = NDDB j ¯, (1.4)
where B j and B j are branching fractions for D → j and D → ¯, under the as-
sumption that CP violation is negligible so that B j = B ¯. However, the effi-
ciencies  j and  ¯ for detection of these modes may not be the same due to the
different cross sections for scattering of pions and kaons on the nuclei of the
detector material depend on the charge of these particles.
On the other hand, the double tag yield with D→ i (signal mode) and D→ ¯
(tagging mode) will be
yi ¯ = NDDBiB ji ¯, (1.5)
where i ¯ is the efficiency for detecting double tag events in modes i and ¯.
Hence, combining the Eq. (1.4) and Eq. (1.5) gives an absolute measurement of
the branching fraction Bi,
Bi = yi ¯y ¯
 ¯
i ¯
. (1.6)
We can see that the branching fractions is obtained without needing to know
independently the integrated luminosity or the total number of DD events pro-
duced which is usually difficult to measure accurately.
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Because of the high segmentation and large solid angle of the CLEO-c detector
and the low multiplicities of hadronic D decays, the double tag efficiency is ap-
proximate to the product of the two corresponding single tag efficiences, i.e.
i ¯ ≈ i ¯. Therefor, the ratio  ¯/i ¯ is insensitive to most systematic effects associ-
ated with the ¯ decay mode, and a signal branching fraction Bi obtained using
this procedure is nearly independent of the efficiency of the tagging mode.
We can also obtain the number of DD pairs by
NDD =
yiy ¯
yi ¯
i ¯
i ¯
. (1.7)
Again, since i ¯ ≈ i ¯, the systematic error for NDD is nearly independent of
systematic uncertainties in the efficiencies.
In addition, we calculate the production cross sections for D0D0 and D+D−
by combining ND0D0 and ND+D− , which are determined in the branching fraction
fit, with a separate measurement of the integrated luminosity
∫ Ldt.
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CHAPTER 2
THE CLEO-C DETECTOR
The CLEO-c detector is a general purpose facility designed to detect particles
produced from the collisions of electrons and positions in the Cornell Electron
Storage Ring (CESR). The name CLEO is short for Cleopatra accompanying with
CESR (pronounced same as Caesar) [19] and the subscript “c” stands for charm
quark in order to distinct from previous generations of the detectors. CLEO I is
the first version started in October 1979, and CLEO-c is the final update which
completed the data taking on March 3, 2008.
CLEO-c is a hermetic detector with different layers of subsystems for iden-
tifying charged and energetic particles. A cutaway view of CLEO-c is shown in
Figure 2.1. The very inner part of the component around the interaction point
is the inner stereo drift chamber (ZD) and it is surrounded by the drift chamber
(DR). Both the ZD and DR are used for tracking purpose. Outside the DR is the
Ring Imaging Cherenkov (RICH) counter for particle identification. Next is the
crystal calorimeter (CC) to measure the energy of electromagnetic showers. The
very outside are the muon chambers which is not quite useful for this analysis
due to the low energetic muons produced in the D decays. A quarter view of
these subdetectors is shown in Figure 2.2.
2.1 Tracking System (ZD and DR)
The innermost part of the CLEO-c detector is the ZD [20] with a radius of 5.3
to 10.5 cm. It has six layers wired with a stereo angle between 10.3◦ and 15.4◦
and covers 95% of the solid angle. Outside of the ZD is the drift chamber (DR)
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Figure 2.1: The CLEO-c detector
[20] which has radial range from 12 to 82 cm. DR consists of 47 layers where the
first 16 are axial (wires parallel to the beam axis) and the remaining layers are
grouped into super-layers of 4 layers each, with the super-layers alternating in
stereo angle. The chambers are filled with a helium-propane gas mixture and
are enclosed in an axial 1 Tesla magnetic field.
The basic unit of the ZD and DR is called “cell”, which is composed with
two types of wires: a “sense” wire is surrounded by parallel “field” wires. The
sense wire has a positive high voltage relative to the field wires. As the cells
are filled with helium-propane gas, when a charged particle passes through the
cell, it ionized the gas so that the free electrons from the gas will “drift” to the
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positive charged sense wires. As these electrons approach a sense wire, they will
cause more ionization in the nearby gas and produce more electrons. The sense
wire collect all of these electrons and record the time and charge information
digitally.
The tracking system provides information about the trajectory of a charged
particle, its momentum and the energy it loses per distance (dE/dx) for particle
identification. The precision of the reconstructed momentum is 0.6% at 1 GeV.
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2.2 Ring Imaging Cherenkov Detector (RICH)
The RICH sub-detector [21] sits outside the DR and covers 80% of the solid
angle. It helps in particle identification with dE/dx information provided from
the tracking system. A section of the RICH detector is shown in Figure 2.3.
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Figure 2.3: Section of the RICH detector.
Charged particles pass through a 1 cm thick lithium fluoride (LiF) radiator
located at the inner radius will generate the Cherenkov light. These Cherenkov
photons then travel through a 16 cm long region filled with inert nitrogen gas,
where the cone expands to measurable size. They pass through a calcium fluo-
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ride (CaF2) window into region filled with a methane-thriethylamine gas mix-
ture. The gas is ionized by the photons and emit electrons which are then ampli-
fied in a multi-wire chambers. Hits in the multi-wire chambers form an ellipse
segment for each Cherenkov cone. Then a likelihood based on the track path,
photon positions, and their uncertainties is computed for each particle hypothe-
sis. These likelihoods for different particles are compared to determine the most
likely identity of a given track in the analysis.
2.3 Crystal Calorimeter
The Crystal Calorimeter (CC) sits outside the RICH detector and is designed
for electromagnetic shower energy measurement [22]. It is made of 7800 cesium
iodide (CsI) scintillating crystals which covers 95% of the solid angle including
both the barrel and endcap regions. The crystals are 5 cm × 5 cm × 30 cm, with
the long axis pointing in line towards the interaction point. The length of the
crystal covers over 16 CsI radiation lengths which can effectively absorb all of
the energy of an incident electron or photon. On the back end of each crystal
mounted four photodiodes to measure the scintillation light.
Since the Molière radius of the crystals is 3.8 cm, most of the energy de-
posited in the calorimeter will not just be hold inside of the 5 cm × 5 cm cross
section. In stead, they will spread over many adjacent crystals. Thus, a pat-
tern recognition based on the amount of energy deposited in each crystal can
be made to determine the position of the shower better than 5 cm of the crystal
size. In addition, the pattern of energy deposition can be used to distinguish
electromagnetic showers from hadronic ones which are usually wider than the
13
electromagnetic showers.
The CC provides shower energy resolution (σE/E) of 2.2% at 1 GeV and
about 5% at 100 MeV.
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CHAPTER 3
PARTICLE RECONSTRUCTION
Because the D meson decays very fast, there is no way to see them in the
CLEO-c detector directly. Instead, the decay daughters from D mesons are rela-
tively long-lived stable particles which can be measured by the detector. In this
analysis, these daughters are pi±, K±, pi0, and K0S . In addition, some daughters are
still non-stable, for example pi0 will decay to two photons (γγ) in less than 10−16
seconds (cτ ∼ 25 nm), thus the final state daughters are actually their “grand-
children”. In fact, strictly speaking, there are only two types of signal we can
directly detect, the charged tracks and electromagnetic showers. From bottom
to up, we can trace back (i.e. “reconstruct”) to their parent particle.
3.1 Charged Particle Reconstruction
Charged particle reconstruction starts with selecting well-measured charged
tracks. We require the track momentum in the range 50 MeV/c ≤ p ≤ 2.0 GeV/c;
the angle relative to the beam line satisfy | cos θ| < 0.93; and the hits in the drift
chamber must be at least half of the layers traversed by the track. Track can-
didates are also required to come from interaction region in three dimensions:
namely 0.5 cm close to xy plane and 5.0 cm in the z direction. These position
requirements are approximately five standard deviation for the corresponding
parameter. However, these track quality requirements are not applied to the
K0S → pi+pi− reconstruction, because K0S usually decays several centimeters away
from the interaction point. We will address this later in section 3.3.
Once we have good charged tracks, we need to identify the particle types
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associated with them. In this analysis, we need to identify charged pions and
kaons. Two pieces of information are used for particle identification (PID): the
energy loss (dE/dx) from drift chamber and Cherenkov photons from RICH. If
neither of these information is available (which is very rare), we assume the
track as both a pion and a kaon candidate for later use.
If dE/dx information is available, we calculate the χ2 from the dE/dx mea-
surements, the expected dE/dx for pions and kaons of that momentum, and the
measured resolution (σ) at that momentum:
χ2E(pi or K) =
(
(dE/dx)measured − (dE/dx)expected
σ
)2
. (3.1)
We reject tracks as pion or kaon candidates when the corresponding χE(pi) or
χE(K) is greater than 9. If dE/dx information is not available, we will set the χ2
difference ∆χ2E ≡ χ2E(pi) − χ2E(K) equal to 0.
RICH information is only used for high-momentum tracks (p > 700 MeV/c)
and within its acceptance (| cos θ| < 0.8). The momentum requirement is guaran-
teed to be above the Cherenkov threshold where we expect good efficiency for
kaons and pions. We also require at least three photons associate with each track
when formulating the hypothesis. Then we obtain a χ2 difference for the RICH,
∆χ2R ≡ χ2R(pi) − χ2R(K), from a likelihood ratio using the locations of Cherenkov
photons and the track parameters [21]. If RICH information is not available,
similar as dE/dx, we set ∆χ2R equal to 0.
The final charged particle identification requires a combined method using
both the dE/dx and RICH information. We sum the two χ2 differences: ∆χ2 =
∆χ2E + ∆χ
2
R ≡ χ2E(pi)+ χ2R(pi)− χ2E(K)− χ2R(K). For each track, if ∆χ2 > 0, we consider
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it a kaon candidate; if ∆χ2 < 0 we consider it a pion candidate; while if ∆χ2 = 0,
we utilize the track as both a kaon and a pion candidate.
3.2 pi0 Reconstruction
The neutral pion (pi0) candidates are reconstructed from the two photons they
decay into, which represents 98.8% of all pi0 decays [23]. The photons create
electromagnetic showers in the crystals of the calorimeter either from the barrel
or endcap regions. In order to reject hadronic showers, we require the show-
ers to be narrow by using the E9/E25 cut, which is the ratio of the deposit en-
ergy inside a 3 × 3 block of crystals around the cluster center to the energy in
a 5 × 5 block. Further more, we reject showers which are very close to a track
(“track-matched”). These shower are usually created by the secondary particles
produced from the hadronic interactions.
To reconstruct pi0, we also require the showers to have energies greater than
30 MeV. An unconstrained invariant mass of the two photons M(γγ) is calcu-
lated under the assumption that the photons originated at the center of the de-
tector. The uncertainty of the invariant mass σM(γγ) is also calculated based on
the error matrices of the two photons which constitutes the variation of the lo-
cation, energy, and shape of the two showers. The values of σM(γγ) is typically in
the range 5 – 7 MeV/c2. Then we define the “pull mass” ∆ using the nominal pi0
mass Mpi0 along with the unconstrained mass M(γγ) and σM(γγ):
∆ ≡ M(γγ) − Mpi0
σM(γγ)
. (3.2)
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The pi0 candidate is accepted if the invariant mass is within three standard
deviations (|∆| ≤ 3) of a nominal pi0 mass. Due to the energy leakage in the
calorimeter for some energetic showers, we vary the nominal mass slightly with
the total momentum of the pi0 candidate. For each pi0 candidate, we then perform
a kinematic fit of the two photons to the mass Mpi0 from the PDG [24]. The fitting
result determines the energy and momentum of pi0, which can be handled as a
single object for the proceeding analysis.
3.3 K0S Reconstruction
About 69.2% of the K0S decay into two opposite charged pions [23]. However
we do not use the same track quality requirement for reconstruction. The main
reason is that its decay length is around 2.7 cm which is quite significant apart
from the interaction point. Therefore, we perform a constrained vertex fit for
each pair of opposite charged tracks. If a vertex is found, we use the track pa-
rameters from the fitting result to calculate the invariant mass, M(pi+pi−). Can-
didates with the M(pi+pi−) within 12 MeV/c2 of the mass of K0S from the PDG
[23] are accepted. After the selection, there is very little combinatoric peaking
background in the M(pi+pi−) distribution. No further requirements such as track
quality or particle identification of the daughters are imposed in order to avoid
unnecessary additional systematic uncertainties.
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3.4 D Reconstruction
Now, as we have reconstructed pi±, K±, pi0 and K0S candidates, we are ready to
build D and D candidates in the three D0 and six D+ decay modes. We use
energy and momentum conservation to identify valid D candidates.
First, we take advantage of the fact that the total energy of e+e− collision is
right equal to the mass of ψ(3770) which decays to D and D. At one hand, we
can get the energy of D or D from its daughters; on the other hand, we could
determine the beam energy from accelerator parameters. Thus, we can use the
energy difference as a constraint: ∆E ≡ E − E0, where E is the measured energy
of D candidate and E0 is the mean value of the beam energies. ∆E is centered
around zero for D candidates. For each decay mode, we require different selec-
tion criteria of ∆E shown in Table 3.1.
Second, we formulate a momentum related variable called beam-constrained
mass MBC, defined as:
M2BC c
4 ≡ E20 − p2c2, (3.3)
where p is the measured total momentum of the particles in the D candidate
and E0 is the beam energy as mentioned above. The MBC peaks at the mass of
the D candidates. The reason we use the beam energy is that it is measured
more accurately from the accelerator, thus the mass is more “constrained” by
the beam.
To get the valid D candidates yields, we fit the MBC greater than 1.83 GeV/c2.
In the case of single tag analysis, where we only construct one D or D from the
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Table 3.1: Requirements on ∆E for D candidates. The limits are set at ap-
proximately 3 standard deviations of the resolution.
Mode Requirement (GeV)
D0 → K−pi+ |∆E| < 0.0294
D0 → K−pi+pi0 −0.0583 < ∆E < 0.0350
D0 → K−pi+pi+pi− |∆E| < 0.0200
D+ → K−pi+pi+ |∆E| < 0.0218
D+ → K−pi+pi+pi0 −0.0518 < ∆E < 0.0401
D+ → K0S pi+ |∆E| < 0.0265
D+ → K0S pi+pi0 −0.0455 < ∆E < 0.0423
D+ → K0S pi+pi+pi− |∆E| < 0.0265
D+ → K+K−pi+ |∆E| < 0.0218
decay process, if there is more than one candidate in a particular decay mode,
we choose the one with the smallest |∆E|. Multiple candidates are common in
mode like D+ → K0S pi+pi+pi−, where approximately 18% of the events have more
than one candidate. In modes with less daughters such as D0 → K−pi+ and
D+ → K−pi+pi+, the multiple candidates are very rare.
For mode D0 → K−pi+ where the two charged tracks can be contaminated
by e+e− → e+e−γγ, e+e− → µ+µ−γγ, or cosmic ray muon events, we impose
additional lepton veto requirements. The events from e+e− → e+e−γγ and
e+e− → µ+µ−γγ tend to populate the MBC distribution more uniformly, while
the cosmic ray events are more likely to peak in MBC when the muon has the
same momentum as the pion or kaon in the signal. Removing these events sim-
plifies the description of the background shape in the MBC fits. Since our double
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tag modes all have at least four charged particles, the lepton veto requirements
only affect the single tag yields.
In the D+ → K0S pi+pi+pi− mode, one type of backgrounds is from Cabibbo
suppressed decays D+ → K0SK0Spi+, where one K0S can decay into pi+pi−. To sup-
press this background, we veto events where the invariant mass of any pair of
oppositely-charged pions (excluding those from the K0S decay) falls within the
range 0.491 < M(pi+pi−) < 0.504 GeV/c2. This veto is applied for both single tag
and double tag events.
For the double tag selection, we use the same ∆E criteria from Table 3.1 to
obtain the the DD candidate. If there is more than one candidate in an event, we
calculate the average of MBC(D) and MBC(D) with combination of the possible
candidates and choose the one with closest value to D mass.
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CHAPTER 4
ANALYSIS PROCEDURE
In this chapter, we will elucidate the main analysis procedure. We start with
the description of the data and Monte Carlo samples we used for this analysis.
Then we will discuss how to formulate the fitting function for signal and back-
ground shape in order to get the efficiencies and data yields for double tag and
single tag events.
4.1 Data Samples
The data sample used in this analysis corresponds to an integrated luminosity
of
∫ Ldt = 818 pb−1 of e+e− collisions at center-of-mass energy (Ecm) near 3.774
GeV. The data were produced by the symmetric e+e− Cornell Electron Storage
Ring (CESR). The root mean square (rms) spread in the Ecm is σE = 2.1 MeV. The
datasets are data31–33, data35–37, and data43-46.
4.2 Monte Carlo Samples
Monte Carlo simulations are widely used in this analysis to understand the
detector response, determine the fitting parameters, determine selection effi-
ciencies, and estimate backgrounds. The Monte Carlo samples are generated
with the EvtGen program [25], and the detector response of the decay particles
are simulated with GEANT [26]. Both the initial-state-radiation (ISR) and final-
state-radiation (FSR) have been incorporated in the simulation process. Three
types of Monte Carlo samples are mainly used:
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• single tag signal Monte Carlo events, in which either the D or the D always
decays in our measured nine modes, while the other side D or D decays
generically,
• double tag signal Monte Carlo events, in which both the D and the D decay
in measured modes, and
• generic Monte Carlo events, in which both the D and the D decay in all
possible modes based on PDG [27] averages, as well as modes not listed.
In addition to the above three types, we also use continuum, tau-pair produc-
tion, and ψ(2S) radiative-return events for the peaking background study.
4.3 Signal and Background Shapes
We use the same procedure to reconstruct particles and select events in data and
Monte Carlo. After selection, for each D decay mode, we have a distribution of
the MBC for single tag events, and a two diminutional distribution of MBC(D)
vs. MBC(D) for double tag events. To separate the signal from the background,
we formulate the signal and background shape function and perform unbinned
likelihood fits to extract the yields for data and Monte Carlo. Since the num-
ber of generated Monte Carlo events is known for each decay mode, we can
determine the efficiencies accordingly.
Signal line shapes in the MBC distributions have four main contributors: the
beam energy spread, initial state radiation (ISR), the ψ(3770) resonance line
shape, and momentum resolution. The beam energy spread is determined by
the properties of the accelerator, being operated here in its CESR-c configura-
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tion. At Ecm of 3.774 GeV, the spread in the beam is σE = 2.1 MeV, which is less
than one tenth of the ψ(3770) width. The ISR photons produced before the e+e−
collision reduce the center-of-mass energy slightly and cause a tail in the higher
mass side of the MBC.
The line shape of the ψ(3770) resonance is described by [28]:
fBW(E) =
Γ(E)
[E2 − M2ψ]2 + [MψΓT (E)]2
. (4.1)
The numerator Γ(E) is dependent on the DD kinematics:
Γ(E) = ΓψB q
3
q3M
1 + (rqM)2
1 + (rq)2
, (4.2)
where Γψ is the measured width of the ψ(3770), B is the branching fraction of
ψ(3770) decays to D0D0 (D+D−) pairs, q is the momentum of D0 (D+) of en-
ergy E/2, qM is the momentum of a D0 (D+) of energy Mψ/2, and r is the
Blatt-Weisskopf interaction radius. In the denominator of Eq. (4.1), Mψ is the
mass of the ψ(3770), ΓT (E) is the total width for neutral and charged DD pairs,
ΓT (E) ≡ ΓD0D0(E) + ΓD+D−(E). In our fits, we use Γψ = 25.2 MeV, B(D0D0) = 0.57,
B(D+D−) = 0.43, and r = 12.7 GeV−1.
The last contribution to the signal line shape is the momentum resolution of
the detector, which can be described by the sum of three Gaussian resolution
functions:
G(p;q, σp, fa, sa, fb, sb) =
1
(2pi)3/2σ3p
[
(1 − fa − fb)e−(p−q)2/(2σ2p) + fas3a
e−(p−q)
2/(2(saσp)2)
+
fb
(sasb)3
e−(p−q)
2/(2(sasbσp)2)
]
. (4.3)
where q is the true momentum of the D meson, p is the reconstructed momen-
tum, and σp is the width of the core Gaussian, saσp is the width of the second
Gaussian; fa is the fraction of candidates that are smeared with the width of the
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second Gaussian, sasbσp is the width of a third Gaussian, and fb is the fraction
of candidates that are smeared with the width of the third Gaussian. All values
of sa and sb determined from our fits are greater than 2, so the second Gaussian
is significantly wider than the first and the third is significantly wider than the
second.
Combinatorial backgrounds are described by a modified ARGUS function
[29]:
a(m;m0, ξ, ρ) = Am
(
1 − m
2
m20
)ρ
eξ(1−m
2/m20), (4.4)
where in the original form, the power parameter ρ is a constant ( ρ = 0.5). In
the function, m is the candidate mass (the MBC in our fits), m0 is the endpoint
given by the beam energy, A is a normalization constant, and ξ is a factor in
the exponential term that governs the shape of the distribution away from the
endpoint region.
For the double tag fits, we plot the MBC(D) vs. MBC(D) distribution for
data as shown in Figure 4.1. We can see that the signal is concentrated in the
MBC(D) = MBC(D) = MD region where the resolution is dominated by beam en-
ergy smearing [σ(E0) in the diagonal direction] and the momentum resolution
of the DD [σ(D0) and σ(D0) in the perpendicular directions]. The signal reso-
lution has been included in the signal line shape functions as described above.
Another feature evident in the figure is the tail of ISR events extending from the
signal in the high mass side for both D and D.
Also visible are the horizontal and vertical bands (Bad D0 and Bad D0) that
arise when only one D is reconstructed correctly. To account for this feature, we
add two background terms where one of the D mesons is correctly reconstructed
and the other one is incorrectly reconstructed. More specifically, the terms are
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Figure 4.1: Scatter plot of MBC(D) vs. MBC(D) for D0D0 double tag can-
didates in data. The descriptions of each component can be
found in text.
composed of a signal function of MBC(D) or MBC(D) multiplied by an ARGUS
function of MBC(D) or MBC(D).
Another feature is the diagonal band that starts from the lower corner of
the MBC and continues through the signal region and the ISR tail. As labeled
in the figure, this band is populated by two sources of background - Misparti-
tioning and Continuum. “Mispartitioning” means one or more daughters from
D are interchanged with corresponding daughters from D. For example, pi0s
are interchanged between the two D mesons. “Continuum” means the e+e− col-
lide into lighter quark paris (uu¯, dd¯, and ss¯). To include these two background
sources, we add one term defined by an ARGUS background shape in M̂BC ≡
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[MBC(D) + MBC(D)]/2 multiplied by a Gaussian in ∆MBC ≡ [MBC(D) − MBC(D)]/2,
where the width of the Gaussian depends linearly on M̂BC. We add the last term
to account for small combinatorial backgrounds represented by the product of
two ARGUS functions of MBC(D) and MBC(D) respectively.
Finally, we determine the momentum resolution parameters in Eq. (4.3) by
fitting the charge-conjugate (also referred as “diagonal” in the text) double tag
modes from signal Monte Carlo events. The fitted parameters are shown in Ta-
ble 4.1. The parameters ( fa, fb, sa, and sb) controlling the two wide Gaussians in
the resolution function are fixed to these values in later analysis. The derivation
and implementation of the fitting for MBC is documented in [30].
Table 4.1: The momentum resolution parameters in Eq. (4.3) obtained
from fits to the charge-conjugate double tag signal Monte Carlo:
σp is the width of the core Gaussian, fa and fb are the fractions
of the two wider Gaussians in the resolution function, sa σp is
the width of the second Gaussian, and sasb σp is the width of the
third Gaussian.
Mode σp (MeV/c) fa fb sa sb
D0 → K−pi+ 3.94 ± 0.10 0.195 ± 0.026 0.0059 ± 0.0017 2.33 ± 0.07 3.43 ± 0.41
D0 → K−pi+pi0 6.71 ± 0.21 0.212 ± 0.027 0.0260 ± 0.0049 2.53 ± 0.12 3.02 ± 0.31
D0 → K−pi+pi+pi− 4.37 ± 0.20 0.168 ± 0.061 0.0115 ± 0.0040 2.08 ± 0.19 3.27 ± 0.43
D+ → K−pi+pi+ 4.25 ± 0.12 0.121 ± 0.030 0.0060 ± 0.0012 2.30 ± 0.14 4.00 ± 0.16
D+ → K−pi+pi+pi0 6.03 ± 0.46 0.277 ± 0.083 0.0501 ± 0.0099 2.18 ± 0.18 3.32 ± 0.34
D+ → K0S pi+ 3.98 ± 0.12 0.158 ± 0.028 0.0046 ± 0.0011 2.48 ± 0.11 4.00 ± 0.47
D+ → K0S pi+pi0 7.22 ± 0.67 0.169 ± 0.098 0.0396 ± 0.0498 2.20 ± 0.76 2.17 ± 0.41
D+ → K0S pi+pi+pi− 4.39 ± 0.17 0.148 ± 0.034 0.0161 ± 0.0028 2.52 ± 0.18 4.00 ± 0.17
D+ → K+K−pi+ 4.68 ± 0.16 0.143 ± 0.046 0.0092 ± 0.0021 2.05 ± 0.15 3.59 ± 0.39
The fitting plots are shown in Figure A.1 where we use a square-root scale
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for the y-axis. One property of the square-root scales is that the errors propor-
tional to
√
N are the same size everywhere in the figure. This results in a better
visual balance between emphasizing signal (linear scale) or background details
(logarithmic scale). The error bars are asymmetric and correspond to a Pois-
son confidence interval equivalent to 1σ for each bin content [31]. Most of the
figures in the rest of this document are plotted in the square-root scale.
4.4 Double Tag Efficiencies and Data Yields
We determine double tag yields in data and Monte Carlo samples from un-
binned maximum likelihood fits to MBC(D) vs. MBC(D) distributions using the
signal and background functions described in the previous section. As there are
3 neutral and 6 charged decay modes, the number of combinations for the dou-
ble tag decay modes are 9 for neutral and 36 for charged. For each decay mode,
we plot the projection of the MBC for D and D respectively. To demonstrate, we
select 9 fitting plots out of the 45 × 2 from data where the other side are their
charge-conjugate modes as shown in the Figure A.2. We can see that the fitting
function describes the data very well with very small backgrounds.
For the signal Monte Carlo, since we know the number of generated events
and there are no backgrounds, we can calculate the efficiencies for each decay
mode. For the data yields, there are still some events counted as signal in the fit-
ting which are actually backgrounds; we will discuss the measurement of these
peaking backgrounds in the section on backgrounds. The efficiencies, yields
from data, and those separately determined peaking backgrounds are given in
Table 4.2.
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Table 4.2: Double tag efficiencies, yields from data, and peaking back-
ground expectations for DD events. The efficiencies include the
branching fractions for pi0 → γγ and K0S → pi+pi− decays. The
entries in the “Background” column are peaking backgrounds
which are not included in the background shape function. The
yields from "Data yield" are actually included the “Background”
events. See Section Backgrounds for more detail.
Double tag mode Efficiency(%) Data yield Background
D0 → K−pi+ D0 → K+pi− 42.99 ± 0.20 1825 ± 43 < 0.1
D0 → K−pi+ D0 → K+pi−pi0 24.73 ± 0.18 3886 ± 64 < 0.1
D0 → K−pi+ D0 → K+pi−pi−pi+ 31.57 ± 0.19 2987 ± 55 10.0 ± 2.2
D0 → K−pi+pi0 D0 → K+pi− 24.40 ± 0.18 3964 ± 64 21.9 ± 10.1
D0 → K−pi+pi0 D0 → K+pi−pi0 13.62 ± 0.14 7600 ± 90 37.2 ± 15.4
D0 → K−pi+pi0 D0 → K+pi−pi−pi+ 17.40 ± 0.16 5760 ± 78 < 0.1
D0 → K−pi+pi+pi− D0 → K+pi− 31.58 ± 0.19 2895 ± 54 < 0.1
D0 → K−pi+pi+pi− D0 → K+pi−pi0 17.32 ± 0.16 5723 ± 78 < 0.1
D0 → K−pi+pi+pi− D0 → K+pi−pi−pi+ 22.88 ± 0.17 4559 ± 69 3.1 ± 0.7
Continued on the next page ...
4.5 Single Tag Efficiencies and Data Yields
We select single tag events for D and D separately but combine the charge-
conjugate mode when performing the MBC fitting to extract the DD yields simul-
taneously in data and Monte Carlo. We use the signal and background shapes
as described in Section 4.3 for the unbinned likelihood fits.
The momentum resolution parameters are fixed to the values in Table 4.1,
with the exception of the core Gaussian σp. The core Gaussian σp, along with
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Table 4.2 continued:
Double tag mode Efficiency(%) Data yield Background
D+ → K−pi+pi+ D− → K+pi−pi− 30.21 ± 0.19 5951 ± 78 < 0.1
D+ → K−pi+pi+ D− → K+pi−pi−pi0 15.67 ± 0.15 1908 ± 45 < 0.1
D+ → K−pi+pi+ D− → K0S pi− 25.02 ± 0.18 862 ± 30 10.0 ± 2.2
D+ → K−pi+pi+ D− → K0S pi−pi0 13.30 ± 0.14 2032 ± 46 21.9 ± 10.1
D+ → K−pi+pi+ D− → K0S pi−pi−pi+ 16.91 ± 0.15 1067 ± 33 37.2 ± 15.4
D+ → K−pi+pi+ D− → K−K+pi− 23.55 ± 0.17 483 ± 22 < 0.1
D+ → K−pi+pi+pi0 D− → K+pi−pi− 15.82 ± 0.15 1839 ± 44 < 0.1
D+ → K−pi+pi+pi0 D− → K+pi−pi−pi0 8.26 ± 0.11 644 ± 29 < 0.1
D+ → K−pi+pi+pi0 D− → K0S pi− 13.03 ± 0.14 295 ± 18 3.1 ± 0.7
D+ → K−pi+pi+pi0 D− → K0S pi−pi0 6.88 ± 0.10 601 ± 26 6.8 ± 3.2
D+ → K−pi+pi+pi0 D− → K0S pi−pi−pi+ 8.50 ± 0.11 369 ± 21 11.6 ± 4.8
D+ → K−pi+pi+pi0 D− → K−K+pi− 12.08 ± 0.13 160 ± 14 < 0.1
D+ → K0S pi+ D− → K+pi−pi− 25.15 ± 0.18 828 ± 29 10.0 ± 2.2
D+ → K0S pi+ D− → K+pi−pi−pi0 13.14 ± 0.14 294 ± 17 3.1 ± 0.7
D+ → K0S pi+ D− → K0S pi− 20.76 ± 0.17 109 ± 11 2.7 ± 0.6
D+ → K0S pi+ D− → K0S pi−pi0 10.87 ± 0.13 260 ± 17 6.0 ± 1.5
D+ → K0S pi+ D− → K0S pi−pi−pi+ 14.24 ± 0.14 147 ± 12 6.9 ± 2.1
D+ → K0S pi+ D− → K−K+pi− 19.45 ± 0.16 72 ± 9 0.8 ± 0.2
D+ → K0S pi+pi0 D− → K+pi−pi− 13.49 ± 0.14 1851 ± 44 21.9 ± 10.1
D+ → K0S pi+pi0 D− → K+pi−pi−pi0 6.68 ± 0.10 632 ± 26 6.8 ± 3.2
D+ → K0S pi+pi0 D− → K0S pi− 11.04 ± 0.13 257 ± 16 6.0 ± 1.5
D+ → K0S pi+pi0 D− → K0S pi−pi0 5.79 ± 0.10 645 ± 27 13.4 ± 6.2
D+ → K0S pi+pi0 D− → K0S pi−pi−pi+ 7.17 ± 0.11 361 ± 20 15.6 ± 5.1
D+ → K0S pi+pi0 D− → K−K+pi− 10.35 ± 0.12 144 ± 13 1.8 ± 0.8
D+ → K0S pi+pi+pi− D− → K+pi−pi− 17.31 ± 0.15 1145 ± 34 37.2 ± 15.4
D+ → K0S pi+pi+pi− D− → K+pi−pi−pi0 8.86 ± 0.12 339 ± 20 11.6 ± 4.8
D+ → K0S pi+pi+pi− D− → K0S pi− 14.31 ± 0.14 160 ± 13 6.9 ± 2.1
D+ → K0S pi+pi+pi− D− → K0S pi−pi0 7.21 ± 0.11 359 ± 20 15.6 ± 5.1
D+ → K0S pi+pi+pi− D− → K0S pi−pi−pi+ 9.62 ± 0.12 205 ± 16 14.5 ± 5.2
D+ → K0S pi+pi+pi− D− → K−K+pi− 13.20 ± 0.14 91 ± 10 3.0 ± 1.2
D+ → K+K−pi+ D− → K+pi−pi− 23.72 ± 0.17 485 ± 22 < 0.1
D+ → K+K−pi+ D− → K+pi−pi−pi0 12.33 ± 0.14 166 ± 13 < 0.1
D+ → K+K−pi+ D− → K0S pi− 19.39 ± 0.16 62 ± 8 0.8 ± 0.2
D+ → K+K−pi+ D− → K0S pi−pi0 10.19 ± 0.12 180 ± 14 1.8 ± 0.8
D+ → K+K−pi+ D− → K0S pi−pi−pi+ 13.36 ± 0.14 96 ± 11 3.0 ± 1.2
D+ → K+K−pi+ D− → K−K+pi− 18.45 ± 0.16 42 ± 8 < 0.1
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other parameters such as the D mass and the background ARGUS parameters ρ
and ξ are constrained to be equal for D and D and determined in the fits. One
minor notice for the parameter ρ is that we fixed it to 0.5 only in the two ref-
erence modes D0 → K−pi+ and D+ → K−pi+pi+ for signal Monte Carlo to make
the fitting more stable due to the very small backgrounds. The fitting plots for
data are shown in Figure A.3. The efficiencies, yields from data, and the sim-
ilarly separately determined peaking backgrounds (see Section Backgrounds)
are given in Table 4.3.
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Table 4.3: Single tag efficiencies, yields from data, and peaking back-
ground expectations for DD events. The efficiencies include the
branching fractions for pi0 → γγ and K0S → pi+pi− decays. The
entries in the “Background” column are peaking backgrounds
which are not included in the background shape function. The
yields from "Data yield" are actually include the “Background”
events. See Section Backgrounds for more detail.
Single tag mode Efficiency(%) Data yield Background
D0 → K−pi+ 65.17 ± 0.11 75177 ± 281 289 ± 14
D0 → K+pi− 65.88 ± 0.11 75584 ± 282 289 ± 14
D0 → K−pi+pi0 35.28 ± 0.07 144710 ± 439 300 ± 17
D0 → K+pi−pi0 35.62 ± 0.07 145798 ± 441 300 ± 17
D0 → K−pi+pi+pi− 46.82 ± 0.09 114222 ± 366 2633 ± 265
D0 → K+pi−pi−pi+ 47.19 ± 0.09 114759 ± 368 2633 ± 265
D+ → K−pi+pi+ 54.92 ± 0.10 116545 ± 354 < 1
D− → K+pi−pi− 55.17 ± 0.10 117831 ± 356 < 1
D+ → K−pi+pi+pi0 28.13 ± 0.10 36813 ± 260 < 1
D− → K+pi−pi−pi0 28.21 ± 0.10 37143 ± 261 < 1
D+ → K0S pi+ 45.63 ± 0.10 16844 ± 137 197 ± 43
D− → K0S pi− 45.33 ± 0.10 17087 ± 138 197 ± 43
D+ → K0S pi+pi0 23.95 ± 0.11 38329 ± 262 433 ± 201
D− → K0S pi−pi0 24.10 ± 0.11 38626 ± 263 433 ± 201
D+ → K0S pi+pi+pi− 32.29 ± 0.14 23706 ± 224 735 ± 305
D− → K0S pi−pi−pi+ 32.60 ± 0.14 23909 ± 225 735 ± 305
D+ → K+K−pi+ 42.73 ± 0.21 10115 ± 123 < 1
D− → K−K+pi− 42.47 ± 0.20 10066 ± 123 < 1
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CHAPTER 5
PEAKING BACKGROUNDS
Although the ARGUS background shape we described in Section “Signal
and Background Shapes” provides a good description for the combinatorial
background in fitting the MBC distributions, there are still some small back-
grounds that peak in the signal region in MBC. These backgrounds are included
in the signal yields from the MBC fitting and we have to exclude them when cal-
culating the branching fractions. In this chapter, we describe the different types
of peaking backgrounds and how to estimate their contributions for single tag
and double tag cases.
5.1 “Internal” and “External” Backgrounds
The basic idea to calculate the number of backgrounds is:
Nbackground = NDD × Bb × pb→i, (5.1)
where NDD is the total number of DD that can be obtained from branching frac-
tion fitter;Bb is the branching fraction for a Dmeson to decay to the background-
contributing mode b; and pb→i is the probability that a D that decays to the mode
b is reconstructed as an i signal candidate. The probability pb→i can be deter-
mined from Monte Carlo simulations. There are slight complications in deter-
mining the Bb based on the source of the backgrounds, which will be discussed
below.
There are two types of peaking backgrounds depending on whether they
are among our measured 9 modes or not: “internal” backgrounds and “exter-
nal” backgrounds. “Internal” backgrounds come from the D mesons that decay
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into one of the 9 signal modes (including the charge-conjugate modes) and are
accepted as candidates for a different signal mode. For this reason, these back-
grounds are also called “cross-feeds” in our analysis. “External” backgrounds
are the decays not measured in our 9 signal modes, which feed down to con-
taminate our signal yields.
For “internal” backgrounds, we use the values of Bb obtained from the
branching fraction fitter, while for “external” backgrounds, we use fixed values
ofBb for some modes from the PDG [23] or use a data-driven technique to deter-
mine the absolute subtraction numbers. During each iteration of the fitter, since
the values of NDD and Bb will be calculated by the fitter, the backgrounds will
also be updated accordingly. The dependence of the subtracted backgrounds
on the fit parameters is accounted for by the fitter in its χ2 minimization. For
external backgrounds, we include the uncertainties in the PDG values of Bb to
estimate the associated systematic errors.
To identify the major sources of external backgrounds we study generic DD
Monte Carlo samples. For the internal backgrounds study, we use single tag
signal Monte Carlo samples. In a single tag signal Monte Carlo event, the non-
signal tag side D or D decays generically, so some external backgrounds can also
be present in signal Monte Carlo simulations. We therefore remove the external
backgrounds contribution when studying the internal backgrounds. In the next
two subsections, we will discuss different peaking backgrounds based on single
tag and double tag situations.
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5.2 Single Tag Backgrounds
5.2.1 Doubly Cabibbo suppressed modes (external)
Monte Carlo study indicates that for the neutral D mesons, the doubly Cabibbo
suppressed decays (DCSD) D0 → K−pi+ and D0 → K−pi+pi0 are the largest peak-
ing backgrounds for D0 decays to these final states. The decay D0 → K−pi+pi+pi−
contributes significantly to the background for that D0 final state, but this con-
tribution is smaller compared with the two singly Cabibbo suppressed decays
(SCSD), D0 → K−K0S pi+ and D0 → K+K0S pi−, which will be discussed separately.
On the other hand, for the charged D decays to D+ → K−pi+pi+ or D+ →
K−pi+pi+pi0, DCSD could contribute to the peaking backgrounds only if a double
misidentification – misidentify a pi+ as a K+ and the K− as a pi− – happens, which
is very rare. Even if that happend, this background will mostly be rejected by
the ∆E requirement. For the modes in which the decay daughter contains K0S
(such as D+ → K0S pi+, D+ → K0S pi+pi0, and D+ → K0S pi+pi+pi−) there are contribu-
tions from DCSD [32], but we do not regard them as backgrounds since we are
measuring the decays to K0S rather than K
0 or K
0
.
The resonant substructure of D0 → K+pi−pi0 is slightly different for Cabibbo
favored decays (CFD) and DCSD modes [33], and a similar difference can be
present in D0 → K+pi−pi+pi−. The differences in resonant substructure may lead
to different values of pb→i for these modes. We simulate these decays with kine-
matic distributions flat in phase space and compare the efficiencies in these sam-
ples with the nominal Cabibbo-allowed efficiencies as a gauge of the size of
these effects. We find no statistically significant difference between the two val-
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ues of pb→i in either mode. So, we use the values of pb→i for the flat distribution
when estimating backgrounds.
5.2.2 D0 → K−K0S pi+ and D0 → K+K0S pi− (external)
The two external SCSD modes D0 → K−K0S pi+ and D0 → K+K0S pi− can contribute
to the decays D0 → K−pi+pi+pi− and D0 → K+pi−pi−pi+ respectively when the K0S
decays to pi+pi−. Since we require the pion tracks originate near the interaction
region as described in Chapter “Particle Reconstruction”, these SCSD decays
are less likely to appear in our signal due to the long decay length of the K0S .
However, the requirement of pion tracks may cause the pb→i to be dependent
on the K0S momentum spectrum. To test this effect, we use mixtures of resonant
(K∗±K∓) and non-resonant contributions based on PDG averages [24]; we found
no statistically significant discrepancies in the efficiency of the two mixtures.
5.2.3 D+ → multipions (external)
The SCSD decays into multipions can fake our signal modes with K0S mesons if
the invariant mass of a pair of pions (pi+pi−) happens to fall within the K0S mass
window. We estimate the size of this background through a data-driven ap-
proach by using K0S mass sidebands. We require that the reconstructed K
0
S can-
didate have a mass in one of the ranges 0.470 < M(pi+pi−) < 0.482 GeV/c2 or
0.5134 < M(pi+pi−) < 0.5254 GeV/c2, and that the D+ candidate using this K0S oth-
erwise satisfies all standard requirements. The MBC spectra of these candidates
are then fit with the standard line shapes for the mode being faked, as shown in
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Figure A.4. The momentum resolutions are set to the values obtained from the
charge-conjugate double tag fits for these modes in data.
The yields obtained in the sidebands have a significant contribution from
the tails of the K0S mass resolution, so some signal is counted in our sidebands.
To disentangle this effect, we use Monte Carlo to obtain efficiencies for events
with real K0S mesons to be reconstructed in the sideband region. The efficiencies
are shown in Table 5.1. The efficiency to be reconstructed in the signal region
is just the signal efficiency in Table 4.3. The sidebands are assumed to have the
same number of background events as the signal region. We write an efficiency
matrix E, with entries giving the efficiencies for real and background events to
be found in signal and sideband regions, and invert it to obtain the number of
real and background events: NsigNbkg
 =
 Esig→sig Ebkg→sigEsig→sb Ebkg→sb

−1  YsigYsb
 .
In addition we test this procedure on generic MC by reconstructing events
with the signal K0S mass region that arose from multipion events and using the
fractional difference between the sideband prediction and the observed yield
to set a fractional systematic error. The raw sideband yield from data and the
final corrected backgrounds are shown in Table 5.2. Since these background
estimates are determined directly from data, they do not depend on an input
branching fraction or NDD.
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Table 5.1: Efficiency for signal events to be reconstructed in K0S sidebands,
taken from signal MC. Uncertainties are statistical only.
Mode Esig→sb (10−3)
D+ → K0S pi+ 7.8 ± 0.2
D+ → K0S pi+pi0 9.5 ± 0.3
D+ → K0S pi+pi+pi− 33.0 ± 0.6
Table 5.2: External backgrounds for multipions measured as absolute sub-
tractions to data yields. Raw yield uncertainty is statistical only;
corrected background uncertainties are statistical, efficiency un-
certainty, and generic MC agreement.
Background Raw sideband yield Corrected background
D+ → pi+pi−pi+ fakes D+ → K0S pi+ 482 ± 33 198 ± 34 ± 21 ± 18
D+ → pi+pi−pi+pi0 fakes D+ → K0S pi+pi0 1965 ± 108 463 ± 113 ± 69 ± 169
D+ → 3pi+2pi− fakes D+ → K0S pi+pi+pi− 2647 ± 153 250 ± 172 ± 57 ± 125
5.2.4 D+ → K0SK0S pi+ (external)
This SCSD mode can be reconstructed as D+ → K0S pi+pi+pi− if the pi+pi− pair from
one of the two K0S s fails the K
0
S reconstruction criteria. The probability of this
faking background is limited by two factors: we veto K0S pi
+pi+pi− candidates in
which either of the pi+pi− combinations satisfied 0.491 < M(pi+pi−) < 0.504 GeV/c2;
and we require that the pion tracks originated near the interaction region to
prevent K0S faking pi
+pi− as mentioned in Section “K0S Reconstruction”.
This final state is dominated by the two-body intermediate state K∗+K0S , and
thus it is modeled well in EvtGen. We use the value ofB(D+ → K∗+K0S ) obtained
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by the E687 Collaboration [34].
5.2.5 Particle swap (internal)
“Swapping” a pion and a kaon during particle identification, e.g., reconstruct-
ing a K+ as a pi+ and a pi− as a K−, can result in a D0 decay being reconstructed
as a D0 decay. This double misidentification is suppressed relative to correct re-
construction by a factor of ≈ 10−3 for D0 → K−pi+ due to the high momentum of
the two tracks. It is not observable in any of the other modes, where more than
two particles are in the final state and they have lower momentum and better
dE/dx discrimination.
We obtain the efficiency for this process by using the signal Monte Carlo for
D0 → K−pi+. Events with genuine D0 → K+pi− on the other side are rejected,
and the yield of candidates reconstructed in the remaining events as having
D0 → K+pi− is measured. The yield fits to signal Monte Carlo are shown in
Figure A.5.
5.2.6 Other peaking backgrounds check
To estimate the possible remaining peaking backgrounds, we remove the signals
and the above mentioned backgrounds in generic Monte Carlo, then look at the
MBC spectra for the D candidates, as shown in Figure A.6. The largest peak-
ing is less than 0.02% in D0 → K−pi+ due to bad modeling of the non-peaking
background. There is no evidence of peaking background in other modes.
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We also check the peaking background in continuum, radiative return, and
τ-pair Monte Carlo samples with their corresponding MBC spectra shown in Fig-
ures A.7, A.8, and A.9. We found no evidence for peaking background in any of
the signal D decay modes.
5.3 Double Tag Backgrounds
We consider the same potential sources of background in double tag as in sin-
gle tag backgrounds for both the D and D candidates. However, we calculate
double tag background rates separately from single tag rates. For example, in-
cluding a rate for D0 → K−K0Spi+ to fake D0 → K−pi+pi+pi− does not automatically
give a rate for D0 → K−K0Spi+ to create fake double tags. We can categorize the
double tag backgrounds into two cases: one tag side faking and both tag sides
faking.
In the one tag side faking case where D → i is correctly reconstructed but
D → k¯ is misreconstructed as a D → ¯ decay, we predict the background event
count ni,k¯→ ¯ using
ni,k¯→ ¯ = NDD iBi pk¯→ ¯Bk¯. (5.2)
In this equation, pk¯→ ¯ is the probability for a D → k¯ decay to be reconstructed
as a single tag D → ¯ decay. The branching fractions Bi and Bk¯ are taken from
the previous CLEO-c branching fraction result [35], or the PDG [24] for external
modes not included in the earlier CLEO-c measurement. Charge conjugate DT
backgrounds are set to equal.
On the other hand, the chance of having a fake on both tag sides is usu-
ally very small and we just ignore it. The exceptions are the neutral DCSD
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modes and the “wrong-sign” mode D0 → K+K0Spi−. If one side produces such
a decay, it is impossible to produce a double tag unless the other side un-
dergoes a wrong-sign decay too. This severely suppresses these backgrounds
in the double tags, so for example the background due to DCSD decays for
D0 → K−pi+pi0/D0 → K+pi−pi0 is expected to be less than 10−2 event in data. We
included these decays by choosing a particular wrong-sign background mode
i, using i and Bi as expected for mode i to fake single tags, and then summing
Eq. (5.2) over the wrong-sign background modes k¯ for the other side.
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CHAPTER 6
SYSTEMATIC UNCERTAINTIES
Systematic uncertainties are accounted for in the branching fraction fit, by
including them directly in the χ2 minimization. We will discuss different contri-
butions for the systematic uncertainties in the following sections.
6.1 Signal Shape Parameterization
To gauge the sensitivity of the single tag and double tag yields to variations in
the MBC fit functions, we vary the parameter values of the signal line shape. The
main parameters here are the mass (M) and width (Γ) of the ψ(3770) as well as
the Blatt-Weisskopf radius (R). We vary these parameters by ±0.5 MeV/c2, ±2.5
MeV, and ±4 GeV−1 respectively and fit data. Since the differences in the double
tags are negligible compared with single tags, we only consider the single tags,
as shown in Tables B.1, B.2, and B.3 for the three variations respectively.
Among two charge-conjugate decays in each mode, we choose the larger
difference for that mode and then add in quadrature the three differences (mass,
width, and R) to get the systematic uncertainties for the line shape parameters
as shown in Table 6.1.
6.2 Double DCSD Interference
In the neutral double tag modes, the CFD amplitudes can interfere with ampli-
tudes where both D0 and D0 undergo DCSD. If we denote the final states as f1 f¯2,
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Table 6.1: Systematic uncertainties of line shape parameters.
Mode Difference(%) Total
M(±0.5) MeV/c2 Γ(±2.5) MeV R(±4) GeV−1 (%)
D0 → K−pi+ 0.14 −0.36 −0.12 0.40
D0 → K+pi−pi0 0.18 −0.45 −0.12 0.50
D0 → K−pi+pi+pi− 0.20 −0.46 −0.10 0.51
D+ → K−pi+pi+ −0.12 −0.29 −0.13 0.34
D− → K+pi−pi−pi0 0.21 −0.41 −0.15 0.48
D+ → K0S pi+ 0.15 −0.33 −0.14 0.39
D+ → K0S pi+pi0 0.20 −0.41 −0.15 0.48
D+ → K0S pi+pi+pi− 0.26 −0.46 −0.15 0.55
D+ → K+K−pi+ −0.24 −0.46 −0.15 0.54
the two transition amplitudes are CFD (D0 → f1, D0 → f¯2) and DCSD (D0 → f¯2,
D0 → f1). The interference [36, 37] between these two processes is governed by
two amplitude ratios:
〈 f1|D0〉/〈 f1|D0〉 ≡ −r1e−iδ1 (6.1)
and
〈 f2|D0〉/〈 f2|D0〉 ≡ −r2e−iδ2 , (6.2)
where the ri are magnitudes and therefore strictly positive, and the δi are mode-
dependent strong phases. The size of the interference effect is:
∆ = 2r1r2 cos(δ1 + δ2) − r21r22. (6.3)
For the input values in Eq. (6.3), we take the ri and δi from [38] and apply for
decay D0 → K−pi+ directly. For D0 → K−pi+pi0 and D0 → K−pi+pi+pi− decays, we
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take the ri from PDG [23] and δi from [39] by rotating 180° due to a difference in
the phase convention. We also need to substitue cos δ as R cos δ to use in Eq. (6.3),
where R is the coherence factor and is also measured in [39]. The correction
factors for the yields, i.e. 1/(1 - ∆), are shown in Table 6.2.
Table 6.2: DCSD interference corrections
Mode Yield correction factor
D0 → K−pi+ D0 → K+pi− 1.005 ± 0.002
D0 → K−pi+ D0 → K+pi−pi0 1.002 ± 0.002
D0 → K−pi+ D0 → K+pi−pi−pi+ 1.005 ± 0.003
D0 → K−pi+pi0 D0 → K+pi− 1.002 ± 0.002
D0 → K−pi+pi0 D0 → K+pi−pi0 1.000 ± 0.002
D0 → K−pi+pi0 D0 → K+pi−pi−pi+ 1.005 ± 0.002
D0 → K−pi+pi+pi− D0 → K+pi− 1.005 ± 0.003
D0 → K−pi+pi+pi− D0 → K+pi−pi0 1.005 ± 0.002
D0 → K−pi+pi+pi− D0 → K+pi−pi−pi+ 0.996 ± 0.004
6.3 Detector Simulation
6.3.1 Tracking and K0S Efficiencies
Based on the study of tracking efficiencies for pions and kaons in [40], there is
good agreement between data and Monte Carlo and no need to make correc-
tions to efficiency. We therefore use the suggested value of a systematic uncer-
tainty of 0.3% per pion track and 0.6% per kaon track for all modes. These track-
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ing systematics are treated as correlated between all particles. We apply a 0.8%
K0S reconstruction efficiency systematic uncertainty to K
0
S candidates according
to [41]. This uncertainty is correlated among K0S candidates.
6.3.2 pi0 Efficiency
The pi0 finding efficiencies in data and Monte Carlo have been studied in [42].
The efficiency correction and its uncertainty can be written as following:
data/MC = a1 p¯pi0 + a0 (6.4)
σdata/MC =
√
σ2a1 p¯
2
pi0
+ σ2a0 + 2ρ01σa0σa1 p¯pi0 (6.5)
where p¯pi0 is the average pi0 momentum for data, and other fitting parameters
are [42]: a0 = 0.939 ± 0.022, a1 = 0.001 ± 0.021, ρ01 = −0.947. We obtain the p¯pi0 in
data for the decays D0 → K−pi+pi0, D+ → K−pi+pi+pi0, and D+ → K0S pi+pi0 based on
the pi0 momentum distributions as shown in Figure A.10.
Putting it all together, we get the corrections for the three modes in Table
6.3. We correct the efficiencies based on the average pi0 momentum in double
tag and single tag by a factor of 0.939 for these three modes, and take systematic
uncertainties of 1.3%, 1.5%, and 1.3% for each mode respectively.
6.3.3 Particle Identification Efficiencies
Particle identification efficiencies are studied [43] by reconstructing decays with
unambiguous particle content, such as D0 → K0S pi+pi− and φ→ K+K−. The decay
of D0 → K−pi+pi0 is also used for the study as the K− and pi+ can be distinguished
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Table 6.3: pi0 efficiency correction. p¯pi0 is the average momentum for pi0.
Mode p¯pi0 (GeV) data/MC
D0 → K−pi+pi0 0.478 0.939 ± 0.013
D+ → K−pi+pi+pi0 0.339 0.939 ± 0.015
D+ → K0S pi+pi0 0.498 0.939 ± 0.013
kinematically. There is good agreement between data and Monte Carlo with
small discrepancies. In each final state, we apply the suggested efficiency cor-
rection factor 0.995 per PID-identified pi±s and 0.990 per PID-identified K±s. We
also assign correlated uncertainties of 0.25% and 0.3% to each pi± and K±, respec-
tively. Since the K0S daughters are not selected with the pi
± PID requirements, we
do not assign these corrections and uncertainties to them.
6.4 Lepton Veto
As discussed in Section D Reconstruction, we imposed additional lepton veto
requirements for D0 → K−pi+ single tag candidates in order to eliminate e+e− →
e+e−γγ, e+e− → µ+µ−γγ, and cosmic ray muon events. We compared the number
of events before and after using this requirement, and found the number of
events after using this veto decreased approximately 0.1%. We therefore assign
a systematic uncertainty of 0.1% to D0 → K−pi+ single tag yields to account for
this effect.
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6.5 Trigger Simulation
We use events that are accepted by any trigger line. In practice most of our
events are flagged by the two-track trigger, which has some inefficiency for soft
tracks. Based on the Monte Carlo trigger simulation, there is no significant devi-
ations from 100% efficiency for all modes as shown in Table 6.4. Consequently,
we do not assign systematic uncertainty on trigger simulation.
Table 6.4: Trigger efficiencies derived from signal MC.
Mode Trigger efficiency (%)
D0 → K−pi+ 99.983 ± 0.004
D0 → K−pi+pi0 99.981 ± 0.004
D0 → K−pi+pi+pi− 99.974 ± 0.004
D+ → K−pi+pi+ 99.969 ± 0.004
D+ → K−pi+pi+pi0 100+0−0.000
D+ → K0S pi+ 100+0−0.000
D+ → K0S pi+pi0 100+0−0.002
D+ → K0S pi+pi+pi− 99.996 ± 0.002
D+ → K+K−pi+ 99.998 ± 0.002
6.6 |∆E| Requirement
∆E is defined as the difference between the measured energy of the D candidate
and beam energy. Any discrepancy in detector resolution between data and
Monte Carlo simulations can cause systematic bias. To estimate this effect, we
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apply a wider ∆E cut, i.e. 2 × ∆E, for both data and Monte Carlo samples.
Then we calculate the ratio of yields (or efficiences for Monte Carlo) between
the standard ∆E cut and 2 × ∆E cut. For single tag events, we choose the maxi-
mum value of the ratios (Data/MC) among charge-conjugate mode from Table
B.4 and use the difference between these values and 1 as the systematic uncer-
tainty, as shown in Table 6.5. For the double tag events we assign a conservative
uncertainty 1.0% for the diagonal double tags, and
√
2· 0.5% for all non-diagonal
double tags in the branching fraction fitter.
Table 6.5: Systematic uncertainty of ∆E cuts. The Ratios are taken from
the max of the value in Table B.4, and the systematics are the
difference between the Ratio and 1.
Mode Ratio (Data/MC) Syst (%)
D0 → K+pi− 1.001 ± 0.001 0.1
D0 → K+pi−pi0 0.998 ± 0.000 0.2
D0 → K+pi−pi−pi+ 0.998 ± 0.001 0.2
D− → K+pi−pi− 1.001 ± 0.001 0.1
D+ → K−pi+pi+pi0 1.002 ± 0.001 0.2
D+ → K0S pi+ 1.000 ± 0.001 0.0
D+ → K0S pi+pi0 1.004 ± 0.001 0.4
D− → K0S pi−pi−pi+ 1.012 ± 0.001 1.2
D+ → K+K−pi+ 0.998 ± 0.002 0.2
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6.7 Background Shape
The systematic uncertainty of background shape (ARGUS function) in single tag
yields is estimated by using alternative ARGUS parameters. To get reasonable
alternatives, we select events in low and high ∆E sidebands based on the ∆E
requirements for each decay mode. Then we fit the MBC distributions of these
sideband events with an ARGUS function as shown in Figures A.11 and A.12
for low and high ∆E sidebands respectively. Once we obtain the ARGUS pa-
rameters, we use them to fit single tag events within the normal ∆E region. We
choose the maximum difference among the shifts of the yields for each mode
and use these values for the systematic uncertainty (see Table B.5).
6.8 Final State Radiation
FSR is simulated by PHOTOS in both the signal Monte Carlo and the generic
Monte Carlo simulations. In the simulations, the reduction of double tag effi-
ciencies due to FSR is approximately a factor of two larger than the reduction of
single tag efficiencies due to FSR. The accuracy of the FSR simulation has been
verified to 8% of itself using J/ψ→ µ+µ− decays [44, 45]. Base on the study by he
Heavy Flavor Averaging Group (HFAG) [46], we assign uncertainties of ±25%
of the FSR correction to the efficiency difference in Table B.6 as the uncertainty
in each mode. This uncertainty is correlated across all modes.
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6.9 Event Topology
If the Monte Carlo does not correctly simulate global features of an event, i.e.,
the event topology, it is possible for the efficiency derived from the Monte Carlo
to differ from the real efficiency, even if the Monte Carlo models component
features such as track- and pi0-level efficiency correctly. We will evaluate and
check the sources of such error in the following subsections.
6.9.1 Resonant Substructure
If the Monte Carlo simulation includes an incorrect resonant substructure for
three- and four-body decay modes, the momentum distribution of the final state
particles will be distorted. As the particle detection efficiency depends on the
momentum distribution, the resonant substructure can have an effect on the av-
erage efficiency for the D reconstruction. To extract a systematic uncertainty
on the efficiencies due to these effects, we obtain the effective efficiency as a
function of momentum for each of the daughter particles in a given mode from
Monte Carlo, then unweight the observed momentum distribution in generic
Monte Carlo and data for each daughter. This gives an effective overall effi-
ciency for that data sample. The comparison plots between data and Monte
Carlo to determine this systematic uncertainty are shown in Figures A.13 – A.19.
The systematic uncertainties for each mode are shown in Table 6.6 in which we
take the maximum value for each mode.
For D+ → K+K−pi+ mode, we use a more conservative method [47] to deter-
mine the systematic uncertainty. The data/MC comparisons for mass distribu-
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Table 6.6: Resonant substructure systematic uncertainties.
Mode dau1(%) dau2(%) dau3(%) dau4(%) max (%)
D0 → K−pi+ – – – – –
D0 → K−pi+pi0 0.58 0.09 0.19 – 0.58
D0 → K−pi+pi+pi− 1.3 0.12 0.58 0.16 1.3
D+ → K−pi+pi+ 0.53 0.23 0.21 – 0.53
D+ → K−pi+pi+pi0 0.94 0.43 0.19 0.12 0.94
D+ → K0S pi+ – – – – –
D+ → K0S pi+pi0 0.42 0.23 0.39 – 0.42
D+ → K0S pi+pi+pi− 0.62 0.22 0.41 0.13 0.62
D+ → K+K−pi+ 0.62 1.63 0.01 – 1.63
tions are shown in Figure 6.1. We divide the signal Monte Carlo sample into
three subsets: φpi+, K
∗0
K+, and phase-space (this represents more than 95% for
the total sample). Then calculate the efficiency for each subset and compare
with the normal efficiency (see Table 6.7). We therefore assign the maximum
difference 5.82% error for this mode.
Table 6.7: Resonant substructure systematic uncertainties for decay mode
D+ → K+K−pi+. Here “Eff” stands for the normal efficiency from
the signal MC, “PHSP” is phase-space.
Mode Eff(%) φpi+(%) K
∗0
K+(%) PHSP(%) max-diff(%)
D+ → K+K−pi+ 42.73 ± 0.21 43.68 ± 0.38 45.21 ± 0.37 40.52 ± 0.33 5.80
D− → K−K+pi− 42.47 ± 0.20 42.84 ± 0.37 44.94 ± 0.36 40.84 ± 0.33 5.82
51
)2c) (GeV/+pi -M(K
0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8
Yi
el
d 
(ar
bit
ra
ry
 un
its
)
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
Data
MC
)2c) (GeV/+pi -M(K
0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5
Yi
el
d 
(ar
bit
ra
ry
 un
its
)
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
Data
MC
Figure 6.1: Background-subtracted mass distributions for K−K+ (left) and
K−pi+ (right) in D+ → K+K−pi+. Blue points are data and red
points connected by lines are signal MC.
6.9.2 Track and pi0-finding Efficiencies
The track and pi0-finding efficiencies exhibit some dependence on the decay
mode of the other side, as the other side contributes to charged and neutral
multiplicity in the event, which in turn affects finding efficiencies. The Monte
Carlo shows that there can be changes in kaon or pion reconstruction efficien-
cies of a few percent when comparing the extreme situations of the other side
being all-neutral or being a 4-prong decay. To evaluate such discrepancy in our
analysis, we re-weight events based on the generator-level number of tracks and
the number of pi0’s on the other side, where the weight variations are set to be
three times larger than the discrepancies according to [48].
The results are shown in Table 6.8. The largest change due to the track
reweighting is 0.26% in the D+ → K0S pi+pi+pi− efficiency, and all modes show
reduced efficiency when the mean track multiplicity increases, and increased ef-
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Table 6.8: Effects on efficiency of reweighting the multiplicity distribution
of the other side. Values are δ/.
Mode Track + Track − pi0 + pi0 −
D0 → K−pi+ −0.0004 +0.0002 +0.0005 −0.0001
D0 → K−pi+pi0 +0.0014 −0.0013 −0.0048 +0.0041
D0 → K−pi+pi+pi− −0.0011 +0.0003 +0.0002 +0.0000
D+ → K−pi+pi+ −0.0012 −0.0002 +0.0002 −0.0001
D+ → K−pi+pi+pi0 +0.0016 −0.0012 −0.0029 +0.0027
D+ → K0S pi+ +0.0006 −0.0004 −0.0001 +0.0001
D+ → K0S pi+pi0 +0.0003 −0.0006 −0.0018 +0.0019
D+ → K0S pi+pi+pi− −0.0026 +0.0026 +0.0004 −0.0004
D+ → K+K−pi+ +0.0025 +0.0000 +0.0000 −0.0001
ficiency when the mean decreases. Under a pi0 multiplicity shift, the only modes
to show significant change are pi0 modes (which is to be expected). The largest
such change is 0.48% for D0 → K−pi+pi0. As the sizes of the multiplicity shifts
are designed to be about three times larger than the observed discrepancies, so
these translate to relative shifts of O(0.2%), which we choose not to include as a
systematic uncertainty.
6.9.3 Multiple Candidates Rate
If there is more than one acceptable candidate for a particular D single tag decay,
we choose the one with the smallest |∆E| for the MBC fit. As the true candidate is
not guaranteed to have the smallest |∆E|, this choice is not 100% accurate. The
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probability of wrong choice depends on two factors: the probability of multiple
candidate rates (R) and the probability of choosing the wrong candidate (P). IfR
differs between data and Monte Carlo events and P is non-zero, then the signal
efficiencies measured in Monte Carlo simulations are systematically biased.
We define F to be the fraction of the reconstructed single tag yield that orig-
inates from multiple-candidate events. We also introduce s and m, for signal
efficiencies in single- and multiple-candidate events, respectively. The total sin-
gle tag efficiency  can be expressed as:
1

=
1 − F
s
+
F
m
. (6.6)
Then we assume no data/MC discrepancies for s and m, and only consider the
shift in efficiency between data and Monte Carlo caused by F:
∆ = MC − data = (Fdata − FMC) × (s − m) × MCdata
sm
. (6.7)
For small F,  ≈ s, so the fractional efficiency bias is
∆
MC
≈ (Fdata − FMC)
(
s
m
− 1
)
=
(
Fdata
FMC
− 1
) (
s
MC
− 1
)
, (6.8)
where we have used
m =
FMCMCs
s − (1 − FMC)MC . (6.9)
Thus, a bias in efficiency appears only if both FMC , Fdata and s , m. Since
the size of bias is limited by the value of |FMC − Fdata|, we take the smaller of the
central values of |FMC − Fdata| and |∆/MC| as the systematic uncertainty if this
value is larger than than 0.2%. The results are shown in Table 6.9.
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Table 6.9: The fraction of the total yield in multiple candidate events in data and Monte
Carlo, the estimated efficiency change due to this effect, and the final systematic
uncertainty used for this mode. The Error is taken from the smaller of the
central values of |FMC − Fdata| and |∆/MC|, if it is less than 0.2% we assign no
systematic error.
Mode Fdata (%) FMC (%) FMC − Fdata (%) ∆/MC (%) Error (%)
D0 → K−pi+ 0.05 ± 0.01 0.05 ± 0.00 −0.00 ± 0.01 0.01 ± 0.03 0
D0 → K−pi+pi0 13.97 ± 0.08 15.52 ± 0.02 1.55 ± 0.08 −0.74 ± 0.09 0.7
D0 → K−pi+pi+pi− 7.25 ± 0.06 7.22 ± 0.01 −0.03 ± 0.06 0.01 ± 0.03 0
D+ → K−pi+pi+ 0.87 ± 0.02 0.76 ± 0.00 −0.10 ± 0.02 −0.04 ± 0.06 0
D+ → K−pi+pi+pi0 15.05 ± 0.20 14.35 ± 0.04 −0.70 ± 0.20 0.24 ± 0.09 0.2
D+ → K0S pi+ 0.99 ± 0.06 0.75 ± 0.01 −0.24 ± 0.06 −0.65 ± 2.28 0.2
D+ → K0S pi+pi0 12.34 ± 0.17 12.72 ± 0.03 0.38 ± 0.18 −0.09 ± 0.06 0
D+ → K0S pi+pi+pi− 17.75 ± 0.27 17.63 ± 0.05 −0.12 ± 0.27 0.06 ± 0.15 0
D+ → K+K−pi+ 1.51 ± 0.11 1.50 ± 0.02 −0.01 ± 0.11 0.03 ± 0.22 0
6.10 Summary
We summarize the systematic uncertainties for each mode in Table 6.10. The
“Background shape” uncertainties are applied to individual yields and efficien-
cies propagate to all branching fractions. Except the sources marked by asterisk
in the last three row in the table, other uncertainties are correlated and coherent
across all modes. To simplify the table layout, the double DCSD interference for
neutral double tag is kept separately in Table 6.2.
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Table 6.10: Contributions, in percent, to the uncertainty on each single tag
efficiency-corrected yield, enumerated by source. The "Bkgd
shape" uncertainties are applied to individual yields and effi-
ciencies propagate to all branching fractions of the same charge
via their dependence on ND0D¯0 or ND+D− . Other uncertainties are
correlated and, except for those marked by asterisks (*), are co-
herent across all modes.
Source Kpi Kpipi0 Kpipipi Kpipi Kpipipi0 K0S pi K
0
S pipi
0 K0S pipipi KKpi
Bkgd shape 0.38 1.10 0.76 0.40 3.05 0.77 1.53 1.22 0.82
Signal shape 0.40 0.50 0.51 0.34 0.48 0.39 0.48 0.55 0.54
Tracking 0.9 0.9 1.5 1.2 1.2 0.3 0.3 0.9 1.5
Eff - K0S – – – – – 0.8 0.8 0.8 –
Eff - pi0 – 1.3 – – 1.5 – 1.3 – –
PID - pi± 0.25 0.25 0.75 0.5 0.5 0.25 0.25 0.75 0.25
PID - K± 0.3 0.3 0.3 0.3 0.3 – – – 0.6
Lepton veto 0.1 – – – – – – – –
FSR 0.8 0.4 0.7 0.5 0.2 0.4 0.2 0.5 0.3
|∆E| (*) 0.1 0.2 0.2 0.1 0.2 0.0 0.4 1.2 0.2
Substructure (*) – 0.58 1.3 0.53 0.94 – 0.42 0.62 5.82
Mult. cand. (*) 0 0.7 0 0 0.2 0.2 0 0 0
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CHAPTER 7
RESULTS AND CONCLUSION
7.1 Branching Fractions Fits
To extract the branching fractions for the nine modes, as well as ND0D0 and ND+D− ,
we perform a single least-squares fit that takes the measured data yields and ef-
ficiencies as input. The fitter forms a χ2 estimator from the 18 single tag and 45
double tag modes and minimizes it while accounting for both the statistical and
systematic uncertainties associated with the input measurements. In addition,
the fitter corrects the yields by taking into account the background contribution
for both internal and external types as we discussed in Chapter Peaking Back-
grounds. The validation of the fitter with toy Monte Carlo simulations has been
shown to produce unbiased results with correct error matrices [49, 50].
7.2 Generic Monte Carlo Validation
To validate the performance of the branching fraction fit, as well as our entire
analysis procedure, we measure the branching fractions in generic Monte Carlo
events. The χ2 of the fit is 57.5 for 52 degrees of freedom, corresponding to a
confidence level of 27.9%. The measured branching fractions and DD yields
are all within 1.5 standard deviations of the input values, as shown in Table
7.1. The overall χ2 of the difference between the fit results and the Monte Carlo
inputs, accounting for the correlations among the fit parameters, is 13.6 for 11
degrees of freedom, corresponding to a confidence level of 25.7%. Since the
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generic Monte Carlo sample has three times more events than our data, the
statistical uncertainty in the test is smaller than we will find in data. So, we
consider the agreement between measured and generated branching fractions
is a confirmation of the integrity of our entire analysis procedure.
Table 7.1: Results of the fit to generic Monte Carlo. No systematic effects
are included. Fractional uncertainties are given in parentheses.
The agreement between the input and fitted values has an over-
all confidence level of 25.7%.
Parameters Input value Fitted value Difference
ND0D¯0 9.797 × 106 (9.754 ± 0.056) × 106 (0.6%) −0.8σ
B(D0 → K−pi+) 0.0383 0.03845 ± 0.00021 (0.6%) +0.7σ
B(D0 → K−pi+pi0) 0.139 0.13984 ± 0.00078 (0.6%) +1.1σ
B(D0 → K−pi+pi+pi−) 0.07867 0.07908 ± 0.00045 (0.6%) +0.9σ
ND+D− 7.346 × 106 (7.410 ± 0.043) × 106 (0.6%) +1.5σ
B(D+ → K−pi+pi+) 0.09 0.08931 ± 0.00049 (0.6%) −1.4σ
B(D+ → K−pi+pi+pi0) 0.06812 0.06811 ± 0.00044 (0.6%) 0.0σ
B(D+ → K0S pi+) 0.01445 0.01430 ± 0.00010 (0.7%) −1.5σ
B(D+ → K0S pi+pi0) 0.05425 0.05451 ± 0.00039 (0.7%) +0.7σ
B(D+ → K0S pi+pi+pi−) 0.03582 0.03586 ± 0.00025 (0.7%) +0.2σ
B(D+ → K+K−pi+) 0.01493 0.01486 ± 0.00011 (0.7%) −0.7σ
7.3 Data Results
The results of the branching fraction fit for the 818 pb−1 data are shown in Table
7.2, where we have listed both statistical and systematical errors. We also com-
pute various ratios of branching fractions with respect to the two “reference”
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modes as shown in Table 7.3. The χ2 of the fit is 49.1 for 52 degrees of freedom,
corresponding to a confidence level of 58.8%. The correlation matrix for the 11
fit parameters is shown in Table B.7. The residuals for the single and double tag
yields are listed in Tables B.8 and B.9 respectively.
The large systematic uncertainty in the mode D+ → K+K−pi+ is mainly due
to the more conservative approach we adopted when evaluating the resonant
substructure uncertainties for this mode, as described in Section 6.9.1.
Table 7.2: Results of the fit to 818 pb−1 data. The uncertainties quoted are
statistical and systematic, respectively. Fractional uncertainties
are also listed in separate columns.
Parameter Fitted value Fractional error
Stat.(%) Syst.(%)
ND0D¯0 (2.986 ± 0.014 ± 0.061) × 106 0.5 2.1
B(D0 → K−pi+) (3.906 ± 0.021 ± 0.062)% 0.5 1.6
B(D0 → K−pi+pi0) (14.859 ± 0.074 ± 0.334)% 0.5 2.3
B(D0 → K−pi+pi+pi−) (8.242 ± 0.043 ± 0.164)% 0.5 2.0
ND+D− (2.388 ± 0.014 ± 0.045) × 106 0.6 1.9
B(D+ → K−pi+pi+) (9.157 ± 0.059 ± 0.125)% 0.6 1.4
B(D+ → K−pi+pi+pi0) (6.100 ± 0.045 ± 0.142)% 0.7 2.3
B(D+ → K0S pi+) (1.552 ± 0.013 ± 0.028)% 0.8 1.8
B(D+ → K0S pi+pi0) (7.123 ± 0.053 ± 0.172)% 0.7 2.4
B(D+ → K0S pi+pi+pi−) (3.012 ± 0.027 ± 0.076)% 0.9 2.5
B(D+ → K+K−pi+) (1.019 ± 0.011 ± 0.061)% 1.0 6.0
Given the measured number of DD events and the integrated luminosity for
ψ(3770), i.e.,
∫ L dt = 818.1 ± 8.2 pb−1 [28], we can calculate the e+e− → DD cross
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Table 7.3: Branching fraction ratios from the fit to 818 pb−1. The uncertain-
ties quoted are statistical and systematic, respectively.
Parameter Fitted value Fractional error
Stat.(%) Syst.(%)
B(D0 → K−pi+pi0)/B(K−pi+) 3.804 ± 0.022 ± 0.074 0.6 1.9
B(D0 → K−pi+pi+pi−)/B(K−pi+) 2.110 ± 0.013 ± 0.031 0.6 1.5
B(D+ → K−pi+pi+pi0)/B(K−pi+pi+) 0.666 ± 0.006 ± 0.014 0.9 2.2
B(D+ → K0S pi+)/B(K−pi+pi+) 0.169 ± 0.002 ± 0.002 1.1 1.1
B(D+ → K0S pi+pi0)/B(K−pi+pi+) 0.778 ± 0.007 ± 0.017 0.9 2.2
B(D+ → K0S pi+pi+pi−)/B(K−pi+pi+) 0.329 ± 0.004 ± 0.007 1.2 2.0
B(D+ → K+K−pi+)/B(K−pi+pi+) 0.111 ± 0.002 ± 0.006 1.4 5.8
sections, as listed in Table 7.4.
Table 7.4: Production cross sections for e+e− → DD and the ratio of D+D− to
D0D0 cross sections. The uncertainties are statistical and system-
atic, respectively. The charged and neutral cross sections have a
correlation coefficient of 0.85 stemming from systematic uncer-
tainties and from the common use of the luminosity measure-
ment.
Quantity Value
σ(e+e− → D0D¯0) (3.650 ± 0.017 ± 0.083) nb
σ(e+e− → D+D−) (2.920 ± 0.018 ± 0.062) nb
σ(e+e− → DD¯) (6.570 ± 0.025 ± 0.142) nb
σ(e+e− → D+D−)/σ(e+e− → D0D¯0) 0.800 ± 0.006 ± 0.008
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7.4 Conclusion
Using a sample of 818 pb−1 of e+e− → DD data obtained with the CLEO-c detector
at Ecm = 3.774 GeV, we have measured branching fractions for three hadronic
D0 decays and six D+ decays as shown in Table 7.2. With the measured number
of DD events, we also obtained cross sections as listed in Table 7.4. The compar-
ison of the branching fractions with PDG 2004 [10] and the previous 281 pb−1
measurement [28] is shown in Figure 7.1.
0.4 0.6 0.8 1.0 1.2 1.4 1.6
Figure 7.1: Comparison of branching fraction results with PDG 2004 [10]
and previous 281 pb−1 measurement [28].
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APPENDIX A
FIGURES
A.1 Analysis Procedure
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Figure A.1: Momentum resolutions fits for double tag in signal Monte
Carlo with square-root scale. From top left to buttom right:
D0 → K−pi+, D0 → K−pi+pi0, D0 → K−pi+pi+pi−, D+ → K−pi+pi+,
D+ → K−pi+pi+pi0, D+ → K0S pi+, D+ → K0S pi+pi0, D+ → K0S pi+pi+pi−,
and D+ → K+K−pi+.
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Figure A.2: Selected fits for double tags in data with square-root scale. For
demonstration purpose, we only show the charge-conjugate
modes here. From top left to bottom right: D0 → K−pi+, D0 →
K−pi+pi0, D0 → K−pi+pi+pi−, D+ → K−pi+pi+, D+ → K−pi+pi+pi0, D+ →
K0S pi
+, D+ → K0S pi+pi0, D+ → K0S pi+pi+pi−, and D+ → K+K−pi+.
A.2 Peaking Backgrounds
A.3 Systematic Uncertainties
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Figure A.3: Selected fits for single tag in data with square-root scale.
From top left to bottom right: D0 → K−pi+, D0 → K−pi+pi0,
D0 → K−pi+pi+pi−, D+ → K−pi+pi+, D+ → K−pi+pi+pi0, D+ → K0S pi+,
D+ → K0S pi+pi0, D+ → K0S pi+pi+pi−, and D+ → K+K−pi+.
64
)2c (GeV/BCM
1.83 1.84 1.85 1.86 1.87 1.88 1.89
)2
c
Ev
en
ts
 / 
(1 
Me
V/
20
40
60
80
100
120
140
160
180
200
220)2
c
Ev
en
ts
 / 
(1 
Me
V/
+pi SK→
+D
)2c (GeV/BCM
1.83 1.84 1.85 1.86 1.87 1.88 1.89
)2
c
Ev
en
ts
 / 
(1 
Me
V/
200
400
600
800
1000
1200
1400
)2
c
Ev
en
ts
 / 
(1 
Me
V/
0pi +pi SK→
+D
)2c (GeV/BCM
1.83 1.84 1.85 1.86 1.87 1.88 1.89
)2
c
Ev
en
ts
 / 
(1 
Me
V/
200
400
600
800
1000
1200
1400
1600
1800
2000
2200)2 c
Ev
en
ts
 / 
(1 
Me
V/
-pi +pi +pi SK→
+D
Figure A.4: MBC fitting for K0S sideband in data withsquare-root scale.
From left to right:D+ → K0S pi+, D+ → K0S pi+pi0, and D+ →
K0S pi
+pi+pi−. The momentum resolutions are set to the values
obtained from the charge-conjugate double tag fits for these
modes in data.
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Figure A.5: MBC fitting of particle swap background in D0 → K−pi+ using
signal Monte Carlo.
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Figure A.6: MBC spectra (in liner scale) of D candidates in generic Monte
Carlo, with all of the background sources we account for are
removed. The plots are fit to the sum of an ARGUS function
and a Gaussian, constrained to the respective D masses and
widths from the signal Monte Carlo. The largest peaking is
in D0 → K−pi+ where the ratio is less than 0.02%. There is no
evidence of peaking background in other modes.
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Figure A.7: MBC spectra (in liner scale) of D candidates in continuum
(non-DD) Monte Carlo. The plots are fit to the sum of an
ARGUS function and a Gaussian, constrained to the respec-
tive D masses and widths from the signal Monte Carlo. There
is no evidence of peaking background in any of the modes.
67
Beam constrained mass (GeV)
1.83 1.84 1.85 1.86 1.87 1.88 1.89
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
0
10
20
30
40
50
+pi -K→0Radiative return faking D
 0.00020 GeV±arg_cutoff =  1.88656 
 1.4±arg_slope = -2.86 
 48±bkg =  2270 
 12±yield =  0 
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
Beam constrained mass (GeV)
1.83 1.84 1.85 1.86 1.87 1.88 1.89
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
0
50
100
150
200
250
3 0
350
0
pi +pi 
-K→0Radiative return faking D
 0.000016 GeV±arg_cutoff =  1.886783 
 0.49±arg_slope = -4.314 
 175±bkg =  21217 
 96±yield =  249 
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
Beam constrained mass (GeV)
1.83 1.84 1.85 1.86 1.87 1.88 1.89
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
0
50
100
150
200
250
-pi +pi +pi 
-K→0Radiative return faking D
 0.000013 GeV±arg_cutoff =  1.886790 
 0.51±arg_slope = -8.422 
 165±bkg =  18356 
 93±yield =  179 
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
Beam constrained mass (GeV)
1.83 1.84 1.85 1.86 1.87 1.88 1.89
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
0
10
20
30
40
50
60
70
80
90
+pi +pi 
-K→+Radiative return faking D
 0.000063 GeV±arg_cutoff =  1.886782 
 1.1±arg_slope = -8.00 
 79±bkg =  4681 
 6.6±yield =  0.0 
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
Beam constrained mass (GeV)
1.83 1.84 1.85 1.86 1.87 1.88 1.89
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
0
50
100
150
200
250
300
350
4 0
450
0
pi +pi +pi 
-K→+Radiative return faking D
 0.000010 GeV±arg_cutoff =  1.886737 
 0.45±arg_slope = -7.066 
 204±bkg =  29003 
 114±yield =  318 
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
Beam constrained mass (GeV)
1.83 1.84 1.85 1.86 1.87 1.88 1.89
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
0
10
20
30
40
50
60
+pi SK→
+Radiative return faking D
 0.00015 GeV±arg_cutoff =  1.88577 
 1.3±arg_slope = -6.87 
 52±bkg =  2723 
 49±yield =  0 
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
Beam constrained mass (GeV)
1.83 1.84 1.85 1.86 1.87 1.88 1.89
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
0
100
200
300
400
500
600
0
pi +pi SK→
+Radiative return faking D
 0.000036 GeV±arg_cutoff =  1.886687 
 0.39±arg_slope = -5.400 
 250±bkg =  41975 
 144±yield =  270 
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
Beam constrained mass (GeV)
1.83 1.84 1.85 1.86 1.87 1.88 1.89
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
0
200
400
600
800
1000
-pi +pi +pi SK→
+Radiative return faking D
 0.000034 GeV±arg_cutoff =  1.886820 
 0.29±arg_slope = -8.107 
 341±bkg =  75811 
 204±yield =  1046 
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
Beam constrained mass (GeV)
1.83 1.84 1.85 1.86 1.87 1.88 1.89
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
0
20
40
60
80
100
120
+pi + K-K→+Radiative return faking D
 0.000071 GeV±arg_cutoff =  1.886530 
 2.5±arg_slope = -9.68 
 272±bkg =  6800 
 1608±yield =  6 
Ev
en
ts
 / 
( 0
.00
06
 G
eV
 )
Figure A.8: MBC spectra (in liner scale) of D candidates in radiative return
Monte Carlo. The plots are fit to the sum of an ARGUS func-
tion and a Gaussian, constrained to the respective D masses
and widths from the signal Monte Carlo. There is no evidence
of peaking background in any of the modes.
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Figure A.9: MBC spectra (in liner scale) of D candidates in τ-pair Monte
Carlo. The plots are fit to the sum of an ARGUS function and
a Gaussian, constrained to the respective D masses and widths
from the signal Monte Carlo. There is no evidence of peaking
background in any of the modes.
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Figure A.10: pi0 momentum distribution in data. From left to right are:
D0 → K−pi+pi0, D+ → K−pi+pi+pi0, and D+ → K0S pi+pi0.
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Figure A.11: Fits for low ∆E sideband single tags in data,square-root scale.
From top left to bottom right: D0 → K−pi+, D0 → K−pi+pi0,
D0 → K−pi+pi+pi−, D+ → K−pi+pi+, D+ → K−pi+pi+pi0, D+ → K0S pi+,
D+ → K0S pi+pi0, D+ → K0S pi+pi+pi−, and D+ → K+K−pi+.
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Figure A.12: Fits for high ∆E sideband single tags in data,square-root
scale. From top left to bottom right: D0 → K−pi+, D0 →
K−pi+pi0, D0 → K−pi+pi+pi−, D+ → K−pi+pi+, D+ → K−pi+pi+pi0,
D+ → K0S pi+, D+ → K0S pi+pi0, D+ → K0S pi+pi+pi−, and D+ →
K+K−pi+.
72
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
10000
20000
30000
40000
50000
60000
70000
80000
90000
 momentum-K h_pk_mctruth
Entries 591603
Mean   0.6565
RMS    0.1746
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
10000
20000
30000
40000
50000
60000
 momentum+pi h_ppi1_mctruth
Entries 591603
Mean   0.5191
RMS    0.2501
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
10000
20000
30000
40000
50000
60000
 momentum0pi h_ppiz_mctruth
Entries 591603
Mean   0.4844
RMS     0.252
h_pk_mctruth
Entries 591603
Mean   0.6565
RMS    0.1746
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
 momentum-Efficiency as a function of K
579
24 7
h_ppi1_mctruth
Entries 591603
Mean   0.5191
RMS    0.2501
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
0.1
0.2
0.3
0.4
0.5
0.6
0.7
 momentum+piEfficiency as a function of 
 . 3 3
  0.285
h_ppiz_mctruth
Entries 591603
Mean   0.4844
RMS     0.252
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.4
0.6
0.8
1
1.2
1.4
1.6
 momentum0piEfficiency as a function of 
5652
 0.3186
0 0.2 0.4 0.6 0.8 10
1000
2000
3000
4000
5000
 momentum-K h_pk_data
Entries  148603
Mean    0.651
RMS    0.1591
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
500
1000
1500
2000
2500
3000
 momentum+pi h_ppi1_data
Entries  148603
Mean     0.51
RMS     0.247
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
500
1000
1500
2000
2500
3000
 momentum0pi h_ppiz_data
Entries  148603
Mean   0.5004
RMS    0.2525
0 0.2 0.4 0.6 0.8 10
2000
4000
6000
8000
 momentum, corrected-K h_pk_c_data
Entries  148603
Mean   0.6476
RMS    0.1676
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
2000
4000
6000
8000
 momentum, corrected+pi h_ppi1_c_data
Entries  148603
Mean    0.521
RMS    0.2451
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
1000
2000
3000
4000
5000
6000
7000
8000
9000
 momentum, corrected0pi h_ppiz_c_data
Entries  148603
Mean   0.4941
RMS    0.2501
Figure A.13: Plots comparing track momentum spectra in data and MC
for D0→K−pi+pi0. The top left three plots show the MC truth
(points) and fully-reconstructed (histograms) spectra in MC.
The top right three plots show the effective efficiency as a
function of the momentum of each daughter particle. The
bottom left three plots compare the momentum distribu-
tion for the three D0 decay products in data (points) and
MC(histograms). The bottom right three plots show the same
momentum spectra after correcting bin-by-bin for efficiency.
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Figure A.14: Plots comparing track momentum spectra in data and MC
for D0→K−pi+pi+pi−. (pi+1 is the higher-momentum pion and pi+2
the lower.) The top left four plots show the MC truth (points)
and fully-reconstructed (histograms) spectra in MC. The top
right four plots show the effective efficiency as a function of
the momentum of each daughter particle. The bottom left
four plots compare the momentum distribution for the four
D0 decay products in data (points) and MC(histograms). The
bottom right four plots show the same momentum spectra
after correcting bin-by-bin for efficiency.
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Figure A.15: Plots comparing track momentum spectra in data and MC
for D+→K−pi+pi+. (pi+1 is the higher-momentum pion and pi+2 the
lower.) The top left three plots show the MC truth (points)
and fully-reconstructed (histograms) spectra in MC. The top
right three plots show the effective efficiency as a function
of the momentum of each daughter particle. The bottom left
three plots compare the momentum distribution for the three
D+ decay products in data (points) and MC(histograms). The
bottom right three plots show the same momentum spectra
after correcting bin-by-bin for efficiency.
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Figure A.16: Plots comparing track momentum spectra in data and MC
for D+→K−pi+pi+pi0. (pi+1 is the higher-momentum pion and pi+2
the lower.) The top left four plots show the MC truth (points)
and fully-reconstructed (histograms) spectra in MC. The top
right four plots show the effective efficiency as a function of
the momentum of each daughter particle. The bottom left
four plots compare the momentum distribution for the four
D+ decay products in data (points) and MC(histograms). The
bottom right four plots show the same momentum spectra
after correcting bin-by-bin for efficiency.
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Figure A.17: Plots comparing track momentum spectra in data and MC
for D+→K0Spi+pi0. The top left three plots show the MC truth
(points) and fully-reconstructed (histograms) spectra in MC.
The top right three plots show the effective efficiency as a
function of the momentum of each daughter particle. The
bottom left three plots compare the momentum distribu-
tion for the three D+ decay products in data (points) and
MC(histograms). The bottom right three plots show the same
momentum spectra after correcting bin-by-bin for efficiency.
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Figure A.18: Plots comparing track momentum spectra in data and MC
for D+→K0Spi+pi−pi+. (pi+1 is the higher-momentum pion and pi+2
the lower.) The top left four plots show the MC truth (points)
and fully-reconstructed (histograms) spectra in MC. The top
right four plots show the effective efficiency as a function of
the momentum of each daughter particle. The bottom left
four plots compare the momentum distribution for the four
D+ decay products in data (points) and MC(histograms). The
bottom right four plots show the same momentum spectra
after correcting bin-by-bin for efficiency.
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Figure A.19: Plots comparing track momentum spectra in data and MC
for D+→K+K−pi+. The top left three plots show the MC truth
(points) and fully-reconstructed (histograms) spectra in MC.
The top right three plots show the effective efficiency as a
function of the momentum of each daughter particle. The
bottom left three plots compare the momentum distribu-
tion for the three D+ decay products in data (points) and
MC(histograms). The bottom right three plots show the same
momentum spectra after correcting bin-by-bin for efficiency.
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APPENDIX B
TABLES
Table B.1: Single tag yields with different mass of ψ(3770).
Mode Yield max-diff
M = 3771.9 MeV M = 3772.4 MeV M = 3772.9 MeV (%)
D0 → K−pi+ 75284 ± 282 75177 ± 281 75079 ± 282 0.14
D0 → K+pi− 75691 ± 283 75584 ± 282 75487 ± 282 0.14
D0 → K−pi+pi0 144968 ± 438 144710 ± 439 144467 ± 438 0.18
D0 → K+pi−pi0 146064 ± 441 145798 ± 441 145548 ± 440 0.18
D0 → K−pi+pi+pi− 114450 ± 366 114222 ± 366 114005 ± 366 0.20
D0 → K+pi−pi−pi+ 114988 ± 367 114759 ± 368 114540 ± 367 0.20
D+ → K−pi+pi+ 116690 ± 353 116545 ± 354 116405 ± 353 −0.12
D− → K+pi−pi− 117978 ± 355 117831 ± 356 117690 ± 356 −0.12
D+ → K−pi+pi+pi0 36887 ± 258 36813 ± 260 36745 ± 260 0.20
D− → K+pi−pi−pi0 37220 ± 260 37143 ± 261 37073 ± 262 0.21
D+ → K0S pi+ 16870 ± 137 16844 ± 137 16820 ± 137 0.15
D− → K0S pi− 17112 ± 138 17087 ± 138 17065 ± 138 0.14
D+ → K0S pi+pi0 38407 ± 263 38329 ± 262 38257 ± 262 0.20
D− → K0S pi−pi0 38702 ± 263 38626 ± 263 38555 ± 262 0.20
D+ → K0S pi+pi+pi− 23769 ± 226 23706 ± 224 23649 ± 225 0.26
D− → K0S pi−pi−pi+ 23972 ± 227 23909 ± 225 23851 ± 225 0.26
D+ → K+K−pi+ 10140 ± 124 10115 ± 123 10091 ± 123 −0.24
D− → K−K+pi− 10090 ± 124 10066 ± 123 10042 ± 122 −0.24
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Table B.2: Single tag yields with different width of ψ(3770).
Mode Yield max-diff
Γ = 22.7 MeV Γ = 25.2 MeV Γ = 27.2 MeV (%)
D0 → K−pi+ 74908 ± 282 75177 ± 281 75412 ± 282 −0.36
D0 → K+pi− 75314 ± 282 75584 ± 282 75819 ± 283 −0.36
D0 → K−pi+pi0 144073 ± 438 144710 ± 439 145339 ± 441 0.44
D0 → K+pi−pi0 145146 ± 440 145798 ± 441 146440 ± 443 −0.45
D0 → K−pi+pi+pi− 113697 ± 366 114222 ± 366 114726 ± 367 −0.46
D0 → K+pi−pi−pi+ 114233 ± 367 114759 ± 368 115264 ± 368 −0.46
D+ → K−pi+pi+ 116212 ± 353 116545 ± 354 116852 ± 354 −0.29
D− → K+pi−pi− 117497 ± 355 117831 ± 356 118140 ± 356 −0.28
D+ → K−pi+pi+pi0 36669 ± 259 36813 ± 260 36956 ± 261 0.39
D− → K+pi−pi−pi0 36993 ± 261 37143 ± 261 37292 ± 262 −0.41
D+ → K0S pi+ 16788 ± 137 16844 ± 137 16896 ± 138 −0.33
D− → K0S pi− 17034 ± 138 17087 ± 138 17137 ± 138 −0.31
D+ → K0S pi+pi0 38171 ± 264 38329 ± 262 38482 ± 266 −0.41
D− → K0S pi−pi0 38471 ± 265 38626 ± 263 38777 ± 266 −0.40
D+ → K0S pi+pi+pi− 23597 ± 224 23706 ± 224 23814 ± 226 −0.46
D− → K0S pi−pi−pi+ 23798 ± 225 23909 ± 225 24018 ± 227 0.46
D+ → K+K−pi+ 10069 ± 124 10115 ± 123 10160 ± 124 −0.46
D− → K−K+pi− 10020 ± 123 10066 ± 123 10109 ± 124 −0.46
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Table B.3: Single tag yields with different R.
Mode Yield max-diff
R = 8.7 GeV−1 R = 12.7 GeV−1 R = 16.7 GeV−1 (%)
D0 → K−pi+ 75090 ± 282 75177 ± 281 75211 ± 282 −0.12
D0 → K+pi− 75497 ± 282 75584 ± 282 75618 ± 283 −0.12
D0 → K−pi+pi0 144534 ± 438 144710 ± 439 144790 ± 439 −0.12
D0 → K+pi−pi0 145620 ± 440 145798 ± 441 145879 ± 441 −0.12
D0 → K−pi+pi+pi− 114105 ± 366 114222 ± 366 114276 ± 366 −0.10
D0 → K+pi−pi−pi+ 114643 ± 367 114759 ± 368 114812 ± 367 −0.10
D+ → K−pi+pi+ 116395 ± 353 116545 ± 354 116625 ± 354 −0.13
D− → K+pi−pi− 117681 ± 355 117831 ± 356 117912 ± 356 −0.13
D+ → K−pi+pi+pi0 36758 ± 260 36813 ± 260 36840 ± 260 −0.15
D− → K+pi−pi−pi0 37086 ± 261 37143 ± 261 37172 ± 261 −0.15
D+ → K0S pi+ 16821 ± 137 16844 ± 137 16856 ± 138 −0.14
D− → K0S pi− 17065 ± 138 17087 ± 138 17100 ± 138 −0.13
D+ → K0S pi+pi0 38271 ± 262 38329 ± 262 38358 ± 262 −0.15
D− → K0S pi−pi0 38568 ± 262 38626 ± 263 38655 ± 263 −0.15
D+ → K0S pi+pi+pi− 23671 ± 224 23706 ± 224 23723 ± 226 −0.15
D− → K0S pi−pi−pi+ 23874 ± 224 23909 ± 225 23925 ± 226 −0.15
D+ → K+K−pi+ 10100 ± 124 10115 ± 123 10122 ± 123 −0.15
D− → K−K+pi− 10050 ± 123 10066 ± 123 10072 ± 123 −0.15
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Table B.4: Ratios of single tag data yields and efficiencies with the stan-
dard ∆E cuts (Yield1 and eff1) to those with 2 × ∆E cuts (Yield2
and eff2). Data/MC = (Yield1/Yield2)/(eff1/eff2).
Mode Yield1/Yield2 eff1/eff2 Data/MC
D0 → K−pi+ 0.9850 ± 0.0005 0.9848 ± 0.0003 1.000 ± 0.001
D0 → K+pi− 0.9850 ± 0.0004 0.9842 ± 0.0004 1.001 ± 0.001
D0 → K−pi+pi0 0.9879 ± 0.0003 0.9910 ± 0.0002 0.997 ± 0.000
D0 → K+pi−pi0 0.9896 ± 0.0003 0.9914 ± 0.0002 0.998 ± 0.000
D0 → K−pi+pi+pi− 0.9759 ± 0.0005 0.9790 ± 0.0004 0.997 ± 0.001
D0 → K+pi−pi−pi+ 0.9766 ± 0.0005 0.9781 ± 0.0004 0.998 ± 0.001
D+ → K−pi+pi+ 0.9783 ± 0.0004 0.9801 ± 0.0004 0.998 ± 0.001
D− → K+pi−pi− 0.9815 ± 0.0004 0.9801 ± 0.0004 1.001 ± 0.001
D+ → K−pi+pi+pi0 0.9914 ± 0.0006 0.9892 ± 0.0004 1.002 ± 0.001
D− → K+pi−pi−pi0 0.9885 ± 0.0007 0.9896 ± 0.0004 0.999 ± 0.001
D+ → K0S pi+ 0.9833 ± 0.0010 0.9833 ± 0.0004 1.000 ± 0.001
D− → K0S pi− 0.9782 ± 0.0012 0.9832 ± 0.0004 0.995 ± 0.001
D+ → K0S pi+pi0 0.9877 ± 0.0007 0.9841 ± 0.0006 1.004 ± 0.001
D− → K0S pi−pi0 0.9830 ± 0.0009 0.9839 ± 0.0006 0.999 ± 0.001
D+ → K0S pi+pi+pi− 0.9822 ± 0.0012 0.9824 ± 0.0007 1.000 ± 0.001
D− → K0S pi−pi−pi+ 0.9911 ± 0.0009 0.9795 ± 0.0007 1.012 ± 0.001
D+ → K+K−pi+ 0.9848 ± 0.0015 0.9868 ± 0.0007 0.998 ± 0.002
D− → K−K+pi− 0.9849 ± 0.0015 0.9871 ± 0.0007 0.998 ± 0.002
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Table B.5: Single tag yields with fixed ARGUS parameters of ψ(3770).
Mode Yield max-diff
ARGUS Low Std ARGUS High (%)
D0 → K−pi+ 75463 ± 280 75177 ± 281 75453 ± 280 0.38
D0 → K+pi− 75870 ± 280 75584 ± 282 75860 ± 280 0.38
D0 → K−pi+pi0 143119 ± 423 144710 ± 439 144169 ± 424 −1.10
D0 → K+pi−pi0 144180 ± 425 145798 ± 441 145246 ± 426 −1.11
D0 → K−pi+pi+pi− 115079 ± 361 114222 ± 366 114252 ± 361 0.75
D0 → K+pi−pi−pi+ 115626 ± 362 114759 ± 368 114790 ± 362 0.76
D+ → K−pi+pi+ 116580 ± 350 116545 ± 354 117010 ± 350 0.40
D− → K+pi−pi− 117867 ± 352 117831 ± 356 118306 ± 352 0.40
D+ → K−pi+pi+pi0 35833 ± 242 36813 ± 260 35692 ± 242 −3.05
D− → K+pi−pi−pi0 36152 ± 243 37143 ± 261 36010 ± 243 −3.05
D+ → K0S pi+ 16973 ± 136 16844 ± 137 16862 ± 136 0.77
D− → K0S pi− 17212 ± 136 17087 ± 138 17105 ± 136 0.73
D+ → K0S pi+pi0 37807 ± 249 38329 ± 262 37737 ± 248 −1.54
D− → K0S pi−pi0 38105 ± 249 38626 ± 263 38035 ± 249 −1.53
D+ → K0S pi+pi+pi− 23439 ± 213 23706 ± 224 23415 ± 213 −1.23
D− → K0S pi−pi−pi+ 23641 ± 214 23909 ± 225 23617 ± 214 −1.22
D+ → K+K−pi+ 10198 ± 120 10115 ± 123 10145 ± 120 0.82
D− → K−K+pi− 10148 ± 120 10066 ± 123 10095 ± 120 0.81
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Table B.6: Single tag efficiencies with and without FSR in signal Monte
Carlo.
Mode Eff without FSR(%) Eff with FSR(%) Ratio
D0 → K−pi+ 67.00 ± 0.12 65.17 ± 0.11 1.028 ± 0.002
D0 → K+pi− 67.89 ± 0.12 65.88 ± 0.11 1.031 ± 0.002
D0 → K−pi+pi0 35.78 ± 0.07 35.28 ± 0.07 1.014 ± 0.001
D0 → K+pi−pi0 36.11 ± 0.07 35.62 ± 0.07 1.014 ± 0.001
D0 → K−pi+pi+pi− 48.05 ± 0.10 46.82 ± 0.09 1.026 ± 0.001
D0 → K+pi−pi−pi+ 48.39 ± 0.10 47.19 ± 0.09 1.025 ± 0.002
D+ → K−pi+pi+ 56.04 ± 0.11 54.92 ± 0.10 1.020 ± 0.001
D− → K+pi−pi− 56.28 ± 0.11 55.17 ± 0.10 1.020 ± 0.001
D+ → K−pi+pi+pi0 28.32 ± 0.11 28.13 ± 0.10 1.007 ± 0.002
D− → K+pi−pi−pi0 28.46 ± 0.11 28.21 ± 0.10 1.009 ± 0.002
D+ → K0S pi+ 46.39 ± 0.11 45.63 ± 0.10 1.017 ± 0.001
D− → K0S pi− 46.11 ± 0.11 45.33 ± 0.10 1.017 ± 0.001
D+ → K0S pi+pi0 24.07 ± 0.11 23.95 ± 0.11 1.005 ± 0.001
D− → K0S pi−pi0 24.25 ± 0.11 24.10 ± 0.11 1.006 ± 0.001
D+ → K0S pi+pi+pi− 32.84 ± 0.15 32.29 ± 0.14 1.017 ± 0.003
D− → K0S pi−pi−pi+ 33.22 ± 0.15 32.60 ± 0.14 1.019 ± 0.003
D+ → K+K−pi+ 43.25 ± 0.14 42.73 ± 0.21 1.012 ± 0.002
D− → K−K+pi− 43.03 ± 0.14 42.47 ± 0.20 1.013 ± 0.002
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Table B.7: Correlation matrix for the fitted parameters including system-
atic uncertainties in data. The parameter order matches that in
Table 7.2. The last row contains the global correlation coeffi-
cients.
1.00 −0.80 −0.49 −0.48 0.81 −0.48 −0.32 −0.60 −0.40 −0.32 −0.08
1.00 0.52 0.65 −0.60 0.60 0.33 0.56 0.35 0.37 0.11
1.00 0.36 −0.40 0.36 0.67 0.34 0.67 0.23 0.07
1.00 −0.35 0.49 0.27 0.38 0.24 0.32 0.09
1.00 −0.71 −0.38 −0.77 −0.49 −0.44 −0.14
1.00 0.38 0.67 0.41 0.49 0.17
1.00 0.33 0.62 0.24 0.08
1.00 0.54 0.54 0.13
1.00 0.36 0.08
1.00 0.09
1.00
0.95 0.91 0.81 0.68 0.94 0.87 0.73 0.84 0.79 0.58 0.18
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Table B.8: Residuals on efficiency-corrected and background-subtracted
single tag yields including systematics from the fit to data.
Mode Residual
D0 → K−pi+ −131 ± 1696
D0 → K+pi− −783 ± 1694
D0 → K−pi+pi0 −1218 ± 11005
D0 → K+pi−pi0 −2166 ± 10999
D0 → K−pi+pi+pi− −1718 ± 6209
D0 → K+pi−pi−pi+ −2484 ± 6205
D+ → K−pi+pi+ −2177 ± 3609
D− → K+pi−pi− −792 ± 3611
D+ → K−pi+pi+pi0 −3496 ± 5654
D− → K+pi−pi−pi0 −2628 ± 5675
D+ → K0S pi+ −401 ± 592
D− → K0S pi− 381 ± 596
D+ → K0S pi+pi0 −822 ± 4626
D− → K0S pi−pi0 −505 ± 4625
D+ → K0S pi+pi+pi− 284 ± 2169
D− → K0S pi−pi−pi+ 212 ± 2162
D+ → K+K−pi+ −62 ± 1527
D− → K−K+pi− −34 ± 1527
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Table B.9: Residuals on efficiency-corrected and background-subtracted
double tag yields including systematics from the fit to data.
Mode Residual
D0 → K−pi+ D0 → K+pi− −34 ± 1527
D0 → K−pi+ D0 → K+pi−pi0 −159 ± 134
D0 → K−pi+ D0 → K+pi−pi−pi+ −47 ± 515
D0 → K−pi+pi0 D0 → K+pi− 178 ± 298
D0 → K−pi+pi0 D0 → K+pi−pi0 532 ± 519
D0 → K−pi+pi0 D0 → K+pi−pi−pi+ −700 ± 2786
D0 → K−pi+pi+pi− D0 → K+pi− −70 ± 1201
D0 → K−pi+pi+pi− D0 → K+pi−pi0 −132 ± 296
D0 → K−pi+pi+pi− D0 → K+pi−pi−pi+ −123 ± 1202
Continue on the next page ...
88
Table B.9 continued:
Mode Residual
D+ → K−pi+pi+ D− → K+pi−pi− 484 ± 482
D+ → K−pi+pi+ D− → K+pi−pi−pi0 159 ± 473
D+ → K−pi+pi+ D− → K0S pi− 99 ± 135
D+ → K−pi+pi+ D− → K0S pi−pi0 932 ± 552
D+ → K−pi+pi+ D− → K0S pi−pi−pi+ −280 ± 280
D+ → K−pi+pi+ D− → K−K+pi− −83 ± 168
D+ → K−pi+pi+pi0 D− → K+pi−pi− −455 ± 467
D+ → K−pi+pi+pi0 D− → K+pi−pi−pi0 326 ± 567
D+ → K−pi+pi+pi0 D− → K0S pi− 182 ± 158
D+ → K−pi+pi+pi0 D− → K0S pi−pi0 −337 ± 612
D+ → K−pi+pi+pi0 D− → K0S pi−pi−pi+ 244 ± 311
D+ → K−pi+pi+pi0 D− → K−K+pi− −9 ± 157
D+ → K0S pi+ D− → K+pi−pi− −59 ± 132
D+ → K0S pi+ D− → K+pi−pi−pi0 159 ± 157
D+ → K0S pi+ D− → K0S pi− −58 ± 53
D+ → K0S pi+ D− → K0S pi−pi0 −127 ± 180
D+ → K0S pi+ D− → K0S pi−pi−pi+ −114 ± 95
D+ → K0S pi+ D− → K−K+pi− 1 ± 52
D+ → K0S pi+pi0 D− → K+pi−pi− −772 ± 537
D+ → K0S pi+pi0 D− → K+pi−pi−pi0 502 ± 626
D+ → K0S pi+pi0 D− → K0S pi− −195 ± 178
D+ → K0S pi+pi0 D− → K0S pi−pi0 394 ± 753
D+ → K0S pi+pi0 D− → K0S pi−pi−pi+ 102 ± 363
D+ → K0S pi+pi0 D− → K−K+pi− −226 ± 174
D+ → K0S pi+pi+pi− D− → K+pi−pi− 43 ± 281
D+ → K0S pi+pi+pi− D− → K+pi−pi−pi0 −309 ± 297
D+ → K0S pi+pi+pi− D− → K0S pi− −23 ± 98
D+ → K0S pi+pi+pi− D− → K0S pi−pi0 43 ± 360
D+ → K0S pi+pi+pi− D− → K0S pi−pi−pi+ −124 ± 200
D+ → K0S pi+pi+pi− D− → K−K+pi− −38 ± 95
D+ → K+K−pi+ D− → K+pi−pi− −89 ± 168
D+ → K+K−pi+ D− → K+pi−pi−pi0 16 ± 153
D+ → K+K−pi+ D− → K0S pi− −51 ± 49
D+ → K+K−pi+ D− → K0S pi−pi0 187 ± 189
D+ → K+K−pi+ D− → K0S pi−pi−pi+ −9 ± 96
D+ → K+K−pi+ D− → K−K+pi− −9 ± 53
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