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Abstract: Kernel density estimation (KDE) is widely-used for non-parametric estimation of an underlying density from
data. The performance of KDE is mainly dependent on the bandwidth parameter of the kernel. This study presents an
alternative method of estimating the bandwidth by incorporating sparsity priors in the Fourier transform domain. By
using cross-validation (CV) together with an l1 constraint, the proposed method significantly reduces the under-
smoothing effect of traditional CV methods. A solution for all free parameters in the minimisation is proposed, such
that the algorithm does not need any additional parameter tuning. Simulation results indicate that the new approach is
able to outperform classical and more recent approaches over a set of distributions of interest.1 Introduction
Estimating an underlying distribution from data is a widely studied
problem [1]. Probability density function (PDF) estimation
approaches can broadly be divided into two classes: parametric
estimation and non-parametric estimation. An important branch of
non-parametric estimation is the kernel-based approach, which is
frequently referenced as kernel density estimation (KDE) [2].
In this approach, an estimate for the underlying density gX(x) is
given by






where N is the number of data points, vi with i = 0, 1, 2,…, N denotes
the observed data and σ is called the bandwidth of the kernel kσ,
which corresponds to the standard deviation for Gaussian kernels.
The performance of KDE depends largely on the bandwidth of the
kernel, which, if not chosen appropriately, can result in an
over-smoothed estimate, i.e. containing little detail and therefore
having small support in the Fourier domain, or an under-smoothed
estimate, i.e. containing a lot of detail and therefore having a large
support in the Fourier domain. The chosen bandwidth should
decrease the mean integrated square error (MISE) [3]. In [4]
several techniques for bandwidth estimation have been evaluated
and it has been concluded that the most efficient method is the
‘plug-into-equation’ approach of Sheather and Jones [5], Raykar
et al. [6], where the bandwidth σ is determined by minimising the
MISE [3]. For mathematical tractability, minimisation of the
approximate MISE (AMISE) is carried out in [3], where the
optimal σ is chosen based on the second derivative of gX(x). More
recent methods include Botev’s method [7], where the used
plug-in method is free from the normal reference rule.
There are also other ways of estimating the bandwidth. Silverman
[2], for example discusses ‘leave-one-out’ cross-validation (CV) as
another tool. In [4], this method was evaluated as somehow
inferior to the ‘plug-into-equation’ approaches, therefore the
general opinion in the statistics community is that CV-type
approaches tend to produce under-smoothed estimates of a
distribution. However, Loader [8] is at odds with this broad
categorisation, stating that ‘the comparisons between classical and
plug-in approaches presented in the literature have several
weaknesses. First, plug-in approaches, through the specification oftuning parameters for pilot estimates, effectively make substantial
prior assumptions about the required bandwidth and will fail if this
information is wrong. Second, the plug-in approaches obtain much
of their information from the data through the use of higher order
pilot estimates; if classical approaches are also allowed to consider
higher order methods, better estimates result. Third, plug-in
methods are not rescued by asymptotic analysis showing better
rates of convergence; assumptions about the underlying function
make the resulting estimate asymptotically inefficient, regardless of
how good the bandwidth selector is.
Our proposed method was developed with Loader’s arguments in
mind. We want to use CV, since it will not make faulty prior
assumptions. However, we need to reduce its tendency to
under-smooth. In this paper, we propose a method for estimating
the bandwidth of the kernel by minimising a new cost function
consisting of the CV term and an l1 constraint implemented in the
Fourier domain. The computational cost of implementing the
estimator in (1), is O(N2) multiplications, which for large datasets
may be prohibitive. A significant number of studies have been
devoted to KDE, especially with the goal of reducing its
computational burden [9, 6, 10]. In [10], (1) is implemented in the
Fourier domain via multiplication. The order of solving (1) in the
Fourier domain is then O(N log(N )) by using the fast Fourier
transform (FFT) algorithm. The proposed method takes advantage
of the sparsity of the data in the Fourier domain.
In the following, we review the CV method as proposed by
Silverman [2] and propose a new cost function for CV that
includes an l1 term. We then present simulation results.2 CV-based cost function for bandwidth
estimation
In [2], the least-squares CV was introduced as a way to find an
estimate ĝx(x) that minimises the integrated square error (ISE)
ISE(ĝX (x)) =
∫










Since the last term in (2) does not depend on the data, it is sufficient
to find an estimate that minimises the first two terms of the ISE,, Vol. 10, Iss. 3, pp. 280–283







ĝX (x) · gX (x)dx. (3)









where ĝX−i(vl) denotes the discrete density estimate constructed from
all the datapoints except the ith observation vi.
In the CV approach, the bandwidth σ is estimated by minimising
M0(σ). In the following, the problem is stated in the Fourier domain:
let gx(x) denotes the original distribution from which N samples are
drawn independently. Equation (1) can be written as a convolution as
follows






It is straight forward to see that the Fourier transform of (5) is





e−jvvi = Ks(v) · Ĥ(v), (6)
where Kσ and Ĥ(v) are the Fourier transforms of the kernel kσ and
the data, respectively. Implementation of (6) is carried out using
the discrete Fourier transform (DFT). A discrete estimate Ĥ[k] of
Ĥ(v) can easily be obtained by using uniform binning of the data
in the interval [–L, L] into N intervals and computing the FFT of
the binned data, which is the histogram ĥ[i]. If the kernel kσ(x) is
chosen to be a standard normal Gaussian function with zero mean





2/2s2 , its Fourier transform




which is also discretised in the DFT-based implementation. In the
proposed approaches, σ will be estimated as the minimiser of a
new cost function that includes the l1 norm of the Fourier
transform of ĝX (x; s).Fig. 1 Example plot of our proposed cost minimisation method for
choosing l. We want to find the l that corresponds to the tangent with the
smallest gradient3 CV using l1 norm in Fourier domain
As mentioned above, the least-squares CV tends to under-smooth its
estimate of a distribution. Under-smoothing means that the Fourier
transform of the estimate has large support in Fourier domain.
Therefore, one would prefer estimates that are somewhat sparse in
the Fourier domain. A large body of the literature on sparsity
exists, e.g. in [12]. Sparsity in the Fourier domain can be achieved
by minimising the l0 norm of the DFT coefficients. While
minimising the l0 norm of a signal is non-deterministic polynomial
(NP)-hard (NP time), we can approximate it by the l1 norm, where
the minimisation is far easier to carry out. Taking this into
account, we propose the new cost function as follows
min
s
l ·M0(s)+ (1− l) · |F{ĝX (x)}|1, (8)
where the mixture parameter l takes values between 0 and 1 and theIET Signal Process., 2016, Vol. 10, Iss. 3, pp. 280–283





where K is the DFT size and G(k) denotes the DFT coefficients.
The parameter l in (8) is the linear combination parameter. Since
the first term is in the sample domain and the second term is in the
Fourier domain, they have different proportions. We want them to
contribute to the overall cost function (8) in an approximately
equal manner. Therefore, the remaining problem is now to find a
suitable l. One can carry out a greedy search to find suitable
parameter values, but this would make the method
computationally inefficient. We are interested in finding an
estimate for l from the data. Let us rewrite the expression from
(8) that is to be minimised, as the following convex cost function
C(l; s) = l ·M0(s)+ (1− l) · |F{ĝX (x)}|1
= l · J1(s)+ (1− l) · J2(s) (10)
We want to find the l that minimises C from (10). However, the
choice of l depends on the values of J1 and J2 and therefore on
the choice of σ. A simple example will illustrate this point:
consider a value σa, where J1(σa) = 1 and J2(σa) = 0. The optimal
choice for l in this case is 1. Conversely, in another case with a
value of σb, where J1(σb) = 0 and J2(σb) = 1, the optimal choice for
l is 0. Our point here is that even in less extreme cases, one has
to consider the dependency of l on σ.
Our proposed method for finding l is explained in Fig. 1. This
figure plots J2(σ) versus J1(σ). Each tangent to the curve
represents an equipotential cost line, i.e. each point on a tangent to
the curve has the same C according to (10). Therefore, the cost C
of the tangential point of the curve is equivalent to the gradient.
We want to choose the point with the smallest cost, so we need to
find the point with the smallest gradient magnitude. To find our






1− l . (11)
The desired parameter l can now be found easily. The terms δJ2(σ)/
δσ and δJ1(σ)/δσ are easy to compute in a discrete implementation by
using the differences between consecutive J1 or J2 values,
respectively.281
Table 1 KL divergence gain in dB over Sheather’s method for
traditional CV, Botev’s and proposed methods, N was chosen as 128 and
256
Number N= 128 N= 256
CV Botev Ours CV Botev Ours
1 −25.48 −0.39 −3.04 −29.48 −0.32 −2.50
2 −23.40 −0.43 −2.86 −27.46 −0.13 −2.85
3 −6.93 2.60 3.34 −11.52 2.48 2.57
4 −13.37 −0.87 −2.16 −17.14 −0.93 −1.96
5 −5.69 −0.08 −0.36 −9.22 −0.19 −0.82
6 −24.22 −2.21 −0.29 −27.77 −1.59 −0.54
7 −25.26 −5.85 −0.80 −28.08 −0.43 −0.85
8 −21.98 −1.71 −0.50 −25.89 −1.09 −0.90
9 −23.76 −2.22 −0.11 −26.65 −1.41 0.00
10 −10.50 0.41 1.43 −11.15 4.50 4.72
11 −24.78 −2.22 −0.85 −26.65 −1.34 −0.69
12 −12.33 −0.37 2.62 −14.04 1.36 2.66
13 −22.98 −1.65 −0.96 −24.20 −0.92 −0.88
14 7.40 −3.78 6.95 4.65 3.90 8.08
15 −1.15 −4.07 3.60 −2.60 1.61 6.28
mean −15.63 −1.52 0.42 −18.48 0.37 0.82
Table 2 KL divergence in dB over Sheather’s method for traditional CV,
Botev’s and proposed methods, N was chosen as 512 and 1024
Number N= 512 N= 1024
CV Botev Ours CV Botev Ours
1 −31.21 −0.25 −2.75 −30.05 −0.15 −2.51
2 −29.07 −0.09 −2.60 −27.78 −0.03 −2.43
3 −14.22 1.96 1.86 −13.28 1.19 1.07
4 −18.22 −0.90 −1.52 −16.52 −0.84 −1.19
5 −11.67 −0.19 −0.61 −11.96 −0.15 −0.25
6 −30.89 −0.93 −0.91 −28.11 −0.46 −1.14
7 −28.58 −0.25 −0.85 −26.61 −0.17 −0.87
8 −28.17 −0.48 −0.97 −25.94 −0.22 −0.98
9 −28.98 −0.76 −0.30 −25.87 −0.32 −0.39
10 −10.49 6.89 6.52 −14.85 1.01 0.78
11 −28.34 −0.67 −0.73 −14.28 −0.34 −0.92
12 −14.80 1.48 2.22 −10.39 1.62 2.52
13 −25.32 −0.42 −0.83 −20.02 −0.08 −0.06
14 6.97 5.80 9.30 8.10 7.67 9.89
15 0.96 4.71 9.00 2.31 11.25 10.05
mean −19.47 1.06 1.12 −17.68 1.33 0.914 Simulation results
The performance of the proposed methods is evaluated by using
15 test distributions from [3]. These distributions are mixtures
of Gaussians of different flavours. Some of the original PDFs
are smooth and unimodal, some of them are multimodal and
have sharp peaks. N random variates were independently
drawn from each of the distributions. The performances of
these methods were measured against the original test
distributions using the Kullback–Leibler (KL) divergence as
error criteria.
In the experiments, the influence of different choices of N on
the performance of the proposed method was investigated. N
was varied between 27, 28, 29, and 210. For each N, the
experiments were again carried out 500 times for each
distribution and results were averaged. Results can be seen in
Table 1 for N = 27, 28 and Table 2 for N = 29, 210. In these
tables, the gain in dB over the Sheather–Jones method is given
for different distributions, different N values and three methods
that were compared: the traditional CV method, Botev’s method
and the proposed method. Let Ms denotes the value of
Kullback–Leibler (KL) divergence for the Sheather’s methodFig. 2 Estimated σ for Sheather–Jones, traditional CV, Botev and the proposed
282and let Mu denotes the respective value of the alternative
method. Then the gain in dB can be defined as




A positive value of G in the tables suggests that our proposed
method yields lower KL divergence than the Sheather–Jones
method and is therefore preferable. Both tables show the results for
traditional CV that minimises (3). It is clear to see that traditional
CV (referred to as CV in the figure legends) is in most cases
inferior to the Sheather’s method, as it tends to under-smooth the
estimates of the distributions. The proposed method for the cost
minimisation with the added l1 term according to (8), was
introduced in the last section. The results instantly improve, and our
method (referred to as CVL1 in the figure legends) performs on
average better than the Sheather–Jones method. The added l1 term
balances out the tendency of traditional CV to under-smooth. In the
tables a comparison with a more recent plug-in approach,
the Botev’s method, is also shown. These results suggest that the
proposed CV method including the l1 term performs better than the
Sheather–Jones method or Botev’s method. However, it does not
hold for all values of N. Our experiments suggest that our proposedmethod
IET Signal Process., 2016, Vol. 10, Iss. 3, pp. 280–283
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Fig. 3 Results of KDE for 3 out of 15 example distributions used in this study. Shown are the original, KDE with the Sheather–Jones method, the proposed CV
with l1 norm term method and Botev’s method
a Distribution 10
b Distribution 11
c Distribution 15methods show better performance than the Botev’s method for N≤
512. In this range, the achieved gain is as high as approximately 1
dB. Therefore, the proposed method might be of special practical
use if the number of datapoints is limited by the specific application.
Some examples are given for N = 256 and one set of data drawn
from the 15 example distributions. Our method using the l1 term
with cost minimisation was used for these figures. Fig. 2 shows the
estimated σ values for all distributions. In this figure, traditional
CV’s tendency of under-smoothing is shown, since the estimated σ
is much lower than the corresponding bandwidths of the Sheather–
Jones method or our proposed method. Our method’s bandwidths
are consistently smaller than the respective values of the Sheather–
Jones or Botev methods, resulting in more detail in the resultant
estimates. Fig. 3 shows the density estimates of the proposed
methods for three example distributions. Densities 10 and 15 shown
in Figs. 3a and c, respectively, are multi-modal. It is easy to see
that for these distributions, the proposed method performs better
than the Sheather–Jones method or the Botev method, since it is
able to pick up the high frequency content of the distribution.
However, for a distribution that includes sharp spikes like
distribution 11 shown in Fig. 3b, our proposed method performs
comparable to the Sheather–Jones method or the Botev method.5 Conclusion
This paper has shown an alternative way to compute the bandwidth
of the kernel for KDE using CV with additional l1 constraints,
thereby largely reducing the under-smoothing effect that traditional
CV methods usually exhibit. The proposed method has beenIET Signal Process., 2016, Vol. 10, Iss. 3, pp. 280–283
& The Institution of Engineering and Technology 2016compared with the commonly used method by Sheather–Jones and
the more recent method by Botev and result in higher fidelity
when measured under the KL divergence for a low number of
datapoints. The proposed method is especially effective when the
distribution to estimate is multimodal and, since it utilises the FFT,
is of low algorithmic complexity.
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