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Sommaire
Ce travail est consacre´ a` diffe´rentes applications de la me´thode du groupe de renor-
malisation dans le cadre des conducteurs unidimensionnels dime´rise´s comme les sels de
Fabre et de Bechgaard. La me´thode est d’abord utilise´e pour produire un diagramme de
phase en tenant compte des effets de re´seau dans un contexte quart-rempli. Elle est en-
suite pousse´e plus loin pour expliquer la mise en ordre des anions et l’impact d’un alliage
ordonne´ de ces deux familles de sels sur cette mise en ordre. Puis, on utilise sensiblement
la meˆme me´thode pour de´crire la compe´tition entre la te´trame´risation des chaˆınes dans
la phase spin–Peierls et l’ordre de charge. Enfin, elle est pousse´e encore plus loin pour
e´valuer la susceptibilite´ magne´tique.
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Introduction
La description the´orique de syste`mes d’e´lectrons corre´le´s en dimension un tient une
place essentielle dans la physique des syste`mes de basse dimensionalite´. C’est le cas des
conducteurs et supraconducteurs mole´culaires organiques comme les ce´le`bres se´ries de
compose´s (TMTSF)2X et (TMTTF)2X, aussi appele´s respectivement, les sels de Bech-
gaard [2] et de Fabre [3]. Ces conducteurs forme´s de chaˆınes organiques faiblement cou-
ple´es et d’un re´seau d’anions X inorganiques (X=PF6, AsF6, ReO4. . .), s’inse`rent dans
un diagramme de phase particulie`rement riche avec une tre`s grande varie´te´ de phases
ordonne´es. Ces phases apparaissent suite a` l’application d’une pression, ou encore par
des moyens chimiques ou` l’on change l’anion X ou encore la mole´cule. On observe ainsi
des phases essentiellement e´lectroniques qui vont du liquide de Luttinger et de l’isolant de
Mott unidimensionnels jusqu’a` l’antiferromagne´tisme et la supraconductivite´, en passant
par la ferroe´lectricite´. Le phe´nome`ne d’ordre a` longue distance se retrouve e´galement au
niveau de la structure cristalline ou`, par exemple, les chaˆınes de mole´cules organiques
peuvent pre´senter des superstructures ordonne´es a` basse tempe´rature sous l’action des
degre´s de liberte´ e´lectroniques. Il en est de meˆme pour le re´seau d’anions X qui peut mon-
trer lui aussi des instabilite´s menant a` des superstructures ge´ne´ralement en interrelation
avec les degre´s de liberte´ e´lectroniques.
Plusieurs de ces mises en ordre prennent place, ou a` tout le moins sont amorce´es,
lorsque les degre´s de liberte´ e´lectroniques pre´sentent un caracte`re essentiellement unidi-
mensionnel. On parle alors de syste`me quasi-1D, car le couplage entre les chaˆınes est tre`s
faible comparativement a` l’e´nergie caracte´ristique des corre´lations d’une chaˆıne isole´e.
Les effets de basse dimension sont donc importants, notamment ceux lie´s aux interac-
tions e´lectron-e´lectron.
La nature des phases observe´es (Mott, magne´tisme, ferroe´lectricite´, superstructures,
etc.) souligne que les e´lectrons ne se de´placent pas dans un milieu continu, mais qu’ils
sont fortement influence´s par la pe´riodicite´ du re´seau. Cette pe´riodicite´ a un impact
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conside´rable sur les interactions qu’expe´rimentent les e´lectrons. On sait par exemple que
dans l’e´tat isolant de Mott, lequel est syste´matiquement observe´ dans les sels de Fabre,
les e´lectrons se localisent de manie`re pe´riodique sur chacun des dime`res de la chaˆıne
de mole´cules de TMTTF. Une telle localisation n’est possible que si la chaˆıne pre´sente
une dime´risation, qui double la maille e´le´mentaire et induit un caracte`re 1/2 rempli a` la
bande e´lectronique qui serait autrement 3/4 rempli en raison de la stœchiome´trie 2:1 des
mate´riaux (transfert de un e´lectron par deux mole´cules). Ce caracte`re demi-rempli de la
bande, bien que de faible amplitude, permet l’existence de processus dits Umklapp dans
les collisions e´lectron–e´lectron qui sont essentiels a` l’existence d’un e´tat isolant de Mott
1D [4].
Une autre illustration de l’existence de potentiels commensurables dans ces mate´riaux
est l’existence de ferroe´lectricite´ observe´e dans tous les sels de Fabre [5–7]. La ferroe´lec-
tricite´ dans ces mate´riaux re´sulte d’une superstructure menant a` une modulation de la
charge sur chaque e´le´ment des dime`res des chaˆınes organiques.
Les anions inorganiques X charge´s ne´gativement peuvent agir e´galement comme source
de potentiel pe´riodique pour les e´lectrons des chaˆınes. L’effet de ces potentiels peut meˆme
se superposer dans le cas d’alliages ordonne´s du type [(TMTSF)1−x(TMTTF)x]2X (x ∼
0.5) [8] avec l’anion X=ReO4, et ainsi influer sur les instabilite´s du syste`me, notamment
celui de l’e´tat isolant de Mott ainsi que la mise en ordre d’anions.
Dans ce travail, on fera l’e´tude des proprie´te´s d’un mode`le unidimensionnel d’e´lec-
trons de type Hubbard e´tendu sur re´seau dans lequel a` la fois les parame`tres de bande
de la structure e´lectronique et les interactions sont module´s spatialement par des super-
structures commensurables.
Comme approche the´orique aux proprie´te´s de ce mode`le unidimensionnel d’e´lectrons
en interaction, on utilisera la me´thode du groupe de renormalisation (GR) [9, 10] dans
l’approche de Kadanoff–Wilson. Cette me´thode analytique s’ave`re particulie`rement effi-
cace pour le calcul de l’ensemble des susceptibilite´s ou fonctions de re´ponse du syste`me
conduisant au diagramme de phase.
Le mode`le propose´, bien que plus complexe que ceux de´ja` conside´re´s en raison d’un
nombre de parame`tres accru, s’ave`re plus re´aliste pour des mate´riaux comme les sels de
Fabre et de Bechgaard. Il permettra d’analyser la compe´tition entre diffe´rentes transitions
de phase menant a` des superstructures des degre´s de liberte´ de charge e´lectroniques et
structuraux, notamment entre celles de nature ferroe´lectrique et de te´trame´risation de la
chaˆıne aussi appele´e instabilite´ spin–Peierls.
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A` l’aide du hamiltonien de mise en ordre d’anions, tel que propose´ par Riera et Poil-
blanc [11], le mode`le permettra e´galement d’e´tudier les diffe´rentes sources d’instabilite´s
du re´seau d’anions a` partir de leur couplage aux ondes de densite´ de charge e´lectronique
le long des chaˆınes organiques.
L’organisation de ce travail est comme suit. Au chapitre 1, nous passons en revue
les proprie´te´s des sels de Fabre et de Bechgaard en lien avec les objectifs de la the`se.
Au chapitre 2, nous pre´senterons le hamiltonien du mode`le e´tudie´ et son expression
ge´ne´rale dans l’espace des impulsions. Au chapitre 3, on introduit la me´thode du groupe
de renormalisation pour fermions en interaction a` une dimension. On proce`de, a` l’ordre
d’une et deux boucles, au calcul des e´quations d’e´coulement des constantes de couplage
et des susceptibilite´s. Le diagramme de phase du mode`le est ensuite e´tabli. Au chapitre 4,
on applique le mode`le au phe´nome`ne de mise en ordre d’anions. Une application concre`te
au cas des alliages ordonne´s [(TMTSF)1−x(TMTTF)x]2ReO4 (x ∼ 0.5) est effectue´e et
compare´e aux re´sultats des expe´riences. On poursuit avec une application au phe´nome`ne
de compe´tition entre ferroe´lectricite´ ou ordre de charge et instabilite´ spin–Peierls dans
les sels de Fabre a` basse pression. Au chapitre 5, on aborde le calcul de la susceptibilite´
magne´tique uniforme pour les mode`les unidimensionnels. Au pre´alable, on s’attaque au
proble`me de la se´paration spin–charge dans la formulation du GR a` ordre e´leve´ et en
pre´sence notament d’un gap de charge (Mott) et de corre´lations non singulie`res. On
proce`de ensuite a` la de´rivation de la susceptibilite´ en fonction de la tempe´rature qui est
ensuite compare´e aux donne´es expe´rimentales et a` des simulations Monte-Carlo.
Chapitre 1
Conducteurs organiques
quasi-unidimensionnels
Dans ce chapitre, nous donnerons un bref aperc¸u des proprie´te´s physiques de compo-
se´s mole´culaires quasi-unidimensionnels organiques : les sels de Fabre et de Bechgaard.
Ces sels, de formules chimiques (TMTTF)2X et (TMTSF)2X, ont fait l’objet de vastes
e´tudes au cours des trente dernie`res anne´es. Ils figurent parmi les syste`mes prototypes les
plus connus de la physique des e´lectrons en interaction a` une dimension. Ils feront l’ob-
jet dans les prochains chapitres d’un hamiltonien mode`le cohe´rent avec leurs proprie´te´s
e´lectroniques et structurales unidimensionnelles. Puis, ce mode`le sera analyse´ a` l’aide du
groupe de renormalisation (GR). Enfin, on appliquera les techniques du GR pour e´tudier
certaines proprie´te´s de ces mate´riaux.
1.1 Les sels de Fabre et Bechgaard
Tel qu’on peut le voir sur la figure 1.1, les sels de Fabre (TMTTF)2X et les sels de
Bechgaard (TMTSF)2X sont des cristaux mole´culaires constitue´s d’un re´seau de chaˆınes
de mole´cules planaires (TM. . .) empile´es se´pare´ment des chaˆınes d’anions (X). Ces sels
sont caracte´rise´s par une stœchiome´trie 2:1. E´tant donne´ l’empilement des mole´cules, le
recouvrement des orbitales π mole´culaires est maximise´ dans la direction perpendiculaire
au plan de la mole´cule organique (fig. 1.1-a), direction pour laquelle le de´placement des
e´lectrons est grandement favorise´. L’amplitude des sauts inter-chaˆınes sera par conse´quent
beaucoup plus faible, e´tant donne´ la distance entre ces chaˆınes. Dans ce contexte, on parle
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d1
d1
d2
Figure 1.1: Structure cristalline des compose´s organiques de formule ge´ne´rique (TM)2X,
regroupant les sels de Fabre [(TMTTF)2X] et de Bechgaard [(TMTSF)2X]. A` gauche, une
vue de profil de l’axe d’empilement des mole´cules organiques TMTTF ou TMTSF. Sur
la figure sont indique´es les diffe´rentes orbitales atomiques directionnelles a` la base des
orbitales mole´culaires. Ici d1 et d2 sont les distances intermole´culaires responsables de la
dime´risation de la chaˆıne. A` droite, une vue le long de l’axe de la plus grande conduction.
Sur la figure, les atomes de soufre (mole´cule de TMTTF) ou de se´le´nium (mole´cule de
TMTSF) sont en jaune alors que les atomes de carbone sont en rouge. Les diffe´rents
atomes de l’anion sont en bleu ou en vert.
de conducteurs quasi-unidimensionnels.
1.2 Structure e´lectronique
Dans ces mate´riaux, la structure e´lectronique peut apparaˆıtre a` premie`re vue tre`s
complexe, comme on peut le voir sur la figure 1.2 (droite) avec un tre`s grand nombre de
bandes e´lectroniques au-dessus et en dessous du niveau de Fermi a` E = 0 ; chaque maille
contient un grand nombre d’atomes avec un grand nombre d’e´lectrons. Cependant, il n’y
a qu’une bande partiellement remplie qui franchisse le niveau de Fermi et une autre pleine
qui se trouve tout juste en dessous. Ce sont les deux bandes illustre´es sur la figure 1.2 a`
gauche et qui sont en bleu sur la figure de droite.
On remarque le faible gap ∆D ∼ |t2 − t1| entre ces deux bandes, duˆ a` une faible
dime´risation de la chaˆıne organique, conse´quence de distances d1 et d2 entre mole´cules
voisines qui ne sont pas identiques. Cette dime´risation introduit une modulation des
inte´grales de saut : t1 pour l’inte´grale intra-dime`re et t2 pour l’inte´grale entre les dime`res
de mole´cules. Par exemple, pour (TMTSF)2AsF6, en l’absence de dime´risation, on aurait
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Figure 1.2: Structure e´lectronique calcule´e par des me´thodes de chimie quantique
(Hu¨ckel-e´tendue) pour (TMTSF)2AsF6 a` gauche (a` basse e´nergie, pre`s du niveau de
Fermi) [12] et par des me´thodes ab-initio (DFT : Density Functional Theory) pour
(TMTSF)2PF6 [13] a` droite. On notera que le point M sur le graphique de droite corres-
pond au point V sur le graphique de gauche. De plus, en insert a` gauche, on peut voir la
zone de Brillouin et la surface de Fermi ouverte constitue´e de deux feuillets le´ge`rement
ondule´s.
une bande unique d’une largeur totale d’environ 1.6 eV et qui serait au 3/4 remplie.
La dime´risation ouvre un gap et permet ainsi de se´parer la bande en deux sous-bandes
couvrant chacune environ 800meV, tel qu’on peut le voir sur la figure 1.2 (gauche) [12],
dont l’une est remplie et l’autre est demi-remplie. Le faible caracte`re demi-rempli, avec
un gap ∆D ∼ 70meV, brise la syme´trie e´lectron–trou, mais introduit la possibilite´ d’un
processus de diffusion Umklapp ou` deux e´lectrons peuvent eˆtre transfe´re´s d’un feuillet
a` l’autre de la surface de Fermi par l’interme´diaire d’un vecteur du re´seau re´ciproque
G = 4kF ou` kF est le vecteur d’onde de Fermi le long des chaˆınes. Bien que faibles, ces
processus Umklapp ont, comme nous le verrons dans ce travail, une importance capitale
sur la nature des proprie´te´s e´lectroniques [4]. Au chapitre 2, nous allons proposer un
mode`le 1D de type liaisons fortes qui est compatible avec ces calculs de chimie quantique
et ab-initio.
Les largeurs de bande et de gap correspondent a` des inte´grales de transfert moyennes
t ≡ (t1 + t2)/2 = 369meV et une diffe´rence 2δt ≡ |t1 − t2| = 57meV entre ces deux in-
te´grales de transfert [12]. Pour les sels de Bechgaard (TMTSF)2X avec diffe´rents anions
X=PF6, AsF6. . ., ces inte´grales de transfert t sont comprises entre 360 et 400meV
alors que les diffe´rences 2δt sont comprises entre 30 et 90meV. Pour les sels de Fabre
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(TMTTF)2X, les inte´grales de transfert t sont plus faibles et plutoˆt comprises entre 200
et 240meV et les diffe´rences 2δt, entre 3 et 70meV [12]. En comparant les structures
de bandes obtenues par les deux me´thodes, on constate que les calculs ab-initio (DFT :
density functional theory) sont compatibles avec ceux de la me´thode Hu¨ckel–e´tendue de
chimique quantique.
La distance des autres bandes permet de simplifier le mode`le pour ne tenir compte
que de ces deux bandes et de conside´rer seulement 2 sites e´lectroniques pour chaque
maille e´le´mentaire du re´seau. De plus, la forme ouverte de la surface de Fermi (en insert
sur la figure 1.2 de gauche) met en e´vidence le caracte`re quasi-unidimensionnel de ces
compose´s. En effet, la surface de Fermi d’un compose´ purement unidimensionnel serait
constitue´e de deux lignes ou plans paralle`les. La faible courbure de la surface de Fermi
est due aux sauts inter-chaˆınes dont les inte´grales de saut t⊥ correspondantes sont 15 a`
20 fois plus faibles que le long des chaˆınes pour les sels de Bechgaard, voire jusqu’a` 25
fois plus faible, pour les sels de Fabre [12]. Selon le 3eaxe c, l’inte´grale de saut t⊥c est
encore plus faible d’un facteur 30 par rapport a` t⊥ en raison de la pre´sence d’anions le
long de l’axe c (figure 1.1).
On peut conside´rer que pour des tempe´ratures T > t⊥ (kB = 1), la courbure de la
surface de Fermi est rendue incohe´rente par les fluctuations thermiques. C’est dans ce
domaine de tempe´rature effectivement 1D que notre mode`le pre´sente´ au chapitre 2 sera
principalement e´tudie´.
1.3 Diagramme de phases et proprie´te´s
Les sels de Fabre et de Bechgaard sont caracte´rise´s par une grande richesse de phases
qu’on peut obtenir en changeant la tempe´rature et la distance entre les mole´cules planaires
[14, 15]. Cette distance peut eˆtre module´e a` l’aide d’une pression hydrostatique, mais
aussi a` l’aide d’une pression chimique en changeant l’anion X. On peut aussi changer la
distance effective entre les mole´cules planaires en changeant la composition chimique des
mole´cules planaires organiques, par exemple en substituant le se´le´nium (pre´sent dans les
mole´cules TMTSF) par du soufre (qu’on trouve dans les TMTTF). En effet, comme le
soufre a une couche e´lectronique de moins que le se´le´nium, il est moins e´tendu que ce
dernier. Le recouvrement des orbitales dans la direction transversale b est plus faible et,
par conse´quent, l’amplitude de l’inte´grale de saut t⊥ s’en trouve re´duite. Le diagramme
de phase ge´ne´ral de ces deux familles de mate´riaux sera donc trace´ en fonction de la
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tempe´rature et de la pression, comme le montre la figure 1.3. Chaque combinaison sel–
anion vient avec une pression chimique distincte, a` laquelle s’ajoute la pression applique´e.
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Figure 1.3: Diagramme de phase ge´ne´ral en pression et tempe´rature. On note la pre´-
sence de diffe´rentes phases : AF pour antiferromagne´tisme, SP pour Spin–Peierls, SDW
(CDW) pour ondes de densite´ de spin (de charge), SC pour supraconductivite´, CO pour
ordre de charge, MI pour isolant de Mott. . . Sous l’axe de pression, on remarque que
diffe´rents compose´s ont des pressions chimiques distinctes a` laquelle s’ajoute la pression
hydrostatique applique´e. Tire´e de [16].
Sur la figure 1.3, on remarque plusieurs phases distinctes :
Sur la gauche du diagramme, un certain nombre de compose´s (TMTTF)2X sont ca-
racte´rise´s par une phase antiferromagne´tique (AF). Dans cette phase, il y a un e´lectron
par dime`re sur la bande de conduction et les spins sont alterne´s.
Dans ces meˆmes conditions de pression, la phase antiferromagne´tique est pre´ce´de´e
a` plus haute tempe´rature par une phase d’ordre de charge (CO). Dans ce re´gime, le
nuage e´lectronique n’est plus re´parti e´galement sur les deux sites du dime`re de la maille
e´le´mentaire, tel que de´montre´ par RMN [5, 6] ainsi qu’a` l’aide de mesures de constante
die´lectrique (figure 1.7) ou par spectroscopie infrarouge [17]. Ce de´placement du nuage
e´lectronique ge´ne`re un potentiel de site alternatif et brise toute syme´trie d’inversion.
A` un peu plus haute tempe´rature, on note la pre´sence d’une phase d’isolant de Mott
(MI) en dessous de la tempe´rature caracte´ristique Tρ, comme le montre a` la figure 1.4 l’ap-
parition d’une re´sistivite´ e´lectrique active´e thermiquement. Dans cette phase, bien que
les spins soient de´sordonne´s, la re´pulsion empeˆche deux e´lectrons d’occuper le meˆme di-
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Figure 1.4: Re´sistivite´ normalise´e de (TMTTF)2ReO4. On note une transition vers 230K
(Tρ). Au-dessus de Tρ, la re´sistivite´ varie peu, mais en dessous, elle augmente rapidement
a` cause de la localisation de Mott. Sous TAO ∼ 160K, la re´sistivite´ augmente encore plus
rapidement sous l’eﬀet de la mise en ordre des anions [18].
me`re. Ainsi, les e´lectrons d’une bande demi-remplie ne peuvent se de´placer et deviennent
localise´s. Le mate´riau devient donc isolant, meˆme si, dans la the´orie des bandes (voir
ﬁgure 1.2), le niveau de Fermi se trouve au milieu de la bande de conduction en absence
d’interaction.
Au-dessus de Tρ, l’agitation thermique permet de placer deux e´lectrons sur le meˆme
dime`re, ce qui rend le mate´riau conducteur. Les proprie´te´s du syste`me sont alors celles
d’un liquide de Luttinger (LL). Il s’agit d’un re´gime unidimensionnel avec interactions.
Le spin et la charge sont bien se´pare´s, mais aucun de ces deux secteurs ne pre´sente de
gap.
En augmentant un peu la pression ou encore en changeant d’anion X, on obtient a`
basse tempe´rature une phase Spin–Peierls. Celle-ci est caracte´rise´e par une te´trame´risa-
tion des chaˆınes. Autrement dit, non seulement les mole´cules planaires se regroupent-elles
par dime`res, mais ces derniers se regroupent pour former des te´trame`res. On remarque
que cette phase passe par un maximum lorsque l’ordre de charge disparaˆıt. A` la section
4.2, on analysera a` l’aide de notre mode`le la compe´tition entre ces deux phases.
A` un peu plus haute pression, on note une phase antiferromagne´tique (AF) jumele´e
a` une phase d’ondes de densite´ de spin (ODS=SDW) accompagne´es d’ondes de densite´
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de charges (ODC=CDW) un peu plus faibles, mais toutes deux a` k = 2kF . Il y a donc
un e´lectron par dime`re, comme pour l’isolant de Mott. La phase antiferromagne´tique est
aussi stabilise´e en dessous de Tρ et est donc similaire a` celle e´voque´e pre´ce´demment. La
phase ODS est une phase antiferromagne´tique itine´rante qui est pre´ce´de´e par un e´tat
me´tallique comme le montre le cas du (TMTSF)2PF6 pour la re´sistivite´ (figure 1.5).
C’est dans ces conditions de pression que les sels de Fabre deviennent essentiellement
e´quivalents aux sels de Bechgaard a` faible pression.
En augmentant encore la pression, on obtient une phase supraconductrice (SC) a` tre`s
basse tempe´rature. Si on doit augmenter beaucoup la pression pour atteindre cette phase
avec les sels de Fabre, de l’ordre de 45 a` 50 kbar selon les compose´s [19,20], elle peut eˆtre
obtenue a` pression ambiante pour (TMTSF)2ClO4 et a` pression mode´re´e pour d’autres
sels de Bechgaard. Par contre, la tempe´rature critique maximale est de l’ordre du Kelvin.
A` plus haute pression, les proprie´te´s du syste`me peuvent s’e´loigner un peu de celles
d’un liquide de Luttinger. En passant sous T ∗, le syste`me passe graduellement d’un liquide
LL a` un me´tal anisotrope 2D corre´le´. Ce n’est qu’a` tre`s haute pression que le syste`me
tend vers un liquide de Fermi (FL). La signature d’un liquide de Fermi a` tre`s haute
pression a e´te´ observe´e de diffe´rentes fac¸ons. Par exemple, la re´sistivite´ est domine´e par
un comportement quadratique en tempe´rature (ρ = ρ0 +BT
2) [21].
Outre les diffe´rentes phases du syste`me, on peut e´tudier certaines proprie´te´s non
singulie`res comme la susceptibilite´ magne´tique uniforme et voir comment elle e´volue en
fonction de diffe´rents parame`tres comme la pression chimique, ce qui nous permet de
couvrir l’essentiel de l’axe de pression de la figure 1.3.
On peut ainsi comparer le paramagne´tisme de la phase non ordonne´e (Mott ou me´-
tallique) avec la re´sistivite´ e´lectrique (figure 1.5 a) de ces compose´s. En comparant les
figures 1.5 a et b, on remarque que les compose´s soufre´s (TMTTF)2X admettent des
variations de plusieurs ordres de grandeur sur la re´sistivite´ en dessous de l’e´chelle de
Mott Tρ. Cependant, celles-ci ne sont pas associe´es a` des variations importantes de la
susceptibilite´ magne´tique, celle-ci ne de´croissant que d’a` peine 10 a` 20% comme pour
un me´tal. C’est la manifestation de la se´paration entre les degre´s de liberte´ de spin et
de charge. Celle-ci e´tant une conse´quence directe des interactions e´lectron–e´lectron pour
un syste`me unidimensionnel, ici a` demi-remplissage. Cette proprie´te´ montre que les sels
de Fabre sont bien unidimensionnels dans leur phase non ordonne´. La situation dans les
sels de Bechgaard est plus complexe. La susceptibilite´ de´croˆıt lentement en baissant la
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Figure 1.5: A` gauche : re´sistivite´ de diﬀe´rents sels en fonction de la tempe´rature. Tire´e
de [22] et des mesures expe´rimentales de [2, 23–25]. A` droite : susceptibilite´ magne´tique
de ces meˆmes sels en fonction de la tempe´rature. Les ﬂe`ches T
(X)
ρ correspondent a` la
tempe´rature pour laquelle la re´sistivite´ est minimale dans la ﬁgure de gauche pour le sel
(TMTTF)2X. Tire´e de [22], a` partir des mesures expe´rimentales de [26].
tempe´rature jusqu’a` la mise en ordre ODS ou SC selon l’anion, alors que la re´sistivite´ a`
la ﬁgure 1.5a pre´sente un caracte`re me´tallique prononce´. Ces syste`mes e´voluent vers un
e´tat me´tallique corre´le´, bien que bidimensionnel et tre`s anisotrope. On parle d’un e´tat
me´tallique corre´le´ lorsque la bande de conduction est partiellement remplie, mais que les
interactions entre ceux-ci limitent leurs de´placement.
1.4 Mise en ordre d’anions
Bien que les anions n’aient que peu d’inﬂuence sur la majeure partie du diagramme
de phase autrement qu’en modulant la pression chimique, ils peuvent jouer un roˆle autre
que de capter un e´lectron de la mole´cule organique dans le transfert de charge. En ge´ne´-
ral, les anions sont situe´s sur des centres d’inversion entre les chaˆınes e´lectroniques. Ils
maintiennent donc des syme´tries d’inversion. Par contre, selon certaines conditions, on
peut observer, pour des anions non centro-syme´triques comme le ReO4, ClO4. . . une mise
en ordre d’orientation accompagne´e d’un de´placement, qui peut ainsi causer un bris de
certaines syme´tries d’inversion ou de la totalite´ de celles-ci et de certaines syme´tries de
translation selon le vecteur d’onde de l’ordre.
Sur les ﬁgures 1.4 et 1.6 (b), on remarque une transition claire autant dans les pro-
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Figure 1.6: (a) De´placement des anions dans la mise en ordre (1/2,1/2) et (b) suscep-
tibilite´ du (TMTSF)2ReO4 [18]. Comme a` la ﬁgure 1.4, on note la transition dans (b) a`
TAO ≈ 160K due a` la mise en ordre des anions.
prie´te´s de transport que dans la susceptibilite´ magne´tique autour de TAO ≈ 160K. Cette
transition est due a` une mise en ordre des anions au vecteur d’onde q = (1/2, 1/2, 1/2) [27]
soit la moitie´ du vecteur du re´seau re´ciproque selon chacun des trois axes. Cette mise en
ordre est illustre´e a` la ﬁgure 1.6 (a) pour un plan isole´. Cette mise en ordre brise la syme´-
trie de translation de deux sites le long d’une chaˆıne, permettant ainsi l’ouverture d’un
nouveau gap au niveau de Fermi. La bande est alors se´pare´e en une bande pleine et une
bande vide. Le syste`me devient donc isolant, tel qu’on le remarque sur la ﬁgure 1.4. Aussi,
comme une bande pleine a un moment magne´tique total nul, la susceptibilite´ magne´tique
tombe rapidement a` l’ouverture du gap, tel qu’illustre´ a` la ﬁgure 1.6 (b).
Dans la section 4.1, nous discuterons des me´canismes de mise en ordre d’anions et
du lien entre ces me´canismes et les ondes de densite´ de charge dont ils de´pendent. Ces
conside´rations seront faites dans le cadre d’un mode`le unidimensionnel d’e´lectrons en
interaction sur re´seau en pre´sence de modulations commensurables.
1.5 Ordre de charge
La phase d’ordre de charge (CO dans la ﬁgure 1.3), qu’on peut obtenir a` des tempe´-
ratures de 10 a` 100K pour certains sels de Fabre, est caracte´rise´e par un de´placement
du nuage e´lectronique. Ce dernier n’est alors plus re´parti e´galement sur les deux sites
du dime`re. On peut le constater en prenant des mesures de la constante die´lectrique 
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(ﬁgure 1.7), car cette re´partition asyme´trique du nuage e´lectronique cre´e des dipoˆles e´lec-
triques qui ont un grand impact sur cette constante. L’ordre de charge introduit alors un
potentiel de site alterne´ du type . . .010101. . . de vecteur d’onde 4kF .
Figure 1.7: De´rive´e de la constante die´lectrique mettant en e´vidence la transition vers
l’ordre de charge pre`s de 100K pour (TMTTF)2AsF6 [7]. Les autres courbes sont lie´s a`
d’autres sels de Fabre (TMTTF)2X avec X=PF6 (e´toiles), BF4 (carre´s), SF6 (losanges)
et ReO4 (triangles)
Nous verrons aux chapitres 2 et 3 comment ce type de potentiel peut eˆtre inte´gre´
dans un mode`le sur re´seau et quel est son impact sur les corre´lations de charge de vec-
teur d’onde 2kF . Ces dernie`res ont une importance particulie`re dans le me´canisme de la
transition Spin–Peierls (SP dans la ﬁgure 1.8) ou de te´trame´risation, tel qu’on le verra a`
la section 4.2.
Chapitre 1 : Conducteurs organiques quasi-unidimensionnels 14
FIG. 4. Phase diagram of (TMTTF) 2AsF6 established from
NMR experiments at B! 9 T. The lines are a guide to the eye.Figure 1.8: Diagramme de pha e obtenu par re´son nce magne´tique nucle´aire en pression
et tempe´rature pour la compe´tition entre ordre de charge (CO) et te´trame´risation (SP)
dans (TMTTF)2AsF6 [28].
Chapitre 2
Mode`le du gaz d’e´lectrons des
conducteurs unidimensionnels
dime´rise´s
Dans ce chapitre, nous allons introduire notre mode`le d’e´lectrons en interaction sur
une chaˆıne dime´rise´e par des potentiels de site et de liens. Ce mode`le est une ge´ne´ralisation
importante du mode`le de´veloppe´ par Penc et Mila [29,30] pour un re´seau unidimensionnel
dime´rise´. Il sera e´tudie´ a` l’aide du groupe de renormalisation. Nous allons appliquer cette
me´thode pour de´terminer les phases dominantes et singulie`res. Nous allons ensuite e´tudier
les me´canismes de mise en ordre des anions et comment ceux-ci sont influence´s par la
pre´sence d’un alliage ordonne´.
Le mode`le de base qui sera utilise´ tout au long de cette the`se sera construit a` partir
du mode`le de Hubbard ou` les e´lectrons peuvent sauter d’un site a` l’autre via un terme
de saut t et ou` l’interaction coulombienne U est prise en compte au niveau local lorsque
deux e´lectrons de spin oppose´s occupent le meˆme site. On ajoutera une interaction aux
premiers voisins V , ce qui entre dans le cadre du mode`le dit de Hubbard–e´tendu. De plus,
compte tenu de la dime´risation des chaˆınes organiques qui intervient dans des compose´s
comme les sels de Bechgaard (voir section 1.2), on ajoutera aussi une variation δt au
terme de saut, ce qui modulera a` t ± δt l’inte´grale de saut intra- et inter-dime`re (voir
figure 2.1). La dime´risation modulant les distances entre les sites, il en sera de meˆme
pour l’interaction aux premiers voisins V qui sera module´e par une variation δV , comme
dans le mode`le utilise´ par Japaridze et al. [31]. Aussi, avec la possibilite´ d’une mise en
ordre de charge dans les compose´s (TMTTF)2X (voir section 1.5), d’un de´placement
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des anions (voir section 1.4) ou d’une nature diffe´rente des sites comme dans le cas des
alliages ordonne´s [(TMTSF)0.5(TMTTF)0.5]2ReO4 [8], le potentiel local U0 peut aussi eˆtre
module´ et diffe´rer sur les deux sites d’une meˆme maille [32]. Cette variation des proprie´te´s
intrinse`ques de chaque site peut aussi affecter la forme et l’e´tendue du nuage e´lectronique
et ainsi avoir un impact sur l’interaction locale via un terme de modulation δU , aussi
inclus dans le mode`le de Japaridze et al. [31].
´ ´ ´ ´
´ ´ ´ ´
replacemen
U0
−U0
t + δt
t− δt
U + δU
V + δVU − δU
V − δV
Figure 2.1: Hamiltonien unidimensionnel dime´rise´. Sur cette figure, on peut voir les sites
e´lectroniques repre´sente´s par des points et les anions repre´sente´s par des ×. Les termes
de saut (t± δt) sont indique´s par des fle`ches ; les termes d’interaction a` deux particules
(U ± δU et V ± δV ), par des lignes pointille´es. Le terme de potentiel local (±U0) est
indique´ simplement.
En tenant compte de tous ces facteurs, on peut baˆtir le hamiltonien suivant :
He− = H0 +HI (2.1)
H0 = U0
∑
rσ
(mrσ − nrσ)−
∑
rσ
[
(t+ δt)a†rσbrσ + (t− δt)a†rσbr−1,σ + h.c.
]
(2.2)
HI =
∑
r
(U + δU)mr,↑mr,↓ + (U − δU)nr,↑nr,↓
+
∑
r,σ1,σ2
(V + δV )mr,σ1nr,σ2 + (V − δV )mr,σ1nr−1,σ2 (2.3)
ou` les ope´rateurs a
(†)
r,σ et b
(†)
r,σ sont respectivement les ope´rateurs de destruction (cre´ation)
d’e´lectron sur les sites pairs (a) et impairs (b) dans la maille e´le´mentaire en position r,
avec le spin σ. Les ope´rateurs mr,σ = a
†
r,σar,σ et nr,σ = b
†
r,σbr,σ sont plutoˆt les ope´rateurs
«nombre» associe´s a` chaque site.
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2.1 Spectre d’e´nergie
Pour l’obtention du spectre d’e´nergie de la partie H0 sans interaction, on voudra
travailler principalement dans l’espace re´ciproque. Il nous faut donc la transforme´e de
Fourier de cette partie du hamiltonien. Pour y arriver, on utilisera les transformations
suivantes pour chaque sous-re´seau :
arσ =
1√
N
∑
k
akσe
−ikr a†rσ =
1√
N
∑
k
a†kσe
ikr (2.4)
brσ =
1√
N
∑
k
bkσe
−ikr b†rσ =
1√
N
∑
k
b†kσe
ikr (2.5)
ou` r est un indice de site (le pas du re´seau est pose´ e´gal a` 1). On obtient alors :
H0 =
∑
kσ
U0(a†kσakσ − b†kσbkσ)−
[
(t(1 + eik) + δt(1− eik))a†kσbkσ + h.c.
]
(2.6)
≡
∑
kσ
E+f
†
kσfkσ + E−d
†
kσdkσ (2.7)
Suite a` une diagonalisation, dkσ et fkσ sont les ope´rateurs d’annihilation des e´tats propres
du syste`me. Ils sont relie´s aux ope´rateurs a et b par des transformations de Bogolioubov :
a†k,σ = e
−i( k4−
νk
2 )
(
sin
γk
2
d†k,σ + cos
γk
2
f †k,σ
)
(2.8)
b†k,σ = e
i( k4−
νk
2 )
(
cos
γk
2
d†k,σ − sin
γk
2
f †k,σ
)
(2.9)
ou` les facteurs de phase sont donne´s par :
cos γk ≡ U0
Ek
(2.10)
tan νk ≡
δt sin k
2
t cos k
2
(2.11)
Les e´nergies propres du syste`mes sont alors donne´es par :
E± = ±
√
4t2 cos2
k
2
+ 4δt2 sin2
k
2
+ U02 ≡ ±Ek (2.12)
Avec un seul e´lectron pour deux sites (situation e´quivalente a` un trou par deux sites
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E0
Eπ
−Eπ
EF
−E0
−2kF −kF kF 2kF ∆
Figure 2.2: Relation de dispersion obtenue avec δt = .1t et U0 = .15t. Le niveau de
Fermi EF est situe´ a` −Eπ
2
= −√2t2 + 2δt2 + U20 . La largeur de bande totale vaut :
2E0 = 2
√
4t2 + U02 avec un gap ∆ = 2Eπ = 2
√
4δt2 + U20 en milieu de bande.
comme pour les (TM)2X), on obtient une bande quart remplie. Par contre, en raison de la
dime´risation δt et/ou du potentiel de site U0, la maille e´le´mentaire contient maintenant
deux sites. On ouvre ainsi un gap ∆ = 2Eπ = 2
√
4δt2 + U20 en milieu de bande. Celle-
ci est alors divise´e en deux sous-bandes d et f et la sous-bande infe´rieure est a` demi
remplie, donc avec un vecteur d’onde de Fermi kF = π/2, tel qu’illustre´ a` la figure 2.2.
La proximite´ de l’autre sous-bande rend cependant la relation de dispersion asyme´trique
par rapport au niveau de Fermi. On n’a donc pas une syme´trie e´lectron–trou parfaite
pour la bande infe´rieure bien qu’elle soit demi-remplie.
Si on travaille a` basse e´nergie, on peut ne´gliger la contribution de la sous-bande
supe´rieure (f †, f), qui est loin en e´nergie, et se concentrer sur la sous-bande infe´rieure
(d†, d). La partie a` un e´lectron du hamiltonien se re´duit alors a` :
H0 =
∑
k,σ
−Ekd†k,σdk,σ (2.13)
2.2 Interaction
Lorsqu’on applique maintenant les transformations des e´quations (2.4-2.5) et des e´qua-
tions (2.8-2.9) au terme d’interaction HI du Hamiltonien, on obtient :
HI =
1
2N
∑
{kσ}
Uk1,k2,k3,k4d
†
k4,σ1
d†k3,σ2dk2,σ2dk1,σ1 (2.14)
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ou` l’interaction entre e´lectrons de la bande infe´rieure est donne´e par :
Uk1,k2,k3,k4 = (U + δU)e
i(2ν[3]−G4 )
4∏
i=1
sin
γki
2
+ (U − δU)e−i(2ν[3]−G4 )
4∏
i=1
cos
γki
2
+2(V cos
q
2
− iδV sin q
2
)ei(
G
4
+2ν[1]) sin
γk4
2
cos
γk3
2
cos
γk2
2
sin
γk1
2
+2(V cos
q
2
+ iδV sin
q
2
)e−i(
G
4
+2ν[1]) cos
γk4
2
sin
γk3
2
sin
γk2
2
cos
γk1
2
(2.15)
et ou` q ≡ k4 − k1 est le transfert de quantite´ de mouvement entre les deux e´lectrons et
G ≡ k4+ k3− k2− k1 ∈ {−2π, 0, 2π} est le transfert de quantite´ de mouvement entre les
e´lectrons et le re´seau. Les diffe´rents ν[i] sont quant a` eux de´finis comme suit :
ν[1] ≡ νk4 − νk3 + νk2 − νk1
4
(2.16)
ν[3] ≡ νk4 + νk3 − νk2 − νk1
4
(2.17)
La pre´sence d’un vecteur du re´seau re´ciproque G = ±2π non nul dans les e´quations
(2.14–2.15), lie´ a` la conservation de la quantite´ de mouvement, indique la possibilite´
de processus Umklapp ou` deux e´lectrons a` k ≈ ±kF sont re´trodiffuse´s vers k ≈ ∓kF
graˆce a` l’e´change d’un vecteur G = ±4kF . Ces processus anormaux de diffusion sont une
conse´quence d’un bris de syme´trie de translation d’un site dans les termes d’interactions,
qui de´pendent aussi des termes de dispersion. Le meˆme bris de syme´trie dans les termes
de dispersion aura pour effet supple´mentaire d’ouvrir un gap ∆ en milieu de bande,
soit aux frontie`res de la nouvelle zone de Brillouin. Ces processus auront une influence
importante sur les proprie´te´s du mode`le, comme nous le verrons au chapitre 3.
L’expression 2.15 est la forme exacte ge´ne´rale de l’interaction de la sous-bande. On
peut re´duire sa complexite´ en e´valuant γk et νk autour de k = ±kF , soit au niveau de
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Fermi, sachant que γ−k = γk et ν−k = −νk. On obtient alors :
Uk1,k2,k3,k4 7→ Uq,G (2.18)
= U
{
cos
[
G
(
1
4
− νkF
2kF
)]
1 + cos2 γkF
2
+ i sin
[
G
(
1
4
− νkF
2kF
)]
cos γkF
}
− δU
{
cos
[
G
(
1
4
− νkF
2kF
)]
cos γkF + i sin
[
G
(
1
4
− νkF
2kF
)]
1 + cos2 γkF
2
}
+ V cos
q
2
sin2 γkF cos
(
2p[1]νkF +
G
4
)
+ δV sin
q
2
sin2 γkF sin
(
2p[1]νkF +
G
4
)
(2.19)
dont les parame`tres sont de´finis comme suit :
cos γkF =
U0√
2t2 + 2δt2 + U20
(2.20)
tan νkF =
δt
t
(2.21)
p[1] ≡ signe(k4)− signe(k3) + signe(k2)− signe(k1)
4
(2.22)
Si on regarde le terme d’interaction de plus pre`s, on peut noter que les termes non
locaux de type Hubbard–e´tendu (V et δV ) apportent une de´pendance en transfert de
quantite´ de mouvement q. Le fait d’intervertir les termes inte´rieur (σ2) et exte´rieur (σ1)
de l’interaction ne devrait rien changer au re´sultat. Lorsque G = 0, cet e´change est
e´quivalent a` changer q en −q et p[1] en −p[1]. On peut ve´rifier que le re´sultat posse`de bien
une syme´trie paire en p[1] et q puisque le seul terme impair en p[1] est multiplie´ par le
seul terme impair en q. Lorsque G = ±2π, le meˆme e´change transforme q en G− q alors
que p[1] est nul. Le terme proportionnel a` V disparaˆıt alors, duˆ au terme cosG/4 = 0. Il
reste le terme proportionnel a` δV qui ve´rifie sin(q/2) = sin(π − q/2).
On peut aussi noter la pre´sence de parties imaginaires dans ce terme. Cette partie
imaginaire est relie´e directement au bris de syme´trie des sites avec U0 6= 0 et/ou δU 6= 0.
On note en effet que ces parame`tres interviennent directement dans la partie imaginaire
de Uq,G. Si les deux sites de chaque dime`re sont identiques, Uq,G devient re´el. Ceci est duˆ
au fait que la diagonalisation utilise´e (2.8–2.9) centre la transforme´e de Fourier au milieu
d’un dime`re. On note que ces termes s’annulent aussi lorsque G = 0. Lorsque G = ±2π,
les termes re´els restant sont tous proportionnels a` νkF ou a` δV et de´pendent donc de
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la dime´risation. On note cependant que l’hermiticite´ du hamiltonien est conserve´e. En
effet, lorsqu’on prend le conjugue´ hermitique, il faut intervertir k1 avec k4 et k2 avec k3,
ce qui a pour effet de changer les signes de G, de p[1] et de q simultane´ment. Or, la partie
re´elle de Uq,G est constitue´e de terme pairs sous cette transformation, alors que la partie
imaginaire est constitue´e de termes impairs.
Pour clore ce chapitre, une diagonalisation introduisant un facteur de phase global
diffe´rent ({d†k,σ, f †k,σ} 7→ eikx{d†k,σ, f †k,σ}) aurait pour effet de de´placer l’origine de la trans-
forme´e de Fourier d’une fraction x de la maille e´le´mentaire [32]. L’interaction Uq,G serait
alors modifie´e par un facteur eiGx. Il n’y aurait aucun impact lorsque G = 0, mais une
rotation de ±2πx dans le plan complexe lorsque G = ±2π. En prenant x = 1/4 par
exemple, l’origine se de´place sur un site du re´seau et Uq,G 7→ eiG/4Uq,G. Les termes bri-
sant la syme´trie des sites (U0 et δU) donnent alors une contribution re´elle alors que ce
sont les termes de dime´risation (δt et δV ) qui donnent une contribution imaginaire, qui
encore une fois, n’est pre´sente que si G 6= 0.
Chapitre 3
Groupe de renormalisation
Dans ce chapitre, on examinera notre mode`le de chaˆınes dime´rise´es dans la limite
du continuum, aussi appele´e «limite du mode`le du gaz d’e´lectrons», ou` les processus de
diffusion se re´fe`rent exclusivement au niveau de Fermi. On expliquera ensuite comment
le groupe de renormalisation, dans l’approche de Kadanoff–Wilson, permet de traiter
ce mode`le. Enfin, on utilisera ces re´sultats pour construire un diagramme de phase en
fonction des parame`tres du hamiltonien.
3.1 Hamiltonien et de´composition en g-ologie des
constantes de couplage
On s’inte´resse a` des instabilite´s du gaz d’e´lectrons dues a` des excitations de basse
e´nergie et en couplage relativement faible. Dans ces conditions, on peut conside´rer que
les e´lectrons implique´s sont tous assez proches du niveau de Fermi. On devra donc uti-
liser le hamiltonien de l’espace re´ciproque et se´parer les e´lectrons selon leur direction de
propagation droite/gauche le long de la chaˆıne a` l’aide d’un parame`tre p = ±. Ce faisant,
quatre processus d’interaction distincts e´mergent selon la direction de propagation des
particules implique´es. Chaque processus sera associe´ a` une constante gi. La constante
associe´e variera selon que les particules en interaction entrantes ou sortantes ont des
trajectoires paralle`les (g3 et g4) ou anti-paralle`les (g1 et g2), et selon qu’il s’agisse d’une
diffusion vers l’avant (g2 et g4) ou vers l’arrie`re (g1 et g3).
Le processus g3, aussi appele´ processus Umklapp, est particulier [4, 29, 33]. C’est le
seul qui ne conserve pas la quantite´ de mouvement. Lors de ce processus, une quantite´
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de mouvement est transmise au re´seau. Il ne peut donc exister que lorsque ±4kF est un
vecteur du re´seau re´ciproque et a` la condition que l’interaction Uq,G (cf. e´quation (2.19))
ait une composante non nulle a` G = ±4kF . A` quart-remplissage comme dans les sels de
Fabre et de Bechgaard, il doit donc y avoir un bris de syme´trie a` l’inte´rieur de la maille
e´le´mentaire. Ce bris de syme´trie peut eˆtre duˆ a` une dime´risation au niveau des inte´grales
de transfert (δt), qui se re´percute e´galement sur une alternance du potentiel inter site
(δV ) ; ou encore a` un potentiel de site alterne´ (U0), qui donnera lieu a` une modulation
de re´pulsion de site (δU).
Le hamiltonien s’exprime alors sous la forme suivante :
H − EF =
∑
pkσ
ǫpkd
†
p,k,σdp,k,σ +
πvF
N
∑
{kσ}
g1d
†
+,k1+2kF ,σ1
d†−,k2−2kF ,σ2d+,k2,σ2d−,k1,σ1
+
πvF
N
∑
{kσ}
g2d
†
+,k1,σ1
d†−,k2,σ2d−,k2,σ2d+,k1,σ1
+
πvF
2N
∑
{pkσ}
gp3d
†
p,k1+2pkF ,σ1
d†p,k2+2pkF ,σ2d−p,k2,σ2d−p,k1,σ1
+
πvF
2N
∑
{pkσ}
gp4d
†
p,k1,σ1
d†p,k2−q¯,σ2dp,k2,σ2dp,k1,σ1 (3.1)
E´tant donne´ qu’on s’inte´resse a` des processus de basse e´nergie, soit proche du niveau
de Fermi, on peut ne´gliger la courbure de bande en premie`re approximation. On utilisera
donc une relation de dispersion line´arise´e au niveau de Fermi (voir figure 3.2).
ǫpk = pvF k¯ (3.2)
ou` p = ± est le signe de k, k¯ ≡ k − pkF est la distance entre k et le niveau de Fermi
pkF = pπ/2 pour notre bande infe´rieure et la vitesse de Fermi
vF =
d(−Ek)
dk
∣∣∣∣
k=kF
(3.3)
=
t2 − δt2√
2t2 + 2δt2 + U20
(3.4)
En comparant l’e´quation (3.1) avec les e´quations (2.14) a` (2.19), on peut faire les
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associations suivantes :
πvF g1 = [2U2kF ,0]p[1]=1 (3.5)
= U
(
1 + cos2 γkF
)− 2δU cos γkF + 2δV sin2 γkF sin 2νkF (3.6)
πvF g2 = πvF g
p
4 = [2U0,0]p[1]=0 (3.7)
= U
(
1 + cos2 γkF
)− 2δU cos γkF + 2V sin2 γkF (3.8)
πvF g
p
3 = [2U2pkF ,4pkF ]p[1]=0 (3.9)
=
[
U
(
1 + cos2 γkF
)− 2δU cos γkF ] sin 2νkF + 2δV sin2 γkF
+ i p
[
2U cos γkF − δU
(
1 + cos2 γkF
)]
cos 2νkF (3.10)
ou encore
πvF g1 = U
(
1 +
U20
E2kF
)
− 2δU
( U0
EkF
)
+ 8δV
t δt
E2kF
(3.11)
πvF g{2,4} = U
(
1 +
U20
E2kF
)
− 2δU
( U0
EkF
)
+ 2V
(
1− U
2
0
E2kF
)
(3.12)
πvF g
p
3 =
[
U
(
1 +
U20
E2kF
)
− 2δU
( U0
EkF
)]
2 t δt
t2 + δt2
+ 2δV
(
1− U
2
0
E2kF
)
+ i p
[
2U
( U0
EkF
)
− δU
(
1 +
U20
E2kF
)]
t2 − δt2
t2 + δt2
(3.13)
Il est possible de repre´senter chaque constante de couplage gi par un diagramme
comme dans la figure 3.1. La nature continue ou pointille´e des lignes permet de distinguer
les branches positive (p = +) et ne´gative (p = −) de k, alors que le sens des fle`ches permet
de distinguer les particules de´truites des particules cre´e´es par l’interaction. Toutes ces
interactions conservent le spin, en accord avec la conservation du spin dans le hamiltonien
sur re´seau initial (cf. e´qs (2.1–2.3)).
On note que g3 est complexe e´tant donne´ les syme´tries d’inversions brise´es, tel que
discute´ au chapitre pre´ce´dent pour Uq,G. En effet, la phase globale choisie lors de la dia-
gonalisation implique de situer l’origine de l’espace direct au centre d’un dime`re. Donc, si
les deux sites ont des potentiels distincts, il n’y a plus de syme´trie d’inversion a` l’origine,
crite`re essentiel pour qu’une fonction re´elle dans l’espace direct demeure re´elle dans l’es-
pace re´ciproque. La partie anti-syme´trique du hamiltonien dans l’espace direct donnera
ainsi lieu a` une composante imaginaire dans l’espace re´ciproque. E´tant donne´ que les
couplages g1, g2 et g
p
4 doivent eˆtre e´gaux a` leurs conjugue´s pour pre´server l’hermiticite´
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du hamiltonien, ils ne peuvent pas admettre de composante imaginaire. Par contre, cette
meˆme contrainte implique que g+3 soit le complexe conjugue´ de g
−
3 qui sont deux proces-
sus discernables. Ils peuvent donc admettre une composante imaginaire proportionnelle
a` la partie anti-syme´trique du hamiltonien dans l’espace re´el, donc proportionnel au po-
tentiel de site U0 et aux modulations de l’interaction locale δU . On note qu’en de´plac¸ant
l’origine de l’espace direct sur un site e´lectronique, on e´changerait les parties re´elles et
imaginaires. Cette dernie`re serait donc proportionnelle aux termes de dime´risation δt et
δV .
g1 g2
g+3 g
−
3
g+4 g
−
4
Figure 3.1: Repre´sentations diagrammatiques des constantes de couplage du mode`le du
gaz d’e´lectrons unidimensionel.
3.2 Approche du groupe de renormalisation
En physique statistique, on utilise la fonction de partition Z pour l’e´tude des proprie´-
te´s a` l’e´quilibre. En statistique grand canonique, nous avons :
Z = Tr e−β(H−µN) (3.14)
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Ici, la trace s’effectue sur les e´tats a` N particules de l’espace de Fock. Dans le but
d’utiliser le groupe de renormalisation, il est cependant commode d’exprimer Z sous la
forme d’une inte´grale fonctionnelle. Ainsi, on montre de manie`re standard qu’on peut
transformer la fonction de partition en une inte´grale fonctionnelle sur des variables de
Grassmann anti-commutantes (ψ) de´crivant les degre´s de liberte´ e´lectroniques [34]. A`
l’aide de ces transformations standards, on peut alors re´e´crire la trace sous la forme
d’une inte´grale fonctionnelle sur les champs ψ :
Z =
∫∫
Dψ∗Dψ eS[ψ∗,ψ] (3.15)
ou`
S[ψ∗, ψ] = S0[ψ∗, ψ] + SI [ψ∗, ψ] (3.16)
est l’action totale et
Dψ∗Dψ ≡
∏
p,k˜,α
dψ∗p,σ(k˜)dψp,σ(k˜) (3.17)
est la mesure d’inte´gration, ou` k˜ = {k, ωn} = {k, (2n+1)πT}, n ∈ Z et ωn repre´sente les
fre´quences de Matsubara de fermions.
Dans l’espace Fourier–Matsubara, la partie sans interaction est donne´e par :
S0[ψ
∗, ψ] = z2ψz
∑
p,k˜,α
[G0p(k˜)]
−1ψ∗p,α(k˜)ψp,α(k˜) (3.18)
ou`
G0p(k˜) =
1
iωn − ǫp(k) =
1
iπT (2n+ 1)− vF (pk − kF ) (3.19)
est appele´ le propagateur libre a` une particule ou` T est la tempe´rature. z est un coefficient
nume´rique valant 1 au de´part (avant la transformation de renormalisation ci-dessous) et
qui absorbera les contributions a` S0. zψ est un coefficient nume´rique valant aussi 1 au
de´part et servant a` renormaliser les variables de Grassmann de fac¸on a` ce que l’action
nue S0 ne change pas de forme (z
2
ψz = 1⇒ zψ = z−1/2).
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La partie avec interaction de l’action est donne´e par :
SI [ψ
∗, ψ] = − πvF T
L
∑
{k˜,q˜,α}
z4ψz1g1ψ
∗
+,α1
(k˜1 + q˜)ψ
∗
−,α2(k˜2 − q˜)ψ+,α2(k˜2)ψ−,α1(k˜1)
− πvF T
L
∑
{k˜,q˜,α}
z4ψz2g2ψ
∗
+,α1(k˜1 + q˜)ψ
∗
−,α2(k˜2 − q˜)ψ−,α2(k˜2)ψ+,α1(k˜1)
− πvF
2
T
L
∑
{k˜,q˜,α,p}
z4ψz3g
p
3ψ
∗
p,α1
(k˜1 + q˜)ψ
∗
p,α2
(k˜2 − q˜ + pG˜)ψ−p,α2(k˜2)ψ−p,α1(k˜1)
− πvF
2
T
L
∑
{k˜,q˜,α,p}
z4ψz4g4ψ
∗
p,α1
(k˜1 + q˜)ψ
∗
p,α2
(k˜2 − q˜)ψp,α2(k˜2)ψp,α1(k˜1) (3.20)
ou` q˜ = {q, ωm} = {q, 2mπT} avec m ∈ Z et G˜ = {4kF , 0}. Ici ωm repre´sente les
fre´quences de Matsubara de bosons. Les diffe´rents zi sont des coefficients nume´riques
valant 1 au de´part dans lesquels sont inclus par la suite les corrections introduites par
les inte´grations partielles de la transformation du groupe de renormalisation qui sera
introduite ci-dessous.
3.2.1 E´quations d’e´coulement des couplages
Dans le cadre du groupe de renormalisation, il faut inte´grer de manie`re successive
les degre´s de liberte´ e´lectroniques de haute e´nergie de la bande de conduction dans la
fonction de partition [35]. A` chaque e´tape, on se´pare donc la fonction de partition en
deux parties, soit celle avec des ψ∗ et ψ ne contenant aucun degre´ de liberte´ de haute
e´nergie (k< : zone blanche de la figure 3.2) et celle avec des ψ¯
∗ et ψ¯, e´le´ments d’une coque
externe en e´nergie (c.e. : zone rouge de la figure 3.2). Ainsi, chaque somme apparaissant
dans les e´quations (3.18) et (3.20) peut-eˆtre de´compose´e en deux parties :∑
k
7→
∑
k<
+
∑
k∈c.e.
(3.21)
Il s’ensuit que l’action prend la forme :
S[ψ∗, ψ] = S[ψ∗, ψ]< + S0[ψ¯∗, ψ¯] +
4∑
i=1
SI,i[ψ¯
∗, ψ¯, ψ∗, ψ] (3.22)
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−2kF −kF kF 2kF
−vFkF
vFkF
Figure 3.2: RG et coque externe
ou` S[ψ∗, ψ]< =
∑
k<,...
. . . contient toutes les contributions ne contenant aucun terme
dans la coque externe, S0[ψ¯
∗, ψ¯] =
∑
k∈c.e.,p,α . . . contient les termes de la coque externe
sans interaction et SI,i est l’interaction avec un nombre i de champs ψ¯
(∗) dans la coque
externe. Une fois transpose´e dans la fonction de partition, celle-ci devient se´parable en
une inte´gration partielle sur les degre´s de liberte´ dans la coque externe avec les autres
degre´s de liberte´s non inte´gre´s :
Z = eA(ℓ)
∫∫
<
Dψ∗Dψ eS[ψ∗,ψ]<
∫∫
c.e.
Dψ¯∗Dψ¯ eS0[ψ¯∗,ψ¯] exp
(
4∑
i=1
SI,i[ψ
∗, ψ, ψ¯∗, ψ¯]
)
(3.23)
ou` A(ℓ) est une constante a` la densite´ d’e´nergie libre a` l’e´tape ℓ. La coque externe est
quant a` elle de´finie de la fac¸on suivante :
∑
k∈c.e.
≡
(∫ −kF−kℓ+dℓ
−kF−kℓ
+
∫ −kF+kℓ
−kF+kℓ+dℓ
+
∫ kF−kℓ+dℓ
kF−kℓ
+
∫ kF+kℓ
kF+kℓ+dℓ
)
dk
2π
(3.24)
ou` kℓ ≡ kFe−ℓ (3.25)
En approche dite de couplage faible, on conside`re que le terme d’interaction SI,i est
une perturbation par rapport a` S0 qui est quadratique, il est donc possible d’utiliser le
the´ore`me de Wick, ainsi que celui des graphes connexes. Une fois ces deux the´ore`mes com-
bine´s, il est possible d’exprimer diffe´remment l’inte´grale partielle sur les ψ¯(∗) et d’arriver
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a` l’expression suivante :
Z = eA(ℓ)
∫∫
<
Dψ∗Dψ exp
(
S[ψ∗, ψ]< +
∞∑
n=1
1
n!
〈(
4∑
i=1
SI,i[ψ
∗, ψ, ψ¯∗, ψ¯]
)n〉)
(3.26)
ou`
〈
f [ψ∗, ψ, ψ¯∗, ψ¯]
〉
est la moyenne sur les ψ¯(∗) dont chacun des termes constitue des
graphes (diagrammes) connexes.
Lorsqu’on se limite a` l’ordre d’une boucle pour les diagrammes (graphes), on arrive a`
l’expression suivante a` l’e´tape ℓ+ dℓ :
S[ψ∗, ψ]ℓ+dℓ = S[ψ∗, ψ]< +
1
2!
〈(
SI,2[ψ
∗, ψ, ψ¯∗, ψ¯]
)2〉
+ . . . (3.27)
pour laquelle nous n’avons retenu que les diffe´rents termes de 〈(SI,2)2〉. Ces derniers
auront quatre champs ψ et ψ∗ et seront donc des corrections a` SI [ψ∗, ψ]ℓ.
Apre`s avoir effectue´ la moyenne sur les graphes connexes, on peut regrouper les termes
selon la combinaison de variables de Grassmann contenue dans ceux-ci. Le gi associe´ a`
cette combinaison sera donc module´ pour incorporer la moyenne des graphes connexes.
Il est alors possible d’exprimer ceux-ci comme suit :
gi(ℓ) = z
4
ψ(ℓ)zi(ℓ)gi = z
−2zi(ℓ)gi (3.28)
gi(ℓ+ dℓ) = z
−2(ℓ+ dℓ)zi(ℓ)gi + Φ1(gi)dℓ + . . . (3.29)
dgi(ℓ)
dℓ
= −2gi(ℓ)d ln z
dℓ
+ Φ1(gi) + . . . (3.30)
ou` Φ1(gi)dℓ est la partie de
〈
S2I,2
〉
c.e.
dont les termes re´siduels ont la meˆme structure
que les termes en gi de SI . A` une boucle, aucun diagramme ne contribue a` S0, donc z
demeurera unitaire et sa de´rive´e d ln z/dℓ sera nulle.
Le calcul s’effectue en plusieurs e´tapes, lesquelles sont de´taille´es dans l’annexe B. Il
faut d’abord e´valuer chaque terme. On distingue 4 canaux possibles : Cooper, Peierls,
Landau et Cooper paralle`le. Cependant, seuls deux d’entre eux apporteront des contri-
butions logarithmiquement singulie`res a` basse tempe´rature [10, 35] : les canaux Cooper
et Peierls.
L’appariement des spins peut eˆtre fait de 4 fac¸ons diffe´rentes donnant des formes
de diagrammes distinctes repre´sente´es a` la figure 3.4. Le diagramme en e´chelle paralle`le
implique un passage par le canal de Cooper, alors que les 3 autres utilisent le canal
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−
ga gb
Canal de Cooper
IC = −dℓ2
ga gb
Canal de Peierls
IP =
dℓ
2
Figure 3.3: Canaux de diffusion de particules a` l’ordre d’une boucle
de Peierls. Le diagramme semi-ouvert peut eˆtre construit de deux fac¸ons distinctes et
aura donc une multiplicite´ de 2. Le diagramme avec bulle ferme´e a un troisie`me spin
inde´pendant des deux spins restants. On devra donc sommer sur cette troisie`me valeur de
spin. Cependant, ce troisie`me spin implique aussi une signature de permutation diffe´rente
pour remettre les termes en ordre. Le signe de sa contribution sera donc affecte´. On
associera donc un coefficient −2 aux diagrammes avec une bulle ferme´e.
(A) Diagramme en e´chelle paralle`le : IC (B) Diagramme en e´chelle anti-paralle`le : IP
(C) Diagramme semi-ouvert : 2IP (D) Diagramme bulle ferme´e : −2IP
Figure 3.4: Formes des diagrammes a` une boucle. Ici, on ne distinguera pas le sens des
ki, car on regardera chaque combinaison possible dans le tableau 3.1.
E´tant donne´ les contraintes, on doit avoir une branche positive (ligne continue) et une
branche ne´gative (ligne pointille´e) a` gauche, au centre et a` droite du diagramme. Cepen-
dant, on peut choisir le haut ou le bas inde´pendamment pour les trois secteurs, ce qui
donne 8 combinaisons possibles. Par contre, inverser toutes les branches simultane´ment
ne fait qu’e´changer g+3 et g
−
3 , qui, rappelons-le, est complexe. Il reste donc 4 combinaisons
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distinctes qui devront eˆtre multiplie´es par 2.
ga gb
(e)
ga gb
(f)
ga gb
(g)
ga gb
(h)
Figure 3.5: Combinaisons de branches possibles
e f g h
A −g22/2 −g21/2 −g1g2/2 −g1g2/2
B g22/2 g
+
3 g
−
3 /2 g2g
p
3/2 g2g
p
3/2
C g1g2 g
+
3 g
−
3 g1g
p
3 g2g
p
3
D −g21 −g+3 g−3 −g1gp3 −g1gp3
Tableau 3.1: Re´sultats de l’inte´gration a` une boucle. La couleur des cases repre´sente le
couplage auquel ce terme contribue. On a les contributions a` g1 , a` g2 et a` g
p
3 .
Pour chaque combinaison de forme et de branche, on peut associer un coeﬃcient et une
combinaison gagb qui contribue a` l’e´quation d’e´coulement d’un couplage tel que pre´sente´
dans le tableau 3.1. E´tant donne´ que g+3 et g
−
3 sont les conjugue´s complexes l’un de l’autre,
leur produit donne le carre´ de la valeur absolue. De plus, la de´rive´e du logarithme de gp3
e´tant re´elle, l’argument de gp3 ne peut pas changer. On peut donc utiliser :
g3 ≡ |gp3| ≡ gp3e−ipθg3 (3.31)
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pour les e´quations d’e´coulement. Lorsqu’on re´unit le tout, on obtient donc le re´sultat
suivant :
d
dℓ
g1 = −g21 (3.32)
d
dℓ
(2g2 − g1) = g23 (3.33)
d
dℓ
g3 = (2g2 − g1)g3 (3.34)
d
dℓ
g4 = 0 (3.35)
d
dℓ
θg3 = 0 (3.36)
On remarque que g1 est inde´pendant de la combinaison 2g2−g1 et g3. On peut montrer
que g1 est associe´ aux degre´s de liberte´ de spin de grandes longueurs d’onde, alors que
2g2 − g1 et g3 sont associe´s aux degre´s de liberte´ de charge de meˆmes longueurs d’onde.
On parlera du secteur spin pour g1 et du secteur charge pour 2g2 − g1 et g3.
Les e´quations (3.32–3.35) sont celles obtenues initialement par Dzyaloshinskii et Lar-
kin [36] dans le cas ou` g3 est re´el. On voit que la pre´sence d’un g3 complexe laisse inva-
riante la forme des e´quations. Les solutions sont donc aussi applicables au cas pre´sent.
On montre en effet que la solution pour le secteur spin est donne´e par :
g1(ℓ) =
g1(0)
1 + g1(0)ℓ
(3.37)
alors que pour le secteur charge, on a :
2g2(ℓ)− g1(ℓ) =

c1 cot(c2 − c1ℓ) g23 > (2g2 − g1)2
c3 coth(c4 − c3ℓ) g23 < (2g2 − g1)2
c5
1− c5ℓ g
2
3 = (2g2 − g1)2
(3.38)
g3(ℓ) =

|c1 csc(c2 − c1ℓ)| g23 > (2g2 − g1)2
|c3 cosech(c4 − c3ℓ)| g23 < (2g2 − g1)2∣∣∣ c51− c5ℓ ∣∣∣ g23 = (2g2 − g1)2
(3.39)
ou` le choix de format est fait uniquement pour avoir des valeurs re´elles et finies pour les
coefficients ci.
On note qu’a` l’ordre d’une boucle, aucune contribution des canaux Cooper et Peierls
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ne contribuent a` g4. Ce dernier est donc fixe en fonction de ℓ :
g4(ℓ) = g4(0) (3.40)
Ces solutions permettent de trouver des valeurs critiques de ℓ, et donc d’e´nergie, ou`
les couplages divergent autant pour le secteur spin (ℓσ) que pour le secteur charge (ℓρ).
ℓσ =
{
− 1
g1(0)
g1(0) < 0
∅ g1(0) ≥ 0
(3.41)
ℓρ =

arccosh
2g2(0)−g1(0)
g3(0)√
(2g2−g1)2−g23
g3 < 2g2 − g1
1
g3
g3 = 2g2 − g1
arccos
2g2(0)−g1(0)
g3(0)√
g23−(2g2−g1)2
−g3 < 2g2 − g1 < g3
∅ 2g2 − g1 ≤ −g3
(3.42)
En une dimension, il ne peut pas y avoir de transition de phase a` tempe´rature ou
e´nergie finie. Ces singularite´s ne peuvent donc pas eˆtre associe´es a` de re´elles transitions.
Ce sont des conse´quences des calculs mene´s a` l’ordre d’une boucle. Pour voir ce qui se
passe au-dela` de ces valeurs, il faudra utiliser le calcul a` 2 boucles (voir section 3.3).
Cependant, la valeur de ℓc peut donner une ide´e des e´nergies caracte´ristiques du syste`me.
Lorsque la tempe´rature descend sous ces valeurs, on atteint une re´gion de couplage fort,
mettant en e´vidence des gaps d’excitation. Ces e´nergies caracte´ristiques sont de l’ordre
de :
∆σ,ρ ≈ vF π
2
e−ℓc =
π
2
t2 − δt2
EkF
e−ℓc (3.43)
Sur la figure 3.6, on note la pre´sence d’un point ou` le gap de charge disparait. En
ce point, les parties re´elles et imaginaires de gp3 s’annulent simultane´ment. Autour de ce
point, le gap est alors proportionnel a` :
∆ρ ∝ e−ℓρ ∼
(
g3
4g2 − 2g1
) 1
2g2−g1
(3.44)
qui est une loi de puissance avec un exposant non universel, soit avec une de´pendance
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Figure 3.6: Diagramme en contour de ∆ρ avec U = V = .5 et δU = δV = .1, calcule´ a`
l’aide de Mathematica.
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sur les interactions. L’existence d’un gap de charge par le groupe de renormalisation
est compatible avec les re´sultats de simulations nume´riques sur des mode`les a` quart-
remplissage avec dime´risation de l’inte´grale de transfert [37, 38].
3.2.2 E´quations d’e´coulement pour les susceptibilite´s
On peut ajouter un terme de couplage avec un champ externe a` l’action [36] :
S[ψ∗, ψ] = S0[ψ∗, ψ] + SI [ψ∗, ψ] + Sh[ψ∗, ψ, h∗, h] (3.45)
Sh[ψ
∗, ψ, h∗, h] =
∑
q˜,µ
zµOµ(q˜)h
∗
µ(q˜) + c.c. (3.46)
Dans l’expression ci-haut, h
(∗)
µ repre´sente le champ externe couple´ aux fermions. Le
terme zµ est un facteur de renormalisation valant 1 lorsque ℓ vaut 0. Le terme Oµ repre´-
sente quant a` lui le champ composite du canal µ. On conside`rera les possibilite´s suivantes :
OµθP (q˜) = e
iθO∗µP (−q˜) +OµP (q˜) (3.47)
OµP (q˜) =
√
T
L
∑
k˜,α,β
ψ∗−,α(k˜ − q˜)σα,βµP ψ+,β(k˜) (3.48)
OµC(q˜) =
√
T
L
∑
k˜,α,β
αψ−,−α(q˜ − k˜)σα,βµC ψ+,β(k˜) (3.49)
ou` σα,βµ est le terme en position (α, β) dans la matrice de Pauli σµ (ou dans la matrice
identite´ si µ = 0). Les champs composites Oµ du canal de Peierls (µP ) sont associe´es
respectivement a` l’onde de densite´ de spin (ODS : µP 6= 0) et a` l’onde de densite´ de
charge (ODC : µP = 0). La somme des deux ondes de densite´ avec q et −q dans l’e´qua-
tion (3.47) donne une onde stationnaire et le terme eiθ introduit un de´phasage de cette
onde stationnaire. Avec θ = 0, les nœuds et les maxima sont situe´s respectivement entre
les dime`res et au centre de ceux-ci, alors qu’a` θ = ±π
2
, ils sont plutoˆt situe´s sur les sites
du re´seau. Les champs composites du canal de Cooper (µC) sont quant a` eux associe´s a`
la supraconductivite´ singulet (SS : µC = 0) ou triplet (ST : µC 6= 0).
Comme on s’inte´resse a` la re´ponse line´aire du syste`me dans la limite des faibles
champs, on peut conside´rer Sh comme une perturbation au meˆme titre que SI . Le terme
perturbatif de l’e´quation (3.26) sera donc la somme de ces deux termes. Tout comme
pre´ce´demment avec les couplages, on se limitera aux termes a` l’ordre d’une boucle, ce
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qui nous limite a` quelques termes d’ordre 2. On aura donc :
1
2
〈
(SI,2 + Sh)
2〉 = 1
2
〈
S2I,2
〉
+ 〈SI,2Sh〉 + 1
2
〈
S2h
〉
(3.50)
Le terme en
〈
S2I,2
〉
o¯,c
est le meˆme que celui de´ja` traite´ dans la section sur les couplages.
Le terme en 〈SI,2Sh〉o¯,c donne une correction a` une boucle au terme de´ja` pre´sent de Sh,
i.e.
〈SI,2Sh〉o¯,c =
dℓ
2
∑
µ,q˜
zµOµ(q˜)h
∗
µ(q˜)gµ + c.c. (3.51)
ou` gµ est la combinaison de gi associe´e au canal µ et elle sera explicite´e plus loin.
Le terme en 〈S2h〉o¯,c donne quant a` lui un nouveau terme :
1
2
〈
S2h
〉
o¯,c
=
2
πvF
∑
q˜,µ
z2µIP,C h
∗
µ(q˜)hµ(q˜) (3.52)
Ce nouveau terme peut eˆtre associe´ a` la susceptibilite´ du canal µ. En effet, la de´rive´e
seconde de l’action par rapport a` hµ et h
∗
µ est e´troitement relie´e a` la de´rive´e de la densite´
d’e´nergie libre par rapport a` ces meˆmes champs qui doit nous donner la susceptibilite´ χµ
(que l’on de´finira ici positive).
On a donc :
Sh|ℓ + 〈SI,2Sh〉o¯,c +
1
2
〈
S2h
〉
o¯,c
=
∑
q˜,µ
zµ(ℓ)
(
1 + gµ
dℓ
2
)
Oµ(q˜)h
∗
µ(q˜)
±
(
χµ(ℓ) +
z2µ(ℓ)
πvF
dℓ
)
h∗µ(q˜)hµ(q˜) (3.53)
qui nous me`ne aux e´quations d’e´coulement suivantes :
d
dℓ
ln(zµ) =
gµ
2
+ . . . =
gµ
2
− d ln z
dℓ
(3.54)
d
dℓ
χµ =
z2µ(ℓ)
πvF
(3.55)
Lorsqu’on calcule les diagrammes de susceptibilite´ pour le canal de Cooper supracon-
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ducteur (annexe C), on obtient les relations suivantes :
〈SI,2OµC (q˜)〉o¯,c = [(g2 − g1Tr [σµC ])OµC (q˜)] IC (3.56)
On obtient alors les e´quations d’e´coulement suivantes :
d ln zµC
dℓ
=
gµC
2
=
(1− Tr σµC )g1 − g2
2
(3.57)
gSS = −g1 − g2 (3.58)
gST = g1 − g2 (3.59)
En pre´sence d’un gap de spin, g1 divergera avec des valeurs ne´gatives, renforc¸ant par le
fait meˆme les corre´lations supraconductrices singulet (SS), mais de´truisant celles de type
triplet (ST). En pre´sence d’un gap de charge, g2 divergera avec des valeurs positives et
les deux types de supraconductivite´ seront de´truites. La ST ne peut donc exister qu’en
absence de gap de spin ou de charge alors que la SS sera plus forte avec un gap de spin.
Dans le canal de Peierls, le processus Umklapp introduit un lien entre deux champs
composites distincts qui deviennent lie´s :
〈SI,2OµP (q˜)〉o¯,c =
[
(g2 − g1Tr [σµP ])OµP (q˜) + g+3 (1− Tr [σµP ])O∗µP (−q˜)
]
IP (3.60)〈
SI,2O
∗
µP
(−q˜)〉
o¯,c
=
[
(g2 − g1Tr [σµP ])O∗µP (−q˜) + g−3 (1− Tr [σµP ])OµP (q˜)
]
IP (3.61)
On peut les combiner a` l’aide de l’e´quation (3.47) et choisir θ± de sorte que :
gp3 ≡ g3eipθg3 = ±g3eipθ± (3.62)
ou` g3 ≡
∣∣g±3 ∣∣ et θ− − π = θ+ = θg3 .
On obtient alors les e´quations d’e´coulement suivantes :
d ln z
µ
θ±
P
dℓ
=
g
µ
θ±
P
2
=
1
2
((g2 − g1Tr σµP )± g3(1− Tr σµP )) (3.63)
gODCθ± = g2 − 2g1 ∓ g3 (3.64)
gODSθ± = g2 ± g3 (3.65)
ou` l’argument θ± des ondes de densite´ de spin (ODS) ou de charge (ODC) est lie´ a`
la position des creux et des creˆtes de densite´ par rapport aux sites e´lectroniques, tel
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qu’illustre´ a` la figure 3.7.
On remarque alors qu’un gap de spin (g1 → −∞, g2 → g1/2) renforcera les ondes de
densite´ de charge (ODC), mais de´truira les ondes de densite´ de spin (ODS). Par contre,
un gap de charge (g3 →∞, g2 → g3/2) renforcera une onde de densite´ de spin (ODSθ+)
et une onde de densite´ de charge (ODCθ−), mais affaiblira les autres (ODCθ+ et ODSθ−).
L’ODS sera donc dominante en pre´sence d’un gap de charge seulement et l’ODC sera
favorise´e en pre´sence des deux gaps.
Dans le cas ou` gp3 est purement re´el, il y a une syme´trie ou` tous les sites sont e´quiva-
lents, toute onde de densite´ devrait alors refle´ter cette syme´trie. On aura donc des ondes
de densite´ dont les maxima seront centre´s soit a` l’inte´rieur d’un dime`re (ODθ=0) soit
entre deux dime`res (ODθ=π).
Dans le cas inverse ou` gp3 est purement imaginaire (θ = π/2 ou θ = 3π/2), la syme´trie
pre´sente implique que tous les espaces intersites soient e´quivalents (aucune dime´risation),
mais que les sites soient diffe´rencie´s par des potentiels e´lectrostatiques diffe´rents (dus a` la
distance variable a` l’anion le plus proche, a` des ondes de densite´ de charge a` 4kF ou a` la
nature du site lui-meˆme dans le cas d’un alliage ordonne´). Les ondes de densite´ pre´sentes
devront donc avoir leur maxima centre´s sur des sites e´lectroniques individuels.
On peut re´sumer ceci a` l’aide des illustrations a` la figure 3.7.
Si on re´sume les e´quations d’e´coulement, on obtient :
d
dℓ
χµ =
z2µ(ℓ)
πvF
(3.66)
d
dℓ
ln zµ =
gµ
2
(3.67)
gSS = −g1 − g2 (3.68)
gST = g1 − g2 (3.69)
gODCθ+ = g2 − 2g1 − g3 (3.70)
gODCθ− = g2 − 2g1 + g3 (3.71)
gODSθ+ = g2 + g3 (3.72)
gODSθ− = g2 − g3 (3.73)
Si on peut changer inde´pendamment les termes de dime´risation (δt) et de potentiel
local (U0), ainsi que leurs pendants dans les termes d’interactions (δV et δU) de fac¸on
continue, on peut s’attendre a` passer de fac¸on continue d’ondes de densite´ de charge
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Figure 3.7: Illustrations des diffe´rentes phases. Les croix (×) dans les figures sur les
ondes de densite´ repre´sentent les anions.
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(ODC) a` ondes de densite´ de lien (ODL) en faisant passer θ de 0 a` π, voire a` revenir a`
des ODC en passant de π a` 2π. Il faut donc classer les ondes de densite´ de charge ou de
spin selon la phase θ qui varie de fac¸on continue plutoˆt que de les classer comme ODC
ou ODL.
ST ODSθ+
ODCθ−
ODCθ−ODCθ−
SS
(ss)
(ss) (odcθ−)
(odcθ−)
(odcθ+)
(odsθ+)
|g3|
− |g3|
− |g3|
2
g1
g2 ℜe[g+3 ]
ℑm[g+3 ]
(a) (b)
Figure 3.8: Diagramme de phase en fonction de g1 et g2 pour un g3 fixe quelconque (a)
et en fonction des parties re´elles et imaginaires de g+3 pour g1 = g2 < 0 (b). Les lignes
e´paisses rouges (2g2 − g1 = g3) et magenta (g1 = 0) indiquent des frontie`res se´parant
des secteurs ou` les gaps pre´sents ne sont pas les meˆmes et ou la phase dominante n’est
pas la meˆme. La ligne continue noire (ℓσ = ℓρ) se´pare deux secteurs ou` le gap dominant
n’est pas le meˆme et ou` les phases singulie`res (a` l’ordre d’une boucle) changent. La ligne
pointille´e rouge (2g2 − g1 = −g3) se´pare deux re´gions qui se distinguent uniquement par
l’ordre des phases singulie`res non-dominantes, apparaissant entre parenthe`ses. Les lignes
pointille´es bleues (ℜe(gp3) = 0), jaunes (ℑm(gp3) = 0), cyans (ℜe(gp3) = ℑm(g+3 )) et grises
(ℜe(gp3) = ℑm(g−3 )), pre´sentent uniquement sur (b), ne de´limitent pas des re´gions aux
proprie´te´s diffe´rentes, mais relient plutoˆt des points qui pre´sentent la meˆme syme´trie,
pour lesquelles les ondes de densite´ pre´sentes se situeront aux meˆmes endroits. La fle`che
permet quant a` elle de comparer une zone ou` les deux graphiques se superposent. Dans
les deux cas, la fle`che part de g1 = g2 = −2g3 pour se rendre a` g1 = g2 = −g3/3 avec
θg3 = 1.2. On note qu’a` l’ordre une boucle, seules les grandeurs relatives des diffe´rents
couplages sont pertinentes pour de´terminer les phases dominantes. Doubler g3 aura donc
le meˆme effet que de re´duire g1 et g2 de moitie´ par exemple.
On peut re´sumer les re´sultats a` l’aide du diagramme de phase de la figure 3.8 (a).
Le diagramme de phase se se´pare en 4 secteurs principaux selon les gaps pre´sents qui
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de´terminent la phase dominante. En absence de gap (zone blanche), la phase supra-triplet
(ST) dominera et la phase supra-singulet (SS) sera aussi singulie`re. Le gap de charge (zone
en couleur) e´liminera les phases supra (ST et SS) ainsi que les phases d’onde de densite´
de charge et de spin non-dominantes (ODCθ+ et ODSθ−), laissant la place aux ondes de
densite´ principales (ODSθ+ et ODCθ−). Le gap de spin (zone grise) de´truira plutoˆt toutes
les phases relie´es au spin (ST et ODSθ±) pour laisser la place a` la phase SS et aux phases
ODCθ±. Comme la phase ODCθ− est renforce´e par chacun des gaps, elle ne dominera que
dans le secteur ou` les deux gaps sont pre´sents. Dans ce secteur, les phases secondaires
seront de´termine´es par le gap dominant. Si le gap dominant est le gap de spin, il y a
deux phases secondaires. Cependant, comme la phase ODCθ+ est renforce´e par g2, mais
affaiblie par g3, alors que la phase SS est affaiblie par g2, lorsque 2g2− g1 > |g3|, la phase
SS devient plus faible que la phase ODCθ+.
Le diagramme du secteur g3 (figure 3.8 (b)) montre les trois re´gions accessibles en
ne changeant que g3 et en gardant g1 = g2 < 0. Les phases de´pendent uniquement de
la valeur absolue de g3. L’argument complexe de g3 influence seulement la position des
ondes de densite´.
Ainsi, un g+3 re´el (ligne pointille´e jaune) implique l’absence de bris de syme´trie au
niveau des sites individuels. Les ondes de densite´ seront donc centre´s sur les dime`res
(OD0) ou entre les dime`res (ODπ). Une valeur positive pour g
±
3 (fond rouge) provient
d’une valeur positive de δt et favorise donc l’e´change entre les deux sites d’un meˆme
dime`re. Comme les ODS sont constitue´es d’e´lectrons solitaires, les plus fortes seront celles
qui sont centre´es sur les dime`res. Par contre, l’augmentation des e´changes implique aussi
une augmentation des interactions en pre´sence de deux e´lectrons sur le meˆme dime`re.
Ainsi, les ODC, constitue´es d’e´lectrons regroupe´s par paires, seront plus fortes entre les
dime`res.
Si gp3 est purement imaginaire (ligne pointille´e bleue), il n’y a aucun bris de syme´trie
inter-site. Les ondes de densite´ sont donc plutoˆt centre´es sur les sites individuels. Un
potentiel local positif U0 > 0 favorise l’occupation simple des sites de droite sur chaque
dime`re. Les ODS les plus fortes seront donc celles qui sont centre´es sur ces sites. Par
contre, la localisation accrue implique aussi une augmentation des interactions locales.
Les ODC seront donc, encore une fois, a` leur plus fort la` ou` les ODS sont a` leur plus
faible, c’est-a`-dire sur les sites de gauche de chaque dime`re.
Les ODSθ+ dominantes seront donc centre´es sur les dime`res dans les re´gions sur fond
rouge, sur le site de droite des dime`res dans les re´gions sur fond jaune ou vert, entre les
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dime`res dans les re´gions turquoises et sur les sites de gauches des dime`res dans les re´gions
bleues et mauves. Les ODCθ− dominantes seront de´cale´es d’une demi-maille par rapport
aux ODSθ+. Ce diagramme permet de comple´ter la le´gende pour la figure 3.9.
0 Π
4
Π
2
3 Π
4
Π 5 Π
4
3 Π
2
7 Π
4
2 Π
-Π2
-Π4
0
Π4
Π2
U>0=V U=0<V U<0=V U=0>V U>0=V
∆V`- U2 + V2
∆V=- U2 + V2
∆V=0
∆V= U2 + V2
∆Vp U2 + V2
ar
ct
an
δV
√
U
2
+
V
2
arctan(U, V )
ODSθ+
ODCθ−
SS
ST
odsθ+
odcθ−
odcθ−
odcθ+
ss
ss
Figure 3.9: Projection e´quirectangulaire du diagramme de phase avec δt = 0.2t, U0 =
0.15t, δU = −0.1√U2 + V 2. La ligne rouge correspond a` 2g2 − g1 = |g3| et entoure
la re´gion ou` il n’y a aucun gap de charge. La ligne magenta correspond a` g1 = 0 et
se´pare la re´gion avec un gap de spin (en bas) et sans gap de spin (en haut). La ligne
noire correspond a` la frontie`re ou` les deux gaps sont d’e´gale importance. Les phases
dominantes sont de´termine´es par la pre´sence ou l’absence de chaque type de gap. Les
lignes rouge et magenta de´limitent donc les quatre re´gions ou` chaque phase domine. Ces
phases dominantes sont indique´es en majuscules. Les phases singulie`res sont de´termine´es
par le gap le plus fort. Elles changent donc en franchissant la ligne noire, ou` les deux
gaps sont e´quivalents, ainsi qu’aux limites de la zone blanche, ou` il n’y a aucun gap. Dans
chaque secteur, les phases singulie`res non dominantes sont indique´es en lettres minuscules.
On note qu’en pre´sence d’un gap de spin fort (zones avec une teinte dominante grise), les
deux types d’ODC sont singuliers en plus de la SS. Dans chaque sous-secteur, l’ODCθ−
est plus forte que l’ODCθ+. Cependant, la SS peut eˆtre la plus forte des trois phases
(zone grise), eˆtre en sandwich entre les deux ODC (zone grise le´ge`rement teinte´e entre
la ligne rouge continue et la ligne rouge pointille´e) ou eˆtre la plus faible des trois (zone
grise teinte´e a` gauche de la ligne pointille´e rouge).
Sur la figure 3.9, on utilise la meˆme le´gende que pour la figure 3.8. On remarque
que pour des valeurs positives de U , V et δV , il n’y a aucune subdivision. Les ondes de
densite´ de spin dominent et les ondes de densite´ de charge sont aussi singulie`res. La le´ge`re
gradation de la couleur de fond indique que les ondes de densite´ se de´placent peu. Les
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ODS sont centre´es sur les dime`res et les ODC entre les dime`res avec une le´ge`re tendance
a` se de´caler vers la gauche lorsque δV est petit, car la partie re´elle de g3 diminue alors
que la partie imaginaire n’est pas affecte´e par δV . Si δV passe aux valeurs ne´gatives, le
de´calage vers la gauche des OD est augmente´ et peut meˆme franchir le site de gauche
pour les ODS ou le site de droite de la maille voisine pour les ODC lorsqu’on franchit la
ligne pointille´e bleue.
Avec des modulations d’interactions au premier voisin ne´gatives (δV < 0), g1 peut
devenir ne´gatif. On verrait donc apparaˆıtre un gap de spin. Celui-ci renforcerait la phase
ODCθ−, principalement sur les dime`res (θ− ∼ 0), et un peu la phase SS, mais il affaiblirait
la phase ODSθ+ , alors centre´s principalement entre les dime`res (θ+ ∼ π).
Avec une interaction locale attractive (U < 0), le gap de spin peut apparaˆıtre pour
un δV plus grand alors que θg3 ∼ 0 et que les ODC sont encore entre les dime`res et les
ODS sur les dime`res. Pour δV plus petit, g3 devient plus petit aussi, affaiblissant le gap
de charge. Celui-ci peut devenir plus petit que le gap de spin, qui affaiblira alors les ODS
au profit des ODC secondaires. La SS pourrait aussi devenir singulie`re, si V est assez
faible.
Une interaction attractive aux premiers voisins (V < 0) e´liminerait le gap de charge,
puisque 2g2− g1 ∼ U +4V < 0, laissant toute la place a` la supraconductivite´. Les signes
de U et δV de´termineraient le signe de g1 et donc la pre´sence ou l’absence de gap de spin.
Une interaction locale attractive (U < 0) favoriserait la phase SS alors que ce serait la
phase ST qui dominerait avec une interaction locale re´pulsive (U > 0).
On peut voir deux points ou` g3 s’annule : l’un pre`s de arctan(U, V ) = 2π/3, l’autre
pre`s de 4π/3. Ces points se de´placeront si on change les termes d’asyme´trie locale U0 et
δU et peuvent meˆme disparaˆıtre. Cependant, comme le fait d’annuler g3 de´truit le gap de
charge, ces points ne peuvent eˆtre situe´s qu’en des re´gions ou` le gap de spin domine ou
est absent. C’est ce qui explique la forme de la re´gion de´limite´e par la ligne noire continue
ou` les deux phases ODC dominent.
3.3 Groupe de renormalisation a` deux boucles
Comme il a e´te´ mentionne´ plus toˆt, la renormalisation a` une boucle a une faiblesse
importante : lorsque le gap est atteint, il y a une singularite´ et les couplages divergent.
La proce´dure de renormalisation base´e sur une approche perturbative du gaz d’e´lectrons
libres et donc de couplage faible cesse d’eˆtre valide et on ne peut plus poursuivre les
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calculs. Il devient donc impossible de sonder a` cet ordre des proprie´te´s de plus basse
e´nergie.
Pour reme´dier a` ce proble`me, on peut pousser plus loin le calcul du GR perturbatif
et ajouter des corrections perturbatives d’ordre supe´rieur a` l’e´quation (3.27) et donc aux
e´quations (3.28–3.30). Il y a deux types de corrections d’ordre supe´rieur. La premie`re est
une correction de self-e´nergie issue de la contraction
〈
S2I,3
〉
qui vient corriger le propaga-
teur a` une particule G0p dans l’action (3.18) et introduit donc une correction au facteur
de renormalisation zψ ou encore z. Il y a ensuite des corrections aux fonctions de vertex
a` quatre points lie´es aux interactions. Ces corrections proviennent d’une contraction du
type
〈
S2I,3SI,2
〉
et s’appliquent au terme d’interaction SI [ψ
∗, ψ](ℓ) [35].
En tenant compte de ces deux types de correction, ainsi que celles d’ordre infe´rieur
conside´re´es ci-dessus, la relation de re´currence de l’action en (3.26) devient, a` l’ordre deux
boucles :
S[ψ∗, ψ]ℓ+dℓ = S[ψ∗, ψ]< +
1
2!
〈(
SI,2[ψ
∗, ψ, ψ¯∗, ψ¯]
)2〉
+
1
2!
〈(
SI,3[ψ
∗, ψ, ψ¯∗, ψ¯]
)2〉
+
3
3!
〈(
SI,3[ψ
∗, ψ, ψ¯∗, ψ¯]
)2
SI,2[ψ
∗, ψ, ψ¯∗, ψ¯]
〉
+ . . . (3.74)
Nous allons expliciter dans ce qui suit chacune de ces contributions supple´mentaires
afin d’en arriver aux e´quations de renormalisation des constantes de couplage a` l’ordre
deux boucles.
3.3.1 Self-e´nergie
ga gb ψ1ψ1
ψ¯2
ψ¯3
ψ¯4
Figure 3.10: Diagramme ge´ne´rique de self-e´nergie
On commence par le terme de self-e´nergie qui a la structure suivante (illustre´ a` la
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figure 3.10) :
1
2
〈
(SI,3)
2〉 = (πvFT
L
)2 ∑
{k,σ,a,b}
ψ∗1ψ1 ga(ℓ)gb(ℓ)
〈
ψ¯∗2ψ¯2
〉〈
ψ¯∗3ψ¯3
〉〈
ψ¯∗4ψ¯4
〉
(3.75)
= gΣ2IΣ
∑
k˜
ψ∗1ψ1 (3.76)
Pour e´valuer IΣ, on doit d’abord sommer sur les fre´quences de Matsubara :
IΣ =
(
πvFT
L
)2 ∑
k˜2,k˜3
G0p2(k˜2)G
0
p3
(k˜3)G
0
p4
(k˜4)δk˜1+k˜3,k˜2+k˜4+G˜ (3.77)
L’e´valuation a` basse tempe´rature de ce diagramme ge´ne´rique de self-e´nergie dans la
coque externe est de´taille´e a` l’annexe D. On obtient comme re´sultat interme´diaire :
IΣ =
(πvF
L
)2 ∑
{k¯′,q¯}>0
2[G0p1(k˜1)]
−1
[G0p1(k˜1)]
−2 − (2vF q¯)2
(3.78)
Contrairement au calcul a` une boucle, on ne peut pas limiter la somme sur la coque
externe a` une coque infinite´simale. Comme chaque boucle est associe´e a` un processus
distinct, on doit tenir compte des processus e´le´mentaires inte´gre´s dans les coques pre´-
ce´dentes [35, 39]. L’inte´gration sur la coque externe sera donc compose´e d’une inte´grale
sur une coque infinite´simale entre kℓ+dℓ et kℓ et d’une inte´grale sur toutes les coques
pre´ce´dentes entre k¯ℓ et k¯0.
IΣ = [G
0
p1
(k˜1)]
−1 v
2
F
2
∫ k¯ℓ
k¯ℓ+dℓ
dk¯′
∫ k¯0
k¯ℓ
dq¯
[G0p1(k˜1)]
−2 − (2vF q¯)2
(3.79)
≈ −[G0p1(k˜1)]−1
dℓ
8
(3.80)
ou` on a pris comme approximation :
∣∣∣[G0p1(k˜1)]−1∣∣∣≪ vF k¯ℓ ≪ vF k¯0.
Le calcul de gΣ2 implique la somme de 6 diagrammes de Feynmann re´partis sur 2
parcours et 3 combinaisons de branches de´taille´es en annexe D conduisant au re´sultat
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suivant :
1
2
〈
(SI,3)
2〉 = −gΣ2 dℓ8 ∑
k˜1
[G0p1(k˜1)]
−1ψ∗1ψ1 (3.81)
ou` gΣ2 = −
(2g2 − g1)2 + 2g+3 g−3 + 3g21
2
(3.82)
La relation de re´currence pour le terme a` une particule de l’action sera alors exprime´e
sous la forme :
S0[ψ
∗, ψ](ℓ+ dℓ) = S0[ψ∗, ψ](ℓ) +
1
2
〈(
SI,3[ψ
∗, ψ, ψ¯∗, ψ¯]
)2〉
(3.83)
=
(
z2ψ(ℓ+ dℓ)z(ℓ)−
gΣ2dℓ
8
)∑
k˜
[G0p(k˜)]
−1ψ∗p(k˜)ψp(k˜) (3.84)
= z2ψ(ℓ+ dℓ) z(ℓ)
(
1− gΣ2dℓ
8
)
︸ ︷︷ ︸
z(ℓ+dℓ)
∑
k˜
[G0p(k˜)]
−1ψ∗p(k˜)ψp(k˜) (3.85)
On obtient alors l’e´quation d’e´coulement suivante pour z :
d ln z
dℓ
= −gΣ2
8
(3.86)
=
(2g2 − g1)2 + 2g23 + 3g21
16
(3.87)
Ceci corrige le propagateur a` une particule : G0p(k˜)→ zG0p(k˜). z est associe´ au poids
de quasi-particule au niveau de Fermi. Ce poids va de´croˆıtre en fonction de ℓ et tendre
vers 0 lorsque ℓ → ∞. z co¨ıncide e´galement avec la densite´ d’e´tats au niveau de Fermi.
Ainsi, lorsque ℓ augmente, la densite´ d’e´tats diminue et tendra vers 0 a` ℓ grand, en accord
avec l’absence de quasi-particules a` une dimension [10, 35].
3.3.2 Interaction a` deux boucles
Pour eˆtre comple`tement cohe´rent avec le calcul de self-e´nergie ci-dessus, il nous faut
e´valuer l’e´coulement des constantes de couplage au meˆme ordre en nombre de boucles.
Pour l’e´tude des corre´lations singulie`res servant a` de´finir la structure du diagramme de
phase des figures 3.8 et 3.9, il s’ave`re que la constante d’interaction g4 pour des particules
appartenant a` la meˆme branche p ne joue pas un roˆle important. Elle ne sera pas prise
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en compte dans le pre´sent calcul. Elle sera re´introduite au chapitre 5 dans le calcul de la
susceptibilite´ magne´tique uniforme qui est une quantite´ re´gulie`re en tempe´rature et qui
est sensible aux contributions non singulie`res telles que ge´ne´re´es par g4.
Selon les transformations ge´ne´rales du groupe de renormalisation (3.28–3.30) pour
les constantes de couplage, le pre´sent calcul, en fait, proce`de en deux temps. Dans un
premier temps, on e´value les corrections de vertex a` quatre points a` l’ordre de deux
boucles, c’est-a`-dire les contributions en Φ2 aux facteurs de renormalisation zi associe´s
aux constantes de couplage gi. Celles-ci s’ajoutent a` celles d’ordre une boucle obtenues
pre´ce´demment pour Φ1 en (3.32–3.36). On ajoute finalement les corrections de self-e´nergie
zψ pour les pattes externes de chaque fonction de vertex selon l’e´quation (3.86) a` l’aide
de la transformation en (3.20), ce qui conduit finalement a` l’e´coulement des constantes
de couplage gi a` l’ordre deux boucles.
Pour calculer les termes a` deux boucles pour les fonctions de vertex Γi=1,2,3, on aura be-
soin des termes
〈
SI,2S
2
I,3
〉
. Ceux-ci sont repre´sente´s de manie`re ge´ne´rique a` la figure 3.11.
Ce qui peut aussi s’e´crire :
ga
gb
gc
ψ1
ψ2
ψ3
ψ4
ψ¯5
ψ¯6
ψ¯7 ψ¯8
Figure 3.11: Diagramme ge´ne´rique du calcul a` deux boucles pour ∼ ψ4ψ3ψ2ψ1Γi ou` Γi
sont les fonctions de vertex a` quatre points associe´es au couplage gi.
1
2
〈
SI,2S
2
I,3
〉
= −
4∑
i=1
Φ2(gi)dℓ
πvFT
L
∑
{k˜,σ}
ψ∗2,3,4ψ
∗
2,3,4ψ2,3,4ψ1 (3.88)
Φ2(gi)dℓ ≡
∑
diag.∝gi
gagbgcfjI2 (3.89)
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ou` fj vaut −2 s’il y a une bulle de spin inde´pendante et 1 autrement (pour la signature
de permutation et la somme sur les spins) et I2 est l’intensite´ des corrections de vertex a`
deux boucles
I2 =
(
πvFT
L
)2 ∑
k˜5,k˜7
G0−(k˜5)G
0
−(k˜6)G
0
+(k˜7)G
0
+(k˜8) (3.90)
qui est un produit de quatre propagateurs tel qu’illustre´ a` la figure 3.11. Ce diagramme
est e´value´ dans le grand de´tail en annexe E pour l’ensemble des possibilite´s. On peut en
retracer ici les grandes lignes en l’absence de g4 et des effets de tempe´rature finie.
On de´finit ainsi une e´nergie associe´e a` chaque vertex, soit :
ǫa = ǫ5 − iωn1 + j56(ǫ6 − iωn2) (3.91)
ǫb = ǫ7 − ǫ5 + j78(ǫ8 − iωn3) (3.92)
ǫc = −ij56j78ωn4 − j56ǫ6 − ǫ7 − j78ǫ8 (3.93)
ou` j56 (j78) vaut 1 si les propagateurs 5 et 6 (7 et 8) sont paralle`les, soit e´lectron–e´lectron
ou trou–trou, et −1 s’ils sont anti-paralle`les, soit e´lectron–trou. Avec ces e´nergies, on
peut exprimer le re´sultat de la somme sur les fre´quences de Matsubara ωn5 et ωn7 ainsi :
I2 =
(πvF
2L
)2 ∑
k5,k7
j56j78
ǫbǫc
(
cosh ǫ7+j78ǫ8
2T
cosh ǫ7
2T
cosh ǫ8
2T
+
sinh ǫ7+j78ǫ8
2T
cosh ǫ7
2T
cosh ǫ8
2T
(
ǫc sinh
ǫa
2T
ǫa cosh
ǫ5
2T
cosh ǫ6
2T
+ tanh
j56ǫ6
2T
))
(3.94)
De plus, le fait de ne´gliger toute contribution a` g4 ou en g4 permet de limiter les dia-
grammes a` ceux dont les branches ont la configuration de la figure 3.12. Toutes les autres
configurations non prises en compte par le calcul a` une boucle ont un lien avec g4 et seront
conside´re´es au chapitre 5 ou n’ame`nent aucune nouvelle contribution logarithmique.
Si on ajoute la contrainte sur les branches, la conservation de la quantite´ de mou-
vement et l’approximation centrale ou` toutes les quantite´s de mouvement externes sont
prises au niveau de Fermi, a` savoir k1−4 → 0, on peut simplifier davantage :
I2 = −2j56j78
(πvF
L
)2 ∑
{k¯′,q¯}>0
1
(2vF q¯)2
(3.95)
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ga
gb
gc
Figure 3.12: Configuration de branches des diagrammes a` deux boucles pour les fonc-
tions de vertex compatibles avec l’absence de g4. Les lignes pleines et hachure´es re´fe`rent
respectivement aux branches de fermions p = + et p = −.
Tout comme pour la self-e´nergie, on note que l’inte´gration sur la coque externe im-
plique une inte´grale sur une coque infinite´simale (k′) et une inte´grale sur toutes les coques
exte´rieures (q¯). On souligne ici que de manie`re analogue au calcul de self-e´nergie, cette
dernie`re inte´grale sur les coques de haute e´nergie provient de contractions ante´rieures a`
celle de la coque externe [35, 39],
I2 = −j56j78
8
∫ k¯ℓ
k¯ℓ+dℓ
dk¯′
∫ k¯0
k¯ℓ
dq¯
q¯2
(3.96)
= −j56j78dℓ
8
(3.97)
On peut donc de´terminer les contributions des diffe´rents diagrammes dans la fi-
gure 3.13. On note que les diagrammes asyme´triques (sur fond rouge, 2e colonne) peuvent
eˆtre inverse´s pour obtenir d’autres diagrammes aux contributions identiques, d’ou` le fac-
teur n = 2. En bleu, il y a les diagrammes contenant une bulle (illustre´e en rouge) de
spin σ3 inde´pendant de σ1 et σ2 (en ψ7 et ψ8 pour la premie`re colonne et en ψ5, ψ6 et
ψ7 pour les deux autres), impliquant fj = −2. Les diagrammes sur fond jaune ou gris
impliquent un autre changement de signe duˆ au sens des fle`ches (j56j78 = −1).
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fj = −2 n = 2 −j78 = −1
2g1g
2
2 → g1 −2g21g2 → g1 g1g+3 g−3 → g1 g1g+3 g−3 → g2 −g31 → g2
2g32 → g2 −2g1g22 → g2 2g2g+3 g−3 → g2 −2g2g+3 g−3 → g2 2g21g2 → g2
−2g22gp3 → gp3 2g1g2gp3 → gp3 g21gp3 → gp3
−j56 = −1
fj = −2
Figure 3.13: Diagrammes de Feynmann a` deux boucles. Les couleurs des propagateurs
mettent en e´vidence les spins inde´pendants. La couleur de fond de´pend des coeﬃcients
qui n’ont pas leur valeur par de´faut soit : n = fj = −j56 = −j78 = 1 pour un coeﬃcient
ﬁnal cF = −nfjj56j78 = −1. On note que les trois premiers diagrammes contribuent a` g1,
que les 3 derniers contribuent a` gp3 et que les 7 autres contribuent a` g2.
En ne´gligeant g4 et les eﬀets thermiques, on obtient donc les re´sultats suivants :
Φ2(g1) = −g1
(
gΣ2
4
+
g21
2
)
(3.98)
Φ2(2g2 − g1) = −(2g2 − g1)
(
gΣ2
4
+
g+3 g
−
3
2
)
(3.99)
Φ2(g
p
3) = −gp3
(
gΣ2
4
+
(2g2 − g1)2 + g+3 g−3
4
)
(3.100)
En ajoutant les termes a` deux boucles, l’e´quation (3.30) prendra la forme suivante :
dgi
d
= −2gid ln z
d
+ Φ1(gi) + Φ2(gi) + . . . (3.101)
= gi
gΣ2
4
+ Φ1(gi) + Φ2(gi) (3.102)
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Ce qui permet de trouver les e´quations d’e´coulement pour les diffe´rents couplages :
dg1
dℓ
= −g21(1 +
g1
2
) (3.103)
d
dℓ
(2g2 − g1) = g+3 g−3 (1−
2g2 − g1
2
) (3.104)
dgp3
dℓ
= gp3
(
(2g2 − g1)(1− 2g2 − g1
4
)− g
+
3 g
−
3
4
)
(3.105)
Ces e´quations repre´sentent une ge´ne´ralisation des e´quations obtenues par Kimura [40] au
pre´sent mode`le du gaz d’e´lectrons ou` la maille e´le´mentaire du re´seau ne pre´sente plus de
syme´trie d’inversion.
Avec ces e´quations diffe´rentielles, il n’y a plus de singularite´ des constantes de couplage
a` ℓ fini. Cependant, la` ou` il y avait singularite´, i.e. gap de spin (3.41) ou de charge (3.42)
a` l’ordre d’une boucle, il reste ne´amoins un e´coulement vers un couplage fort de certains
gi qui tendent vers des valeurs g
∗
i dites de point fixes. Ces dernie`res sont calcule´es a` l’aide
des conditions de points fixes :
dgi
dℓ
∣∣∣∣
g∗i
= 0 (3.106)
On distingue alors plusieurs cas de figure en lien direct avec les re´sultats a` une boucle.
Les secteurs lie´s aux degre´s de spin et de charge sont toujours bien de´couple´s comme on
le constate imme´diatement a` partir des e´quations (3.103–3.105). On ve´rifie en effet que
l’e´quation de g1 lie´e au secteur spin est de´couple´e de celles de (2g2 − g1) et de g±3 lie´es
aux secteur charge.
Dans le secteur spin, on obtient deux points fixes distincts annulant l’e´quation d’e´cou-
lement de g1 (dg1/dℓ = 0), soit : g
∗
1 = 0 et g
∗
1 = −2. Si g1 < 0, il convergera ne´cessairement
vers −2, alors qu’il convergera vers 0 s’il est positif au de´part. Autrement dit, en cas de
couplage attractif, on convergera ne´cessairement vers un couplage fort, donc, vers un gap
de spin. Par contre, si le couplage est re´pulsif, on aura plutoˆt des fluctuations de spin
sans gap.
Dans le secteur charge, on a aussi deux situations possibles, mais chacune d’elles
me`ne vers une solution unique pour un parame`tre (gp3 ou 2g2− g1) et une solution moins
unique pour l’autre. On peut annuler simultane´ment les deux e´quations d’e´coulement du
secteur charge si gp3 = 0. Cependant, on ne pourra se diriger vers ce point fixe que si
g1 − 2g2 > |gp3|, comme lorsqu’on effectuait les calculs avec une seule boucle. Dans ce
Chapitre 3 : Groupe de renormalisation 52
cas, g∗1 − 2g∗2 ≈
√
(g1 − 2g2)2 − g+3 g−3 (soit −c3 dans l’e´quation (3.38)) et tendra vers
une valeur non universelle positive. On peut aussi annuler l’e´quation d’e´coulement pour
2g2 − g1 si 2g∗2 − g∗1 → 2. Ce faisant, la valeur absolue de gp3 tend vers 2. Par contre,
son argument (θg3) ne sera pas universel. Ce dernier rend compte des bris de syme´trie
d’inversion. Il influence la position des ondes de densite´, mais pas leur amplitude. Sa
valeur n’est pas modifie´e par le calcul a` deux boucles (θ′g3 = pℑm [d ln gp3/dℓ] = 0). Il
reste donc stable.
3.3.3 Susceptibilite´s
Les susceptibilite´s d’onde de densite´ a` 2kF ou encore supraconductrices calcule´es a`
l’ordre d’une boucle doivent aussi eˆtre corrige´es pour tenir compte des nouveaux termes.
Cependant, les contributions a` deux boucles a` la susceptibilite´ impliquent toutes soit
des diagrammes parquet de´ja` pris en compte dans le calcul a` une seule boucle, soit des
diagrammes impliquant g4. Donc, en ne´gligeant g4, il ne reste que la contribution de la
self-e´nergie z de l’e´quation (3.54) et cette dernie`re n’a pour seul effet que de ralentir la
progression des susceptibilite´s. En combinant les e´quations 3.54 et 3.86, on obtient :
d
dℓ
ln zµ(ℓ) =
gµ
2
+
gΣ2
8
(3.107)
Le calcul a` deux boucles ne permet en aucun cas de changer l’ordre de dominance des
diffe´rentes phases. Les structures du diagramme de phase du mode`le aux figures 3.8 et 3.9
resteront donc inchange´es. Cependant, la pre´sence de points fixes pour chaque gi permet
de trouver des exposants critiques a` tempe´rature nulle diffe´rents pour les susceptibilite´s
exprime´es sous forme de loi de puissance en χµ ∼ T−γµ , ou` l’exposant γµ est donne´ par :
γµ = lim
T→0
−d lnχµ
d lnT
= lim
ℓ→∞
1
χµ
dχµ
dℓ
(3.108)
= lim
ℓ→∞
z2µ(ℓ)∫ ℓ
0
z2µ(ℓ
′)dℓ′
(3.109)
= lim
ℓ→∞
d ln z2µ(ℓ)
dℓ
(3.110)
= g∗µ +
g∗Σ2
4
(3.111)
Les diffe´rents exposants possibles sont rassemble´s au tableau 3.2.
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∆σ = 0 = ∆ρ ∆σ 6= 0 = ∆ρ ∆σ = 0 6= ∆ρ ∆σ 6= 0 6= ∆ρ
γSS 0 ≤ γµ ≤ 12 32 ≤ γµ ≤ 2 −52 −1
γST 0 ≤ γµ ≤ 12 −52 ≤ γµ ≤ −2 −52 −5
γODS+ γµ ≤ 0 γµ ≤ −52 32 −1
γODS− γµ ≤ 0 γµ ≤ −52 −52 −5
γODC+ γµ ≤ 0 γµ ≤ 32 −52 −1
γODC− γµ ≤ 0 γµ ≤ 32 32 3
Tableau 3.2: Exposants critiques calcule´s a` l’ordre de deux boucles sans g4.
Dans le secteur sans gap (en blanc dans les figures 3.8–3.9), il n’y a pas de modifica-
tions significatives par rapport aux re´sultats a` l’ordre d’une boucle : le point fixe est le
meˆme et la tendance est aussi similaire. Comme g∗1 et g
∗
3 convergent vers 0, il ne restera
que la contribution de g∗2 qui est non universelle, mais dont la valeur sera (le´ge`rement)
corrige´e a` l’ordre deux boucles. Les phases supras auront donc un exposant critique po-
sitif compris entre 0 et 1
2
alors que les phases d’ondes de densite´ auront tous le meˆme
exposant critique ne´gatif, mais non universel.
Dans le secteur avec gap de spin seulement (en gris dans les figures 3.8–3.9), g∗3 → 0,
2g∗2−g∗1 →∼ c3 < 0 qui est une valeur ne´gative non universelle et g∗1 → −2. Les exposants
critiques seront donc encore non universels. Ils seront compris a` l’inte´rieur d’un intervalle
fini pour les phases supra, mais auront seulement une limite supe´rieure dans le cas des
ondes de densite´. La phase SS admettra un exposant critique positif tout comme les
phases ODC, mais les phases ODS et ST auront ne´cessairement des exposants critiques
ne´gatifs.
En pre´sence d’un gap de charge seulement (en couleur vive dans les figures 3.8–3.9),
g∗3 → 2 et 2g∗2 − g∗1 → 2, donc g∗2 → 1. Les exposants critiques sont alors universels.
On trouve 3
2
pour les deux phases dominantes (ODSθ+ et ODCθ−) alors qu’on trouve −52
pour les quatre autres phases.
En pre´sence des deux gaps (en gris teinte´ dans les figures 3.8–3.9), on converge dans
la figure 3.8 gauche vers l’intersection des trois sous re´gions (soit {g∗1 = −2, g∗2 = 0,
g∗3 = 2}). Les exposants critiques sont encore universels. On trouve 3 pour les ondes de
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densite´ de charges dominantes (ODCθ−), −1 pour les autres phases qui divergent a` une
boucle dans au moins une sous-re´gion du secteur (ODCθ+, ODSθ+ et SS) et −5 pour
les deux autres phases (ODSθ− et ST). Autrement dit, dans ce secteur, les phases sous-
dominantes a` l’ordre d’une boucle convergent, i.e. sont non singulie`res, lorsqu’on inclut
les termes a` deux boucles.
On note que la valeur 3 pour un exposant critique n’est pas physique. En fait, une
telle valeur signifierait que la transforme´e de Fourier de la susceptibilite´ impliquerait
une augmentation des corre´lations spatiales en fonction de la distance de corre´lation
dans l’espace re´el, ce qui est e´videmment non physique. Ce re´sultat traduit le fait que le
de´veloppement a` l’ordre deux boucles corrige un certain nombre d’anomalies (divergences
a` tempe´rature finie), mais reste ne´anmoins limite´. Les valeurs des points fixes de couplage
fort demeurent trop e´leve´es. Pour re´duire ces valeurs, il faudra inclure d’autres termes
dans les e´quations d’e´coulement. Les prochains termes a` ajouter sont ceux qui sont lie´s a`
g4. Cependant, ces termes apportent un couplage artificiel entre les degre´s de liberte´ de
spin et de charge qui ne peuvent eˆtre de´couple´s que par les termes a` 3 boucles.
Re´sume´
Dans ce chapitre, on a vu comment les parame`tres microscopiques du hamiltonien
peuvent influencer les diffe´rentes phases observables. On a vu entre autre que le fait de
briser a` la fois les syme´tries d’inversion des sites et des intersites amenait un de´phasage
des ondes de densite´ principales. Les minima et les maxima peuvent alors eˆtre de´cale´es
de fac¸on continue en modulant les parame`tres de dime´risation et les parame`tres de sites.
Chapitre 4
Applications
Dans ce chapitre, on utilisera le groupe de renormalisation a` plusieurs fins. Tout
d’abord, on l’appliquera a` un mode`le avec interaction e´lectron – anion pour e´tudier
l’impact sur un me´canisme de mise en ordre d’anions (OA) tel que propose´ par Riera
et Poilblanc [11].
On l’appliquera ensuite a` un mode`le avec interaction e´lectron – phonon pour e´tudier
la compe´tition entre l’ordre de charge et la te´trame´risation de la chaˆıne (instabilite´ spin–
Peierls).
4.1 Mise en ordre d’anions
Dans cette section, on analysera l’impact de notre mode`le sur le me´canisme propose´
par Riera et Poilblanc [11] pour la mise en ordre d’anions dans les sels de Bechgaard et
de Fabre.
Dans les se´ries de compose´s e´tudie´s (TMTSF)2X et (TMTTF)2X, il y a des chaˆınes
de mole´cules associe´es a` des sites e´lectroniques. Ces chaˆınes sont se´pare´es par des chaˆınes
d’anions X. Les anions X sont cependant deux fois moins nombreux que les mole´cules
organiques en raison de la stœchiome´trie 2:1 des mate´riaux comme on peut le voir par
exemple a` la figure 1.1. La maille e´le´mentaire est donc constitue´e de deux sites e´lectro-
niques et d’un anion. Dans certaines conditions, les anions non centrosyme´triques comme
ReO4, ClO4. . . peuvent s’orienter et se de´placer selon un ordre pre´cis, de vecteur d’onde
(2kF , π) ou (2kF , 0). La pre´sence du vecteur d’onde longitudinal e´gal a` deux fois le vec-
teur d’onde de Fermi (q‖ = 2kF ), soit le meˆme vecteur que celui des modulations d’onde
de densite´ de charge e´lectronique rencontre´es au chapitre pre´ce´dent (cf. section 3.2.2),
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sugge`re que les instabilite´s e´lectroniques a` ce meˆme vecteur d’onde sont implique´es dans
la mise en ordre d’anions [41].
Ce mode`le d’interaction anions + e´lectrons est illustre´ a` la figure 4.1 [11], ou` le seul
degre´ de liberte´ retenu par l’anion est le de´placement que l’on notera δr,j, ou` r est l’indice
de site sur la chaˆıne j. On ne´glige les degre´s de liberte´ de rotation sachant que sur une
base empirique, les transitions de mise en ordre d’anions superposent en ge´ne´ral des
de´placements a` l’ordre d’orientation [42].
Ce mode`le contient quelques syme´tries importantes. Toutes les mailles e´le´mentaires
e´tant identiques, il y a naturellement une syme´trie de translation d’une maille dans
chaque direction. De plus, dans le mode`le de Riera et Poilblanc, il n’y a aucun potentiel
de brisure de syme´trie. Il y a donc aussi des syme´tries d’inversion autour de quatre points
pre´cis dans chaque maille. Ces points sont :
– l’anion (×)
– le centre du dime`re (c1)
– entre deux dime`res (c2)
– entre deux anions (c3)
E´tant donne´ ces syme´tries, il ne peut y avoir que deux couplages distincts entre l’anion
et les sites e´lectroniques. On ajoutera donc un coefficient de proportionnalite´ λ entre ces
deux couplages. Ce coefficient sera physiquement compris entre 0 et 1. On notera qu’une
valeur ne´gative impliquerait un de´placement des anions δr,j paralle`le a` la chaˆıne plutoˆt
que perpendiculaire. Cependant, e´tant donne´ que des ondes a` 2kF entraˆınent que des
sites e´quivalents sur des dime`res voisins soient en anti-phase, une valeur ne´gative de λ
pourrait aussi eˆtre interpre´te´e comme un lien avec l’autre voisin, donc une dime´risa-
tion ne´gative. Autrement dit, changer le signe de λ e´quivaut a` changer le signe de δt
et de δV en plus de de´placer la chaˆıne voisine d’une maille, au moins pour le traite-
ment des ondes a` 2kF . D’autre part, une valeur supe´rieure a` 1 serait e´quivalente a` son
inverse avec une constante de rappel plus petite et un bris oppose´ de la syme´trie des
sites ({λ, δ
q
, KA,U0, δU, gp3 . . .} 7→ { 1λ , λδq, KAλ2 ,−U0,−δU, g−p3 . . .}) correspondant a` une
re´flexion dans l’espace centre´e entre deux sites. Si λ vaut 0, l’anion n’est lie´ qu’a` un seul
site sur chacune des deux chaˆınes e´lectroniques adjacentes et chaque site e´lectronique
n’est lie´ qu’a` un seul anion. Seule la dime´risation permet de diffe´rencier les liens entre
deux sites conse´cutifs. A` l’oppose´, λ = 1 implique que l’anion soit centre´ sur un dime`re
et que son de´placement ne brise pas la syme´trie non plus, de sorte que les de´placements
des deux anions lie´s aux meˆmes sites e´lectroniques doivent eˆtre oppose´s pour avoir un
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effet sur le hamiltonien.
Pour l’e´nergie e´lastique de l’anion par rapport a` sa position d’e´quilibre, on utilise un
potentiel quadratique de type ressort avec constante de rappel KA.
´
´
´
´
´
´
´
´
++
+
δr,j λδr,j
−δAr,j−λδr,j
−δAr,j−1−λδr,j−1
c1 c2
c3
Figure 4.1: Hamiltonien d’interaction avec les anions (×) selon l’approche de Riera et
Poilblanc [11]. La taille des points du re´seau met en e´vidence une e´ventuelle diffe´rence
entre les sites pairs et impairs, qu’elle soit due au potentiel de site, a` l’anion ou a` des
ondes de densite´ de charge a` 4kF . Pour les interactions purement e´lectroniques, on se
re´fe´rera a` la figure 2.1.
Les conside´rations pre´ce´dentes me`nent au hamiltonien total suivant :
H = He− +HA (4.1)
ou` He− est la partie purement e´lectronique du hamiltonien donne´e par l’e´quation (2.3)
et la partie anionique HA est de la forme [11] :
HA =
∑
r,j,σ
(δr,j − λδr,j−1)mr,σ + (λδr,j − δr,j−1)nr,σ +
1
2
KA
∑
r,j
(
δr,j
)2
(4.2)
ou` nous avons incorpore´ l’amplitude du couplage anion – e´lectron dans une rede´finition
du de´placement gδr,j 7→ δr,j. Ainsi, la constante de rappel KA est a` son tour rede´fi-
nie : KA
g2
7→ KA de manie`re a` incorporer dans un seul parame`tre l’amplitude du couplage
anion – e´lectron et la constante de rappel. Les ope´rateurs mr,σ et nr,σ sont les ope´rateurs
«nombre» associe´s aux diffe´rents sites.
Chapitre 4 : Applications 58
4.1.1 Les diffe´rentes mises en ordre
On peut de´composer l’ordre anionique (OA) selon ses composantes de Fourier. E´tant
donne´ qu’on cherche a` e´tablir un lien entre cette mise en ordre et les ondes de densite´
de charge a` 2kF , on se limitera aux composantes de Fourier dont la partie paralle`le a`
la chaˆıne vaut q‖ = 2kF = (1/2)G. Pour que toutes les chaˆınes soient e´quivalentes,
il faut aussi restreindre les valeurs possibles pour la partie perpendiculaire. Les deux
seules composantes perpendiculaires compatibles avec des chaˆınes e´quivalentes sont q⊥ ∈
{0, 1
2
}G. Il faut aussi noter qu’une autre composante de Fourier permet de conserver
l’e´quivalence des chaˆınes sans briser de syme´trie de translation le long de celles-ci. C’est
la composante uniforme q = 0. Cependant, cette composante ne peut pas eˆtre cause´e
directement par les ondes a` 2kF . Les possibilite´s d’OA que nous allons conside´rer sont
illustre´es a` la figure 4.2.
´
´
´
´
(a) δ0,0
´
´
´
´
(b) δ 1
2
,0
´
´
´
´
(c) δ 1
2
, 1
2
Figure 4.2: Les diffe´rentes mises en ordre d’anions
La premie`re modulation δ0,0 [figure 4.2 (a)] repre´sente un de´placement uniforme de
tous les anions. Ce de´placement ne brise aucune syme´trie de translation, mais brise toutes
les syme´tries d’inversion, exactement comme le potentiel de site U0 et le terme de modu-
lation de l’interaction locale δU . Ces trois termes sont donc indissociables l’un de l’autre.
Tout ce qui peut ge´ne´rer l’un de ces effets peut aussi ge´ne´rer les autres.
La deuxie`me modulation δ 1
2
,0 [figure 4.2 (b)], repre´sente un de´placement en rayure.
Les deux anions les plus pre`s des meˆmes sites e´lectroniques sont de´place´s dans la meˆme
direction et avec la meˆme amplitude alors que deux anions voisins sur la meˆme chaˆıne
subissent des de´placements e´gaux en amplitude, mais dans des directions oppose´es. Ceci
brise les syme´tries d’inversion centre´es sur les anions et les dime`res, mais conserve les
syme´tries d’inversion centre´es entre les anions ou les dime`res. Cette composante est donc
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associe´e a` des ondes de densite´ de charge identiques d’une chaˆıne a` l’autre.
La troisie`me modulation δ 1
2
, 1
2
[figure 4.2 (c)], repre´sente un de´placement en damier.
Chaque anion subit un de´placement oppose´ a` celui de ses plus proches voisins dans les 4
directions, brisant ainsi les syme´tries d’inversion entre les dime`res et sur les anions, mais
conservant les syme´tries d’inversion entre les anions et sur les dime`res. Cette composante
est donc associe´e a` des ondes de densite´ de charge de´cale´es de π d’une chaˆıne a` l’autre.
4.1.2 Approche en champ moyen de Landau pour la mise en
ordre d’anions
Dans cette sous-section, nous allons e´laborer une approche en champ moyen pour le
couplage anion – e´lectron pour laquelle les corre´lations e´lectroniques de le hamiltonien
sont traite´es rigoureusement par le groupe de renormalisation. Nous chercherons a` e´tablir
un de´veloppement de Landau pour les parame`tres d’ordre de de´placement δ pour les
anions. Pour y parvenir, on doit au pre´alable proce´der a` une re´e´criture de HA dans la
base des e´tats de la bande infe´rieure demi-remplie.
Le de´placement total d’un anion sera la somme de ces trois de´placements :
δr,j =
1√
N
∑
q
δq‖,q⊥e
2πi(q‖r+q⊥j) (4.3)
=
1√
N
(
δ0,0 + (−1)rδ 1
2
,0
+ (−1)r+jδ 1
2
, 1
2
)
(4.4)
en utilisant la transforme´e de Fourier suivante :
δk‖,k⊥ ≡
1√
N
∑
r,j
δr,je
2πi(k‖r+k⊥j) (4.5)
Le hamiltonien anionique HA se se´pare alors en une partie e´lastique HKA et une partie
d’interaction avec les e´lectrons HA−e. La partie e´lastique a la forme suivante :
HKA =
KA
2N
∑
r,j
(
δ20,0 + δ
2
1
2
,0
+ δ21
2
, 1
2
+ (−1)rδ0,0δ 1
2
,0
+ 2(−1)r+jδ0,0δ 1
2
, 1
2
+ 2(−1)jδ 1
2
,0
δ 1
2
, 1
2
)
(4.6)
Or, les termes de´pendant de r ou de j ne peuvent que s’annuler. Il ne reste donc que les
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termes constants :
HKA =
KA
2N
(
δ20,0 + δ
2
1
2
,0
+ δ21
2
, 1
2
)∑
r,j
1︸ ︷︷ ︸
N
(4.7)
La partie d’interaction anion – e´lectron sera plutoˆt de la forme :
HA−e =
1√
N
∑
r,j,σ
{
(1− λ)(mr,j,σ − nr,j,σ)(δ0,0 + (−1)rδ 1
2
,0
)
+ δ 1
2
, 1
2
(λ+ 1)(−1)r+j(mr,j,σ + nr,j,σ)
}
(4.8)
Si on se concentre sur une seule chaˆıne e´lectronique, on peut supprimer l’indice de chaˆıne
j, ce qui donne :
HA−e =
1√
L
∑
r,σ
{
δ0,0(1− λ)(mr,σ − nr,σ) + δ 1
2
,0
(1− λ)(−1)r(mr,σ − nr,σ)
+ δ 1
2
, 1
2
(λ+ 1)(−1)r(mr,σ + nr,σ)
}
(4.9)
Dans l’espace de Fourier, il prend alors la forme suivante :
HA−e =
1√
L
∑
k,σ
{
δ0,0(1− λ)(mk,σ − nk,σ) + δ 1
2
,0
(1− λ)(a†k,σak±2kF ,σ − b†k,σbk±2kF ,σ)
+ δ 1
2
, 1
2
(λ+ 1)(a†k,σak±2kF ,σ + b
†
k,σbk±2kF ,σ)
}
(4.10)
et on obtient apre`s diagonalisation et e´lagage des termes de la demi-branche supe´rieure
(en utilisant les e´quations de l’annexe A) :
HA−e =
1√
L
∑
p,k,σ
δ0,0(λ− 1) cos γkF d†p,k,σdp,k,σ (4.11)
+ δ 1
2
,0
(λ− 1)
(
cos(
π
4
− νkF ) cos γkF + ip sin(
π
4
− νkF )
)
d†p,k,σd−p,k−2pkF ,σ
+ δ 1
2
, 1
2
(λ+ 1)
(
cos(
π
4
− νkF ) + ip cos γkF sin(
π
4
− νkF )
)
d†p,k,σd−p,k−2pkF ,σ
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ou encore :
HA =
1√
L
∑
p,k,σ
δ0,0(λ− 1) cos γkF d†p,k,σdp,k,σ (4.12)
+
1√
L
∑
p,k,σ,q⊥
δ 1
2
,q⊥
Θpq⊥d
†
p,k,σd−p,k−2pkF ,σ
+
KA
2
(
(δ0,0)
2 + (δ 1
2
,0
)2 + (δ 1
2
, 1
2
)2
)
Θp0 = (λ− 1)
(t+ δt) U0
EkF
+ ip(t− δt)
√
2t2 + 2δt2
(4.13)
Θp1
2
= (λ+ 1)
(t+ δt) + ip(t− δt) U0
EkF√
2t2 + 2δt2
(4.14)
On remarque que le couplage anion – e´lectron fait intervenir le facteur de forme Θpq⊥,
lequel contient une partie imaginaire. Ceci est essentiellement duˆ a` la transforme´e de
Fourier du couplage anion – e´lectron, centre´e au cœur d’un dime`re. En effet, ce cou-
plage est re´el dans l’espace direct, mais comme toute transforme´e de Fourier, lorsqu’on
l’exprime dans l’espace re´ciproque, sa partie impaire devient imaginaire. La partie re´elle
[respectivement imaginaire] du facteur de forme dans l’espace re´ciproque est lie´e a` la par-
tie paire [respectivement impaire] du couplage anion – e´lectron dans l’espace direct. A` la
base, le hamiltonien d’interaction anion – e´lectron HA−e a une syme´trie paire pour l’ordre
(1
2
, 1
2
) et impaire pour l’ordre (1
2
, 0), mais le potentiel de site U0 vient briser cette syme´-
trie et ajoute une composante de parite´ inverse sans pour autant affaiblir la composante
originale.
On remarque aussi que la composante re´elle est proportionnelle au terme de saut a`
l’inte´rieur du dime`re (t+δt), donc centre´ a` l’origine. La composante imaginaire est quant
a` elle proportionnelle au terme de saut entre deux sites sur des dime`res voisins (t − δt),
soit a` une distance e´quivalent au quart de la longueur de l’onde a` 2kF .
Au niveau de l’action, on aura l’ajout du terme :
SA|ℓ=0 = −KA
2
(
δ20,0 + δ
2
1
2
,0
+ δ21
2
, 1
2
)
− δ0,0(λ− 1)
√
T
L
∑
k˜,p,σ
U0
EkF
ψ∗p,σ(k˜)ψp,σ(k˜)
−
∑
q⊥
δ 1
2
,q⊥
(
Θ−q⊥OµP=0(q˜0) + Θ
+
q⊥O
∗
µP=0
(−q˜0)
)
(4.15)
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ou` les OµP sont les champs composites du canal de Peierls de´finis a` l’e´quation (3.48).
Ceux-ci peuvent eˆtre exprime´s en fonction des champs composites associe´s aux deux
ondes stationnaires de´couple´s en inversant la relation (3.47) pour θ et θ + π. L’action
prend alors la forme suivante :
SA|ℓ=0 = −KA
2
(
δ20,0 + δ
2
1
2
,0
+ δ21
2
, 1
2
)
− δ0,0(λ− 1)
√
T
L
U0
EkF
ρ (q˜ = 0) (4.16)
−
∑
q⊥
z 1
2
,q⊥δ 12 ,q⊥
e−i
θ
2
(
OµθP=0(q˜0)ℜe
[
Θ+q⊥e
−i θ
2
]
+ i Oµθ±πP =0
(q˜0)ℑm
[
Θ+q⊥e
−i θ
2
])
On constate que le couplage des e´lectrons avec le de´placement d’anion δq‖,q⊥ a la forme
d’un couplage a` un champ source hµ [cf. e´quations (3.45–3.46)]. Plus pre´cise´ment, pour
δ 1
2
,q⊥, on remarque que l’on fait intervenir OµθP=0 et Oµθ±πP =0
, soit les champs composites
associe´s aux ondes de densite´ de charge (ODC) avec une phase θ et θ ± π ou` on choisit
θ = θg3 = θ+ ⇒ θ ± π = θ− pour obtenir deux ODC non couple´es l’une avec l’autre.
Ces deux ondes de densite´ se couplent a` l’OA avec une facteur de forme qui diffe`re.
Le facteur de renormalisation du couplage anion–e´lectron, que l’on notera z 1
2
,q⊥
pour
δ 1
2
,q⊥, aura une partie re´elle et une partie imaginaire respectivement proportionnelles aux
facteurs zODCθ+ et zODCθ− dans l’e´quation (4.16), correspondant aux deux ODC de la
figure 3.7. C’est l’absence de syme´trie d’inversion au cœur des dime`res qui introduit ce
couplage a` deux types d’ODC.
Maintenant, pour connaˆıtre la tempe´rature critique de l’OA, on conside`re que le cou-
plage anion – e´lectron de SA est faible et on traite celui-ci en perturbation par rapport a`
l’action libre S0. On proce`de alors comme avec les fonctions de re´ponse a` la section 3.2.2.
La trace partielle de Z =
∫∫
<
Dψ∗Dψ e−S avec, cette fois-ci, S = S0+SI +SA conduit au
deuxie`me ordre en SA et a` l’e´tape ℓ a` :
Z ∼
∫∫
<
Dψ∗Dψ eS0+SI |ℓ+SA|ℓ+ 12〈S2A〉+... (4.17)
∼
∫∫
<
Dψ∗Dψ eS0+SI |ℓ+SA−e|ℓ+FA+... (4.18)
ou` nous avons incorpore´ la partie harmonique des anions aux corrections 1
2
〈S2A〉, ce qui
permet d’introduire la densite´ d’e´nergie libre :
FA[δ] ≡
∑
q
(
KA
2
− χq‖,q⊥
)
δ2q‖,q⊥ + . . . (4.19)
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Dans le cadre d’une the´orie de Landau, la tempe´rature critique de mise en ordre
d’anions sera de´termine´e par le ze´ro du terme quadratique a` ℓ = lnEF/T et un vecteur
q particulier, ce qui donne la condition
χ 1
2
,q⊥
[ℓ(T )] =
KA
2
(4.20)
L’e´quation d’e´coulement pour la susceptibilite´ devient donc :
d
dℓ
χ 1
2
,q⊥
=
∣∣∣z 1
2
,q⊥
∣∣∣2
πvF
(4.21)
ou` z 1
2
,q⊥ = ℜe
[
Θ+q⊥e
−i θ+
2
]
zODCθ+ + iℑm
[
Θ+q⊥e
−i θ+
2
]
zODCθ− (4.22)
On peut alors e´crire :
d
dℓ
χ 1
2
,q⊥
= ℜe
[
Θ+q⊥e
−i θ+
2
]2
z2ODCθ+
+ ℑm
[
Θ+q⊥e
−i θ+
2
]2
z2ODCθ−
(4.23)
=
∑
±
ℜe
[
Θ+q⊥e
−i θ±
2
]2
z2ODCθ±
(4.24)
χ 1
2
,q⊥
=
∑
±
ℜe
[
Θ+q⊥e
−i θ±
2
]2
χODCθ± (4.25)
Comme on le voit, la susceptibilite´ de l’OA de´pend des susceptibilite´s des deux ODC.
On peut e´valuer un pseudo-couplage anion–e´lectron gq⊥ en prenant la de´rive´e sui-
vante :
gq⊥ =
d
dℓ
ln
d
dℓ
χ 1
2
,q⊥ (4.26)
On arrive, en utilisant les expressions 3.54-3.55 et 3.86, a` l’expression suivante :
gq⊥ = g2 − 2g1 −
3g21 + 2g
2
3 + (2g2 − g1)2
8
− g3
∑
±
±ℜe
[
Θ+q⊥e
−i θ±
2
]2
z2ODCθ±∑
±
ℜe
[
Θ+q⊥e
−i θ±
2
]2
z2ODCθ±
(4.27)
Cette combinaison de couplage est en fait l’exposant de la fonction de re´ponse :
χ 1
2
,q⊥ ∼ T−gq⊥ . Si gq⊥ est positif, la susceptibilite´ augmente rapidement pour diverger a`
tempe´rature nulle alors qu’une valeur ne´gative fera saturer la susceptibilite´.
Chapitre 4 : Applications 64
On remarque alors que la contribution du terme Umklapp g3 est module´e en fonction
des contributions relatives des deux ODC. Il peut apporter une contribution ne´gative si
le facteur de forme favorise l’ODC secondaire (ℜe
[
Θ+q⊥e
−i θ+
2
]
≫ ℜe
[
Θ+q⊥e
−i θ−
2
]
). Par
contre, de`s que l’ODC principale devient assez forte pour compenser le facteur de forme
re´duit, la contribution de g3 devient positive. gq⊥ peut alors atteindre 3/2 (voir γODC−
dans le tableau 3.2) et la susceptibilite´ de l’OA augmentera en conse´quence.
4.1.3 Diagrammes de mises en ordre d’anions
Selon l’argument de Θ+q⊥e
−i θ±
2 , qui entre dans l’e´quation (4.25) et donc dans le cri-
te`re d’instabilite´ de l’e´quation (4.20), la mise en ordre des anions pourrait eˆtre relie´e
principalement a` l’ODC dominante (θ−) ou a` l’ODC secondaire (θ+)(cf. figure 3.7).
Cas sans diffe´renciation des sites
Dans le cas ou` il y a seulement dime´risation (δt, δV 6= 0) sans diffe´renciation des sites
(U0, δU = 0), g3 est re´el (voir e´quation (3.13)). Le facteur de forme Θpq⊥ est donc soit
purement re´el, pour q⊥ = 12 , ou purement imaginaire, pour q⊥ = 0, ainsi que e
i
θ±
2 ∈ {1, i}.
L’e´quation (4.25) devient alors :
χ 1
2
,0
=
(λ− 1)2
2
(t− δt)2
t2 + δt2
χODCπ (4.28)
χ 1
2
, 1
2
=
(λ+ 1)2
2
(t+ δt)2
t2 + δt2
χODC0 (4.29)
On remarque que l’ordre (1
2
, 0) est de´clenche´ par les corre´lations d’onde de densite´ de
charge dont le maximum est centre´ entre les dime`res (θ = π) alors que l’ordre (1
2
, 1
2
) est
de´clenche´ par les corre´lations d’onde de densite´ de charge dont le maximum est centre´
sur le dime`re (θ = 0).
Une interaction locale re´pulsive U > 0, combine´e a` un rapprochement entre deux
sites lie´s au meˆme anion (δt, δV > 0), donnera une valeur positive pour g3. Ce faisant,
d’un point de vue purement e´lectronique, l’ODCπ divergera a` tempe´rature nulle alors
que l’ODC0 saturera a` une valeur finie. Ainsi, si on se re´fe`re aux susceptibilite´ de mise
en orde d’anions (4.28-4.29), meˆme si les coefficients semblent favoriser l’ordre en (1
2
, 1
2
),
l’ordre en (1
2
, 0) sera favorise´ a` basse tempe´rature. Par contre, si le syste`me d’anions est
suffisamment mou de sorte que KA < Kc, tel qu’illustre´ a` la figure 4.3 en fonction de λ
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Figure 4.3: Diagramme de phase pour la mise en ordre d’anions en l’absence de potentiel
de site. Les lignes pleines de´signent la valeur maximale de KA/2 pour laquelle la mise
en ordre (1
2
, 1
2
) se fera a` plus haute tempe´rature que la mise en ordre (1
2
, 0) en absence
de potentiel de site (U = t, V = 0.5t, lignes continues : δV = 0, lignes en pointille´ :
δV = δt
2
).
et δt, l’ordre (1
2
, 1
2
) pourrait atteindre le seuil critique a` plus haute tempe´rature (i.e. a`
une plus petite valeur de ℓ) que l’ordre (1
2
, 0). Par contre, si on continuait a` baisser la
tempe´rature, la susceptibilite´ de l’ODCπ pourrait devenir assez grande pour compenser les
effets de λ et δt et ainsi pousser l’OA (1
2
, 0) a` remplacer l’OA (1
2
, 1
2
) (dont la susceptibilite´
aurait sature´). Il y aurait alors possibilite´ d’observer un e´tat (1
2
, 1
2
) me´tastable et une
transition au premier ordre vers l’ordre (1
2
, 0).
Si on ajoute une modulation δV > 0 a` l’interaction au premier voisin, g3 augmente. Ce
faisant, la susceptibilite´ χODC0 sature a` une plus petite valeur alors que χODCπ augmente
plus rapidement, favorisant l’ordre (1
2
, 0).
Si on modifie la dime´risation a` travers δt et que l’on se de´place sur une ligne verticale
dans la figure 4.3, on change principalement g3 puisque ce dernier est proportionnel a`
δt. A` δt = 0 par exemple, g3 = 0 donc les deux ODC sont de´ge´ne´re´es. Dans ce cas, seul
le signe de λ permet, selon les e´quations (4.28–4.29), de favoriser l’ordre en (1
2
, 0) ou en
(1
2
, 1
2
).
A` λ < 0, l’ordre (1
2
, 0) est favorise´. En augmentant la dime´risation de sorte que
δt
t
> −λ, le coefficient devant χODCθ peut favoriser χ 12 , 12 a` haute tempe´rature, mais e´tant
donne´ que χODCπ est renforce´ a` mesure que δt augmente alors que χODC0 sature de plus en
plus rapidement, seul un syste`me d’anions tre`s mou, avec KA < Kc illustre´ a` la figure 4.3,
permettra a` l’ordre (1
2
, 1
2
) de se stabiliser avant que l’ordre (1
2
, 0) ne soit plus fort.
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Si λ > 0, l’ordre (1
2
, 1
2
) sera favorise´ a` δt = 0. Cependant, avec δt > 0, g3 devient
positif et le`ve la de´ge´ne´rescence des ODC. χODCπ augmente plus rapidement alors qu’a`
l’oppose´ χODC0 sature a` une valeur finie. Plus la dime´risation δt est importante, plus g3
est grand au de´part, donc plus le point fixe de couplage fort dans le secteur charge arrive
rapidement. Ce faisant, la susceptibilite´ χODC0 de l’ODC secondaire, dont de´pend l’ordre
(1
2
, 1
2
) en (4.29), sature a` une plus petite valeur, alors que χODCπ de l’ODC principale,
dont de´pend l’ordre (1
2
, 0) en (4.28), diverge plus rapidement. χ 1
2
,0 rattrape donc χ 1
2
, 1
2
plus rapidement. La transition de l’ordre (1
2
, 1
2
) vers l’ordre (1
2
, 0) se fait donc a` une
plus basse valeur et le syste`me d’anions doit eˆtre encore plus mou pour permettre a`
l’ordre (1
2
, 1
2
) de se stabiliser avant d’eˆtre de´passe´ par l’ordre (1
2
, 0). On remarque aussi
cet effet en ajoutant une modulation au terme d’interaction non local (δV > 0, voir
lignes pointille´es sur figure 4.3), car celui-ci augmente aussi g3. Ainsi, pour un syste`me
d’anions suffisamment rigide, l’ordre (1
2
, 1
2
) ne pourra jamais se stabiliser et seul l’ordre
(1
2
, 0) pourra eˆtre observe´. De meˆme, a` tre`s basse tempe´rature, l’ordre (1
2
, 0) sera toujours
plus fort que l’ordre (1
2
, 1
2
). Par contre, on peut quand meˆme observer l’ordre (1
2
, 1
2
) si la
tempe´rature est suffisamment e´leve´e pour que l’ordre (1
2
, 1
2
) demeure le plus fort et que
le syste`me d’anions est assez mou pour que cet ordre soit stable. Ces deux conditions
seront plus faciles a` re´unir avec une faible dime´risation δt et un anion relativement centre´
λ ∼ 1.
E´tant donne´ que la susceptibilite´ de l’ODC secondaire a` θ = 0 est non singulie`re, donc
sature a` une valeur finie, et que l’ordre (1
2
, 1
2
) ne de´pend que de celle-ci, il y aura une
valeur maximale pour KA au-dela` de laquelle il ne pourra pas y avoir d’ordre (
1
2
, 1
2
), peu
importe la tempe´rature. Cette re´gion est de´limite´e par la parabole en pointille´ rouge a` la
figure 4.4. Au-dessus de cette valeur, seul l’ordre (1
2
, 0) pourra exister. Donc, meˆme dans
la limite λ→ 1, la transition entre les deux ordres se fera a` une constante de rappel finie
(correspondant a` l’intersection de la parabole rouge en pointille´ avec la verticale λ = 1) :
KA =
4︷ ︸︸ ︷
(λ+ 1)2
(t+ δt)2
t2 + δt2
χODC0(ℓ→∞) (4.30)
Si on fixe la tempe´rature dans la figure 4.4, le diagramme de phase se se´pare en 3
parties. La partie du haut, ou` aucun ordre n’est possible, est de´limite´e par les deux arcs
de paraboles correspondant a` la tempe´rature donne´e. Par contre, la se´paration entre les
deux OA n’est pas aussi simple. Dans le secteur rose, la constante de rappel est compense´e
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Figure 4.4: Diagramme de phase de mise en ordre d’anions en fonction de λ et KA
pour diffe´rentes valeurs de δt. (U = t = 1, V = 0.5, δV = 0.5δt) Les lignes continues
sont des isothermes ou` la valeur indique´e correspond a` e−ℓc et est proportionnelle a` la
tempe´rature de mise en ordre d’anions. La parabole rouge pointille´e correspond a` la limite
de KA
2
au-dela` de laquelle l’ordre (1
2
, 1
2
) ne peut se stabiliser meˆme a` tempe´rature nulle.
plus rapidement par l’ordre (1
2
, 1
2
) que par l’ordre (1
2
, 0). Par contre, la susceptibilite´ de
l’ordre (1
2
, 0) diverge a` tempe´rature nulle alors que celle de l’ordre (1
2
, 1
2
) sature. Pour
chaque point, il existe donc une tempe´rature a` laquelle la susceptibilite´ de l’ordre (1
2
, 0)
sera plus grande que celle de l’ordre (1
2
, 1
2
). A` une tempe´rature donne´e, la courbe la
plus haute sera celle dont la susceptibilite´ est la plus grande. La se´paration entre les
deux ordres anioniques sera donc une ligne verticale tombant a` partir de l’intersection
des deux paraboles. Par contre, les deux OA ne peuvent pas coexister, puisqu’on aurait
alors une alternance entre des chaˆınes d’anions fortement de´place´s (δ 1
2
,0 + δ 1
2
, 1
2
) et des
chaˆınes d’anions faiblement de´place´s (δ 1
2
,0 − δ 1
2
, 1
2
). Si les deux OA sont stables, mais
qu’elles ne peuvent coexister, la transition entre les deux se fera au premier ordre. Si on
abaisse la tempe´rature graduellement, l’ordre (1
2
, 1
2
) se stabilisera en premier ; puis, lorsque
la tempe´rature sera suffisamment basse, l’ordre (1
2
, 0) sera le plus stable. L’ordre (1
2
, 1
2
)
pourrait cependant passer par un e´tat me´tastable avant d’eˆtre remplace´ par l’ordre (1
2
, 0).
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Cas sans dime´risation
Dans le cas inverse ou` il n’y a aucune dime´risation (δt = δV = 0), mais ou` les sites
sont diffe´rencie´s (U0 6= 0 6= δU), selon l’e´quation (3.13), g3 est purement imaginaire et
θg3 = ±π2 (Modulo 2π : −π2 est e´quivalent a` 3π2 ). Les susceptibilite´s de mise en ordre
d’anions (4.25) deviennent :
χ 1
2
,0
=
(λ− 1)2
4
(
(
U0
EkF
+ 1)2χODCπ
2
+ (− U0
EkF
+ 1)2χODC−π2
)
(4.31)
χ 1
2
, 1
2
=
(λ+ 1)2
4
(
(1 +
U0
EkF
)2χODCπ
2
+ (−1 + U0
EkF
)2χODC−π2
)
(4.32)
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Figure 4.5: Illustration des phases ODC dans l’espace direct. Les croix (×) repre´sentent
les anions.
Dans ce cas, la position de l’anion est le facteur dominant pour de´terminer quel ordre
sera favorise´. Un anion centre´, avec λ ∼ 1, tuera l’ordre (1
2
, 0) au profit de l’ordre (1
2
, 1
2
).
Un anion asyme´trique, avec λ ∼ 0, e´quilibrera les deux ordres, ce qui est normal puisqu’il
devient impossible de les discerner si λ vaut 0. L’ordre (1
2
, 1
2
) domine donc pour toute
valeur positive de λ, alors que l’ordre (1
2
, 0) dominera pour une valeur ne´gative.
Une interaction locale re´pulsive donnera U > 0. Si U0 > 0, on aura θg3 = π2 et
l’ODC dominante sera celle a` θ = −π
2
, a` savoir celle centre´e sur le site de´favorise´ par
le potentiel local. Chacun des deux ordres anioniques de´pend des deux types d’ODC,
mais principalement de l’ODC non dominant. Changer le sens de la diffe´renciation des
sites n’aura aucune influence sur le comportement et l’ordre anionique de´pendra encore
principalement de l’ODC secondaire.
Dans de telles conditions, augmenter la diffe´renciation des sites a tout d’abord pour
effet de grossir Θq⊥ et de diminuer vF . Ce faisant, la susceptibilite´ (4.25) de´marrera plus
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Figure 4.6: E´volution de la susceptibilite´
χ 1
2 ,
1
2
(λ+1)2
en fonction de ℓ sur une e´chelle loga-
rithmique a` gauche et du pseudo-couplage gq⊥= 12
a` droite. La courbe rouge correspond a`
U0 = 0. Les autres courbes correspondent a` U0 ∈ {0.1, 0.2, . . . , 0.9, 1}. Les calculs ont e´te´
faits avec les parame`tres suivants : δU = 0, U = 1, V = 0.5, t = 1.
vite, comme on peut le remarquer sur la figure 4.6 gauche pour ℓ pre`s de 0. Par contre,
c¸a aura aussi pour effet de re´duire l’impact de l’ODC dominante sur la mise en ordre
d’anions au profit de l’ODC secondaire en plus d’affaiblir cette dernie`re ; donc, d’affaiblir
gq⊥ tel qu’on peut le remarquer pour ℓ petit dans la figure 4.6 droite. Lorsque la re´duction
de gq⊥ compense l’augmentation de |Θq⊥| et la re´duction de vF (ℓ ≈ 1 a` la figure 4.6),
l’augmentation de U0 a pour effet de re´duire la susceptibilite´ de l’OA. Cet effet est tran-
sitoire lorsque le potentiel de site est faible. En effet, lorsque la contribution de l’ODC
principale devient plus importante que celle de l’ODC secondaire (ℓ ≈ 1.55 a` la figure 4.6),
la tendence commence a` se renverser. Ainsi, l’augmentation de l’ODC principale finit par
compenser les effets de la re´duction de son impact (ℓ ≈ 3 a` la figure 4.6). Cependant,
lorsque le potentiel de site est plus fort, l’augmentation de l’ODC principale ne peut plus
compenser la re´duction de son impact. Ainsi, a` basse tempe´rature, un potentiel de site
interme´diaire pourra eˆtre plus favorable a` la mise en ordre des anions qu’un potentiel de
site plus fort ou plus faible.
Cas ge´ne´ral
Si on se limite a` une interaction locale re´pulsive (U > 0), a` une dime´risation positive
({δt, δV } > 0) et a` un potentiel de site positif (U0 > 0 > δU), θg3 sera compris entre 0 et
π
2
tout comme l’argument du facteur de forme Θ˜q⊥ ≡ Θ
+
q⊥
λ±1 illustre´ a` la figure 4.7.
Si on se re´fe`re a` l’e´quation (4.25), on remarque que l’OA comprend 2 contributions
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Figure 4.7: Facteur de forme repre´sente´ dans le plan complexe pour diffe´rentes valeurs
de U0. A` gauche, le facteur de forme brut Θ˜q⊥, a` droite, apre`s avoir subi une rotation de
θ+
2
. Les points repre´sentent les valeurs U0
t
= {0, 0.1, 0.2, . . . , 0.9, 1} et les lignes continuent
jusqu’a` U0 = ∞ ou` elles se rejoignent. En bleu, on a l’ordre (12 , 0) et en rouge, l’ordre
(1
2
, 1
2
). Les calculs ont e´te´ faits avec δt = 0.2t et en ne´gligeant l’impact des modulations
d’interaction sur θg3 (δU = δV = 0).
provenant des deux types d’ODC. La contribution de l’ODC dominante, a` θ = θ−, est
proportionnelle au carre´ de la partie imaginaire du facteur de forme illustre´ a` la figure 4.7
droite. La contribution de l’ODC secondaire, a` θ = θ+, est plutoˆt proportionnelle au carre´
de la partie re´elle de ce meˆme facteur de forme. L’ordre (1
2
, 0) (en bleu sur la figure 4.7) est
donc principalement relie´ a` l’ODC dominante (χODCθ− qui diverge) lorsque le potentiel
de site est faible, mais ce lien est graduellement transfe´re´e vers l’ODC secondaire (χODCθ+
qui est non singulie`re) a` mesure que U0 augmente. Par contre, l’ordre (12 , 12) (en rouge sur
la figure 4.7) de´pend principalement de l’ODC secondaire et beaucoup moins de l’ODC
principale, peu importe U0. On remarque que si le potentiel de site devient tre`s important,
la contribution de l’ODC principale devient de plus en plus faible peu importe le type
d’OA qu’on regarde.
Comme la valeur absolue du facteur de forme Θ+1
2
est plus grande que celle de Θ+0 , tout
syste`me suffisamment mou (KA . ℜe
[
Θ+1
2
e
iθ+
2
]2
χODCθ+ ) verra apparaˆıtre l’ordre (
1
2
, 1
2
)
avant l’ordre (1
2
, 0) sauf si λ < −δt/t. Par contre, comme l’ODC principale contribue
uniquement via la partie imaginaire du facteur de forme, qui est plus grande pour l’ordre
(1
2
, 0), si l’anion est suffisamment de´centre´ (λ ≪ 1), l’ordre (1
2
, 0) dominera toujours
a` basse tempe´rature. Il existe cependant une valeur critique au-dela` de laquelle l’ordre
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(1
2
, 1
2
) supplantera l’ordre (1
2
, 0) peu importe la tempe´rature et la constante de rappel :
ℑm
[
Θ+0 e
−i θ+
2
]2
= ℑm
[
Θ+1
2
e−i
θ+
2
]2
(4.33)
ce qui conduit a` la condition suivante sur λ :
λ =
1− U0
EkF
1 + U0
EkF
× (t− δt) cos
θg3
2
− (t + δt) sin θg3
2
(t− δt) cos θg3
2
+ (t+ δt) sin
θg3
2
(4.34)
E´tant donne´ que λ et 1/λ sont e´quivalents et que θg3 est impair par rapport au
potentiel de site, changer le signe de la diffe´renciation des sites (U0, δU) n’aurait aucun
impact sur la mise en ordre des anions. Ceci est duˆ au fait que chaque site e´lectronique
est lie´ a` un anion avec un coefficient λ et a` un autre anion sans ce meˆme coefficient relatif.
Donc, favoriser un site ou l’autre ne peut avoir une influence sur la mise en ordre des
anions. Par contre, changer le signe de la dime´risation (δt, δV ), e´quivaudrait a` changer
le signe de λ et intervertir les deux types d’OA.
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Figure 4.8: Valeur de λc pour laquelle les deux ordres anioniques s’e´quivalent a` tempe´-
rature nulle. Pour λc ≤ λ ≤ 1, l’ordre (12 , 12) dominera peu importe la tempe´rature et la
constante de rappel. Pour 0 ≤ λ < λc, l’ordre (12 , 0) dominera a` basse tempe´rature. Ces
valeurs ont e´te´ calcule´es en ne´gligeant l’impact des fluctuations d’interaction (δU, δV ) sur
θg3 , rendant non pertinente la valeur de U tant qu’elle demeure positive.
Sur la figure 4.8, on peut voir en fonction de δt/t et U0/t la valeur critique de λ ou` les
deux OA s’e´quivalent a` tempe´rature nulle. Lorsque le potentiel de site est faible, l’ordre
(1
2
, 0) dominera a` basse tempe´rature a` moins que l’anion soit assez centre´ entre les deux
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sites donc que λ soit pre`s de 1. Par contre, lorsque c’est la dime´risation qui est faible,
l’ordre (1
2
, 1
2
) demeurera plus fort que l’ordre (1
2
, 0) peu importe la tempe´rature sauf si
l’anion est trop de´centre´ donc si λ est pre`s de 0.
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Figure 4.9: Diagramme de phase en fonction de λ et U0 pour diffe´rentes tempe´ratures
(e−ℓ). Calcule´ avec t = 1, δt = 0.1, U = 1, V = 0.5, δU = −U0, δV = 0.05. En rouge : a`
tempe´rature nulle ; en bleu : ligne ou l’ordre (1
2
, 1
2
) ne peut plus eˆtre plus fort que l’ordre
(1
2
, 0).
Sur la figure 4.9, on peut constater pour quelques valeurs donne´es de e−ℓ ∼ T/EF
a` quoi peut ressembler le diagramme de phase en fonction de λ et U0 pour un δt fixe´,
a` condition que le syste`me soit suffisamment mou (KA < 2χq⊥,0(ℓ)). On remarque qu’a`
tempe´rature nulle, l’anion doit subir l’influence d’un potentiel de site (U0 6= 0) et eˆtre
situe´ entre les deux sites du dime`re (λ > 0) pour favoriser l’ordre (1
2
, 1
2
). Par contre, a`
plus haute tempe´rature, l’ordre (1
2
, 0) ne pourra pas supplanter l’ordre (1
2
, 1
2
) pour λ > 0.
Pour que l’ordre (1
2
, 0) soit plus important que l’ordre (1
2
, 1
2
), il faudra donc que λ soit
relativement faible ou que la diffe´renciation des sites soit faible. Cependant, meˆme dans
ces circonstances, si le syste`me est assez mou pour que l’ordre survienne a` plus haute
tempe´rature, on pourrait avoir un ordre (1
2
, 1
2
). Par contre, celui-ci deviendrait me´tastable
a` plus basse tempe´rature et le syste`me pourrait basculer vers l’ordre (1
2
, 0). Pour de plus
grandes valeurs de λ et U0, l’ordre (12 , 12) sera toujours dominant.
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4.1.4 The´orie vs expe´rience : [(TMTSF)1−x(TMTTF)x]2ReO4
Les re´sultats pre´ce´dents peuvent eˆtre compare´s aux expe´riences d’Ilakovac et al. [8]
dans les alliages [(TMTSF)1−x(TMTTF)x]2ReO4. Avec des valeurs de x autour de 0.2 ou
0.8, il n’y a aucun ordre a` longue porte´e dans l’empilement des deux types de mole´cules
organiques dans la phase cristalline. Par contre, avec x ∼ 0.55, les mesures de rayons X
re´ve`lent un ordre d’empilement ou` les mole´cules de TMTTF et de TMTSF se retrouvent
en alternance sur des longueurs de 300 A˚, alors que le parame`tre de maille est de 7.241 A˚
pour une maille contenant deux sites e´lectroniques. C¸a signifie que l’empilement n’est pas
ale´atoire et qu’il y a une nette pre´fe´rence pour l’alternance entre TMTTF et TMTSF et
donc un ordre cristallin (voir figure 4.10). Dans ces conditions, l’alliage ordonne´ donne
naissance a` un potentiel de site alternatif U0, qui est cohe´rent sur plusieurs dizaines de
mailles. Selon les expe´riences de photoe´mission sur les mole´cules de TMTTF et TMTSF,
la diffe´rence d’e´nergie d’ionisation pour chaque mole´cule donne lieu a` un potentiel de site
U0 ≈ 200meV [43]. Cette valeur est du meˆme ordre de grandeur que l’inte´grale de saut t
entre premiers plus proches voisins le long de la chaˆıne soit t = 364meV et δt = 26meV
pour (TMTSF)2ReO4 et t = 200meV et δt = 14.5meV pour (TMTTF)2ReO4, tel que
calcule´ par Grant [12]. Les re´sultats obtenus avec ces alliages sont aussi compare´s avec des
sels purs (x = 0 et x = 1) ainsi qu’avec un sel hybride compose´ de mole´cules TMDTDSF
forme´es d’une moitie´ de TMTTF et d’une moitie´ de TMTSF. Les expe´riences mene´es
par Ilakovac et al. ont mis en e´vidence une mise en ordre des anions (1
2
, 1
2
) pour diffe´rents
alliages.
Sur la figure 4.10 (b), on pre´sente les re´sultats obtenus pour la transition TOA = T 1
2
, 1
2
.
On remarque qu’avec le sel hybride (TMDTDSF)2ReO4, les re´sultats sont interme´diaires
entre ceux des deux sels purs en variant les diffe´rents parame`tres entre les deux cas li-
mites. C’est le re´sultat auquel on s’attendrait avec une distribution ale´atoire de mole´cules
TMTTF et TMTSF. En pre´sence de ce sel hybride, chaque site du re´seau est identique
et a des proprie´te´s interme´diaires entres celles des deux sels purs.
Par contre, les re´sultats obtenus avec les alliages [(TMTSF)1−x(TMTTF)x]2ReO4 pre´-
sentent une diminution importante de la tempe´rature TOA, en raison d’un potentiel de
site alternatif non ale´atoire. Ces constats sont cohe´rents avec les re´sultats calcule´s a` la
figure 4.11 a` l’aide de notre mode`le. Bien que l’augmentation du potentiel de site fasse
monter la tempe´rature de Mott en raison de l’ajout d’une partie imaginaire a` g3 (voir
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Figure 4.10: (a) : Alliage ordonne´ [(TMTSF)1−x(TMTTF)x]2X avec x = 0.5 ; (b) : TOA
de´termine´e expe´rimentalement [8], en fonction du contenu x en TMTTF.
e´quations 3.13 et 3.44) et favorise l’apparition d’ODC, elle peut cependant faire diminuer
la tempe´rature de mise en ordre des anions.
On a vu pre´ce´demment que les susceptibilite´s de mise en ordre d’anions de´pendent
d’une combinaison line´aire de l’ODC a` θ+ et a` θ−. Cependant, toute combinaison line´aire
de deux phases d’ODC peut eˆtre exprime´e comme une seule et unique phase d’ODCθA
en choisissant θA tel que ℑm
[
Θ+1
2
e−i
θA
2
]
= 0, autrement dit, θA = 2 argΘ
+
1
2
.
On a e´galement vu qu’en absence de potentiel de site, l’OA (1
2
, 1
2
) de´pend, selon l’e´qua-
tion (4.29), de la charge e´lectronique centre´e sur un dime`re, ce qui correspond a` l’ODC
a` θA = 0. Dans les meˆmes conditions, l’OA (
1
2
, 0) de´pend plutoˆt, selon l’e´quation (4.28),
de la charge e´lectronique centre´e entre deux dime`res et donc de l’ODC a` θA = π. On
peut se re´fe´rer a` la figure 4.12 pour voir a` quoi correspondent ces ODC. Lorsqu’on ajoute
un potentiel de site, chacun des deux OA de´pendra davantage de la charge e´lectronique
centre´e sur le site favorise´ par ce potentiel. A` mesure que le potentiel de site augmente,
les deux OA verront donc leur ODC de re´fe´rence migrer vers :
lim
U0→∞
θA = arctan
t2 − δt2
2t δt
=
π
2
− 2νkF (4.35)
ou` νkF est donne´ par l’e´quation (2.21).
Or, si, en absence de potentiel de site, les ondes de densite´ de charge ont tendance
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(a) : TOA en vert et Tρ en bleu
de´termine´s expe´rimentalement selon [8]
en fonction du contenu x en TMTTF.
Les points ronds re´fe`rent a` l’alliage
[(TMTSF)1−x(TMTTF)x]2ReO4, alors que
les carre´s au centre re´fe`rent au sel hybride
(TMDTDSF)2ReO4. Les fle`ches indiquent
que la tempe´rature indique´e n’est qu’une
borne infe´rieure.
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(b) : La tempe´rature calcule´e de mise en
ordre d’anions, kBvF e
−ℓ0A ∼ TOA (vert)
et la tempe´rature de Mott kBvF e
−ℓρ ∼
Tρ (bleu) en fonction du contenu x en
TMTTF. Ces re´sultats ont e´te´ calcule´s avec
t = (0.364(1−x)+0.2x) eV, δt = (0.026(1−
x) + 0.0145x) eV, U0 = 4x(1 − x)× 0.2 eV,
U = 0.2 eV, V = 0.1 eV, δU = − U0EkF
U
2 ,
δV = t δt
E2
kF
U
2 ,
KA
2(λ+1)2 = 1.75 eV
−1.
Figure 4.11: Pour les parame`tres d’entre´e du mode`le, nous avons solutionne´ l’e´qua-
tion (4.20) pour la tempe´rature de mise en ordre d’anions T 1
2
, 1
2
avec les e´quations du
groupe de renormalisation a` l’aide de Mathematica. Nous avons utilise´ les calculs de bande
pour le (TMTTF)2ReO4 (x = 1, t ∼ 200meV, δt ∼ 29/2meV) [12] et le (TMTSF)2ReO4
(x = 0, t ∼ 364meV, δt = 26meV) [12]. Ainsi, le ratio U0
t
dans le mode`le peut atteindre
l’unite´. Aussi, pour le rapport U/V ≈ 2, nous avons utilise´ les re´sultats de Castet, Fritsch
et Ducasse [44,45] pour le calcul des constantes de couplage a` partir de calculs de chimie
quantique.
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Figure 4.12: Illustration des phases ODC dans l’espace direct. Les croix (×) repre´sentent
les anions.
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a` se centrer entre les dime`res, en pre´sence de ce dernier, elles ont plutoˆt tendance a` se
situer sur les sites de´favorise´s par le potentiel e´lectrostatique. Augmenter le potentiel de
site fait donc passer la phase de l’ODC dominante de π a` (3π
2
−2νkF ) 1. C’est donc l’ODC
secondaire qui passe de θ+ = 0 a` θ+ = (
π
2
− 2νkF ).
Bien que la phase de l’ODC secondaire et la phase dont de´pend l’OA (1
2
, 1
2
) ne se
suivent pas exactement, elles sont toujours pre`s l’une de l’autre. On peut donc dire que
l’OA (1
2
, 1
2
) de´pend toujours en bonne partie de l’ODC secondaire, sauf aux tre`s basses
tempe´ratures ou` l’ODC dominante peut devenir assez forte pour compenser sa faible
contribution relative. L’OA (1
2
, 0) de´pend quant a` elle de l’ODC principale en absence de
potentiel de site, mais sa de´pendance glisse aussi vers l’ODC secondaire a` mesure que le
potentiel de site se renforce. Comme les deux ODC sont en compe´tition l’une avec l’autre
via g3, si l’ODC principale devient plus forte, l’ODC secondaire devient plus faible. Ainsi,
une augmentation du potentiel de site re´sulte en une augmentation de la valeur absolue
de g3 selon l’e´quation (3.13), donc en un renforcement de l’ODC principale selon l’e´qua-
tion (3.71), mais aussi en un affaiblissement de l’ODC secondaire selon l’e´quation (3.70)
dont de´pend l’ordre anionique (1
2
, 1
2
).
La tempe´rature calcule´e de TOA pour l’ordre (
1
2
, 1
2
) est pre´sente´e a` la figure 4.11 (b)
en fonction de la concentration x servant a` parame´trer l’e´volution du potentiel de site U0
et la dime´risation δt. Ici, U0 est maximal a` x ∼ 0.5, soit dans le cas de l’alliage ordonne´,
et ze´ro pour les compose´s purs (x ∈ {0, 1}), alors que la dime´risation est, selon les calculs
de bande, plus forte pour le soufre´ (TMTTF)2ReO4 que pour le se´le´nie´ (TMTSF)2ReO4.
Sur la figure, on observe que la tempe´rature de Mott Tρ est plus e´leve´e pour l’alliage et
qu’elle est minimale, voire sous TOA donc inobservable par des me´thodes expe´rimentales,
pour les compose´s purs. A` l’oppose´, TOA est minimale a` x ∼ 0.5, donc dans le cas de
l’alliage ordonne´, alors qu’elle est maximale pour les compose´s purs. Ces re´sultats sont
mesure´s expe´rimentalement et reproduits par nos calculs the´oriques.
On a ne´glige´ l’ordre (1
2
, 0), car avec les parame`tres microscopiques utilise´s, il faudrait
λ . 0.2 pour qu’il se stabilise avant l’ordre (1
2
, 1
2
) pour les compose´s purs et encore plus
petit pour l’alliage. Par contre, a` plus basse tempe´rature, l’ordre (1
2
, 0) pourrait quand
meˆme remplacer l’ordre (1
2
, 1
2
) pour les compose´s purs.
En re´sume´, les anions relativement centre´s entre les sites d’un meˆme dime`re ont
tendance a` favoriser l’ordre (1
2
, 1
2
) et a` affaiblir conside´rablement l’ordre (1
2
, 0). Par contre,
1. Dans l’approximation ou` les fluctuations d’interaction (δU et δV ) n’affectent pas θg3 , ce qui est
exact si δU = −c U U0
EkF
et δV = c U t δt
E2
kF
pour toute valeur de c supe´rieure a` −1.
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en absence de potentiel de site, les ondes de densite´ de charge (ODC) ont tendance a` se
centrer entre les dime`res, favorisant ainsi une mise en ordre des anions (OA) (1
2
, 0), qui
de´pend directement de ces ODC, surtout a` basse tempe´rature lorsque celles-ci auront
compense´ l’effet de la position de l’anion. Puis, en augmentant le potentiel de site, les
deux types d’OA de´pendront davantage de l’ODC centre´e sur le site favorise´ par ce
potentiel alors que l’ODC se renforcera plutoˆt au site de´favorise´ par le potentiel local,
affaiblissant ainsi les deux types de mise en ordre des anions, mais particulie`rement l’OA
(1
2
, 0). Donc, si λ est assez pre`s de l’unite´ pour affaiblir l’ordre (1
2
, 0) a` haute tempe´rature
et le potentiel de site assez fort pour l’affaiblir aussi a` basse tempe´rature, l’ordre (1
2
, 1
2
)
dominera a` toutes les e´chelles de tempe´rature, mais sera affaibli par un potentiel de site
fort.
4.2 Compe´tition entre ordre de charge et instabilite´
Spin–Peierls
On peut aussi utiliser notre mode`le pour comprendre comment l’ordre de charge, ap-
paraissant dans les sels de Fabre (TMTTF)2X dime´rise´s, influence l’instabilite´ structurale
de type Spin–Peierls menant a` la te´trame´risation des chaˆınes.
Dans les compose´s centrosyme´triques, comme par exemple le (TMTTF)2AsF6 ou
encore le (TMTTF)2PF6, on peut observer une localisation de Mott de nature unidimen-
sionnelle a` Tρ ≃ 220K [23,46]. Cette localisation est suivie d’un ordre de charge au vecteur
d’onde 4kF a` des tempe´ratures TOC ≃ 102K pour (TMTTF)2AsF6 [6,28,47] et TOC ≃ 67K
pour (TMTTF)2PF6 [47]. Cette mise en ordre correspond a` une re´partition asyme´trique
du nuage e´lectronique sur les deux sites d’un dime`re. Cet effet est analogue a` un potentiel
de site U0 dans le mode`le. Ce bris de syme´trie donne lieu a` de la ferroe´lectricite´ [5]. En
dessous de cette tempe´rature, les rayons X ont mis en e´vidence l’existence d’une autre
instabilite´ de la chaˆıne [48]. A` titre d’exemple, pour le (TMTTF)2PF6, on observe une
instabilite´ structurale au vecteur d’onde 2kF qui s’amorce sous forme de fluctuations uni-
dimensionnelles lorsque la tempe´rature descend en dessous de T 0SP = 60K [26]. On peut
observer la meˆme chose avec (TMTTF)2AsF6 a` T
0
SP = 40K [26]. Sous cette tempe´rature,
on peut constater l’apparition de fluctuations 1D de te´trame´risation de la chaˆıne a` 2kF .
Comme ces fluctuations apparaissent dans le re´gime isolant de Mott (sous Tρ), il s’agit
d’une instabilite´ de type Spin–Peierls. Par contre, pour observer un ordre a` longue porte´e,
Chapitre 4 : Applications 78
il faut descendre a` plus basse tempe´rature (TSP ∼ T 0SP/3) [49] en raison du faible couplage
interchaˆıne.
FIG. 4. Phase diagram of (TMTTF) 2AsF6 established from
NMR experiments at B! 9 T. The lines are a guide to the eye.Figure 4.13: Diagramme de phase obtenu par re´sonance magne´tiqu nucle´aire en pression
et tempe´rature pour la compe´tition entre ordre de charge (CO) et te´trame´risation (SP)
dans (TMTTF)2AsF6 [28].
L’impact de l’ordre de charge TOC sur TSP est illustre´ a` la figure 4.13 a` partir de
donne´es RMN. A` haute pression, il n’y a aucun ordre de charge (OC) et la tempe´rature
de te´trame´risation TSP est relativement basse. En diminuant la pression, la tempe´rature
de te´trame´risation augmente jusqu’a` ce qu’un ordre de charge apparaisse. Cette tendance
va de paire avec la tempe´rature de Mott Tρ qui suit une tendance similaire. Puis, a` mesure
que l’ordre de charge prend de l’importance (TOC ↑), la tempe´rature de te´trame´risation
TSP redescend alors que la tempe´rature de Mott Tρ continue de monter (voir par exemple
l’e´volution de Tρ a` la figure 1.3). L’affaiblissement de TSP a` basse pression ne peut donc
pas eˆtre explique´ par le durcissement de la phase de Mott.
4.2.1 Le mode`le utilise´
Nous cherchons donc a` comprendre comment la te´trame´risation est influence´e par
l’ordre de charge. Pour ce faire, nous ajoutons au hamiltonien un terme de modulation
de l’inte´grale de transfert inter-dime`re par le de´placement xr d’un dime`re par rapport a`
sa position d’e´quilibre (voir figure 4.14), conse´quence des vibrations du re´seau.
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´ ´ ´ ´
t+ δtt+ δtt+ δtt+ δt
t− δt− 2t′2x2kFt− δt− 2t′2x2kF t− δt + 2t
′
2x2kF
d0+x2−x1 d0+x3−x2 d0+x4−x3
Figure 4.14: Mode`le unidimensionnel de l’instabilite´ spin–Peierls (te´trame´risation) en
pre´sence d’un potentiel de site simulant l’ordre de charge. Les croix (×) repre´sentent les
anions.
Ce faisant, le terme de saut t2 sera module´ et introduira un couplage e´lectron–re´seau
ou e´lectron–phonon. Pour la rigidite´ du re´seau, il faut aussi ajouter une composante
e´lastique avec KSP comme constante de rappel. Le hamiltonien total devient alors :
H = He− +He−ph +Hph (4.36)
ou` He− est donne´ par l’e´quation (2.3) alors que He−ph et Hph sont donne´s par les expres-
sions suivantes :
He−ph =
∑
r,σ
t′2(xr+1 − xr)a†r,σbr−1,σ + c.h. (4.37)
Hph =
KSP
2
∑
r
x2r (4.38)
ou` t′2 est la de´rive´e par rapport au de´placement du dime`re du terme de saut t2 entre deux
sites voisins sur des dime`res distincts.
On peut utiliser les transformations du chapitre 1 et de l’annexe A pour exprimer
He−ph en fonction des ope´rateurs de cre´ation et de destruction dans l’espace re´ciproque
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diagonalise´. On trouve alors :
He−ph =
1
L
∑
r,σ,k,k′
t′2(xr+1 − xr)a†k,σbk2,σei((k−k
′)r+k′) + c.h. (4.39)
=
1
L
∑
r,σ,k,k′
t′2(xr+1 − xr)e−i(
k+k′
4
− νk+νk′
2
) sin
γk
2
cos
γk′
2
d†k,σdk′,σe
i((k−k′)r+k′)
+ c.h. (4.40)
=
∑
σ,k,k′
t′2e
−i(k+k′
4
− νk+νk′
2
) sin
γk
2
cos
γk′
2
d†k,σdk′,σe
ik′ × 1
L
∑
r
(xr+1 − xr)ei(k−k′)r
+ c.h. (4.41)
Si on exprime le de´placement en fonction de sa composante de Fourier dominante de
vecteur d’onde 2kF , on obtient :
xr =
1√
L
∑
k
eikrxk (4.42)
→ (−1)
rx2kF√
L
(4.43)
xr+1 − xr → −2x2kF (−1)
r
√
L
(4.44)
ou` la composante de Fourier du de´placement, x2kF , est le parame`tre d’ordre statique
Spin–Peierls de te´trame´risation. La partie e´lectron–phonon du hamiltonien devient :
He−ph = −2x2kF t
′
2√
L
∑
σ,k,k′
e−i(
k+k′
4
− νk+νk′
2
) sin
γk
2
cos
γk′
2
d†k,σdk′,σe
ik′ × 1
L
∑
r
ei(k−k
′±π)r
︸ ︷︷ ︸
δk′,k±π+ c.h. (4.45)
On peut aussi utiliser l’approximation centrale pour νk et γk en les e´valuant au niveau
de Fermi. La composante e´lectron–phonon du hamiltonien devient alors :
He−ph =
x2kF t
′
2√
L
∑
p,k,σ
ei
k+pkF
2 sin γkF d
†
p,k,σd−p,k−2pkF ,σ + c.h. (4.46)
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ou encore, lorsqu’on transpose He−ph dans l’action, ce terme devient :
Se−ph|ℓ=0 = x2kF t′2 sin γkF
√
T
L
∑
p,k˜,σ
ei
k+pkF
2 ψ∗p,σ(k˜)ψ−p,σ(k˜ − pq˜0) + c.c. (4.47)
= x2kF t
′
2 sin γkF
√
T
L
∑
k˜,σ
2i sin
k + kF
2
ψ∗+,σ(k˜)ψ−,σ(k˜ − q˜0) + c.c. (4.48)
Un tel couplage est d’une forme analogue a` celle des champs composites introduits au
chapitre pre´ce´dent a` l’e´quation (3.48) pour le calcul des fonctions de re´ponse. Par contre,
il y a un facteur de´pendant de k qui reste, lequel peut cependant eˆtre e´value´ au niveau
de Fermi en posant k ≈ kF , ce qui donne, en utilisant les de´finitions (3.47–3.48) :
Se−ph|ℓ=0 ≈ x2kF t′2 sin γkF × 2i sin kF
(
O∗µP=0(−q˜0)−OµP=0(q˜0)
)
(4.49)
= −2ix2kF t′2 sin γkFOODCπ(q˜0) (4.50)
Ce terme est donc proportionnel a` l’ODC a` θ = π qu’on peut assimiler a` une onde de
densite´ de lien que l’on sait divergente et qui agit comme facteur dynamique essentiel
derrie`re la te´trame´risation [49, 50]. Cependant, nous avons vu qu’en pre´sence d’un po-
tentiel de site U0 lie´ a` l’ordre de charge, l’onde de densite´ se de´place. Ce de´placement a
pour effet de rendre g3 complexe dans nos e´quations et, plus concre`tement, de coupler
l’onde de lien a` θ = π avec l’onde de charge a` θ = 0. Cependant, il est toujours possible
de de´composer une onde de densite´ quelconque en deux ondes de densite´ inde´pendantes,
soit a` θ+ = θg3 et θ− = θg3 ± π. Cette de´composition permet d’e´crire :
Se−ph|ℓ=0 = 2e−
iθ
2 x2kF t
′
2 sin γkF
(
OODCθ+ sin
θ+
2
− iOODCθ− sin
θ−
2
)
(4.51)
L’ODC principale s’e´loigne donc du point de re´fe´rence de la te´trame´risation, affaiblis-
sant par le fait meˆme le lien entre les deux au profit de l’ODC secondaire. Par contre,
l’ODC principale reste toujours plus pre`s du point de re´fe´rence que l’ODC secondaire.
Tout comme pour l’ordre anionique, nous aurons un facteur de renormalisation ze−ph
avec une partie re´elle et une partie imaginaire correspondant aux deux ODC. Avec l’ajout
de la composante purement e´lastique, la trace partielle sur les degre´s de liberte´ e´lectro-
nique permettra de calculer la densite´ d’e´nergie libre de Landau de la meˆme fac¸on. A`
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l’ordre quadratique nous aurons :
FSP[x] ≡
(
KSP
2
− χSP
)
x22kF +O(x42kF ) (4.52)
ou` χSP = 2 (t
′
2)
2
(
1− U
2
0
E2kF
)(
(1− cos θg3)χODCθ+ + (1 + cos θg3)χODCθ−
)
(4.53)
est la susceptibilite´ de charge responsable de l’instabilite´, ici unidimensionnelle, de te´tra-
me´risation de Spin–Peierls.
Lorsque le potentiel local U0 augmente de 0 a` l’infini, θg3 passe de 0 a` un maximum
the´orique de π/2. Le poids relatif de l’ODC principale a` θ = θ− diminue donc au profit
de l’ODC secondaire a` θ = θ+, mais l’ODC principale a toujours un poids relatif supe´-
rieur a` l’ODC secondaire. Ce de´placement du poids relatif compense approximativement
l’augmentation de la susceptibilite´ de l’ODC principale, car le potentiel local ajoute une
composante a` θ = 3π/2 a` l’ODC et cette composante est en quadrature avec l’ODL qui
alimente la te´trame´risation. Cette ODL n’est donc ni directement renforce´e ni affaiblie
par l’ajout du potentiel local. Par contre, en plus du de´placement du poids relatif des deux
ODC, on remarque en (4.53) la pre´sence d’un facteur de forme 1−U20 /E2kF qui a une in-
fluence importante. E´tant donne´ que la te´trame´risation de´pend de l’e´change e´lectronique
entre deux dime`res voisins, donc de la de´localisation des e´lectrons, l’ajout d’un potentiel
de site favorisant la localisation affaiblira le lien entre l’ODL et cette te´trame´risation. Les
re´sultats de notre analyse sont compatibles avec une approche de type bosonisation pour
la compe´tition entre l’ordre de charge et la te´trame´risation a` tempe´rature nulle [51] et
finie [52].
4.2.2 Re´sultats
Il est utile, dans un premier temps, de regarder le cas limite sans ordre de charge avec
U0 = 0. Ainsi, en absence de potentiel de site, g3 est re´el et positif donc θg3 = 0. On
obtient donc :
χSP = 4 (t
′
2)
2
χODCπ (4.54)
∼ C
(
T
Tρ
)−γ∗ODCπ
(4.55)
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ou` γ∗ODCπ =
3
2
est l’exposant critique de la susceptibilite´ ODC− a` 2kF . Les valeurs des
exposants critiques des diffe´rentes susceptibilite´s sont re´sume´es dans le tableau 3.2. Ces
valeurs sont calcule´es a` partir des valeurs des diffe´rents couplages aux points fixes du
re´gime couplage fort, a` T < Tρ. La constante C englobe les contributions a` des e´ner-
gies supe´rieures a` Tρ et varie peu. La condition d’instabilite´ a` T = T
0
SP est donne´e par
l’annulation du terme quadratique de l’e´nergie libre de Landau a` l’e´quation (4.52) :
χSP[ℓ(T
0
SP)] =
KSP
2
(4.56)
ou` ℓ(T 0SP) ≈ ln vFT 0SP et T
0
SP est la tempe´rature champ moyen 1D de l’instabilite´ Spin–Peierls.
Elle correspond a` l’e´chelle de tempe´rature a` laquelle les fluctuations de te´trame´risation
commencent a` apparaˆıtre en une dimension.
On obtient donc par substitution :
T 0SP ≈ Tρ
(
2C
KSP
) 2
3
(4.57)
qui e´tablit une relation de proportionalite´ entre T 0SP et la tempe´rature de Mott 1D Tρ. On
retrouve ainsi le re´sultat de Caron et al. [49] et de Bourbonnais et al. [53]. Or, a` l’ordre
d’une boucle, cette tempe´rature est lie´e a` un ℓρ critique ou` les e´quations d’e´coulement
divergent. Ce ℓρ est lui-meˆme directement relie´ a` g3 (voir e´quation (3.42)), qui est a` son
tour relie´ directement a` δt (3.13). En combinant ces deux e´quations, la tempe´rature de
Mott peut donc s’exprimer ainsi :
Tρ ∼ vFe−ℓρ (4.58)
∼ vF

 |g3|
2g2 − g1 +
√
(2g2 − g1)2 − |g3|2

1√
(2g2−g1)2−|g3|2

ℓ=0
(4.59)
∼ vF
(
C ′
δt
t
) πvF
U+4V+O(δt2)
(4.60)
Dans ces conditions, une variation de δt affectera principalement la tempe´rature de
Mott Tρ, alors que les coefficients C et C
′ varieront tre`s peu. Ainsi, pour une constante
de rappel fixe´e, KSP, la tempe´rature T
0
SP variera comme Tρ et par conse´quent δt qui est
sensible a` la pression hydrostatique.
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Dans le cas de syste`mes avec ordre de charge, le potentiel local U0 est non nul et g3
devient complexe. Ce faisant, la susceptibilite´ de te´trame´risation de´pendra non seulement
de l’ODC principale, mais aussi de l’ODC secondaire comme indique´ a` l’e´quation (4.53).
Le de´placement du poids de l’ODC principale vers l’ODC secondaire est duˆ au fait que le
potentiel de site U0 ge´ne`re une ODC a` θ = 3π/2 en quadrature avec l’ODL a` θ = π dont
de´pend la te´trame´risation. Ce de´placement compense donc a` peu pre`s l’augmentation de
la susceptibilite´ de l’ODC dominante qui passe graduellement de θ− = π a` θ− = 3π/2.
Une variation du potentiel de site U0 aura aussi un impact sur le facteur de forme
1−U20/E2kF en (4.53), lequel diminue avec l’amplitude de U0. Cette diminution peut eˆtre
attribue´e physiquement au fait que la te´trame´risation de´pend d’un e´change entre les spins
de sites pairs et impairs alors que le potentiel de site favorise la localisation sur un seul
site.
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Figure 4.15: E´volution de Tρ (en vert) et T
0
SP (en bleu) en fonction de U0. Ces valeurs
ont e´te´ calcule´es avec les parame`tres suivants : t = 1, δt = .2,
2(t′2)
2
KOC
= 0.1, U = 1, V = .5,
δU = − U0
EkF
, δV = t δt
E2
kF
.
Sur la figure 4.15, on remarque qu’une augmentation de U0 re´sulte en une augmen-
tation de Tρ. En effet, comme Tρ est proportionnel a` |g3| (voir e´quation (4.59)), dont la
partie re´elle est peu affecte´e et la partie imaginaire est proportionnelle a` U0, augmen-
ter le potentiel de site a pour effet d’augmenter la tempe´rature de Mott. Par contre,
meˆme si T 0SP est normalement lie´ a` Tρ, il se trouve re´duit par l’apparition du potentiel
de site. En fait, U0 ajoute une composante d’ODC a` θ = 3π/2, ce qui n’a que peu d’effet
sur l’ODC a` π qui alimente la te´trame´risation. Donc, le de´placement du poids de l’ODC
principale vers l’ODC secondaire compense approximativement le renforcement de l’ODC
principale. Par contre, l’e´le´ment de matrice 1 − U20 /E2kF vient re´duire le tout de fac¸on
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significative.
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Figure 4.16: E´volution de Tρ en absence de potentiel de site (en vert) et de T
0
SP (en bleu)
en fonction de la pression, simule´e par le parame`tre x. La ligne pointille´e rouge est un
repe`re visuel lie´ a` la pre´sence d’ordre de charge. Elle est situe´e a` .07U0. Les parame`tres
utilise´s pour les calculs sont les suivants : t = 1, δt = .2 − .05x, U0 = max{1 − x, 0},
2(t′2)
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KSP
= .1, U = 1, V = .5, δU = − U0
EkF
, δV = t δt
E2
kF
.
Nous sommes en mesure a` cette e´tape-ci d’appliquer notre mode`le a` la compe´tition
observe´e entre l’ordre de charge a` 4kF et l’instabilite´ Spin–Peierls, telle qu’observe´e dans
les sels de Fabre (figure 4.13). Les re´sultats sont reporte´s a` la figure 4.16. Sur cette figure,
le facteur x simule les effets de la pression. Deux parame`tres de´pendent directement de
x, soit le potentiel de site U0 et la modulation du terme de saut δt. Chacun de ces deux
parame`tres est maximal a` x = 0 et diminue avec la pression. Le potentiel de site U0 va
de t a` 0 lorsque x va de 0 a` 1, puis reste nul par la suite. La modulation du terme de saut
δt passe quant a` elle de 0.2t a` 0 lorsque x passe de 0 a` 4.
On y voit Tρ calcule´e sans potentiel de site, car expe´rimentalement, cette tempe´rature
se trouve bien au-dela` de la tempe´rature a` laquelle l’ordre de charge apparaˆıt (Tρ ≫ TOC).
Tel que pre´vu a` l’e´quation (4.60), on constate que la diminution de δt entraˆıne une baisse
de Tρ, qui atteint meˆme 0 lorsque δt → 0 comme l’indique (4.60). Comme le re´seau est
a` quart-rempli, il faut briser la syme´trie de translation par pas d’un site pour permettre
a` une paire d’e´lectrons de transmettre ensemble une quantite´ de mouvement e´gale a` 4kF
au re´seau en diffusant vers l’arrie`re. Lorsque δt et U0 sont tous les deux nuls, il n’y a plus
ce bris de syme´trie et le syste`me se comporte comme un me´tal. 2
2. En fait, meˆme a` quart remplissage, il existe un processus umklapp, bien que diffe´rent de celui
conside´re´ ici, qui fait intervenir plus de deux particules a` la fois et qui peut de´clencher un e´tat isolant
de type Mott e´galement [54].
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On voit aussi T 0SP, calcule´e a` l’aide de l’e´quation (4.56) en pre´sence d’un potentiel de
site. On constate que cette tempe´rature critique 1D est maximale lorsque le potentiel de
site U0 est faible, mais que la modulation de saut δt est encore grande. La modulation
affecte directement Tρ et la susceptibilite´ de l’ODC a` θ = π a` la base de la te´trame´risation.
Par contre, U0 alimente plutoˆt l’ODC a` θ = 3π/2, qui est en quadrature avec l’ODC a` π et
n’a donc que peu d’impact sur cette dernie`re. Il affecte plutoˆt principalement l’e´le´ment de
matrice liant la te´trame´risation a` l’ODC qui se trouve re´duit (voir e´quation (4.53)). E´tant
donne´ que la te´trame´risation de´pend du terme de saut, le fait d’ajouter au hamiltonien
un potentiel qui favorise la localisation affaiblit cette te´trame´risation.
Pour comparer avec les re´sultats expe´rimentaux (voir figure 4.13), il faut savoir que
plusieurs parame`tres ont e´te´ fixe´s d’apre`s des mesures expe´rimentales ou des calculs
publie´s dans la litte´rature, meˆme si d’autres ont e´te´ fixe´s de fac¸on plus arbitraire. Le
terme de saut t est fixe´ a` l’unite´ et sert de base pour fixer les autres parame`tres. Les
calculs d’inte´grales de transfert faits par Ducasse et al. [55] le situent a` 115meV pour
(TMTTF)2PF6 a` 300K, qui est analogue a` utiliser (TMTTF)2AsF6 avec une le´ge`re pres-
sion hydrostatique (de l’ordre de 0.1GPa [7, 28] et voir figures 1.7 et 1.8), et a` 126meV
pour (TMTTF)2Br aussi a` 300K, qui est analogue a` utiliser (TMTTF)2AsF6 sous plus
haute pression (de l’ordre de 1GPa [16], figure 1.3). Alors que le premier se trouve dans
la re´gion ou` l’ordre de charge est encore pre´sent, le deuxie`me se trouve a` l’exte´rieur de
cette zone. Selon la meˆme source [55], la modulation δt passe de 22meV a` 7meV dans
les meˆmes conditions, soit δt = 0.19t pour le premier et δt = 0.056t pour le deuxie`me.
L’intervalle de valeurs de δt choisi pour le calcul est donc cohe´rent avec ces valeurs. Le
ratio V/U est fixe´ a` 1/2 d’apre`s les re´sultats de chimie quantique de Castet, Fritsch et
Ducasse [44, 45].
L’amplitude du potentiel local est fixe´e par le ratio T 0SP/T
0
SP|U0→0 expe´rimental. Les
modulations des termes d’interactions δU et δV sont choisis de fac¸on a` ne pas affecter
θg3 , donc la syme´trie de l’ODC donne´e par les parame`tres de la relation de dispersion (δt
et U0). Ces modulations sont limite´es a` U pour δU et a` U/4 pour δV , mais ne peuvent
se rapprocher des valeurs maximales que si U0 ≫ t pour δU et si δt ∼ t et U0 ≪ t pour
δV . Tout comme U0, la constante e´lastique KSP est choisie de fac¸on arbitraire, mais en
s’assurant que T 0SP < Tρ.
Si on compare les figures 4.13 et 4.16, on constate que les comportements mesure´s
expe´rimentalement sont assez fide`lement reproduits par nos calculs. En effet, lorsque la
pression est faible et l’ordre de charge pre´sent, augmenter la pression affaiblit l’ordre de
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charge et renforce la phase Spin–Peierls qui apparaˆıt alors a` plus haute tempe´rature. En
diminuant le potentiel local U0 dans nos calculs, on simule l’affaiblissement de l’ordre
de charge et il en re´sulte une augmentation de la tempe´rature de te´trame´risation. Puis,
en augmentant la pression au-dela` de la pression critique a` laquelle l’ordre de charge
tombe, la tempe´rature ou` apparaˆıt la phase Spin–Peierls se trouve a` descendre alors
que la dime´risation diminue. En appliquant cette diminution a` δt, on observe bien que
la tempe´rature T 0SP ou` la te´trame´risation apparaˆıt ainsi que la tempe´rature de Mott Tρ
diminuent ensemble.
En conclusion, l’ordre de charge favorise l’apparition d’ondes de densite´ de charge
en quadrature avec celles dont la te´trame´risation de Spin–Peierls de´pend. Ces ODC ont
donc un effet ne´gligeable sur la te´trame´risation. Cependant, l’ordre de charge, favorisant
la localisation d’e´lectrons sur des sites individuels, contribue a` affaiblir la te´trame´risation
qui de´pend des e´changes e´lectroniques entre sites voisins.
Re´sume´
Dans ce chapitre, on a analyse´ le lien entre les ondes de densite´ de charge (ODC) et
certaines instabilite´s structurales. On a vu que la diffe´renciation des sites pairs et impairs,
que ce soit par un ordre de charge (ODC a` 4kF ) ou par une alternance de la nature des
sites dans un alliage ordonne´, amplifiait les ODC centre´es sur les sites de´favorise´s par le
potentiel local. Cependant, elle affaiblissait les ODC centre´es sur les sites favorise´s par
le potentiel local, principales responsables de la mise en ordre des anions. Cette mise en
ordre semble donc lie´ fortement a` une ODC non singulie`re qui se voit affaiblie par un
potentiel de site grandissant.
On a aussi vu que la te´trame´risation des chaˆınes de´pendait des ODC centre´es entre
les dime`res. Or, la diffe´renciation des sites n’avait aucune influence directe sur celles-ci.
Dans ce dernier cas, c’e´tait l’e´le´ment de matrice liant l’ODC et la te´trame´risation qui
s’affaiblissait en augmentant le potentiel local.
Chapitre 5
Susceptibilite´ magne´tique uniforme
Dans ce chapitre, on s’inte´ressera au calcul de la susceptibilite´ magne´tique uniforme
dans la situation existante en pratique ou` il y a une instabilite´ de Mott dans la phase non
ordonne´e, ce qui est le cas des compose´s (TMTTF)2X de la se´rie des sels de Fabre. Ce
calcul ne´cessitant la se´paration spin–charge dans les e´quations d’e´coulement, qui est une
contrainte exacte des syste`mes d’e´lectrons en interaction a` une dimension, on proce´dera a`
la de´rivation plus comple`te des e´quations de renormalisation jusqu’a` l’ordre deux boucles,
incluant tous les processus de diffusion vers l’avant du mode`le ainsi que les contributions
provenant de tous les canaux de diffusion non logarithmiques.
Comme la variation en tempe´rature de la susceptibilite´ n’est pas singulie`re (pas de
transition ferromagne´tique), elle est sensible aux contributions non logarithmiques qu’il
nous faudra inclure. On ge´ne´ralisera les e´quations d’e´coulement pour inclure les termes de
couplage non logarithmiques. On proce´dera enfin a` la de´rivation de l’e´quation d’e´coule-
ment de la susceptibilite´ uniforme, qui pourra eˆtre calcule´e en fonction de la tempe´rature
dans les diffe´rents cas de figures e´tudie´s dans les chapitres pre´ce´dents. Les re´sultats seront
ensuite compare´s a` ceux obtenus par d’autres me´thodes.
5.1 Se´paration spin – charge
A` titre d’illustration concre`te de la se´paration entre les degre´s de liberte´ de charge
et de spin a` grande longueur d’onde, on peut remarquer a` la figure 5.1, que la re´sis-
tivite´ e´lectrique de deux compose´s typiques (TMTTF)2X varie de plusieurs ordres de
grandeur sur chacun des e´chantillons en passant par un minimum a` la tempe´rature de
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Figure 5.1: Graphique de la conductivite´ e´lectrique ρ et de la susceptibilite´ magne´tique
χM vs T pour deux membres de la se´rie des les de Fabre (TMTTF)2X [1].
Mott Tρ indique´e par une ﬂe`che. Comme la re´sistivite´ est lie´e au secteur charge, elle
met en e´vidence la pre´sence d’un gap de charge. Sur la meˆme gamme de tempe´rature, la
susceptibilite´ magne´tique pour les meˆmes compose´s, dans l’encadre´ de la ﬁgure 5.1, ne
varie que tre`s peu. Celle-ci de´pend plutoˆt de ce qui se produit dans le secteur spin. Le
fait que ces variations soient minimes alors que la re´sistivite´ varie de plusieurs ordres de
grandeur montre bien qu’il ne peut y avoir de couplage signiﬁcatif entre les deux secteurs.
Il est a` noter que dans le mode`le de Hubbard demi-rempli, qui est exactement soluble,
il y a une se´paration exacte [56]. En principe, les e´quations d’e´coulement devraient donc
reﬂe´ter cette proprie´te´. Cependant, dans son format actuel, la the´orie [10,57] montre que
les deux secteurs sont couple´s en pre´sence de g4. L’objectif de cette section sera donc de
trouver une solution pour de´coupler les deux secteurs a` nouveau tout en prenant g4 en
compte.
E´quations d’e´coulement
Pour y arriver, on partira de la relation de re´currence ge´ne´rale des gi [e´quation (3.29)],
soit :
gi(+ d) = z
−2(+ d)zi()gi + Φ1(gi)d+ Φ2(gi)d+ . . . (5.1)
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ou` z est un coefficient de renormalisation apporte´ par la self-e´nergie via une remise a`
l’e´chelle des champs de Fermion, alors que Φn(gi) est la contribution directe au vertex a`
quatre points a` l’ordre n boucles pour l’e´quation d’e´coulement de gi.
On a vu au chapitre 3 qu’a` l’ordre d’une boucle, il n’y a pas de correction de self-
e´nergie et on a z = 1. A` cet ordre, la contribution a` la partie vertex Φ1(gi) se se´pare
en deux parties, soit une partie logarithmique (Φ01(gi)) de´ja` traite´e au chapitre 3 et une
partie non logarithmique non incluse jusqu’a` pre´sent que l’on appellera partie thermique
(ΦT1 (gi)).
ga gb
Figure 5.2: Diagramme ge´ne´rique d’interaction a` une boucle logarithmique Φ01(gi).
A` l’ordre d’une boucle, nous avons vu au chapitre 3 que la partie logarithmique
(figure 5.2) ame`ne des singularite´s a` tempe´rature finie en pre´sence d’un gap, mais conserve
la se´paration exacte du spin et de la charge. Aucune des contributions logarithmiques
n’affecte g4 a` cet ordre et aucune n’en de´pend non plus. Les termes de Φ
0
1 ont la forme
suivante :
Φ01(gi) =
∑
j,k
αijk1 gjgkf1 (5.2)
ou` αijk1 est un coefficient nume´rique entier (ou demi-entier) dont les valeurs peuvent
eˆtre de´duites du tableau 3.1 ou des e´quations (3.32–3.35). Ce coefficient lie uniquement
des couplages du meˆme secteur. La fonction f1 e´tablit la de´pendance en fonction de la
tempe´rature et de ℓ et vaut :
f1 = tanh
vF k¯ℓ
2T
(5.3)
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ga gb
Figure 5.3: Diagramme ge´ne´rique d’interaction a` une boucle thermique
Dans la coque thermique de largeur T de part et d’autre de la surface de Fermi, ces
termes logarithmiques tendront vers ze´ro lorsque vF k¯ℓ ≪ 2T . Cependant, d’autres termes
apparaissent et sont repre´sente´s a` la figure 5.3. On remarque, d’apre`s la figure, que les
boucles font intervenir deux lignes d’e´lectrons ou de trous du meˆme coˆte´ de la surface de
Fermi. Elles appartiennent a` des canaux de diffusion vers l’avant, aussi appele´s canaux
de Landau (e´lectron–trou a` faible transfert de quantite´ de mouvement) et de Cooper
paralle`le (e´lectron–e´lectron, de quantite´ de mouvement de paire ∼ 2kF ). Ces canaux de
diffusion ne sont donc pas logarithmiques et ne contribuent qu’a` l’inte´rieur de cette coque
thermique de largeur ∼ 2T . Dans cette dernie`re, g4 est affecte´ par tous les autres termes
et les affecte aussi en retour (calculs de´taille´s en annexe B) :
ΦT1 (gi) = ±gig4fT (5.4)
ΦT1 (g4) =
3g21 − (2g2 − g1)2 − 2g+3 g−3
4
fT (5.5)
ou` le choix du signe ± de´pend du secteur. Dans le secteur spin, on a +g4 alors qu’on a
−g4 dans le secteur charge. On note que g2 est a` cheval entre les deux secteurs, mais il
est se´parable puisque g2 =
(2g2−g1)+g1
2
et fait apparaˆıtre une contribution de type charge
(∼ 2g2 − g1) et une autre de type spin (∼ g1) 1. La valeur du canal thermique fT est
1. On peut faire cette relation en re´e´crivant la partie interaction de l’action sous la forme [35, 39].
SI [ψ
∗, ψ]ℓ = −πvF (2g2 − g1)
∑
p,q˜
ρp(q˜)ρ−p(−q˜)− πvF g4
∑
p,q˜
ρp(q˜)ρp(−q˜)
+ πvF g1
∑
p,q˜
Sp(q˜) · S−p(−q˜) + πvF g4
∑
p,q˜
Sp(q˜) · Sp(−q˜) + πvF g3 . . .
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donne´e par la fonction suivante :
fT =
vFk(ℓ)
2T
sech2
vFk(ℓ)
2T
(5.6)
qui est bien une fonction maximum a` l’inte´rieur de la coque thermique d’e´paisseur ∼ 2T .
ga gb
Figure 5.4: Diagramme ge´ne´rique de self-e´nergie
A` l’ordre deux boucles, la self-e´nergie devient importante. La contribution de z aux
e´quations d’e´coulement prend la forme suivante (calcul de´taille´ en annexe D) :
dgi(ℓ)
dℓ
= gi(ℓ)Φ
Σ
2 + . . . (5.7)
ΦΣ2 ≡ −2
d ln z
dℓ
(5.8)
= gΣ2
f2
4
+O
(
g24f
(2)
T
)
(5.9)
gΣ2 ≡ −
3g21 + 2g
+
3 g
−
3 + (2g2 − g1)2
2
(5.10)
f2 ≡ vF k¯ℓ
∫ k¯0
k¯ℓ
cosh
2vF q¯
2T
(2vF q¯)2+(πT )2
+
cosh
2vF k¯
2T
(2vF k¯)2+(πT )2
cosh 2vF q¯
2T
+ cosh 2vF k¯ℓ
2T
4vFdq¯ (5.11)
On remarque que les couplages de gΣ2 sont les meˆmes que les couplages de Φ
T
1 (g4) de
ou`
ρp(q˜) =
√
T
L
∑
α,{k˜}<
ψ∗p,α(k˜ + q˜)ψp,α(k˜)
Sp(q˜) =
√
T
L
∑
α,{k˜}<
ψ∗p,α(k˜ + q˜)~σ
α,β ψp,β(k˜)
sont les champs de charge et de spin de grandes longueurs d’onde. Ainsi, g1 > 0 (g4 > 0) apparaˆıt comme
e´change effectif ferromagne´tique entre e´lectrons de branches diffe´rentes (identiques), alors que 2g2 − g1
et g4 apparaissent comme une re´pulsion dans le secteur charge.
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l’e´quation (5.5). Seul le signe du couplage du secteur spin est inverse´. Dans l’e´valuation
des diagrammes a` l’ordre deux boucles, nous avons retenu toute la de´pendance en tempe´-
rature dans l’expression (5.11). Ces corrections de nature thermique peuvent influer sur
la de´pendance en tempe´rature d’une quantite´ telle que la susceptibilite´.
Le terme d’interaction a` deux boucles Φ2(gi) peut aussi eˆtre se´pare´ en diffe´rentes
parties, soit une partie dominante Φ02(gi) qui est logarithmique et exclut g4, ainsi qu’une
partie qu’on peut qualifier de thermique ΦT2 (gi), qui relie g4 aux autres couplages et ajoute
d’autres contributions dans la coque thermique.
ga
gb
gc
Figure 5.5: Diagramme ge´ne´rique d’interaction a` deux boucles logarithmique respon-
sable du terme Φ02(gi).
Le terme Φ02(gi) contient la partie logarithmique des diagrammes de vertex a` quatre
points ayant la structure illustre´e a` la figure 5.5. Il a la forme suivante (calcule´e en annexe
E) :
Φ02(gi) =
f2
4
(
−gigΣ2 +
∑
j,k,l
αijkl2 gjgkgl
)
(5.12)
Les valeurs des diffe´rents αijkl2 peuvent eˆtre de´duites de la figure 3.13 ou des e´quations
(3.98–3.100) et ne lient que des couplages du meˆme secteur.
Lorsqu’on ajoute g4 et les contributions de la coque thermique a` Φ2(gi), on obtient la
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IA2 =
(
f2
4
+
f
(2)
T
2
)
dℓ IB2 =
f2
4
dℓ IC2 = −
f2
4
dℓ
Figure 5.6: Canaux de diffusions de particules a` l’ordre deux boucles incluant g4.
forme suivante :
Φ2(gi)dℓ =
(
−gigΣ2 +
∑
jkl
αijkl2A gjgkgl
)
IA2 ∓ 2g4
∑
jk
αijk1 gjgk(I
B
2 + 2I
C
2 ) (5.13)
Φ2(gi) =
f2
4
(
−gigΣ2 +
∑
jkl
αijkl2A gjgkgl ± 2g4
∑
jk
αijk1 gjgk
)
− gigΣ2
2
f
(2)
T (5.14)
ou` l’expression de f2 est donne´e en (5.11) et f
(2)
T correspond a` l’e´quation (D.27) en annexe
D. Le signe ± de´pend du secteur. Pour le secteur spin, on a +g4
2
alors qu’on a −g4
2
pour le
secteur charge. Sous cette forme, les coefficients α
ijk(l)
n ne lient g1 qu’a` g1 lui-meˆme alors
que 2g2 − g1 et g3 sont lie´s a` diffe´rentes combinaisons de 2g2 − g1 et g3. Ils ne peuvent
donc pas eˆtre source d’interfe´rence entre les deux secteurs.
Pour Φ2(g4), on obtient le re´sultat suivant :
Φ2(g4)dℓ = −g4gΣ2IA2 +
(
3g31 + 3(2g2 − g1)g+3 g−3
)
IB2 (5.15)
Φ2(g4) =
3g31 + 3(2g2 − g1)g+3 g−3
4
f2 − gΣ2g4
f2 + 2f
(2)
T
4
(5.16)
En combinant les contributions de la self-e´nergie et des diagrammes d’interaction a`
une et a` deux boucles, on obtient le re´sultat suivant :
g′i = α
ijk
1 gjgk
(
f1 ± g4f2
2
)
+ αijkl2 gjgkgl
f2
4
+ gifT (Σ± g4 +O((g4 ± Σ)2)) (5.17)
g′4 =
3g21−(2g2−g1)2−2g+3 g−3
4
fT +
3g31+3(2g2−g1)g+3 g−3
4
f2 + g4
(
Σ+O(g24,Σ2)
)
fT (5.18)
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ou` Σ est de´fini comme suit :
Σ ≡ 1
2
∫ ℓ
0
((
− gΣ2(ℓ′) + g24(ℓ′) + Σ2(ℓ′))
)
fT (ℓ
′) +O(g3i )
)
dℓ′ (5.19)
Σ′ = (−gΣ2 + g24 + Σ2)
fT
2
+O(g3i ) (5.20)
=
(
3g21 + (2g2 − g1)2 + 2g+3 g−3
4
+
g24 + Σ
2
2
)
fT +O(g3i ) (5.21)
On remarque que la de´rive´e de gi contient Σ± g4 ou` le signe de la contribution de g4
de´pend du secteur. On peut donc raisonnablement croire que g4 + Σ est lie´ au secteur
spin seulement alors que g4 − Σ est lie´ au secteur charge.
g′4 + Σ
′ =
(3g21
2
+
(g4 + Σ)
2
2
)
fT +O(g3i ) (5.22)
g′4 − Σ′ =
(−(2g2 − g1)2 − 2g+3 g−3
2
− (g4 − Σ)
2
2
)
fT +O(g3i ) (5.23)
On voit que les termes pris en compte se´parent bien le spin et la charge. Il faut
cependant noter que Σ est un terme d’ordre g2i meˆme s’il corrige des termes d’ordre 1 en gi.
Il apparaˆıt donc a` un ordre supe´rieur. Cette correction peut sembler peu pertinente, mais,
tout comme g4, elle de´pend des deux secteurs (spin et charge) et influence aussi les deux
secteurs alors que ceux-ci devraient eˆtre de´couple´s. Si aucun des deux secteurs ne pre´sente
de gap, cette correction sera ne´gligeable alors que si les deux secteurs pre´sentent un gap,
la correction apporte´e sera mode´re´e par rapport aux valeurs des couplages. Par contre, si
l’un des secteurs tend vers un couplage fort alors que l’autre tend vers un couplage faible,
les termes d’ordre supe´rieur du secteur avec couplage fort peuvent avoir une influence
plus que significative sur les termes d’ordre infe´rieur du secteur avec couplage faible. Les
variables qui seront sensiblement au meˆme ordre de pertinence que g1, g2 et g3 seront
donc g4σ ≡ g4 + Σ et g4ρ ≡ g4 − Σ, plutoˆt que g4.
Connaissant la de´rive´e de g4 a` l’ordre g
3
i logarithmique, on peut ajouter a` Σ
′ les termes
qui permettront de de´coupler g4σ du secteur charge et g4ρ du secteur spin de la meˆme
fac¸on que pour les termes d’ordre g2i thermiques.
Σ′ =
−gΣ2
2
fT +
g24 + Σ
2
2
fT + 3
g31 − (2g2 − g1)g+3 g−3
4
f2 +O
(
g3i f
(2)
T
)
(5.24)
De plus, on peut remplacer g4 par g4µ dans les e´quations d’e´coulement ce qui revient
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a` ajouter un terme (d’ordre supe´rieur) dans les e´quations d’e´coulement des gi.
g′i = · · ·+ αijk1 gjgkΣ
f2
2
(5.25)
Dans le secteur spin, on obtient donc les e´quations d’e´coulement suivantes :
g′1 = −g21
(
f1 +
g1 + g4σ
2
f2
)
+ g1g4σfT (5.26)
g′4σ =
3g21 + g
2
4σ
2
fT +
3g31
2
f2 (5.27)
Alors qu’on obtient pour le secteur charge :
2g′2 − g′1 = g+3 g−3
(
f1 − (2g2 − g1) + g4ρ
2
f2
)
− (2g2 − g1)g4ρfT (5.28)
(gp3)
′ = gp3
(
(2g2−g1)
(
f1 − (2g2−g1) + 2g4ρ
4
f2
)
− g
+
3 g
−
3
4
f2 − g4ρfT
)
(5.29)
g′4ρ = −
(2g2 − g1)2 + 2g+3 g−3 + g24ρ
2
fT +
3(2g2 − g1)g+3 g−3
2
f2 (5.30)
Les deux secteurs spin et charge sont donc de´couple´s.
5.1.1 E´tude de cas
On peut proce´der a` l’examen de l’e´coulement des constantes de couplage dans les
secteurs spin et charge.
Secteur spin
Dans le secteur spin, la solution de la partie logarithmique des e´quations (5.26) et
(5.27) conduit au graphique de trajectoires de renormalisation de la figure 5.7. Tout
comme on l’obtient avec les re´sultats a` une boucle, si le couplage g1 est positif initialement
a` ℓ = 0, selon l’e´quation (5.26), il tendra vers 0 (partie supe´rieure de la figure 5.7). Cette
chute vers 0 sera tre`s le´ge`rement acce´le´re´e par la pre´sence du terme en g31. L’effet du
terme en g21g4σ de´pendra du signe de g4σ. Ce dernier sera pousse´ vers les valeurs positives
par le terme g31 selon l’e´quation (5.27). S’il est positif, il contribuera lui aussi a` acce´le´rer
la chute de g1. Cependant, s’il est infe´rieur a` −2 − g1, g1 commencera par augmenter
Chapitre 5 : Susceptibilite´ magne´tique uniforme 97
-4 -3 -2 -1 0 1
-3
-2
-1
0
1
2
g1
g4σ
Figure 5.7: Trajectoires des couplages du secteur spin dans la partie logarithmique. En
ordonne´e : g1, en abcisse : g4σ. L’axe horizontal ne peut pas eˆtre franchi.
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avant de redescendre ; g4σ terminera donc sa course au-dessus de −2, quoiqu’il advienne,
et on peut calculer sa valeur limite :
g∗4σ + 2 =
√
3g21 + g1(g4σ + 2) + (g4σ + 2)
2e
− Θσ√
11 (5.31)
ou` Θσ = arccos
g1
2
+ g4σ + 2√
3g21 + g1(g4σ + 2) + (g4σ + 2)
2
(5.32)
Pour g1, a` l’approche du point fixe, on peut observer la tendance suivante :
g1(ℓ) ≈ g1(ℓ0)
1 + g1(ℓ0)(ℓ− ℓ0)(1 + g
∗
4σ
2
)
(5.33)
∼ 1
(1 +
g∗4σ
2
)ℓ
(5.34)
ou` ℓ0 est un point ou` g4σ est relativement proche de son point fixe g
∗
4σ.
Par la suite, on entre dans la coque thermique. Les termes proportionnels a` fT dans les
e´quations (5.26) et (5.27) deviennent donc significatifs. Comme g1 a e´te´ affaibli pendant
l’e´coulement logarithmique, les termes quadratiques en g1 demeureront peu pertinents
dans la limite basse tempe´rature. Par contre, g4σ a e´te´ augmente´ par g1 pendant l’e´cou-
lement logarithmique et le terme g24σfT/2 le renforce encore. Ce couplage pourrait donc
tendre vers un couplage fort :
g4σ(ℓ→∞) ≈ g
∗
4σ
1− g∗4σ
2
(5.35)
et renforcer g1 :
g1(ℓ→∞) ≈ g1(ℓT )(
1− g∗4σ
2
)2 (5.36)
On voit que si g4σ(ℓT ) ≥ 2, une singularite´ apparaˆıt duˆ a` l’ordre limite´.
Si le couplage g1 est ne´gatif, il y a un gap de spin. En absence de g4, on a vu au
chapitre 3 que lorsque seuls les termes logarithmiques sont tenus en compte, g1 tendait
vers −2, mais lorsqu’on ajoute g4 aux e´quations d’e´coulement, g1 tend vers −2−g4σ alors
que ce dernier est pousse´ vers les valeurs ne´gatives, permettant ainsi a` g1 de stabiliser
avant d’atteindre −2. Cependant, e´tant donne´ l’absence de re´troaction de g4σ sur lui-
meˆme a` cet ordre, il ne pourra pas saturer avant d’avoir pousse´ g1 a` s’annuler, ce qui est
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un arte´fact de l’ordre limite´.
Secteur charge
Si on examine maintenant le secteur charge avec la solution de la partie logarithmique
des e´quations (5.28–5.30), on obtient les trajectoires de renormalisation des figures 5.8 et
5.9.
-2 -1 0 1 2
-1
0
1
2
3
g1 − 2g2
g4ρ
Figure 5.8: Trajectoires de deux couplages du secteur charge. En ordonne´e : g4ρ, en
abcisse : g1− 2g2. La valeur de g3 n’affecte pas la trajectoire, mais uniquement la vitesse
et le point d’arreˆt. Sur fond bleu, les re´gion ou` g3 peut atteindre 0 (si et seulement si
|g3| < |2g2 − g1|) et ainsi immobiliser 2g2 − g1 et g4ρ avant d’atteindre {0, 2}.
Encore une fois, la pre´sence d’un gap est de´termine´e par le meˆme parame`tre qu’a` une
boucle, soit g1 − 2g2 < |g3|. Tout comme lorsqu’on se limite a` une seule boucle, s’il n’y a
aucun gap, g3 tend rapidement vers 0 :
g3(ℓ) ∼ g3(ℓ0) exp
(
(2g∗2 − g∗1)(1−
2g∗2 − g∗1
4
− g
∗
4ρ
2
)(ℓ− ℓ0)
)
(5.37)
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Figure 5.9: Trajectoires de deux couplages du secteur charge. En ordonne´e : |g3|, en
abcisse : g1−2g2. Les trajets sont des solutions nume´riques provenant de simulation avec
g4ρ = −2 en rouge, g4ρ = 0 en vert et g4ρ = 2 en bleu. Les simulations sont illustre´es
jusqu’a` ℓ = 4 et ont e´te´ calcule´es a` l’aide de Mathematica. Les points de de´part sont
illustre´s en noir.
et 2g2− g1 se stabilise aussitoˆt a` une valeur ne´gative. Les termes a` deux boucles peuvent
acce´le´rer le´ge`rement cette chute et de´placer tout aussi le´ge`rement le point fixe. Le terme
g4ρ sera pousse´ vers les valeurs ne´gatives et pourra ainsi contribuer lui aussi a` acce´le´rer
la chute de g3. Il ne pourra pas cependant demeurer au dessus de 2 + g
∗
1 − 2g∗2. Sur la
figure 5.8, on voit le trajet parcouru par g4ρ et g1 − 2g2. Bien que g3 influence la vitesse
de de´placement dans ce diagramme, il n’affecte pas la trajectoire. Cependant, comme
g1 − 2g2 ne peut pas passer sous |g3|, le point fixe sera atteint avant de sortir de la zone
bleue. Sur la figure 5.9, il y a quelques exemples de trajets dans le secteur charge standard
qui convergent rapidement vers le point fixe suivant :
g∗3 = 0 (5.38)
2g∗2 − g∗1 = −
√
(2g2 − g1)2 − |g3|2e−
Θρ√
11 (5.39)
g∗4ρ − 2 =
(
(g4ρ − 2) cosΘρ + 6(2g2 − g1) + g4ρ − 2√
11
sinΘρ
)
e
− Θρ√
11 (5.40)
ou` 0 ≤ Θρ ≤ arccos
2− g4ρ − 2g2−g12√
3(2g2 − g1)2 + (2g2 − g1)(g4ρ − 2) + (g4ρ − 2)2
(5.41)
Par la suite, on entre dans la coque thermique. Les termes proportionnels a` fT de-
viennent donc pertinents. Comme g3 a e´te´ pousse´ rapidement vers 0 pendant l’e´coulement
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logarithmique, les termes proportionnels a` g+3 g
−
3 sont ne´gligeables a` basse tempe´rature.
Par contre, chacun des trois couplages a des de´pendances en (2g2− g1) et en g4ρ. Selon la
valeur atteinte par g4ρ pendant l’e´coulement logarithmique, le couplage (2g2−g1) pourrait
s’e´loigner ou se rapprocher de 0. Aussi, selon les valeurs relatives atteintes par (2g2− g1)
et par g4ρ, ce dernier pourrait monter ou descendre. Par contre, g
p
3 devrait continuer sa
chute vers 0, car, bien que f1 et f2 tombent a` 0 en franchissant la coque thermique, ils
restent toujours au moins aussi importants que fT .
Si g1 − 2g2 < |g3|, on aura un gap de charge. En absence de g4, on a vu au chapitre 3
que lorsque seuls les termes logarithmiques sont tenus en compte, 2g2 − g1 tendait vers
2 alors que |g23| tendait vers (2g2 − g1)(4− (2g2 − g1)). Le point fixe e´tait donc a` |g∗3| =
2g∗2 − g∗1 = 2. En ajoutant g4 aux e´quations, 2g2 − g1 tend plutoˆt vers 2 − g4ρ alors que
|g23| tend vers (2g2 − g1)(4− (2g2 − g1)− 2g4ρ). Le couplage g4ρ peut diminuer tant que
2g2 − g1 < 0, mais il augmente de`s que 2g2 − g1 > 0. Cependant, comme pour le secteur
spin, il n’y a aucune re´troaction de g4ρ sur lui-meˆme a` cet ordre. Il ne peut donc pas se
stabiliser avant d’avoir pousse´ g3 a` s’annuler, ce qui est un arte´fact de l’ordre limite´.
5.2 Susceptibilite´ magne´tique
5.2.1 E´quation d’e´coulement
A` une boucle, la de´rivation des e´quations d’e´coulement de la susceptibilite´ magne´tique
uniforme du canal de Landau est similaire a` celle utilise´e pour de´river la susceptibilite´
des ondes de densite´ de spin du canal de Peierls introduite a` la section 3.2.2 et de´taille´e
a` l’annexe C.2.
On ajoute tout d’abord un couplage Zeeman a` un champ magne´tique uniforme dans
l’action :
Sh[ψ
∗, ψ, h] =
∑
q˜,µL
zµLOµL(q˜)hµL(q˜) (5.42)
ou` hµL repre´sente le champ magne´tique externe, zµL est un facteur de renormalisation
valant 1 lorsque ℓ = 0 et q˜ = (q, ωm)→ 0. Le terme OµL repre´sente quant a` lui le champ
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composite du canal de Landau :
OµL(q˜) ≡ Oµ+L (q˜) +Oµ−L (q˜) (5.43)
Oµp
L
(q˜) =
√
T
L
∑
k˜,α,β
ψ∗p,α(k˜ − q˜)σα,βµL ψp,β(k˜) (5.44)
Lorsqu’on calcule les diagrammes de susceptibilite´ pour le canal de Landau, on ob-
tient : 〈
SI,2OµpL(q˜)
〉
o¯,c
=
[
(g1 − g2Tr [σµpL ])Oµ−pL (q˜) + g4(1− Tr [σµpL ])OµpL(q˜)
]
IL (5.45)
〈SI,2Sh〉o¯,c =
∑
q˜<,µL
gµLILzµLOµL(q˜)hµL(q˜) (5.46)
ou` IL = fT
dℓ
2
est l’intensite´ du canal de Landau. La correction a` l’ordre une boucle au
facteur de renormalisation est donc donne´e par l’e´quation suivante :
zµL(ℓ+ dℓ) = zµL(ℓ)
(
1 +
g
(1)
µLfTdℓ
2
)
(5.47)
avec
g
(1)
µL 6=0 = g1 + g4 (5.48)
g
(1)
µL=0
= g1 − 2g2 − g4 (5.49)
Le terme quadratique 〈S2h〉o¯,c donnera quant a` lui la contribution suivante pour les
deux branches p = ± :
1
2
〈
S2h
〉
o¯,c
=
2
πvF
∑
q˜,µL
z2µLh
2
µL
(q˜) (5.50)
et menant a`
χµL(ℓ+ dℓ) = χµL(ℓ) +
2z2µL(ℓ)
πvF
fTdℓ (5.51)
Le calcul a` deux boucles donnera quant a` lui deux contributions logarithmiques qui
s’annuleront et il ne restera qu’une partie non logarithmique. Celle-ci ne fera qu’ajouter
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Σ a` g
(1)
µL . On obtient donc :
gσ ≡ g(1)µL 6=0 + Σ = g1 + g4σ (5.52)
gρ ≡ g(1)µL=0 + Σ = g1 − 2g2 − g4ρ (5.53)
qui montre bien que les degre´s de liberte´ de spin et de charge sont de´couple´s.
On obtient donc les e´quations d’e´coulement suivantes pour la susceptibilite´ magne´-
tique :
χ′σ =
2z2σ
πvF
fT (5.54)
z′σ = zσ
g1 + g4σ
2
fT (5.55)
On analysera dans ce qui suit l’inte´gration de ces e´quations pour ℓ → ∞, ce qui
conduira a` la susceptibilite´ χσ(T ) en fonction de la tempe´rature.
5.2.2 Re´sultats
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Figure 5.10: (a) Susceptibilite´ magne´tique calcule´e dans la limite Hubbard e´tendu avec
U = t = 1, V = 0.5, δt = 0, U0 = 0, δV = 0, δU = 0. (b) Zoom dans la re´gion basse
tempe´rature. En encadre´, la limite basse tempe´rature en e´chelle semi-logarithmique pour
illustrer la pente infinie dans la limite T → 0. Le point sur l’axe T = 0 ainsi que la fle`che
dans l’insert indiquent la valeur limite χ∗σ a` T = 0.
Lorsqu’on analyse en premier lieu la situation limite du mode`le, soit le cas Hubbard
e´tendu sans dime´risation (δt = 0) et sans potentiel de site (U0 = 0), la solution des e´qua-
tions (5.54-5.55) conduit a` la de´pendance en tempe´rature de la susceptibilite´ illustre´e a`
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la figure 5.10. On constate un maximum autour de T ≈ 0.2t. Au-dela` de cette tempe´ra-
ture, la susceptibilite´ tend vers une de´pendance de type Curie en 1/T . Dans ce re´gime
haute tempe´rature, les corre´lations antiferromagne´tiques sont a` tre`s courte distance et
le syste`me peut eˆtre vu comme un ensemble de spins localise´s faiblement corre´le´s, d’ou`
une re´ponse de type Curie. Le passage par le maximum marque une augmentation des
corre´lations antiferromagne´tiques. Celles-ci, de nature quantique, conduisent a` une dimi-
nution de la susceptibilite´ vers les basses tempe´ratures. Contrairement a` la susceptibilite´
de Pauli pour e´lectrons libres, celle-ci est augmente´e par les corre´lations et pre´sente une
de´croissance monotone en tempe´rature qui est essentiellement due a` la de´croissance de
la combinaison de g1 + g4σ par des corrections logarithmiques. Ces corrections logarith-
miques font rapidement tendre g4σ vers une constante temporaire g
∗
4σ alors que g1 varie
lentement en ∼ 1/ℓ(1+g∗4σ/2). Comme on peut le voir a` la figure 5.10 (b), la susceptibilite´
tend vers une valeur finie a` T = 0, mais avec une pente infinie [36,58–60]. Dans la limite
basse tempe´rature (g21 ≪ {g1, g∗4σ}), on peut obtenir le de´veloppement suivant :
χσ(T ) ≈ 2e
2g1(ℓT )
2−g∗
4σ − 1
πvF g1(ℓT )
(5.56)
≈ χ∗σ +
1
(1 +
g∗4σ
2
)(1− g∗4σ
2
)2πvF ℓT
+O( 1
ℓ2T
) (5.57)
ou` χ∗σ ≡
4
(2− g∗4σ) πvF
(5.58)
est la susceptibilite´ a` tempe´rature nulle. La singularite´ logarithmique de la susceptibilite´
uniforme lorsque T → 0 a e´te´ note´e pour la premie`re fois par Dzyaloshinskii et Larkin [36]
dans le cadre du mode`le de Hubbartd et par la suite par de nombreux auteurs [58–60].
On constate que, meˆme a` tre`s basse tempe´rature, il reste un e´cart significatif entre la
valeur limite et la valeur effective (voir l’insert dans la figure 5.10 (b)).
Sachant que la susceptibilite´ a` tempe´rature nulle peut aussi peut aussi s’exprimer en
fonction de la vitesse des spinons :
χ∗σ =
2
πvσ
(5.59)
on peut exprimer cette vitesse en fonction du point fixe :
vσ = vF
2− g∗4σ
2
(5.60)
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ou, a` l’aide de l’e´quation (5.31), en fonction des valeurs initiales des couplages :
vσ = vF
4−√3g21 + g1(g4σ + 2) + (g4σ + 2)2e− Θσ√11
2
(5.61)
L’expression de ce re´sultat en fonction des parame`tres microscopiques du hamiltonien
graˆce aux e´quations (5.32), (3.11) et (3.12) serait quant a` elle plutoˆt lourde.
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Figure 5.11: (a) Susceptibilite´ magne´tique calcule´e et (b) zoom sur la re´gion basse
tempe´rature incluant un point au maximum de chaque courbe et, en encadre´, la position
du maximum en fonction de δt avec U = t = 1, V = 0.5, U0 = 0 = δU , δV = 0, δt = 0
pour la courbe pointille´e rouge, soit la limite Hubbard e´tendu illustre´e a` la figure 5.10 et
δt = {0.1, 0.2, 0.3} pour les autres. Les points sur l’axe T = 0 repre´sentent des valeurs
limites a` T = 0.
On peut aussi ve´rifier l’e´volution de la position du maximum en fonction de la di-
me´risation ou du potentiel de site. Si on regarde dans un premier temps l’influence de
la dime´risation a` la figure 5.11, on constate qu’un δt croissant accentue le maximum
de susceptibilite´ et de´place sa position en tempe´rature par rapport a` la situation pour
δt = 0. L’origine physique de cette augmentation vient d’une diminution de la vitesse de
Fermi [cf. e´quation (3.4)] par la dime´risation qui augmente les valeurs initiales de g1 et
g4σ [cf. e´quations 3.11 et 3.12] et donc l’effet des interactions effectives responsables de
l’augmentation de la susceptibilite´ en plus d’amplifier la susceptibilite´ directement [cf.
e´quation (5.54)]. Ces interactions sont responsables d’un couplage d’e´change ferroma-
gne´tique effectif qui, bien que non singulier, favorise l’alignement des spins des e´lectrons
itine´rants (voir note 1 en page 92).
Si maintenant on ajoute l’effet d’une modulation de l’interaction aux plus proches
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Figure 5.12: (a) Susceptibilite´ magne´tique calcule´e et (b) zoom sur la re´gion basse
tempe´rature incluant un point au maximum de chaque courbe et, en encadre´, la position
du maximum en fonction de δt avec U = t = 1, V = 0.5, U0 = 0 = δU , δV = U t δtE2kF , δt = 0
pour la courbe pointille´e rouge, soit la limite Hubbard e´tendu illustre´e a` la figure 5.10 et
δt = {0.1, 0.2, 0.3} pour les autres. Les points sur l’axe T = 0 repre´sentent des valeurs
limites a` T = 0.
voisins δV ∝ δt, on constate a` la figure 5.12, que l’augmentation de la susceptibilite´ est
un peu plus accentue´e que celle obtenue a` la figure 5.11. L’origine cette fois, ne vient
pas de la diminution de la vitesse de Fermi, qui n’est pas affecte´e par δV selon l’e´qua-
tion (3.4), mais de l’augmentation de la valeur nue de g1 qui selon l’e´quation (3.11)
est directement affecte´e. La valeur nue de g4σ est quant a` elle inde´pendante de δV . En
comparant les figures 5.11 et 5.12, les valeurs de la susceptibilite´ a` tempe´rature nulle χ∗σ,
qui sont de´pendantes de g∗4σ, sont tre`s peu affecte´es. Il reste tout de meˆme un le´ger effet
(χ∗σ|δt=0.3,δV =0 = 2.429 vs χ∗σ|δt=0.3,δV =0.138 = 2.533), car g∗4σ augmente le´ge`rement lorsque
g1 augmente [cf. e´quation (5.31) et figure 5.7].
Il est inte´ressant de comparer ces pre´dictions the´oriques avec les re´sultats de l’expe´-
rience a` la figure 5.1 pour les deux compose´s (TMTTF)2PF6 et (TMTTF)2Br de la se´rie
des sels de Fabre. Le (TMTTF)2PF6 est le plus dime´rise´ de la famille [12, 55], ce qui
est cohe´rent avec un δt plus grand et un Tρ plus e´leve´ [cf. e´quation (4.60)] que pour le
(TMTTF)2Br tel qu’on peut le constater sur la figure 5.1. On constate, selon l’encadre´ de
la figure 5.1 que pour le (TMTTF)2PF6, l’amplitude de la susceptibilite´ dans la phase non
ordonne´e est plus grande que pour le (TMTTF)2Br, alors que la position du maximum
de susceptibilite´ est visible pre`s de l’ambiante contrairement au compose´ du brome. Ces
re´sultats sont en accord avec la tendance exprime´e a` la figure 5.12, ce qui montre que
lorsque δt augmente, le maximum se de´place vers le plus basses tempe´ratures, alors que
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l’amplitude de la susceptibilite´ augmente.
Figure 5.13: De´pendance en tempe´rature de la susceptibilite´ pour (a) : U/t1 = 4, t2/t1 =
1 ; et (b) : U/t1 = 8, t2/t1 = 0.7, calcule´e par simulations Monte Carlo [30].
On notera e´galement que ces deux effets de la dime´risation sur la susceptibilite´ ont
e´galement e´te´ confirme´s par Mila et Penc [30] par des simulations Monte Carlo dans le
cadre du mode`le de Hubbard dime´rise´ a` couplage fort (voir figure 5.13). On note que la
forme de la courbe obtenue pas Monte Carlo est similaire a` celle obtenue avec le RG dans
ce travail sauf pre`s de T = 0. En effet, les simulations Monte Carlo se basent sur des
syste`mes de taille finie. Or, pour mettre en e´vidence la pente infinie a` T → 0, il faut un
syste`me de taille infinie, car les corre´lations a` longue porte´e augmentent tre`s lentement
avec la tempe´rature et ce sont ces corre´lations qui sont responsables de la pente infinie.
Maintenant, si on passe a` l’influence du potentiel de site U0, et de δU en absence
de dime´risation a` la figure 5.14, on constate imme´diatement que l’augmentation de la
susceptibilite´ est tre`s appre´ciable. Par rapport au cas Hubbard e´tendu, on note une
augmentation d’environ 50% a` T = 0 et par un facteur 3.5 autour du maximum, alors
qu’en pre´sence de δt et δV , on notait une augmentation d’environ 30% a` tempe´rature nulle
et par un facteur 2 pre`s du maximum. L’effet d’un potentiel de site a` U0 = 0.5t sur vF est
similaire a` celui d’une dime´risation a` δt = 0.2t [cf. e´quation (3.4)]. Cependant, la valeur
nue de g1 est augmente´e par le potentiel de site, meˆme en l’absence de modulations dans
les interactions et encore davantage en pre´sence de modulations δU [cf. e´quation (3.11).
De plus, la valeur nue de g4σ est aussi augmente´e par les modulations δU , meˆme si
elle n’est pas affecte´e directement par le potentiel de site lorsque U = 2V [cf. e´qua-
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Figure 5.14: (a) Susceptibilite´ magne´tique calcule´e et (b) zoom sur la re´gion basse
tempe´rature incluant un point au maximum de chaque courbe et, en encadre´, la position
du maximum en fonction de U0 avec U = t = 1, V = 0.5, δt = 0 = δV , δU = −U U0EkF , U0 =
0 pour la ligne pointille´e rouge, soit la limite Hubbard e´tendu illustre´e a` la figure 5.10, et
U0 = {0.1, 0.2, 0.3, 0.4, 0.5, 0.6} pour les autres. Les points sur l’axe T = 0 repre´sentent
des valeurs limites a` T = 0.
tion (3.12)]. La grande augmentation de la susceptibilite´ est donc due a` l’effet combine´
de la diminution de vF et de l’augmentation des valeurs nues de g1 et g4σ. L’augmentation
de g4σ se refle`te e´galement par la valeur de χ
∗
σ a` tempe´rature nulle qui atteint des valeurs
comparativement plus grandes en fonction de la modulation des parame`tres de site.
Re´sume´
Dans ce chapitre, on a vu comment se´parer le spin et la charge dans les e´quations
d’e´coulement a` tempe´rature finie en incluant l’amplitude g4 de diffusion vers l’avant de
chaque feuillet de la surface de Fermi. On a aussi vu l’impact de diffe´rents parame`tres
d’interaction et de structure de bande du hamiltonien sur la susceptibilite´ magne´tique.
Augmenter la dime´risation δt ou le potentiel de site U0 affaiblit la vitesse de Fermi vF ,
ce qui augmente la susceptibilite´. Cependant, le potentiel de site affecte aussi la valeur
nue de g1, donc, son effet sur la susceptibilite´ χσ sera le´ge`rement plus grand pour un
meˆme effet sur vF . La modulation dans l’interaction au premier voisin δV a aussi un effet
sur la valeur nue de g1 lorsqu’elle est combine´e avec δt, et peut donc aussi augmenter
le´ge`rement la susceptibilite´. Par contre, a` basse tempe´rature, la valeur initiale de g1 a peu
d’impact. Or, si U = 2V , seule une modulation de l’interaction locale δU peut affecter
la valeur nue de g4 et a` condition d’eˆtre associe´e a` un potentiel de site U0. De plus, cette
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combinaison affectera aussi g1. Ce sera donc ce terme (δU ×U0) qui aura l’impact le plus
marque´ sur la susceptibilite´ magne´tique, surtout a` basse tempe´rature.
Conclusion
Dans ce travail, nous avons e´tudie´ les diffe´rentes proprie´te´s d’un mode`le unidimension-
nel d’e´lectrons en interaction sur re´seau a` quart-remplissage et soumis a` des potentiels
de commensurabilite´ 1/2 menant d’une part soit a` la formation de dime`res et/ou a` l’al-
ternance de sites, et d’autre part, a` la modulation des interactions e´lectron–e´lectron.
Un tel mode`le est pertinent pour de´crire diffe´rents phe´nome`nes de mise en ordre a`
longue distance dans des compose´s tels les sels de Fabre, (TMTTF)2X, et de Bechgaard,
(TMTSF)2X.
A` l’aide de la technique du groupe de renormalisation, nous avons e´tabli dans la limite
du continuum le diagramme de phase d’un tel mode`le jusqu’a` l’ordre deux boucles pour
les singularite´s logarithmiques pre´sentes dans la the´orie des perturbations. Nous avons
montre´ que les diffe´rents potentiels de commensurabilite´ sont a` l’origine de corre´lations
d’ondes de densite´ de charge et de spin avec une relation de phase particulie`re avec la
superstructure du re´seau.
Nous avons examine´ l’impact de telles modulations de charge e´lectronique sur le me´-
canisme de mise en ordre d’anions X couple´s aux e´lectrons de la chaˆıne organique. Nous
avons applique´ les pre´dictions du mode`le au cas concret des sels avec anions non centro-
syme´triques tel le X=ReO4, dans les alliages ordonne´s, synthe´tise´s a` d’aide des sels de
Bechgaard et de Fabre. Dans le cadre du couplage anion–e´lectron propose´ pre´ce´demment
par Riera et Poilblanc [11], nous avons ainsi montre´ que meˆme si une alternance des sites
renforce les ondes de densite´ de charge (ODC) et meˆme si ce sont les ODC qui alimentent
le me´canisme de mise en ordre des anions, le lien n’est pas si direct. En fait, une ODC
stationnaire doit inclure une phase dans sa description qui indique la position des ventres
et des nœuds par rapport aux sites du re´seau. Or, l’alternance des sites renforce les ODC
qui sont en concurrence directe avec celles qui sont responsables de la mise en ordre des
anions. Cette alternance des sites a donc pour effet d’abaisser la tempe´rature de mise en
ordre des anions, malgre´ l’augmentation de la tempe´rature de Mott.
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Nous avons ensuite conside´re´ comment le meˆme mode`le pouvait servir a` analyser la
compe´tition entre ordre de charge ferroe´lectrique et instabilite´ de te´trame´risation de la
chaˆıne organique aussi connue comme instabilite´ de spin–Peierls. Nous avons montre´ que
la pre´sence de ferroe´lectricite´, qui introduit une disproportion dans la distribution de
la charge dans la maille e´le´mentaire, est principalement responsable d’une diminution
du couplage e´lectron–phonon responsable de l’instabilite´ structurale. Une telle re´duc-
tion pouvait rendre compte d’observations dans les sels de Fabre, telles l’e´volution sous
pression hydrostatique de la localisation de Mott et la variation non monotone de la
tempe´rature caracte´ristique de mise en ordre spin–Peierls.
Nous avons conclu ce travail avec un calcul par le groupe de renormalisation de la
variation en tempe´rature de la susceptibilite´ magne´tique uniforme pour notre mode`le
unidimensionnel. Un correctif aux e´quations d’e´coulement des constantes de couplage s’est
ave´re´ ne´cessaire au calcul de susceptibilite´ lorsque tous les processus de diffusion e´lectron–
e´lectron vers l’avant ainsi que les contributions non logarithmiques en perturbations sont
inclus jusqu’a` l’ordre deux boucles. Les variations en tempe´rature de la susceptibilite´
ont pu eˆtre e´tablies en fonction des diffe´rents potentiels de superstructure du re´seau. La
comparaison avec des donne´es expe´rimentales dans les sels de Fabre et des simulations
nume´riques s’est ave´re´ satisfaisante.
Sur la base de ce que nous avons fait ici dans ce travail, on pourrait aussi envisager
d’e´largir la pre´sente analyse a` d’autres cas. L’influence du couplage interchaˆıne dans
notre mode`le serait une voie inte´ressante a` explorer. En effet, la constante de couplage
t⊥ a une e´nergie proche de la modulation δt de l’inte´grale de transfert. Elle pourrait
donc avoir des impacts importants dans des conditions de tempe´rature et de pression
similaires a` celles ou` s’appliquent les calculs pre´sente´s dans ce travail. On pourrait voir
dans quelle mesure elle influence l’antiferromagne´tisme et la supraconductivite´. L’impact
de la ferroe´lectricite´, meˆme faible, sur l’existence de la supraconductivite´ serait aussi
inte´ressant a` e´tudier.
On pourrait aussi appliquer les principes utilise´s dans ce travail pour e´tudier les
syste`mes bi-chaˆınes, Per2[M(mnt)2] (M=Pt, Pd. . .) a` base de pe´ryle`ne [61,62]. Ce syste`me
s’apparente au syste`me d’anions traite´ dans cette the`se. Dans ce cas aussi, il s’agit de
syste`me de chaˆınes quart remplies (pe´ryle`ne) couple´s a` un syste`me de chaˆınes voisines
(dythiolate) demi-rempli. Une instabilite´ de type onde de densite´ de charge dans les
pe´ryle`nes entraˆınerait une transition dans les dithiolates a` l’image de la mise en ordre
d’anions qui est stimule´e par la pre´sence d’onde de densite´ de charge sur les chaˆınes
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organiques.
Annexe A
Expression du hamiltonien dans
l’espace re´ciproque
Dans cette annexe, on partira du hamiltonien e´lectronique dans l’espace direct pour
de´duire son expression dans l’espace des quantite´s de mouvements. On diagonalisera
ensuite la partie a` un e´lectron et on exprimera les termes d’interactions en fonction des
e´tats propres de la partie a` un e´lectron.
En partant du hamiltonien dans l’espace direct e´quation (2.3) et des transformations
pour les ope´rateurs (2.4–2.5), on obtient le hamiltonien suivant :
H =
U0
N
∑
rkk′σ
(a†kσak′σe
i(k−k′)r − b†kσbk′σei(k−k
′)r) (A.1)
− 1
N
∑
{rkσ}
[
(t+ δt)a†kσbk′σe
i(k−k′)r + (t− δt)a†kσbk′σei(k−k
′)reik
′
+ h.c.
]
+
1
2N2
∑
{rkσ}
(U + δU)a†k4σ1a
†
k3σ2
ak2σ2ak1σ1e
i(k4+k3−k2−k1)r
+
1
2N2
∑
{rkσ}
(U − δU)b†k4σ1b†k3σ2bk2σ2bk1σ1ei(k4+k3−k2−k1)r
+
1
N2
∑
{rkσ}
(V + δV )a†k4σ1b
†
k3σ2
bk2σ2ak1σ1e
i(k4+k3−k2−k1)r
+
1
N2
∑
{rkσ}
(V − δV )a†k4σ1b†k3σ2bk2σ2ak1σ1ei(k4+k3−k2−k1)rei(k2−k3)r
Histoire de rendre l’expression plus syme´trique, on peut diviser les termes en V et δV
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par 2 et ajouter les termes en b†a†ab.
H = U0
∑
kσ
(a†kσakσ − b†kσbkσ)−
∑
kσ
[
(t(1 + eik) + δt(1− eik))a†kσbkσ + h.c.
]
(A.2)
+
1
2N
∑
{kqσ}
(U + δU)a†k1+qσ1a
†
k2−q+Gσ2ak2σ2ak1σ1 + (U − δU)b†k1+qσ1b†k2−q+Gσ2bk2σ2bk1σ1
+
1
2N
∑
{kqσ}
(V (1 + eiq) + δV (1− eiq))a†k1+qσ1b†k2−q+Gσ2bk2σ2ak1σ1
+
1
2N
∑
{kqσ}
(V (1 + e−iq) + δV (1− e−iq))b†k1+qσ1a†k2−q+Gσ2ak2σ2bk1σ1
ou` G est un vecteur du re´seau re´ciproque. Comme les valeurs des ki (i allant de 1 a` 4)
sont comprises dans l’intervalle ]−π, π], q peut eˆtre compris entre −2π et 2π et G sera un
des vecteurs suivants : −2π, 0, 2π. On peut aussi voir la correspondance, qui ne sera pas
toujours e´crite explicitement, entre k4 et k1+ q ainsi que entre k3 et k2−q+G. On aurait
pu tout aussi bien continuer d’e´crire les ope´rateurs avec k3 et k4 et ajouter la contrainte
δk1+k2+G,k3+k4. On aurait cependant aussi duˆ ajouter la de´finition q = k4−k1 = k2−k3+G
ou e´viter d’utiliser q pour ne prendre que sa de´finition.
Si on diagonalise les termes a` une particule, on obtient (pour un k donne´) :
E± = ±
√
4t2 cos2
k
2
+ 4δt2 sin2
k
2
+ U02 ≡ ±Ek (A.3)
On peut exprimer notre hamiltonien en utilisant d’autres parame`tres plus conviviaux :
U0 = Ek cos γk (A.4)
2t cos
k
2
= Ek sin γk cos νk (A.5)
2δt sin
k
2
= Ek sin γk sin νk (A.6)
Ek sin γk = Kk ≡
√
4t2 cos2
k
2
+ 4δt2 sin2
k
2
(A.7)
Il est maintenant possible de trouver les vecteurs propres.
0 = (H − E±)(Ca±a†kσ + Cb±b†kσ) |0〉 (A.8)
Ca± = ∓ei( k2−νk)
(
cot
γk
2
)±1
Cb± (A.9)
Annexe A : Expression du hamiltonien dans l’espace re´ciproque 115
En normalisant les coefficients et en les rendant le plus syme´triques possible, on obtient
les re´sultats suivants :
f †k,σ = e
i( k4−
νk
2 ) cos
γk
2
a†k,σ − e−i(
k
4
− νk
2 ) sin
γk
2
b†k,σ (A.10)
d†k,σ = e
i( k4−
νk
2 ) sin
γk
2
a†k,σ + e
−i( k4−
νk
2 ) cos
γk
2
b†k,σ (A.11)
On peut facilement inverser la relation :
a†k,σ = e
−i( k4−
νk
2 )
(
sin
γk
2
d†k,σ + cos
γk
2
f †k,σ
)
(A.12)
b†k,σ = e
i( k4−
νk
2 )
(
cos
γk
2
d†k,σ − sin
γk
2
f †k,σ
)
(A.13)
Si on ne´glige la sous-bande supe´rieure (f †, f), pour se concentrer uniquement sur la
sous-bande infe´rieure (d†, d), on trouve le hamiltonien suivant :
Hd =
∑
k,σ
−Ekd†kσdkσ
+
1
2N
∑
{kqσ}
d†k4=k1+q,σ1d
†
k3=k2−q+G,σ2dk2,σ2dk1,σ1(
(U + δU)ei(2ν[3]−
G
4
)
4∏
i=1
sin
γki
2
+ (U − δU)e−i(2ν[3]−G4 )
4∏
i=1
cos
γki
2
+2(V cos
q
2
− iδV sin q
2
)ei(
G
4
+2ν[1]) sin
γk4
2
cos
γk3
2
cos
γk2
2
sin
γk1
2
+2(V cos
q
2
+ iδV sin
q
2
)e−i(
G
4
+2ν[1]) cos
γk4
2
sin
γk3
2
sin
γk2
2
cos
γk1
2
)
(A.14)
ou` ν[1] et ν[3] sont de´finis comme suit :
ν[1] ≡ νk4 − νk3 + νk2 − νk1
4
(A.15)
ν[3] ≡ νk4 + νk3 − νk2 − νk1
4
(A.16)
E´tant donne´ qu’avec le groupe de renormalisation, on prend l’approximation que
toutes les quantite´ de mouvement sont proches du niveau de Fermi, on peut simplifier
les calculs en e´valuant γk et νk a` k = pkF (en sachant que γ−k = γk et ν−k = −νk). Si on
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regroupe les termes autrement, on obtient :
Hd =
∑
k,σ
−Ekd†kσdkσ
+
1
2N
∑
{kqσ}
d†k1+q,σ1d
†
k2−q+G,σ2dk2,σ2dk1,σ1(
U
{
cos
(
G
4
− 2p[3]νkF
)
1 + cos2 γkF
2
+ i sin
(
G
4
− 2p[3]νkF
)
cos γkF
}
−δU
{
cos
(
G
4
− 2p[3]νkF
)
cos γkF + i sin
(
G
4
− 2p[3]νkF
)
1 + cos2 γkF
2
}
+V cos
q
2
sin2 γkF cos
(
2p[1]νkF +
G
4
)
+δV sin
q
2
sin2 γkF sin
(
2p[1]νkF +
G
4
))
(A.17)
ou` p[1] et p[3] sont de´finis comme suit :
p[1] ≡ signe(k4)− signe(k3) + signe(k2)− signe(k1)
4
(A.18)
p[3] ≡ signe(k4) + signe(k3)− signe(k2)− signe(k1)
4
=
G
2π
(A.19)
Annexe B
E´coulement a` une boucle
Dans cette annexe, on explicitera les contributions a` l’ordre d’une boucle a` la coque
externe pour les termes d’interaction. On calculera l’intensite´ de chacun des canaux et on
regroupera toutes les combinaisons possibles avec un minimum d’approximations, tenant
compte a` la fois d’effets de tempe´rature finie, d’une relation de dispersion quelconque
sans syme´trie e´lectron–trou et d’une de´pendance en quantite´ de mouvement k de l’inter-
action. On de´taillera ensuite l’effet de chacune des approximations utilise´es dans la partie
principale de ce travail.
ψ1
ψ2
ψ3
ψ4
ψ5
ψ6
ga gb
Figure B.1: Diagramme ge´ne´rique des termes de S2I,2.
Les corrections a` l’interaction provenant des contributions de S2I,2 a` une boucle peuvent
eˆtre calcule´es ainsi :
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1
2
〈
S2I,2
〉
=
(
πvFT
L
)2 〈
ga(ℓ)ψ
∗
2,5ψ
∗
2,5,6ψ2,6ψ1 × gb(ℓ)ψ∗3ψ∗4,6ψ4,5,6ψ4,5
〉
(B.1)
=
(
πvFT
L
)2
ga(ℓ)gb(ℓ)ψ
∗
2,3ψ
∗
2,3,4ψ2,4ψ1 〈ψ5ψ∗5〉 〈ψ6ψ∗6〉 (B.2)
=
(
πvFT
L
)2
ga(ℓ)gb(ℓ)ψ
∗
2,3ψ
∗
2,3,4ψ2,4ψ1
∑
k˜5
1
iωn5 − ǫ5
1
iωn6 − ǫ6
(B.3)
≡ −πvFT
L
ga(ℓ)gb(ℓ)Iµψ
∗
2,3ψ
∗
2,3,4ψ2,4ψ1 (B.4)
ou` les indices multiples pour ψ(∗) re´fe`rent a` des alternatives qui de´pendent du sens des
fle`ches et de l’appariement des spins.
Selon le sens relatif des fle`ches, on aura {ωn6 , k¯6} = ±{ωn5, k¯5}. Le signe infe´rieur
(supe´rieur) s’applique avec une bulle e´lectron–e´lectron ou trou–trou (e´lectron–trou).
Iµ = ±πvF
2L
∑
k5,6∈c.e.
tanh ǫ5
2T
∓ tanh ǫ6
2T
ǫ5 ∓ ǫ6 (B.5)
= ±vF k¯ℓdℓ
4
(
tanh ǫ¯(p5k¯ℓ)
2T
∓ tanh ǫ¯(±p6k¯ℓ)
2T
ǫ¯(p5k¯ℓ)∓ ǫ¯(±p6k¯ℓ)
+
tanh ǫ¯(−p5k¯ℓ)
2T
∓ tanh ǫ¯(∓p6k¯ℓ)
2T
ǫ¯(−p5k¯ℓ)∓ ǫ¯(∓p6k¯ℓ)
)
(B.6)
En cas de singularite´s, on remplacera les tangentes comme suit :
tanh ǫ1
2T
+ tanh ǫ2
2T
ǫ1 + ǫ2
=
sinh ǫ1+ǫ2
2T
ǫ1 + ǫ2
sech
ǫ1
2T
sech
ǫ2
2T
(B.7)
=
sech ǫ1
2T
sech ǫ2
2T
2T
(
1 +O
(
ǫ1 + ǫ2
2T
)2)
(B.8)
On a 4 combinaisons possibles :
1. bulle paralle`le sur la meˆme branche : canal de Cooper paralle`le
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ga gb
IC′ = −vF k¯ℓdℓ
4
∑
p
tanh ǫ¯(pk¯ℓ)
2T
+ tanh ǫ¯(−pk¯ℓ)
2T
ǫ¯(pk¯ℓ) + ǫ¯(−pk¯ℓ)
(B.9)
= −vF k¯ℓ sinh
ǫ¯(k¯ℓ)+ǫ¯(−k¯ℓ)
2T
ǫ¯(k¯ℓ) + ǫ¯(−k¯ℓ)
sech
ǫ¯(k¯ℓ)
2T
sech
ǫ¯(−k¯ℓ)
2T
dℓ
2
(B.10)
≈ −vF k¯ℓ
2T
sech2
ǫ¯(k¯ℓ)
2T
dℓ
2
(B.11)
2. bulle e´lectron–trou sur la meˆme branche : canal de Landau
ga gb
IL =
vF k¯ℓdℓ
4
∑
p
tanh ǫ¯(pk¯ℓ)
2T
− tanh ǫ¯(pk¯ℓ)
2T
ǫ¯(pk¯ℓ)− ǫ¯(pk¯ℓ) (B.12)
=
vF k¯ℓ
2T
sech2 ǫ¯(k¯ℓ)
2T
+ sech2 ǫ¯(−k¯ℓ)
2T
2
dℓ
2
(B.13)
≈ vF k¯ℓ
2T
sech2
ǫ¯(k¯ℓ)
2T
dℓ
2
(B.14)
3. bulle paralle`le sur des branches oppose´es : canal de Cooper
ga gb
IC = −vF k¯ℓdℓ
4
∑
p
tanh ǫ¯(pk¯ℓ)
2T
+ tanh ǫ¯(pk¯ℓ)
2T
ǫ¯(pk¯ℓ) + ǫ¯(pk¯ℓ)
(B.15)
= −vF k¯ℓ
2
(
tanh ǫ¯(k¯ℓ)
2T
ǫ¯(k¯ℓ)
+
tanh ǫ¯(−k¯ℓ)
2T
ǫ¯(−k¯ℓ)
)
dℓ
2
(B.16)
≈ − tanh ǫ¯(k¯ℓ)
2T
dℓ
2
(B.17)
4. bulle e´lectron–trou sur des branches oppose´es : canal de Peierls
ga gb
IP =
vF k¯ℓdℓ
4
∑
p
tanh ǫ¯(pk¯ℓ)
2T
− tanh ǫ¯(−pk¯ℓ)
2T
ǫ¯(pk¯ℓ)− ǫ¯(−pk¯ℓ)
(B.18)
= vF k¯ℓ
tanh ǫ¯(k¯ℓ)
2T
− tanh ǫ¯(−k¯ℓ)
2T
ǫ¯(k¯ℓ)− ǫ¯(−k¯ℓ)
dℓ
2
(B.19)
≈ tanh ǫ¯(k¯ℓ)
2T
dℓ
2
(B.20)
Chacun des diagramme est repre´sente´ par l’une des formes de la figure B.2. Voici
quelques observations que l’on peut faire a` partir de ces diagrammes :
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– Le couplage gb du diagramme semi-ouvert ainsi que les deux couplages du dia-
gramme avec bulle ferme´e impliquent un faible transfert d’e´nergie, donc on les
e´valuera au niveau de Fermi. Par contre, les deux diagrammes en e´chelle ainsi que
le couplage ga du diagramme semi-ouvert impliquent un grand transfert d’e´nergie
entre les deux e´lectrons en interaction. On devra donc e´valuer ces couplages dans
la coque externe plutoˆt qu’au niveau de Fermi. On notera cette valeur gˆi ≡ gi(q¯ =
k¯ℓ) = gi + g¯i.
– Le diagramme en e´chelle paralle`le est le seul dont les deux fle`ches vont de ga vers
gb. Donc, ce diagramme ame`nera des contributions dans les deux canaux de Cooper
alors que les trois autres formes ame`neront des contributions dans les canaux de
Peierls ou de Landau selon les branches relatives. Le diagramme en e´chelle paralle`le
ame`nera donc une contribution oppose´e a` celle des autres due au canal utilise´.
– On peut construire le diagramme semi-ouvert de deux fac¸ons diffe´rentes en retour-
nant celui-ci. Les contributions de ce diagramme seront donc multiplie´es par deux.
– Le diagramme avec bulle ferme´e contient une bulle dont le spin est inde´pendant des
deux autres. On devra donc sommer sur les valeur possible de ce spin. De plus, la
signature de la permutation est diffe´rente des autres, donc un changement de signe
interviendra aussi. On aura donc un coefficient −2 devant les contributions de ce
diagramme.
(A) Diagramme en e´chelle paralle`le (B) Diagramme en e´chelle anti-paralle`le
(C) Diagramme semi-ouvert (D) Diagramme avec bulle ferme´e
Figure B.2: Formes des diagrammes a` une boucle
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Formellement, on obtiendra donc les re´sultats suivants :
A: 〈gaψ¯∗5ψ¯∗6ψ2ψ1×gbψ∗3ψ∗4ψ¯6ψ¯5〉 = gˆagˆbIC,C′ψ∗3ψ∗4ψ2ψ1
B: 〈gaψ¯∗5ψ∗2ψ¯6ψ1×gbψ∗3ψ¯∗6ψ4ψ¯5〉 = gˆagˆb IP,L ψ∗3ψ∗2ψ4ψ1
C: 〈gaψ¯∗5ψ∗2ψ¯6ψ1×gbψ∗3ψ¯∗6ψ¯5ψ4〉 = 2gˆagb IP,L ψ∗2ψ∗3ψ4ψ1
D: 〈gaψ∗2ψ¯∗5ψ¯6ψ1×gbψ∗3ψ¯∗6ψ¯5ψ4〉 = −2gagb IP,L ψ∗2ψ∗3ψ4ψ1
a b c d
e f g h
Figure B.3: Branches des diagrammes a` une boucle
Chacun des diagrammes contient 6 branches. Cependant, chaque couplage ame`ne une
contrainte, re´duisant le nombre de branches inde´pendantes a` 4. Aussi, le fait de changer
globalement toutes les branches ne fait que changer g+3 par g
−
3 et vice-versa. On peut
donc calculer la moitie´ des combinaisons possibles et multiplier le re´sultat par deux (sauf
lorsque g+3 et g
−
3 sont traite´s diﬀe´remment). On peut illustrer les 8 possibilite´s restantes
tel qu’a` la ﬁgure B.3. On y remarque que les combinaisons peuvent eˆtre groupe´es par 2 de
sorte que chaque e´le´ment d’un meˆme groupe contribue au meˆme terme tel que pre´sente´
dans le tableau B.1.
a & b c & d e & f g & h
A (gˆ24 + gˆ
+
3 gˆ
−
3 )IC′ 2gˆ
p
3 gˆ4IC′ (gˆ
2
1 + gˆ
2
2)IC 2gˆ1gˆ2IC
B (gˆ24 + gˆ
2
1)IL 2gˆ1gˆ4IL (gˆ
2
2 + gˆ
+
3 gˆ
−
3 )IP 2gˆ2gˆ
p
3IP
C 2(g4gˆ4 + gˆ1g2)IL 2(gˆ1g4 + g2gˆ4)IL (2g1gˆ2 + g
+
3 gˆ
−
3 + gˆ
+
3 g
−
3 )IP 2(g1gˆ
p
3 + gˆ2g
p
3)IP
D −2(g22 + g24)IL −4g2g4IL −2(g21 + g+3 g−3 )IP −4g1gp3IP
Tableau B.1: Re´sultats de l’inte´gration a` une boucle. La couleur des cases repre´sente le
couplage auquel ce terme contribue. On a les contributions a` g1 , a` g2 , a` g
p
3 et a` g4 .
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On peut utiliser certaines transformations qui se´parent les termes plus pertinents et
les termes moins pertinents :
IP =
f1
2
dℓ (B.21)
IC =
f¯1 − f1
2
dℓ (B.22)
IL =
fT
2
dℓ (B.23)
IC′ =
f¯T − fT
2
dℓ (B.24)
Ce qui me`ne a`
f1 = vF k¯ℓ
tanh ǫ¯(k¯ℓ)
2T
− tanh ǫ¯(−k¯ℓ)
2T
ǫ¯(k¯ℓ)− ǫ¯(−k¯ℓ) (B.25)
f¯1 =
vF k¯ℓ
2
ǫ¯(k¯ℓ) + ǫ¯(−k¯ℓ)
ǫ¯(k¯ℓ)− ǫ¯(−k¯ℓ)
(
tanh ǫ¯(k¯ℓ)
2T
ǫ¯(k¯ℓ)
− tanh
ǫ¯(−k¯ℓ)
2T
ǫ¯(−k¯ℓ)
)
(B.26)
fT =
vF k¯ℓ
2T
sech2 ǫ¯(k¯ℓ)
2T
+ sech2 ǫ¯(−k¯ℓ)
2T
2
(B.27)
f¯T =
vF k¯ℓ
2T
[
1
2
(
sech
ǫ¯(k¯ℓ)
2T
− sech ǫ¯(−k¯ℓ)
2T
)2
− sech ǫ¯(k¯ℓ)
2T
sech
ǫ¯(−k¯ℓ)
2T
(
sinh ǫ¯(k¯ℓ)+ǫ¯(−k¯ℓ)
2T
ǫ¯(k¯ℓ)+ǫ¯(−k¯ℓ)
2T
− 1
)]
(B.28)
On remarque que les termes f¯1 et f¯T de´pendent d’asyme´trie dans la relation de dis-
persion. Dans la limite syme´trique, ces deux termes disparaissent.
En utilisant ces de´finitions et en regroupant les termes autrement, on peut obtenir :
Φ1(g1) = −g21f1 + (g1f¯1 − g¯1f1)gˆ2 + ℜe[g±3 ]g¯3f1 + gˆ1gˆ4fT (B.29)
Φ1(2g2−g1) = (
∣∣g±3 ∣∣2 + g¯3ℜe[gˆ±3 ] + g¯1(gˆ2 − 2g1 − g¯1))f1
+
(2gˆ2 − gˆ1)2 + 3gˆ21
4
f¯1 − (2g2 − gˆ1)(g4 − g¯4)fT (B.30)
Φ1(g
p
3) = (g
p
3(2gˆ2 − g1) + g¯3(gˆ2 + g1))f1 − gˆp3 gˆ4(fT − f¯T ) (B.31)
Φ1(g4) =
3gˆ21 − (2g2−gˆ1)2 − 2
∣∣gˆ±3 ∣∣2 + 4g4g¯4
4
fT +
∣∣gˆ±3 ∣∣2 + gˆ24
2
f¯T (B.32)
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Certaines limites permettent certaines approximations. Prenons d’abord la limite
basse tempe´rature (2T ≪ ǫ¯(k¯ℓ)). Dans cette limite, la se´cante hyperbolique devient nulle
et la tangente devient unitaire, mais son signe de´pend du signe de son argument. On
obtient donc les re´sultats suivants :
f1 =
2vF k¯ℓ
ǫ¯(k¯ℓ)− ǫ¯(k¯ℓ) (B.33)
f¯1 =
vF k¯ℓ
2
(
ǫ¯(k¯ℓ) + ǫ¯(−k¯ℓ)
)2(
ǫ¯(k¯ℓ)− ǫ¯(−k¯ℓ)
)
ǫ¯(k¯ℓ)ǫ¯(−k¯ℓ)
(B.34)
fT = f¯T = 0 (B.35)
e´liminant la pertinence de g4. Dans cette limite, on peut donc ne´gliger les colonnes a a` d
du tableau B.1 et se concentrer sur les liens entre g1, g2 et g
p
3.
On peut aussi faire certaines approximations sur la relation de dispersion. En sup-
posant que celle-ci pre´sente une syme´trie e´lectron – trou (ǫ¯(−k¯) = −ǫ¯(k¯)), on peut de´ja`
faire quelques simplifications.
f1 = vF k¯ℓ
tanh ǫ¯(k¯ℓ)
2T
ǫ¯(k¯ℓ)
(B.36)
fT =
vF k¯ℓ
2T
sech2
ǫ¯(k¯ℓ)
2T
(B.37)
f¯1 = f¯T = 0 (B.38)
Si on suppose que la relation de dispersion est line´aire, on peut simplifier encore un
peu plus :
f1 = tanh
ǫ¯(k¯ℓ)
2T
(B.39)
Si on combine ces deux approximations (basse tempe´rature et dispersion line´aire), on
obtient un re´sultat tre`s simple :
f1 = 1 (B.40)
fT = f¯T = f¯1 = 0 (B.41)
Un autre cas particulier est celui ou` on e´limine les de´pendances en vecteur d’onde de
l’interaction. Dans l’espace direct, c¸a revient a` e´liminer les composantes non locales de
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l’interaction pour ne conserver que l’interaction locale. Cette approximation e´limine tous
les termes g¯i. Comme gˆi = gi+ g¯i, on peut aussi remplacer gˆi par gi. Cette approximation
permet aussi de se´parer la valeur absolue de gp3 et son argument
1 :
gp3 ≡ g3eipθg3 (B.42)
En prenant la de´rive´e logarithmique de g3, on obtient alors :
d ln gp3
dℓ
=
g′3
g3
+ iθ′g3 (B.43)
Φ1(g
p
3)
gp3
= (2g2 − g1)f1 − g4(fT − f¯T ) (B.44)
Comme tous les parame`tres de cette e´quation sont re´els, on ne peut rien associer a` θ′g3 ,
qui est par conse´quent nul.
En combinant l’approximation locale aux autres approximations, on obtient des contri-
butions a` une boucle tre`s simples :
Φ1(g1) = −g21 (B.45)
2Φ1(g2)− Φ1(g1) = g23 (B.46)
Φ1(g
(p)
3 ) = g
(p)
3 (2g2 − g1) (B.47)
Φ1(g4) = 0 (B.48)
On peut remarquer qui si on prend les limites basse tempe´rature, syme´trie e´lectron–
trou et interaction purement locale, on a deux secteurs inde´pendants soit le secteur charge
(2g2− g1 et g3) et le secteur spin (g1). Dans cette limite, g4 est constant. On devait s’at-
tendre a` ce genre de re´sultat, car on peut de´montrer que les deux secteurs sont inde´pen-
dants par d’autres me´thodes. Cependant, bien qu’un bris de syme´trie e´lectron–trou ou
une interaction non locale permette de lever la se´paration spin–charge, une tempe´rature
finie a` elle seule ne devrait pas lever cette se´paration et g4 vient coupler les deux secteurs.
On verra plus tard la solution a` ce proble`me.
1. Sans l’approximation locale, il serait plus avantageux de se´parer gp
3
en partie re´elle et imaginaire
plutoˆt qu’en valeur absolue et argument puisque la de´rive´e de gp
3
comporte un partie proportionnelle a`
g
p
3
lui-meˆme et une partie proportionnelle a` g¯3 qui est re´el.
Annexe C
De´tails du calcul des facteurs zµ
Dans cette annexe, on explicite les contributions a` l’ordre d’une boucle a` la coque
externe pour les fonctions de re´ponse. On utilise la me´thode diagrammatique pour se´lec-
tionner et classer les termes selon leur contribution.
C.1 Fonctions de re´ponse du canal de Cooper
zµC (ℓ+ dℓ)
=
zµC (ℓ)
±
zµC gˆ1IC
+
zµC gˆ2IC
(C.1)
On note la pre´sence du signe ± avec g1. Le signe choisi de´pendra du type de supra-
conductivite´ qu’on regarde. Pour comprendre, on doit se re´fe´rer a` l’e´quation de de´part :
OµC(q˜) =
√
T
L
∑
k˜,α,β
αψ−,−α(q˜ − k˜)σα,βµC ψ+,β(k˜) (C.2)
Apre`s calcul et substitutions pour revenir a` la forme originale, on obtient le re´sultat
suivant :
〈OµC (q˜)ψ[g1]〉 =
√
T
L
IC
∑
k˜,α,β
βψ−,−α(q˜ − k˜)σ−β,−αµC ψ+,β(k˜) (C.3)
Avec la supra singulet (SS), on remplace σ0 par la matrice identite´. Donc, les seules
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contributions non nulles sont celles ou` α = β. Or, σ↑,↑0 = σ
↓,↓
0 = 1. On a donc une
contribution positive pour la SS.
Avec la supra triplet (ST), on utilise les trois matrices de Pauli. Pour µC = {1, 2},
les termes non nuls sont ceux ou` α = −β. Si on fait les substitutions, on arrive avec une
contribution ne´gative. Pour µC = 3, les contributions non nulles sont celles ou` α = β
comme pour la matrice identite´, mais cette fois σ↑,↑3 = −σ↓,↓3 . Donc, peu importe µC , la
contribution est ne´gative pour la ST.
On arrive donc aux e´quations suivantes :
z′µC =
zµC
2
(±gˆ1 + gˆ2) IC (C.4)
ou plus simplement :
d
dℓ
ln zµC =
gµC
2
(f1 − f¯1) (C.5)
gSS = −gˆ1 − gˆ2 (C.6)
gST = gˆ1 − gˆ2 (C.7)
C.2 Fonctions de re´ponse du canal de Peierls
On peut ensuite analyser ce qui se passe dans le canal de Peierls. Tout d’abord,
e´tablissons la de´finition suivante pour l’ope´rateur de champ composite :
OµP (q˜) ≡
√
T
L
∑
k˜,α,β
ψ∗−,α(k˜ − q˜)σα,βµP ψ+,β(k˜) (C.8)
Lorsqu’on combine cet ope´rateur au terme SI,2, on obtient la relation suivante :
〈
OµP (q˜) SI,2
〉
=
gˆ2OµP (q˜)IP
−
g1Tr [σµP ]OµP (q˜)IP
+
gˆ+3 O
∗
µP
(−q˜)IP
−
g+3 Tr [σµP ]O
∗
µP
(−q˜)IP
(C.9)
Comme le terme re´sultant n’est pas proportionnel au terme initial, on aura aussi
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besoin de l’e´quation conjugue´e :
〈
O∗µP (−q˜) SI,2
〉
=
gˆ2O
∗
µP
(−q˜)IP
−
g1Tr [σµP ]O
∗
µP
(−q˜)IP
+
gˆ−3 OµP (q˜)IP
−
g−3 Tr [σµP ]OµP (q˜)IP
(C.10)
On remarque donc que le terme Umklapp (gp3, qui est complexe) couple les deux
champs composites conjugue´s. Le vecteur propre de l’ope´ration sera donc une combinaison
line´aire complexe des deux champs composite.
OµθP (q˜) ≡ OµP (q˜) + e
iθO∗µP (−q˜) (C.11)〈
SI,2OµθP (q˜)
〉
=
[
[g1,2]OµθP (q˜) +
[
g+3
]
O∗µP (−q˜) + eiθ
[
g−3
]
OµP (q˜)
]
IP (C.12)
ou` [gi] repre´sente la combinaison de gi pre´sente dans les e´quations C.9 et C.10.
On peut inverser la relation pour exprimer les champs composites initiaux comme une
combinaison line´aire de deux champs composites complexes oppose´s (eiθ
′
= −eiθ) :
OµP (q˜) =
OµθP (q˜) +Oµθ
′
P
(q˜)
2
(C.13)
O∗µP (−q˜) =
OµθP (q˜)− Oµθ′P (q˜)
2eiθ
(C.14)
Si on de´finit [gp3] ≡ [g3] eipθg3 et qu’on rame`ne ces re´sultats dans l’e´quation (C.12), on
obtient le re´sultat suivant :〈
SI,2OµθP (q˜)
〉
=
[
OµθP (q˜)
(
[g1,2] + [g3] cos θ¯
)
+ i sin θ¯ [g3]Oµθ′P
(q˜)
]
IP (C.15)
ou` θ¯ ≡ θ − θg3 .
On arrive donc a` l’e´quation suivante :
zµθP |ℓ+dℓ − zµθP |ℓ = IP zµθP
(
gˆ2 − g1Tr [σµP ] +
∣∣∣gˆp3 − gp3Tr [σµP ]∣∣∣ cos θ¯)
−iIP zµθ′P
∣∣∣gˆp3 − gp3Tr [σµP ]∣∣∣ sin θ¯ (C.16)
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ou` on peut remarquer que zµθP est couple´ a` zµθ
′
P
et vice versa. Cependant, ce couplage
peut eˆtre e´limine´ dans certaines conditions. Comme il est proportionnel a` sin θ¯, si ce
dernier s’annule, il n’y a plus de couplage. Comme g¯3 est ne´cessairement re´el ainsi que
les coefficients devant tous les termes, si gp3 est aussi re´el, il le restera et θg3 vaudra 0 ou
π pour tout ℓ. Aussi, si gp3 est complexe, mais qu’on ne´glige sa partie non locale (g¯3 ≈ 0),
il ne reste a` la de´rive´e de gp3 qu’une composante proportionnelle a` g
p
3 lui-meˆme avec un
coefficient re´el et θg3 ne peut pas changer. Dans ces deux cas, pour arriver a` 2 fonctions
de re´ponses de´couple´es l’une de l’autre, on devra choisir les valeurs de θ qui annulent
sin θ¯ soit :
θ¯ = 0 ⇒ θ+ = θg3 (C.17)
θ¯ = π ⇒ θ− = θg3 + π (C.18)
Les e´quations d’e´coulement ont donc la structure suivante :
d
dℓ
ln z
µ
θ±
P
=
g
µ
θ±
P
2
f1 (C.19)
Cependant, selon l’approximation ou la syme´trie, on utilisera une expression le´ge`re-
ment diffe´rente pour gµθP . Dans le cas ou` g
p
3 est re´el, on utilisera la combinaison suivante :
gODS± = gˆ2 ± (gp3 + g¯3) (C.20)
gODC± = gˆ2 − 2g1 ∓ (gp3 − g¯3) (C.21)
alors que si on prend l’approximation locale (g¯3 = 0), on obtient plutoˆt la forme suivante :
gODSθ± = gˆ2 ± |g
p
3| (C.22)
gODCθ± = gˆ2 − 2g1 ∓ |g
p
3| (C.23)
Toutefois, si on conserve a` la fois la partie non locale de g3 et sa partie imaginaire,
θg3 e´volue avec ℓ alors que θ± doit eˆtre fixe. Il devient donc impossible d’obtenir un
de´couplage parfait pour tout ℓ. Cependant, si θg3 varie peu, on peut utiliser la valeur
finale de celui-ci et ne´gliger le couplage entre les deux termes.
Annexe D
Calcul des contributions de la
self-e´nergie
Dans cette annexe, on explicite le calcul de la self-e´nergie a` l’ordre de deux boucles.
ψ1ψ1
ψ2
ψ3
ψ4
ga gb
Figure D.1: Diagramme ge´ne´rique de self-e´nergie
Les corrections au terme sans interaction provenant de la self-e´nergie peuvent eˆtre
calcule´es ainsi :
1
2
〈
S2I,3
〉
=
∑
k˜1
(
πvFT
L
)2 〈
ga(ℓ)ψ¯
∗
4ψ¯
∗
2ψ¯3ψ1 × gb(ℓ)ψ∗1ψ¯∗3ψ¯2,4ψ¯4,2
〉
(D.1)
=
(
πvFT
L
)2
ga(ℓ)gb(ℓ)
∑
k˜1
ψ∗1ψ1
〈
ψ¯∗2ψ¯2
〉 〈
ψ¯∗3ψ¯3
〉 〈
ψ¯4ψ¯4
〉
(D.2)
=
(
πvFT
L
)2
fjga(ℓ)gb(ℓ)
∑
k˜1
ψ∗1ψ1
∑
k˜2,k˜3,k˜4
G0p2(k˜2)G
0
p3
(k˜3)G
0
p4
(k˜4)δk˜1+k˜3,k˜2+k˜4+G˜ (D.3)
≡ gΣ2IΣ
∑
p1,k˜1
[G0p1(k˜1)]
−1ψ∗p1,α1(k˜1)ψp1,α1(k˜1) (D.4)
129
Annexe D : Calcul des contributions de la self-e´nergie 130
ou` les indices multiples re´fe`rent a` des alternatives d’appariement, IΣ est l’intensite´ du
canal de self-e´nergie et fj est un coefficient qui de´pend de la signature de la permutation
pour remettre les termes en ordre et de la somme sur les spins. Il vaudra 1 lorsqu’il n’y
a pas de bulle de spin inde´pendant et −2 lorsqu’il y en aura une.
On notera que la deuxie`me boucle n’est pas contrainte a` une coque infinite´simale.
En effet, e´tant donne´ que chaque boucle implique l’inte´gration d’un processus distinct,
il faudra tenir compte des processus e´le´mentaires inte´gre´es dans les coques pre´ce´dentes.
L’une des boucle sera donc contrainte a` la coque infinite´simale entre k¯ℓ+dℓ et k¯ℓ, mais
l’autre boucle d’inte´gration contiendra toutes les coques inte´gre´es pre´ce´demment pour un
processus simple et variera donc de k¯ℓ a` k¯0.
D.1 Calcul de IΣ
IΣ = [G
0
p1(k˜1)]
(
πvFT
L
)2∑
{k˜}
1
iω2 − ǫ2
1
iω3 − ǫ3
1
iω4 − ǫ4 (D.5)
= [G0p1(k˜1)]
(πvF
2L
)2∑
{k}
cosh ǫ2+ǫ4−ǫ3
2T
cosh ǫ2
2T
cosh ǫ3
2T
cosh ǫ4
2T
(
iωn1 − (ǫ2 + ǫ4 − ǫ3)
) (D.6)
On peut de´finir une fonction f2 pour simplifier l’expression ci-haut :
f2(ǫ2,3,4) ≡
cosh ǫ2+ǫ4−ǫ3
2T
4 cosh ǫ2
2T
cosh ǫ3
2T
cosh ǫ4
2T
(D.7)
On obtient donc le re´sultat suivant :
IΣ = [G
0
p1(k˜1)]
(πvF
L
)2∑
k′,q
f2(ǫ2,3,4)
iωn − (ǫ2 + ǫ4 − ǫ3) (D.8)
Avec une relation de dispersion line´aire, on a :
ǫi = pivF k¯i (D.9)
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De plus, la conservation de la quantite´ de mouvement ame`ne la relation suivante :
k¯1 + k¯3 = k¯2 + k¯4 (D.10)
Toutes ces contraintes re´unies font en sorte qu’on ne peut pas avoir de contribution
logarithmique si les pi sont tous identiques. On a donc k1 et un autre sur une branche et
les deux autres sur l’autre branche.
On a donc :
IΣ = [G
0
p1
(k˜1)]
(πvF
L
)2∑
{k}
f2(ǫ2,3,4)
iωn1 − ǫ1 − vF (p2k¯2 + p4k¯4 − p3k¯3 − p1k¯1)
(D.11)
= [G0p1(k˜1)]
(πvF
L
)2∑
{k}
f2(ǫ2,3,4)
iωn1 − ǫ1 − vF ((p2−p1)k¯2 + (p4−p1)k¯4 − (p3−p1)k¯3)
(D.12)
En substituant k¯2, −k¯3 et k¯4 par (k¯1 + q¯), (k¯′ − q¯) et (−k¯′) de sorte que le terme
remplace´ par (k¯1 + q¯) soit celui sur la meˆme branche que k1, on obtient :
IΣ = [G
0
p1(k˜1)]
(πvF
L
)2∑
k′,q
f2(ǫ2,3,4)
iωn1 − ǫ1 − 2vFp1q¯
(D.13)
On peut effectuer en premier lieu la somme sur les diffe´rentes combinaisons de signes
possibles (±k¯′,±q¯) :
IΣ = 2
(πvF
L
)2 ∑
k′≥c.e.
q≥c.e.
f2(q¯, k¯
′)
[G0p1(k˜1)]
−2 − (2vF q¯)2
(D.14)
f2(q¯, k¯
′) ≡ cosh
vF q¯
T
cosh vF q¯
T
+ cosh vF k¯
′
T
(D.15)
Chacune des deux variables d’inte´gration peut se trouver dans la coque externe ou a`
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l’exte´rieur. On additionne donc les deux contributions.
IΣ = 2
(πvF
L
)2 ∑
k¯ℓ<q¯<k¯0
k¯ℓ+dℓ<k¯
′<k¯ℓ
(
f2(q¯, k¯
′)
[G0p1(k˜1)]
−2−(2vF q¯)2
+
f2(k¯
′, q¯)
[G0p1(k˜1)]
−2−(2vF k¯′)2
)
(D.16)
= −f2(ℓ)dℓ
8
(D.17)
f2(ℓ) ≡ 4vF k¯ℓ
∫ k¯0
k¯ℓ
(
f2(q¯, k¯ℓ)
(2vF q¯)2 − [G0p1(k˜1)]−2
+
f2(k¯ℓ, q¯)
(2vF k¯ℓ)2 − [G0p1(k˜1)]−2
)
vFdq¯ (D.18)
≈ f1(ℓ) (D.19)
On peut noter que f2 est normalise´ a` 1 a` basse tempe´rature (vF k¯0 ≫ vF k¯ℓ ≫ 2T ) et
qu’il devient quasi line´aire en k¯ℓ dans la coque thermique tout comme f1.
Dans le cas ou` tous les pi sont identiques, on aura un re´sultat le´ge`rement diffe´rent :
ITΣ ≡ [G0p1(k˜1)]2
(πvF
L
)2∑
k¯′,q¯
fT2 (ǫ2,3,4) (D.20)
fT2 (ǫ2,3,4) =
sech ǫ2
2T
sech ǫ3
2T
sech ǫ4
2T
4
(D.21)
La somme sur les diffe´rentes combinaisons de signe donnera :
fT2 (q¯, k¯
′) =
2
cosh vF k¯
′
T
+ cosh vF q¯
T
(D.22)
Et au final, on aura :
ITΣ = [G
0
p1(k˜1)]
2vF k¯ℓdℓ
∫ k¯0
k¯ℓ
vFdq¯
cosh vF k¯
′
T
+ cosh vF q¯
T
(D.23)
Ce terme est similaire a` ceux des canaux de Landau et Cooper paralle`le a` une boucle.
Tout comme ces derniers, il implique que tous les propagateurs de la coque externe soient
sur la meˆme branche et il diminue rapidement lorsqu’on s’e´loigne de la coque thermique.
On peut approcher le re´sultat en sortant fT (ℓ) de l’inte´grale et en e´valuant le reste de
l’inte´grande dans la limite k¯′ → 0.
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ITΣ ≈ [G0p1(k˜1)]22TfT (ℓ)dℓ
∫ k¯0
k¯ℓ
lim
k¯′→0
cosh2 vF k¯
′
2T
cosh vF k¯
′
T
+ cosh vF q¯
T
vFdq¯ (D.24)
= 2T 2[G0p1(k˜1)]
2f
(2)
T dℓ (D.25)
≈ −f (2)T
dℓ
8
(D.26)
f
(2)
T ≡ fT (ℓ)
∫ ℓ
0
fT (ℓ
′)dℓ′ (D.27)
On remarque que f
(2)
T est ne´gligeable hors de la coque thermique, mais aussi qu’il n’y
a pas de facteur 1
q¯2
dans l’inte´grale qui affaiblit la contribution des q¯ plus grand et qui
permet ainsi de ne´gliger la de´pendance en ℓ′ du couplage. Ceci implique que :
gigjf
(2)
T ≈ fT (ℓ)
∫ ℓ
0
fT (ℓ
′)gi(ℓ′)gj(ℓ′)dℓ′ (D.28)
D.2 De´nombrement des combinaisons
Il y a deux combinaisons possibles pour l’appariement des spins. L’une force les spins
a` eˆtre tous identiques, l’autre admet une bulle inde´pendante. Comme pour les calculs a`
une boucle, la bulle inde´pendante implique une signature de permutation diffe´rente et
une somme sur les spins donc un facteur −2. Il y a aussi 3 possibilite´s pour le choix des
branches, chacune pouvant eˆtre combine´e a` chacune des deux combinaisons de spins. On
peut re´sumer les contributions a` l’aide du tableau suivant :
gb gb gb
g1g2 g1g2 g
+
3 g
−
3
−2g21 −2g22 −2g+3 g−3
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Pour les termes logarithmiques, on a donc :
gΣ2 = 2g1g2 − 2g21 − 2g22 − g+3 g−3 (D.29)
= −(2g2 − g1)
2 + 2g+3 g
−
3 + 3g
2
1
2
(D.30)
A` cela, on peut ajouter le terme de la coque thermique :
gTΣ2 = −g24 (D.31)
Si on re´unit le tout, on obtient le re´sultat suivant :
1
2
〈
S2I,3
〉
=
(
2g21+2g
2
2+g
+
3 g
−
3 −2g1g2
8
f2 − 2T
2g24f
(2)
T
[G0p1(k˜1)]
−2
)
dℓ
∑
p,k˜
[G0p(k˜)]
−1ψ∗p(k˜)ψp(k˜) (D.32)
≈
(
(2g2−g1)2+2g+3 g−3 +3g21
16
f2 +O
(
g24f
(2)
T
))
dℓ
∑
p,k˜
[G0p(k˜)]
−1ψ∗p(k˜)ψp(k˜) (D.33)
Annexe E
Fonctions de vertex a` deux boucles
Dans cette annexe, on explicite les contributions a` l’ordre de deux boucles a` la coque
externe pour les constantes de couplage. On effectue un calcul de´taille´ de chaque canal
possible en tenant compte des effets thermiques.
ψ1
ψ2
ψ3
ψ4
ψ¯5
ψ¯6
ψ¯7 ψ¯8ga
gb
gc
Figure E.1: Diagramme ge´ne´rique d’interaction a` deux boucles
Le terme d’interaction a` deux boucles peut eˆtre calcule´ ainsi :
1
2
〈
S2I,3SI,2
〉
= −πvFT
L
∑
{i,k˜,σ}
Φ2(gi)dℓψ
∗
2,3,4ψ
∗
2,3,4ψ2,3,4ψ1 (E.1)
Φ2(gi)dℓ ≡
∑
diag.∝gi
gagbgcfjj56j78I2 (E.2)
I2 ≡ −j56j78
(
πvFT
L
)2∑
{k˜}
G0p5(k˜5)G
0
p6
(k˜6)G
0
p7
(k˜7)G
0
p8
(k˜8) (E.3)
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ou` fj est un coefficient qui de´pend de la signature de permutation des ψi et de la somme
sur les spins alors que j56 (respectivement j78) vaut 1 si les fle`ches sur les propagateurs
5 et 6 (respectivement 7 et 8) sont paralle`les, autrement dit, si elles forment une bulle
e´lectron–e´lectron ou trou–trou, et −1 si elles sont anti-paralle`les, donc si elles forment
une bulle e´lectron–trou.
Les conservations impliquent :
G˜a = k˜5 − k˜1 + j56(k˜6 − k˜2) (E.4)
G˜b = k˜7 − k˜5 + j78(k˜8 − k˜3) (E.5)
G˜c = −j56j78k˜4 − j56k˜6 − k˜7 − j78k˜8 (E.6)
G˜0 = G˜a + G˜b + G˜c (E.7)
= −j56j78k˜4 − j78k˜3 − j56k˜2 − k˜1 (E.8)
G˜i = {Gi, ωm = 0} (E.9)
Gi ∈ {−2π, 0, 2π} (E.10)
E.1 Calcul des corrections de vertex a` deux boucles
I2 = −j56j78
(
πvFT
L
)2 ∑
k˜5,k˜7
G0p5(k˜5)G
0
p6
(k˜6)
(iωn7 − ǫ7)(iωn8 − ǫ8)
(E.11)
= −j56j78π
2v2FT
2L2
∑
k˜5,k7
G0p5(k˜5)G
0
p6(k˜6)
tanh ǫ7
2T
+ j78 tanh
ǫ8
2T
j78ǫ7 + ǫ8 − i(ωn3 + j78ωn5)
(E.12)
Si on de´finit une e´nergie associe´e a` chaque vertex :
ǫa ≡ ǫ5 − iωn1 + j56(ǫ6 − iωn2) (E.13)
ǫb ≡ ǫ7 − ǫ5 + j78(ǫ8 − iωn3) (E.14)
ǫc ≡ −ij56j78ωn4 − j56ǫ6 − ǫ7 − j78ǫ8 (E.15)
0 = ǫa + ǫb + ǫc (E.16)
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On peut arriver a` l’expression suivante :
I2 = −
∑
k5,k7
(πvF
2L
)2 1
ǫaǫbǫc
(
ǫa(1 + j78 tanh
ǫ7
2T
tanh
ǫ8
2T
)
+ (tanh
ǫ7
2T
+ j78 tanh
ǫ8
2T
)(ǫc tanh
ǫ5
2T
− ǫb tanh j56ǫ6
2T
)
)
(E.17)
= −
∑
k5,k7
(πvF
2L
)2 ǫa cosh ǫbc2T − ǫb cosh ǫac2T − ǫc cosh ǫab2T
2ǫaǫbǫc cosh
ǫ5
2T
cosh ǫ6
2T
cosh ǫ7
2T
cosh ǫ8
2T
(E.18)
ou` ǫab ≡ ǫ5 + j56ǫ6 − ǫ7 − j78ǫ8 (E.19)
ǫac ≡ ǫ5 + j56ǫ6 + ǫ7 + j78ǫ8 (E.20)
ǫbc ≡ −ǫ5 + j56ǫ6 + ǫ7 + j78ǫ8 (E.21)
On peut ensuite exprimer I2 en s’assurant d’isoler toute partie tendant vers 0. Pour y
arriver, on remplacera une des deux autres e´nergie de vertex a` l’aide de l’e´quation (E.16) :
I2 =
∑
k5,k7
(πvF
2L
)2 1
ǫa cosh
ǫ7
2T
cosh ǫ8
2T
(
cosh ǫ˜b
2T
ǫb cosh
ǫ5
2T
+
cosh ǫ˜c
2T
ǫc cosh
ǫ6
2T
)
(E.22)
=
∑
k5,k7
(πvF
2L
)2 −1
ǫb cosh
ǫ7
2T
cosh ǫ8
2T
(
cosh ǫ˜c
2T
ǫc cosh
ǫ6
2T
+
sinh ǫa
2T
sinh ǫ7+j78ǫ8
2T
ǫa cosh
ǫ5
2T
cosh ǫ6
2T
)
(E.23)
=
∑
k5,k7
(πvF
2L
)2 −1
ǫc cosh
ǫ7
2T
cosh ǫ8
2T
(
cosh ǫ˜b
2T
ǫb cosh
ǫ5
2T
− sinh
ǫa
2T
sinh ǫ7+j78ǫ8
2T
ǫa cosh
ǫ5
2T
cosh ǫ6
2T
)
(E.24)
ou` ǫ˜j ≡ ℜe[ǫj ] ne contient pas les fre´quences de Matsubara des termes non inte´gre´s.
La somme sur k5 et k7 implique une inte´grale sur l’une de ces valeurs au dela` de la
coque externe et sur l’autre a` l’inte´rieur de cette coque infinite´simale.
(πvF
2L
)2 ∑
k5,k7
=
(∫ k0
kℓ
+
∫ −kℓ
−k0
)
vFdk5
4
(∫ kℓ
kℓ+dℓ
+
∫ −kℓ+dℓ
−kℓ
)
vFdk7
4
+
(∫ k0
kℓ
+
∫ −kℓ
−k0
)
vFdk7
4
(∫ kℓ
kℓ+dℓ
+
∫ −kℓ+dℓ
−kℓ
)
vFdk5
4
(E.25)
Cependant, cette expression inclut une contribution de´ja` prise en compte avec les
calculs a` une boucle. Il faut donc soustraire cette contribution. Celle-ci est obtenue en
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prenant :
Iparquet = −
(πvF
2L
)2 ∑
k5,k7
sinh ǫa
2T
ǫa
sech2
ǫ5
2T
sinh ǫ78
2T
ǫ78
sech2
ǫ7
2T
(E.26)
ou` ǫ78 ≡ vF k¯7(p7 − p8).
A` une boucle, on avait 2 types de canaux distincts avec des intensite´s diffe´rentes,
soit les canaux logarithmiques (Peierls et Cooper) et les canaux thermiques (Landau et
Cooper paralle`le). A` 2 boucles, il y a 5 combinaisons distinctes pouvant donner lieux a`
des intensite´s diffe´rentes selon les branches p5, p6, p7 et p8.
Cas A : p5 = p6 = −p7 = −p8 (inclut le cas standard sans g4 ainsi que gb 6= g4 6= gc
mais ga = gf = g4)
ga
gb
gc
On part avec l’e´quation (E.23) (ou E.24). On effectue ensuite
quelques substitutions :
sinh
ǫa
2T
=
ǫa
2T
(E.27)
ǫb = −ǫc = 2vF k¯5 ± [G0p(k˜)]−1 (E.28)
IA2 =
(πvF
L
)2 ∑
k¯ℓ<q¯<k¯0
k¯ℓ+dℓ<k¯<k¯ℓ
(
2 cosh vF q¯
T
((2vF q¯)2 − [G0p(k˜)]−2)(cosh vF q¯T + cosh vF k¯T )
− 4
vF q¯
2T
tanh vF q¯
2T
((2vF q¯)2 − [G0p(k˜)]−2)(cosh vF q¯T + cosh vF k¯T )
+
sech2 vF q¯
2T
2T
sech2 vF k¯
2T
2T
+ (k¯ ↔ q¯)
)
(E.29)
≈ (f2(ℓ) + 2f (2)T )
dℓ
8
(E.30)
Cas B : p5 = p6 et p7 = −p8 (ga = g4 ou gf = g4)
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ga
gb
gc
On part avec l’e´quation (E.23) (ou E.24). On effectue ensuite
quelques substitutions :
sinh
ǫa
2T
=
ǫa
2T
(E.31)
ǫb = −ǫc = 2vF k¯7 ± [G0p(k˜)]−1 (E.32)
ǫ7 + j78ǫ8 = vF k¯5 + 2vF k¯7 (E.33)
IB2 =
(πvF
L
)2 ∑
k¯ℓ<q¯<k¯0
k¯ℓ+dℓ<k¯<k¯ℓ
(
2 cosh vF k¯
T
((2vF k¯)2 − [G0p(k˜)]−2)(cosh vF q¯T + cosh vF k¯T )
− 4
vF k¯
2T
tanh vF k¯
2T
((2vF k¯)2 − [G0p(k˜)]−2)(cosh vF q¯T + cosh vF k¯T )
(
1 +
cosh vF k¯
T
cosh2 vF q¯
2T
)
+
sech2 vF k¯
2T
2T
tanh vF q¯
2T
vF k¯
+ (k¯ ↔ q¯)
)
(E.34)
≈ f2(ℓ)dℓ
8
(E.35)
Cas C : p5 = −p6 et p7 = p8 (gb = g4 ou gc = g4)
ga
gb
gc
On part avec l’e´quation (E.22) et on effectue quelques substi-
tutions :
ǫ5 = j56ǫ6 = ǫ7 + j78ǫ8 = vF k¯5 (E.36)
ǫ7 = ǫ5 − j78ǫ8 = vF k¯7 (E.37)
ǫa = 2vF k¯5 (E.38)
ǫc = −2vF k¯5 ± [G0p(k˜)]−1 (E.39)
IC2 =
(πvF
L
)2 ∑
k¯ℓ<q¯<k¯0
k¯ℓ+dℓ<k¯<k¯ℓ
−2 cosh vF q¯
T
((2vF q¯)2−[G0p(k˜)]−2)
+
−2 cosh vF k¯
T
((2vF k¯)2−[G0p(k˜)]−2)
cosh vF q¯
T
+ cosh vF k¯
T
+
sech2 vF q¯
2T
2T
tanh vF k¯
2T
vF k¯
+ (k¯ ↔ q¯) (E.40)
≈ −f2dℓ
8
(E.41)
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Cas D : p5 = p6 = p7 = p8 (gb = gc = g4 et gf ∼ ga)
ga
gb
gc
On part avec l’e´quation (E.23) (ou E.24). On effectue ensuite
quelques substitutions :
ǫ5 = −j56ǫ6 = ǫ7 + j78ǫ8 = vF k¯5 (E.42)
ǫ7 = ǫ5 − j78ǫ8 = vF k¯7 (E.43)
sinh
ǫa
2T
=
ǫa
2T
(E.44)
ǫb = −ǫc = [G0p(k˜)]−1 (E.45)
ID2 =
(πvF
L
)2 ∑
k¯ℓ<q¯<k¯0
k¯ℓ+dℓ<k¯<k¯ℓ
4[G0p(k˜)]
2
(cosh vF k¯
2T
+cosh vF q¯
2T
)
+ 2
sech2 vF k¯
2T
sech2 vF q¯
2T
(2T )2
(E.46)
≈ 0 (E.47)
Cas E : p5 + p6 = p7 + p8 = 0 (aucun g4, parquet logarithmique)
ga
gb
gc
On part avec l’e´quation (E.22) et on effectue quelques substi-
tutions :
ǫa = 2vF q¯ (E.48)
ǫb = 2vF (k¯ − q¯) (E.49)
ǫc = −2vF k¯ (E.50)
ǫ7 + j78ǫ8 = vF (q¯ − 2k¯) (E.51)
IE2 =
(πvF
2L
)2 ∑
{±k¯,±q¯}≥c.e.
(
− cosh vF (q¯−k¯)
T
2vF (q¯ − k¯)(2vF q¯) cosh vF q¯2T cosh vF k¯2T cosh vF (q¯−k¯)2T
− cosh
vF k¯
T
(2vF k¯)(2vF q¯) cosh
vF q¯
2T
cosh vF k¯
2T
cosh vF (q¯−k¯)
2T
+
tanh vF k¯
2T
vF k¯
tanh vF q¯
2T
vF q¯
)
+ (k¯ ↔ q¯) (E.52)
≈ 0 (E.53)
Il faut cependant encore ajouter la contribution des termes comple´mentaires avec
Annexe E : Fonctions de vertex a` deux boucles 141
toutes les branches inverse´es. On multipliera donc tous les re´sultats par 2.
En re´sume´ :
IA2 = (
f2(ℓ)
4
+
f
(2)
T
2
)dℓ (E.54)
IB2 =
f2(ℓ)
4
dℓ (E.55)
IC2 = −
f2(ℓ)
4
dℓ (E.56)
ID2 ≈ 0 (E.57)
IE2 = 0 (E.58)
ou`
f2(ℓ) = 4vF k¯ℓ
∫ k¯0
k¯ℓ
(
f2(q¯, k¯ℓ)
(2vF q¯)2 − [G0p1(k˜1)]−2
+
f2(k¯ℓ, q¯)
(2vF k¯ℓ)2 − [G0p1(k˜1)]−2
)
vFdq¯ (E.59)
≈ tanh vF k¯ℓ
T
(E.60)
f
(2)
T ≈ fT (ℓ)
∫ ℓ
0
fT (ℓ
′)dℓ′ (E.61)
E.2 Combinatoire
Il reste a` de´terminer quelles combinaisons ajouter a` quel couplage. Pour y arriver, il
faut d’abord de´terminer quelles formes peuvent avoir les trajectoires et ensuite analyser
chaque forme associe´e a` chaque combinaison de branche possible pour de´terminer quelles
combinaisons de couplage contribuent a` quel couplage.
Il y a 16 formes possibles qui de´pendent de l’orientation de ga, gb et gc, et de l’orien-
tation des fle`ches. Cependant, il y a 3 formes qui sont des syme´tries de 3 autres formes.
On peut donc discerner 13 formes distinctes dont 3 avec une multiplicite´ de 2. Les formes
sont pre´sente´s a` la figure E.2.
La premie`re colonne contient les diagrammes avec une bulle de spin σ3 en ψ7,8 alors
que 2 autres diagrammes (I et J) contiennent une bulle de spin σ3 en ψ5,6,7 impliquant
fj = −2 dans les deux cas. Ils sont illustre´s sur fond bleu. La deuxie`me colonne, sur
fond rouge, contient les diagrammes existants en deux versions syme´triques (n = 2). La
dernie`re ligne (K a` M , sur fond gris) contient les diagrammes ou` j56 = 1 au lieu de −1
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partout ailleurs. De plus, il y a 4 diagrammes en jaune, re´unis pre`s du centre en C, D,
H et I, ou` j78 = 1 au lieu de −1. Donc, les fonds bleus et rouges impliquent un facteur
2 alors que les fonds gris, jaunes et bleus impliquent chacun un changement de signe.
fj = −2 n = 2 −j78 = −1
A : cF = 2 B : cF = −2 C : cF = 1 D : cF = 1 E : cF = −1
F : cF = 2 G : cF = −2 H : cF = 1 I : cF = −2 J : cF = 2
K : cF = −2 L : cF = 2 M : cF = 1
−j56 = −1
fj = −2
Figure E.2: Diagrammes de Feynmann a` deux boucles. Les couleurs des propagateurs
mettent en e´vidence les spins inde´pendants. La couleur de fond de´pend des coeﬃcients
qui n’ont pas leur valeur par de´faut soit : n = fj = −j56 = −j78 = 1 pour un coeﬃcient
ﬁnal cF = −nfjj56j78 = −1.
E´tant donne´ que chacune de ces formes peut a` priori admettre toutes les combinaisons
de branches possibles tel qu’illustre´ a` la ﬁgure E.3, on doit revenir aux 5 cas e´nume´re´s
plus haut pour de´terminer les contributions de chaque combinaison.
Il reste a` de´terminer quels couplages sont pre´sents pour chacune des 16 combinaisons
de branches et des 13 formes disponibles. Les re´sultats sont pre´sente´s dans le tableau E.1.
On note que ID2 et I
E
2 n’apportent aucune contribution signiﬁcative, donc on peut
ne´gliger les colonnes a et h ainsi que les colonnes k a` n. De plus, en l’absence de g4, on
peut ne´gliger les colonnes qui y contribuent (a a` d) et les colonnes qui en de´pendent (a,
b, e, f , h, i, j, o et p). Dans ces conditions, il ne reste donc que la colonne g.
Si on regroupe les termes du tableau E.1 par couleur, on obtient alors les re´sultats
A
n
n
ex
e
E
:
F
o
n
ctio
n
s
d
e
v
ertex
a`
d
eu
x
b
o
u
cles
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a b c & d e & f g h i & j k & l m & n o & p
A 2 2g22 2g1(g
2
1+g
2
3) 2(g
2
1+g
2
3) 2g1g
2
2 2g1 4g
2
2 4g1g
2
3 4g1g2g3 4g2g3
B −2 −2g1g2 −2g1(g1g2+g23) −2(g1g2+g23) −2g21g2 −2g1 −2g1+2g2 −2g1+2g23 −2g1+2g2g3 −2g1+2g3
C 1 g23 2g
2
1g2 2g1g2 g1g
2
3 g1 2g2g3 (g
2
1+g
2
2)g3 (g
2
1+g
2
2)g2 2g
2
3
D 1 g23 g1(g
2
1+g
2
2) (g
2
1+g
2
2) g1g
2
3 g1 2g2g3 2g1g2g3 2g1g
2
2 2g
2
3
E −1 −g21 −g1(g22+g23) −(g22+g23) −g31 −g1 −2g1g2 −2g2g23 −2g22g3 −2g1g3
F 2 2g22 2g2(g
2
1+g
2
3) 2(g
2
1+g
2
3) 2g
3
2 2g2 4g1g2 4g1g
2
3 4g
2
1g3 4g2g3
G −2 −2g1g2 −2g2(g1g2+g23) −2(g1g2+g23) −2g1g22 −2g2 −2g1g1+2 −2g1+2g23 −2g1+2g1g3 −2g1+2g3
H 1 g23 2g1g
2
2 2g1g2 g2g
2
3 g2 2g1g3 (g
2
1+g
2
2)g3 g1(g
2
1+g
2
2) 2g
2
3
I −2 −2g23 −2g2(g21+g22) −2(g21+g22) −2g2g23 −2g2 −4g1g3 −4g1g2g3 −4g21g2 −4g23
J 2 2g21 2g2(g
2
2+g
2
3) 2(g
2
2+g
2
3) 2g
2
1g2 2g2 4g
2
1 4g2g
2
3 4g1g2g3 4g1g3
K −2 −2g22 −4g1g23 −4g1g3 −2g22g3 −2g3 −4g22 −2g1(g21+g23) −2g2(g21+g23) −4g1g2
L 2 2g1g2 2g1+2g
2
3 2g1+2g3 2g1g2g3 2g3 2g1+2g2 2g1(g1g2+g
2
3) 2g2(g1g2+g
2
3) 2g1g1+2
M 1 g21 2g2g
2
3 2g2g3 g
2
1g3 g3 2g1g2 g1(g
2
2 + g
2
3) g2(g
2
2 + g
2
3) 2g
2
1
× g34ID2 g4IA2 IB2 g4IB2 IA2 g24ID2 g4IC2 IE2 IE2 g4IC2
Tableau E.1: Contributions a` deux boucles. En bleu, les contributions a` g1 ; en rouge, les contributions a` g2 ; en jaune,
les contributions a` g3 = |gp3| et en gris, les contributions a` g4. Note : Pour exprimer ce tableau en fonction de g±3 au lieu
de g3, on peut simplement remplacer g3 par g
±
3 dans les cases jaunes qui contribuent alors a` g
±
3 et remplacer g
2
3 par g
+
3 g
−
3
ailleurs. g1+2 = g1 + g2
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a : cas D b : cas A c : cas B d : cas B
e : cas B f : cas B g : cas A h : cas D
replacemen
i : cas C j : cas C k : cas E l : cas E
m : cas E n : cas E o : cas C p : cas C
Figure E.3: branches a` deux boucles
suivants :
Φ2(g1)dℓ = g1(2g
2
2 + g
2
3 − 2g1g2)IA2 + 2g21g4(IB2 + 2IC2 ) + g1g24ID2
+ g1(g
2
1 − 6g1g2 + 6g22 + 3g23)IE2 (E.62)
= −g1gΣ2(IA2 + 3IE2 )− g31(2IA2 + 5IE2 ) + 2g21g4IB+2C2 + g1g24ID2 (E.63)
Φ2(g3)dℓ = g3
(
(g21 + 2g1g2 − 2g22)IA2 + 2(2g2 − g1)g4(IB2 + 2IC2 ) + g24ID2
)
+ g3(4g
2
1 + 2g1g2 − 2g22)IE2 (E.64)
= −g3gΣ2(IA2 + 3IE2 )− (2g2 − g1)2g3(IA2 + 2IE2 )− g33(IA2 + 3IE2 )
+ 2(2g2 − g1)g3g4IB+2C2 + g3g24ID2 (E.65)
Φ2(g4)dℓ = (2g
2
1 − 2g1g2 + 2g22 + g23)g4IA2 + 3(g31 + (2g2 − g1)g23)IB2 + 3g24ID2 (E.66)
= −g4gΣ2IA2 + 3(g31 + (2g2 − g1)g23)IB2 + 3g34ID2 (E.67)
Φ2(2g2 − g1)dℓ = −(2g2 − g1)gΣ2(IA2 + 3IE2 )− (2g2 − g1)g23(2IA2 + 4IE2 )
− (2g2 − g1)3IE2 + 2g23g4IB+2C2 + (2g2 − g1)g24ID2 (E.68)
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Si on remplace les 5 canaux par leurs valeurs respectives, on obtient :
Φ2(g1) = −g1gΣ2(
f2
4
+
f
(2)
T
2
)− g31(
f2
2
+ f
(2)
T )− g21g4
f2
2
+O
(
g1g
2
4f
(2)
T
)
(E.69)
Φ2(2g2 − g1) = −(2g2 − g1)gΣ2(
f2
4
+
f
(2)
T
2
)− (2g2 − g1)g23(
f2
2
+ f
(2)
T )
− g23g4
f2
2
+O
(
(2g2 − g1)g24f (2)T
)
(E.70)
Φ2(g3) = g3
(
−gΣ2(
f2
4
+
f
(2)
T
2
)− (2g2 − g1)2(f2
4
+
f
(2)
T
2
)− g23(
f2
4
+
f
(2)
T
2
)
− 2g2 − g1
2
g4f2 +O
(
g24f
(2)
T
))
(E.71)
Φ2(g4) = −g4gΣ2(
f2
4
+
f
(2)
T
2
) + 3
g31 + (2g2 − g1)g23
4
f2 +O
(
g34f
(2)
T
)
(E.72)
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