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Abstract
It is shown that conformally invariant theories can be obtained within the framework of
the coset space construction. The corresponding technique is applicable for the construction
of representations of the unbroken conformal group, as well as of a spontaneously broken
one. A special role of the “Nambu–Goldstone fields” for special conformal transformations is
clarified – they ensure self–consistency of a theory by guaranteeing that discrete symmetries
are indeed symmetries of the theory. A generalization of the developed construction to a
special class of symmetry groups with a non–linear realization of its discrete elements is
given. Based on these results, the usage of the inverse Higgs constraints for the conformal
group undergoing spontaneous symmetry breaking is questioned.
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1 Introduction
The coset space technique (CST) is a very powerful tool for realizing a part of a symmetry
group non–linearly1. Most commonly, it is used to construct effective Lagrangians of theo-
ries undergoing spontaneous symmetry breaking (SSB) [1–3]. A less known application of this
technique is the construction of Lagrangians with gauge invariance – the latter is non–linearly
realized, which allows to apply the coset space framework. For example, by properly identifying
such symmetries, one can use the CST to reconstruct the Yang–Mills theory [4, 5] (which also
provides a link to the Stueckelberg fields) and General Relativity [6–8]. These findings naturally
pose the question of whether it is possible to realize any non–linear symmetry, not only of gauge
type, within the CST.
1More precisely, such representations are non–homogeneous. In what follows those two types of realizations
would not be distinguished.
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The question of how to apply the CST to the construction of theories with non–linear discrete
symmetries will be addressed in the present paper. First, it will be done on the most physically
interesting example, the conformal group2 (CG), and then generalized to other symmetry groups.
The proper interpretation of the “Nambu–Goldsone fields” (NGF)3 corresponding to non–linear
spacetime symmetries is obtained by paying a careful attention to discrete symmetries of a theory.
The results obtained in the paper are interesting in the following three main contexts.
First of all, the presented technique allows to obtain conformally invariant theories within
the coset space framework. Two possible approaches to the same problem were suggested in [9]
and [10]. In [9], the CG was spontaneously broken and appropriate non–linear representations
were obtained by starting from representations of the O(2, d+1) group. However, it is interesting
to apply the CST to the unbroken CG and to obtain conformally invariant Lagrangians directly
within the CST. In [10], it was suggested to double the dimensionality of the spacetime the fields
of a theory live on. The resulting from such a procedure space was dubbed the biconformal space
(it was also introduced in [11]). Unlike the homogeneous space of the CG, it is symmetric, which
allows to apply the CST. However, this approach, to the author’s knowledge, did not prove itself
to be useful and is unnatural because of the doubling of the coordinates.
One of the aims of the paper is to suggest an alternative way. The developed method allows
to reproduce all consequences of the conformal invariance, such as tracelessness of the energy–
momentum tensor of such theories, the transformation properties of fields, and the well–known
condition that if the virial current is a divergence of some other tensor, then the theory is
conformally invariant [12]. By paying a careful attention to the homogeneous space and the
discrete element of the CG, the two–folded role of the NGF for special conformal transformations
(SCT) is clarified. Namely, on the one hand, they must be introduced into a theory as fields,
despite that there is no SSB. But, on the other hand, they are non–dynamical due to the fact
that the solution of their equations of motion (EqM) turns out to be fixed by the symmetries.
The latter requirement invokes non–trivial constraints on a theory, which ensure that the latter
is not only scale invariant, but enjoys full conformal invariance.
Secondly, the obtained results clarify a special role of the NGF corresponding to non–linearly
realized spacetime symmetries (in particular, to SCT), when such symmetries become sponta-
neously broken4. Namely, it is believed that one should use the so–called inverse Higgs constraints
(IHC) [13] to express unphysical degrees of freedom (NGF for SCT) in favour of physical ones
2The CG includes the discrete element which is realized non–linearly as the inversion operator of the coordinates
of the Minkowski spacetime, I : xµ → xµx2 . For convenience, both the corresponding element of the CG and its
representation as the operator will be referred to as the inversion.
3They are not NGF in the conventional sense. Nevertheless, as they appear in the CST in the same manner
as the usual NGF, and to have a shorthand for such fields, they will be referred to as NGF.
4By definition, broken generators are those that have a non–trivial action on the vacuum. Such definition
allows to distinguish the broken generators from a more general class of non–linearly realized ones.
3
(NGF for dilations) [14, 15]. However, the coset space construction for the CG developed in the
main part of the paper questions this prescription. Namely, it implies that the NGF for SCT in
the broken phase of a theory must be considered in the same way as in the unbroken one, since
the solution of their EqM is still fixed by the symmetries. Thus, one is forbidden to impose any
additional constraints on them, which directly contradicts the usage of IHC. To compare these
approaches, an explicit example of a spontaneous breakdown of the CG is considered. It is shown
that the correct effective Lagrangian can be obtained by both methods, but the usage of IHC is
incompatible with the symmetries and lacks a clear physical interpretation. On the other hand,
the developed approach is self–consistent and admits a clear interpretation. For the discussions
on the inverse Higgs phenomenon in various contexts, the reader is referred to [16–19]. A more
general study of this question will be carried out by the author in the proceeding paper.
Also, by using methods unrelated to the developed construction, the spontaneous breakdown
of the CG down to the Poincare subgroup is studied. It is shown that such pattern of SSB
always gives rise to only one dynamical NGF corresponding to broken dilations, despite that
SCT are broken as well. The underlying physics of this phenomenon is that the action of SCT
on the fields of a theory is expressible in terms of dilations. This makes the introduction of the
corresponding NGF unnecessary or, if introduced, redundant5 [16, 18]. Thus, when one makes
the polar decomposition, which factorizes NGF from the other fields of a theory, all dynamics
of the NGF can be caught by one parameter, and, consequently, there is only one NGF. This
observation indirectly supports the way the NGF for SCT are treated within the developed
method and questions the usage of IHC as a proper way of excluding unphysical fields from a
theory.
Finally, the coset space construction for the CG is generalized to other spacetime groups.
This extends the area of applicability of the CST to groups, whose (chosen) homogeneous space
is homogeneously reductive after the exclusion of all non–linear discrete symmetries. The under-
lying mathematical aspects of the developed method that ensure the applicability of the CST
in such cases are demonstrated. As a by-product, the role of non–linear discrete symmetries in
forming the algebra of the corresponding group is clarified. In particular, this allows to reveal a
certain structure of the commutation relations of the algebra.
The paper also contains an overview of the CST, which fills in the lack of literature on the
connection between the method of induced representations and the CST. This connection allows
to clarify the prescriptions of the CST and is important for understanding the central idea of the
construction developed in the main part of the paper.
The paper is organised as follows. In section 2, the review of the CST and the method
of induced representations is given. Then, in section 3, the technique allowing to construct
5This does not contradict the prescription of the developed construction to introduce the NGF for SCT because
their role in the latter is qualitatively different from that of the usual NGF.
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conformally invariant Lagrangians and to reproduce all consequences of the conformal invariance
is developed. In section 4, a SSB of the CG is considered and a proper treatment of the NGF for
SCT is discussed. In section 5, a generalization of the presented technique to other spacetime
groups is given. Finally, section 6 is devoted to discussions and conclusions.
Conventions. Through the paper, the terms “Lagrangian” and “Lagrangian density” are
used interchangeably. The “×” is used to show the structure of the group and does not denote the
direct product of the corresponding elements. In section 2, Greek (µ, ν, ...) and Latin indices from
the beginning (a, b, ...) and the middle (i, j, ...) of the alphabet are used to distinguish various
elements of algebras, as well as associated elements. The signature of the metric is chosen to be
diag(+,−, ..,−).
List of abbreviations: CST – coset space technique, SSB – spontaneous symmetry breaking,
CG – conformal group, SCT – special conformal transformations, NGF – Nambu–Goldstone
fields, IHC – inverse Higgs constraints, EqM – equation of motion, MCF – Maurer–Cartan form,
(A)dS – (anti–)de Sitter space, CFT – conformal field theory, DoF – degrees of freedom.
2 Coset space construction
The application of the CST to the construction of effective Lagrangians resulting from a
spontaneous breakdown of internal symmetries in the Minkowski spacetime was first developed
in [1, 2]. Soon, these results were generalized to SSB of spacetime symmetries in [3]. The
presented overview of this technique links to the method of induced representations [20], which
clarifies the usage of the CST and explains how it can be used on other spacetime manifolds,
in particular, in the (A)dS space. It is assumed that a symmetry group is global and does not
possess discrete elements, the proper inclusion into consideration of which is the main goal of
the paper and is done in the next section. A nice review of the original approach of [1,2] is done
in [21]. The reader is referred to [2,4,5,8,21] for the application of the CST to local groups and
to [5, 22] for the construction of the Wess–Zumino terms.
2.1 CST and induced representations
Before considering the application of the CST to the construction of effective Lagrangians, it
is useful to show that the CST is applicable in cases when there is no SSB. Namely, consider a
symmetry group G, its (chosen) homogeneous space A with a stability group H of ~0 ∈ A, and
a representation of G obtained by inducing a representation of H. Then, the CST provides all
ingredients needed to construct the most general form of the Lagrangians with the symmetry
group G for the fields ψ(x) living on A. In this subsection, the corresponding construction is
given and the notion of the induced representations is introduced.
5
As A is the homogeneous space of G, there is a one–to–one correspondence,
A = G/H . (2.1)
Denote by Vi the generators of H and let Pµ supplement them to the full set of generators of
G. Then (2.1) establishes the isomorphism between A and the orbit of ~0 under the action of
gH ∈ G/H,
gH = e
iPµxµ . (2.2)
In particular, this makes natural to refer to Pµ as generators of translations and to x
µ as coor-
dinates on A, which would be done from now on. Consider the left action6 of G on G/H, which
for an arbitrary g ∈ G can be uniquely written as
g · gH = g′H(g, gH) · h(g, gH) , (2.3)
where h(g, gH) ∈ H and the dot, which will be often omitted, denotes the multiplication in G.
This defines the transformation rule of gH under the action of G,
gH → g · gH · h−1(g, gH) : xµ → x′µ(g, xµ) , (2.4)
which, as it is indicated, can be naturally interpreted as a change of coordinates. In particular,
acting on G/H by g1, g2 ∈ G successively or by (g1 · g2) yields
g′′H (g2, g
′
H(g1, gH)) = g
′
H(g1 · g2, gH) , h(g2, g′H(g1, gH)) · h(g1, gH) = h(g2 · g1, gH) , (2.5)
since the result of the action must be the same.
Given the space A and the action of G on its coordinates, one further wants to introduce fields
living on it. This is done by using the method of induced representations. Namely, to construct
the induced (from H) representation of G, one first introduces a space of a representation of H,
which will be denoted as V , and the corresponding representation of H, Tˆ (h), acting on it,
Tˆ (h) : V → V , ∀ψ ∈ V → Tˆ (h)ψ . (2.6)
At this stage, ψ ∈ V are elements of V , with no dependence on xµ. As a next step, the elements
of V are promoted to functions with the domain G/H, taking values in V ,
ψ → ψ(x) , (2.7)
where it was used that each representative of G/H is uniquely determined by the values of xµ.
Finally, one defines an action of G on this space of functions to be
Tˆ (g)ψ(x) = Tˆ
(
h−1(g−1, gH)
)
ψ(x′(g−1, x)) , (2.8)
6Equivalently, one can consider the right action of G on G/H.
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where h is defined from (2.3) for gH taken at ~x. The obtained representation of G, acting on
xµ and ψ(x) via (2.4) and (2.8) accordingly, is called the induced representation. In particular,
(2.5) guarantees that this is indeed a (non–linear) representation of G.
The simplest example illustrating the application of this technique is the construction of
representations of the Poincare group from the Lorentz subgroup. First, one introduces a space
of a representation of the Lorentz group, which is characterized by spin. Then, the elements of
this space are promoted to dynamical fields by making them functions of xµ, thus forming the
space of the representation of the Poincare group. Finally, one defines the action of the latter
on the coordinates and fields to be given by (2.4) and (2.8) accordingly, which coincides with
the usual well–known expressions. As another example, the same procedure can be applied to
construct representations of the AdS group, which corresponds to inducing representation of the
O(1, d) group to that of O(2, d).
From a general perspective, induced representations are important because they naturally
introduce the notion of fields and allow to obtain a representation of the full group from that
of its subgroup. In particular, the initial space of a representation of H can be thought of as
a set of fields defined at ~0 only, since at this point the induced representation of h ∈ H, (2.8),
reduces to the initial one, (2.6). Then, loosely speaking, the “induction” of the representation
corresponds to defining ψ on the whole A in a way that forms a representation of G.
Further, if G/H is homogeneously reductive, that is, the commutation relations of the corre-
sponding algebra are of the form7
[Vi, Vj] = f
k
ijVk , [Pµ, Vi] = f
ν
µiPν , (2.9)
where fabc are the structure constants, the CST is applicable for the construction of G–invariant
Lagrangians. For that purpose, one should obtain Maurer–Cartan forms (MCF), belonging to
the algebra of G, defined as
g−1H dgH = iPµω
µ
P + iViω
i
V , (2.10)
where d is the differential and ωµP , ω
i
V are the MCF for Pµ and Vi accordingly. The transformation
law of the MCF under the action of G can be found by obtaining the MCF for the transformed
gH ,
e−iPµx
′µ
deiPµx
′µ
= (he−iPµx
µ
g−1)d(geiPµx
µ
h−1) . (2.11)
By comparing the MCF in both sides of the equation above, one finds the transformation law to
be given by
Pµω
µ
P → hPµωµPh−1 , ViωiV → hViωiV h−1 − ihdh−1 . (2.12)
Thus, the fact that G/H is homogeneously reductive guarantees that ωµP transform homoge-
neously under the action of all elements of G. Consequently, any H–invariant combination of ωµP
would also be automatically G–invariant.
7Such decomposition of an algebra is known as the Cartan decomposition.
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To obtain Lagrangians governing the dynamics of the fields ψ(x) constructed via the method
of induced representation, which are also known as matter fields, one introduces the 1–form
Dψ = dψ + iVˆiω
i
V ψ , (2.13)
where Vˆi is the representation of Vi defined by the representation Tˆ (h) of H. As it follows from
(2.12), under the action of G such quantity transforms linearly, in the same way as ψ does,
Dψ → Tˆ (h−1(g−1, gH))Dψ . (2.14)
Consequently, it can be considered as a covariant differential of ψ. The constructed forms,
ωµP , Dψ, and ψ, transform homogeneously under the action of all elements of G. Thus, in
the language of differential forms, G–invariant Lagrangians are obtained by taking H–invariant
wedge products of these forms, since it automatically guarantees G–invariance. Alternatively,
one can define the tetrads, eµσ, the metric, gµν , and the “covariant derivatives” of the matter
fields, Dµψ, as
ωµP = e
µ
σdx
σ , gµν = e
σ
µe
ρ
νησρ , Dψ = e
µ
νDµψdx
ν , (2.15)
where ησρ is the Minkowski metric, and construct G–invariant Lagrangians as a H–invariant
combination thereof. For example, the simplest term, the invariant volume, in both approaches
is given by
Lvol = ω0P ∧ ω1P ∧ ... ∧ ωdP = dd+1x
√
|g| . (2.16)
Applied to the Poincare group, (2.15) gives the Minkowski metric and the usual partial
derivatives of matter fields. Thus, any Lorentz–invariant Lagrangian constructed from ψ(x) and
∂µψ(x) would also be automatically Poincare–invariant. More interestingly, one can apply this
technique to the (A)dS space, which would give the (A)dS metric and the proper covariant
derivatives of matter fields [23, 24].
2.2 CST and SSB of symmetries
The logic and technique of the method of induced representations clarify the application of
the CST to the construction of effective Lagrangians resulting from a spontaneous breakdown of
internal or spacetime symmetries. In this case, one also starts by introducing a representation of
H, the stability group of a point ~0 of the homogeneous space A of G. However, now the part of H
corresponding to broken symmetries is also non–linearly realized. Let H0 ∈ H be a subgroup that
is not spontaneously broken and, thus, is realized linearly. Then, the non–linear representation
of H is obtained as the left action of H on H/H0
8, similarly to (2.4). The corresponding coset
space reads
gH0 = e
iZaξa , (2.17)
8The fact that all other representations are equivalent to this one was proved in [1].
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where Za are the broken generators, internal and spacetime ones. Explicitly, under the action of
h ∈ H, ξa transform as
gH0 → h · gH0 · h−10 (h, gH0) : ξa → ξ′a(h, gH0) , (2.18)
where h0 ∈ H0 is such that h · gH0 = g′H0 · h0. The rule above is equivalent to acting on gH0 by
h and then reading out the transformed ξ′a in g′H0 . In particular, the action of all h0 ∈ H0 on ξa
is linear, as it follows from
h0 · gH0 = (h0 · gH0 · h−10 ) · h0 . (2.19)
After obtaining the above representation of H, one induces it to that of G by reintroducing ξa
as functions with the domain A. This defines the action of G on G/H0, corresponding to
gH = e
iPµxµeiZaξ
a(x) (2.20)
coset space. Now, when ξa(x) are fields, they can be identified with the NGF for the broken
generators.
Further, if G/H0 and H/H0 are homogeneously reductive, one can apply the CST to obtain
ingredients for the construction of G–invariant Lagrangians. The corresponding MCF are
g−1H dgH = iPµω
µ
P + iZaω
a
Z + iV0iω
i
V0
, (2.21)
where V0i are the generators of H0. By considering an analogy of (2.11) for (2.21), it can be
shown that ωµP and ω
a
Z transform homogeneously under the action of all elements of G. One
can also introduce matter fields, ψ(x), belonging to the (induced) space of a representation
of H0, with the associated 1–form Dψ defined via (2.13). Again, it can be shown that these
quantities transform homogeneously under the action of G. Hence, the obtained ingredients,
ωµP , ω
a
Z , ψ, and Dψ, can be used for the construction of G–invariant Lagrangians, which must
be a H0–invariant wedge product thereof. Equivalently, effective Lagrangians can be obtained
as H0–invariant combinations of ψ, the metric, and the covariant derivatives of NG and matter
fields, Dµξ
a and Dµψ accordingly, defined as
gµν = e
σ
µe
ρ
νησρ , ω
a
Z = e
µ
νDµξ
adxν , Dψ = eµνDµψdx
ν . (2.22)
Summing up, the construction above demonstrates that the procedure of obtaining effective
Lagrangians is fully based on the method of induced representations. It also clarifies why trans-
lations must be included into the corresponding coset space, which turns out to be of crucial
importance for SSB of spacetime symmetries. However, when only internal symmetries are spon-
taneously broken and spacetime is good enough9, the term eiPµx
µ
in coset space (2.20) can be
omitted, since it commutes trivially with all other elements. This reduces coset space (2.20) to
the one introduced in [1, 2]. Finally, it should be noted that for SSB of compact groups, H/H0
is always homogeneously reductive due to the absolute antisymmetry of the structure constants.
9By “good enough” it is understood that one knows how to define the proper covariant derivatives of NG and
matter fields. This can always be done in the Minkowski and (A)dS spaces, which are of most interest.
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3 CFT and the coset space construction
In this section the CST will be applied to the construction of conformally invariant La-
grangians. The consideration will be restricted to the case when fields enter a Lagrangian with
no more than one derivative per field10, which is enough for the purposes of the paper. Careful
treatment of the homogeneous space of the CG and its discrete symmetry will provide a key for
understanding a special role of the NGF for SCT.
3.1 The Conformal group
An arbitrary element of the CG can be presented as a product of four basic elements11,
Conf(1, d) = {eiPµaµ , eiLµνωµν , eiDσ , I} ≡ {P , Λ , D , I} , (3.1)
where Pµ, Lµν andD are generators of translations, Lorentz transformations and dilations accord-
ingly, I is the inversion, and µ = 0, .., d. The CG has the following involute group automorphism,
generated by the inversion:
G → G : ∀ g ∈ G → I g I . (3.2)
It allows to reveal the special role of the inversion in comparison with the usual discrete symme-
tries, such as the reflection of coordinates. Namely, under automorphism (3.2) the basic elements
are mapped as
I eiPµa
µ
I = eiKµa
µ
, I eiLµνω
µν
I = eiLµνω
µν
, I eiDσI = e−iDσ . (3.3)
The first relation in the above formula, which is a definition of SCT, states that a translation
proceeded and followed by the inversion is not expressible in terms of translations, Lorentz
transformations, and dilations. This fact distinguishes the inversion from the usual discrete
symmetries, since the latter invoke automorphisms that map group elements to themselves (up to
a sign) only. This observation will be of crucial importance in working out the proper application
of the CST to the construction of conformally invariant theories in the next subsection.
Denote by C the (d+ 1)–dimensional homogeneous space of the CG, which is known to be a
pseudo–sphere, or, equivalently, the Minkowski spacetime supplemented by the causal light cone
at spacetime infinity12,
C = S1,d =M1,d ⊕ LC , (3.4)
10The CST allows to obtain homogeneously transforming higher derivatives terms as well [21]. The inclusion
of the latter into consideration may lead to interesting consequences, which will be studied in a separate paper.
11Formally, the CG also includes the reflection of coordinates. It will be shown that the presence of the latter,
unlike of the inversion, does not lead to important consequences and thus will be ignored. Also, note that
Conf(1, d) = O(2, d + 1) as a group, not SO(2, d + 1), as the latter does not include the inversion.
12This light cone is the boundary of the Minkowski spacetime on the corresponding Penrose diagram.
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Figure 1: Two alternative ways of projecting a sphere to a plane, corresponding to
parametrizing space by translations or SCT.
where LC is the added light cone. Qualitatively, the need for adding the light cone toM1,d can
be seen from the fact that the action of the inversion is singular at hypersurface x2 = 0 and
none of the points of M1,d are mapped to the origin. Thus, the action of Conf(1, d) on M1,d is
not transitive, and, in order to resolve this problem, the light cone at spacetime infinity must be
added.
Identification of the stability group of the south and north poles of the pseudo–sphere, or,
equivalently, of ~0 and of wµ = 0 ∈ LC yields, accordingly,
S : C = {eiPµxµ , I} ; N : C = {eiKνyν , I} , (3.5)
where {·} stays for a collection of elements. Thus, both translations and SCT can be chosen as
“translations” (as defined in section 2.1), since the orbit of a chosen pole under the action of
the “translations” contains all points of C except for the opposite pole. The latter is obtained
by the action of the inversion, with which it is identified within the isomorphism between C and
coset space (3.5). This point is illustrated on figure 1 for the Euclidean case, when C is a sphere:
applying the stereographic projection from the north or the south pole of the sphere corresponds
to parameterizing the space by translations or SCT accordingly, thus showing that one is free
to choose any of them for the parametrization of the space. Also, this stereographic projection
establishes one–to–one correspondence between the representations of C as a sphere and as the
Euclidean space supplemented by a point at infinity.
In what follows, the conformal algebra will be needed, which is given below:
[D,Pµ] = iPµ , [D,Kµ] = −iKµ , [Kµ, Pν ] = 2i(ηµνD − Lµν) ,
[Kρ, Lµν ] = i(ηρµKν − ηρνKµ) , [Pρ, Lµν ] = i(ηρµPν − ηρνPµ) ,
[Lµν , Lρσ] = i(ηνρLµσ + ηµσLνρ − ηµρLνσ − ηνσLµρ) .
(3.6)
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3.2 Coset space construction for the Conformal group
3.2.1 Establishing the proper coset space
After clarifying the structure of the CG, it is possible to start working out the proper way of
applying the CST to the construction of conformally invariant actions. As it was explained in
section 2, one should start with the homogeneous space of the CG. The latter is isomorphic to
gSH = {eiPµx
µ
, I} , (3.7)
where the upper index “S” emphasises that (3.7) establishes the isomorphism between C and
the orbit of the south pole of the pseudo-sphere under the action of (3.7). However, such coset
space cannot be used in the CST framework. Indeed, the logarithmic derivative of coset element
(2.21), used for obtaining MCF, maps group elements to the corresponding algebra, while such
transition cannot be made for discrete symmetries. At the same time, the coset space without
the inversion is too small for building representations of the CG, as it does not cover the north
pole of the sphere.
Before proceeding further, a comment is of order. To avoid complications stemming from the
presence of the inversion, one might try to consider representations of the conformal algebra. In
this case, the corresponding coset space would be (2.2) with Pµ given by the usual translations.
Hence, the fields of such theory will be living on the standard Minkowski spacetime. Then, at
first glance, it seems that the procedure of building representations of the conformal algebra
can be done straightforwardly, following the construction presented in section 2. However, such
approach to the problem would not be self–consistent. Indeed, the problem reveals itself when
one considers the action of SCT on the coordinates, which is known to be
x′µ =
xµ + bµx2
1 + 2bµxµ + b2x2
, (3.8)
where bµ are the parameters of the applied SCT and x′µ are the transformed coordinates. The
points for which the denominator in (3.8) is zero are mapped to the infinity, and none of the
points ofM1,d are mapped back to them. Thus, one must consider C as the space the fields live
on, and, consequently, construct representations of the conformal group.
It is easy to understand the reason why neither (2.2) nor (3.7) coset spaces can be used for
the construction of representations of the CG from a geometrical point of view. In a simple case,
coset space (2.2) establishes the isomorphism between A and the orbit of ~0, thus providing a
natural coordinate chart around ~0. The latter forms the atlas of the space. Thus, geometrically,
the proper coset space naturally endows manifold with an atlas. Adopting this logic for the case
under consideration, one must consider the orbits of both poles of the sphere, since only together
they span the whole C. One of the possible ways to do so is to use the following two cosets,
gSH = e
iPµxµ , gNH = e
iKνyν , (3.9)
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which provide coordinate charts around each of the poles, and apply the CST to them separately.
However, this would be incorrect – since the goal is to obtain representations of the full group,
the action of all group elements on the above cosets must be well–defined. However, this does
not hold for the action of the inversion, which maps each pole out of the chart. Consequently,
for the CG one must use a “two–orbit” coset space, which acts on both poles simultaneously. As
the images of the poles under the action of an element of G are two indistinguishable points, the
proper coset space is obtained by factorizing G over a subgroup leaving both poles invariant up
to their exchange. Denote by H2 the corresponding subgroup
13, then the proper coset space is
G/H2,
gH = Conf(1, d)/(SO(1, d)×D × I) = eiPµxµeiKνyν . (3.10)
Such coset space allows to cover the whole sphere by continuous group elements. Moreover, this
explains why SCT, as well as translations, must be included in the coset space even when they
are unbroken. In particular, a convenient way of thinking about the terms eiPµx
µ
and eiKνy
ν
in
(3.10) is as of the coordinate charts around the south and north poles of the sphere accordingly14.
Also, as it can be verified by acting by an element of the Lorentz subgroup and a dilation on
(3.10), yν belong to the vector representation of the Lorentz group and have the scaling dimension
opposite to xµ. Note that this observation agrees with the interpretation of yν as the alternative
coordinates, which correspond to the upper coordinate line on figure 1.
In order to avoid confusion, it should be mentioned that each chart covers the whole sphere
except for the opposite pole. Thus, the sphere is not divided into two regions, one parametrized
by xµ and the other one by yν . Also, this demonstrates that using xµ and yν as coordinates
simultaneously is wrong, since C is a (d + 1) dimensional manifold. Consequently, yν in coset
space (3.10) must be considered as a function of xµ.
3.2.2 Interpreting the NGF for SCT
The geometrical picture above suggests that yν(x) should provide the alternative coordinates
of ~x. However, to answer the question of whether it is indeed the case or yν is allowed to have
arbitrary dynamics, like the usual NGF, strictly, one needs to approach the same construction
from the perspective of induced representations. Namely, one can use the method of induced
representation twice in one of the following ways,
SG : (ψ)→
[
SG×K : (yν , ψ(y))
SG× P : (xµ, ψ(x)) →
[
Conf(1, d) : (xµ, yν(x), ψ(x))
Conf(1, d) : (yν , xµ(y), ψ(y))
, (3.11)
13The fact that H2 do form a subgroup will be proved in a more general case in section 5. For the CG this fact
can be checked explicitly.
14For the north pole this statement becomes precise only for xµ = 0, since otherwise eiPµx
µ
affects its image
under the action of (3.10).
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where SG = SO(1, d) × D is the scaling group, K = {eiKνyν}, arrows indicate an extension of
a representation to a bigger group, and given in parentheses are the elements of the space of a
representation at the corresponding stage. The final step also implies introducing the action of I
as the inversion of the coordinates. Alternatively, one can induce the same representation of the
SG to that of the CG directly. Then, the theorem on induction in stages [20,25], stating that the
resulting representations are equivalent, allows to establish two important consequences. The
first one is that one must choose to use either xµ or yν as coordinates, as it is done in (3.11),
contrary to doubling the dimensionality of the spacetime. Secondly, as both of the representations
in (3.11) are equivalent to the one–step one, they must be equivalent as well. This condition can
be automatically fulfilled if15
yν(x) =
xν
x2
, ~x 6= ~0 , y(0) = N , (3.12)
and vice versa. This guarantees that xµ and yν define the same point of C, and hence the theories
are identical. Consequently, the dependence of yν(x) on xµ is fixed by the symmetries, and this
fact will be of crucial importance in reproducing the properties of CFT. Also, note that inducing
a representation according to scheme (3.11) does not lead to coset space (3.10). Indeed, in (3.11)
the inversion cannot be included into the intermediate step, since such set of elements would not
form a subgroup. In fact, the analogous scheme for coset space (3.10) is
SO(1, d)×D : (ψ) → SO(1, d)×D × I : (ψ) → Conf(1, d) : (x, yν(x), ψ(x)) , (3.13)
where the intermediate representation is obtained by including the action of the inversion in a
natural way. Again, the theorem on induction in stages guarantees that the resulting represen-
tations for schemes (3.11) and (3.13) must be the same. Therefore, yν must be considered as a
function of xµ and is forced to obey the gluing map of the coordinate charts, (3.12).
To proceed further, one needs to obtain the MCF for coset space (3.17). Straightforward
calculation yields
g−1H dgH =iPµω
µ
P + iKνω
ν
K + iDωD + iLµνω
µν
L ,
ωµP = dx
µ , ωνK = dy
ν + 2yρdx
ρyν − y2dxν , ωD = 2yρdxρ , ωµνL = −2yµdxν .
(3.14)
Note that G/H2 is homogeneously reductive, and thus the MCF transform homogeneously under
the action of all continuous symmetries. What is more, under such transformations, due to
the form of the conformal algebra, ωµP and ω
ν
K do not mix with each other. The fundamental
reason why the coset space G/H2 turned out to be good (in the above sense) will be explained
in section 5, for now it will be left as an important observation. However, it is also required to
15For convenience, the corresponding rule is given for the Euclidean case. Its generalization to the Minkowski
spacetime is straightforward.
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study the transformation properties of the MCF under the action of the inversion, which is a
discrete symmetry. The action of the latter on coset space (3.10) is equivalent to making group
automorphism (3.2), thus leading to the following transformation of the MCF,
ωµP → ωµK , ωνK → ωνP , ωD → −ωD , ωµνL → ωµνL . (3.15)
Unlike the transformation rule of the MCF under the action of continuous symmetries, the
action of the inversion interchanges 1–forms for translations and SCT. Conformally invariant
Lagrangians, once obtained via the CST, must be invariant under such transformation, which is
a new peculiarity once the discrete symmetry is included into consideration. In particular, the
presence of the usual discrete symmetries, which invoke only trivial group automorphisms, would
not result in the appearance of similar restrictions on the allowed combinations of the MCF.
To understand the consequences the above requirement leads to, note that group automor-
phism (3.2) can also be considered as the following isomorphism of C to itself,
C → C : ∀ c ∈ C → Iˆc . (3.16)
This mapping exchanges the south and north poles of the sphere and the corresponding coordinate
charts. As xµ and yν are defined as coordinates therein, it also leads to the exchange of their
roles. Then, the transformed Lagrangian can be equivalently obtained by taking the same exterior
products of the MCF for the coset space
g˜H = e
iKνyνeiPµx
µ
, (3.17)
but with ωµP and ω
ν
K exchanged, as now y
ν are used as the coordinates of C. This transformation
must be a symmetry, which can be fulfilled only if the new translational MCF, ωνK = dy
ν , are the
pullbacks of the old ones, ωµP = dx
µ, after change of coordinates (3.16). This forces yν(x) to be
given by (3.12), thus reproducing the result obtained by the method of induced representations.
Another argument for fixing yν is that, as there is no SSB, there is no reason to assume the
existence of dynamical fields in a theory [26]. This also agrees with the fact that CFT do not
necessarily possess such a field.
To put in other words, the argumentation used above and in the method of induced repre-
sentations is based on the following fact. One is free to choose either xµ or yν as coordinates on
C. In the CST framework, this leads to the usage of the coset spaces (3.10) or (3.17) accordingly.
The constructed Lagrangians cannot depend on the choice of coordinates, which is possible only
if xµ and yν are connected via gluing map (3.12).
3.2.3 Reproducing transformation properties
Before obtaining conformally invariant Lagrangians within the CST, it should be verified
that the latter correctly reproduces the transformation properties of the coordinates and fields
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under the action of the CG. According to scheme (3.13), matter fields should be introduced as
representations of the SO(1, d)×D group, and, consequently, are characterized by their spin and
scaling dimension. In particular, this is in agreement with the fact that fields in CFT do not
carry an index characterising their charge under SCT. As the Lorentz group and dilations are
realized linearly, it is only needed to verify the action of SCT on the coordinates and fields. To
do that, one should bring the product of eiKµb
µ
and gH to the standard form,
eiKνb
ν
gH = e
iPµx′µeiKνy
′ν
eiDσ(b,x)eiLµνω
µν(b,x) . (3.18)
According to (2.8), this implies that matter fields transform as
ψ(x)→ Rep(e−iDσ(x,−b), e−iLµνωµν(x,−b))ψ(x) , (3.19)
where Rep(·) is a representation of SO(1, d) × D appropriate for ψ. Note that, due to the
commutation relations of the conformal algebra, σ(b, x) and ωµν(b, x) do not depend on yν . The
transformation law of the coordinates can be found as follows,
I · eiPνbν · (IeiPµxµ) = eiPµx′µ · eiKνy′νeiDσ(b,x)eiLµνωµν(b,x) ⇒ x
′µ
x′2
=
xµ
x2
+ bµ , (3.20)
where the explicit form of SCT was used. The infinitesimal version of this transformation can
also be obtained directly by commuting the SCT and translations in the left-hand side of (3.18).
The infinitesimal versions of σ and ωµν can be easily found to be
σ = 2bµx
µ , ωµν = bµxν − bνxµ , (3.21)
which coincide with the standard well–known expressions. Then, the group property guarantees
that they will coincide at the non–linear level as well. Thus, the CST correctly reproduces the
transformation properties of fields under the action of SCT.
3.2.4 Constructing conformally invariant Lagrangians
Now everything is prepared for the construction of conformally invariant Lagrangians in the
coset space framework. The 1–form associated with matter fields via rule (2.13) is
Dψ = ∂µψdx
µ + 2yν(ηµν∆ + iSˆµν)ψdx
µ ≡ (∂µψ + yνNˆνµψ)dxµ , (3.22)
where ∆ and Sˆµν are appropriate representations of the dilation and Lorentz groups. Conformally
invariant Lagrangians are then obtained by combining Dµψ, ψ, ω
µ
P , and ω
ν
K in a (SO(1, d)×D)–
invariant way.
The construction of conformally invariant theories will go from the simplest case to the most
general one in three steps. First, consider the case when there are no matter fields. Then, the
Lagrangian is a pure “kinetic term” for yν ,
Ly = Lkin(ωµP , ωνK) , (3.23)
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where Lkin(ωµP , ωνK) is an arbitrary function constructed as a (SO(1, d) × D)–invariant wedge
product of ωνK and ω
µ
P . As the variation of the Lagrangian with respect to y
ν is proportional to
ωνK , the EqM of y
ν always admit the following solutions16,
ωνK = 0 ⇒ yν = 0 ∪ yν =
xν
x2
. (3.24)
The second one provides the gluing map between the coordinate charts, (3.12). As both of
them are obtained by setting the homogeneously transforming form ωνK to zero and, hence, are
compatible with all symmetries, none of them is preferable on the level of EqM. However, as it
was explained above, one should choose the second solution among all possible ones.
In particular, the reason why conditions ωνK = 0 give the gluing map is that solution (3.12)
is the only one that is compatible with all symmetries, including the inversion. Thus, it must
correspond to setting some homogeneously transforming quantity to zero, and the 1–form ωνK is
the only candidate for such a role.
As a second step, consider the case when matter fields mix with yν via their covariant deriva-
tives only. Denote by Lψ the Lagrangian for the matter fields. Then varying the action with
respect to yρ yields,
δL(ψ,Dµψ)
δyρ
+
δLkin(ωνK)
δyρ
≡ Vρ + δLkin
δyρ
= 0 , (3.25)
where Vρ is the virial current,
Vρ =
δL
δ∂µψ
(∆ηµρ + iSˆµρ)ψ ≡ V (0)ρ + V (1)ρν yν , (3.26)
where V
(0)
ρ and V
(1)
ρν do not depend on yν . Requiring gluing map (3.12) to be a solution of these
EqM forces the virial current to vanish identically. Thus, the class of CFT with zero virial current
(and, consequently, with a traceless energy–momentum tensor [27]) corresponds to such class of
Lagrangians.
For example, this result reproduces the well–known facts that free massless spin–0, spin–1
and spin–1
2
field theories with the canonical kinetic terms are conformally invariant in (1 + 1),
(3+1), and in arbitrary number of dimensions accordingly (only in these cases the corresponding
virial currents are zero). To provide an example of how the construction above works, consider
an arbitrary integer–spin field ψa. Assuming a quadratic kinetic term, the relevant part of the
Lagrangian is
L = 1
2
Cµaνb(Dµψa)(Dνψb) =
1
2
Cµaνb
(
∂µψa∂νψb + 2∂µψay
σNˆσνψb + y
σNˆσµψay
ρNˆρνψb
)
, (3.27)
where Cµaνb is some constant tensor, symmetric in (µa)↔ (νb). Condition (3.25) then yields
Cµaνb(∂µψa + y
σNˆσµψa)Nˆρνψb = 0 ⇒ CµaνbNˆρνψb = 0 . (3.28)
16Of course, there can be other solutions. For example, in (d + 1) = 4 dimensions one of the possible kinetic
terms for yν is (∂µyν − ∂νyµ)2, which is free of instabilities and admits a lot of solutions.
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As it can be explicitly checked, (3.28) holds for the mentioned above fields and dimensionalities
of the spacetime. Importantly, after taking into account this constraint, only the first term in
Lagrangian (3.27) does not vanish. That is, if (3.25) is fulfilled, the covariant derivatives of
matter fields simplify to the usual ones on the Lagrangian level. In particular, this observation
explains why scale and conformally invariant Lagrangians look the same, yet conformal invariance
requires usage of covariant derivatives (3.22) and implies (3.25).
Finally, the most general class of conformally–invariant Lagrangians is obtained by allowing
matter fields to mix with ωνK directly. At first glance, it may seem impossible to satisfy conditions
(3.12), since the presence of the interaction terms does not allow to fix a solution of yν ’s EqM.
However, it turns out that it is possible to organise the interaction terms between ψ and yν to
sum up to a total derivative, which automatically guarantees that (3.12) is a solution. Clearly
enough, such situation can take place only if V
(0)
ρ is a total derivative, as only in this case the
linear in yν terms can sum up to a total derivative after adding an appropriate term with ωνK . As
a straightforward but lengthy calculation, presented in the appendix, demonstrates, this is also
a sufficient condition. That is, if the virial current is a total derivative, the following Lagrangian
contains the interaction terms only via full derivative,
V (0)ρ = ∂µL
µ
ρ , L =
1
2
Dψ ∧ ?Dψ + µ0...µdLµ0ν ωνK ∧ ωµ1P ∧ ... ∧ ωµdP , (3.29)
where ? is the Hodge dual operator and the kinetic term for yν was omitted. Thus, a class
of scale–invariant theories, which are, in fact, conformally–invariant after an improvement of
the energy–momentum tensor [12], correspond to the Lagrangians of type (3.29). This result is
also known in another context [14]. In particular, this class of Lagrangians describes massless
spin–0 fields in arbitrary dimensionality of the spacetime and the so–called “elastic” vector field
theory [28,29], the virial currents of which are total derivatives.
Note that Lagrangian (3.29) can be split into two parts,
L = 1
2
dψ ∧ ?dψ + dL˜(y, ψ) . (3.30)
The second term in the expression above is a total derivative and, consequently, can be dropped
without affecting the dynamics of a theory. Then, the first term alone can be considered as a
special type of the Wess–Zumino term that can arise on the manifolds whose atlas must contain
more than one coordinate chart. Examples of such terms are given by the standard Lagrangians
for the massless spin–0 and elastic vector field theories, which are obtained by dropping the
corresponding total derivative part from the complete Lagrangian (3.29).
Thus, the developed technique reproduces all consequences of the conformal invariance and
allows to obtain the Lagrangians of known CFT. The crucial point that has been overlooked so far
is that for the inversion to be a symmetry of a theory, the NGF for SCT must be introduced into
the corresponding theory. Moreover, a solution of EqM of these NGF is fixed by the symmetries
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to be given by gluing map (3.12), which leads to collective constraints (3.25) on the theory. The
role of the NGF for SCT in a spontaneously broken phase will be discussed in the next section.
As a final comment, it should be mentioned that imposing the constraints
ωνK = 0 (3.31)
as a way of fixing the dependence of yν on xµ from the very beginning is wrong. Indeed, setting
ωνK to zero would not allow to reproduce CFT described by the Lagrangians of type (3.29), thus
a posteriori demonstrating a failure of this approach.
4 Connection with the inverse Higgs phenomenon
4.1 Comparison with the inverse Higgs phenomenon
According to the presented construction, the NGF for SCT play the special role in conformally
invariant theories. Interestingly, this allows to question the inverse Higgs phenomenon for CFT
undergoing SSB. To illustrate this, suppose that the SSB pattern is
Conf(1, d)→ ISO(1, d) , (4.1)
so that the dilations and SCT become broken. Following the logic of the standard construction,
one introduces the NGF pi(x) and yν(x) for the broken dilations and SCT accordingly. Then,
since [Pµ, Kν ] ∼ ηµνD, one can impose IHC [15]
ωD = 0 ⇒ yν(x) = −1
2
e−pi(x)∂νpi(x) , (4.2)
where ωD is the MCF for the dilation for pattern (4.1). The expression above is compatible with
all symmetries, and thus allows to express the unphysical degrees of freedom, yν , in term of the
physical one, pi, the dilaton, in an invariant way. Following the prescriptions of IHC, one further
substitutes (4.2) into ωνK and ω
µ
P and constructs effective Lagrangians as a SO(1, d)–invariant
wedge product thereof.
However, the construction above does not respect all of the symmetries. To see this, note
that the symmetry considerations from the previous section are valid for a spontaneously broken
CG as well. Namely, as the inversion is a symmetry of a theory, yν is still forced to obey the
gluing map between the coordinate charts around the north and south poles of the sphere. On
the other hand, IHC (4.2) suggest excluding yν in favour of the dilation field. This explicitly
breaks the condition that yν must obey gluing map (3.12) and, hence, contradicts the symmetry
requirements.
The other way to question the usage of IHC is to note that, as it was explained in the
previous section, one is free to choose either xµ or yν for the parametrization of the spacetime.
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Consequently, they can be used interchangeably within the CST. However, IHC (4.2) breaks this
condition. To make this statement more manifest, suppose that yν were chosen as the coordinates
of the spacetime. Then, from the IHC for this case follows
xµ =
1
2
e−pi∂µpi . (4.3)
As xµ can be still thought of as coordinates, it is hard to assign a meaningful interpretation to
conditions (4.3), which makes the usage of IHC doubtful.
The author believes that the correct usage of the CST for a spontaneously broken CG is the
following. In an unbroken phase of a theory, yν(x) provide the gluing map between the coordinate
charts, and the EqM of yν invoke constraints (3.25) ensuring that the virial current is zero or a
total derivative. This must hold for any CFT, including a spontaneously broken one, since SSB
cannot lead to the violation of this condition. Indeed, if the virial current was a total derivative
in terms of the UV fields, it remains so in the IR, as, formally, SSB corresponds to a change of
field variables. Thus, the EqM of yν must again be considered as additional constraints on a
theory, which distinguish the class of effective Lagrangians with a non–linear realization of the
conformal symmetry.
In particular, since the fields in CFT do not carry an index characterizing their charge under
SCT, the suggested approach agrees with works [16, 18, 30]. Therein it was pointed out that if
some of the broken generators do not produce independent fluctuations of an order parameter,
then the corresponding NGF are redundant and should not be introduced at all [30]. In particular,
by using another approach, in [17] it was argued that the breakdown of SCT never invokes the
corresponding NGF.
To demonstrate that the technique explained above works, consider two spin–0 fields in the
Minkowski spacetime of dimension 4 governed by the Lagrangian
L = 1
2
(∂µϕ)
2 +
1
2
(∂µξ)
2 − λ(ϕ2 − ξ2)2 . (4.4)
Such theory admits the following SSB pattern,
ϕ(x) = ξ(x) = C , Conf(1, d)→ ISO(1, d) , (4.5)
where C is some non–zero constant. The initial Lagrangian contains two DoF, one of which
becomes a radial mode after the SSB, while the second one corresponds to a NGF. Thus, there
is only one NGF, and one has to find a way of eliminating the unphysical NGF for SCT from
the theory in the CST framework. Before performing calculations within the CST, it is useful to
obtain the corresponding effective Lagrangian explicitly. The fluctuations of the fields satisfying
the σ–model constraint ϕ2 = ξ2 can be parametrized as
ϕ(x) = epi(x)C , ξ(x) = epi(x)C , (4.6)
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where pi is the NGF. Note that this parametrization coincides with the parametrization of the
NGF for the broken dilations in the coset space framework. Substituting this back into La-
grangian yields
Leff = C2e2pi(∂µpi)2 . (4.7)
The same effective Lagrangian can also be obtained within the machinery of the developed
technique. The corresponding coset space reads
gH = e
iPµxµeiKνy
ν
eiDpi . (4.8)
Note the order of the SCT and dilaton in this coset space. It ensures that gluing map (3.12) is al-
ways a solution for yν alone and reflects the fact that one should build non–linear representations
of SO(1, d)×D first. The corresponding MCF are
ωµP = e
pidxµ , ωνK = e
−pi(dyν + 2yρdxρyν − y2dxν) , ωD = 2yρdxρ + dpi , (4.9)
and the form of ωµνL is irrelevant for present purposes. In (d + 1) = 4 all conformally invariant
Lagrangians for spin–0 fields are of type (3.29). Note that ωD is formally equivalent to the
term Dψ for scalars in an unbroken phase. Therefore, replacing Dψ by ωD in Lagrangian (3.29)
does not violate the condition that the interaction terms between yν and pi sum up to a total
derivative. Then, (4.7) is the first term in (3.30), with the corresponding Lµν = δ
µ
ν
17. Thus,
the suggested approach allows to reproduce Lagrangian (4.7). Also, it is easy to see that the
effective Lagrangian can be obtained by writing the initial one in the form similar to (3.29) and
then substituting fluctuations (4.6) therein.
Effective Lagrangian (4.7) can also be reproduced by the means of the IHC method. For the
case under consideration, the corresponding constraint reads
ωD = 0 ⇒ yν(x) = −1
2
∂νpi(x) . (4.10)
Then, it is easy to check that effective Lagrangian (4.7), up to a constant multiplier and a total
derivative term, is
LIHC = Dµyµ , (4.11)
where Dµy
ν is the covariant derivative of yν(x).
Considered formally, Lagrangian (4.10) describes a massless scalar field and hence is confor-
mally invariant. However, a closer look allows to establish that it is not so. Indeed, the above
Lagrangian can be rewritten as the wedge product of the MCF, which have transformation prop-
erties (3.3) under the action of the inversion. According to (4.10), yν no longer provide the gluing
17Unlike the construction in the Appendix, the factor e2pi(x) in the second part of Lagrangian (3.29) is auto-
matically reproduced by the wedge product of the MCF ωνK and ω
µ
P .
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map of the coordinate charts, and hence the inversion is not a symmetry of the theory. Conse-
quently, Lagrangian (4.11) is not conformally invariant and imposing IHC is not the correct way
of obtaining effective Lagrangians resulting from SSB of the CG.
Thus, the technique developed in the previous section is applicable for a spontaneously broken
CG as well. Moreover, unlike the inverse Higgs phenomenon, the way it treats the NGF for SCT
admits clear physical and mathematical interpretations.
4.2 Polar decomposition
The usage of the polar decomposition allows to provide one more argument in support of the
point of view that the breakdown of SCT does not lead to the existence of the corresponding
NGF. By definition, a polar decomposition is the factorization of NGF and matter fields [21],
ψ(x) = γ(x)ψ˜(x) , (4.12)
where ψ(x) stands for all fields of a theory and ψ˜(x) is such that it does not include NGF. Usually,
the polar decomposition is used in the case of SSB of internal symmetries, corresponding to some
pattern G→ H. Based on compactness of G, it is possible to show that γ(x) always exists and,
at a given ~x, is a representative of G/H. In fact, the same trick can be done for the SSB pattern
Conf(1, d)→ ISO(1, d) (4.13)
as well. Indeed, since the Poincare group is not broken, an order parameter can be formed only
by a set of spin–0 fields. Then, without loss of generality, further consideration will be restricted
to the theory described by Lagrangian (4.4), which is simple yet catches all main features of such
theories. The polar decomposition then takes the form(
ξ(x)
ϕ(x)
)
= C(x)uα(x) , (4.14)
where uα is a unit norm vector. Such decomposition preserves the number of DoF, and, as it can
be seen by comparing (4.6) and (4.12), C(x) corresponds to the broken dilations. This illustrates
that the dynamics of all NGF can be caught by one parameter from the very beginning, and,
consequently, there is no need in introducing the NGF for the broken SCT. This can also be
explained in terms of an action of the generators on the order parameter as follows. The action
of SCT on the fields is expressible in terms of a dilation, hence the corresponding fluctuation is
already included into C(x). In other words, SCT do not give rise to dynamical NGF because
they do not have their “own” action on the fields.
Another way to arrive at the same conclusion is the following. Since the Poincare group is
unbroken, the derivation of the usual Nambu–Goldstone theorem goes with no changes up to
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concluding that the number of NGF equals the number of the broken generators. A general rule
for counting the number of NGF, following from the Nambu–Goldstone theorem, is that there
are as many massless NGF as there are independent actions of the broken generators on an order
parameter. In the case of SSB of internal symmetries, all of them are independent, and thus the
number of NGF equals the number of the broken generators. For SSB of spacetime symmetries,
however, not all of them are necessarily independent [18,30], but the rule is still applicable. For
pattern (4.13), the only independent action, as it was explained above, is that of the dilation.
Consequently, there is only one dynamical NGF, and other NGF should not be introduced at all
rather than excluded via IHC.
5 Generalization
In this section the construction presented in section 3 for the CG will be generalized to other
suitable spacetime groups. It will be shown that the correct usage of the CST ensures that
the appropriate coset space is homogeneously reductive, and thus the CST is applicable for the
construction of invariant Lagrangians. This part of the paper is mostly mathematical and is
aimed at displaying the underlying mathematical aspects of the developed method and to prove
some aspects that were left as observations in section 3.
The general set–up of the problem is the following. Let G be a symmetry group and Adiso be
its d–dimensional homogeneous space with a stability group H˜ of a point ~0 ∈ Adiso. Then, there
is the isomorphism
Adiso = G/H˜ . (5.1)
Note that for a given G there are various homogeneous spaces. For example, the O(2, d + 1)
group can be realized as the AdS space, AdS1,d+1 = O(2, d+1)/O(1, d+1), and as the conformal
group in (d + 1)–dimensions, corresponding to the O(2, d + 1)/(O(1, d + 1) × D) coset space.
Isomorphism (5.1) suggest identifying an element gH˜ ∈ G/H˜ with the point of Adiso obtained by
the action of the former on the origin. In general case, G/H˜ consists of continuous and discrete
elements, which will be denoted as eiPµx
µ
and Tm, m = 1, ...n , accordingly. Then, the discrete
elements are identified with a finite set of points {zm}, while eiPµxµ is isomorphic to Adiso \ {zm}.
The latter fact makes natural to refer to Pµ as generators of translations and to x
µ as coordinates
on Adiso.
Denote by Gc a subset of G obtained by excluding all discrete and composite elements from
the latter. For example, such procedure corresponds to excluding the inversion and SCT from
the CG. Further, in order to avoid going into undesirable mathematical details, it will be required
that Gc is a group, that Pµ ∈ Gc, and that the algebra of Gc, AGc, is homogeneously reductive
with respect to the decomposition
AGc = Pµ ⊕Ha , (5.2)
23
where Ha supplement Pµ to the full set of generators of Gc. As it will become clear shortly, such
requirements are rather general. Then, the goal is to show that the CST is applicable for the
construction of G–invariant Lagrangians for fields ψ(x) living on Adiso.
To achieve the goal above, two technical statements need to be proved. The first one is that the
action of H = {eiHaba} leaves not only ~0 invariant, but all zm as well. Indeed, suppose otherwise.
Then, as H is a continuous group, it is legitimate to consider infinitesimal transformations. If
they act non–trivially on any of zm, then the latter is mapped to some “ordinary” point, which
belongs to the orbit of ~0 under the action of eiPµa
µ
for some ~a. Therefore, zm can be obtained by
the action of eiPµa
µ ∈ Gc on ~0. But this contradicts the condition that zm is identified with Tm
within isomorphism (5.1), which finishes the proof. Similarly, it can be proved that Tm mixes
{zm} and ~0 only between each other.
The second statement is that the group automorphisms
Wm : G→ G , ∀g ∈ G→ Tm g T−1m , (5.3)
map H to itself. Indeed, for a given m, automorphism (5.3) can be considered as the following
isomorphism of Adiso to itself,
Adiso → Adiso : ∀~v ∈ Adiso → Tˆm~v, (5.4)
where Tˆm is the representation of Tm acting on A
d
iso. As it follows from the previous paragraph,
(5.4) mixes {zm} and ~0 only between each other. Then, since H is the stability group of {zm , 0},
both of the isomorphisms above map H to itself, QED.
From this result immediately follows that the full set of generators of G is
Pµ , K
(m)
µ ≡ Tm Pµ T−1m , Ha . (5.5)
Moreover, as AGc is homogeneously reductive with respect to decomposition (5.2), one has
[K(m)µ , H] = Tm[Pµ, H]T
−1
m ⊂ K(m)µ . (5.6)
The two relations above establish remarkable properties of the algebras of the groups with discrete
elements, namely, the explicit form of a full set of generators and their commutation relations.
In particular, (5.5) and (5.6) correctly reproduce the structure of the conformal algebra.
Now one can go back to the question of applying the CST to such groups. As it was explained
in section 3, the proper coset space endows Adiso with a natural atlas. Thus, in a general case one
must use the extended, “n–orbit” coset space. As the stability group of all special points, up to
their exchange, is Hn = H × T1 × ... × Tn, the appropriate coset space is G/Hn. In particular,
from (5.6) follows that G/Hn is homogeneously reductive, and thus the CST is applicable. Before
writing down the coset space, one needs to choose either Pµ or any of K
(m)
µ as the generators of
“translations”. Suppose that Pµ were chosen for that role, then the proper coset space reads
gH = e
iPµxµeiK
(1)
µ1
y
µ1
(1) ...eiK
(n)
µn y
µn
(n) . (5.7)
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Importantly, (5.6) guarantees that the MCF ωµP and ω
µ
K(m)
do not mix with each other under the
action of H, as it was noticed previously on the example of the CG. Also, it implies that K
(m)
µ
cannot be included into the Cartan algebra of G, and thus matter fields do not carry a separate
index characterizing their charge under the action of K
(m)
µ . Consequently, the action of eK
(m)
µ b
µ
on fields is realized as the left action of G on G/H, which invokes field transformation (2.8) with
parameters depending on xµ and bµ, but not on yµ(m), as guaranteed by (5.6).
Following the same logic as for the CG, the method of induced representations and the
group automorphisms require dyµ(m) to be the pullbacks of dx
µ after the corresponding change of
coordinates. This fixes yµ(m) to obey the gluing maps,
yµ(m)(x) = Tˆmx
µ . (5.8)
In addition, since these relations are compatible with all symmetries, the same reasoning as for
the CG applies for arguing that they are obtained by setting the homogeneously transforming
forms ων
K(m)
to zero. Consequently, (5.8) will always be solutions of the EqM of yµ(m) only.
Thus, all machinery of the CST is applicable to such groups. That is, to obtain the ingredients
for the construction of G–invariant Lagrangians, one calculates the corresponding Maurer–Cartan
1–forms and, if needed, introduces matter fields with the covariant derivatives defined via (2.13).
Then, invariant actions are obtained as H–invariant combinations of ψ, Dψ, ων
K(m)
, and ωµP . The
requirement for (5.8) to be a solution of the EqM of yµ(m) ensures that the discrete symmetries
are indeed symmetries of a theory.
Finally, the same reasoning as for the NGF for SCT applies for arguing that the breakdown
of K
(m)
µ does not give rise to dynamical NGF. Indeed, as all Tm are symmetries of a theory
with a spontaneously broken G, yµ(m) is forced to provide the gluing maps between coordinate
charts on the manifold, thus yielding them non–dynamical. The argument based on the polar
decomposition can also be generalized as follows. Above it was shown that fields in such theories
do not carry an index characterizing their charge under the action of K
(m)
µ . Hence, the action
of the latter on the fields is expressible in terms of the action of Pµ and Ha, likewise the action
of SCT reduces to that of translations, dilation and Lorentz transformation. Then, the polar
decomposition demonstrates that there is no need in introducing the NGF for K
(m)
µ .
6 Conclusion
In the paper, the method of applying the CST to the construction of conformally–invariant
Lagrangians was developed. A careful handling of discrete symmetries was found to be a key to
obtaining the proper interpretation of the NGF for SCT in an unbroken phase of a theory. This
allowed to question the inverse Higgs phenomenon for the CG undergoing SSB. In more details,
the main results of the paper are the following.
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The presented construction clarifies the special role of the NGF for SCT and other similar
non–linear spacetime symmetries. As it was demonstrated, they play a two–folded role: they
are fields, but a solution of their EqM is fixed by the symmetries to provide the gluing map
between the coordinate charts on the homogeneous space of a symmetry group. This ensures
self–consistency of the theory by guaranteeing that discrete symmetries are indeed symmetries
of the theory. The defining property of the correct coset space is that it endows the manifold
with a natural atlas. As a consequence, one must use the extended, “n–orbit” coset space G/Hn,
where Hn is a stability group (up to exchange) of the origin and all points of the homogeneous
space of G identified with the discrete elements. Further, the requirement for the proper gluing
maps to be solutions of the EqM of such NGF invokes additional constraints on a theory. The
theories satisfying these constraints are those that are indeed invariant under an action of the
discrete elements of the symmetry group. For example, for the CG it forces the virial current to
vanish or to be a total derivative, thus selecting the conformally–invariant theories from a bigger
class of scale–invariant ones.
In section 5 it was shown that the developed technique is applicable to groups whose homoge-
neous space is homogeneously reductive after the exclusion of all non–linear discrete symmetries,
including composite ones. From the mathematical point of view, it is the existence of involute
group automorphisms generated by discrete elements that guarantee applicability of the CST.
Indeed, not only they fix the dependence of the “NGF” on the coordinates, but the structure of
the algebra of such groups as well.
Another finding was a special class of Lagrangians containing the interaction terms between
the NGF for non–linear spacetime symmetries and matter fields only via a full derivative. Drop-
ping the total derivative term yields a new type of the Wess–Zumino term, which can arise on
the manifolds whose atlas must include more than one coordinate chart. The CFT described by
such class of Lagrangians are those whose virial current is a total derivative.
This work also questions the usage and interpretation of IHC. Although the usage of IHC
allowed to reproduce the effective Lagrangian in subsection 4.1, this method contradicts the
symmetry requirements and does not have a clear physical interpretation. On the other hand,
the developed technique allowed to obtain the effective Lagrangian as well. Moreover, the way it
treats the NGF for SCT in a broken phase of a theory has a clear interpretation – the effective
Lagrangian must inherit general properties of the initial one, for which constraints (3.25) must
be fulfilled. The author believes that the provided evidence is strong enough for concluding that
imposing IHC is not the correct way of obtaining effective Lagrangians of such theories. It should
be mentioned that the paper questions the usage of IHC as a proper way of working only with
the NGF corresponding to composite symmetries, like SCT in the CG. Due to that reason, the
obtained results are not applicable in other contexts, considered, for example, in [16,31].
By using the polar decomposition it was shown that the breakdown of SCT and similar
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symmetries does not give rise to dynamical NGF. This happens because the action the corre-
sponding generators on fields is expressible in terms of the action of the other, basic generators
(Ha in section 5). Consequently, such generators do not produce independent fluctuations of an
order parameter, and thus there is no need in introducing the associated NGF. The same was
also demonstrated by applying the Nambu–Goldstone theorem for SSB of the CG down to the
Poincare subgroup. Namely, in general case, the number of NGF equals the number of indepen-
dent actions of the broken generators on the vacuum. Since SCT do not have their own action
on fields, they never invoke dynamical NGF.
The results obtained in the paper can be applied to the construction of conformally invariant
higher–spins theories in the AdS space [32]. Also, the clarified role of the NGF for SCT may
shed new light the AdS/CFT duality. Considering the plans of a future work, the author is going
to elaborate on the usage and interpretation of IHC for SSB of spacetime symmetries in other
contexts in the proceeding paper. As another important perspective, the results obtained in the
paper should be explained from the perspectives of quantum field theory.
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Appendix
Here it will be shown that Lagrangian (3.29) contains the interaction terms between ψ and
yν only via full derivative. Without loss of generality, ψ can be taken to be a vector field, since
higher spin fields are formed as a tensor product of spin–1 representations18. For typographical
convenience, the Latin letters will be used to denote the corresponding vector index of ψa when
possible. Then, assuming that the kinetic term is quadratic in ψa, in general case it can be
written as
1
2
Cµaνb(Dµψa)(Dνψb) =
=
1
2
Cµaνb
(
∂µψa∂νψb+2∂µψay
σ(Nˆσνψb) + y
σ(Nˆσνψb)y
ρ(Nˆρµψa)
)
,
(6.1)
where Cµaνb is some constant tensor, symmetric in (µa) ↔ (νb). If the virial current is a total
derivative, from (6.1) it follows that
Cµaνb∂µψaNˆρνψb = ∂µL
µ
ρ ⇒
δLµρ
δψa
= CµaνbNˆρνψb . (6.2)
18There is no need in considering spin– 12 fields because the corresponding virial current, provided that the
kinetic term is canonical, vanishes. Spin– 32 fields would not be considered in the paper.
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To proceed further, an explicit form of Lµσ should be used. For a spin–1 field, its most general
form is given by
Lµσ = αψ
2δµσ + βψ
µψσ , (6.3)
where α and β are some constants. In particular, note that the second term in Lagrangian (3.29)
is allowed in the coset space framework, since it is a (SO(1, d) × D)–invariant combination of
ψa, ω
ν
K , and ω
µ
P . Substituting (6.3) into (6.1) allows to rewrite the third term therein in the form
1
2
Cµaνbyρyσ(Nˆρµψa)(Nˆσνψb) = ∆αy
2ψ2 +
β
2
(
y2ψ2 + (2∆− d)(yµψµ)2
)
. (6.4)
Finally, substituting (6.3) into the last term in (3.29) gives
µ0...µdL
µ0
ν ω
ν
K ∧ ωµ1P ∧ ... ∧ ωµdP = dyρ ∧ L˜ρ + (2Lµρyρyµ − y2Lµµ)ddx , (6.5)
where L˜ρ is a differential form such that ∂µL
µ
ρ = dL˜ρ. Full Lagrangian (3.29) is a sum of (6.1) and
(6.5), which, as it follows from (6.2) and (6.4), contains yν(x) only via full derivative, d(yρL˜ρ).
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