Multimodal signal processing has gained a lot of significance in recent years due to advances in computer technology as well as more sophisticated sensors being available. One example is the joint processing of audio and video signals in a variety of applications. This paper serves as a broad introduction to the special session on "Audio-Video Signal Processing and its Applications". The paper reviews current trends and developments in joint audio-video (AV) signal processing and gives an overview of current issues in theory and application in this area. We focus on speech processing, person authentication, and affective sensing as examples. An overview of available AV data corpora is given.
INTRODUCTION
The future of human-computer interaction will be quite different from conventional keyboards, mice, and screens. While these have and continue to have their place in certain applications (e.g. office desk environment), the increasingly widespread use of computer systems in everyday circumstances, such as the household or the car, requires a shift towards more human-like means of interaction such as gesture recognition and automatic speech recognition (ASR). Reliability in such systems cannot be achieved by single sensors in single modalities. Rather, multimodal signal processing is a key element to robustness in a large variety of environments, similar to humans employing their different senses in a coordinated way. Human perception is multi-sensory.
In the following, a selection of recent developments and current issues in joint AV signal processing are presented. Section 2 focuses on the area of audio-video speech processing (AVSP). Section 3 reviews current trends in AV person authentication. An overview of existing AV data corpora is given in Section 4. The application of AV signal processing to the new field of affective sensing is described in Section 5. Finally, a summary is provided in Section 6. 
AUDIO-VIDEO SPEECH PROCESSING
Human perception of spoken language is no exception to the multi-sensory, multimodal perception of the environment. To the naive observer, speech perception is a unimodal process, purely based on the audio modality. However, humans make also use of visual speech information, provided by the facial movements during speech production. Such information contributes not only in noise-degraded conditions or when the listener is hearing-impaired, but also in clear audio conditions (e.g. McGurk effect [1] ).
The addition of visual speech information has been shown to improve the recognition rate of audio-only ASR systems, particularly in conditions degraded by acoustic noise [2, 3] . Auditory speech sounds can be categorised into basic units called phonemes. Different phonemes serve to distinguish the meaning of one word from another. By analogy, a viseme is a member of the set of visually distinguishable articulations. Generally, more phonemes exist than visemes, for example, in Australian English 44 phonemes exist but only 11 visemes [4] . However, even without a 1-1 phoneme-to-viseme mapping, the visual speech information is useful because acoustically ambiguous phonemes fall into different viseme categories and vice versa.
While much research has been done on audio feature extraction, open research issues to the visual front end still remain [3] , including robust face and region of interest (ROI) localisation across individual facial appearance variation, different head poses, and illumination changes. Face localisation methods can be classified into two classes: traditional image processing methods [5] (e.g. skin colour segmentation, template matching, edge detection, and thresholding) and statistical approaches [6] (e.g. artificial neural networks). The ROI is typically the lower half of the face.
Once a ROI has been localised, visual speech features must be extracted, which capture visible evidence of speech articulation. Features fall into one of three categories: geometric (shape-based, explicit) features, appearance-based (implicit) features, and combinations of the previous two categories. In geometric features, image processing techniques are used to extract the position of mouth features [7] , such as mouth height, width, area, and visibility of teeth, or to track the lip contours with statistical shape models (e.g. active shape models [8] ). A common problem is the reliance on 2D image data, which makes it difficult to adjust for head pose variation, and the reliance on artificial facial markers. [9] proposes a non-invasive, real-time 3D lip tracking algorithm using stereo video to overcome these problems.
Appearance features are based on the assumption that all pixels in the ROI encode visible speech information. Feature vectors are formed directly from the pixel values. Techniques such as PCA or LDA are often employed to reduce the dimensionality of the feature vector [10] . Appearance features avoid the difficulties of explicitly finding facial feature points. Their main disadvantage, apart from the potential high dimensionality, is the inability to cope with a freely moving head, because the systems can only be trained for one specific angle of the face towards the camera (with some tolerance for small head rotations).
Features from these two categories can be combined into joint geometric and appearance feature vectors for the recognition step [3, 11] or form part of a joint statistical model as in active appearance models [3, 12] .
Audio-Video Fusion
Another open research issue concerns the integration of audio and visual speech information. The aim is to develop a joint AV recogniser which outperforms single-modality classifiers. The AV classifier needs to be able to handle input signal streams with varying levels of confidence in the measurements, so that more emphasis can be placed on the input signal that is trusted more at a particular time. For example, in strong acoustic background noise, the AV recogniser should rely more on the visual speech features, and vice versa in the presence of visual noise.
AV fusion methods can be classified into two classes: feature fusion and decision fusion. The former train a speech recogniser on concatenated A+V feature vectors, using the same techniques as in single modality recognisers [2, 7] , also [Lewis, this session]. In decision fusion, separate recognisers are trained for the audio and visual speech features. Their outputs are linearly combined into a joint AV recognition score using the individual likelihoods of the two recognisers [13, 14] . Through appropriate weights it is possible to take the reliability of the extracted features into account. A taxonomy of signal fusion models in human speech perception is studied in [15] . A motor theory model, in which the signals are recoded into speech motor space, explains the experimental evidence best. However, a hybrid model of feature and decision fusion might also explain the data. Recently, another hybrid approach has been proposed [3] , in which a discriminant feature extraction [14] is taken as a stream in a multistream-based decision fusion. This hybrid fusion performs better than either feature or decision fusion.
AUDIO-VIDEO PERSON AUTHENTICATION
Auditory and visual speech features can also be used in person authentication (or speaker recognition) [16] . An audioonly system is prone to accept a replayed pre-recorded sample of speech as coming from the real person and video-only systems could be attacked by showing a photograph of the real person's face. Using joint AV features is less vulnerable to attacks than single modality authentication.
Each of the modalities can be used separately to give a verification result. In the audio modality, text-independent and text-prompted speaker verification systems have been proposed [16] . The former build a model of the person's whole range of speech sounds, so that the identity can be identified irrespective of the text spoken. Text-prompted systems train models of specific passwords or passphrases spoken by the true person. During verification, the claimant is prompted to utter these words or phrases and their characteristics in the audio speech features are compared with the ones in the model. In the video modality, much research has been done on face recognition [17] . Similar to AVSP, both geometric and appearance features can be used to identify a face. An often applied method is eigenfaces [18] , which performs PCA on the pixel data and thus falls into the category of appearance features.
Fusion is also an issue in AV person authentication [16] , also [Dean, this session]. The AVSP fusion methods can also be applied here. Another issue is the 'liveness' verification of the signal input [Chetty, this issue], as current AV person authentication systems mostly verify a static image of a person's face. Using stereo cameras it is possible to build a 3D head model of the person and to check the correct 3D position of facial feature points [9] . Alternatively, the 'liveness' of the input can be tested by checking the synchrony of the acoustic and visual speech input [19] .
AUDIO-VIDEO DATA CORPORA
Data corpora form an important tool in AV signal processing. However, partly because of the field still being young, partly because of the time and resources it takes to record an AV data corpus, the number of existing AV data corpora is small compared to the number of audio-only speech data corpora, which have been collected for a long time. Table 1 lists some existing AV data corpora, their sizes, characteristics, and intended purpose. Included are AVOZES [20] , BANCA [21] , CUAVE [22] , DAVID [23] , the proprietary IBM LVCSR AV corpus [14] , M2VTS [24] , Vid-TIMIT [25] , and XM2VTS [26] . Often these corpora are also used for different purposes than the original intention. Since creating AV data corpora is resource-intensive, it is important that efforts are made at the time of recording to maximise the reusability of corpora [27] . Table 1 : An overview of some existing AV data corpora and their sizes, characteristics, and intended purpose.
APPLICATION TO AFFECTIVE SENSING
Affective computing aims to develop computer systems capable of sensing a person's affective state and taking that state into account in their own actions [28] . Application areas include patient monitoring in health care applications, operator monitoring in safety-critical environments (e.g. airtraffic control, driver assistance systems), and educational software. As single modality sensors can often give ambiguous results, affective sensing uses multimodal sensors such as video cameras, microphones, and physiological sensors to infer a person's affective state. Audio and video signals play an important role in affective sensing. A prosody analysis of the audio signal can deliver information about the affective state [29] . Prosody investigations typically analyse F 0 , utterance intensity, highfrequency energy, and speech rate. Similarly, facial expressions can also help to infer the affective state [30] . Some of the techniques used in visual speech feature extraction, e.g. [12] , can also be used for facial expression tracking. The positional information of facial feature points (e.g. eyebrows, lips, and cheeks) then forms the input for the affective state classifier. Recent advances and lower prices in infrared (IR) imaging technology also offer a completely new look at facial video data for affective sensing. Video IR technology now allows quantitative thermal imaging at an accuracy of 0.1K and can thus monitor changes to the facial bloodflow, which are at least partly a result of changes in affective state.
Similar to AVSP, the input signals from the various sensors must be integrated in a robust and meaningful way that takes the different reliabilities of the sensors into account. Research in this area is still in its infancy, but similar fusion approaches as for AVSP seem a natural choice.
SUMMARY
A broad overview of developments and current issues in AV signal processing as an example of multimodal signal processing has been given. The examples of speech processing, person authentication, and affective sensing have been presented. Other areas, not discussed here, are the translation of sign language to and from spoken language [Holden, this session], music perception, and joint AV gestures.
