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A Appendix
To accompany, “On Measuring Time Preferences.”
by James Andreoni, Michael A. Kuhn, and Charles S. Sprenger.
Intended for online publication only.
In this Appendix, we provide a full description of the ICT identification, Luce stochas-
tic error model identification, individual level parameter estimates and their cross-method
correlations, estimates with different background consumption level specifications, data on
the CTB predictions, an analysis of HL prediction, parameter estimates that include multi-
ple switchers, parameter estimates for a hyperbolic discounting functional form assumption
and the experimental forms.
A.1 ICT Identification
Our data is notably different from AS in that we offer only six discrete options along a
budget, whereas they offer 101. This means that the Euler and demand equations do not
hold exactly at the points elicited from our experiment. If the differences between optima
and choices depend systematically on the independent variables, this could bias our results.
One way to think of this problem is as non-classical measurement error on the dependent
variable.44 As a check against this potential problem, we ignore the cardinal information
associated with our observed responses and treat them as ordinal indicators of preference.
We assume that optimality holds only for the underlying, unobserved optimal choices from
fully-convex budgets, and that our observed data are related only probabilistically to the
optimality conditions, but not subject to the same identification condition. The key feature
that distinguishes this approach from techniques like the Luce stochastic error model or
multinomial logit is that we maintain the assumption of optimality and thus the ordering of
the choice options.
Our starting point for the ICT is a simplified version of (2), the OLS regression equation.
44Which can also be expressed as an omitted variable bias.
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Indexing the variables by i for individual and j for budget number, we have
z∗ij = ln
(
x∗t(ij)
x∗t+k(ij)
)
= γ1t0ij + γ2kij + γ3ln(Pij) + eij, (5)
where the starred variables indicate the underlying, unobserved optima. We can order
all 6 choices along a budget in terms of their preference for sooner payment: call these
c = 1, 2, ...6. We define the following correspondence between z∗ and c:
c =

1 if z∗ > K1
2 if K1 > z∗ > K2
...
...
6 if K5 > z∗
The cut points, K1...K5, should not be interpreted as points of indifference between
the adjacent choices, because conditional on parameter values, there is no indifference
between adjacent choices. They are features of both the observed and unobserved parts of
preferences. If they are known, it is straightforward to construct choice probabilities by
making a distributional assumption on the error term. For eij ∼ N(0, σ2), we have,
Pr(cij = n) = Pr(K
n−1
j < z
∗
ij < K
n
j ) =
Pr(Kn−1j − γ1t0ij − γ2kij − γ3ln(Pij) < eij < Knj − γ1t0ij − γ2kij − γ3ln(Pij))
= Φ
(
Kn−1j
σ
− γ1
σ
t0ij −
γ2
σ
kij −
γ3
σ
ln(Pij)
)
−Φ
(
Knj
σ
− γ1
σ
t0ij −
γ2
σ
kij −
γ3
σ
ln(Pij)
)
,
(6)
where Φ represents the standard normal CDF. This holds exactly for the all interior choice
options and the derivation for the corner solution probabilities follows the same logic. We
estimate the cut points simultaneously with the other parameters using maximum likeli-
hood.
Note that (6) demonstrates the γ parameters are only identified up to a constant of
32
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
proportionality (σ) in this model, as are the cut points. Unfortunately, this prevents us from
precisely estimating α because γ3 = 1α−1 . The estimate of α =
σ
γ3
+ 1 is thus directly
affected by this lack of identification. However γ1 =
ln(β)
α−1 , implying β = exp(
γ1
γ3
) and
γ2 =
ln(δ)
α−1 , implying δ = exp(
γ2
γ3
). Because these two utility parameters are identified from
ratios of the γ coefficients, the constant of proportionality does not affect the estimates.
Examining whether these parameter estimates differ across methods serves as a robustness
check on the OLS and NLS procedures against the potential non-standard measurement
error bias introduced by ignoring the interval nature of the data in those approaches.
Note that in the expression above the cutoffs are indexed by decision, j. Ideally, we
would want to identify all five cutoffs specific to all 24 budgets, but to maintain statistical
feasibility we make an assumption that reduces the cut point estimation problem from 120
to 5 parameters. However, it is important that the assumption we make allows the cut
points to vary across budgets to reflect price and income changes. Note that the error, eij is
in units of the log consumption ratio. Using this fact, we assume that the cut point between
choices n and n− 1 is defined as the log of a linear combination of the consumption ratios
at choices n and n − 1 according to mixing parameter λn ∈ [0, 1]. To state this formally,
define Knj as the cut point that determines whether and individual selects option n or n− 1
on choice j. Then
Knj = ln
(
xt(j)(cj = n)
xt+k(j)(cj = n)
λn +
xt(j)(cj = n− 1)
xt+k(j)(cj = n− 1)
(1− λn)
)
. (7)
Assumption: λnj = λnj′ ∀ (n, j, j′) ∈ ({j = 1...24}, {j′ = 1...24}, {n = 1...5}).
While the mixing parameters for each interval are constant across budgets, the actual
cut points associated with them adjust for the different properties of each budget.
There are other similar approaches to the ICT that one could take in our case. For exam-
ple, an essentially identical exercise could be performed using the demand function rather
than the tangency condition. However, the non-linearity of this function combined with
the necessity of estimating cut-points makes the likelihood function very poorly behaved.
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More standard approaches would involve random utility models that do not take advantage
of optimality conditions.
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A.2 Luce Stochastic Error Model Identification
AHLR use choice probabilities based on HL’s adaptation of work by Luce (1959) to con-
struct a likelihood function. Recall that according to this model, if an individual is presented
with options X and Y , their probability of choosing option X is
Pr(c = X) =
U(X)
1
ν
U(X)
1
ν + U(Y )
1
ν
.
ν represents deviations from deterministic choice. In the context of intertemporal choice,
assume X represents sooner income and Y represents later income. Risk decisions from
the HL are modeled similarly. For options L and R, the probability of choosing L is
Pr(c = L) =
U(L)
1
µ
U(L)
1
µ + U(R)
1
µ
.
Every individual decision on both the risk and time tasks generates one entry in the log-
likelihood function. We use s to denote the risk decision index, j to denote the time decision
index and i to denote individuals. The risk and time decisions enter the global DMPL
likelihood function under an independence assumption that maintains complete linearity.
This yields a log-likelihood function of
L =
∑
ij
1(cij = Xj)ln
(
U(Xj)
1
ν
U(Xj)
1
ν + U(Yj)
1
ν
)
+
∑
ij
1(cij = Yj)ln
(
U(Yj)
1
ν
U(Xj)
1
ν + U(Yj)
1
ν
)
+
∑
is
1(cis = Rs)ln
(
U(Rs)
1
µ
U(Rs)
1
ν + U(Ls)
1
ν
)
+
∑
is
1(cis = Ls)ln
(
U(Ls)
1
µ
U(Rs)
1
ν + U(Ls)
1
ν
)
. (8)
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A.3 Summary of Raw Data
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C. CTB Data
Figure A1: Raw Data
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A.4 Individual Parameter Estimates
Table A1: Individual-Specific Parameter Estimates
Parameter N Median Mean Standard Deviation 10th Pctile. 90th Pctile.
CTB
α 58 0.937 0.936 0.030 0.915 0.966
β 58 1.084 1.060 0.160 0.839 1.174
r 58 0.692 33.553 197.117 -0.880 7.454
DMPL
α 58 0.488 -0.178 3.426 0.231 0.958
β 58 0.995 2.320 9.947 0.948 1.027
r 58 0.282 0.994 2.649 -0.023 2.493
Note: Estimates are obtained using OLS for the CTB and the Luce stochastic error model for the DMPL.
Table A1 presents the individual-specific utility parameter estimates. The medians cor-
respond closely to the aggregate estimates presented in Section 3.1. Using these measures,
we can look at the between-method correlation for each parameter. Importantly, there are
no significant pairwise correlation between measures of curvature, present-bias and dis-
count rate across the two methods, (ρ = 0.046, p = 0.773), (ρ = −0.073, p = 0.588),
(ρ = 0.067, p = 0.619), respectively.
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A.5 Background Parameter Specifications
For the main analysis we consider the experimental allocations in a vacuum. However, the
degree to which laboratory sensitivity to stakes depends on extra-laboratory income and
consumption is unresolved. Furthermore, all subjects were provided with a $10 show-up
fee that was divided into two payments of $5 and split between the two payment dates.
Shifting income levels in both periods will affect the levels of our estimates, but it is impor-
tant to demonstrate that alternative specifications do not yield different qualitative results.
Table A2 replicates our main Table of results in Section 3.1 with the $5 payments added
to each time period. We document substantial sensitivity in discounting and curvature esti-
mates, particularly for the DMPL. Importantly, the difference in curvature across methods
remains pronounced.
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Table A2: Aggregate Utility Parameter Estimates with Show-up Fees
Curvature Discounting Curvature and Discounting
Elicitation Method: MPL HL DMPL mCTB
Estimation Method: ML ML ML OLS NLS ICT
(1) (2) (3) (4) (5) (6)
Utility Parameters
r 0.737 - 0.456 0.658 0.828 0.795
(0.148) - (0.096) (0.371) (0.228) (0.245)
β 0.989 - 0.992 1.017 0.998 0.999
(0.008) - (0.006) (0.021) (0.014) (0.018)
α - 0.080 0.083 0.674 0.784 0.831†
- (0.092) (0.091) (0.018) (0.011) (0.023)
Error Parameters
ν 0.065 - 0.003 - - -
(0.007) - (0.003) - - -
µ - 0.009 0.009 - - -
- (0.010) (0.010) - - -
Clustered SE’s Yes Yes Yes Yes Yes Yes
# Clusters 58 58 58 58 58 58
N 1392 1160 2552 1392 1392 1392
Log Likelihood -545 -326 -871 - - -1514
R2 - - - 0.420 0.536 -
†: The ICT estimate for α is only identified up to a constant. See Appendix A.1 for details.
Note: Standard errors clustered at the individual level in parentheses. Each individual made 20 decisions on the HL, 24 decisions on the
MPL (and therefore 44 decisions on the DMPL) and 24 decisions on the CTB. Columns (1) through (3) HL, MPL and DMPL estimates
are obtained via maximum likelihood using Luce’s (1959) stochastic error probabilistic choice model. The CTB is estimated in three
different ways: ordinary least squares (OLS) using the Euler equation (2), non-linear least squares (NLS) using the demand function
(3) and interval-censored tobit (ICT) maximum likelihood using the Euler equation (2). All maximum likelihood models are estimated
using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) optimization algorithm.
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A.6 CTB Prediction Data
In Table A4, we present predicted optima and observed CTB choice based on the aggregate
CTB and DMPL estimates.
Table A4: Actual and Predicted Optima on CTB Data, in terms of Sooner Consumption
t k P CTB Opt. DMPL Opt. Mean Choice Median Choice
0 35
1.05 9.00 9.68 8.91 7.60
1.11 4.60 8.87 7.08 0.00
1.18 1.88 8.08 4.92 0.00
1.25 0.65 7.31 2.87 0.00
1.43 0.05 5.84 1.01 0.00
1.82 0.00 3.83 0.23 0.00
0 63
1.00 16.66 10.83 19.52 20.00
1.05 12.67 9.99 10.16 13.30
1.18 3.68 8.36 5.63 0.00
1.33 0.43 6.81 2.59 0.00
1.67 0.01 4.65 0.95 0.00
2.22 0.00 2.78 0.09 0.00
35 35
1.05 9.91 9.59 7.60 0.00
1.11 5.29 8.79 5.71 0.00
1.18 2.22 8.01 3.22 0.00
1.25 0.78 7.24 2.10 0.00
1.43 0.07 5.78 0.92 0.00
1.82 0.00 3.78 0.53 0.00
35 63
1.00 17.17 10.74 19.17 20.00
1.05 13.46 9.91 10.29 17.10
1.18 4.26 8.29 4.98 0.00
1.33 0.52 6.74 2.54 0.00
1.67 0.01 4.60 0.87 0.00
2.22 0.00 2.74 0.37 0.00
In each of the 24 rows, we use observed data from the 58 individuals who comprised our estimation sample. Optima are calculated using
aggregate estimates.
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A.7 HL Predictions
A method of testing whether or the risky and riskless data generate conformable measures
of concavity is to use the α parameters as estimated from the CTB to try and predict risky
choices. Both aggregate and individual CTB estimates predict 82% of HL choices cor-
rectly. By comparison both aggregate and individual DMPL estimates predict with 90%
accuracy.45
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Figure A2: HL Prediction Exercise
Figure A2 plots the HL choice probabilities46 for each measure of curvature and ob-
served choices for each of our HL tasks. This illustrates that the CTB fails to predict
enough risk-aversion to explain the data.47
45The difference is statistically significant with p = 0.005. Standard errors are clustered by individual.
46These are calculated using the Luce Stochastic Error model. In the case of the CTB estimates, we borrow
the value fo µ from the DMPL estimation.
47Testing for equality of the predicted probabilities rejects with p < 0.001, standard errors clustered by
individual.
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A.8 Including Multiple Switchers
Of the five individuals who were excluded in the primary analysis for multiple switching in
the HL, one never altered their choice across all 24 MPL questions. This individual offers
no variation for the identification of time preference and is thus still excluded from this
sample, leaving 62 subjects total. The ICT technique does not achieve convergence on this
sample of individuals.
Table A5: Aggregate Utility Parameter Estimates with Multiple Switchers
Discounting Curvature Discounting and Curvature
Elicitation Method: MPL HL DMPL CTB
Estimation Method: ML ML ML OLS NLS ICT
(1) (2) (3) (4) (5) (6)
Utility Parameters
r 1.132 - 0.543 0.753 0.691 -
(0.245) - (0.103) (0.381) (0.145) -
β 0.985 - 0.991 1.012 0.988 -
(0.010) - (0.006) (0.021) (0.009) -
α - 0.573 0.573 0.946 0.925 -
- (0.048) (0.048) (0.003) (0.007) -
Error Parameters
ν 0.088 - 0.051 - - -
(0.009) - (0.007) - - -
µ - 0.116 0.116 - - -
- (0.020) (0.020) - - -
Clustered SE’s Yes Yes Yes Yes Yes -
# Clusters 62 62 62 62 62 -
N 1488 1240 2728 1488 1488 -
Log Likelihood -601 -397 -997 - - -
R2 - - - 0.397 0.594 -
Note: Standard errors clustered at the individual level in parentheses. Each individual made 20 decisions on the HL, 24 decision on
the MPL (and therefore 44 decisions on the DMPL) and 24 decisions on the CTB. In columns (1) through (3) HL, MPL and DMPL
estimates are obtained via maximum likelihood using Luce’s (1959) stochastic error probabilistic choice model. The CTB is estimated
in three different ways: ordinary least squares (OLS) using the Euler equation (2), non-linear least squares (NLS) using the demand
function (3) and interval-censored tobit (ICT) maximum likelihood using the Euler equation (2). All maximum likelihood models are
estimated using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) optimization algorithm.
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A.9 Hyperbolic Discount Function
Both techniques also provide the ability to estimate the γ parameter of a hyperbolic dis-
count function in which
U(xt) =
1
1 + γt
· xαt .
Table A6 presents the estimates of γ using the only MPL, DMPL and CTB/NLS methods.
HL estimates are unaffected by the change. The first order condition of the utility maxi-
mization problem can no longer be made linear, therefore there is no OLS approach. Since
the ICT technique is based on the OLS framework, we drop it as well. We still present the
yearly discount rate estimate, r, but in this case, r = 365γ because for the discount factor
function D(t), D(365) = 1
1+365γ
and D(365) = 1
1+r
, implying r = 1
D(365)
− 1 = 365γ.
Table A6: Aggregate Utility Parameter Estimates with Hyperbolic Discounting
Discounting Discounting and Curvature
Elicitation Method: MPL DMPL CTB
Estimation Method: ML ML NLS
(1) (2) (3)
Utility Parameters
r 0.531 0.284 0.395
(0.094) (0.056) (0.072)
α - 0.549 0.925
- (0.044) (0.008)
Error Parameters
ν 0.091 0.050 -
(0.011) (0.007) -
µ - 0.096 -
- (0.010) -
Clustered SE’s Yes Yes Yes
# Clusters 58 58 58
N 1392 2552 1392
Log Likelihood -562 -889 -
R2 - - 0.577
Note: Standard errors clustered at the individual level in parentheses. Each individual made 20 decisions on the HL, 24 decision on
the MPL (and therefore 44 decisions on the DMPL) and 24 decisions on the CTB. In columns (1) and (2) MPL and DMPL estimates
are obtained via maximum likelihood using Luce’s (1959) stochastic error probabilistic choice model. The CTB is estimated using
non-linear least squares (NLS) using the demand function. All maximum likelihood models are estimated using the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) optimization algorithm.
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A.10 Experimental Stimuli
We provide the following stimuli (in this order): explanation of payment method, general
instructions, CTB instructions, MPL instructions, HL instructions, BDM instructions.
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