Prior work poses a diversity paradox for science. Diversity breeds scientific innovation, and yet, diverse individuals have less successful scientific careers. But if diversity is good for innovation, why is science not rewarding diversity? We answer this question by utilizing a near-population of ~1.03 million US doctoral recipients from 1980-2015 and their careers into publishing and faculty roles. The article uses text analysis and machine learning techniques to answer a series of questions:
Introduction
Innovation is a key indicator of scientific progress. Innovation propels science into uncharted territories and expands humanity's understanding of the natural and social world. Innovation is also believed to be predictive of successful scientific careers: innovators are science's trailblazers and discoverers, so producing innovative science leads to successful academic careers (1). At a system-level, however, we know little about this apparent link. This lack of knowledge is caused by the absence of large-scale, cross-discipline, representative, and longitudinal data linking knowledge production to individual scholars' careers.
At the same time, a common hypothesis is that with diversity come ideas and innovation (2) (3) (4) . The combination of these two links -diversity-innovation and innovation-careers -depicts a paradox. If diverse groups such as gender and racially underrepresented scholars are likely to innovate and innovation leads to successful academic careers, where do persistent inequalities in scientific careers between diverse minority groups and majority groups come from (5-10)? One explanation is that diverse scientists' innovations get discounted, leading to inequalities in scientific impact and recognition.
Here, we set out to address this conjecture. We provide a system-level account of science where we identify scientific innovations (11) (12) (13) (14) (15) and present an analysis of rates of innovation in different subgroups, the extent to which those innovations get utilized by other scholars, and their subsequent career recognition among the near-complete population of US doctorate recipients (~1.03 million) spanning over three decades, across all scientific disciplines, and all US doctorate awarding institutions. Our analysis enables us to (a) compare diverse, minority scholars' rates of novelty vis-à-vis majority scholars and then ascertain how likely their innovations (b) find impact or uptake, and in turn, (c) recognition and reward in a continued and (elite) research career.
Innovation in Text
Our dataset stems from ProQuest (16) , which includes records of nearly all US PhD theses and their metadata from 1980-2015: student names, advisors, institutions, thesis titles, abstracts, disciplines, etc. These structural and semantic footprints enable us to consider students' rates of innovation at the very onset of their (potential) scholarly careers and their academic trajectory afterwards -i.e., early innovative sparks' relationship with (failed) academic careers (17) .
In order to identify scientific innovation, we first identify the set of scientific concepts being employed and related in theses. For this, we use natural language processing techniques of phrase extraction and structural topic modeling (18, 19) as they help us systematically identify terms in millions of documents and sensitize our analysis to concepts that are substantively meaningful (see Materials and Methods and Supplementary Information) (20) . Next, since these concepts are introduced in tandem with other concepts, and because they are introduced in different time-ordering, we identify when a concept is first related to other scientific concepts. This occurrence of novel links then reflects a set of conceptual innovations for each thesis and author.
Scientific innovation becomes apparent by looking back at the concept space to find unique and innovative bridges between two concepts. Moreover, scientific impact emerges from looking forward in the semantic space to the uptake of those bridging links (see Figure 1 for examples drawn from the data). Our overarching notion of innovation mirrors key theoretical perspectives on scientific innovation, where "science is the constellation of facts, theories, and methods collected in current texts (21)." Scientific development is then the process where concepts are added to the ever-growing "constellation" -i.e., our accumulating corpus of texts -in new combinations -i.e., our link introductions (11, 12, 21) . Advantages of our site and metrics include insensitivity to (a) varying indexing patterns of journal or citations' across corpora, (b) prioritizing some academic disciplines over others, and (c) the plethora of reasons as to why scholars cite other work (22, 23). 
Results
So who innovates, whose inventions get taken up, and who gets recognized? We first model individual rates of innovation (link introductions) by whether students are part of a numerical gender or racial minority in a given discipline and cohort (see Figure 2) . We keep institution, academic discipline, and graduation year constant (24, 25) (see Materials and Methods and   Supplementary Text for detailed accounts of our covariates, see Figures S1-S2 and Table S1 introductions, see Figure 3 , and Table S1 ). Minorities' new links are taken up at higher rates compared to those students whose gender and race is overrepresented in a discipline (p < .001).
Because total link uptake is conditional on link introductions, we control for the number of links introduced -i.e., payoff per link. Gender-underrepresented students' payoff per new link has a lower rate compared to gender-overrepresented students of (p < .001), suggesting that gender minorities' innovations get taken up less often than those introduced by a majority. In contrast, racially underrepresented students' payoff per link is somewhat higher compared to that of racially overrepresented students (p < .001). Hence, diverse individuals introduce more innovation, but underrepresented genders find their innovations discounted, whereas racial minorities' innovations get taken up at slightly higher rates compared to those of the racial majority group.
Figure 3. Gender minorities find lower impact than gender majorities Total new link uptake and impact as payoff per new link by social group (when innovation is nonzero, N = 969,735). Total novel link uptake is higher among gender and racial minorities rather than gender and racial majorities, resulting from them introducing more links (see Figure 2). Payoff per link is lower for gender-underrepresented vis-à-vis gender-overrepresented students, suggesting discounted innovations. Some diverse groups face discounted scientific innovations (gender-underrepresented groups), whereas other diverse groups' innovations get taken up at slightly higher rates (racially underrepresented groups).
Third and most importantly, we examine whether and how levels of innovation and impact translate into recognition and extended research careers. We model career recognition as a)
obtaining an elite research faculty position, and b) as continuing research endeavors (see Figure 4 , Figure S3 , and Table S1 ). 
Discussion
Consistent with notions that diversity breeds ideas and innovation, we find higher rates of innovation among gender and racial minority groups (2-4). Innovations are not adopted uniformly:
adoption depends on which social group proposes the innovation. Links introduced by an underrepresented gender, for instance, yield less impact. This is suggestive of an innovation discount for some groups compared to others where not all innovators are equally impactful. Innovation and impact correspond with scientific careers, but in spite of this, inequality in career outcomes persists for gender and racial minorities (5-10). We reveal hidden sources of these inequalities and underrepresented students gain less career returns for their innovation and impact compared to majorities.
In sum, this article provides a system-level account of innovation and its subsequent impact and recognition across all academic fields from 1980-2015 by following over a million US students' careers and their earliest intellectual footprints. We reveal a stratified system where diverse groups have to innovate at higher levels to reach similar levels of impact and recognition despite innovative scholarship. These results suggest diverse groups' science careers end prematurely despite their crucial role in innovation. Which trailblazers has science missed out on as a consequence? This question stresses the continued importance of critically evaluating and addressing biases in faculty hiring, research funding, and publication practices.
Materials and Methods

Data
We utilize a longitudinal dataset of dissertations filed from doctorate-awarding universities across the United States in the period 1980 to 2015 from ProQuest (16) . These data contain more than 1.03 million dissertations and accompanying metadata such as the name of the doctoral candidate, year they were awarded the doctorate, their university, the abstract that belongs to their theses, their advisors (37.6% of distinct advisors mentor one student), etc. These data cover approximately 86% of all awarded doctorates in the US over three decades across all disciplines. These data allow us to follow PhD recipients (N = 1,037,492) who overwhelmingly filed their dissertations in the database through time in a near-closed system of PhD recipients and their subsequent careers (if they have an academic career).
We link these data with several data sources to arrive at a near-ecology of US PhD students and their career trajectories. Specifically, we link ProQuest to the US Census data (2000 and 2010) and Social Security Administration data (1900-2016) to infer demographic information on students (detailed below and additional information found in Supplementary Information); we crosswalk
ProQuest to Web of Science -a large-scale publication database with ~38 million academic publications (1900-2017) -to find out which students publish and how often (the linking process is outlined in the Supplementary Information); and we weigh our inferential analyses by population records of the number of PhD recipients for each distinct university-year combination (e.g.,
Harvard University, 1987) to render results generalizable to the population (see Supplementary
Information for information on population coverage and data weights).
Measuring Innovation Through Citations, Keywords, and Text
Researchers occasionally study citations or keywords to understand innovation. Our analyses of in-text concept usage overcomes some of the difficulties related to those conventional data sources.
Prior work (11) used citations in research articles to study innovation understood as a novel recombination of prior bibliographic sources. However, it is difficult to draw explicit meaning from said combinations. Do pairs of references combine all ideas in the cited papers, or only some of them? These difficulties are compounded by the variety of functions that references fulfill. For instance, do authors mean to spread a paper's idea or contend it? Reference functions are not easily distinguished outside of the specific textual context of a citation (22).
Keywords constitute "plausible building blocks of content" (12) and do not suffer from the lack of granularity that affect citations. Prior work used keywords to study innovation through subfield integration (30). An issue with keywords, however, is that it is difficult to ascertain whether it is a feature of the knowledge content in a paper. Researchers, and often editorial teams, assign keywords to optimize indexing and retrieval (31). The use of keywords then begs the question of whether they locate innovation in a research article or in its classification.
As an alternative to keywords, prior work used chemical entities from annotated MEDLINE abstracts as their units for innovation (12) . The entities extracted from abstracts overcome potential confounding classification dynamics. Yet, the study of chemical entities are highly specific to only one field. As such, scholars acknowledge, "new methods should be developed for mining building blocks with finer granularity" (12: 901). Our analysis of novel recombinations of in-text concept use overcomes the issues of citations and keywords and thus elaborate and extend the research program of innovation.
Concept extraction from scientific text
So how do we extract concepts from text? Not all terms are equal means for innovation. Combining or introducing terms like "thus," "therefore," and "then," highly frequent terms, is not substantively similar to combining "HIV" and "monkey." However, differences between substantive and trivial concepts are not always as apparent. To extract concepts, we use STMs to find the dimensions in which some concepts might matter more than others. This kind of model requires that we input the number of topics to look for (K). We fitted STMs for a range of number of topics (K = [50-1000]) with incremental steps of 50 initially, and steps of 100 when K > 600 (to save computing time and resources). Our fit metrics (internal validity, external validity, and consistency, see Figure S4 and Supplementary
Text: Structural Topic Models for Concept Extraction) plateau at K = 500, and we use that K throughout the main text of the manuscript, although using either K = 400 or K = 600 does not qualitatively alter our results (see Figure S3 and Table S1 ). Furthermore, in these models we allow topics to be more or less prevalent over time. We do this by modelling the prevalence of topics in Using the STM output, we obtain the most-frequent and most-exclusive terms within a given topic. Extracting only the most-frequent terms at the expense of the most-exclusive terms (or vice versa) is not enough. The most-frequent terms are too general and consist of general language needed by all topics to be able to describe them (e.g., "data," "analyze," "study," etc.), whereas the most-exclusive terms might often be too idiosyncratic to be informative in and of themselves (e.g., "eucritta melanolimnete," "periplanone b," etc.). Therefore, we strike a balance between frequency and exclusivity: concepts that are simultaneously common and distinctive.
Concepts that are as simple as possible, but as complex as necessary. To this end, we extract concepts on the basis of their FREX score (20) , which compounds the weighted frequency and exclusivity of a term in a topic. Here, we explore three weighting schemes: equally balancing frequency and exclusivity (50/50), attaching more weight to frequency and less to exclusivity (75/25), and attaching more weight to exclusivity and less to frequency (25/75). We then extract the top-100 FREX-words per topic -K = [400-600] with incremental steps of 100, resulting in 40,000, 50,000, or 60,000 concepts -and measure our innovation and impact variables (detailed below) for all three K's and three FREX weighting schemes (i.e., nine scenarios in total). The more-frequent semantic space defines the more-standard scientific vocabulary, and the moreexclusive semantic space is more idiosyncratic indicative of non-standard concept usage.
Sensitivity analyses provide robust results across the scenarios for innovation, impact, and recognition (see Table S1 ). For the results depicted in the main text, we report the scenario where frequency and exclusivity are equally balanced at K = 500, but the Extended Data report on all sensitivity analyses across all nine scenarios. We trim the students' text keeping those words that we extracted using FREX and we consider these as the set of meaningful scientific concepts.
Outcome variables
Using the extracted scientific concepts and by relying on the publication year (i.e., year of the peer-reviewed journals, or even fiction). However, it provides (at the very least) unique insight into which dissertations are highly novel compared to others dissertations and, thus, which students are competitive vis-à-vis others with their early-onset innovative sparks in knowledge production.
Second, we measure impact as novel link uptake. We first capture the total number of events in which other students use that specific link for each student who introduces that new See Figure S1 for the distributions and correlations of these outcome variables across the different K and FREX scenarios.
As we mentioned before, there are at least two advantages to measuring innovation and impact with language of PhD recipients in dissertations vis-à-vis, for instance, citation records of scholars in journals. First, language metrics are relatively unaffected by academic search engines, journal guidelines, or differences in indexing across corpora, or by the variety of reasons as to why scholars cite others' work (22, 23). As such, we detect signals of innovation that would otherwise be hard to trace and which are insensitive to potential biases resulting from corpora that unjustifiably exclude citations in other academic fields. Second, our corpus captures a nearpopulation of scholars' early texts and does not discriminate by prioritizing some academic fields at the expense of others. As such, the language and innovations of slower, book-oriented science (e.g., History), medium-paced, publication-oriented science (e.g., Sociology), or faster, proceedings-oriented science (e.g., Computer Science) are all represented and measured in our corpus.
Finally, we measure recognition as becoming an elite research faculty or an individual with continuing research endeavours. First, we conservatively proxy whether graduate students become elite faculty after their graduation (elite faculty: mean = .063 or N = 65,869 
Main covariates
The ProQuest data do not contain direct reports of student gender and race characteristics, but we identify the race and gender of students based on their first (gender) and last (race) names. We compiled datasets from the US censuses (32) to predict race and from the US Social Security Administration (33) to predict gender. We matched these to data on N = 20,264 Stanford University scholars between 1993 and 2015. The Private University data contain race and gender information alongside scholar names, which allows us to train a threshold algorithm to estimate race and gender based on names. Using these thresholds, we classify advisees in the ProQuest data into one of four race categories and to assign a gender (34) . The race categories are White, Asian, Hispanic, and
Other Race. The Other Race category is a residual category and combines African Americans, Native Americans, and any racial categories not captured by the first three (see Supplementary
Text: Scholar Gender and Race). We then compute the relative representation of a given group in a given discipline and given year, from 1980 to 2010 -e.g., the percentage of female PhD recipients in Aerospace Engineering in 1985. We then measure whether a student is part of a gender or a racial minority -i.e., whether a student is member of a group smaller than the largest group in a discipline-year (Gender minority mean = .423; Racial minority mean = .366). Finergrained metrics of race would be preferable; such "thinness" is an occasional issue in computational research (35, 36) . In our case, however, finer-grained categories are by design more often labelled as underrepresented minorities. As a consequence, our relatively "course" race metric conservatively proxies our metrics' effects. Additionally, we measure the fraction of students in a discipline-year carrying the same gender or race -e.g., the percentage of women in Not all students who file theses to ProQuest list the department in which they obtained their doctorate. In order to determine the degree's academic discipline, we trained a Random Forest Classifier (RFC) based on a list of features from the dissertation (e.g., keywords, listed university, etc.) using the theses that do list department and degree as a ground truth. The RFC was able to infer department degree with 96% precision (NDISCIPLINE = 84; see Supplementary Text: Academic Discipline). Dissertations that are filed to ProQuest contain meta-information about the institution where the doctorate was awarded. In some cases, PhD recipients reported multiple universities. In these cases, we classify the student into the first institution that is filed to ProQuest (NUNIVERSITY = 215). We infer the graduation year in which the student obtains her/his doctorate as the year in which the dissertation was filed to ProQuest (Range = 1980-2010, NYEAR = 31).
Analytical strategy
We model each of our indicators for novelty, impact, and recognition tailored to their statistical distributions. Scientific novelty as link introduction (count of new links) and impact as link uptake (count of students' new link that are taken up, payoff per link), are right-skewed counts of events or rates. For these outcomes, we employ negative binomial regression analyses, were the overdispersion in the outcomes is modeled as a linear combination of the covariates (37). Recognition as becoming elite faculty (yes/no) and obtaining an academic job (yes/no) are both binary outcomes, so we use logistic regression analyses for these. Analytically, these two models take the following forms:
where
Equation (1) models the expected count of link introduction, link uptake, and payoff per new link, whereas equation (2) models career survival as becoming elite faculty or obtaining an academic positions, all for individual student j. In these models, β 0 represent intercepts and β 1 X j +…+β k X j represent our vector of covariates from the first to the k th variable that predicts the outcome Y.
Variables included in this vector are our main predictors (indicators for gender and race representation) and the confounding factors (institution, discipline, and year). We exponentiate the log-odd coefficients from the logistic and negative binomials regressions to report differences in odds ratios (logistic) and incidence rates (negative binomial) between social groups. The whiskers or shaded lines in Figures 2-4 represent upper and lower bounds of 95% confidence intervals of the models' coefficients, and the p-values we report are two-sided tests based on the negative binomial and logistic regressions. Figure 3b represents expected values with all other values held at their averages.
Payoff per link is a non-integer rate instead of an integer event count. An occasional method to be able to model non-integers is to offset the negative binomial regression with logged independent variables. Here, we do so for the number of new links when we model payoff per link so as to interpret coefficients of other independent variables as rate increases or decreases (37, 38) .
A (simplified) example is an expected count µ x , where µ x is dependent on some covariate X, so that log(µ x )= β 0 + β 1 X. If t X would then indicate exposure (or offset), then log(µ X / t X ) = β 0 + β 1 X models an expected rate (count divided by exposure) and this is analytically equal to log(µ X ) = β 0 + β 1 X + log(t X ). Hence, we include a logged offset variable t X in the form of logged number of new links. As such, we are able to model payoffs as non-integer rates.
We include three sets of fixed effects in our models to attempt to isolate our main predictors from confounding factors. We keep institution, academic discipline, and graduation year constant throughout. This is to account for universities that arguably vary greatly in their prestige and the resources they make available to students (24), for academic disciplinary cultures that vary (25), and for "older" scholars that have had more time to make career transitions or to get recognized.
We weigh the data by the total number of doctorates awarded by an institution in a given 
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Structural Topic Models for Concept Extraction
To identify scientific novelty with scientific concepts, we first fit Structural Topic Models (STMs) (1) topics. In the main text of the study, we've presented results for K = 500. This means that we used the weights on the vocabulary from an STM with 500 topics to extract the concepts that best describe the latent dimension in the corpus. Namely, the extracted concepts belong to the top-100 FREX terms of each topic.
However, our results remain robust under alternative specifications for concept extraction (leaning towards either frequency, exclusivity, or balancing both equally) and for a range of K (for 400, 500, and 600). Here, we outline how we preprocess the data and arrive at K = [400-600] based on several fit metrics.
Preprocessing Texts and Fitting STMs
We preprocess the data by the following steps. We remove stand-alone numbers, punctuation, English stop words, and special characters from the text. However, we keep numbers belonging to terms such as molecules (e.g., H2S), which might refer to substantive concepts. We then stem the words using the Snowball algorithm and remove those tokens that only appear once across all documents. We extract n-grams for sequences of words that occur more frequently than by chance using El-Kishky et al.'s method (2) . We then fit STMs at K [K = 50-1000] in incremental steps of 50 (and steps of 100 when K > 600 to reduce computing time) by training each for 20 epochs.
Internal validation
We then internally validate the models to find out what number of topics retrieves the mostdiscriminant latent thematic dimensions; which is equivalent to finding the dimensionality reduction solution that retains the most information about the corpus. To do so, we consider both the coherence and exclusivity (1, 3) of the topics produced by models at different values of K.
The coherence of a topic assesses its internal consistency. Semantic coherence is obtained by calculating the frequency with which high-probability words within a given topic co-occur in documents. The most-probable words in a highly-coherent topic tend to appear together in documents. Conversely, a low-coherence topic comprises high-probability words that appear in isolation from each other. It would be difficult to argue that a low-coherence topic is of much use in representing documents, since it can appear in multiple documents with very different terms.
Assessing topics solely on their semantic coherence is not enough, since this measurement can be trivially maximized by reducing the number of topics. For instance, if we had a single topic, high-probability terms would co-occur by construction. Similarly, a topic that comprises very common words of a topic (e.g., data, study, etc.) will appear to be very coherent since these terms co-occur in most documents by convention. Therefore, as a complement to semantic coherence, we want our model to produce topics that have very distinct high-probability terms; that is to say, we want topics with high exclusivity. Exclusivity measures the extent to which words within a topic are distinct from the words in other topics. There is a trade-off between a topic's exclusivity and semantic coherence -i.e., overall high-probability words tend to drive very coherent topics, since they are likely to co-occur; but these words also tend to co-occur with the terms from many topics, and so they drive low exclusivity topics. Given this trade-off, we explore the solution space along values of K looking for the model where both exclusivity and coherence plateau and do not improve nor decrease with a lower or higher number of topics, thus providing us with a potential limit for K. Figures S4-a and S4-b shows that this limit is likely to be in the range of K = 400-600.
External validation
In addition to internal validation, we also employ external validation. To this end, we compare the distance between documents based on an STM with a given K with the document distances based on author-provided keywords and fields. We use the academic fields and keywords that students file with their dissertations. We draw a random sample of 1000 documents that remains constant across values of K, and compute the cosine similarity between document pairs in this sample based on the documents' topic mixtures. In so doing, we leverage that all document pairs are comparable in vector θ, which represents any given document as a probability distribution over all topics. We then consider any given document pair to be related if their cosine similarity is greater than the median similarity in the sample. For the field and keyword relations between documents, we consider whether bigrams (fields + keywords) occurring within a document co-occur between two documents; when this is the case, we render these documents related.
We represent the relations described above as two document-to-document networks, one STM-based and one bigram-based network, and study their overlap. We are interested in four kinds of comparisons at the level of document dyads, which we can picture as a two-by-two matrix where 
Matthew correlation = TP×TN-FP×FN ((TP+FP)(TP+FN)(TN+FP)(TN+FN) ⁄
, where T and F define true and false, and P and N define positives and negatives. Figure S4 -c depicts the result of the correlations between keyword and STM relations. We find that the curve follows a similar trend compared to the internal validity metrics. There is a decrease as K moves beyond 500, providing some external validation with user-labeled information that the number of topics seems to optimize around K = 500.
Consistency
Additionally, we study the consistency of topic assignments across the range of K [50-1000] -i.e., whether the topics retrieved at one value of K are informative of the topics obtained at another 
The "Right" K
Finally, we emphasize that we do not use the "right" K, as that would imply that we are perfectly aware of the topic (and, hence, scientific) universe. We use K = 500 in the main text as the metrics all seem to plateau around that value. However, if we choose K = 400 or K = 600 and measure concept/link introduction and uptake in a similar way (using low, medium, and high FREX-weight), our results do not qualitatively change. The "right" K -if one is to interpret that as the set number of scientific topics at the specialization within disciplines level -likely is somewhere between 400-600. A benefit of our approach, and what our associated results show, is that the results stay qualitatively similar whichever K (400, 500, or 600) we choose.
On Analyzing Abstracts Versus Full Texts
We analyze dissertation abstracts based on the conjecture that abstracts are a good approximation of the knowledge and concepts that populate full texts. Prior work consistently shows that this conjecture is a reasonable one, as abstracts provide a clean, uncluttered synthesis of the full text.
Prior work suggests that the goal of abstracts is to summarize and emphasize a paper's key contributions (4). Empirical work observes that abstracts provide sufficient syntheses of concepts, tables, graphs, and topics in papers (5-7). Pragmatic arguments in favor of using abstracts is that the use of full text is highly restricted by its general inaccessibility, poor scalability, and high demand on computational resources for large corpora. In contrast, abstracts are easier to obtain and typically demand far fewer computational resources. Additionally, with the use of full text come some theoretical difficulties. For instance, if we study concept co-occurrence in full text, at what distance do concepts need to co-occur in order to render the co-occurrence substantively meaningful? In the same text, section, paragraph, or sentence? Co-occurrences in abstracts are far more likely to be substantively meaningful as abstracts only cover ~10 sentences. Finally, our main results would only qualitatively change if numerical minorities write abstracts that are inherently different compared to those written by majorities. Given the general goal of abstracts -i.e., summarizing main contributions and findings (4) -we assume that the retention of innovations in abstracts versus full text is not higher (or lower) for numerical minorities vis-à-vis majorities.
Student Gender and Race
The ProQuest corpus (8) does not contain records of gender and race of students that filed their theses. Therefore, we predict the race and gender of students based on their first (gender) and last (race) names (9) . For race, we compiled US Census data of 2000 and 2010 (10) . These censuses analyses of racial inequalities more-conservative, given prior findings of racial inequality American higher education. Essentially, we might underestimate our effect when one group that has higher likelihood of innovation or lower likelihood of recognition than white students and that group is labelled under the white students category.
Using these thresholds, we classify students into a racial background and gender. If students are classified into multiple races given our thresholds, we use a decision rule; (1) when a students was classified into the "Other Race" or any other category, we classify him/her as "Other Race"; (2) when a student was classified into the "Hispanic" and "white" or "Asian" category, we classify the student as "Hispanic"; (3) when students were classified into the "Asian" and "white" category, we classified the student as "Asian" category. Finally, if the thresholds did not classify a student into a category, we used a majority rule to categorize the student into a race. For instance, when "Yao" does not meet a threshold while most individuals named "Yao" are in fact Asian we classify these as "Asian."
Academic Discipline
To infer discipline degree for those who did not file it to ProQuest database by students, all theses with departments in ProQuest were first extracted. Each department was then semi-manually canonicalized to a National Research Council (NRC) department. Given that there are many spelling mistakes, a fuzzy string matching was used to match the ProQuest department with the actual listed NRC departments based on a 90% string similarity (a manual analysis showed 100% accuracy). For the frequent department names that matched around and 70-89% to an NRC department, each canonicalization from ProQuest to NRC were manually verified (while rejecting those that were invalid). All dissertations whose department name could not be mapped to an NRC department had their department inferred as if it had not been listed. We used the successfully matched dissertations with an NRC department (N = 178,511) as a ground truth. Next, we trained a Random Forest Classifier (RFC) based on a list of features from the dissertation; binary features for whether the dissertation was listed with an NRC subject category, binary features for whether the dissertation was listed with ProQuest subject category, all keywords used for the dissertation, the topic distribution of the dissertation abstract using a 100-topic Latent Dirichlet Allocation model, the average Word2Vec word vector for each of the (1) keywords, (2) ProQuest fields, (3) NRC fields, and (4) title, and the degree-granting university. The RFC infers department degree with 96% precision (NDISCIPLINE = 84).
Population Coverage and Data Weights
During the study period (1980-2010) approximately 1.2 million doctorates were awarded in total.
This suggests that the ProQuest data cover approximately 86% of the total number of US doctorates over three decades. If we plot the ProQuest database and the population of awarded doctorates in the US over time, the rends are highly similar. In our inferential analyses, we weigh the data by the total number of doctorates awarded by an institution in a given year 9 to account for possible selectivity between universities in years in filing their doctorates' theses in the ProQuest database. To do this we calculate for each distinct year-university combination (e.g., at Harvard 
Linking ProQuest to Web of Science
We attempt to link each student in the ProQuest corpus to their corresponding identity in two sets of publication corpora, specifically the Web of Science (WoS) obtained from Clarivate Analytics. ensuring that one author from either side is never linked to more than one author on the other side.
As this matching process could potentially be noisy, we take additional steps to heuristically reduce the potential for mismatches. First, we restrict WoS matches to only those individuals whose publication history is similar to their graduation date; this restriction excludes matching those individuals whose nearest publication date is 15 years after or 10 years before graduation. Second, we avoid matching individuals where the bulk of their publication occurs before their graduation, except in the case where there is additional evidence to support the matching from co-authorship with their advisor. Third, we avoid matching individuals whose only evidence for being the same person is their name similarity and a textual similarity between their dissertation and the articles (e.g., no evidence of being at the same institution where they would have graduated or advised students). k400,freq75/excl25 k400,freq50/excl50 k400,freq25/excl75 k500,freq75/excl25 K500,freq50/excl50 K500,freq25/excl75 k600,freq75/excl25 K600,freq50/excl50 K600,freq25/excl75 Figure S3) . Here 
