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1 Introduction
In this paper, we solve a folklore conjecture 1 on Fano manifolds without non-
trivial holomorphic vector fields. The main technical ingredient is a conic version
of Cheeger-Colding-Tian’s theory on compactness of Ka¨hler-Einstein manifolds.
This enables us to prove an extension of the partial C0-estimate for Ka¨hler-
Einstein metrics established in [DS12] and [Ti12].
A Fano manifold is a projective manifold with positive first Chern class
c1(M). Its holomorphic fields form a Lie algebra η(M). The folklore conjecture
states: If η(M) = {0}, then M admits a Ka¨hler-Einstein metric if and only
if M is K-stable with respect to the anti-canonical bundle K−1M . Its necessary
part was established in [Ti97]. The following gives the sufficient part of this
conjecture.
Theorem 1.1. Let M be a Fano manifold canonically polarized by the anti-
canonical bundle K−1M . If M is K-stable, then it admits a Ka¨hler-Einstein met-
ric.
∗Supported partially by a NSF grant
1It is often referred as the Yau-Tian-Donaldson conjecture
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An older approach for proving this theorem is to solve the following complex
Monge-Ampere equations by the continuity method:
(ω +
√−1 ∂∂¯ϕ)n = eh−tϕωn, ω +√−1 ∂∂¯ϕ > 0, (1.1)
where ω is a given Ka¨hler metric with its Ka¨hler class [ω] = 2πc1(M) and h is
uniquely determined by
Ric(ω)− ω = √−1∂∂¯h,
∫
M
(eh − 1)ωn = 0.
Let I be the set of t for which (1.1) is solvable. Then we have known: (1) By
the well-known Calabi-Yau theorem, I is non-empty; (2) In 1983, Aubin proved
that I is open [Au83]; (3) If we can have an a priori C0-estimate for the solutions
of (1.1), then I is closed and consequently, there is a Ka¨hler-Einstein metric on
M .
However, the C0-estimate does not hold in general since there are many
Fano manifolds which do not admit any Ka¨hler-Einstein metrics. The existence
of Ka¨hler-Einstein metrics required certain geometric stability on the underly-
ing Fano manifolds. In early 90’s, I proposed a program towards establishing
the existence of Ka¨hler-Einstein metrics. The key technical ingredient of this
program is a conjectured partial C0-estimate. If we can affirm this conjecture
for the solutions of (1.1), then we can use the K-stability to derive the a prior
C0-estimate and the Ka¨hler-Einstein metric. The K-stability was first intro-
duced in [Ti97] as a test for the properness of the K-energy restricted to a finite
dimensional family of Ka¨hler metrics induced by a fixed embedding by pluri-
anti-canonical sections.2 However, such a conjecture on partial C0-estimates is
still open except for Ka¨hler-Einstein metrics.
In [Do10], Donaldson suggested a new continuity method by using conic
Ka¨hler-Einstein metrics. Those are metrics with conic angle along a divisor.
For simplicity, here we consider only the case of smooth divisors.
Let M be a compact Ka¨hler manifold and D ⊂ M be a smooth divisor. A
conic Ka¨hler metric on M with angle 2πβ (0 < β ≤ 1) along D is a Ka¨hler
metric on M\D that is asymptotically equivalent along D to the model conic
metric
ω0,β =
√−1

dz1 ∧ dz¯1
|z1|2−2β +
n∑
j=2
dzj ∧ dz¯j

 ,
where z1, z2, · · · , zn are holomorphic coordinates such thatD = {z1 = 0} locally.
Each conic Ka¨hler metric can be given by its Ka¨hler form ω which represents
a cohomology class in H1,1(M,C) ∩H2(M,R), referred as the Ka¨hler class [ω].
A conic Ka¨hler-Einstein metric is a conic Ka¨hler metric which is also Einstein
outside conic points.
In this paper, we only need to consider the following conic Ka¨hler-Einstein
metrics: LetM be a Fano manifold and D be a smooth divisor which represents
2The K-stability was reformulated in more algebraic ways (see [Do02], [Pa08] et al.).
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the Poincare dual of λc1(M). We call ω a conic Ka¨hler-Einstein with conic angle
2πβ along D if it has 2πc1(M) as its Ka¨hler class and satisfies
Ric(ω) = µω + 2π(1− β)[D]. (1.2)
Here the equation on M is in the sense of currents, while it is classical outside
D. We will require µ > 0 which is equivalent to (1 − β)λ < 1. As in the
smooth case, each conic Ka¨hler metric ω with [ω] = 2πc1(M) is the curvature
of a Hermitian metric || · || on the anti-canonical bundle K−1M . The difference is
that the Hermitian metric is not smooth, but it is Ho¨lder continuous.
Donaldson’s continuity method was originally proposed as follows: Assume
that λ = 1, i.e., D be a smooth anti-canonical divisor. It follows from [TY90]
that there is a complete Calabi-Yau metric on M\D. It was conjectured that
this complete metric is the limit of Ka¨hler-Einstein metrics with conic angle
2πβ 7→ 0. If this is true, then the set E of β ∈ (0, 1] such that there is a conic
Ka¨hler metric satisfying (1.2) is non-empty. It is proved in [Do10] that E is
open. Then we are led to proving that E is closed.
A problem with this original approach of Donaldson arose because we do
not know if a Fano manifold M always has a smooth anti-canonical divisor D.
Possibly, there are Fano manifolds which do not admit smooth anti-canonical
divisors. At least, it seems to be a highly non-trivial problem whether or not
any Fano manifold admits a smooth anti-canonical divisor. Fortunately, Li and
Sun bypassed this problem. Inspired by [JMR11], they modified Donaldson’s
original approach by allowing λ > 1. They observed that the main existence
theorem in [JMR11], coupled with an estimate on log-α invariants in [Be11],
implies the existence of conic Ka¨hler-Einstein metrics with conic angle 2πβ so
long as µ = 1 − (1 − β)λ is sufficiently small. Now we define E to be set of
β ∈ (1 − λ−1, 1] such that there is a conic Ka¨hler metric satisfying (1.2). Then
E is non-empty. It follows from [Do10] that E is open. The difficult part is to
prove that E is closed.
The construction of Ka¨hler-Einstein metrics with conic angle 2πβ can be
reduced to solving complex Monge-Ampere equations:
(ωβ +
√−1∂∂¯ϕ)n = ehβ−µϕωnβ , (1.3)
where ωβ is a suitable family of conic Ka¨hler metrics with [ωβ] = 2πc1(M) and
cone angle 2πβ along D and hβ is determined by
Ric(ωβ) = µωβ + 2π(1− β) [D] +
√−1∂∂¯hβ and
∫
M
(ehβ − 1)ωnβ = 0.
As shown in [JMR11], it is crucial for solving (1.3) to establish an a priori
C0-estimate for its solutions. Such a C0-estimate does not hold in general.
Therefore, following my program on the existence of Ka¨hler-Einstein metrics
through the Aubin’s continuity method, we can first establish a partial C0-
estimate and then use the K-stability to conclude the C0-estimate, consequently,
the existence of Ka¨hler-Einstein metrics on Fano manifolds which are K-stable.
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For any integer λ > 0 and β > 0, let E(λ, β) be the set of all triples (M,D, ω),
where M is a Fano manifold, D is a smooth divisor whose Poincare dual is
λ c1(M) and ω is a conic Ka¨hler-Einstein metric on M with cone angle 2πβ
along D. For any ω ∈ E(λ, β), choose a C1-Hermitian metric h with ω as its
curvature form and any orthonormal basis {Si}0≤i≤N of each H0(M,K−ℓM ) with
respect to the induced inner product by h and ω. Then as did in the smooth
case, we can introduce a function
ρω,ℓ(x) =
N∑
i=0
||Si||2h(x). (1.4)
One of main results in this paper is the following.
Theorem 1.2. For any fixed λ and β0 > 1− λ−1, there are uniform constants
ck = c(k, n, λ, β0) > 0 for k ≥ 1 and ℓi → ∞ such that for any β ≥ β0 and
ω ∈ E(λ, β), we have for ℓ = ℓi,
ρω,ℓ ≥ cℓ > 0. (1.5)
In [Ti12], we conjectured that this theorem holds for more general conic
Ka¨hler metrics.3
The most crucial tool in proving Theorem 1.2 is an extension of a compact-
ness theorem of Cheeger-Colding-Tian for Ka¨hler-Einstein metrics. One needs
extra technical inputs to establish such an extension.
As a consequence of Theorem 1.2, we have
Theorem 1.3. Let M be a Fano manifold with a smooth pluri-anti-canonical
divisor D of K−λM . Assume that ωi be a sequence of conic Ka¨hler-Einstein
metrics with cone angle 2πβi along D satisfying:
Ric(ωi) = µiωi + 2π(1− βi)[D], µi = 1− (1− βi)λ.
where µi = 1 − (1 − βi)λ > 0. We further assume that limµi = µ∞ > 0 and
(M,ωi) converge to a length space (M∞, d∞) in the Gromov-Hausdorff topology.
Then M∞ is a smooth Ka¨hler manifold outside a closed subset S¯ of codimension
at least 4 and d∞ is induced by a smooth Ka¨hler-Einstein metric outside a
divisor D∞ ⊂ M∞. Furthermore, (M,ωi) converge to (M∞, ω∞) outside D∞
in the C∞-topology and D converges to D∞ in the Gromov-Hausdorff topology.
This theorem is needed to finish the proof of Theorem 1.1.
The organization of this paper is as follows: In the next section, we prove an
approximation theorem which states any conic Ka¨hler-Einstein metrics can be
approximated by smooth Ka¨hler metrics with the same lower bound on Ricci
curvature. This theorem was not known before and is of interest by itself. In
section 3, we give an extension of my works with Cheeger-Colding in [CCT95] to
3Our method in this paper can be also applied to getting the partial C0-estimate in this
more general case.
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conic Ka¨hler-Einstein manifolds.4 In section 4, we prove the smooth convergence
for conic Ka¨hler-Einstein metrics. In the smooth case, it is based on a result
of M. Anderson. However, the arguments do not apply for the conic case. We
have to introduce a new method. In Section 5, we prove Theorem 1.2, i.e., the
partial C0-estimate for conic Ka¨hler-Einstein metrics. In last section, we prove
Theorem 1.1.
The existence of Ka¨hler-Einstein metrics on K-stable Fano manifold was first
mentioned in my talk during the conference ”Conformal and Ka¨hler Geometry”
held at IHP in Paris from September 17 to September 21 of 2012. On October 25
of 2012, in my talk at the Blainefest held at Stony Brook University, I outlined
my proof of Theorem 1.1. I learned that X.X. Chen, S. Donaldson and S. Sun
posted a short note on October 30 of 2012 in which they also announced a proof
of Theorem 1.1.
Acknowledgement: First I like to thank my former advisor S. T. Yau who
brought me the problem of the existence of Ka¨hler-Einstein metrics on Fano
manifolds when I was the first-year graduate student in 80s. I like to thank
my friends and collaborators J. Cheeger and T. Colding, their foundational
regularity theory on Einstein metrics and my joint work with them on Ka¨hler-
Einstein metrics have played a crucial role in proving Theorem 1.1. I also like to
thank B. Wang, my former postdoctor and collaborator. My joint work with him
on almost Einstein metrics is very important in establishing the main technical
result in this paper. I also like to thank Chi Li, J. Song and Z.L. Zhang for
many useful discussions in last few years. I am also grateful to Weiyue Ding
with whom I had a joint paper [DT92] on generalized Futaki invariants. This
paper played a very important role in my introducing the K-stability in [Ti97].
2 Smoothing conic Ka¨hler-Einstein metrics
In this section, we address the question: Can one approximate a conic Ka¨hler-
Einstein metrics by smooth Ka¨hler metrics with Ricci curvature bounded from
below? For the sake of this paper, we confine ourselves to the case of positive
scalar curvature. Our approach can be adapted to other cases where the scalar
curvature is non-positive. In fact, the proof is even simpler.
Let ω be a conic Ka¨hler-Einstein metric on M with cone angle 2πβ along
D, where D is a smooth divisor whose Poincare dual is equal to λ c1(M), in
particular, ω satisfies (1.2) for µ = 1 − (1 − β)λ > 0. For any smooth Ka¨hler
metric ω0 with [ω0] = 2πc1(M), we can write ω = ω0 +
√−1 ∂∂¯ϕ for some
smooth function ϕ on M\D. Note that ϕ is Ho¨lder continuous on M . Define
h0 by
Ric(ω0) − ω0 =
√−1 ∂∂¯h0,
∫
M
(eh0 − 1)ωn0 = 0.
4My work with Cheeger and Colding [CCT95] is definitely needed in establishing the partial
C0-estimate which is crucial in proving Theorem 1.1.
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Note that the first equation above is equivalent to
Ric(ω0) = µω0 + 2π(1− β)[D] +
√−1 ∂∂¯(h0 − (1 − β) log ||S||20),
where S is a holomorphic section of K−λM defining D and || · ||0 is a Hermitian
norm on K−λM with λω0 as its curvature. For convenience, we assume that
sup
M
||S||0 = 1.
If ωβ and hβ are those in (1.3), then modulo a constant,
hβ = h0 − (1 − β) log ||S||20 − log
(
ωnβ
ωn0
)
− µψβ,
where ωβ = ω0 +
√−1 ∂∂¯ψβ .
It follows from (1.2)
(ω0 +
√−1 ∂∂¯ϕ)n = eh0−(1−β) log ||S||20+aβ−µϕ ωn0 , (2.1)
where aβ is chosen according to∫
M
(
eh0−(1−β) log ||S||
2
0+aβ − 1
)
ωn0 = 0.
Clearly, aβ is uniformly bounded so long as β ≥ β0 > 0.
The Lagrangian Fω0,µ(ϕ) of (2.1) is given by
Jω0(ϕ) −
1
V
∫
M
ϕωn0 −
1
µ
log
(
1
V
∫
M
eh0−(1−β) log ||S||
2
0+aβ−µϕ ωn0
)
, (2.2)
where V =
∫
M
ωn0 and
Jω0(ϕ) =
1
V
n−1∑
i=0
i+ 1
n+ 1
∫
M
√−1 ∂ϕ ∧ ∂ϕ ∧ ωi0 ∧ ωn−i−1ϕ , (2.3)
where ωϕ = ω0 +
√−1 ∂∂¯ϕ. Note that Fω0,µ is well-defined for any continuous
function ϕ.
Let us recall the following result
Theorem 2.1. If ω = ωϕ is a conic Ka¨hler-Einstein with conic angle 2πβ along
D, then ϕ attains the minimum of the functional Fω0,µ on the space Kβ(M,ω0)
which consists of all smooth functions ψ on M\D such that ωψ is a conic Ka¨hler
metric with angle 2πβ along D. In particular, Fω0,µ is bounded from below.
One can find its proof in [Bo11]. An alternative proof may be given by
extending the arguments in [DT91] to conic Ka¨hler metrics.
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Corollary 2.2. If µ < 1, then there are ǫ > 0 and Cǫ > 0, which may depend
on ω and µ, such that for any ψ ∈ Kβ(M,ω0), we have for any t ∈ (0, µ]5
Fω0,t(ψ) ≥ ǫJω0(ψ) − Cǫ. (2.4)
Proof. It follows from the arguments of using the log-α-invariant in [LS12] that
Fω0,t is proper for t > 0 sufficiently small. Let ω = ωϕ be the conic Ka¨hler-
Einstein metric with angle β along D. Then ϕ satisfies (2.1). Since M does
not admit non-zero holomorphic fields,6it follows from [Do10] that (2.1) has a
solution ϕ¯ when µ is replaced by µ¯ = µ + δ for δ > sufficiently small. Hence,
by Theorem 2.1, Fω0,µ¯ is bounded from below. Then this corollary follows from
Proposition 1.1 in [LS12]7
Now we consider the following equation:
(ω0 +
√−1∂∂¯ϕ)n = ehδ−µϕ ωn0 , (2.5)
where
hδ = h0 − (1− β) log(δ + ||S||20) + cδ
for some constant cδ determined by∫
M
(
eh0−(1−β) log(δ+||S||
2
0)+cδ − 1
)
ωn0 = 0.
Clearly, cδ is uniformly bounded. If ϕδ is a solution, then we get a smooth
Ka¨hler metric
ωδ = ω0 +
√−1 ∂∂¯ϕδ.
Its Ricci curvature is given by
Ric(ωδ) = µωδ +
δ(1− β)λ
δ + ||S||20
ω0 + δ(1− β) DS ∧DS
(δ + ||S||20)2
,
where DS denotes the covariant derivative of S with respect to the Hermitian
metric || · ||0. In particular, the Ricci curvature of ωδ is greater than µ whenever
β < 1 and δ > 0.8
We will solve (2.5) for such ωδ’s and show that they converge to the conic
Ka¨hler-Einstein metric ω in a suitable sense.
To solve (2.5), we use the standard continuity method:
(ω0 +
√−1 ∂∂¯ϕ)n = ehδ−tϕ ωn0 . (2.6)
5The corresponding βt is defined by (1 − t) = (1 − βt)λ.
6Even if M does have non-trivial holomorphic fields, there should be no holomorphic fields
which are tangent to D. This is sufficient for rest of the proof.
7In [LS12], the reference metric ω0 is a conic Ka¨hler metric while ours is a smooth metric,
however, the arguments apply with slight modification.
8This observation is crucial in our approximating the conic Ka¨hler-Einstein metric ω and
first appeared in the slides of my talk at SBU on October 25, 2012. The arguments in
establishing the existence of ωδ is known for long and identical to the one I used in [Ti97].
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Define Iδ to be the set of t ∈ [0, µ] for which (2.6) is solvable. By the Calabi-Yau
theorem, 0 ∈ Iδ.
We may assume µ < 1, otherwise, we have nothing more to do.
Lemma 2.3. The interval Iδ is open.
Proof. If t ∈ Iδ and ϕ is a corresponding solution of (2.6), then the Ricci
curvature of the associated metric ωϕ is equal to
t ωϕ +
(
(µ− t) + δ(1− β)λ
δ + ||S||20
)
ω0 + δ(1 − β) DS ∧DS
(δ + ||S||20)2
.
So Ric(ωϕ) > tωϕ. By the well-known Bochner identity, the first non-zero
eigenvalue of ωϕ is strictly bigger than t. It implies that the linearization ∆t+ t
of (2.6) at ϕ is invertible, where ∆t is the Laplacian of ωϕ. By the Implicit
Function Theorem, (2.6) is solvable for any t′ close to t, so Iδ is open.
Therefore, we only need to prove that Iδ is closed. This is amount to a priori
estimates for any derivatives of the solutions of (2.6). As usual, by using known
techniques in deriving higher order estimates, we need to bound only Jω0(ϕ)
for any solution ϕ of (2.6) (cf. [Ti97], [Ti98]). The following arguments are
identical to those for proving that the properness of Fω0,1 implies the existence
of the Ka¨hler-Einstein metrics in Theorem 1.6 of [Ti97].
We introduce
Fδ,t(ϕ) = Jω0(ϕ) −
1
V
∫
M
ϕωn0 −
1
t
log
(
1
V
∫
M
ehδ−tϕ ωn0
)
. (2.7)
This is the Lagrangian of (2.6).
Lemma 2.4. There is a constant C independent of t satisfying: For any smooth
family of ϕs (s ∈ [0, t]) such that ϕ = ϕt and ϕs solves (2.6) with parameter s,
we have
Fδ,t(ϕ) ≤ C.
Proof. First we observe
Fδ,s(ϕs) = Jω0(ϕs) −
1
V
∫
M
ϕs ω
n
0 . (2.8)
So its derivative on s is given by
d
ds
Fδ,s(ϕs) =
1
sV
∫
M
ϕs (ω0 +
√−1 ∂∂¯ϕs)n.
Here we have used the fact∫
M
(ϕ˙s + s ϕs) (ω0 +
√−1 ∂∂¯ϕs)n = 0
This follows from differentiating (2.6) on s.
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We will show that the derivative in (2.8) is bounded from above. Without
loss of the generality, we may assume that s ≥ s0 > 0. Then we have
Ric(ωϕs) ≥ s ωϕs ≥ s0 ωϕs ,
and consequently, the Sobolev constant of ωϕs is uniformly bounded. By the
standard Moser iteration, we have (cf. [Ti98])
− inf
M
ϕs ≤ − 1
V
∫
M
ϕs (ω0 +
√−1∂∂¯ϕs)n + C′.
Since infM ϕs ≤ 0, we get
d
ds
Fδ,s(ϕs) ≤ s−10 C′.
The lemma follows from integration along s.
Next we observe for any t ≤ µ
hδ = h0 − (1− β) log(δ + ||S||20) + cδ ≤ h0 − (1− βt) log ||S||20 + cδ.
Hence, by Corollary 2.2, we have
Fδ,t(ψ) ≥ ǫJω0(ψ) − Cǫ −
cδ − aβ
t
.
Since both cδ and aβ are uniformly bounded, combined with Lemma 2.4, we
conclude that Jω0(ϕ) is uniformly bounded for any solution ϕ of (2.6).
9 Thus
we have proved
Theorem 2.5. For any δ > 0, (2.5) has a unique smooth solution ϕδ. Con-
sequently, we have a Ka¨hler metric ωδ = ω0 +
√−1 ∂∂¯ϕδ with Ricci curvature
greater than or equal to µ.
Next we examine the limit of ωδ or ϕδ as δ tends to 0. First we note
that for the conic Ka¨hler-Einstein metric ω with cone angle 2πβ along D given
above, there is a uniform constant c = c(ω) such that supM |ϕδ| ≤ c. Using
Ric(ωδ) ≥ ωδ and the standard computations, we have
∆ log trωδ (ω0) ≥ −a trωδ(ω0),
where ∆ is the Laplacian of ωδ and a is an upper bound of the bisectional
curvature of ω0. If we put
u = trωδ (ω0)− (a+ 1)ϕδ,
then it follows from the above
∆u ≥ u− n− (a+ 1) c.
9Here we also used the fact that Jω0(ϕ) is automatically bounded for t > 0 sufficiently
small.
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Hence, we have
u ≤ n+ (a+ 1) c,
this implies
C−1 ω0 ≤ ωδ,
where C = n+ 2(a+ 1) c. Using the equation (2.6), we have
C−1 ω0 ≤ ωδ ≤ C′ (δ + ||S||2)−(1−β) ω0, (2.9)
where C′ is a constant depending only on a and ω0. Since β > 0, the above
estimate on ωδ = ω0 +
√−1 ∂∂¯ϕδ gives the uniform Ho¨lder continuity of ϕδ.
Furthermore, using the Calabi estimate for the 3rd derivatives and the standard
regularity theory, we can prove (cf. [Ti98]): For any l > 2 and a compact subset
K ⊂M\D, there is a uniform constant Cl,K such that
||ϕδ||Cl(K) ≤ Cl,K . (2.10)
Then we can deduce from the above estimates:
Theorem 2.6. The smooth Ka¨hler metrics ωδ converge to ω in the Gromov-
Hausdorff topology on M and in the smooth topology outside D.
Proof. It suffices to prove the first statement: ωδ converge to ω in the Gromov-
Hausdorff topology. Since ωδ has Ricci curvature bounded from below by a
fixed µ > 0, by the Gromov Compactness Theorem, any sequence of (M,ωδ)
has a subsequence converging to a length space (M¯, d¯) in the Gromov-Hausdorff
topology. We only need to prove that any such a limit (M¯, d¯) coincides with
(M,ω). Without loss of generality, we may assume that (M,ωδ) converge to
(M¯, d¯) in the Gromov-Hausdorff topology. By the estimates on derivatives in
(2.10), M¯ contains an open subset U which can be identified with M\D, more-
over, this identification ι : M\D 7→ U is an isometry between (M\D,ω|M\D)
and (U, d¯|U ). On the other hand, since ω is a conic metric with angle 2πβ ≤ 2π
along D, one can easily show by standard arguments that M\D is geodesically
convex with respect to ω. Then it follows from (2.9) that M is the metric com-
pletion of M\D and ι extends to a Lipschtz map from (M,ω) onto (M¯, d¯), still
denoted by ι. In fact, the Lipschtz constant is 1.
We claim that ι is an isometry. This is equivalent to the following: For any
p and q in M\D,
dω(p, q) = d¯(ι(p), ι(q)).
It also follows from (2.9) that D¯ = ι(D) has Hausdorff measure 0 and is the
Gromov-Hausdorff limit of D under the convergence of (M,ωδ) to (M¯, d¯). To
prove the above claim, we only need to prove: For any p¯, q¯ ∈ M¯\D¯, there is a
minimizing geodesic γ ⊂ M¯\D¯ joining p¯ to q¯. Its proof is based on a relative
volume comparison estimate due to Gromov ([Gr97], p 523, (B)). 10 We will
prove it by contradiction. If no such a geodesic joins p¯ to q¯, then
d¯(p¯, q¯) < dω(p, q),
10I am indebted to Jian Song for this reference. He seems to be the first of applying such
an estimate to studying the convergence problem in Ka¨hler geometry.
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where p¯ = ι(p) and q¯ = ι(q). Then there is a r > 0 satisfying:
(1) Br(p¯, d¯) ∩ D¯ = ∅ and Br(q¯, d¯) ∩ D¯ = ∅, where Br(·, d¯) denotes a geodesic
ball in (M¯, d¯);
(2) d¯(x¯, y¯) < dω(x, y), where x¯ = ι(x) ∈ Br(p¯, d¯) and y¯ = ι(y) ∈ Br(q¯, d¯).
It follows from (1) and (2) that any minimizing geodesic γ from x¯ to y¯
intersects with D¯. By choosing r sufficiently small, we may have
Br(p¯, d¯) = ι(Br(p, ω)) and Br(q¯, d¯) = ι(Br(q, ω)).
Choose a small tubular neighborhood T of D inM whose closure is disjoint from
both Br(p, ω) and Br(q, ω). It is easy to see that T can be chosen to have the
volume of ∂T as small as we want. Now we choose pδ, qδ ∈M and neighborhood
Tδ of D with respect to ωδ such that in the Gromov-Haudorff convergence,
lim
δ→0+
pδ = p¯ , lim
δ→0+
qδ = q¯ , lim
δ→0+
Tδ = ι(T ) .
It follows
lim
δ→0+
V ol(∂Tδ, ωδ) = V ol(∂T, ω).
Also, for δ sufficiently small, Br(pδ, ωδ), Br(qδ, ωδ) and Tδ are mutually disjoint.
Clearly, any minimizing geodesic γδ from any w ∈ Br(pδ, ωδ) to z ∈ Br(qδ, ωδ)
intersects with Tδ, so by Gromov’s estimate ([Gr97], p523, (B)),
c r2n ≤ V ol(Br(qδ, ωδ), ωδ) ≤ C V ol(∂Tδ, ωδ),
where c depends only on β and C depends only on µ, n, r. This leads to a
contradiction because V ol(∂Tδ, ωδ) converge to V ol(∂T, ω) which can be made
as small as we want. Thus, ι is an isometry and our theorem is proved.
Finally, we exam the limit of ρωδ,ℓ for any ℓ > 0.
First we associate a Hermitian norm || · ||20 to ω0: For any section σ of K−1M ,
in local coordinates z1, · · · , zn, we can write
σ = f
∂
∂z1
∧ · · · ∧ ∂
∂zn
,
then
||σ||20 = eh0 det(gij¯) |f |2,
where ω0 =
√−1 gij¯ dzi ∧ dz¯j . The curvature form of || · ||20 is ω0.
Similarly, we can associate a Hermitian norm || · ||2δ whose curvature is ωδ.
Using (2.5), we see
|| · ||2δ = ec
′
δ−ϕδ || · ||20,
where c′δ satisfies ∫
M
(
eh0−ϕδ+c
′
δ − 1
)
ωn0 = 0.
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Then as δ → 0, Hermitian norms || · ||2δ converge to the Hermitian norm on
K−1M :
11
|| · ||2 = ec′−ϕ || · ||20,
where ϕ is the solution of (2.1) and c′ satisfies:∫
M
(
eh0−ϕ+c
′ − 1
)
ωn0 = 0.
If we denote by || · ||2β the Hermitian norm on K−1M defined by the volume form
of ωϕ, then
|| · ||2 = ec′−aβ ||S||2(1−β)β || · ||2β .
Theorem 2.7. For any ℓ > 0, let < ·, · >δ be the inner product on H0(M,K−ℓM )
induced by ωδ and the Hermitian metric || · ||2δ on K−1M . Then as δ tends to 0,
< ·, · >δ converge to the corresponding inner product by the Hermitian metric
|| · ||2 and ω. In particular, when ℓ is sufficiently large, ρωδ,ℓ converge to ρω,ℓ.
Proof. We have seen above that ϕδ converges to ϕ in a Ho¨lder continuous norm.
It follows that the volume forms ωnδ converge to ω
n in the Lp-topology for any
given p ∈ (1, (1 − β)−1) and the Hermitian metrics || · ||2δ converge to || · ||2.
Since the inner products < ·, · >δ are defined by these Hermitian metrics and
volumes forms, the theorem follows easily.
3 An extension of Cheeger-Colding-Tian
In this section, we show a compactness theorem on conic Ka¨hler-Einstein met-
rics. This theorem, coupled with the smooth convergence result in the next
section, extends a result of Cheeger-Colding-Tian [CCT95] on smooth Ka¨hler-
Einstein metrics. In fact, our proof makes use of results in [CCT95] with injec-
tion of some new technical ingredients.
Let ωi be a sequence of conic Ka¨hler-Einstein metrics with cone angle 2πβi
along D, so we have
Ric(ωi) = µiωi + 2π(1− βi)[D], µi = 1− (1 − βi)λ.
We assume that βi ≥ ǫ > 0 and limβi = β∞, it follows limµi = µ∞ > 0.
For each ωi, we use Theorem 2.6 to get a smooth Ka¨hler metric ω˜i satisfying:
A1. Its Ka¨hler class [ω˜i] = 2πc1(M);
A2. Its Ricci curvature Ric(ω˜i) ≥ µi;
A3. The Gromov-Hausdorff distance dGH(ωi, ω˜i) is less that 1/i.
By the Gromov compactness theorem, a subsequence of (M, ω˜i) converges
to a metric space (M∞, d∞) in the Gromov-Hausdorff topology. For simplicity,
11For simplicity of notations, we do not make explicit the dependence of || · ||δ and || · || on
µ.
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we may assume that (M, ω˜i) converges to (M∞, d∞). It follows from (3) above
that (M,ωi) also converges to (M∞, d∞) in the Gromov-Hausdorff topology.
Theorem 3.1. There is a closed subset S ⊂ M∞ of Hausdorff codimension at
least 2 such that M∞\S is a smooth Ka¨hler manifold and d∞ is induced by a
Ka¨hler-Einstein metric ω∞ outside S, that is,
Ric(ω∞) = µ∞ ω∞ on M∞\S.
If β∞ < 1, then ωi converges to ω∞ in the C
∞-topology outside S. Moreover,
if β∞ = 1, the set S is of codimension at least 4 and ω∞ extends to a smooth
Ka¨hler metric on M∞\S.
This theorem is essentially due to Z.L. Zhang and myself [TZ12]. In this joint
work, we develop a regularity theory for conic Einstein metrics which generalizes
the work of Cheeger-Colding and Cheeger-Colding-Tian. Here, for completion
and convenience, we give an alternative proof by using the approximations from
last section.
Proof. Using the fact that (M∞, d∞) is the Gromov-Hausdorff limit of (M, ω˜i),
we can deduce from [CC95] the existence of tangent cones at every x ∈ M∞.
More precisely, given any x ∈ M∞, for any ri 7→ 0, by taking a subsequence if
necessary, (M∞, r
−2
i d∞, x) converges to a tangent cone Cx at x. Define R to be
the set of all points x in M∞ such that some tangent cone Cx is isometric to
R2n.
First we prove that R is open. If β∞ = 1, then limµi = 1. Since
[ω˜i] = 2π c1(M) and Ric(ω˜i) ≥ µi ω˜i,
by the arguments in the proof of Theorem 6.2 in [TW11], one can show that
(M, ω˜i) is a sequence of almost Ka¨hler-Einstein metrics in the sense of [TW11].
Then it follows from Theorem 2 in [TW11] that M∞ is smooth outside a closed
subset S of codimension at least 4 and d∞ is induced by a smooth Ka¨hler-
Einstein metric ω∞ on M∞\S.
Now assume that β∞ < 1. Note that (M,ωi) also converge to (M∞, d∞) in
the Gromov-Hausdorff topology. Let {xi} be a sequence of points in M which
converge to x ∈ R during (M,ωi)’s converging to (M∞, d∞). Since x ∈ R, there
is a tangent cone Cx of (M∞, d∞) at x which is isometric to R2n. It follows that
for any ǫ > 0, there is a r = r(ǫ) such that
V ol(Br(x, d∞))
r2n
≥ c(n)− ǫ,
where c(n) denotes the volume of the unit ball in R2n. On the other hand, if
yi ∈ D, then by the Bishop-Gromov volume comparison, for any r˜ > 0, we have
V ol(Br˜(yi, ωi))
r˜2n
≤ c(n)βi.
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It also follows from the Boshop-Gromov volume comparison that there is an
N = N(ǫ) such that for any small r¯ ∈ (0, r/N) and yi ∈ Br¯(xi, ωi), we have
1− ǫ ≤ V ol(Br(yi, ωi))
V ol(Br(xi, ωi))
≤ 1 + ǫ.
Now we claim that if r¯ = r/N , we have Br¯(xi, ωi) ∩ D = ∅. If this claim
is false, say yi ∈ Br¯(xi, ωi) ∩ D, then for i sufficiently large, we can deduce
from the above and a result of Colding [Co94] on the volume convergence in the
Gromov-Hausdorff topology
c(n)− 2ǫ ≤ V ol(Br(xi, ωi))
r2n
≤ (1 + ǫ) V ol(Br(yi, ωi))
r2n
≤ c(n)(1 + ǫ)βi.
Then we get a contradiction if ǫ is chosen sufficiently small. The claim is proved.
Since Br¯(xi, ωi) is contained in the smooth part of (M,ωi) and its volume is
sufficiently close to that of an Euclidean ball, the curvature of ωi is uniformly
bounded on the half ball B3r¯/4(xi, ωi) (cf. [An90]). It follows that ωi restricted
to Br¯/2(xi, ωi) converge to a smooth Ka¨hler-Einstein metric on Br¯/2(x, d∞) and
Br¯/2(x, d∞) ⊂ R. So R is open and d∞ restricted to R is induced by a smooth
Ka¨hler-Einstein metric ω∞.
The rest of the proof is standard in view of [CCT95].
Let Sk (k = 0, 1, · · · , 2n− 1) denote the subset of M∞ consisting of points
for which no tangent cone splits off a factor, Rk+1, isometrically. Clearly, S0 ⊂
S1 ⊂ · · · ⊂ S2n−1. It is proved by Cheeger-Colding that S2n−1 = ∅, dimSk ≤ k
and S = S2n−2. Moreover, if β∞ = 1, it follows from [TW11] that S = S2n−4.
Then we have proved this theorem.
Using the same arguments in [CCT95], one can show:
Theorem 3.2. Let Cx be a tangent cone of M∞ at x ∈ S, then we have
C1. Each Cx is regular outside a closed subcone Sx of complex codimension at
least 1. Such a Sx is the singular set of Cx;
C2. Cx = Ck × C′x, in particular, S2k+1 = S2k. We will denote o the vortex of
Cx;
C3. There is a natural Ka¨hler Ricci-flat metric gx whose Ka¨hler form ωx is√−1 ∂∂¯ρ2x on Cx\Sx which is also a cone metric, where ρx denotes the distance
function from the vertex of Cx;
C4. For any x ∈ S2n−2, Cx = Cn−1 × C′x, where C′x is a 2-dimensional flat
cone of angle 2πµ¯ such that 0 < β¯∞ ≤ µ¯ ≤ β∞ and (1 − µ¯) = m(1 − β∞) for
some integer m ≥ 1, where β¯∞ depends only on β∞.
In fact, C1, C2 and C3 follow directly from results in [CCT95]. The proof
of C4 uses the slicing argument in [CCT95] for proving that S2n−2 = ∅ in the
case of smooth Ka¨hler-Einstein metrics. In our new case, the conic singularity
of ωi along D may contribute a term close to 2π(1−βi) in the slicing argument,
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this is how we can conclude that C′x is a 2-dimensional flat cone of angle 2πµ¯.
The bounds on µ¯ follow from the Bishop-Gromov volume comparison. Note
that β¯∞ depends only on the diameter and volume of M∞. Hence, there are
only finitely many of such µ¯.
Next we state a corollary of Theorem 2.6:
Lemma 3.3. There is a uniform bound on the Sobolev constants of (M,ωi),
that is, there is a constant C such that for any f ∈ C1(M,R),
(∫
M
|f | 2nn−1
)n−1
n
ωni ≤ C
∫
M
(|df |2ωi + |f |2)ωni . (3.1)
Proof. By Theorem 2.6, for any i, there is a sequence of smooth Ka¨hler metrics
ωi,δ converging to ωi in the Gromov-Hausdorff topology and Ric(ωi,δ) ≥ µi ωi,δ.
Since the volume of ωi,δ is fixed, it is well-known that (3.1) holds uniformly for
ωi,δ. Then the lemma follows by taking δ → 0.
4 Smooth convergence
We will adopt the notations from last section, e.g., ωi is a conic Ka¨hler-Einstein
metric on M with angle 2πβi along D as before. The main result of this section
is to show that ωi converge to ω∞ outside a close subset of codimension at least
2. This is crucial for our establishing the partial C0-estimate for conic Ka¨hler-
Einstein metrics as well as finishing the proof Theorem 1.1. This is related to
the limit of D when (M,ωi) converges to (M∞, d∞). If β∞ < 1, the limit of
D is in the singular set S of M∞ since ωi converge to ω∞ in the C∞-topology
outside S as shown in last section. The difficulty lies in the case when β∞ = 1.
By [TW11], S is of codimension at least 4, so M∞ is actually smooth outside
a closed subset of codimension 4. Related results for smooth Ka¨hler-Einstein
metrics were proved before (cf. [CCT95], [Ch03]). However, a priori, it is not
even clear if ωi converge to ω∞ in a stronger topology on any open subset of
M∞\S. The original arguments in [CCT95] rely on an argument in [An90]
which works only for smooth metrics. It fails for conic Ka¨hler-Einstein metrics.
So we need to have a new approach. In the course of proving our main result
in this section, we also exam the limit of D in M∞.
First we describe a general and important construction: Given any conic
metric ω with cone angle 2πβ along D, its determinant gives a Hermitian metric
H˜ on K−1M outside D. For simplicity, we will also denote by H˜ the induced
Hermitian metric on K−ℓM for any ℓ > 0. However, H˜ is singular along D, more
precisely, if S is a defining section of D, then it is of the order ||S||−2(1−β)0 along
D, where || · ||0 is a fixed Hermitian norm. This implies that H˜(S, S)
1−β
µ H˜ is
bounded along D, where µ = 1− (1−β)λ. On the other hand, there is a unique
f such that as currents,
Ric(ω) = µω + 2π(1− β) [D] + √−1 ∂∂¯h,
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where f is normalized by ∫
M
(
eh − 1) ωn = 0.
Note that h is Ho¨lder continuous. Put
Hω(·, ·) = e
h
µ H˜(S, S)
1−β
µ H˜(·, ·),
then as a current, the curvature of Hω is equal to
Ric(ω) − 1− β
µ
√−1 ∂∂¯ log H˜(S, S) −
√−1
µ
∂∂¯h = ω.
Also we normalize Hω by scaling S such that∫
M
Hω(S, S)ω
n =
∫
M
e
λh
µ H˜(S, S)
1
µ ωn = 1.
Such a Hermitian metric Hω is uniquely determined by ω and D and called the
associated Hermitian metric of ω. If ω is conic Ka¨hler-Einstein, its associated
metric Hω is determined by the volume form ω
n, e.g., in local holomorphic
coordinates z1, · · · , zn, write
ω =
√−1 gij¯ dzi ∧ dz¯j and S = f
(
∂
∂z1
∧ · · · ∧ ∂
∂zn
)λ
,
then Hω is represented by
det(gij¯)
1
µ |f | 2(1−β)µ .
In particular, it implies that for any σ ∈ H0(M,K−ℓM ), Hω(σ, σ) is bounded
along D.
Now we recall some identities for pluri-anti-canonical sections.
Lemma 4.1. Let ωi be as above and Hi be the associated Hermitian metric on
K−1M . Then for any σ ∈ H0(M,K−ℓM ), we have (in the sense of distribution)
∆i||σ||2i = ||∇σ||2i − nℓ ||σ||2i (4.1)
and
∆i||∇σ||2i = ||∇2σ||2i − ((n+ 2) ℓ − µi) ||∇σ||2i , (4.2)
where || · ||i denotes the Hermitian norm on K−ℓM induced by Hi = Hωi , ∇
denotes the covariant derivative of Hi and ∆i denotes the Laplacian of ωi.
Proof. On M\D, both (4.1) and (4.2) were already derived in [Ti90] by direct
computations. Since ||σ||2i is bounded, (4.1) holds on M .
By a direct computation in local coordinates, one can also show that ||∇σ||2i
is bounded along D, so (4.2) also holds.
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Applying the standard Moser iteration to (4.1) and (4.2) and using Lemma
3.3, we obtain
Corollary 4.2. There is a uniform constant C such that for any σ ∈ H0(M,K−ℓM ),
we have
sup
M
(
||σ||i + ℓ− 12 ||∇σ||i
)
≤ C ℓn2
(∫
M
||σ||2iωni
) 1
2
. (4.3)
If σi is a sequence in H
0(M,K−ℓM ) satisfying:∫
M
||σi||2i ωni = 1,
then by Corollary 4.2, ||σi||i and their derivative are uniformly bounded. It
implies that ||σi||i are uniformly continuous. Hence, by taking a subsequence if
necessary, we may assume ||σi||i converge to a Lipschtz function F∞ as i tends
to ∞, moreover, we have ∫
M∞
F 2∞ ω
n
∞ = 1.
In particular, F∞ is non-zero.
Now we assume σi = aiS, where ai are constants and S is a defining section
of D. Then ||σi||i(x) = 0 if and only if x ∈ D . If F∞(x) 6= 0 for some
x ∈M∞\S, then for a sufficiently small r > 0, we have
2F∞(y) ≥ F∞(x) > 0, ∀ y ∈ Br(x, ω∞).
This is because F∞ is continuous. This implies
Br(x, ω∞) ⊂M∞\S.
Since ||σi||i converge to F∞ uniformly, for i sufficiently large, ||σi||i > 0 on
those geodesic balls Br(xi, ωi) of (M,ωi) which converge to Br(x, ω∞) in the
Gromov-Hausdorff topology. It follows that Br(xi, ωi) ⊂ M\D, that is, each
Br(xi, ωi) lies in the smooth part of (M,ωi). On the other hand, since x is
a smooth point of M∞, by choosing smaller r, we can make the volume of
Br(xi, ωi) sufficiently close to that of corresponding Euclidean ball, then as one
argued in [CCT95] by a result of [An90], ωi restricted to Br(xi, ωi) converge to
ω∞ on any compact subset of Br(x, ω∞) in the C
∞-topology. Thus, ωi converge
to ω∞ in the C
∞-topology on the non-empty open subset M∞\F−1∞ (0) ∪ S.
Next we want to show that F−1∞ (0) does not contain any open subset, or
equivalently, M∞\F−1∞ (0) is an open-dense subset in M∞. We prove it by
contradiction. If it is false, say U ⊂ F−1(0) is open, using the fact that ||σi||i
is uniformly bounded from above, we have
lim
i→∞
∫
M
log(
1
i
+ ||σi||2i )ωni = −∞. (4.4)
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By a direct computation, we have
ωi +
√−1∂∂¯ log(1
i
+ ||σi||2i ) =
ωi
1 + i ||σi||2i
+
iDσi ∧Dσi
(1 + i ||σi||2i )2
≥ 0.
It implies
∆i log(
1
i
+ ||σi||2i ) ≥ −n.
Using the Sobolev inequality in Lemma 3.3 and the Moser iteration, we can
deduce
sup
M
log(
1
i
+ ||σi||2i ) ≤ C
(
1 +
∫
M
log(
1
i
+ ||σi||2i )ωni
)
,
where C is a uniform constant. By (4.4),
lim
i→∞
sup
M
log(
1
i
+ ||σi||2i ) = −∞.
However, since the L2-norm of ||σi||i is equal to 1, there is a constant c inde-
pendent of i such that
sup
M
log(
1
i
+ ||σi||2i ) ≥ −c.
This leads to a contradiction. Therefore, M∞\F−1∞ (0) is dense.
By our definition of the metric Hi associated to ωi, in local holomorphic
coordinates z1, · · · , zn away from D, we have
||σ||2i =
(
(det(gab¯))
λ |w|2
) 1
µ
where
σ = w
∂
∂z1
∧ · · · ∧ ∂
∂z1
and ωi =
√−1
n∑
a,b=1
gab¯ dza ∧ dz¯b .
Since ωi converge to ω∞ in the C
∞-topology outside S, it follows from the above
that σi converge to a holomorphic section σ∞ on M\F−1∞ (0)∪S.12 Clearly, σ∞
is bounded with respect to the Hermitian metric associated to ω∞, so it extends
to a holomorphic section of K−λM∞ on the regular part M\S.
Next we exam the limit ofD under the convergence of (M,ωi). Since ||σi||i =
0 on D, the limit of D must lie in D∞, where D∞ denotes the zero set of F∞.
We claim that the limit of D coincides with D∞. If this is not true, there
are x ∈ D∞ and r > 0 such that B2r(x, d∞) ∩ D∞ is disjoint from the limit
of D. Choose xi ∈ M go to x as (M,ωi) converge to (M∞, d∞), then for
i sufficiently large, Br(xi, ωi) is disjoint from D, so lies in the smooth part
12The singular set S may overlap with F−1∞ (0) along a subset of complex codimension 1.
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of (M,ωi). The regularity theory in [CCT95] implies that S ∩ Br(x, d∞) is
of complex codimension at least 2 and near a generic point y ∈ Br(x, d∞) ∩
D∞, σ∞ is holomorphic and defines D∞, moreover, the convergence of (M,ωi)
to (M∞, d∞) is in C
∞-topology and σi converge to σ∞ near y , so σi must
vanish somewhere in Br(xi, ωi), a contradiction. This shows that the limit of
D coincides with D∞.
If β∞ = 1, the singular set S is of complex dimension at least 2 and σ∞ ∈
H0(M∞,K
−λ
M∞
) which consists of all holomorphic sections of K−λM∞ on M∞\S.
Then D∞ is simply the divisor {σ∞ = 0}.
Summarizing the above discussions, we have
Theorem 4.3. Let (M∞, ω∞), S etc. be as in Theorem 3.1. Then (M,ωi)
converge to (M∞, ω∞) in the C
∞-topology outside S¯ ∪ D∞ for a closed subset
S¯ of codimension at least 4 and D converges to D∞ in the Gromov-Hausdorff
topology. If β∞ < 1, S = S¯ ∪D∞. If β∞ = 1, S = S¯ and D∞ is a divisor of
K−λM∞.
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5 Partial C0-estimate
In this section, we prove Theorem 1.2. By our results on compactness of conic
Ka¨hler-Einstein metrics in last two sections, we need to prove only the following:
Theorem 5.1. Let M be a Fano manifold M and D be a smooth divisor whose
Poincare dual is λ c1(M). Let ωi be a sequence of conic Ka¨hler-Einstein metrics
on M with conic angle 2πβi along D satisfying:
limβi = β∞ > 0 and 0 < (1− β∞)λ < 1.
We also assume that (M,ωi) converge to a (possibly singular) conic Ka¨hler-
Einstein manifold (M∞, ω∞) as described in Theorem 4.3. Then there are uni-
form constants ck = c(k, n, λ, β∞) > 0 for k ≥ 1 and ℓa → ∞ such that for
ℓ = ℓa,
ρωi,ℓ ≥ cℓ > 0. (5.1)
For the readers’ convenience, we recall the definition of ρωi,ℓ: Let Hi be
the Hermitian metric on K−1M associated to ωi, then for any orthonormal basis
{Sα}0≤α≤N of H0(M,K−ℓM ) with respect to the inner product induced by Hi
and ωi, we have
ρωi,ℓ(x) =
N∑
α=0
Hi(Sα, Sα)(x), (5.2)
We have shown in last section that the defining sections σi of D normalized
with respect to Hi converge to a holomorphic section σ∞ of K
−λ
M∞
on M\S
13It follows from the partial C0-estimate in the next section that the same holds even if
β∞ < 1.
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satisfying: In any local coordinates z1, · · · , zn outside S, we have
(det(gab¯))
λ |w|2 < ∞ (5.3)
where
σ∞ = w
∂
∂z1
∧ · · · ∧ ∂
∂z1
and ω∞ =
√−1 gab¯ dza ∧ dz¯b .
Define a Hermitian metric H∞ on K
−1
M∞
on M∞\S by
H∞ = H˜∞(σ∞, σ∞)
1−β
µ H˜∞. (5.4)
Here H˜∞ denotes the Hermitian metric induced by the determinant of ω∞. The
following can be easily proved.
Lemma 5.2. The Hermitian metrics Hi converge to H∞ on M∞\S in the
C∞-topology. Moreover, we have
H∞(σ∞, σ∞) < ∞ and
∫
M∞
H∞(σ∞, σ∞)ω
n
∞ = 1.
Let us first specify the holomorphic sections of K−ℓM∞ we will use here.
14 By
a holomorphic section of K−ℓM∞ on M∞ (ℓ > 0), we mean a holomorphic section
σ of K−ℓM∞ on M∞\S with H∞(σ, σ) bounded.
We denote by H0(M∞,K
−ℓ
M∞
) the space of all holomorphic sections of K−ℓM∞
on M . If M∞ is smooth outside a closed subset of codimension 4, then it
coincides with the definition we used in literature.
Lemma 5.3. For any fixed ℓ > 0, if {τi} is any sequence of H0(M,K−ℓM )
satisfying: ∫
M
Hi(τi, τi)ω
n
i = 1,
then a subsequence of τi converges to a section τ∞ in H
0(M∞,K
−ℓ
M∞
).
This follows from the estimate in Corollary 4.2 and standard arguments. It
implies that ρωi,ℓ are uniformly continuous, in particular, they converge to a
continuous function on M∞. This function is actually equal to ρω∞,ℓ as shown
in the end of this section, but we do not need this to prove Theorem 5.1.
Thus, in order to prove Theorem 5.1, we only need to show that for a se-
quence of ℓ,
inf
i
inf
x
ρωi,ℓ(x) > 0. (5.5)
14This is needed since M∞ may have singularity along a subset S of complex codimension
1. However, we will prove later that M∞ is actually smooth outside a subset of complex
codimension at least 2.
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Since ρωi,ℓ are uniformly continuous and M∞ is compact, it suffices to show
that for any x ∈ M∞, there is an ℓ and sequence xi ∈ M such that limxi = x
and
inf
i
ρωi,ℓ(xi) > 0. (5.6)
The following lemma provides the L2-estimate for ∂¯-operator on (M,ωi). It
can be proved by using the smooth approximations ω˜i of ωi with Ricci curvature
bounded from below.
Lemma 5.4. For any ℓ > 0, if ζ is a (0,1)-form with values in K−ℓM and ∂¯ζ = 0,
there is a smooth section ϑ of K−ℓM such that ∂¯ϑ = ζ and∫
M
||ϑ||2i ωni ≤
1
ℓ+ µ
∫
M
||ζ||2i ωni ,
where || · ||i denotes the norm induced by Hi and ωi.
We have seen that for any rj 7→ 0, by taking a subsequence if necessary, we
have a tangent cone Cx of (M∞, ω∞) at x, which is the limit of (M∞, r−2j ω∞, x)
in the Gromov-Hausdorff topology, satisfying:
T1. Each Cx is regular outside a closed subcone Sx of complex codimension at
least 1. Such a Sx is the singular set of Cx;
T2. There is an natural Ka¨hler Ricci-flat metric gx on Cx\Sx which is also a
cone metric. Its Ka¨hler form ωx is equal to
√−1 ∂∂¯ρ2x on the regular part of
Cx, where ρx denotes the distance function from the vertex of Cx, denoted by x
for simplicity.
We will denote by Lx the trivial bundle Cx × C over Cx equipped with the
Hermitian metric e−ρ
2
x | · |2. The curvature of this Hermitian metric is given by
ωx.
As before, we denote by Sk (k = 0, 1, · · · , 2n−1) the subset ofM∞ consisting
of points for which no tangent cone splits off a factor, Rk+1, isometrically.
Clearly, S0 ⊂ S1 ⊂ · · · ⊂ S2n−1. It is proved by Cheeger-Colding that S2n−1 =
∅, dimSk ≤ k and S = S2n−2.
The following lemma can be proved by using the slicing arguments in [CCT95]
and the fact that (M∞, ω∞) is the limit of conic Ka¨hler-Einstein metrics (M,ωi)
with cone angle along 2πβi along D.
Lemma 5.5. For any x ∈ S2n−2\
⋃
k<2n−2 Sk, if Cx = Cn−1 × C′x, then gx
is a product of the Euclidean metric on Cn−1 with a flat conic metric on C′x,
which is biholomorphic to C, of angle 2πµa (a = 1, · · · , l), where µ¯ = µa is
given as in Theorem 3.2. Moreover, for any x ∈ S ⊂ M∞, if Sx is of complex
codimension 1, then there is a closed subcone S¯x ⊂ Sx of complex codimension
at least 2 such that gx is asymptotic to the product metric described above at
any y ∈ Sx\S¯x, i.e., a tangent cone of (Cx, gx) at y is isometric to a product of
the Euclidean metric on Cn−1 with a conic metric on C′x of angle 2πµa < 2π.
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Remark 5.6. As we said after Theorem 3.2, by the volume comparison, we
know β¯∞ ≤ µa ≤ β∞ for some β¯∞ depending only on the diameter and volume
of (M∞, ω∞). However, in our proof, we may assume that β∞ ≥ 1 − λ−1 + ǫ
for some ǫ > 0, so β¯∞ can be assume to be uniform. When β∞ = 1, all µa = 1,
so there is only one. If β∞ < 1, since (1− µa) = ma(1− β∞) for some integer
ma, there is a bound on l as well. In fact, one should be able to prove that there
is a uniform bound on l depending only on λ.
Without loss of generality, in the following, for each j, we set kj to be the
integral part of r−2j .
Now we fix some notations: For any ǫ > 0, we put
V (x; ǫ) = { y ∈ Cx | y ∈ Bǫ−1(0, gx) \Bǫ(0, gx), d(y,Sx) > ǫ },
where BR(o, gx) denotes the geodesic ball of (Cx, gx) centered at the vertex and
with radius R.
If Cx has isolated singularity, then Sx = {o} and
V (x; ǫ) = { y ∈ Cx | y ∈ Bǫ−1(0, gx) \Bǫ(0, gx) }.
Let r−2j be the above sequence such that (M∞, r
−2
j ω∞, x) converges to (Cx, gx, o).
By [CCT95], for any ǫ > 0, whenever i is sufficiently large, there are diffeomor-
phisms φj : V (x; ǫ) 7→M∞\S, where S is the singular set of M∞, satisfying:
(1) d(x, φj(V (x; ǫ))) < 10ǫrj and φj(V (x; ǫ)) ⊂ B(1+ǫ−1)rj (x), where BR(x) the
geodesic ball of (M∞, ω∞) with radius R and center at x;
(2) If g∞ is the Ka¨hler metric with the Ka¨hler form ω∞ on M∞\S, then
lim
j→∞
||r−2j φ∗jg∞ − gx||C6(V (x; ǫ2 )) = 0, (5.7)
where the norm is defined in terms of the metric gx.
Lemma 5.7. For any δ sufficiently small, there are a sufficiently large ℓ = kj
and an isomorphism ψ from the trivial bundle Cx × C onto K−ℓM∞ over V (x; ǫ)
commuting with φ = φj satisfying:
||ψ(1)||2 = e−ρ2x and ||∇ψ||C4(V (x;ǫ)) ≤ δ, (5.8)
where || · ||2 denotes the induced norm on K−ℓM∞ by ω∞, ∇ denotes the covariant
derivative with respect to the norms || · ||2 and e−ρ2x | · |2.
Proof. The arguments of its proof are pretty standard, so we just outline it. We
cover V (x; ǫ) by finitely many geodesic balls Bsα(yα) (1 ≤ α ≤ N) satisfying:
(i) The closure of each B2sα(yα) is strongly convex and contained in Reg(Cx);.
(ii) The half balls Bsα/2(yα) are mutually disjoint.
Now we choose ℓ = ℓj sufficiently large and construct ψ.
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First we construct ψ˜α over each B2sα(yα). For any y ∈ B2sα(yα), let γy ⊂
B2sα(yα) be the unique minimizing geodesic from yα to y. We define ψ˜α as
follows: First we define ψ˜α(1) ∈ L|φ(yα) such that
||ψ˜α(1)||2 = e−ρ
2
x(yα),
where L = K−ℓM∞ . Next, for any y ∈ Uα, where Uα = B2sα(yα), define
ψ˜α : C 7→ L|y, ψ˜α(a(y)) = τ(φ(y)),
where a(y) is the parallel transport of 1 along γy with respect to the norm
e−ρ
2
x | · |2 and τ(φ(y)) is the parallel transport of ψ(1) along φ ◦ γy with respect
to the norm || · ||2.
Clearly, we have the first equation in (5.8). The estimates on derivatives can
be done as follows: If a : Uα 7→ Uα × C and τ : Uα 7→ φ∗L|Uα are two sections
such that ψ˜α(a) = τ , then we have the identity:
∇τ = ∇ψ˜α(a) + ψ˜α(∇a),
where∇ denote the covariant derivatives with respect to the given norms on line
bundles Cx ×C and L. By the definition, one can easily see that ∇ψ˜α(yα) ≡ 0.
To estimate ∇ψ˜α at y, we differentiate along γy to get
∇T∇Xτ = ∇T (∇X ψ˜α(a)) + ψ˜α(∇T∇Xa),
where T is the unit tangent of γy andX is a vector field along γy with [T,X ] = 0.
Here we have used the fact that ∇T ψ˜α = 0 which follows from the definition.
Using the curvature formula, we see that it is the same as
kφ∗ω∞(T,X) ψ˜α(a) = ∇T (∇X ψ˜α(a)) + ωx(T,X) a.
Using the fact that ωx is the limit of kφ
∗ω∞, we can deduce from the above
that ∇T (∇X ψ˜α(a)) converges to 0 as i tends to ∞. Since ∇X ψ˜α = 0 at yα, we
see that ||∇ψ˜α||C0(Uα) can be made sufficiently small. The higher derivatives
can be bounded in a similar way.
Next we want to modify each ψ˜α. For any α, β, we set
θαγ = ψ˜
−1
α ◦ ψ˜γ : Uα ∩ Uγ 7→ S1.
Clearly, we have
θακ = θαγ · θγκ on Uα ∩ Uγ ∩ Uκ,
so we have a closed cycle {θαγ}. By the derivative estimates on each ψ˜α, we
know that each θαγ is close to a constant. Therefore, we can modify ψ˜α’s such
that each transition function θαγ is a unit constant, that is, we can construct
ζα : Uα 7→ S1 such that if we replace each ψ˜α by ψ˜α · ζα, the corresponding
transition functions are constant. Moreover we can dominate ||∇ζα||C3 by the
norm ||∇ψ˜α||C3 (possibly) on a slightly larger ball.
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The cycle {θαγ} of constants gives rise to a flat bundle F , and we have
constructed an isomorphism
ξ : F 7→ K−ℓM∞
over an neighborhood of V (x; ǫ) satisfying all the estimates in (5.8).
If we replace ℓ by kℓ, we get an analogous isomorphism
ξ : F k 7→ K−kℓM∞ .
Since the flat bundle F is given by a representation
ρ : π1(V (x; ǫ)) 7→ S1,
there is an k such that F k is essentially trivial, i.e., the corresponding transition
functions are in a neighborhood of the identity in S1. Then we can further
modify ψ˜α such that θαγ = 1 for any α and γ. So we can get the required ψ
by setting ψ = ψ˜α on V (x; ǫ) ∩Bsα(xα).
In fact, one can show that either of the following conditions holds for :
(1) There is a tangent cone Cx of the form Cn−1 × C′x for a 2-dimensional flat
cone C′x of angle 2πµa, where µa are given in Lemma 5.5 for a = 1, · · · , l;
(2) There is a closed subcone S¯x ⊂ Sx of codimension at least 4 such that for
every y ∈ Sx\S¯x, any tangent cone Cy of Cx at y is of the form Cn−1 × C′y for a
2-dimensional flat cone C′y of angle 2πµa, where µa are given in Lemma 5.5 for
a = 1, · · · , l. Moreover, Cx\S¯x has finite fundamental group of order ν ≥ 1.
Thus we just need to take ℓ to be a multiple of ν such that for a = 1, · · · , l,
ℓµa are sufficiently close to 1 modulo Z in the above construction of ψ. Since
µa = 1−m+mβ∞ for some integer, the second condition is the same as requiring
that ℓβ∞ are sufficiently close to 1 modulo Z.
As for smooth Ka¨hler-Einstein metrics, we will apply the L2-estimate to
proving (5.6), consequently, the partial C0-estimate for conic Ka¨hler-Einstein
metrics. The method is standard and resembles the one we used for Del-Pezzo
surfaces in [Ti89]. First we construct an approximated holomorphic section τ˜ on
M∞, then one can perturb it into a holomorphic section τ by the L
2-estimate for
∂¯-operators, finally, one uses the derivative estimate in Corollary 4.2 to conclude
that τ(x) 6= 0.
Let ǫ > 0 and δ > 0 be sufficiently small and be determined later. We
fix ℓ to be the integral part of r−2 and r = rj for a sufficiently large j which
may depend on ǫ and δ. Choose φ and ψ by Lemma 5.7, then there is a section
τ = ψ(1) of K−ℓM∞ on φ(V (x; ǫ)) satisfying:
||τ ||2 = e−ρ2x .
By Lemma 5.7, for some uniform constant C, we have
||∂¯τ || ≤ C δ.
Now let us state a technical lemma.
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Lemma 5.8. For any ǫ¯ > 0, there is a smooth function γǫ¯ on Cx satisfying:
(1) γǫ¯(y) = 1 for any y with d(y,Sx) ≥ ǫ¯, where d(·, ·) is the distance of (Cx, gx)
;
(2) 0 ≤ γǫ¯ ≤ 1 and γǫ¯(y) = 0 in an neighborhood of Sx;
(3) |∇γǫ¯| ≤ C for some constant C = C(ǫ¯) and∫
B
ǫ¯−1 (o,gx)
|∇γǫ¯|2 ωnx ≤ ǫ¯.
Proof. This is rather standard and has been known to me for quite a while.
This is based on the fact that the Poincare metric on a punctured disc has finite
volume.
First we consider the simplest case that Sx = Cn−1, i.e., Cx is of the form
Cn−1 × C′x, where C′x is biholomorphic to C. Moreover, the cone metric gx
coincides with the standard cone metric
gβ¯ =
n−1∑
i=1
dzidz¯i + (dρ
2 + β¯2ρ2dθ2),
where z1, · · · , zn−1 are coordinates of Cn−1 and β¯ is one of µa given in Lemma
5.5. Clearly, ρ = d(y,Sx).
We denote by η a cut-off function: R 7→ R satisfying: 0 ≤ η ≤ 1, |η′(t)| ≤ 1
and
η(t) = 0 for t > log(− log δ3) and η(t) = 1 for t < log(− log δ).
Here δ < 1/3 is to be determined. Now we define as follows: If ρ(y) ≥ ǫ¯/3,
put γǫ¯(y) = 1 and if ρ(y) < ǫ¯
γǫ¯(y) = η
(
log
(
− log
(
ρ(y)
ǫ¯
)))
.
Clearly, γǫ¯ is a smooth function and we have
γǫ¯(y) = 1 if ρ(y) ≥ ǫ¯
3
and γǫ¯(y) = 0 if ρ(y) ≤ δ3ǫ¯.
Furthermore, the support of |∇γǫ¯|(y) = 0 is contained in the region where
δ3ǫ¯ < ρ(y) < δǫ¯. In the region, we have
|∇γǫ¯| ≤ 1
ρ(− log ρǫ¯ )
.
It follows that∫
B
ǫ¯−1 (o,gx)
|∇γǫ¯|2 ωnx ≤
an−1
ǫ¯2n−2
∫ δ
δ3
dr
r(− log r)2 ≤
an−1
ǫ¯2n−2(− log δ) ,
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where an−1 denotes the volume of the unit ball in R
2n−2.
Now choose δ such that an−1 ≤ ǫ¯2n−1(− log δ), then we have∫
B
ǫ¯−1 (o,gx)
|∇γǫ¯|2 ≤ ǫ¯.
Clearly, we also have |∇γǫ¯| ≤ C for some C = C(ǫ¯).
In general, as we have shown in Section 3 by using the arguments of [CCT95],
Sx is a union of S0x and S¯x, where S¯x is a closed subcone and S0x is an open
subcone of Sx which consists of all y ∈ Sx such that a tangent cone of (Cx, gx) at
y is isometric to Cn−1×C′y with the standard metric gβ¯, where (1−β¯) = k(1−β∞)
for some integer k. Furthermore, S¯x is of complex codimension at least 2.
We expect the following:
A1 Cx is a variety near S0x and S0x is a subvariety.
This can be proved by establishing a local version of Theorem 5.9 and by
using the simplest case of Lemma 5.8. We refer the readers to Remark 7.4 for
more discussions. Now we explain how to derive Lemma 5.8 under Assumption
A1. This is intended for illustrating the idea of the proof of Lemma 5.8 before
getting too tedious arguments based on known techniques. We will complete the
proof of Lemma 5.8 by using an analogous, but weaker, version of Assumption
A1 in Appendix.
Clearly, A1 implies the following;
A′1. Sx can be written as a union of two subcones Sx,1 and Sx,2 such that Sx,2
is a closed subcone of complex codimension at least 2 and Cx is smooth near
Sx,1 which is a smooth divisor.
For any small ǫ0 > 0, since Sx,2 has vanishing Hausdorff measure of dimen-
sion strictly bigger than 2n− 4, we can find a finite cover of Sx,2 ∩ Bǫ¯−1(x, gx)
by balls Bra(ya, gx) (a = 1, · · · , l) satisfying:
(i) ya ∈ Sx,2 and 2ra ≤ ǫ0;
(ii) Bra/2(ya, gx) are mutually disjoint;
(iii)
∑
a r
2n−3
a ≤ 1;
(iv) The number of overlapping balls B2ra(ya, gx) is uniformly bounded.
We denote by η¯ a cut-off function: R 7→ R satisfying: 0 ≤ η¯ ≤ 1, |η¯′(t)| ≤ 2
and
η¯(t) = 1 for t >
3
2
and η¯(t) = 0 for t ≤ 1.
Put
χa(y) = η¯
(
d(y, ya)
ra
)
if y ∈ B2ra(ya, gx) and χa(y) = 1 otherwise.
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Clearly, χa ≡ 0 on Bra(ya, gx). By (iv), near any y, the number of non-vanishing
χa is uniformly bounded by A, so the product function χ =
∏
a χa is smooth
and vanishes near Sx,2 ∩Bǫ¯−1(x, gx), furthermore, we have∫
Cx
|∇χ|2 ωnx ≤ A
∑
a
∫
Bra (ya,gx)
|∇χa|2 ωnx ≤ C ǫ0, (5.9)
where C is a constant which depends on c and A.
We still denote by η the cut-off function given above. Now we put ρ(y) =
d(y,Sx,1). Now we define as follows: If ρ(y) ≥ ǫ¯/3, put γǫ¯(y) = χ(y) and if
ρ(y) < ǫ¯, put
γǫ¯(y) = χ(y) η
(
log
(
− log
(
ρ(y)
ǫ¯
)))
. (5.10)
Clearly, γǫ¯ is smooth. If we choose ǫ0 and δ sufficiently small, we have γǫ¯(y) = 1
for any y with d(y,Sx) ≥ ǫ¯, also γǫ¯ vanishes in a neighborhood of Sx. Further-
more, by using (5.9), the Fubini theorem and our assumption A1, we can show∫
B
ǫ¯−1 (o,gx)
|∇γǫ¯|2 ωnx ≤ C′
(
ǫ0 +
1
− log δ
)
,
where C′ is a constant which may depend on ǫ¯. Then the lemma follows under
Assumption A1 if ǫ0 and δ are sufficiently small.
Now assuming Lemma 5.8, we prove the partial C0-estimate.
First we define η to be a cut-off function satisfying:
η(t) = 1 for t ≤ 1, η(t) = 0 for t ≥ 2 and |η′(t)| ≤ 1.
Choose ǫ¯ such that V (x; ǫ) contains the support of γǫ¯ constructed in Lemma
5.8 and γǫ¯ = 1 on V (x; δ0), where δ0 > 0 is determined later. Clearly, we can
choose ǫ¯ as small as we want if ǫ is sufficiently small.
We define for any y ∈ V (x; ǫ)
τ˜ (φ(y)) = η(2δρx(y)) η(2δρx(y)
−1) γǫ¯(y) τ(φ(y)).
Clearly, τ˜ vanishes outside φ(V (x; ǫ)), therefore, it extends to a smooth section
of K−ℓM∞ on M∞. Furthermore, τ˜ satisfies:
(i) τ˜ = τ on φ(V (x; δ0));
(ii) There is an ν = ν(δ, ǫ) such that∫
M∞
||∂¯τ˜ ||2 ωn∞ ≤ ν r2n−2.
Note that we can make ν as small as we want so long as δ, ǫ and ǫ¯ are sufficiently
small.
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Since (M\D,ωi) converge to (M∞\S, ω∞) and the Hermitian metrics Hi
on K−1M converge to H∞ on M∞\S in the C∞-topology. Therefore, there are
diffeomorphisms
φ˜i :M∞\S 7→ M\Ti(D)
and smooth isomorphisms
Fi : K
−ℓ
M∞
7→ K−ℓM
over M\Ti(D), where Ti(D) is the set of all points within distance δi from D
with respect to the metric ωi, where δi > 0 and lim δi = 0, satisfying:
C1: φ˜i(M∞\Tδi(S)) ⊂ M\Tδ(D), where Tδi(S) = {x ∈M∞ | d∞(x,S) ≤ δi};
C2: πi ◦ Fi = φ˜i ◦ π∞, where πi and π∞ are corresponding projections;
C3: ||φ˜∗i ωi − ω∞||C2(M∞\Tδi (S)) ≤ δi;
C4: ||F ∗i Hi −H∞||C4(M∞\Ti(S)) ≤ δi.
We may assume that i is sufficiently large so that φ(V (x; ǫ)) ⊂ M\Ti(S).
Put τ˜i = Fi(τ˜ ), then we deduce from the above
(i’) τ˜i = Fi(τ) on φ˜i(φ(V (x; δ0)));
(ii’) For i sufficiently large, we have∫
Mi
||∂¯τ˜i||2i ωni ≤ 2ν r2n−2,
where || · ||i denotes the Hermitian norm corresponding to Hi.
By the L2-estimate in Lemma 5.4, we get a section vi of K
−ℓ
Mi
such that
∂¯vi = ∂¯τ˜i
and ∫
M∞
||vi||2i ωni ≤
1
ℓ
∫
Mi
||∂¯τ˜i||2i ωn∞ ≤ 3ν r2n.
Here we have used the fact that ℓ is the integral part of r−2.
Put σi = τ˜i − vi, it is a holomorphic section of K−ℓMi . By (i) and Lemma
5.7, the C4-norm of ∂¯vi on φ˜i(φ(V (x; δ0))) is bounded from above by cδ for a
uniform constant c. By the standard elliptic estimates, we have
sup
φ˜(φ(V (x;2δ0)∩B1(o,gx)))
||vi||2i ≤ C (δ0r)−2n
∫
Mi
||vi||2i ωni ≤ C δ−2n0 ν.
Here C denotes a uniform constant. For any given δ0, if δ and ǫ are sufficiently
small, then we can make ν such that
8C ν ≤ δ2n0 .
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Then we can deduce from the above estimates
||σi||i ≥ ||Fi(τ)||i − ||vi||i ≥ 1
2
on φ˜i(φ(V (x; δ0) ∩B1(o, gx))).
On the other hand, by applying the derivative estimate in Corollary 4.2 to σi,
we get
sup
Mi
||∇σi||i ≤ C′ℓ
n+1
2
(∫
Mi
||σi||2i ωni
) 1
2
≤ C′ r−1.
Since the distance d(x, φ(δ0u)) is less than 10δ0r for some u ∈ ∂B1(o, gx), if i
is sufficiently large, we deduce from the above estimates
||σi||i(xi) ≥ 1/4− C′ δ0,
hence, if we choose δ0 such that C
′δ0 < 1/8, then ρωi,ℓ(xi) > 1/8. Theorem 1.2,
i.e., the partial C0-estimate for conic Ka¨hler-Einstein metrics, is proved.
As indicated in [Ti09] for smooth Ka¨hler-Einstein metrics, by the arguments
in the proof of the partial C0-estimate, we can prove the following regularity
for M∞:
Theorem 5.9. The Gromov-Hausdorff limit M∞ is a normal variety embedded
in some CPN and S is a subvariety consisting a divisor D∞ and a subvariety
of complex codimension at least 2. Moreover, D∞ is the limit of D under the
Gromov-Hausdorff convergence.
Proof. For the readers’ convenience, we include a proof. Let us recall some
well-known facts (cf, [Ti09]). For any i and sufficiently large ℓ, we can choose
an orthonormal basis {σi,ℓ} of H0(M,K−ℓM ) with respect to ωi and use this to
define a Kodaira embedding
ψi,ℓ :M 7→ CPNℓ , where Nℓ + 1 = dimH0(M,K−ℓM ).
By using the L2-estimate for ∂¯-operator, we can find an exhaustion ofM∞\S by
open subsets V1 ⊂ V2 ⊂ · · · ⊂ Vℓ ⊂ · · · such that ψi,ℓ converge to an embedding
ψ∞,ℓ : Vℓ ⊂M∞ 7→ CPNℓ .
By the partial C0-estimate, there is an integer m > 0 such that for any
ℓ = mk, ψi,ℓ converge to an extension of ψ∞,ℓ on M∞ under the convergence of
(M,ωi) to (M∞, ω∞). We still denote this extension by
ψ∞,ℓ : M∞ 7→ CPNℓa .
By the estimate in Corollary 4.2, ψi,ℓ are uniformly Lipschtz, so ψ∞,ℓ is a
Lipschtz map.
Claim: M∞ is a variety.
For this, we only need to show that for k ≥ n+1, ψ∞,ℓ is a homeomorphism from
M∞ onto its image which is also the limit of complex submanifolds ψi,ℓ(M) ⊂
CPNℓ .
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By the same arguments as those in proving the partial C0-estimate, for any
r > 0, there are k(r) and s(k) such that if k ≥ k(r), then for any x, y ∈M such
that di(x, y) ≥ r, where di(·, ·) denotes the distance of the metric ωi, there is a
holomorphic section ςi ∈ H0(M,K−ℓM ), where ℓ = mk, satisfying:∫
M
||ςi||2iωni = 1 and |||ςi||i(x) − ||ςi||i(y)| ≥ s(k). (5.11)
The above claim follows from this and the effective finite generation of the
anti-canonical ring of M as shown in the thesis of Chi Li [Li12]. 15 For the
orthonormal basis {σi,a}0≤a≤Nm of H0(M,K−mM ) with respect to ωi, by the
partial C0-estimate and Corollary 4.2, we have
c(m) ≤
Nm∑
a=0
||σi,a||2i ≤ c(m)−1, (5.12)
where c(m) is a uniform constant independent of i.
Lemma 5.10. For any l ≥ 1 and ς ∈ H0(M,K−(n+1+l)mM ), there are h0, · · · , hNm
in H0(M,K
−(n+l)m
M ) satisfying:
ς =
Nm∑
a=0
ha σi,a and
∫
M
||ha||2i ωni ≤ C(m, l)
∫
M
||ς ||2i ωni , (5.13)
where C(m, l) is a constant depending only on c(m), l and n.
This can be proved by using the Skoda-Siu estimate, now a standard tech-
nique (cf. [Li12], Proposition 7).
Note that for any x ∈M∞ and k ≥ 1, we have
ψ−1∞,mk(ψ∞,mk(x)) ⊆ ψ−1∞,m(ψ∞,m(x)). (5.14)
Using this and Lemma 5.10 with i→∞, we get
ψ−1∞,m(n+1+l)(ψ∞,m(n+1+l)(x)) ⊇ ψ−1∞,m(n+1)(ψ∞,m(n+1)(x)).
It follows from (5.11) that for any x 6= y ∈M∞,
ψ∞,m(n+1+l)(x) 6= ψ∞,m(n+1+l)(y)
if l is sufficiently large. Therefore, we can get
ψ∞,m(n+1)(x) 6= ψ∞,m(n+1)(y).
This implies that ψ∞,m(n+1) is a homeomorphism, so M∞ is a variety.
15As I advocated in many occasions before (cf. [Ti09]), the partial C0-estimate corresponds
to an effective version of the finite generation of the anti-canonical ring. Chi Li showed
precisely in [Li12] how this works.
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There is another way of proving that ψ∞,mk is a homeomorphism for k
sufficiently large. By (5.14), the composition ψ∞,m · ψ−1∞,mk is a well-defined
map from the variety Ymk onto Ym, where
Ymk = lim
i→∞
ψi,mk(M) ⊂ CPNmk , Ym = lim
i→∞
ψi,m(M) ⊂ CPNm .
Moreover, this map is also the limit of holomorphic maps ψi,m · ψ−1i,mk, so it
is a holomorphic map. Since ψ∞,m restricted to Vm is an embedding for m
sufficiently large, we know that ψ∞,mk(ψ
−1
∞,m(z)) is either a point or a connected
subvariety in the complex limit space Ymk. The second case can be ruled out
by using the fact that there is a bounded function u such that
1
mk
ωFS |Ymk =
1
m
(ψ∞,m · ψ−1∞,mk)∗(ωFS |Ym) +
√−1∂∂¯u,
where ωFS always denotes the Fubini-Study metric.
Next we prove that M∞ is normal. This means that M∞\S is locally con-
nected. If β∞ = 1, it is trivially true since the singular set of M∞ is of complex
codimension at least 2. So we may assume β∞ < 1. There are several ap-
proaches. One can use a local version of the Cheeger-Gromoll splitting theorem
(cf. [An90]). One can also generalize the arguments I had in [Ti89] or use the
Cheeger-Colding theory.
Before we prove the normality of M∞, we make a remark: By Corollary
4.2 and the partial C0-estimate, log ρωi,m converge to a uniformly continuous
function log ρ′∞,m onM∞. This implies that ω∞ is the curvature of a continuous
Hermitian metric on K−1M∞ , so || · ||∞ is a continuous Hermitian metric on M∞
even when β∞ < 1. Therefore, the defining section σi of D normalized by ωi
converge to a holomorphic section σ∞ of K
−λ
M∞
. Clearly, the singular set S of
(M∞, ω∞) is the divisor D∞ defined by σ∞ possibly plus a closed subset S2n−4
of complex codimension at least 2.
Therefore, if M∞ is not normal, then M∞\D∞ is not locally connected near
a point, say x, in D∞. Since x ∈ S\S¯2n−4, there is a tangent cone Cx ofM∞ at x
of the form Cn−1×C′x, where C′x is a 2-dimensional flat cone of angle 2πβ¯, where
(1 − β¯) = k(1 − β∞). However, Cx\Sx is connected, so M∞\D∞ is connected
near x, a contradiction. Therefore, M∞ must be normal.
Note that the normality also follows from a result of Colding-Naber who
proved the convexity of M∞\S.
Of course, one can further analyze the finer asymptotic structure of ω∞ along
D∞. By the partial C
0-estimate and Corollary 4.2, we have
ω∞ ≥ c ψ∗∞,ℓ(ωFS),
where ℓ = mk and c is some positive constant. Using this, when β∞ < 1, one
can show that ω∞ is a conic Ka¨hler-Einstein metric with conic angle 2πβ¯ along
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D∞ in a weaker sense, where (1− β¯) = k(1−β∞)16. It is an interesting problem
to examine the precise behavior of ω∞ along D∞.
The following theorem may be useful in the future.
Theorem 5.11. For each ℓ > 0, let {σi,α} be an orthonormal basis of H0(M,K−ℓM ).
Then by taking a subsequence if necessary, {σi,α} converge to an orthonormal
basis {σ∞,α} of H0(M∞,K−ℓM∞). In particular, it implies that H0(M∞,K−ℓM∞)
is of finite dimension and ρωi,ℓ converge to ρω∞,ℓ as i tends to ∞.
Proof. The arguments appeared before (cf. [Ti09]) and are based on the L2-
estimate for the ∂¯-operator. In view of Lemma 5.3, it suffices to prove that
any τ in H0(M∞,K
−ℓ
M∞
) with its L2-norm being one is a limit of a sequence
τi ∈ H0(M,K−ℓM ). We will adopt the notations in establishing of the partial
C0-estimate, particularly, C1-C4.
The following lemma is an analogue of Lemma 5.8. It is easy to prove by
using Theorem 5.9.
Lemma 5.12. For any ǫ > 0, there is a smooth function γǫ on M∞ satisfying:
(1) γǫ(x) = 1 for any x with d∞(x,S) ≥ ǫ;
(2) 0 ≤ γǫ ≤ 1 and γǫ(x) = 0 in an neighborhood of S;
(3) |∇γǫ| ≤ C for some constant C = C(ǫ) and∫
M∞
|∇γǫ|2 ωn∞ ≤ ǫ.
For each i and ǫ ∈ (0, 1), define
ξǫ(x) = F
∗
i (γǫ τ)(x),
Then ξǫ is a smooth section of K
−ℓ
M satisfying:
(1) ξǫ(x) = 0 in an neighborhood of S;
(2) put ζǫ = ∂¯ξǫ, then∫
M
||ζǫ||2 ωni ≤ 2
∫
M
||∂¯(F ∗i τ)||2 ωni + C ǫ sup
M∞
||τ ||2∞, (5.15)
where C is a uniform constant.
Let δi be given in C1-C4. Then there are ǫi with lim ǫi = 0 such that γǫi
in the above lemma vanishes in an neighborhood of the closure of Tδi(S). Put
ξi = ξǫi and ζi = ζǫi , then it follows from (5.15) that
lim
i→∞
∫
M
||ζi||2 ωni = 0. (5.16)
16The integer k may vary on different connected components of D∞.
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Applying Lemma 5.4 to ζi, we get ϑi such that ∂¯ϑi = ζi and∫
M
||ϑi||2i ωni ≤
1
ℓ+ µ
∫
M
||ζi||2i ωni → 0.
On the other hand, ζi = ∂¯ξi. By the construction of ξi, we can easily show that
ξi converge to τ in the C
∞-topology outside S and
lim
i→∞
∫
M
||ξi||2i ωni =
∫
M∞
||τ ||2∞ ωn∞ > 0.
Then τi = ξi − ϑi defines a holomorphic section of K−ℓM which converges to τ
in the L2-topology. By the standard elliptic estimates, we can easily show that
τi converge to τ in the C
∞-topology outside S. This proves Theorem 5.11.
6 Proving Theorem 1.1
In this section, we complete the proof of Theorem 1.1, i.e., if a Fano manifolds
M is K-stable, then it admits a Ka¨hler-Einstein metric. In fact, as I pointed
out in describing my program on the existence of Ka¨hler-Einstein metrics, the
reduction of Theorem 1.1 from the partial C0-estimate had been known to me
for long. 17
As explained in the introduction, in order to prove Theorem 1.1, we only need
to establish the C0-estimate for the solutions of the complex Monge-Ampere
equations for β > 1− λ−1 :
(ωβ +
√−1∂∂¯ϕ)n = ehβ−µϕωnβ , (6.1)
where ωβ is a suitable family of conic Ka¨hler metrics with [ωβ] = 2πc1(M) and
cone angle 2πβ along D and hβ is determined by
Ric(ωβ) = µω + 2π(1− β)[D] +
√−1∂∂¯hβ and
∫
M
(ehβ − 1)ωnβ == 0.
By the discussed in the introduction, we know that there is a non-empty and
maximal interval E = (1 − λ−1, β¯) for some β¯ ∈ (1 − λ−1, 1) or (1 − λ−1, 1]
such that (6.1) has a solution ϕβ for any β ∈ E. Actually, such a solution
ϕβ is unique, so {ϕβ} is a continuous family on M and smooth outside D.18
If 1 ∈ E, we already have Theorem 1.1 and nothing more needs to be done.
Hence, we may assume that E = (1 − λ−1, β¯) for some β¯ < 1, we will derive a
contradiction. By our assumption and the results in [JMR11], ||ϕβ ||C0 diverge
to ∞ as β tends to β¯. We will show that it contradicts to the K-stability of M .
Now let us recall the definition of the K-stability. I will use the original one from
17Our program was originally proposed for the Aubin continuity method, but it works for
the new Donaldson-Li-Sun continuity method in an identical way.
18In fact, one can use prove this continuity and smoothness directly by using the Inverse
Function Theorem as we argued for the openness of E.
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[Ti97] which is directly related to our program of establishing the existence of
Ka¨hler-Einstein metrics through the continuity method.
First we recall the definition of the Futaki invariant [Fu83]: Let M0 be any
Fano manifold and ω be a Ka¨hler metric with c1(M) as its Ka¨hler class, for any
holomorphic vector field X on M0, Futaki defined
fM0(X) =
∫
M
X(hω)ω
n, (6.2)
where Ric(ω) − ω = √−1∂∂¯hω. Futaki proved in [Fu83] that fM (X) is in-
dependent of the choice of ω, so it is a holomorphic invariant. In [DT92], the
Futaki invariant was extended to normal Fano varieties. The extension is based
on the following reformulation:
fM0(X) = −n
∫
M
θX (Ric(ω)− ω) ∧ ωn−1, (6.3)
where iXω =
√−1 ∂¯θX .
Now let M be a Fano manifold M . By the Kodaira embedding theorem, for
ℓ sufficiently large, any basis of H0(M,K−ℓM ) gives an embedding
φℓ :M 7→ CPN ,
where N = dimCH
0(M,K−ℓM )− 1. Any other basis gives an embedding of the
form σ ◦ φℓ, where σ ∈ G = SL(N + 1,C).
For any algebraic subgroup G0 = {σ(t)}t∈C∗ of SL(N + 1,C), there is a
unique limiting cycle
M0 = lim
t→0
σ(t)(M) ⊂ CPN .
Let X be the holomorphic vector field whose real part generates the action by
σ(e−s). By [DT92], if M0 is normal, there is a generalized Futaki invariant
fM0(X) defined by (6.3).
Now we can introduce the K-stability from [Ti97].
Definition 6.1. We say that M is K-stable with respect to K−ℓM if fM0(X) ≥ 0
for any G0 ⊂ SL(N +1) with a normal M0 and the equality holds if and only if
M0 is biholomorphic to M . We say that M is K-stable if it is K-stable for all
sufficiently large ℓ.
There are other formulations of the K-stability by S. Donaldson in [Do02]
and S. Paul in [Pa08].
It was proved in [Ti97]
Theorem 6.2. Let M be a Fano manifold without non-trivial holomorphic vec-
tor fields and which admits a Ka¨hler-Einstein metric. Then M is K-stable.
Now we return to our Fano manifold M in Theorem 1.1 and those solutions
ϕβ (β ∈ E) as above. In order to get a contradiction, we need to produce only
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a normal Fano variety M0 as in Definition 6.1 and with non-positive Futaki
invariant.
Let {βi} be a sequence with limβi = β¯. Write ϕi = ϕβi . If supM ϕi is
uniformly bounded, by the Harnack-type estimate in Theorem in [JMR11], the
C0-norm of ϕi is uniformly bounded. So, by [JMR11] again, ϕi converge to a
solution of (6.1) for β = β¯. A contradiction! Therefore, we have
lim
i→∞
sup
M
ϕi = ∞.
We will fix such a sequence {βi} and write
ωi = ω +
√−1 ∂∂¯ϕi.
Then ωi is a conic Ka¨hler-Einstein metric on M with cone angle 2πβi along D.
By taking a subsequence of necessary, we may assume that (M,D, ωi) converge
to (M∞, D∞, ω∞) in the Gromov-Hausdorff topology. By Theorem 5.9, M∞ is
a normal subvariety in some projective space CPN and ω∞ is a smooth Ka¨hler-
Einstein metric outside a divisor D∞ and the singular set S¯ of M∞.19 We will
identify M∞ with its image in CP
N by an embedding defined by a basis {S∞,α}
of H0(M∞,K
−ℓ
M∞
), in fact, such a basis {S∞,α} is orthonormal with respect to
the inner product on H0(M∞,K
−ℓ
M∞
) by ω∞.
Similarly, we embed M by orthonormal bases of H0(M,K−ℓM ) with respect
to ωi. All these embeddings differ by transformations in G. On the other
hand, by taking a subsequence if necessary, we may assume that those or-
thonormal bases of H0(M,K−ℓM ) converge to the orthonormal basis {S∞,α} of
H0(M∞,K
−ℓ
M∞
) under the convergence of (M,D, ωi) to (M∞, D∞, ω∞). It im-
plies that (M∞, D∞) lies in the closure of the orbit of (M,D) under the group
action of G = SL(N +1,C) on CPN . Then one can deduce from some general
facts in algebraic geometry that the stabilizer G∞ of M∞ in G contains a holo-
morphic subgroup.20 We need to prove that it contains a C∗-subgroup. Then,
using the Ka¨hler-Einstein metric ω∞, one can show that the generalized Futaki
invariant is not positive. This contradicts to the K-stability.
Lemma 6.3. The Lie algebra η∞ of G∞ is reductive.
Proof. The arguments are standard. Let X ∈ η∞, i.e., a holomorphic vector
field on CPN which is tangent to M∞, then there is a smooth function θ such
that iXωFS = ℓ
√−1 ∂¯θ. We have
ℓ ω∞ = ωFS |M∞ +
√−1 ∂∂¯ρω∞,ℓ.
It follows
iXω∞ =
√−1 ∂¯θ∞, where θ∞ = θ + 1
ℓ
X(ρω∞,ℓ).
19We have seen in last section that ω∞ has locally continuous potentials.
20For the Aubin continuity, one can show by geometric analytic arguments that M∞ admits
a C∗-action. One should be able to extend this method to the continuity method proposed
by Donaldson et al.
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It is a fact that X generates a C∗-action if and only if it is a complexication
of a Killing field. Therefore, if we normalize X by multiplication by a complex
number such that supM∞ θ∞ = 1, we want to show that the imaginary part of
X is Killing. The standard computations show that if θ∞ is normalized by∫
M∞
θ∞ ω
n
∞ = 0,
then
∆∞θ∞ + µ∞ θ∞ = 0 on M∞\D∞ ∪ S¯,
where ∆∞ denotes the Laplacian of ω∞ and µ∞ = 1 − (1 − β¯)λ. On the other
hand, by using our estimates on ρω∞,ℓ and the Bochner identity, we can show
that θ∞ is Lipschtz continuous, thus it extends to an eigenfunction of ∆∞, so
do its real and imaginary parts. It follows from the standard arguments that
the imaginary part of θ∞ induces a Killing field. Then the lemma is proved.
As observed in [Do11] and [Li11]), by using the same arguments as in [Fu83],
one can define the Futaki invariant fM∞,(1−β)D∞(X), also referred as the log-
Futaki invariant, for conic Ka¨hler metrics on M∞ with cone angle 2πβ along
D∞ (β ∈ (0, 1)). Furthermore, if there is a conic Ka¨hler-Einstein metric with
angle 2πβ along D∞, the log-Futaki fM∞,(1−β)D∞ vanishes. In our case, though
ω∞ may not be smooth along D∞ even in the conic sense, using the Lipschtz
continuity of θ∞, one can still prove the vanishing of fM∞,(1−β)D∞(X) by the
same arguments as in the smooth case. Then the Futaki invariant fM∞(X) ≤ 0.
This can be derived by using the formula (cf. [Li11], [Su11]):21
0 = fM∞,(1−β)D∞(X) = fM∞(X) + (1− β)
∫
D∞
θ∞ dH2n−2,
where dH2n−2 denotes the (2n-2)-dimensional Hausdorff measure on D∞ in-
duced by ω∞. To see this, we first observe that fM∞,(1−β1)D∞(X) > 0 for some
β1 ∈ (1 − λ−1, β), e.g., if it is sufficiently close to 1 − λ−1 because there is a
corresponding conic Ka¨hler-Einstein metric with angle 2πβ1, on the other hand,
because of the linearity, we have
(β − β1) fM∞(X) = (1 − β1) fM∞,(1−β)D∞(X) − (1− β) fM∞,(1−β1)D∞(X),
hence, fM∞(X) ≤ 0.
On the other hand, by our assumption that M is K-stable, since M∞ is not
biholomorphic to M ,
fM∞(X) > 0.
This is a contradiction! Therefore, ϕβ are uniformly bounded and consequently,
β¯ ∈ E, so E is closed and Theorem 1.1 is proved.
There is another way of finishing the proof of Theorem 1.1 by using the CM-
stability introduced in [Ti97]. The CM-stability can be regarded as a geometric
21Chi Li pointing out that this formula first appeared in [Do11]. I thank him for this as
well as some other inputs on log-Futaki invariants.
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invariant theoretic version of the K-stability. It follows from [PT06] and [Pa08]
that the CM-stability is equivalent to the K-stability. In the following, we
outline this alternative proof of Theorem 1.1.
Let us recall the CM-stability. We fix an embedding M ⊂ CPN by K−ℓM
as above. Let π : X 7→ Z be the universal family of n-dimensional normal
varieties 22 in CPN with the same Hilbert polynomial as that of M . Clearly,
G = SL(N + 1) acts both X and Z such that π is equivariant.
Consider the virtual bundle
E = (n+ 1)(K −K−1)(L − L−1)n − n(L− L−1)n+1,
where K = KX ⊗K−1Z is the relative canonical bundle and L is the pull-buck
of the hyperplane line bundle on CPN .
Let L be the determinant line bundle det(E , π). Clearly, G acts naturally on
the total space of L.
Definition 6.4. Let z = π(M) and z˜ be a non-zero lifting of z in the total
space of L. We call M CM-stable with respect to K−ℓM if the orbit G · z˜ in the
total space of L is closed and the stabilizer Gz of z is finite. We call M CM-
semistable if 0 is not in the closure of G · z˜. We call M CM-stable if it does
with respect to all sufficiently large ℓ.
Now we fix M , M∞, ℓ as above. Given any σ ∈ G, there is an induced
Ka¨hler potential ϕσ
1
ℓ
σ∗ωFS = ω0 +
√−1 ∂∂¯ϕσ.
Define a functional on the orbit G · z:
Fℓ(σ) = Fω0(ϕσ).
Then we have the following ([Ti97], Theorem 8.10)
Theorem 6.5. The functional Fℓ is proper on G · z ⊂ Z if and only if M is
CM-stable with respect to K−ℓM .
By our discussions in Section 3, we can show that Fω0,µ restricted to G · z
is proper for any µ ∈ (0, 1]. Combining this properness with the partial C0-
estimate, we can bound the C0-norm of ϕβ in a uniform way. Then it follows
from [JMR11] that E is closed. Therefore, we have proved
Theorem 6.6. LetM be a Fano manifold without non-trivial holomorphc fields,
then M admits a Ka¨hler-Einstein metric if and only if M is CM-stable.
In view of [PT06] and [Pa08], particularly Theorem D in [Pa08], this implies
Theorem 1.1.
22Normality is not needed, but we assume this for simplicity. Also by [LX11], this assump-
tion does not put any constraints on our results.
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7 Appendix: The proof of Lemma 5.8
In this appendix, we complete the proof of Lemma 5.8. We will adopt the
notations in Section 5, particularly, in the proof of those special cases of Lemma
5.8. The arguments of our proof are based on known techniques, though tedious.
Note that if β∞ = 1, then there is nothing to be proved since the singular set
Sx is of complex dimension at least 2. So we may assume that β∞ < 1. In this
case, Sx has a decomposition into S0x and S¯x as before, and for any y ∈ S0x,
there is a tangent cone of Cx at y of the form Cn−1 × C′y for which Lemma 5.8
has been proved.
Fix any y ∈ S0x ⊂ Cx, we have a tangent cone of the form Cn−1 × C′y at
y, where C′y denotes the standard 2-dimensional cone with angle 2πβ¯, where
β¯ = µa is given as in Lemma 5.5 and satisfies (1 − β¯) = k(1 − β∞) for some
integer k.
There are xi ∈ M and ri > 0 such that (M, r−2i ωi, xi) converge to the cone
(Cx, gx, o) in the Gromov-Hausdorff topology and smooth topology outside the
singular set Sx, in particular, there are diffeomorphisms
φ˜i : V (x; δi) 7→ M\Tδi(D),
where Tδi(D) is the set of all points within distance δi from D with respect to
the metric ωi and lim δi = 0, satisfying:
||r−2i φ˜∗i ωi − ωx||C2(V (x;δi)) ≤ δi.
Furthermore, we may assume
B ri
2δi
(xi, ωi)\Tδi(D) ⊂ φi(V (x; δi)).
Without loss of generality, we may assume that ℓi = r
−2
i are integers and Lemma
5.7 holds for such ℓi’s.
Note that there is a tangent cone of the form Cn−1 × C′y with the standard
cone metric gβ¯ in the proof of Lemma 5.8. The singular set of this tangent cone
is Cn−1 × {0}. Therefore, there are integers kj = s−2j such that (Cx, kjgx, y)
converge to (Cn−1 × C′y, gβ¯ , o) in the Gromov-Hausdorff topology and smooth
topology outside the singular set. This implies that there are diffeomorphisms
ϑj : Uj 7→ Cx\Sx
satisfying:
||s−2j ϑ∗jωx − ωβ¯ ||C2(Uj) ≤
1
j
,
where
Uj = {(z′, zn) ∈ Cn−1 × C′y | |z′| < 9,
1
j
< |zn|β¯ < 9 }.
We may also have
B9sj (y, gx)\T 2
j
(Sx) ⊂ ϑj(Uj).
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Combining these, we see that for any ǫ > 0, there are jǫ and iǫ such that for
any j ≥ jǫ and i ≥ iǫ, the compositions
φ˜i · ϑj : Uj 7→M\D
satisfying:
B(9−ǫ)sjri(xi, ωi)\Tδi(D) ⊂ φ˜i(ϑj(Uj)) ⊂ B13sjri(xi, ωi)
and
||kjℓi ϑ∗j φ˜∗i ωi − ωβ¯ ||C2(Uj) ≤ ǫ
Furthermore, by using the above arguments in establishing the partial C0-
estimate, given any finitely many holomorphic functions fb (b = 0, 1, · · · ,m)
with ∫
Cn−1×C′y
|fb|2 e−
|z′|2+|zn|
2β¯
2 ωnβ¯ = 1,
where ωβ¯ is the Ka¨hler form of gβ¯, we can construct holomorphic sections S
b
i,j
of K
−kjℓi
M over M such that
sup
Uj
|(ψi,j)∗(Sbi,j) − fb| ≤
ǫ
2
,
where ψi,j is the isomorphism constructed by Lemma 5.5 over Uj . By Corollary
4.2, for some uniform constant C, we have
||∇Sbi,j ||i ≤ C.
Now we take f0 to be a positive constant function, then S
0
i,j is almost a positive
constant on φ˜i(ϑj(Uj)) which contains B8sjri(xi, ωi). Then by rechoosing jǫ
and iǫ if necessary, we can deduce from the properties of S
b
i,j :
1. B8sjri(xi, ωi) is contained in some C
N ′ , where N ′ may depend on i, j;
2. There is a holomorphic map Fmi,j : φ˜i(ϑj(Uj)) 7→ Cm, where
Fmi,j =
(
S1i,j(x)
S0i,j(x)
, · · · , S
m
i,j(x)
S0i,j(x)
)
satisfying: ∣∣∣∣Fmi,j(φ˜i(ϑj(z))) −
(
f1
f0
, · · · , fm
f0
)
(z)
∣∣∣∣ ≤ ǫ, ∀z ∈ Uj .
We choose m ≥ n and f1 = z1, · · · , fn = zn. It follows from the above that Fmi,j
is a biholomorphic map from each φ˜i(ϑj(Uj)) onto its image which contains a
ball of radius close to 8 in the cone Cn−1 × C′y. We will abbreviate Fni,j by Fi,j .
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For ǫ sufficiently small and i sufficiently large, when restricted toB8sjri(xi, ωi),
the map Fmi,j is one-to-one on outside a small tubular neighborhood of Sx. Then
by using the above 1 and 2, one can see that each Fi,j is a biholomorphic map
from B8sjri(xi, ωi) onto its image which contains the following set
U ′j = { (z′, zn) ∈ Cn−1 × C′y |
√
|z′|2 + |zn|2β¯ < 8− ǫ }.
It follows from the above derivative estimate on Sbi,j that
sup
B8sjri (xi,ωi)
|dFmi,j |ωi ≤ Cm (sj ri)−2,
where Cm is a constant independent of i and j. This is equivalent to
ω0 ≤ Cm (sj ri)−2 ωi, (7.1)
where ω0 denotes the Euclidean metric on C
m. A consequence of this is that by
taking a subsequence if necessary, as i goes to ∞, we get a limiting map
Fm∞,j : B8sj (y, gx) 7→ Cm.
Moreover, its image is the subvariety V mj ⊂ Cm which coincides with the limit
of Fmi,j(B8sjri(xi, ωi)). Such a limit exists because of the well-known Bishop
theorem in complex analysis and the following volume bound:∫
Fmi,j(B8sjri (xi,ωi))
ωn0 ≤ Cm
vol(B8sjri(xi, ωi))
(sj ri)2n
≤ C′m.
The last one follows from the volume comparison.
Next we show that for j sufficiently large, Fi,j(D ∩ B7sjri(xi, ωi)) converge
to a local divisor Dnj ⊂ Cn. Again it is a corollary of the Bishop theorem, for
this purpose, it suffices to bound the volume of Fi,j(D ∩ B7sjri(xi, ωi)). Since
(Cx, s−2j gx, y) converge to the standard cone Cn−1×C′y with the standard metric
gβ¯, for j, i sufficiently large, the image of D ∩B8sjri(xi, ωi) under the map Fi,j
lies in a tubular neighborhood:
T8,ǫ = {(z′, zn) | |z′| < 8, |zn| < ǫ}.
On the other hand, using the slicing argument as that in [CCT95], one can
show that for each fixed z′ with |z′| < 7.5, the line segment {(z′, zn) | |zn| ≤ 6}
intersects with Fi,j(D ∩ B8sjri(xi, ωi)) at k points (counted with multiplicity),
where (1− β¯) = k(1− β∞).
It is now easy to bound the volume of Fi,j(D∩B7sjri(xi, ωi)): Let η˜ : R 7→ R
be a cut-off function such that η˜(t) = 1 for t ≤ 7.3, η˜(t) = 0 for t > 7.8 and
|η˜′| ≤ 2, then the volume of Fi,j(D ∩B7sjri(xi, ωi)) is bounded from above by∫
Fi,j(D∩B8sjri (xi,ωi))
η˜(|z′|) (ω0 +
√−1∂∂¯ |zn|2β¯)n−1
≤
∫
Fi,j(D∩B8sjri (xi,ωi))
(η˜ + |zn|2β¯ η˜′)(|z′|)ωn−10 ≤ 3k 82n. (7.2)
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One can easily see that F∞,j(Sx ∩ B7sj (y, gx)) coincides with Dnj . 23 We
can also prove that for any m > n, Fmi,j(D ∩ B7sjri(xi, ωi)) converge to a local
divisor Dmj ⊂ V mj ⊂ Cm.
For convenience, we summarize the above as follows with one extra property.
Lemma 7.1. For any ǫ > 0 small, there is a jǫ such that for any j ≥ jǫ, the
Lipschtz map F∞,j maps to B7sj (y, gx)) into B7+ǫ(o, gβ¯) satisfying:
(1) Its image contains B7−ǫ(o, gβ¯);
(2) F∞,j(Sx ∩B7sj (y, gx)) is a local divisor Dnj which is contained in a tubular
neighborhood T8,ǫ;
(3) For any δ > 0, there is an ǫ′ = ǫ′(δ) such that F−1∞,j(T6,ǫ′) ⊂ Tδ(Sx) ∩
B(6+ǫ)sj (y, gx).
Proof. I have shown the validity of (1) and (2). For (3), we can prove by contra-
diction. If not true, then F−1∞,j(V
n
j ∩B6.5(o, gβ¯)) has at least two distinct com-
ponents, one lies in Sx while another is not. This implies that for i sufficiently
large, the pre-image F−1i,j (Fi,j(D) ∩ B6.5(o, gβ¯) has at least two components,
which contradicts to the fact that Fi,j is one-to-one on B7sjri(xi, ωi).
Next we observe: For i, j sufficiently large, there are uniformly bounded
functions ϕi,j on B8sjri(xi, ωi) satisfying:
(sjri)
−2ωi =
√−1∂∂¯ ϕi,j on B8sjri(xi, ωi). (7.3)
This is because of the almost constancy of S0i,j . A consequence of this obser-
vation is that the volume of D ∩ B7sjri(xi, ωi) with respect to (sjri)−2ωi is
uniformly bounded. In fact, we can prove more.
Lemma 7.2. We adopt the notations above. Assume that (1) ξ : R 7→ [0, 1]
is a smooth function with ξ(t) = 1 for any t ≥ 8ǫ and (2) f is a holomorphic
function on F∞,j(B7sj (y, gx)) such that |f(z′, zn)| ≥ |zn| whenever |zn| ≥ 8ǫ.
Then there is a uniform constant C such that
s2−2nj
∫
B6sj (y,gx)
|∇(h · F∞,j)|2ωx ωnx ≤ C
∫
F∞,j(B7sj (y,gx))
√−1 ∂h ∧ ∂¯h ∧ ωn−10 ,
where h(z′, zn) = ξ · |f |2(z′, zn) and ω0 denotes the Euclidean metric on Cn−1.
Proof. It suffices to prove the corresponding inequality for each Fi,j and then
let i go to ∞. As above, let η˜ : R 7→ R be a cut-off function such that η˜(t) = 1
for t ≤ 6.3, η˜(t) = 0 for t > 6.8, |η˜′| ≤ 2 and |η˜′′| ≤ 4, then we have
√−1 ∂∂¯ η˜(|z′|) ≤ 12ω0,
23Here we use the fact that the limit of D coincides with Sx modulo a subset of Haus-
dorff codimension at least 4 under the Gromov-Hausdorff convergence of (M, r−2
i
ωi, xi) to
(Cx, ωx, o). Clearly, the limit lies in Sx. On the other hand, by [CCT95], there is no singular
point of Cx outside the limit of D for which there is a tangent cone of type Cn−1 × C′y .
41
moreover, η˜(|z′|)|dh|2 vanishes near the boundary of Fi,j(B7sjri(xi, ωi)). By the
definition of h, we also have
∂h ∧ ∂∂¯h = 0.
Using these facts and integration by parts, we can deduce
(sjri)
−2n
∫
B7sjri (xi,ωi)
η(|z′|) |∇(h · Fi,j)|2ωi ωni
= n
∫
Fi,j(B7sjri (xi,ωi))
η(|z′|)√−1 ∂h ∧ ∂¯h ∧ (√−1 ∂∂¯(ϕi,j · F−1i,j ))n−1
≤ C
∫
Fi,j(B7sjri (xi,ωi))
√−1 ∂h ∧ ∂¯h ∧ ωn−10 . (7.4)
Then the lemma follows.
Now we can complete the proof of Lemma 5.8. The arguments are simi-
lar to those of the proof for the case with Assumption A1. For the readers’
convenience, we repeat some of them here.
For any small ǫ0 > 0, since S¯x has vanishing Hausdorff measure of dimension
strictly bigger than 2n−4, we can find a finite cover of S¯x∩Bǫ¯−1(x, gx) by balls
Bra(ya, gx) (a = 1, · · · , l) satisfying:
(i) ya ∈ S¯x and 2ra ≤ ǫ0;
(ii) Bra/2(ya, gx) are mutually disjoint;
(iii)
∑
a r
2n−3
a ≤ 1;
(iv) The number of overlapping balls B2ra(ya, gx) is uniformly bounded.
We denote by η¯ a cut-off function: R 7→ R satisfying: 0 ≤ η¯ ≤ 1, |η¯′(t)| ≤ 2
and
η¯(t) = 1 for t > 1.6 and η¯(t) = 0 for t ≤ 1.1.
As before, we set χ =
∏
a χa, where
χa(y) = η¯
(
d(y, ya)
ra
)
if y ∈ B2ra(ya, gx) and χa(y) = 1 otherwise.
Then χ vanishes on the closure of B = ∪aBra(ya, gx) which contains S¯x ∩
Bǫ¯−1(x, gx), furthermore, χ satisfies∫
Cx
|∇χ|2 ωnx ≤ C ǫ0, (7.5)
where C is a uniform constant.
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There is a finite cover of Sx ∩Bǫ¯−1(x, gx)\B by balls B6sb(yb, gx) for which
Lemma 7.1 holds (b = 1, · · · , N). We may assume that the number of overlap-
ping balls B6sb(yb, gx) is bounded. Choose smooth functions {ζb} associated to
the cover {B6sb(yb, gx)} satisfying:
(1) 0 ≤ ζb ≤ 1;
(2) supp(ζb) is contained in B6sb(yb, gx);
(3)
∑
b ζb ≡ 1 near Sx ∩Bǫ¯−1(x, gx)\B.
Therefore, {ζb}, 1 −
∑
b ζb form a partition of unit for the cover {B6sb(yb, gx)}
and Bǫ¯−1(x, gx).
As before, we denote by η a cut-off function: R 7→ R satisfying: 0 ≤ η ≤ 1,
|η′(t)| ≤ 1 and
η(t) = 0 for t > log(− log δ3) and η(t) = 1 for t < log(− log δ).
For each b, by Lemma 7.1, there is a divisor Dnb ⊂ B6(0, gβ¯b), where (1− β¯b) =
kb(1 − β∞). Choose a local defining function fb of Dnb satisfying (2) in Lemma
7.2. We define a function γǫ¯,b on B6(o, gx) as follows: If |fb|(y) ≥ ǫ¯/3, put
γǫ¯,b(y) = 1 and if |fb|(y) < ǫ¯, put
γǫ¯,b(y) = η
(
log
(
− log
( |fb|(y)
ǫ¯
)))
. (7.6)
Then we put
γǫ¯(y) = χ(y) (1−
∑
b
ζb(y) +
∑
b
ζb(y) γǫ¯,b(y)). (7.7)
Clearly, γǫ¯ is smooth. If we choose ǫ0 and δ sufficiently small, we have γǫ¯(y) = 1
for any y with d(y,Sx) ≥ ǫ¯, also γǫ¯ vanishes in a neighborhood of Sx. Further-
more, by using (7.5), Lemma 7.1 and Lemma 7.2, we can also show∫
B
ǫ¯−1 (o,gx)
|∇γǫ¯|2 ωnx ≤ ǫ¯.
Thus, the proof of Lemma 5.8 is completed.
There are other ways of completing the proof of Lemma 5.8. One is to verify
Assumption A1 (cf. Remark 7.4. Another is to estimate the volume of tubular
neighborhood of S0x. Let us outline it in the following.
For any small ǫ0 > 0, we can find a finite cover of S¯x ∩ Bǫ¯−1(x, gx) by
balls Bra(ya, gx) (a = 1, · · · , l) with properties (i)-(iv) as above. Then we can
have a smooth function χ associated to this covering as we did above. Put
ρ(y) = d(y,Sx) and
K = Bǫ¯−1(o, gx)\ ∪a Bra/2(ya, gx).
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Define γǫ¯ according to (5.10). Clearly, it satisfies (1) and (2) in Lemma 5.8. For
(3), if δ is sufficiently small, we only need to prove∫
K
|∇η · ζ|2 ωnx =
∫
K
|η′ · ζ|2 |∇ζ|2 ωnx ≤
ǫ¯
2
, (7.8)
where
ζ(y) = log
(
− log
(
ρ(y)
ǫ¯
))
.
By the well-known co-area formula, we have∫
K
|η′ · ζ|2 |∇ζ|2 ωnx =
∫ ∞
0
|η′(r)|2 |∇ζ|Vol(ζ−1(r) ∩K) dr.
Clearly, ζ(y) = r implies that ρ(y) = ǫ¯ e−e
r
, moreover, if we set s = |∇ζ|2, we
have √
s =
1
ǫ¯
ee
r−r.
It is a monotonic function for r > 0, thus, the inverse r = r(s) exists. By the
co-area formula again, we have∫ ∞
0
ds
∫
{|∇ζ|2≥s}∩K
|η′ · ζ|2 ωnx =
∫ ∞
0
ds
∫ ∞
r(s)
|η′(r)|2
|∇ζ|(r) Vol(ζ
−1(r) ∩K) dr.
Exchanging the order of integrals on r and s, we get∫
K
|η′ · ζ|2 |∇ζ|2 ωnx =
∫ ∞
0
ds
∫
{|∇ζ|2≥s}∩K
|η′ · ζ|2 ωnx .
Combining the above integrals, we get∫
K
|∇(η · ζ)|2 ωnx =
∫ ∞
0
s′(t) dt
∫
{|∇ζ|2≥s(t)}∩K
|η′ · ζ|2 ωnx ,
where
s(t) =
1
ǫ¯2t2 (− log t)2 .
Since η′(ζ(y)) = 0 unless ǫ¯ δ3 ≤ ρ(y) ≤ ǫ¯ δ, we can deduce from this identity
and the following lemma that
∫
K
|∇(η · ζ)|2 ωnx ≤ CK
(∫ δ
0
ǫ¯2t2 s′(t) dt +
∫ ∞
δ
ǫ¯2δ2 s′(t) dt
)
.
We get (7.8) from this estimate since the last two integrals tend to 0 as δ goes
to 0. Therefore, Lemma 5.8 follows from the following.
Lemma 7.3. For any compact subset K ⊂ Cx\S¯x, there is a constant CK
such that for any r < 1, the volume of Tr(Sx) ∩K is bounded by CKr2, where
Tr(Sx) = {z | d(z,Sx) ≤ r}.
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This follows from an estimate on the lower bound of the ratio r2−2nvol(Sx ∩
Br(y, gx)) for any r ≤ 1 and y ∈ K∩Sx. Such an estimate can be easily derived
by a blow-up argument and what we have obtained above.
Remark 7.4. In fact, Assumption A1 can be established by the techniques
used above. An approach is to use the maps Fm∞,j. One can show that each
composition Fn∞,j · (Fm∞,j)−1 : V mj 7→ V nj is well-defined and the limit of Fni,j ·
(Fmi,j)
−1. Each such map supposes to be finite and one-to-one on a sufficiently
large open subset. One can deduce from these that Fn∞,j ·(Fm∞,j)−1 is one-to-one.
It implies that F∞,j is an one-to-one map. Then we get what we wanted.
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