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Given a convex n-gon P in R2 with vertices in general position, it is
well known that the simplicial complex θ(P ) with vertex set given
by diagonals in P and facets given by triangulations of P is the
boundary complex of a polytope of dimension n−3. We prove that
for any non-convex polygonal region P with n vertices and h + 1
boundary components, θ(P ) is a ball of dimension n + 3h − 4. We
also provide a new proof that θ(P ) is a sphere when P is convex
with vertices in general position.
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1. Introduction
An n-gon, or polygon, P in R2 is an open, bounded region whose boundary consists of n distinct
points x1, . . . , xn in the plane, called vertices, and n line segments [xi, xi+1], i = 1, . . . ,n, called edges,
with addition modulo n on the indices, subject to the following condition: the only points of the
plane that belong to two edges of P are the vertices of P . It is well known that the edges of P form
a Jordan curve in the plane and thus P has a well-deﬁned interior and exterior. We view the polygon
P as consisting of its interior. A diagonal in P is a line segment [x, y] between two distinct vertices
of P whose relative interior is contained in P . If {xi−1, xi, xi+1} fall on a common line, then we say xi
is an edge vertex of P , and otherwise we say xi is a principal vertex of P .
One may consider more general polygonal regions in the plane, i.e. bounded, connected regions
whose boundary is the disjoint union of the boundaries of polygons, a family that by deﬁnition in-
cludes all polygons. Vertices, edges, and diagonals are deﬁned analogously as for polygons. Given any
polygonal region P , we say a pair of diagonals in P are non-crossing if their intersection is a subset of
their end points and a triangulation of P is a maximal collection of pairwise non-crossing diagonals.
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B. Braun, R. Ehrenborg / Journal of Combinatorial Theory, Series A 117 (2010) 642–649 643Triangulations of polygons are of great interest in discrete and computational geometry, see [1]. We
are interested in the following topological structure on the set of diagonals in P .
Deﬁnition 1.1. For any polygonal region P , let the complex of non-crossing diagonals of P , θ(P ), be the
simplicial complex with vertex set the diagonals in P and facets given by triangulations of P .
A corollary of Euler’s formula is that for any polygonal region P with h+ 1 boundary components,
every triangulation of P uses n+3h−3 diagonals; thus, we see that θ(P ) is a pure simplicial complex,
i.e. all the maximal faces of P have the same dimension. Amazingly, for convex polygons without
edge vertices, θ(P ) arises as the boundary complex of a polytope of dimension n − 3 called the
associahedron, hence triangulates a sphere of dimension n − 4. The ﬁrst published proof of this result
is due to C. Lee [2], though an earlier written but unpublished proof is due to M. Haiman [3] and a
still earlier proof due to Milnor was neither published nor written. Associahedra arise from various
constructions and have been studied intensely, see page 18 of [4] and the references therein for
background and further discussion.
Our purpose in this note is to prove the following theorems on the structure of θ(P ) for polygons
and polygonal regions.
Theorem 1.2. Let n > 3. For any convex n-gon P with at least one edge vertex or any non-convex n-gon P ,
θ(P ) is homeomorphic to Bn−4 , a ball of dimension n − 4. For any convex n-gon P without edge vertices,
θ(P ) is homeomorphic to Sn−4 , a sphere of dimension n − 4.
Theorem 1.3. For any polygonal region P with n > 3 vertices and h+ 1 boundary components, h 1, θ(P ) is
homeomorphic to Bn+3h−4 , a ball of dimension n + 3h − 4. Further, every vertex of θ(P ) is on the boundary
of θ(P ).
Section 2 contains background information necessary for the proofs of these theorems. For techni-
cal reasons arising in the proof of Theorem 1.3, we will actually be considering in Section 3 a more
general class of objects that we call extended polygonal regions and proving Theorem 3.4, a stronger
version of Theorem 1.3. By assuming that all of the vertices of our polygonal region P are in general
position, we could avoid moving to this level of generality; however, in order to obtain comprehensive
results, we will follow a more general course. For readers who are interested only in Theorem 1.2, we
include a complete proof in Section 4 that is separate from the proof of Theorem 3.4.
There are several papers with results related to ours. Theorems 1.2 and 1.3 were anticipated by
P. Greenberg (see Theorems 1.11 and 4.3 in [5]). Greenberg considers polygons P whose vertices are
contained in the integer lattice Z2 and constructs the simplicial complex K1(P ) of non-crossing line
segments L ⊆ P where L ∩ Z2 equals the endpoints of L. Greenberg proves that if the area of P is
greater than 1, K1(P ) is a piecewise-linear disk. When P contains no interior lattice points, this agrees
with Theorem 1.2. Greenberg’s proof proceeds by induction on a combination of various parameters
for P , as ours does, but uses geometric results regarding SL2(Z) along with Pick’s theorem to establish
the base case for the induction step. In order to complete the induction step, Greenberg is forced to
take joins of K1(Q )’s, which forces him to introduce the notion of a “slit polygon;” it is the same
issue in our induction step that requires our consideration of extended polygonal regions.
As mentioned above, for convex n-gons Pn without edge vertices, the complexes θ(Pn) arise as
boundaries of convex polytopes called associahedra. While we consider in Theorem 1.2 subcomplexes
of θ(Pn), it is common to consider instead the boundary complexes of the polytopes dual to the asso-
ciahedra (which are also referred to as associahedra). In [6], for a non-convex polygon P , S. Devadoss
et al. consider subcomplexes KP of the boundary complex of this dual polytope which are combina-
torially dual to our θ(P ). They show that the complex KP is contractible, using a detailed study of
certain vertices they call “reﬂex vertices.”
Finally, given a set of points A in Rd , the study of triangulations of conv(A) arises in a variety of
contexts. In [7], D. Orden and F. Santos construct a “polytope of non-crossing graphs” from A with
faces given by non-crossing “graphs with marks” on A. For a polygon P , our complex θ(P ) naturally
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arises as a subcomplex of an associahedron, while for a polygonal region P the complex θ(P ) arises
as a subcomplex of the boundary of the dual of one of these polytopes of non-crossing graphs.
2. Ears, mouths, and discrete Morse theory
Let us turn now to some motivating examples and technical tools our proof will require. First, let
Pn represent a convex n-gon without edge vertices and with corner vertices labeled counterclockwise
1 through n. It is clear that θ(P4) consists of two points, i.e. a zero-dimensional sphere. We obtain
P5 by inserting 5 between 1 and 4, introducing three new diagonals: [1,4], [2,5] and [3,5]. These
diagonals form two disjoint faces in θ(P5) consisting of the ﬁrst diagonal and the last two. The diag-
onal [1,4] may be added to any triangulation of P4, producing a cone over θ(P4) in θ(P5). The 1-cell
{[2,5], [3,5]} in θ(P5) is connected on its boundary points to [1,3] and [2,4], respectively. It is clear
that the midpoint of {[2,5], [3,5]} acts as another cone point over θ(P4) in θ(P5), thus showing that
θ(P5) is the equivalent to the suspension of θ(P4). The case n equal to 6 can be analyzed similarly,
with two cone points over θ(P5) coming from the diagonal [1,5] and the barycenter of the 2-cell
{[2,6], [3,6], [4,6]}.
In general, when we pass from Pn to Pn+1, we are adding in n − 1 new diagonals which are nat-
urally partitioned into two sets: the n − 2 diagonals adjacent to the new vertex n + 1 and the single
diagonal [1,n]. Topologically, adding these two sets of diagonals to θ(Pn) yields a space homeomor-
phic to the suspension of θ(Pn), producing a spherical structure; our proof of this will proceed by
induction on n, using the non-convex case for the induction step. Thus, our proof that θ(P ) is spheri-
cal for convex P is new, though not as strong as the polytopal result mentioned earlier. We present it
here because we have found it illuminating regarding the spherical structure of θ(P ) and hope it will
be so for others.
For a non-convex example, consider Fig. 1. Here we have a non-convex 6-gon P where the complex
θ(P ) is clearly a ball. The key idea for the proof of Theorem 1.3 will be to ﬁnd vertices of P that are
like vertices 1 and 5 in Fig. 1. We make this idea precise with the following deﬁnition.
Deﬁnition 2.1. (See [8,9].) A principal vertex xi of P is called a mouth if the associated line segment
[xi−1, xi+1] is external to P , i.e., the interior of [xi−1, xi+1] lies in the exterior of P . A principal vertex
xi of P is called an ear if the associated line segment [xi−1, xi+1] is interior to P , i.e., the interior of
[xi−1, xi+1] lies in the interior of P .
Theorem 2.2. (See G. Meisters [8].) Every polygon has at least two ears.
Theorem 2.3. (See G. Toussaint [9].) Every non-convex polygon has at least one mouth.
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while all other polygonal regions have either an edge vertex or one (or more) mouth(s). In the latter
cases, these special vertices of P end up forcing θ(P ) to be collapsible. To demonstrate the collapsing,
we will use the discrete Morse theory developed by R. Forman in [10]. Speciﬁcally, we will use a
simpliﬁed version of the “Pairing Lemma” found in the work [11] of J. Shareshian and S. Linusson.
Theorem 2.4. (See J. Shareshian and S. Linusson [11].) Let Σ be a simplicial complex on a partially ordered
vertex set (V ,). Let Q denote the face poset ofΣ , including ∅. For a function f : Q → V , set Q f := {σ ∈ Q :
f (σ ) /∈ σ }. For σ ∈ Q f , set σ+ := σ ∪ { f (σ )}, and for τ ∈ Q \ Q f , set τ− := τ \ { f (τ )}. Assume that f
satisﬁes the following conditions:
(1) If σ ∈ Q f , then σ+ ∈ Q .
(2) If σ ∈ Q f , then f (σ+) = f (σ ).
(3) If τ ∈ Q \ Q f and τ− ∈ Q , then f (τ−) = f (τ ).
(4) If x ∈ σ ∈ Q f and σ+ \ {x} ∈ Q , then f (σ ) f (σ+ \ {x}).
Then the simplicial complex Σ is collapsible.
For the situation described above, the original statement of Linusson and Shareshian mentions
only contractibility of Σ , but Forman’s general theory implies the stronger collapsibility condition;
see Theorem 3.3 of [10]. To show that θ(P ) is actually a ball, we will apply the following theorem
originally due to J.H.C. Whitehead.
Theorem 2.5. (See Theorem 1.6 of [10].) Let M be a piecewise-linear n-manifold with boundary and x a vertex
of M. If M collapses to x, then M is a piecewise-linear n-ball.
3. Extended polygonal regions
In this section, we will discuss extended polygonal regions and state a more general version of
Theorem 1.3. We begin with deﬁnitions extending those in the introduction to our new objects.
Deﬁnition 3.1. An extended polygonal region P is a ﬁnite union {l1, . . . , lk} ∪ {v1, . . . , vb} of closed line
segments and isolated points forming the topological boundary of a connected, open and bounded
set in the plane such that the line segments, called the edges of P , intersect pairwise only on their
endpoints. The isolated points on the boundary together with the endpoints of the edges of P are
called the vertices of P .
As before, we need to deﬁne our simplicial complexes with facets given by triangulations of ex-
tended polygonal regions.
Deﬁnition 3.2. A diagonal in an extended polygonal region P is a line segment [v,w] between two
vertices of P such that the relative interior of [v,w] is contained in P . A triangulation is a maximal
collection of non-crossing diagonals. For any extended polygonal region P , let the complex of non-
crossing diagonals of P , θ(P ), be the simplicial complex with vertex set the diagonals in P and facets
given by triangulations of P .
Fig. 2 displays an extended polygonal region P with two boundary components.
We will see that for any extended polygonal region, θ(P ) is homeomorphic to a ball. To correctly
state the dimension of this ball, we need to introduce the notion of multiplicity of a vertex of P .
Deﬁnition 3.3. Let v be a vertex of an extended polygonal region P . The multiplicity of v , m(v), is the
number of connected components of Bv ∩ P , where Bv is a closed ball about v of radius small enough
that Bv does not intersect any line segment between two vertices of P other than line segments
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adjacent to v . We say the number of vertices of P is nP :=∑v m(v), where the sum is over all non-
isolated vertices v of P .
We are now able to state our stronger version of Theorem 1.3, the proof of which is given in
Section 4.
Theorem 3.4. For any non-convex extended polygonal region P , where P has h + 1 boundary components,
θ(P ) is homeomorphic to a ball of dimension 3h − 4 + nP . If h  1, every vertex of θ(P ) is on the boundary
of θ(P ).
Note that isolated vertices contribute to the value of h, not to the value of nP . Every polygon and
polygonal region is an extended polygonal region, so Theorem 1.2 follows from Theorem 3.4. Before
proceeding to proofs of Theorems 1.2 and 3.4, we will prove two lemmas regarding triangulations of
extended polygonal regions that will be needed.
Lemma 3.5. Given an extended polygonal region P with h + 1 boundary components, every triangulation of
P has 3h − 3+ nP diagonals.
Proof. We proceed by induction on 3h − 3 + nP . Our base case is provided by observing that the
theorem is true for 3h − 3 + nP = 0, implying P must be a triangle and hence has no diagonals.
Let T be a triangulation of P and consider a diagonal [v,w] ∈ T . If the boundary of P is the union
of line segments LP := {l1, . . . , lk}, then by forming LP ′ := LP ∪ [v,w] we have two cases: either
P ′ := P \ (v,w) is connected or it is not. If P ′ is connected, then [v,w] had to connect two disjoint
boundary components of P , hence P ′ has one less boundary component than P . Further, by removing
the diagonal [v,w] from P , we see that Bv (respectively, Bw ) has one more connected component
when intersected with P ′ than when intersected with P . Thus, by induction we see that P ′ has
3(h−1)−3+nP +2= 3h−5+nP diagonals in every triangulation. Hence, T \ [v,w] is a triangulation
of the closure of P ′ using 3h − 4 + nP diagonals in P ′ , which when combined with [v,w] yields T ,
and we are done.
If P ′ is not connected, then our diagonal [v,w] must have connected two vertices v , w on a
common boundary component. In this case, we have two new extended polygonal regions P1 and P2
such that P ′ = P1 ∪ P2, with h1 + 1 and h2 + 1 boundary components, respectively. As 3h − 3+ nP =
3(h1 + h2) − 6+ nP1 + nP2 + 1, we see that 3hi − 3+ nPi  3h − 3+ nP for i = 1,2. Also, T restricted
to Pi is a triangulation of Pi for i = 1,2, as otherwise maximality of triangulating P is contradicted.
Thus, by induction, T has 3h − 3+ nP = 3(h1 + h2) − 6+ nP1 + nP2 + 1 diagonals. 
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of P contains a diagonal incident to v and the multiplicity of v is equal to one.
Proof. It is clear that if P has an isolated point on the vertex, this point suﬃces. Otherwise, let
LP := {l1, . . . , lk} be the line segments forming the boundary of P . If some endpoint v of one of the
li does not intersect any element of LP other than li , then v suﬃces, as li must be on the boundary
of some triangle in our triangulation and hence v must have an additional diagonal intersecting it in
the triangulation.
Remaining is the case where every endpoint of the elements of LP intersects at least two ele-
ments of LP , for example the region shown in Fig. 2. If P has only one boundary component and
the complement of the closure of P has only one component, then P is a non-convex polygon and
Theorem 2.3 implies that P has a mouth. Otherwise, if some boundary component of P is not the
outermost boundary component of P and is itself the boundary of a polygon, then it has an ear, which
suﬃces.
We thus must consider when the boundary of P has multiple components and none of them are
boundaries of polygons. Such an example is shown in Fig. 2. We now form a graph GP with V (GP )
the connected components of the complement of the closure of P together with vertices of P that do
not intersect the complement of the closure of P . For each vertex v of GP , let gv be a point on the
boundary of v that is not on the boundary of any other vertex of GP . An edge in GP exists between
vertices v and w when there is a continuous path γ through the boundary of P that begins at gv
and ends at gw but does not intersect the closure of any other vertex of GP . Observe that GP is a
tree, as a cycle in GP would yield a continuous path Γ , obtained as the concatenation of the paths
forming the edges in the cycle, that disconnects P . Since GP is a tree, it has at least two leaves. One
of these leaves must occur as the boundary of a bounded region of the complement of P , and hence
is the boundary of a polygon and has two ears. Being a leaf of P , only one of these ears can have
more than two elements of LP adjacent to it, and the other ear suﬃces as the vertex v of P desired
for the lemma. 
4. Proof of the theorems
For a vertex x of P , let Dx := {[x,w1], . . . , [x,wk]} be the set of diagonals in P adjacent to x.
Recall that for two simplicial complexes X and Y , the simplicial join X ∗ Y is the simplicial complex
on vertex set V (X) unionmulti V (Y ), where unionmulti indicates disjoint union, and faces given by A unionmulti B for A ∈ X
and B ∈ Y . Recall also that Sn ∗ Sm ∼= Sn+m+1 and Bn ∗ Sm ∼= Bn ∗ Bm ∼= Bn+m+1. Given a simplicial
complex X and a vertex x ∈ X , the link of x in X and the deletion of x from X are, respectively,
lkX (x) := {F ∈ X: F ∪ x ∈ X, x /∈ F } and dlX (x) := {F ∈ X: x /∈ F }. For further information, see Section 9
of [12] and Chapter 0 of [13].
Proof of Theorem1.2. Note that for n = 3, P is a triangle and there are no diagonals, hence θ(P ) = {∅}
is a (−1)-dimensional sphere. For n = 4, there are only two cases. If P is non-convex or has an edge
vertex, then P has one diagonal and hence θ(P ) is a zero-dimensional ball. If P is convex with no
edge vertices, then P has two diagonals which cross, hence θ(P ) is a zero-dimensional sphere. We
now proceed by induction on n. At each step, our strategy will be to ﬁrst establish the non-convex
case and then use this in a crucial way to prove the convex case. Suppose that P is a non-convex
n-gon or has an edge vertex and let x be a mouth or edge vertex of P . Given a triangulation T of P ,
x is contained in some triangle  in T . If no diagonal adjacent to x is an edge of , then x must
be an ear, contradicting our assumption. Thus, for any triangulation T of P , T contains a diagonal
incident to x.
Linearly order the diagonals in P in such a way that the last k elements in the ordering are
[x,w1], . . . , [x,wk]. We will construct a function f from the face poset of θ(P ) to the (ordered) set of
diagonals in P . Any face σ of θ(P ) consists of a set of pairwise non-crossing diagonals in P . Any such
set can be extended to a triangulation of P , hence there is some diagonal in Dx which is pairwise
non-crossing with the elements of σ . Set f (σ ) equal to the diagonal [x,w j] with the property that j
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is an easy veriﬁcation that our f satisﬁes conditions (1) through (4) in Theorem 2.4.
To conclude that θ(P ) is a ball, we only need to check that θ(P ) is a piecewise linear manifold.
Given any vertex v in θ(P ), i.e. a diagonal in P , we check that the link of v is either a sphere or a
ball. It is clear that v cuts P into two polygons G and H with j and n − j + 2 vertices, respectively,
for some j. If G and H are both convex with no edge vertices, then by induction θ(G) and θ(H)
are spheres of dimension j − 4 and n − j − 2, respectively. The link of v in θ(P ) in this case is
θ(G) ∗ θ(H) ∼= S j−4 ∗ Sn− j−2 ∼= Sn−5. Without loss of generality, if G is convex with no edge vertices
and H is non-convex or convex with edge vertices, then by induction the link of v in θ(P ) is θ(G) ∗
θ(H) = S j−4 ∗ Bn− j−2 ∼= Bn−5. Finally, if both G and H are non-convex, we see that by induction the
link of v in θ(P ) is θ(G) ∗ θ(H) = B j−4 ∗ Bn− j−2 ∼= Bn−5. Thus, θ(P ) is a piecewise linear manifold
and Theorem 2.5 applies.
For the case where P = Pn is a convex n-gon without edge vertices, let v be the vertex given
by the diagonal [1,n] and consider θ(Pn) as the union of two closed subspaces C := lkθ(Pn)(v) ∗ v
and J := dlθ(Pn)(v). Note that lkθ(Pn)(v) ∼= θ(Pn−1), as considered in our motivating examples. Thus
C ∩J = θ(Pn−1) is a sphere of dimension n−5 by our induction hypothesis. The complex C is a cone
over θ(Pn−1) and hence is a ball of dimension n − 4. The complex J is isomorphic to the complex
θ(R) obtained by adding an extra vertex to Pn−1 just inside the edge [1,n−1] to obtain a non-convex
polygon R . By induction, this is also a ball of dimension n − 4 with boundary easily observed to be
θ(Pn−1). Hence, θ(Pn) is the union of two (n−4)-balls glued homeomorphically along their boundary
spheres and is itself a sphere of dimension n − 4. 
Proof of Theorem 3.4. Consider the case of a non-convex extended polygonal region P with nP :=∑
v m(v) vertices and h + 1 boundary components. Our goal is to show that θ(P ) is homeomorphic
to B3h+nP−4, a ball of dimension 3h+nP − 4, and as before we will ﬁrst demonstrate a collapsing via
a discrete Morse pairing, then check the topological structure of the links of vertices in θ(P ) in order
to apply Theorem 2.5.
To demonstrate that θ(P ) is collapsible, Lemma 3.6 guarantees the existence of a vertex x of P
such that any triangulation of P contains a diagonal adjacent to x. Adopting the same notation as
in our previous proof, the function assigning to each face σ of θ(P ) the maximal j in Dx such that
[x,w j] may be added to σ \ Dx yields via Theorem 2.4 a collapsing to a point. What remains is only
to check that θ(P ) is a combinatorial manifold, enabling us to invoke Theorem 2.5; to do so, we need
to show that the link in θ(P ) of every diagonal in P is a ball of dimension nP + 3h − 5.
We will proceed by induction on 3h+nP −4. Our base case is given by 3h+nP −4= −1, in which
case P is a triangle and we have θ(P ) = {∅}, a sphere of dimension −1. Let [v,w] be a diagonal in
P and note that there are two cases: either [v,w] separates P into two connected components P1
and P2, or it does not. If there are two connected components, then for i = 1,2 denote the number
of vertices in Pi by ni and observe that ni < nP , since n1 + n2 − 2 = nP . Further, if Pi has hi + 1
boundary components, then we have h = h1 + h2. Thus, ni + 3hi − 4 < nP + 3h − 4 for i = 1,2 and
our induction hypothesis applies, implying that θ(Pi) is a ball of dimension ni + 3hi − 4. As in our
previous proof, the link of [v,w] is the simplicial join θ(P1) ∗ θ(P2), which yields a ball of dimension
n1 +n2 −2+3(h1 +h2)−4+1= nP +3h−5, as desired. In the case that P ′ := P \ [v,w] is connected,
it has h− 1 boundary components and nP + 1 vertices. Thus, by induction, we see that θ(P ′) is a ball
of dimension 3h − 5+ nP , as desired. 
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