Abstract-This paper describes the MLP NN classifier performing optimally in classifying the different land types from Landsat data. In fact classification process is a compulsory step in any remote sensing research. Therefore, the main objective of this paper is to assess classification accuracy of classified lands on benchmark Landsat data from UCI machine learning repository. The six land type classes namely red soil, cotton crop soil, damp grey soil, soil with vegetation stubble, very damp grey soil can be identified. Result showed that overall classification accuracy is 87.57%, which is considered acceptable. Results show that this new neural network model is more accurate than the other NN models. These results suggest that this model is effective for classification of satellite image data.
Introduction
The human ability to find patterns in the external world is ubiquitous. It is at the core of our ability to respond in a more systematic and reliable manner to external stimuli. Humans do it effortlessly, but the mathematics underlying the analysis and design of patternrecognition machines are still in their immaturity. Humans perform pattern recognition through a learning process; so it is with neural networks. Pattern recognition is formally defined as the process whereby a received pattern/signal is assigned to one of a prescribed number of classes (categories). The goal of patternrecognition is to build machines, called, classifiers, that will automatically assign measurements to classes. A natural way to make class assignment is to define the decision surface. The decision surface is not trivially determined for many real-world problems. The central problem in pattern-recognition is to define the shape and placement of the boundary so that the class-assignment errors are minimized. In classification problem the task is to assign new inputs to one of a number of discrete classes or categories. Here, the functions which we seek to approximate are the probabilities of membership of the different classes expressed as functions of the input variables. Pattern recognition or classification is formally defined as the process whereby a received pattern/signal is assigned to one of a prescribed number of classes (categories). The goal of patternrecognition is to build machines, called, classifiers, that will automatically assign measurements to classes. A natural way to make class assignment is to define the decision surface. The decision surface is not trivially determined for many real-world problems. The central problem in pattern-recognition is to define the shape and placement of the boundary so that the class-assignment errors are minimized. In classification problem, the task is to assign new inputs to one of a number of discrete classes or categories. Here, the functions that we seek to approximate are the probabilities of membership of the different classes expressed as functions of the input variables. In classification, it is accepted a priori that different input data may be generated by different mechanisms and the goal is to separate the data as well as possible into classes. Here, the input data is assumed to be multi-class and the purpose is to separate them into classes as accurately as possible. The desired response is a set of arbitrary labels (a different integer is normally assigned to each of the classes), so every element of a class will share the same label. Here, the functions that we seek to approximate are the probabilities of membership of the different classes expressed as functions of the input variables. Class assignments are mutually exclusive, so a classifier needs a nonlinear mechanism such as an all-ornothing switch. A neural network performs pattern recognition by first undergoing a training session, during which the network is repeatedly presented a set of input patterns along with the category to which each particular pattern belongs. Later, a new pattern is presented to the network that has not been seen before, but which belongs to the same population of patterns used to train the network. The network is able to identify the class of that particular pattern because of the information it has extracted from the training data. Pattern recognition performed by a neural network is statistical in nature, with the patterns being represented by points in a multidimensional decision space. The decision space is divided into regions, each one of which is associated with a class. The decision boundaries are determined by the training process. The construction of theses boundaries is made statistical by the inherent variability that exists within and between classes. In generic terms, pattern-recognition machines using neural networks may take one of two forms: The machine is split into two parts, an unsupervised network for feature extraction and a supervised network for classification. Such a network follows the traditional approach to statistical pattern recognition [1, 2] . In conceptual terms, a pattern is represented by a set of m observables, which may be viewed as a point x in an mdimensional observation (data) space. Feature extraction is described by a transformation that maps the point x into an intermediate point y in a q-dimensional feature space with q < m. This transformation may be viewed as one of dimensionality reduction (i.e., data compression), the use of which is justified on the grounds that it simplifies the task of classification. The classification is itself described as a transformation that maps the intermediate point y into one of the classes in an r-dimensional decision space, where r is the number of classes to be distinguished. The use of neural networks in signal processing is becoming increasingly widespread, with applications in pattern recognition. Research on the rapidly expanding use of neural networks to identify, detect and classify patterns is still in its infancy. Thus, there has been ample scope for employing neural networks in the abovementioned tasks. In the proposed research work, the bench mark land-satellite image data from UCI Machine learning repository has been used. The Landsat satellite data [3] is one of the reliable sources of information available for a scene. The scene is interpreted by integrating spatial data of diverse types and resolutions including multispectral and radar data, maps indicating topography, land use etc. Such interpretation is expected to assume significant importance with the onset of an era characterized by integrative approaches to remote sensing. Existing statistical methods for classification are neither efficient nor precise. One frame of Landsat MSS imagery constitutes four digital images of the same scene in different spectral bands. Two of these are in the visible region (corresponding approximately to green and r e d regions of the visible spectrum) and the other two are in the (near) infrared region. Each pixel is 8-bit binary word, with 0 corresponding to black and 255 to white. The spatial resolution of a pixel is about 80m x 80m. Each image contains 2340 x 3380 such pixels. The database is a (tiny) sub-area of a scene, consisting of 82 x 100 pixels. Each line of data corresponds to a 3x3 square neighbourhood of pixels which are completely contained within the 82x100 sub-area. Each line contains the pixel values in the four spectral bands (converted to ASCII) of each of the 9 pixels in the 3x3 neighbourhood and a number indicating the classification label of the central pixel. The number is a code for the following classes as shown in Table 1 . In each line of data, the four spectral values for the top-left pixel are given first, followed by the four spectral values for the topmiddle pixel and then those for the top-right pixel and so on with the pixels read out in sequence left-to-right and top-to-bottom.  In a satellite image, 3x3square neighbourhood of pixels is located and the corresponding multi-spectral values of pixels are computed.  The task of classification is associated with the central pixel in each neighbourhood. Remote sensing as a field of study has reached its adulthood; computer-assisted classifiers have been in development for more than two decades. The complexity of remote sensing classification has led to a variety of methods, some of them are based on artificial intelligence (AI). Artificial neural network (ANN) classifier is observed to perform very well in satellite images. In the present research work different neural network architectures are trained and tested. It is observed that MLP NN based classifier with 19 processing Elements (PEs) performs satisfactorily for 5 classes out of six. ANN based learning machine is able to solve the multivariable classification problem with regard to the determination of type of land. ANN approach is investigated to classify the type of land available into six classes. MLP NN classifies the given samples when trained properly and overall 87.57% average classification accuracy is achieved on testing. Except for damp grey soil class, all other classes exhibit 90-96 % classification accuracy. Consistently, the damp grey soil class has 75% classification accuracy, which is reasonably good. In classification, the input data is assumed to be multi-class and the objective is to separate it into appropriate classes as accurately as possible. Different input data may be generated by different mechanisms and that the goal is to separate the data as well as possible into correct classes. The desired response is a set of arbitrary labels (a different integer is normally assigned to each one of the classes), so every element of a class will share the same label [4] .
Performance of the classifier
In classification, the important parameter to test the performance is classification accuracy which is depicted in the confusion matrix.
Confusion Matrix
A confusion matrix is a simple methodology for displaying the classification results of a network. The confusion matrix is formed by labeling the desired classification on the rows and the predicted classifications on the columns. For each exemplar, a 1 is added to the cell entry defined by (desired classification, predicted classifica- 
Radial Basis Function (RBF)
RBF was first introduced in the solution of the real multivariate interpolation problem [7, 8] . The construction of a RBF network, in its most basic form, involves three layers. The input layer is made up of source nodes (sensory units) that connect the network to its environment or inputs. The second layer, the only hidden layer in the network, applies a nonlinear transformation from the input space to the hidden space. The output layer is linear, supplying the response of the network to the activation pattern (signal) applied to the input layer. A rigorous experimental study has been undertaken to determine optimal performance of RBF NN model. Different learning rules, Transfer functions, cluster centers are varied. RBF NN architecture with tanh transfer function, momentum learning rule and 100 cluster centers gives maximum classification accuracy. Table 5 shows the confusion matrix for RBF NN. It is observed from the table 6 that except classes 4 and 5 all classes are reasonably classified. 
FFNN (Generalised Feed Forward Neural Network)
Generalized Feedforward is, in essence, the MLP plus additional layer-to-layer forward connections. It has additional computing power over standard MLP. Generalized feedforward networks are a generalization of the MLP such that connections can jump over one or more layers. Generalized feedforward networks often solve the problem much more efficiently than MLP [9] . A rigorous and careful experimental study has been carried out to determine the optimal configuration of FFNN model. Number of hidden layers, number of PEs, transfer functions and learning rules are varied. Optimum performance is obtained for FFNN model having single hidden layer with 10 PEs and transfer function lintanh, learning rule momentum. Table 7 shows the confusion matrix for FF NN. It is seen that except class 4 and 7 all classes are sensibly classified. 
Table 8-Classification Accuracy of FF NN Model

Focused Time Lag Recurrent Neural Network (FTLRNN)
Time lagged recurrent networks (TLRNs) are MLPs extended with short term memory structures. Most real-world data contains information in its time structure, i.e. how the data changes with time.
TLRNs are the state of the art in nonlinear time series prediction, system identification and temporal pattern classification. Recurrent networks are neural networks with one or more feedback loops. The time delay neural network (TDNN) memory structure is simply a cascade of ideal delays (a delay of one sample). The gamma memory is a cascade of leaky integrators. The Laguaerre memory is slightly more sophisticated than the gamma memory in that it orthogonalizes the memory space. This is useful when working with large memory kernels [10] . The input PEs of an MLP are replaced with a tap delay line. It is called the focused TDNN. The topology is called focused because the memory is only at the input layer [11] . The delay line of the focused TDNN stores the past samples of the input. The combination of the tap delay line and the weights that connect the taps to the PEs of the first hidden layer are simply linear combiners followed by a static nonlinearity. The first layer of the focused TDNN is therefore a filtering layer, with as many adaptive filters as PEs in the first hidden layer. FTLRNN model performs optimally with Laguarre memory and 4 PEs in single hidden layer. Table 9 shows the confusion matrix for FTLRNN. It is observed that classes 1,2 and 3 are reasonably classified and classes 4 and 5 are poorly classified. Table 10 shows the performance parameters of FTLRNN model.
Table 9-Confusion Matrix for FTLRNN model with Laguarre memory
Table 10-Classification Accuracy of FTLRNN Model
Recurrent NN Recurrent networks have feedback connections from neurons in one layer to neurons in a previous layer. Different modifications of such networks have been developed and explored. A typical recurrent network has concepts bound to the nodes whose output values feed back as inputs to the network. So the next state of a network depends not only on the connection weights and the currently presented input signals but also on the previous states of the network. The network leaves a trace of its behavior; the network keeps a memory of its previous states.
There are two models of recurrent network. Fully recurrent networks feed back the hidden layer to itself. Partially recurrent networks start with a fully recurrent net and add a feedforward connection that bypasses the recurrency, effectively treating the recurrent part as a state memory. These recurrent networks can have an infinite memory depth and thus find relationships through time as well as through the instantaneous input space. Most real-world data contains information in its time structure. Recurrent networks are the state of the art in nonlinear time series prediction, system identification and temporal pattern classification [12] . Hidden layer, number of PE and transfer function variations are attempted.It is seen that optimal performance is achieved for partially recurrent NN with 10 PEs and tanh transfer function in output layer. 
Jordan Elman Neural Network
Recurrent networks are neural networks with one or more feedback loops. The Recurrent networks are used as input-output mapping networks and also as associative memories [13] . By definition, the input space of a mapping network is mapped onto an output space, a recurrent network responds temporarily to an externally applied input signal. Recurrent networks can be considered as dynamically driven recurrent networks. Because of global feedback memory requirement reduces significantly. Jordan and Elman networks extend the multilayer perceptron with context units, which are processing elements (PEs) that remember past activity. Context units provide the network with the ability to extract temporal information from the data. Optimal performance is obtained for Jordan Elman NN model having integrated axon with 0.8 context unit and 10 PEs.. Table 13 displays the confusion matrix for Jordan Elman NN. It is seen that except classes 4 and 7 all classes are reasonably classified. Table 14 displays various parameters for Jordan Elman NN model. 
Support Vector Machine (SVM)
The Support Vector Machine (SVM) is implemented using the kernel Adatron algorithm. The kernel Adatron maps inputs to a highdimensional feature space and then optimally separates data into their respective classes by isolating those inputs which fall close to the data boundaries. Therefore, the kernel Adatron is especially effective in separating sets of data, which share complex boundaries. Table 21 illustrates the classification accuracy for all the classes of land type for each NN model.
Comparison of NN models
Table 21-Classification Accuracy of Various NN Models
With thorough inspection of the Fig. 1 , better average classification accuracy and optimum performance of the NN models have been obtained for MLP NN model. 
Fig. 1-Comparison of classification Accuracy of Various NN models
