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The work is an extensive study of the M-solutions (singular at
r = 0) which is one of the three different types of radial positive
solutions of the general Matukuma equation 1
rN−1 (r
N−1φ′)′ =
− rλ−2
(1+r2)λ/2 φ
p , p > 1, λ > 0, N > 3. We apply an asymptotic
expansion method which begins with rough estimate and improves
the accuracy step by step to the desired extend. Comparing with
the case when N = 3 (see Batt and Li, 2010 [5]), such asymptotic
expansions require more delicate study.
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1. Introduction
In this paper, we study the radial positive solutions φ = φ(r) of the differential equation
1
rN−1
(
rN−1φ′
)′ = − rλ−2
(1+ r2)λ/2 φ
p, p > 1, λ > 0, N > 3, (Mp,λ,N )
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solutions are the radial solutions of the semilinear elliptic equation
φ = − 1
1+ |x|2 φ
p,
which was proposed by astrophysicist Matukuma in 1930 for the description of certain stellar globular
clusters in a steady state [21]. Earlier, with the appearance of Emden’s book “Gaskugeln” in 1907 [6],
certain stellar dynamic models called polytropes had been introduced; their study has led to Emden–
Fowler equation
1
r2
(
r2φ′
)′ = −rq−3φp, p > 1, q > 1.
Our goal of this paper is extending the work of [5] to that of higher (N > 3) dimensions. Hence,
Emden–Fowler equation will be changed into the following general equation
1
rN−1
(
rN−1φ′
)′ = −rq−Nφp, p > 1, q > N − 2. (EFp,q,N )
As was investigated in [2], for dimension N = 3, all the above mathematics models are particular
examples of a more general theory of the Vlasov–Poisson system⎧⎪⎪⎨⎪⎪⎩
∂t f + v∂x f + E(t, x)∂v f = 0,
E(t, x) = ∂xΦ(t, x),
Φ = 1
4π
· 1|x| ∗ (γρ), ρ(t, x) :=
∫
f (t, x, v)dv,
(VPS)
x, v ∈R3. The system (VPS) appears in different physical models; when γ = −1, in astrophysics it rep-
resents the evolution of the density of massive particles, γ = 1, in plasma physics or semiconductor
devices it represents the evolution of the density of particles. In both cases f (t, x, v) is the density of
particles located at the point x, with velocity v , E is the force ﬁeld corresponding to the potential Φ .
In this paper, we adopt the similar substitution to that of [5]
u(t) = rq−N+1 φ
p(r)
−φ′(r) , v(t) = r
−φ′(r)
φ(r)
, r = et,
which maps the solutions of (EFp,q,N ) onto the solutions ϕ = (u, v) of the Lotka–Volterra system{
u˙ = u(q − u − pv),
v˙ = v(−N + 2+ u + v). (EFSp,q,N )
The F-, E- and M-solutions and those with R < ∞ could be characterized and analyzed by their limit
sets L+(ϕ), L−(ϕ) in the quadrant R+ ×R+ , which can be found by means of the Poincaré–Bendixson
theorem. If one applies similar substitution to solutions of the (Mp,λ,N ), one gets{
u˙ = u(q(t) − u − pv),
v˙ = v(−N + 2+ u + v). (MSp,λ,N )
The coeﬃcient q(t) deﬁned by (2.3) and (2.5) later is time-independent, but the limits limt→−∞ q(t) =
N − 2+ λ, limt→+∞ q(t) = N − 2 exist, and this fact makes this system an asymptotically autonomous
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limit sets of asymptotically autonomous systems.
There are many results about the existence and nonexistence of the positive solution for problem:
u + K (|x|)up = 0, x ∈RN . (1.1)
Ni and Yotsutani showed that (1.1) has one radial positive solution u(r) > 0 satisfying u(0) = α for
every α > 0 in [24] and later the solutions are proved having fast decay in [8] and slow decay in [20].
In this so-called fast decay case, Ni showed that (1.1) possesses inﬁnitely many positive solutions
which are bounded from below by positive constants (see [23]). Li and Ni [15] showed that for posi-
tive solutions of (1.1) the limit u∞ = limx→∞ u(x) always exists. Liu, Li and Deng in [20] investigated
the initial value problem:
{
u′′ + N − 1
r
u′ + K (r)up = 0, r > 0,
u(0) = α;
(1.2)
they got a sharp estimate pc on the exponent p under more general condition imposed on K and
obtained a general uniqueness theorem for singular solutions of Eq. (1.2). It is showed in [23] that if
K (r)−Cr(n−2)(p−1)−2 at inﬁnity for some constant C > 0, then (1.1) possesses no positive solutions.
In case when |K (r)| Cr(n−2)(p−1)−2−δ at inﬁnity for some positive constants C and δ, the existence
and asymptotics at inﬁnity of positive solutions are studied by many authors, here we only mention
the results of, for example, Ni and Yotsutani [24] and Li [13].
In the past few years, Matukuma equation, Vlasov–Poisson equation and other related equations,
have been studied by many mathematicians such as Batt, Ni, Li, Kawano, Rein, Guo, Kwong, Santanilla,
Yanagida, Yotsutani [9–19,22,24–28,30,31]. Considerable attention has been drawn to the positive so-
lutions and existence of global solutions for general nonlinear elliptic equations. Numerous related
works have been devoted to some of its generalization such as more general quasilinear operator and
domains. We refer the interested reader to [1,3,7,8,20] and some of the references therein.
As was showed in paper [5], Batt and Li developed a comprehensive theory of all positive so-
lutions φ of the Matukuma equation on R3. The three different types of solutions known from
the Emden–Fowler equation also exist for the Matukuma equation, namely, the E-solutions (regu-
lar at r = 0), the F-solutions (whose existence begins away from r = 0) and the M-solutions (singular
at r = 0). The main goal of this paper is to extend the dimension of the Matukuma equation from 3 di-
mensions to higher (N > 3) dimensions to study properties of the singular M-solutions, while the
E-solutions and F-solutions will be investigated in a forthcoming paper [32].
In the higher dimensional case, the M-solutions also have an extremely rich structure. They corre-
spond to a general models with a singular, but locally integrable density at r = 0. In Section 3.1, when
q > (N − 2)p with q := N − 2+ λ, we ﬁnd that every M-solution φ possesses a splitting of the form
φ = S + Θ where S is a singular part and Θ is regular part. For deriving its asymptotic expansions,
we make use of the method which was invented for a precise asymptotic study of solutions of certain
semilinear equations at inﬁnity [13,15]. However, comparing with the three-dimensional situation,
the structure and computation of the M-solutions is more complicated. In three-dimensional case,
one only needs to expand at most 3 terms, but one needs up to [ N−22 ] terms in the higher dimensions.
To overcome this diﬃculty, in Sections 3.1.1 and 3.1.2, we choose a positive number k0 ∈ N such that
2k0  N − 2< 2(k0 + 1), and select k0,m ∈N such that k0μ N − 2 < (k0 + 1)μ, 2mμ < 2(m+ 1)
in Section 3.1.3 so that we could obtain the more accurate form of the M-solution.
In this paper, for the purpose of characterization and description of the M-solution, we will divide
the rest of the paper into four different cases with q := N − 2 + λ: (i) q > (N − 2)p (with the three
subcases, q > (N − 2)(p + 1), q = (N − 2)(p + 1), (N − 2)p < q < (N − 2)(p + 1)); (ii) q = (N − 2)p;
(iii) q < (N −2)p (but q = N−22 (p+1)); (iv) q = N−22 (p+1). Throughout the paper, we assume N > 3.
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2.1. Classiﬁcation of solutions of the general Matukuma equation
Let K be a positive function in C1(R+) with r2K (r) bounded away from zero for r → ∞, and p > 1.
Let φ : (R−, R) → (0,∞) be a maximal radial solution of the more general equation
1
rN−1
(
rN−1φ′
)′ = −K (r)φp, N > 3, on R+ := (0,∞). (2.1)
Then 0 R− < R ∞. Let r0 ∈ (R−, R) and
H(r) := φ′(r0)rN−10 −
r∫
r0
sN−1K (s)φp(s)ds on (R−, R). (2.2)
Then φ′(r) = H(r)
rN−1 and H
′(r) = −rN−1K (r)φp(r) < 0 on (R−, R). Hence the limit
H0 := lim
r↓R−
H(r) ∈ (−∞,+∞]
exists. If H0 > 0, then R− > 0. In fact, if R− = 0, then there exists r1 ∈ (0, r0) with H(r1) > 0 and
H(r) > H(r1) on (0, r1], hence
φ(r) = φ(r0) −
r0∫
r
φ′(s)ds = φ(r0) −
r1∫
r
H(s)
sN−1
ds −
r0∫
r1
φ′(s)ds
 φ(r0) − H(r1)
r1∫
r
1
sN−1
ds −
r0∫
r1
φ′(s)ds → −∞ (r → 0),
which is a contradiction. Hence R− > 0. In this case there exists an R0 ∈ (R−, R) with H(R0) =
φ′(R0) = 0; otherwise we would have H > 0 on (R−, R), H and φ′ are bounded and φ′ > 0. This
implies R = ∞ and φ is increasing, so that H(r) → −∞ by the assumption on K . This is a contra-
diction, and φ′ < 0 on (R0, R) and H > 0 and φ′ > 0 on (R−, R0) by letting r0 = R0 in (2.2). Then
limr→R− φ′(r) is ﬁnite and limr→R− φ(r) = 0. If H0  0, then R− = 0. Assume R− > 0. Then since
H ′ < 0 on (R−, R), there exists r2 ∈ (R−, r1) so that H(r2) < 0, φ′(r2) < 0, H and φ′ are bounded on
(R−, r2) and φ could be extended beyond R− . Hence R− = 0, φ′ < 0 on (0, R) and the limit
lim
r↓0 φ(r) ∈ (0,∞]
exists. In this case, we deﬁne R0 := 0 and have
R0 := inf
{
r ∈ (R−, R): φ′(r) < 0
}
for all solutions.
Now we classify the solutions as follows. We have shown: H0 > 0 ⇔ R− > 0 ⇔ R0 > R− .
In this case, we call φ an F-solution. Furthermore, H0  0 ⇔ R− = 0 ⇔ R0 = 0. In this case,
if limr↓0 φ(r) < ∞, we call φ an E-solution, if limr↓0 φ(r) = ∞, an M-solution.
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1
rN−1
(
rN−1φ′
)′ = −rq−Nφp, p > 1, q > N − 2, N > 3, (EFp,q,N )
and the general Matukuma equation in RN
1
rN−1
(
rN−1φ′
)′ = − rλ−2
(1+ r2)λ/2 φ
p, p > 1, λ > 0, N > 3. (Mp,λ,N )
We will show that the M-solutions exist for this equation.
In this section, for convenience, we present one lemma whose proof is taken from [32].
Lemma 2.1. Let α ∈R and let h : (0,∞) ×R→R satisfy the following conditions:
(i) h ∈ C1((0,∞) ×R),
(ii) rh(r,α) ∈ L1loc[0,∞),
(iii) there exist a number δ > 0 and a function
Lloc : (0, δ) → [0,∞] with rLα(r) ∈ L1[0, δ],
such that for all r ∈ (0, δ) and u1,u2 ∈ [α − δ,α + δ] we have∣∣h(r,u1) − h(r,u2)∣∣ Lα(r)|u1 − u2|.
Then the initial value problem
1
rN−1
(
rN−1φ′
)′ = h(r, φ), φ(0) = α
has a unique solution φ on (0, R) with φ(0) := limr→0 φ(r) = α.
If, for some λ 0, we have
1
rλ+N−2
r∫
0
sN−1Lα(s)ds = O (1) (r → 0),
then
r1−λφ′(r) − 1
rλ+N−2
r∫
0
sN−1h(s,α)ds → 0 (r → 0).
2.2. Transformation to Lotka–Volterra systems
In this section we consider solutions φ of (2.1) on their intervals Jφ := (R0, R). We deﬁne
u(t) := rK (r) φ
p(r)
−φ′(r) , v(t) := r
−φ′(r)
φ(r)
, r := et .
Then ϕ := (u, v) : Iϕ →R+ ×R+, Iϕ := ln Jφ is a maximal solution of the system
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v˙ = v(−N + 2+ u + v), with q(t) := N + r K
′(r)
K (r)
. (2.3)
R
+ ×R+ is an invariant set of this system (the positive u- and v-axes are invariant). The inverse is
φ(r) =
[
u(ln r)v(ln r)
r2K (r)
] 1
p−1
. (2.4)
For (EFp,q,N) we have K (r) = rq−N and thus obtain{
u˙ = u(q − u − pv),
v˙ = v(−N + 2+ u + v). (EFSp,q,N )
For (Mp,λ,N ) we have
K (r) = r
λ−2
(1+ r2)λ/2 (2.5)
and
u(t) = r
λ−1
(1+ r2)λ/2
φp(r)
−φ′(r) , v(t) = r
−φ′(r)
φ(r)
(2.6)
satisfy {
u˙ = u(q(t) − u − pv),
v˙ = v(−N + 2+ u + v), (MSp,λ,N )
with
q(t) = N + λ − 2− 2r
2
1+ r2 = N − 2+
λ
1+ r2 , N > 3.
The inverse is
φ(r) = [(1+ r2)λ/2r−λu(ln r)v(ln r)] 1p−1 ,
φ′(r) = −1
r
φ(r)v(ln r) (2.7)
and the limits
lim
t→−∞q(t) = N − 2+ λ, limt→+∞q(t) = N − 2
exist. We deﬁne q := N − 2 + λ. Then (MSp,λ,N ) is asymptotically autonomous with respect to
(EFSp,q,N ) for t → −∞ and to (EFSp,N−2,N) for t → +∞ in the sense of the next section. The fol-
lowing decompositions:
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1+ e2t
= q − (q − (N − 2))e2t + (q − (N − 2)) e4t
1+ e2t (2.8)
= N − 2− (q − (N − 2)) e−2t
1+ e−2t
= N − 2− (q − (N − 2))e−2t − (q − (N − 2)) e−4t
1+ e−2t (2.9)
are useful for t → −∞ and t → +∞ respectively.
In the sequel unless otherwise stated, φ denotes a solution of (Mp,λ,N ) on (R0, R) with 0 R0 <
R ∞ and ϕ = (u, v) is the associated solution of (MSp,λ,N) on (T0, T ) with −∞ T0 = ln R0 < T =
ln R ∞. And it is always assumed p > 1, λ > 0, N > 3, so that q > N − 2.
2.3. Asymptotically autonomous systems
A system of ordinary differential equations in the plane R2
x˙= f (t, x) (NA)
is called asymptotically autonomous with respect to the autonomous system
x˙= g(x) (A)
for t → +∞, if f (t, x) → g(x) as t → +∞ uniformly on compact subsets of R2. As usual we use
L+(ϕ), L−(ϕ) for the positive, negative limit set and C+(ϕ), C−(ϕ) for the positive, negative half
trajectory of an orbit ϕ .
For asymptotically autonomous systems, Thieme [29] has proved the following theorem.
Theorem 2.1. Let ϕ on (τ ,∞) be a solution of (NA) and assume L+(ϕ) ⊂ K for a compact subset K of R2 .
If K only contains ﬁnitely many stationary points of (A), then exactly one of the following (distinct) 3 cases
occurs:
(I) L+(ϕ) consists of a stationary point of (A),
(II) L+(ϕ) is the union of periodic orbits of (A) and possibly center points of (A), which are encircled by
periodic orbits of (A) lying in L+(ϕ),
(III) L+(ϕ) contains stationary points of (A) which are cyclically chained by orbits of (A) lying in L+(ϕ).
A similar statement holds for t → −∞.
2.4. The linearization of (EFSp,q,N) at the stationary points
The system (EFSp,q,N), p > 1, q > N − 2, has the following stationary points: P1 = (0,0), P2 =
(0,N − 2), P−3 = (q,0); for q < (N − 2)p, P4 = ( (N−2)p−qp−1 , q−N+2p−1 ), with N > 3. If the stationary point
is P = (a,b), and if we introduce the coordinates u := u − a, v := v − b, then we can write (MSp,λ,N )
as a time-dependent perturbation of (EFSp,q,N):
(
u˙
v˙
)
= A
(
u
v
)
+
(−u2 − puv
uv + v2
)
+
(
−(q − (N − 2))(u + a) e2t
1+e2t
0
)
(2.10)
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A :=
(
q − 2a− pb −pa
b a+ 2b − N + 2
)
. (2.11)
For the following, we consider the linear part of (2.10).
For P1 we have
A =
(
q 0
0 −N + 2
)
with eigenvalues λ1 = q, λ2 = −N + 2 and eigenvectors ξ1 = (1,0), ξ2 = (0,1), and P1 is a saddle.
For P2 we have
A =
(
q − (N − 2)p 0
N − 2 N − 2
)
with λ1 = q − (N − 2)p, λ2 = N − 2 and ξ1 = (q − (N − 2)(p + 1),N − 2), ξ2 = (0,N − 2). That is, for
q > (N − 2)p, P2 is an unstable improper node. In particular, for q > (N − 2)(p + 1): 0< λ2 < λ1 and
P2 is a 2-tangential improper node with main direction ξ2; for q = (N−2)(p+1): 0< λ2 = λ1 = N−2
and P2 is a 1-tangential node with direction (0,N−2); for (N−2)p < q < (N−2)(p+1): 0< λ1 < λ2
and P2 is a 2-tangential improper node with main direction −ξ1; for q = (N − 2)p: λ1 = 0 and P2 is
an unstable 2-tangential node with direction (1,−1); for q < (N − 2)p: P2 is a saddle.
For P−3 we have
A =
(−q −pq
0 q − N + 2
)
with λ1 = −q, λ2 = q − N + 2> 0 and ξ1 = (1,0), ξ2 = ( −pq2q−N+2 ,1), P−3 is a saddle.
For q < (N − 2)p:
P4 =
(
(N − 2)p − q
p − 1 ,
q − N + 2
p − 1
)
=: (u4, v4) (u4 + v4 = N − 2),
A =
(
v4 − N + 2 (v4 − N + 2)p
v4 v4
)
, λ1,2 = v4 − N − 2
2
± 1
2
√
Θ(v4),
where Θ(s) = (N − 2)2 − 4pv4(N − 2− v4) with two distinct roots η1,2 = N−22 (1±
√
1− 1p ). For v4 >
N−2
2 ⇔ q > N−22 (p + 1) we have Reλi > 0, i = 1,2, and P4 is unstable. In particular, for η1  v4 <
N − 2, P4 is an improper node and for N−22 < v4 < η1 a spiral point. For v4 = N−22 ⇔ q = N−22 (p + 1)
we have λ1,2 = ± N−22
√
p − 1i and P4 is a center. For 0 < v4 < N−22 ⇔ q < N−22 (p + 1) we have
Reλi < 0, i = 1,2, and P4 is stable. In particular, for η2  v4 < N−22 , P4 is a spiral point and for
0< v4 < η2, P4 is an improper node.
2.5. The linearization of (EFSp,N−2,N) at the stationary points
The system (EFSp,N−2,N ), p > 1, has the following stationary points: P1 = (0,0), P2 = (0,N − 2),
P+3 = (N − 2,0). With the notation of Section 2.4 (here we take N − 2 instead of q)(
u˙
v˙
)
= A
(
u
v
)
+
(−u2 − puv
uv + v2
)
,
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A :=
(
N − 2− 2a− pb −pa
b a+ 2b − N + 2
)
.
For P1 we have
A :=
(
N − 2 0
0 −N + 2
)
and P1 is a saddle.
For P2 we have
A :=
(
N − 2− (N − 2)p 0
N − 2 N − 2
)
with eigenvalues λ1 = N − 2 − (N − 2)p < 0, λ2 = N − 2 and eigenvectors ξ1 = (−(N − 2)p,N − 2),
ξ2 = (0,1) and P2 is a saddle.
For P+3 we have
A :=
(−N − 2 −(N − 2)p
0 0
)
with eigenvalues λ1 = −N − 2 < 0, λ2 = 0 and eigenvectors ξ1 = (1,0), ξ2 = ((N − 2)p,−N − 2) and
P+3 is a stable 2-tangential improper node with main direction ξ2.
2.6. The ﬂow of (MSp,λ,N)
From (2.8), (2.9) we have q˙(t) < 0, so that q(t) strictly decreases from q(−∞) = q to q(+∞) =
N − 2 on R := {−∞ t +∞}. We deﬁne
S(t,u, v) := q(t) − u − pv, t ∈R,
W (u, v) := −N + 2+ u + v
and have (MSp,λ,N) in the form
u˙ = uS(t,u, v),
v˙ = vW (u, v).
For functions F :R+ ×R+ →R, we get
F0 := F−1{0}, F+ := F−1
{
R
+}, F− =: F−1{R−}.
S0(t), t ∈R, is the straight line v = − 1p u + q(t)p with intercepts (q(t),0) and (0, q(t)p ). It moves down-
ward in the closed strip Z between S0(−∞) and S0(+∞) when t runs from −∞ and +∞. W0 is
the ﬁxed straight line v = N − 2− u. Furthermore, we deﬁne
G(u, v) := u + p + 1 (v − N + 2).
2
B. Wang et al. / J. Differential Equations 253 (2012) 3232–3265 3241G0 is the straight line v = − 2p+1u + N − 2 with intercepts ( N−22 (p + 1),0) and (0,N − 2). If q >
(N − 2)p, P2 ∈ Z . If q > N−22 (p + 1), we deﬁne T ∗ ∈ R by q(T ∗) := N−22 (p + 1) and T ∗ =: −∞ for
q N−22 (p + 1). Then S0(t) ⊂ G− for t  T ∗ .
Lemma 2.2. Let ϕ be solution of (MSp,λ,N) on (T0, T ). Let q N−22 (p + 1).
If ϕ(t0) ∈ G+ for t0 < T ∗ , then ϕ(t) ∈ G+ for t0  t  T ∗ .
If ϕ(t0) ∈ G− ∪ G0 for t0  T ∗ , then ϕ(t) ∈ G− for t < t0 .
If ϕ(t0) ∈ G− ∪ G0 for t0  T ∗ , then ϕ(t) ∈ G− for t > t0 .
If ϕ(t0) ∈ G+ ∪ G0 for t0 > T ∗ , then ϕ(t) ∈ G+ for T ∗  t < t0 .
For q N−22 (p + 1) the last two statements are true for all t0 .
Proof. We have
d
dt
G
(
ϕ(t)
)= u˙ + p + 1
2
v˙ = u(q(t) − u − pv)+ p + 1
2
v(−N + 2+ u + v)
= u
[
q(t) − u + −p + 1
2
v
]
+ p + 1
2
v(−N + 2+ v).
If ϕ(t) ∈ G0, then −u = p+12 (v − N + 2), hence
d
dt
G
(
ϕ(t)
)∣∣
ϕ(t)∈G0 = u
[
q(t) + p + 1
2
(v − N + 2) + −p + 1
2
v − v
]
= u
[
q(t) − N − 2
2
(p + 1)
]
=
⎧⎪⎨⎪⎩
u(q(t) − q(T ∗)) > 0 for q > N−22 (p + 1) and t < T ∗,
u(q(t) − q(T ∗)) < 0 for q > N−22 (p + 1) and t > T ∗,
< 0 for q N−22 (p + 1) and all t.
This proves the assertion for t0 = T ∗ . If q > N−22 (p+ 1), then from the above and a simple calculation
we have ⎧⎪⎪⎨⎪⎪⎩
d
dt
G
(
ϕ(t)
)∣∣{ϕ(T ∗)∈G0} = 0,
d2
dt2
G
(
ϕ(t)
)∣∣{ϕ(T ∗)∈G0} = [q − N−22 (p + 1)](p − 1)(p + 1)q − N + 2 (v(T ∗) − 1)< 0
(2.12)
which shows the claim also for t0 = T ∗ > −∞. 
Lemma 2.3. No solution ϕ of (MSp,λ,N) can converge to P1 for t → −∞ nor for t → +∞.
Proof. We have P1 ⊂ S+(t) ∩ W− , where u˙(t) > 0 and v˙(t) < 0 for all t . 
3. The main theorems
In this section we let p > 1, λ > 0, q := N − 2+ λ, and consider solutions φ on (0, R), 0 < R ∞,
and corresponding ϕ on (−∞, T ), T := ln R . Our aim is the characterization and description of the
M-solutions. We have to distinguish between the four different cases: q > (N − 2)p (with the three
subcases, q > (N − 2)(p + 1), q = (N − 2)(p + 1), (N − 2)p < q < (N − 2)(p + 1)), q = (N − 2)p,
q < (N − 2)p (but q = N−22 (p + 1)), and q = N−22 (p + 1).
3242 B. Wang et al. / J. Differential Equations 253 (2012) 3232–32653.1. The case q > (N − 2)p
In this section we show that the M-solutions are characterized by the property that their ϕ(t) tend
to P2 as t → −∞. Though the existence of such solutions will follow later, the asymptotical stability
of P2 for t → −∞ follows from specializing the general linearization (2.10) to P2:
(
u˙
v˙
)
= A
(
u
v
)
+
(−u2 − puv
uv + v2
)
+
(
−(q − N + 2) e2t
1+e2t u
0
)
with
A :=
(
q − (N − 2)p 0
N − 2 N − 2
)
, v = v − N + 2.
A has the two positive eigenvalues λ1 = q − (N − 2)p > 0, λ2 = N − 2. It is possible to extend the
classical theorem for asymptotic stability to this case where a time-dependent perturbation with the
estimate c · e2t |u| appears. Hence any solution ϕ starting in a small neighborhood of P2 with a suﬃ-
ciently negative t0 will converge to P2 as t → −∞.
Theorem 3.1. Let q > (N − 2)p. The following conditions are equivalent:
(i) ϕ is an M-solution.
(ii) There exists c > 0 such that ⎧⎪⎨⎪⎩
φ(r) = c
rN−2
[
1+ o(1)],
φ′(r) = − (N − 2)c
rN−1
[
1+ o(1)] (r → 0). (3.1)
(iii) There exists c > 0 such that
u(t) = (N − 2)cp−1e(q−(N−2)p)t[1+ o(1)],
v(t) = (N − 2)[1+ o(1)] (t → −∞).
(iv) ϕ(t) → P2 (t → −∞).
In this case
rN−1φ′ = −(N − 2)c −
r∫
0
sN−1K (s)φp ds, (3.2)
and c is uniquely determined.
Proof. (i) → (ii): We extend arguments for (EFp,q,3) [5, Theorem 5.1] to our case. The function z(t) :=
φ( 1tν ), ν = 1N−2 , deﬁned on ( 1R ,∞) is an unbounded solution of the equation
z′′(t) + fλ(t)zp = 0, where fλ(t) := ν
2
2 2ν λ/2
. (3.3)t (1+ t )
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R
1
ν
:
1
2
z′(t)2 + fλ(t) z
p+1(t)
p + 1 −
t∫
t0
f ′λ(s)
zp+1(t)
p + 1 ds = c1 + fλ(t0)
zp+1(t0)
p + 1 .
Because f ′λ < 0, z′ is bounded, and there exists a constant K  0 such that
z(t) K · fλ(t)−
1
p+1 .
Because for t, τ > t0 with (3.3)
z′(τ ) − z′(t) = −
τ∫
t
fλ(s)z
p(s)ds,
and
fλ(s)z
p(s) K p f
1− pp+1
λ = K p
[
t2
(
1+ t2ν)λ/2/ν2]− 1p+1
is integrable (−(2 + νλ) 1p+1 < −1 ⇔ q > (N − 2)p), the limit limt→+∞ z′(t) =: c exists. Because z is
unbounded, c  0. Assume c = 0. Then
z′(t) =
∞∫
t
fλ(s)z
p(s)ds. (3.4)
We deﬁne
r0 := inf
{
r ∈R; z′(t) = O (tr)}.
Because z′ is bounded, we have r0  0. For r > r0 we have with (3.4)
z(t) = O (tr+1) and z′(t) = O (t−2−νλ+p(r+1)+1),
hence r0 −2− νλ + p(r0 + 1) + 1⇔ qN−2 − p  (p − 1)r0 ⇒ r0 > 0, which is a contradiction. Hence
c > 0 and
z′(t) = c[1+ o(1)], t → −∞,
νr1+1/ν · φ′(r) = −c[1+ o(1)], r → 0,
and (ii) follows.
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u(t) = r
λ−1
(1+ r2)λ/2
cp
r(N−2)p [1+ o(1)]
(N−2)c
rN−1 [1+ o(1)]
= cp−1rλ−(N−2)(p−1)[1+ o(1)]→ 0,
v(t) = r
(N−2)c
rN−1 [1+ o(1)]
c
rN−2 [1+ o(1)]
= (N − 2)[1+ o(1)], r = et (t → −∞).
(iii) → (iv) is trivial.
(iv) → (i): φ is an M- or an E-solution. In the latter case, ϕ(t) → P−3 by [32, Theorem 4.1], which
is a contradiction to (iv).
Finally, (3.2) follows by integration, because rλ+N−3φp is integrable at 0. 
In the sequel we will represent the M-solutions φ in the form
φ = S + Θ, (3.5)
where S is a singular term of the form S = c
rN−2 P (r) with an elementary explicitly given function P
of r with P (r) = 1+ o(1) (r → 0), while Θ is a regular solution of the initial value problem
⎧⎨⎩
1
rN−1
(
rN−1Θ ′
)′ = −K (r)(Θ + S)p − 1
rN−1
(
rN−1S ′
)′
, 0 < r < R,
Θ(0) := lim
r→0+
Θ(r) = β ∈R. (3.6)
In terms of P , we have
1
rN−1
(
rN−1Θ ′
)′ = −K (r)( c
rN−2
P + Θ
)p
− c
rN−2
P ′′ + c(N − 3)
rN−1
P ′
= −K (r) c
p
r(N−2)p
P p
[(
1+ r
N−2
cP
Θ
)p
− 1
]
+
[
− c
rN−2
P ′′ + c(N − 3)
rN−1
P ′ − cprμ−N P
p
(1+ r2)λ/2
]
=: h1(r,Θ) + h2(r). (3.7)
Because
K (r)
cp
r(N−2)p
P p(r) = O (rq−(N−2)(p+1)−2)
and (
1+ r
N−2
cP
Θ
)p
− 1= O (rN−2) (r → 0),
we remark that h1(r,Θ) satisﬁes the assumptions of Lemma 2.1. We are going to derive the different
forms of P and asymptotic expansions for Θ in the subcases q > (N − 2)(p + 1), q = (N − 2)(p + 1),
(N − 2)p < q < (N − 2)(p + 1) in the following three subsections.
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Theorem 3.2. Let q > (N − 2)(p + 1) and choose k0 ∈N such that 2k0  N − 2< 2(k0 + 1). Then:
(i) Every M-solution φ has the form φ = S + Θ , where
S(r) = c
rN−2
and Θ solves the following initial problem (3.8) and has the expansions
Θ(r) = β − cp
{
rq−(N−2)(p+1)
(q − (N − 2)(p + 1))(q − (N − 2)p)
− λr
q−(N−2)(p+1)+2
2(q − (N − 2)p + 2)(q − (N − 2)(p + 1) + 2) + · · ·
+ (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)r
q−(N−2)(p+1)+2k0
(2k0)!!(q − (N − 2)p + 2k0)(q − (N − 2)(p + 1) + 2k0)
+ pβr
q−(N−2)p
c(q − (N − 2)(p − 1))(q − (N − 2)p) + o
(
rq−(N−2)p
)}
,
Θ ′(r) = −cp
{
rq−(N−2)p−N+1
q − (N − 2)p −
λrq−(N−2)p−N+3
2(q − (N − 2)p + 2) + · · ·
+ (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!!(q − (N − 2)p + 2k0) r
q−(N−2)p−N+1+2k0
+ pβ
c(q − (N − 2)p + N − 2) r
q−(N−2)p−1 + o(rq−(N−2)p−1)}
for some uniquely deﬁned constants c > 0, β ∈ R.
(ii) Conversely, given any c > 0 and β ∈ R, there exists a unique solution Θ of (3.8) with S(r) := c
rN−2 and
φ := S + Θ (as long as φ is positive) is an M-solution.
In this case we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Θ(r) = β − 1
N − 2
r∫
0
(
1−
(
s
r
)N−2)
sK (s)
[
c
sN−2
+ Θ(s)
]p
ds, 0 < r < R,
u(t) = c
p−1e(q−(N−2)p)t
N − 2
[
1− λ
2
e2t + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! e
2k0t
+ pβ
c
e(N−2)t + O (emin{λ−(N−2)(p−1),N}t)],
v(t) = N − 2− (N − 2)β
c
e(N−2)t + c
p−1e(q−(N−2)p)t
q − (N − 2)(p + 1) + O
(
e(q−(N−2)p+2)t
)
(t → −∞)
(3.8)
and
lim
u→0+
vˆ ′(u) = vˆ ′(0) =
⎧⎨⎩
∞ if β < 0,
N−2
q−(N−2)(p+1) if β = 0,
−∞ if β > 0.
3246 B. Wang et al. / J. Differential Equations 253 (2012) 3232–3265Proof. (i) Let c > 0 be determined by Theorem 3.1. Then
1
rN−1
r∫
0
sN−1K (s)φp(s)ds = O (rλ−(N−2)p−1)
is integrable because λ−(N−2)p > 0⇔ q > (N−2)(p+1). Hence, we have from (3.2) with r0 ∈ (0, R)
φ(r) = c
rN−2
− c
rN−20
+ φ(r0) −
r∫
r0
dt
tN−1
t∫
0
sN−1K (s)φp(s)ds
=: c
rN−2
+ β0 −
r∫
r0
dt
tN−1
t∫
0
sN−1K (s)φp(s)ds
=: c
rN−2
+ Θ(r), 0 < r < R,
where β = β0 −
∫ 0
r0
dt
tN−1
∫ t
0 s
N−1K (s)φp(s)ds. We deﬁne S(r) =: c
rN−2 and observe that Θ satisﬁes (3.5)
and (3.6) with 1
rN−1 (r
N−1S ′)′ = 0. Hence (3.8) follows by integrating by parts. Any equation c1
rN−2 +
Θ1(r) = c2rN−2 + Θ2(r) implies c1 = c2 and Θ1(r) = Θ2(r), which shows the uniqueness of c, Θ and β .
Select k0 ∈N, such that 2k0  N − 2< 2(k0 + 1). Now we remember Θ = β + o(1) and have
Θ ′(r) = − 1
rN−1
r∫
0
sN−1K (s)
[
c
sN−2
+ Θ(s)
]p
ds
= − c
p
rN−1
r∫
0
sλ−(N−2)p+N−3
(
1+ s2)− λ2 [1+ sN−2
c
Θ(s)
]p
ds
= − c
p
rN−1
r∫
0
sλ−(N−2)p+N−3
[
1− λ
2
s2 + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! s
2k0
+ O (s2k0+2)][1+ pβ
c
sN−2 + o(sN−2)]ds
= − c
p
rN−1
r∫
0
sλ−(N−2)p+N−3
[
1− λ
2
s2 + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! s
2k0
+ pβ
c
sN−2 + o(sN−2)]ds
= −cp
[
rλ−(N−2)p−1
λ − (N − 2)(p − 1) −
λrλ−(N−2)p+1
2(λ − (N − 2)p + N) + · · ·
+ (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!!(λ − (N − 2)p + N − 2+ 2k0) r
λ−(N−2)p−1+2k0
+ pβ
c(λ − (N − 2)p + 2N − 4) r
λ−(N−2)p+N−3 + o(rλ−(N−2)p+N−3)]
and the expansion for Θ follows by integration. This shows (i).
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rN−2 . Lemma 2.1 tells us that (3.6) (where (r
N−1S ′)′ = 0) has
a unique solution Θ , and φ := S + Θ is an M-solution.
Finally, using (2.6) and φ = S + Θ we get
u(t) = r
λ−1
(1+ r2)λ/2 ·
φp(r)
−φ′(r)
= r
λ−1
(1+ r2)λ/2
[ c
rN−2 + Θ(r)]p
(N−2)c
rN−1 − Θ ′(r)
= c
p−1rλ−(N−2)(p−1)
(N − 2)(1+ r2)λ/2
[1+ rN−2c Θ(r)]p
1− rN−1
(N−2)cΘ ′(r)
= c
p−1rλ−(N−2)(p−1)
N − 2
[
1− λ
2
r2 + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! r
2k0 + O (r2k0+2)]
·
[
1+ pβr
N−2
c
+ O (rλ−(N−2)(p−1))][1+ rN−1
(N − 2)cΘ
′(r) + O
(
rN−1
(N − 2)cΘ
′(r)
)2]
= c
p−1rλ−(N−2)(p−1)
N − 2
[
1− λ
2
r2 + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! r
2k0
+ pβr
N−2
c
+ O (rmin{λ−(N−2)(p−1),N})].
Similarly,
v(t) = r−φ
′(r)
φ(r)
= r
(N−2)c
rN−1 − Θ ′(r)
c
rN−2 + Θ(r)
= N − 2−
rN−1
c Θ
′(r)
1+ rN−2c Θ(r)
=
[
N − 2− r
N−1
c
Θ ′(r)
][
1− r
N−2
c
Θ(r) + O
(
rN−2
c
Θ(r)
)2]
=
[
N − 2+ c
p−1rλ−(N−2)(p−1)
λ − (N − 2)(p − 1) + O
(
rλ−(N−2)p+N
)]
·
[
1− β
c
rN−2 + c
p−1rλ−(N−2)(p−1)
(λ − (N − 2)(p − 1))(λ − (N − 2)p) + O
(
rλ−(N−2)p+N
)]
= N − 2− (N − 2)β
c
rN−2 + c
p−1rλ−(N−2)(p−1)
λ − (N − 2)p + O
(
rλ−(N−2)p+N
)
.
Hence,
vˆ ′(0) = lim
t→−∞
v(t) − (N − 2)
u(t)
= lim
t→−∞
− (N−2)βe(N−2)tc + c
p−1e(λ−(N−2)(p−1))t
λ−(N−2)p + O (e(λ−(N−2)p+N)t)
cp−1e(λ−(N−2)(p−1))t AN−2
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⎧⎨⎩
∞ if β < 0,
N−2
λ−(N−2)p if β = 0,
−∞ if β > 0,
where
A = 1− λ
2
e2t + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! e
2k0t + pβe
(N−2)t
c
+ O (emin{λ−(N−2)(p−1),N}t).
Hence
lim
u→0 vˆ
′(u) = lim
t→−∞
v˙(t)
u˙(t)
= lim
t→−∞
v(−N + 2+ u + v)
u(q(t) − u − pv)
= (N − 2)(vˆ
′(0) + 1)
q − (N − 2)p = vˆ
′(0).  (3.9)
3.1.2. The case q = (N − 2)(p + 1)
Theorem3.3. Let q = (N−2)(p+1), i.e., λ = (N−2)p, and choose k0 ∈N such that 2k0  N−2< 2(k0+1).
Then:
(i) Every M-solution has the form φ = S + Θ , where
S(r) = c
rN−2
− c
p
N − 2 ln r, (3.10)
and Θ solves (3.6) and has the expansions, r → 0
Θ(r) = β + λc
p
4N
r2 + · · · + (−1)k0+1 λ(λ + 2) · · · (λ + 2k0 − 2)c
p
2k0(2k0 + N − 2)(2k0)!! r
2k0
+ pc
2p−1
2(N − 2)3 r
N−2 ln r − pc
2p−1 + 2(N − 2)2pβcp−1
4(N − 2)4 r
N−2 + o(rN−2),
Θ ′(r) = λc
p
2N
r + · · · + (−1)k0+1 λ(λ + 2) · · · (λ + 2k0 − 2)c
p
(2k0 + N − 2)(2k0)!! r
2k0−1
+ pc
2p−1
2(N − 2)2 r
N−3 ln r − pc
2p−1 + 2(N − 2)2pβcp−1
4(N − 2)3 r
N−3 + o(rN−3)
for some uniquely deﬁned constants c > 0, β ∈R.
(ii) Conversely, given any c > 0 and β ∈R, there exists a unique solution Θ of (3.6)with S given by (3.10),
and φ := S + Θ is an M-solution (as long as φ is positive).
In this case Θ satisﬁes (3.7) with P (r) = 1 − cp−1N−2 rN−2 ln r, P ′′(r) = −(N − 3)cp−1rN−4 ln r −
(2N−5)cp−1
N−2 r
N−4 , so that
h2(r) = c
p
2
− cpr−2 P
p(r)
2 λ/2
, (3.11)
r (1+ r )
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u(t) = c
p−1e(N−2)t
N − 2
[
1− λ
2
e2t + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! e
2k0t
− pc
p−1
N − 2 e
(N−2)tt + O (e(N−2)t)],
v(t) = N − 2+ c
p−1
N − 2e
(N−2)tt −
[
cp−1
N − 2 +
(N − 2)β
c
]
e(N−2)t + O (eNt)
(3.12)
and
lim
u→0+
vˆ ′(u) = vˆ ′(0) = −∞. (3.13)
Proof. (i) Let c > 0 be determined by Theorem 3.1, which also gives
sN−1K (s)φp(s) = s
λ+N−3
(1+ s2)λ/2
cp
s(N−2)p
(
sN−2
c
φ(s)
)p
= cpsN−3(1+ O (s2))(1+ o(1))p = cpsN−3(1+ o(1)),
φ′(r) = − (N − 2)c
rN−1
− c
p
(N − 2)r + o
(
1
r
)
,
φ(r) = c
rN−2
[
1− c
p−1rN−2 ln r
N − 2 + o
(
rN−2 ln r
)]
,
sN−1K (s)φp(s) = c
psN−3
(1+ s2)λ/2
[
1− c
p−1
N − 2 s
N−2 ln s + o(sN−2 ln s)]p
= cpsN−3
[
1− λ
2
s2 + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! s
2k0
+ O (s2k0+2)][1− pcp−1
N − 2 s
N−2 ln s + o(sN−2 ln s)]
= cpsN−3
[
1− λ
2
s2 + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! s
2k0
− pc
p−1
N − 2 s
N−2 ln s + o(sN−2 ln s)].
From Eq. (3.2), we obtain
φ′(r) = − (N − 2)c
rN−1
− c
p
(N − 2)r +
λcp
2N
r + · · · + (−1)k0+1 λ(λ + 2) · · · (λ + 2k0 − 2)c
p
(2k0 + N − 2)(2k0)!! r
2k0−1
+ pc
2p−1
2(N − 2)2 r
N−3 ln r + o(rN−3 ln r),
φ(r) = c
rN−2
− c
p
N − 2 ln r +
λcp
4N
r2 + · · · + (−1)k0+1 λ(λ + 2) · · · (λ + 2k0 − 2)c
p
2k0(2k0 + N − 2)(2k0)!! r
2k0
+ pc
2p−1
3
rN−2 ln r + o(rN−2 ln r).2(N − 2)
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rN−2 − c
p
N−2 ln r and Θ(r) := φ(r) − S(r). Then Θ satisﬁes the differential equation
in (3.6), and because Θ ′ := φ′ − S ′ is integrable, Θ(0) =: β exists. Again,
sN−1K (s)φp(s) = cpsN−3
[
1− λ
2
s2 + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! s
2k0
+ O (s2k0+2)][1− cp−1sN−2 ln s
N − 2 +
sN−2
c
(
β + o(1))]p,
φ′(r) = − (N − 2)c
rN−1
− 1
rN−1
r∫
0
sN−1K (s)φp(s)ds
= − (N − 2)c
rN−1
− c
p
rN−1
r∫
0
sN−3
[
1− λ
2
s2 + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! s
2k0
− pc
p−1sN−2 ln s
N − 2 +
pβsN−2
c
+ o(sN−2)]ds
= − (N − 2)c
rN−1
− c
p
(N − 2)r +
λcp
2N
r + · · · + (−1)k0+1 λ(λ + 2) · · · (λ + 2k0 − 2)c
p
(2k0 + N − 2)(2k0)!! r
2k0−1
+ pc
2p−1
2(N − 2)2 r
N−3 ln r − pc
2p−1 + 2(N − 2)2pβcp−1
4(N − 2)3 r
N−3 + o(rN−3),
Θ ′(r) = λc
p
2N
r + · · · + (−1)k0+1 λ(λ + 2) · · · (λ + 2k0 − 2)c
p
(2k0 + N − 2)(2k0)!! r
2k0−1
+ pc
2p−1
2(N − 2)2 r
N−3 ln r − pc
2p−1 + 2(N − 2)2pβcp−1
4(N − 2)3 r
N−3 + o(rN−3).
The expansion for Θ follows by integration and the uniqueness is shown as above. This shows (i).
(ii) Given c, β , we deﬁne S(r) := c
rN−2 − c
p
N−2 ln r and (3.11) follows. Together with the remark
following (3.7) we see that the assumptions of Lemma 2.1 are satisﬁed, and (3.6) has a unique solu-
tion Θ . Then φ := S + Θ is an M-solution.
Finally,
u(t) = r
λ−1
(1+ r2)λ/2
φp(r)
−φ′(r)
= r
λ−1
(1+ r2)λ/2
[ c
rN−2 − c
p
N−2 ln r + Θ(r)]p
(N−2)c
rN−1 − c
p
(N−2)r − Θ ′(r)
= c
p−1rN−2
(N − 2)(1+ r2)λ/2
[1− cp−1N−2 rN−2 ln r + r
N−2
c Θ(r)]p
1+ cp−1
(N−2)2 r
N−2 − rN−1
(N−2)cΘ ′(r)
= c
p−1rN−2
N − 2
[
1− pc
p−1
N − 2 r
N−2 ln r + pr
N−2
c
Θ(r) + O
(
− c
p−1
N − 2 r
N−2 ln r + r
N−2
c
Θ(r)
)2]
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[
1− c
p−1
(N − 2)2 r
N−2 + r
N−1
(N − 2)cΘ
′(r) + O
(
cp−1
(N − 2)2 r
N−2 − r
N−1
(N − 2)cΘ
′(r)
)2]
·
[
1− λ
2
r2 + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! r
2k0 + O (r2k0+2)]
= c
p−1rN−2
N − 2
[
1− pc
p−1
N − 2 r
N−2 ln r + pβr
N−2
c
+ O (rN)] · [1− cp−1
(N − 2)2 r
N−2 + O (rN)]
·
[
1− λ
2
r2 + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! r
2k0 + O (r2k0+2)]
= c
p−1rN−2
N − 2
[
1− λ
2
r2 + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! r
2k0
− pc
p−1
N − 2 r
N−2 ln r + O (rN−2)]
and
v(t) = r−φ
′(r)
φ(r)
= r
(N−2)c
rN−1 − c
p
(N−2)r − Θ ′(r)
c
rN−2 − c
p
N−2 ln r + Θ(r)
=
[
N − 2− c
p−1
N − 2 r
N−2 − rN−1Θ ′(r)
][
1+ c
p−1
N − 2 r
N−2 ln r − r
N−2
c
Θ(r)
+ O
(
− c
p−1
N − 2 r
N−2 ln r + r
N−2
c
Θ(r)
)2]
= N − 2+ c
p−1
N − 2 r
N−2 ln r −
[
cp−1
N − 2 +
(N − 2)β
c
]
rN−2 + O (rN).
Hence
vˆ ′(0) = lim
t→−∞
v(t) − (N − 2)
u(t)
= lim
t→−∞
cp−1
N−2e
(N−2)tt − [ cp−1N−2 + (N−2)βc ]e(N−2)t + O (eNt)
B
= −∞,
with
B = c
p−1e(N−2)t
N − 2
[
1− λ
2
e2t + · · · + (−1)k0 λ(λ + 2) · · · (λ + 2k0 − 2)
(2k0)!! e
2k0t
− pc
p−1
N − 2 e
(N−2)tt + O (e(N−2)t)]. 
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Theorem 3.4. Let (N − 2)p < q < (N − 2)(p + 1). Let μ := q − (N − 2)p ∈ (0,N − 2) and k0,m ∈ N such
that k0μ N − 2< (k0 + 1)μ, 2mμ < 2(m+ 1). Then:
(i) Every M-solution φ has the form φ = S + Θ ,
φ(r) = c
rN−2
[
1+ φk0+1(r)
]+ β + o(r(k0+1)μ−N+2),
where
c > 0, φ0(r) = 0,
φ1(r) = −rN−2
r∫
0
cp
tN−1
t∫
0
sμ−1
(1+ s2)λ/2
[
1+ o(1)]p dsdt,
φk0+1(r) = −rN−2
r∫
0
cp
tN−1
t∫
0
sμ−1
(1+ s2)λ/2
[
1+ φk0(s)
]p
dsdt,
and Θ is a solution of the following initial value problem (3.14) with the expansions Θ(r) = β +
o(r(k0+1)μ−N+2) for uniquely determined constants c > 0, β ∈R.
(ii) Conversely, given any c > 0, β ∈ R, there exists a unique solution Θ of (3.6) with S given by φ(r) =
c
rN−2 [1+ φk0+1(r)] and φ := S + Θ is an M-solution (as long as φ is positive).
In this case Θ satisﬁes (3.7) with P (r) = rN−2c S(r) and h2(r) = O (r(k0+1)μ−N ),⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
u(t) = c
p−1
N − 2e
μt
[
1− λ
2
e2t + · · · + (−1)m λ(λ + 2) · · · (λ + 2m− 2)
(2m)!! e
2mt
+ c
p−1
(N − 2)(N − 2−μ)e
μt + o(eμt)],
v(t) = N − 2− (N − 2)c
p−1
N − 2−μ e
μt + o(eμt)
(3.14)
and
lim
u→0 v˜
′(u) = v˜ ′(0) = − (N − 2)
2
N − 2−μ.
Proof. (i) Let c be determined by Theorem 3.1, which also gives
sN−1K (s)φp(s) = cpsμ−1(1+ O (s2))(1+ o(1)),
φ′(r) = − (N − 2)c
rN−1
− c
p
μ
rμ−N+1 + o(rμ−N+1),
φ(r) = c
rN−2
+ c
p
μ(N − 2−μ) r
μ−N+2 + o(rμ−N+2)+ C
= c
rN−2
[
1+ c
p−1
μ(N − 2−μ) r
μ + o(rμ)],
see the proof of (i) of Theorem 3.3.
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rN−1φ′(r) = −(N − 2)c −
r∫
0
sN−1K (s)φp(s)ds,
φ′(r) = − (N − 2)c
rN−1
− c
p
rN−1
r∫
0
sμ−1
(1+ s2)λ/2
[
1+ o(1)]p ds
= − (N − 2)c
rN−1
− c
p
rN−1
r∫
0
sμ−1
(1+ s2)λ/2 ds + o
(
1
rN−1
r∫
0
sμ−1 ds
)
,
φ(r) = 1
rN−2
[
1+ φ1(r) + o
(
rμ
)]
where
φ1(r) = −rN−2
r∫
0
cp
tN−1
t∫
0
sμ−1
(1+ s2)λ/2 dsdt,
rN−1φ′(r) = −(N − 2)c −
r∫
0
sN−1K (s)φp(s)ds,
φ′(r) = − (N − 2)c
rN−1
− c
p
rN−1
r∫
0
sμ−1
(1+ s2)λ/2
[
1+ φ1(s) + o
(
sμ
)]p
ds
= − (N − 2)c
rN−1
− c
p
rN−1
r∫
0
sμ−1
(1+ s2)λ/2
[(
1+ φ1(s)
)p + o(sμ)]ds
= − (N − 2)c
rN−1
− c
p
rN−1
r∫
0
sμ−1
(1+ s2)λ/2
[
1+ φ1(s)
]p
ds + o
(
1
rN−1
r∫
0
s2μ−1 ds
)
,
φ(r) = 1
rN−2
[
1+ φ2(r) + o
(
r2μ
)]
where
φ2(r) = −rN−2
r∫
0
cp
tN−1
t∫
0
sμ−1
(1+ s2)λ/2
[
1+ φ1(s)
]p
dsdt.
We can repeat the process until k with (k + 1)μ > N − 2 kμ, which is k0 and we have
φ′(r) = − (N − 2)c
rN−1
− c
p
rN−1
r∫
sμ−1
(1+ s2)λ/2
[
1+ φk0(s)
]p
ds + o(r(k0+1)μ−N+1),0
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rN−2
[
1+ φk0+1(r)
]+ D + o(r(k0+1)μ−N+2),
where
φk0+1(r) = −rN−2
r∫
0
cp
tN−1
t∫
0
sμ−1
(1+ s2)λ/2
[
1+ φk0(s)
]p
dsdt.
The singular terms S and the regular term Θ can now be read off.
(ii) With the constants given we deﬁne S as in (i) and P (r) := rN−2c S(r). An easy computation
shows
P ′′(r) = (N − 2)(N − 3)r
N−4
c
S(r) + 2(N − 2)r
N−3
c
S ′(r) + r
N−2
c
S ′′(r).
Hence with (3.7),
h2(r) = − c
rN−2
P ′′(r) − cprμ−N P
p(r)
(1+ r2)λ/2 +
(N − 3)c
rN−1
P ′ = O (r(k0+1)μ−N).
Together with the remark following (3.7) we see that the assumptions of Lemma 2.1 are satisﬁed,
and (3.6) has a unique solution Θ .
Finally,
u(t) = r
λ−1
(1+ r2)λ/2
φp(r)
−φ′(r)
= r
λ−1
(1+ r2)λ/2
{ c
rN−2 [1+ φk0+1(r)] + Θ(r)}p
(N−2)c
rN−1 + c
p
rN−1
∫ r
0
sμ−1
(1+s2)λ/2 [1+ φk0+1(s) + s
N−2
c Θ(s)]p ds
= c
p−1rμ
N − 2
[
1− λ
2
r2 + · · · + (−1)m λ(λ + 2) · · · (λ + 2m− 2)
(2m)!! r
2m + O (r2m+2)]
·
[
1+ c
p−1
μ(N − 2−μ) r
μ + o(rμ)][1− cp−1
(N − 2)μ r
μ + o(rμ)]
= c
p−1
N − 2 r
μ
[
1− λ
2
r2 + · · · + (−1)m λ(λ + 2) · · · (λ + 2m− 2)
(2m)!! r
2m
+ c
p−1
(N − 2)(N − 2−μ) r
μ + o(rμ)]
and
v(t) = r−φ
′(r)
φ(r)
= r
(N−2)c
rN−1 + c
p
rN−1
∫ r
0
sμ−1
(1+s2)λ/2 [1+ φk0+1(s) + s
N−2
c Θ(s)]p ds
c
rN−2 [1+ φk0+1(r)] + Θ(r)
=
N − 2+ cp−1 ∫ r0 sμ−1(1+s2)λ/2 [1+ φk0+1(s) + sN−2c Θ(s)]p ds
1+ φ (r) + rN−2 Θ(r)k0+1 c
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N − 2+ cp−1 ∫ r0 sμ−1(1+s2)λ/2 [1− λ2 s2 + · · · + (−1)m λ(λ+2)···(λ+2m−2)(2m)!! s2m + O (sμ)]ds
1+ φk0+1(r) + rN−2c Θ(r)
=
[
N − 2+ c
p−1
μ
rμ + O (rμ+min{2,μ})][1− cp−1
μ(N − 2−μ) r
μ + o(rμ)]
= N − 2− (N − 2)c
p−1
N − 2−μ r
μ + o(rμ).
Hence, with (3.9)
vˆ ′(0) = lim
t→−∞
v(t) − N + 2
u(t)
= lim
t→−∞
− N−2N−2−μcp−1eμt + o(eμt)
cp−1
N−2eμt[1− λ2 e2t + · · · + (−1)m λ(λ+2)···(λ+2m−2)(2m)!! e2mt + c
p−1
(N−2)(N−2−μ)eμt + o(eμt)]
= − (N − 2)
2
N − 2−μ = limu→0 vˆ
′(u). 
3.2. The case q = (N − 2)p
There exist solutions ϕ for which ϕ(t) → P2 (t → −∞). In fact, because q > N−22 (p + 1), by
Lemma 2.2, if ϕ(t0) ∈ G− , ϕ(t) ∈ G− for t  t0. By Thieme’s theorem and the absence of cases for the
similar limit system (EFSp,q,3) [4], ϕ must converge to a stationary point. It cannot converge to P1 by
Lemma 2.3, and P3 /∈ G− because q > N−22 (p + 1). Hence ϕ converge to P2.
Theorem 3.5. Let q = (N − 2)p. The following conditions are equivalent:
(i) φ is an M-solution.
(ii) We have
φ(r) = (N − 2)
(N−2)/λ+1
(− ln r)−1/λ ·
1
rN−2
(
1+ o(1)),
φ′(r) = −N − 2
rN−2
φ(r)
(
1+ o(1)) (r → 0).
(iii) We have
u(t) = −N − 2
λ
· 1
t
(
1+ o(1)),
v(t) − (N − 2) = N − 2
λ
· 1
t
(
1+ o(1)) (t → −∞).
(iv) ϕ(t) → P2 (t → −∞).
In this case
lim
u→0+
vˆ ′(u) = vˆ ′(0) = −1. (3.15)
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orem 2.1 and the absence of cases (II) and (III), ϕ must converge to a stationary point of (EFp,q,N).
The convergence to P1 and P
−
3 is not possible by Lemma 2.3 and [32, Theorem 4.1] on E-solution.
Hence ϕ(t) → P2.
(iv) → (iii): We deﬁne y := v−(N−2)u . Then
y˙ = uv˙ − (v − (N − 2))u˙
u2
= v(−N + 2+ u + v)
u
− v − (N − 2)
u
(
q(t) − u − pv)
= vy + v − q(t)y + v − (N − 2) + pvy
= ((p + 1)v − q(t))y + 2v − (N − 2), (3.16)
where
(p + 1)v − q(t) → N − 2, 2v − (N − 2) → N − 2 (t → −∞).
This implies that y(t) → −1 as t → −∞ by [5, Theorem 5.5]. Now
˙(1
u
)
= −u(q(t) − u − pv)
u2
= −q(t)1
u
+ 1+ p v − (N − 2)
u
+ p N − 2
u
= ((N − 2)p − q(t))1
u
+ py + 1=: g(t)1
u
+ py + 1,
where
g(t) = λ e
2t
1+ e2t = O
(
e2t
)
, py + 1→ −p + 1 (t → −∞),
which implies that 1t
1
u(t) → −p + 1 as t → −∞ by [5, Theorem 5.6]. Hence
lim
t→−∞ t
(
v(t) − (N − 2))= lim
t→−∞ tu(t)y(t) =
1
p − 1 .
This shows (iii).
(iii) → (ii): (iii) means
u(ln r) = − 1
p − 1 ·
1
ln r
(
1+ o(1))= − 1
ln rp−1
(
1+ o(1)).
Hence with (2.7)
φ(r) = [(1+ r2)λ/2r−λu(ln r)v(ln r)] N−2λ
= (N − 2)
N−2
λ
rN−2
[
− 1
ln r
λ
N−2
(
1+ o(1))] N−2λ (1+ o(1))
= (N − 2)
N−2
λ
λ
N−2 N−2λ
· 1
rN−2
(
1+ o(1)),(− ln r )
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rN−2
φ(r)
(
1+ o(1)).
(ii) → (i) is trivial.
Finally, (3.16) means
y˙ = r(t)y + b(t), with r(t) = (p + 1)v − q(t), b(t) = 2v − (N − 2),
where (iii) implies
r(t) = N − 2+ λ + 2(N − 2)
λt
(
1+ o(1)), b(t) = N − 2+ 2(N − 2)
λt
(
1+ o(1)).
Let us deﬁne y1(t) := t(y(t) + N − 2). Then
y˙1 =
[
r(t) + 1
t
]
y1 + t
[
b(t) − r(t)],
r(t) + 1
t
→ N − 2, t[b(t) − r(t)]→ −(N − 2),
so that again by [5, Theorem 5.5] we have y1 → 1 as t → −∞. Hence by (iii)
lim
u→0+
vˆ ′(u) = lim
t→−∞
v(−N + 2+ u + v)
u(q(t) − u − pv)
= lim
t→−∞
v[ v−(N−2)u + 1]
q(t) − p(N − 2) − u − p(v − (N − 2))
= lim
t→−∞ v
y1
t(q(t) − u − pv) − tu − pt(v − (N − 2))
= 1
0+ 1p−1 − pp−1
= −1= vˆ ′(0). 
3.3. The case q < (N − 2)p, q = N−22 (p + 1)
For q < (N−2)p, there are no solutions ϕ which converge to P2 for t → −∞. In fact, if q(N−2)p < 1,
then P2 ∈ S−(t) for all t (see Section 2.6). Hence u˙(t) < 0 for suﬃciently small t , which implies
u(t)  0. It is easy to see this in the case N−22 (p + 1) < q. In fact, q < (N − 2)p implies P4 ∈ G−
and N−22 (p + 1) < q implies P−3 /∈ G− , so that all necessarily converge to P4 by Thieme’s theorem.
For a = 0 (2.10) does not have 0 as a solution.
The picture is not so clear for q < N−22 (p + 1), when Reλi < 0, i = 1,2. Let us convert (MSp,q,N)
into an autonomous system by adding the additional variable W (t) := e2t . By (2.8),
q(t) = q − (q − (N − 2))W (t) + (q − (N − 2)) W 2(t)
1+ W (t) ,
so that t → (u(t), v(t),W (t)) satisﬁes the 3-dimensional system
3258 B. Wang et al. / J. Differential Equations 253 (2012) 3232–3265U˙ = U (q − U − pV ) − (q − (N − 2))UW + (q − (N − 2)) UW 2
1+ W ,
V˙ = V (−N + 2+ U + V ),
W˙ = 2W .
Its linearization at the stationary point P4 := (u4, v4,0) is, with U = U − u4, V := V − v4,
⎛⎜⎝ U˙V˙
W˙
⎞⎟⎠= A
⎛⎝ UV
W
⎞⎠+
⎛⎝−U 2 − pU V − (q − (N − 2))UWUV + V 2
0
⎞⎠
+
⎛⎝−(q − (N − 2)) (U+u4)W 21+W0
0
⎞⎠
with
A :=
⎛⎝ A −(q − (N − 2))u40
0 2
⎞⎠ .
Because Reλi < 0, i = 1,2, and λ3 = 2, P4 is a hyperbolic point for (MSp,λ,N). In the case
N−2
2 (p + 1) < q, P4 has a 3-dimensional stable manifold for t → −∞. If q < N−22 (p + 1), the sta-
ble manifold has dimension one, whose tangent vector is given by an eigenvector to λ3, which is
ξ3 =
(
−(q − (N − 2)) (2− v4)(N − 2− v4)
(N − v4)(2− v4) + p(N − 2− v4)v4 ,
−(q − (N − 2)) (N − 2− v4)v4
(N − v4)(2− v4) + p(N − 2− v4)v4 ,1
)
.
Hence there exists a solution ψ = (U , V ,W ) converging to P 4 and for which W (t0) > 0 for some
t0 ∈R. It follows that W (t0) · e2(t1−t0) = 1. Then t → (U (t+ t1), V (t+ t1),W (t+ t1) = e2t) is a solution
of (MSp,λ,N) converging to P4, and ϕ(t) := (U (t + t1), V (t + t1)) is a solution of (MSp,λ,N) converging
to P4.
The following theorem shows that P4 takes the role of P2 for q < (N − 2)p, q = N−22 (p + 1).
Theorem 3.6. Let q < (N − 2)p, q = N−22 (p + 1). The following conditions are equivalent:
(i) φ is an M-solution.
(ii) We have
φ(r) = cp,qr−
λ
p−1
(
1+ o(1)), φ′(r) = −cp,q λ
p − 1 r
− λp−1−1(1+ o(1)),
cp,q =
{ [(N − 2)p − q](q − N + 2)
(p − 1)2
} 1
p−1
.
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u(t) = (N − 2)p − q
p − 1
(
1+ o(1)),
v(t) = q − N + 2
p − 1
(
1+ o(1)) (t → −∞).
(iv) ϕ(t) → P4 .
Proof. (i) → (iv): Similarly as in (i) → (iv) of the proof of Theorem 3.5.
(iv) ↔ (iii) and (ii) → (i) are trivial.
(iii) → (ii): (iii) implies with (2.4)
φ(r) =
{(
1+ r2)λ/2r−λ (N − 2)p − q
p − 1
(
1+ o(1))q − N + 2
p − 1
(
1+ o(1))} 1p−1
= cp,λr−
λ
p−1
(
1+ o(1)),
φ′(r) = −cp,λ λ
p − 1 r
− λp−1−1(1+ o(1)),
which is (ii). 
3.4. The case q = N−22 (p + 1)
We will use the functional
H(u, v) =
(
q − u − q
N − 2 v
)
u
N−2
λ v1+
N−2
λ = −G(u, v)u N−2λ v1+ N−2λ
on R+0 ×R+0 . We have H > 0 on G− (the open triangle P1P2P3), H = 0 on the boundary ∂G− of G− ,
H < 0 on G+ , and the maximum value is
H(P4) = H
(
N − 2
2
,
N − 2
2
)
= λ(N − 2)
1+(2N−4)/λ
22+(2N−4)/λ
=: cλ.
H is constant along the solutions of (MSp, N−22 (p+1),N ) in G− . There are periodic orbits around P4
whose graph is H−(c), c ∈ (0, cλ). H−(0) is the union of the stationary points P1, P2, P−3 cyclically
chained by orbits of (EFSp, N−22 (p+1),N ).
To investigate (MSp, N−22 (p+1),N ), we need the following two lemmas.
Lemma 3.1. Let ϕ be a solution of (MSp, N−22 (p+1),N ) on (T0, T ). Then
d
dt
H
(
ϕ(t)
)= qu N−2λ v1+ N−2λ e2t
1+ e2t W (u, v), u = u(t), v = v(t). (3.17)
Consequently, if B is a bounded subset of R+ ×R+ ,
MB := sup
(u,v)∈B
qu
N−2
λ v1+
N−2
λ
∣∣W (u, v)∣∣
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∣∣H(ϕ(t2))− H(ϕ(t1))∣∣ 1
2
MB
(
e2t2 − e2t1). (3.18)
Proof. We have, with q(t) = q − g(t), g(t) = λ e2t
1+e2t ,
d
dt
H
(
ϕ(t)
)
=
(
−u˙ − q
N − 2 v˙
)
u
N−2
λ v1+
N−2
λ +
(
q − u − q
N − 2 v
)
N − 2
λ
u
N−2
λ
−1u˙v1+
N−2
λ
+
(
q − u − q
N − 2 v
)
u
N−2
λ
(
1+ N − 2
λ
)
v
N−2
λ v˙
= u N−2λ v1+ N−2λ
[
−u(g(t) − u − pv)− q
N − 2 v(−N + 2+ u + v)
+ N − 2
λ
(
q − u − q
N − 2 v
)(
q(t) − u − pv)
+
(
1+ N − 2
λ
)(
q − u − q
N − 2 v
)
(−N + 2+ u + v)
]
= u N−2λ v1+ N−2λ
[(
q(t) − u − pv)(−u + N − 2
λ
(
q − u − q
N − 2 v
))
+ (−N + 2+ u + v)
(
− q
N − 2 v +
(
1+ N − 2
λ
)(
q − u − q
N − 2 v
))]
= u N−2λ v1+ N−2λ
[(
q(t) − u − v)(−(1+ N − 2
λ
)
u + (N − 2)q
λ
− q
λ
v
)
+ (−N + 2+ u + v)
((
1+ N − 2
λ
)
q −
(
1+ N − 2
λ
)
u −
(
2q
N − 2 +
q
λ
)
v
)]
= u N−2λ v1+ N−2λ
[(
q − g(t) − u − pv)q
λ
(N − 2− u − v)
+ (−N + 2+ u + v)
(
q2
λ
− q
λ
u −
(
2q
N − 2 +
q
λ
)
v
)]
= u N−2λ v1+ N−2λ
[(
q − g(t) − u − pv)q
λ
(N − 2− u − v) + (−N + 2+ u + v) · 0
]
= q
λ
u
N−2
λ v1+
N−2
λ g(t)W (u, v) = qu N−2λ v1+ N−2λ e
2t
1+ e2t W (u, v).
The last assertion follows immediately. 
In the sequel we will apply the name F-, E-, M-solution also to the corresponding ϕ .
Lemma 3.2. Let ϕ be a solution of (MSp, N−22 (p+1),N ) on (T0, T ). Then ϕ is an F-solution iff there exists t0 with
ϕ(t0) ∈ G+ ∪ G0 . In this case ϕ(t) ∈ G+ for t < t0 .
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ϕ(t) ∈ G+ for t  t0 by Lemma 2.2. Because G+ ⊂ W+ , we have ddt H(ϕ(t)) > 0 by (3.17), which
implies
H
(
ϕ(t)
)
< H
(
ϕ(t0)
)=: c0 for t < t0.
If ϕ were not an F-solution, by [32, Theorem 3.1], L−(ϕ) would be a bounded set lying outside
H−1((c0, cλ]), which is an open neighborhood of G− ∪ G0, because c0 < 0. But this contradicts
Thieme’s. Hence ϕ is an F-solution. If ϕ(t0) ∈ G0, then ϕ(t) ∈ G+ for t < t0 by Lemma 2.2 and the
conclusion follows. 
Lemma 3.2 implies that the F-solutions, which are all in G+ for small t by [32, Theorem 3.1]
either stay in G+ or enter G− and stay in G− for large t by Lemma 2.3. It also implies that the E-
and M-solutions are exactly those which totally lie in G− . For the E-solution ϕ , we always have
H(ϕ(−∞)) := limt→−∞ H(ϕ(t)) = 0 by [32, Theorem 4.1].
The M-solutions are the object of the following theorem. For c ∈ (0, cλ), let Γc = H−1(c); for a set
K ∈R2, τ > 0 let Br(K ) :=⋃z∈K Br(z) (the open ball about z with radius r), and for any z ∈R2 \ {P4},
let R(z) be the ray {P4 + s(z − P4), s 0}. And let Ωc := {(u, v): H(u, v) > c}, the region inside Γc .
Theorem 3.7. Let q = N−22 (p + 1).
(i) If ϕ is an M-solution, then ϕ lies in G− and H(ϕ(−∞)) ∈ [0, cλ] exists. Conversely we have:
(ii) ∀c ∈ (0, cλ), ∀ε < 12 min{c, cλ − c}, ∃τ ∈R, ∀t0  τ , ∀z ∈ Γc , ∃z0 ∈ Bε(z) ∩ R(z):
H
(
ϕ(−∞, t0, z0)
)= c.
(iii) For c = cλ there exists a unique M-solution ϕ such that H(ϕ(−∞)) = c.
Proof. It is easy to obtain (i) from Lemma 2.2 and (3.18). As for (ii), for (u, v) ∈ G− , we consider
the solution ϕ(t, t0) of the initial problem ϕ(t0) = (u, v) with t0 ∈ R. Obviously, R = A ∪ B ∪ C is
a partition of R into the subsets
A := {t0 ∈R; ϕ(t, t0) is an M-solution with H(ϕ(−∞, t0))> 0},
B := {t0 ∈R; ϕ(t, t0) is an F-solution},
C := {t0 ∈R; ϕ(t, t0) is a solution in G− with H(ϕ(−∞, t0))= 0}.
The set A contains the interval (−∞, s0), where s0 is deﬁned by MG−e2s0 = H(u, v). In fact, if t0 < s0,
then MG−e
2t0 < H(u, v) and for ϕ(s) ∈ G− on (t, t0], we have with (3.18)
H(u, v) − H(ϕ(t, t0)) 1
2
MG−
(
e2t0 − e2t)< 1
2
H(u, v),
which implies
H
(
ϕ(t, t0)
)
>
1
2
H(u, v) > 0, ϕ(t, t0) ∈ G− for all t  t0,
so that (−∞, s0) ⊂ A and (−∞, s0) ∩ B = (−∞, s0) ∩ C = ∅. Now we vary (u, v) ∈ G− and consider
s0 = s0(u, v) := 12 ln H(u,v)M and A = A(u, v). Let U be an open set in G− with closure U ⊂ G− andG−
3262 B. Wang et al. / J. Differential Equations 253 (2012) 3232–3265deﬁne σU := min(u,v)∈U s0(u, v) > −∞. Given ε > 0, it follows from (3.18) with t1 = −∞ and t2 = t
that
∃sε < σU , ∀(u, v) ∈ U , ∀t0 ∈ A(u, v):
∣∣H(ϕ(−∞, t0,u, v))− H(ϕ(t, t0,u, v))∣∣< ε. (3.19)
Now we claim that (a) the set
Ω := {(t0,u, v); (u, v) ∈ G−, t0 ∈ A(u, v)}
is open in R×R2+ and (b) the mapping
H : Ω → (0, cλ], (t0,u, v) → H
(
ϕ(−∞, t0,u, v)
)
is continuous. The proof of (a) and (b) is similar to that of [5, Theorem 5.11], we omit it here.
Next, we will prove (ii). Given c and ε, let B = Ω˜c− 12 min{c,cλ−c} . From Lemma 3.1 and (b), it is easy
to see that there exist τ  σB and δ < ε4 such that for all t0  τ , t  t0, z, z′ ∈ B with∣∣H(ϕ(t, t0, z0))− H(z′)∣∣< ε
4
.
This implies:
∀z ∈ Bδ(Γdi ), ∀t  t0: ϕ(t, t0, z0) ∈ B ε4 (Γdi ), i = 1,2,
where d1 = c − ε2 and d2 = c + ε2 ; in particular we have
∀z ∈ Bδ(Γd1): H(t0, z) d1 +
ε
4
< c,
∀z ∈ Bδ(Γd2): H(t0, z) d2 −
ε
4
> c.
Now, if z ∈ Γc and {zi} = Γdi ∩ R(z), i = 1,2, then H(t0, z1) < c < H(t0, z2), and the continuity of H
implies the existence of some z0 ∈ R(z) between z1 and z2 with H(t0, z0) = c.
To prove (iii), we ﬁrst derive a priori estimate for such a ϕ . We have ϕ(t) ∈ G− for all t , and
with (3.18)
∣∣H(u(t), v(t))− H(p4)∣∣ 1
2
MG−e
2t . (3.20)
By Taylor’s formula, for all (u, v) in a neighborhood of P4 one has
H(u, v) − H(P4) = − p + 1
2(p − 1)
(
N − 2
2
) 4
p−1(
u − N − 2
2
)2
− p + 1
p − 1
(
N − 2
2
) 4
p−1(
u − N − 2
2
)(
v − N − 2
2
)
− p + 1
4
(
N − 2
2
) 4
p−1(
v − N − 2
2
)2
+ o
(∣∣∣∣(u − N − 22 , v − N − 22
)∣∣∣∣2),
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∣∣∣∣u − N − 22
∣∣∣∣2 + ∣∣∣∣v − N − 22
∣∣∣∣2  C1∣∣H(u, v) − H(P4)∣∣ (3.21)
for some C1 > 0 in a neighborhood of ( N−22 ,
N−2
2 ). The decomposition (2.10) for P4 is
η˙(t) = Aη(t) + h1
(
η(t)
)+ h2(t, η(t))
where
A :=
(
− N−22 − (N−2)p2
N−2
2
N−2
2
)
, λ1,2 = ±N − 2
2
√
p − 1i,
h1(z) :=
(−u2 − puv
uv + v2
)
, h2(t, z) :=
(
−(q − (N − 2))(u + N−22 ) e
2t
1+e2t
0
)
.
Hence for small t, σ ∈R,
η(t) = e(t−σ )Aη(σ ) +
t∫
σ
e(t−s)A
(
h1
(
η(s)
)+ h2(s, η(s)))ds. (3.22)
We want to let σ → −∞. It follows from (3.20) and (3.21) that
∣∣η(t)∣∣= O (et), t → −∞. (3.23)
Moreover, s → esA is bounded on R, and (3.22) and (3.23) imply that for σ → −∞,
η(t) =
t∫
−∞
e(t−σ )A
(
h1
(
η(s)
)+ h2(s, η(s)))ds. (3.24)
Now, we will construct a ϕ(t) → P4, that is, a solution η(t) → t of (3.24). The estimate (3.23) suggests
consider the Banach space
XS :=
{
η ∈ C(−∞, S], t → e−t∣∣η(t)∣∣ is bounded on (−∞, S]}
equipped with norm
‖η‖ := sup
tS
e−t
∣∣η(t)∣∣, |z| := |z1| + |z2|, z = (z1, z2) ∈R2.
If we denote by Fη(t) the right side of (3.24), the deﬁnition of h1, h2 and (3.23) give with constants
C2, C3, C4,
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tS
e−t
t∫
−∞
C2
(∣∣η(s)∣∣2 + ∣∣η(s)∣∣+ 1)e2s ds
 C2 sup
tS
e−t
t∫
−∞
((‖η‖2 + 1)e2s + ‖η‖e3s)ds
 C2
((‖η‖2 + 1)eS + ‖η‖e2S),
‖Fη1 − Fη2‖ sup
tS
e−t
t∫
−∞
C3
(∣∣u21 − u22∣∣
+ |u1v1 − u2v2| +
∣∣v21 − v22∣∣+ |u1 − u2|e2s)ds
 C4 sup
tS
e−t
t∫
−∞
(‖η1‖ + ‖η2‖ + eS)‖η1 − η2‖e2s ds
 C4
(‖η1‖ + ‖η2‖ + eS)‖η1 − η2‖eS .
For any r > 0, S ∈R which satisfy
C2
(
r2 + 1+ reS)eS  r, C4(2r + eS)< 1 (3.25)
F is a contraction map in the closed ball in XS of radius r about the origin. The unique ﬁxed point
η(t) is a solution of (3.24). Therefore, ϕ := η + ( N−22 , N−22 ) solves (MSp, N−22 (p+1),N ) and η(t) → P4.
Now let ϕ1, ϕ2 be two solutions with ϕ1(t),ϕ2(t) → P4. Then ηi = ϕi − ( N−22 , N−22 ) satisﬁes (3.24)
and there exist ri > 0, Si ∈ R with ‖ηi‖  ri in XSi , i = 1,2. There exists S  min{S1, S2} which
satisﬁes (3.25) for r :=min{r1, r2} and ‖ηi‖ r in XS . Hence η1 = η2 and ϕ1 = ϕ2. 
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