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In this dissertation I analyze contradictions between predictions from economic theory and em-
pirical observations. The first observation is the fact that standard statistical tests fail to reject the
null hypothesis of non-stationarity in real effective exchange rates, while economic theory tells
us that these inflation adjusted and trade weighted exchange rates should be stationary. The
second observation is that managing a portfolio’s leverage according to volatility and reducing
risk in times of high volatility tends to be beneficial to long-term performance. This challenges
the conventional wisdom since the underlying strategy takes on less risk during periods that
should be rewarded by higher risk premia and is still able to generate high returns on average.
The third observation is that investors tend to pay for analyst forecasts that are inferior to fore-
casts from a randomwalk, while previous literature suggests that there are excess returns to be
earned by doing the exact opposite of what these analysts suggest. In sum, I am able to con-
tribute to resolving the first issue, confirm and add new perspectives on the second, and find
similar results on the third, while adding additional analyses, although the portfolios built on
the idea of betting against analyst forecasts tend to not work out as well as expected.
The first chapter,What Flows Around Comes Around: Mean Reversion and Portfolio Flows, is co-
authored with Alexander Thoma. We analyze the mean reversion properties of real effective
exchange rates (REERs) using a quantile autoregression framework. Our results suggest that
REERs tend to be stationary andmean-revert after large deviations from long-runmeans. How-
ever, the mean reversion process tends to be non-linear and depends on the degree of deviation
from long-run equilibrium levels. For the most extreme quantiles, we find deviation half-lives
smaller than one year. Additionally, we link these mean reversion effects to international port-
folio flows. Using a panel regression setup, we find that net non-resident debt flows move the
REER back towards its equilibrium value by 1.78% per month in the most extreme quantiles.
Our results show that a more powerful statistical approach is able to detect stationarity in near
unit-root processes and that portfolio flows tend to have a substantial influence on currencies
after big shocks, which in turn leads to faster convergence rates to fair values when compared
to smaller deviations from equilibrium.
The second chapter,Understanding Volatility-Managed Portfolios, is joint work with Georg Ce-
jnek and also investigates the properties of financial time series. It is a known fact, that volatility
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tends to mean revert; however, the common assumption that strategies which delever during
times of heightened economic uncertainty underperform buy-and-hold strategies, proved to be
wrong. We analyze the properties of volatility-managed strategies and link them to cash-flow,
discount-rate and volatility news. We find that while volatility management generates signif-
icant alphas, it does not substantially change the exposure to other risk factors. By running
market timing regressions, we find that volatility management is not able to statistically signif-
icantly time the market, but it does change the return distribution and exposure to big market
movements. Since volatility management mostly does the opposite of a popular market tim-
ing strategy, which is based on a measure of risk-neutral variance, we test how these strategies
perform against each other. Interestingly, a combination of both of these approaches tends to
perform best, thereby posing another puzzle to the asset pricing literature.
In the third chapter, Analyst Forecasts and Currency Markets, I analyze the predictive power of
analyst forecasts for future currency movements and create currency portfolios based on these
forecasts. While the median analyst forecasts tend to strongly underperform forecasts based
on a random walk and market based forward rates, they perform better than other groups of
forecasts, such as global systemically important banks, non-systemically important banks, or
recent winners in terms of forecasting ability. By running a fixed effects panel regression, I
check if the individual forecasts by global banks are different from smaller and local players.
My results suggest that this is not the case; however, global banks tend to have smaller forecast
error variance than the group of smaller banks when controlling for time and currency fixed
effects, besides fixed effects for each contributing institution. I could not extend and confirm
previous results on survey-based expected returns, which showed that there is value in betting
against analyst forecasts. However, my results are consistent across groups of currencies and
show that both time-series and cross-sectional versions of portfolios built from median analyst
forecasts tend to underperform established risk factors in a currency universe, such as the dollar
factor, value, momentum, carry, and are spanned by them.
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German Abstracts
What Flows Around Comes Around: Mean Reversion and Portfolio Flows
Diese Arbeit analysiert die statistischen Eigenschaften realer effektiver Wechselkurse (REERs)
auf Mittelwertrückkehr mittels eines semi-parametrischen Quantilsautoregressionsverfahrens.
Diese Methode ist robust gegenüber nicht-normalverteilten Daten und erlaubt es, asymmetri-
sche und dynamische Wertveränderungen in Richtung des langfristigen Durchschnitts der RE-
ER zu erfassen, welche von der Störgröße bzw. der Abweichung der REER vom Durchschnitt
abhängen. Da keine geschlossene Lösung für die asymptotische Verteilung der angewandten
Tests existiert, wird ein statistisch robustes Bootstrap-Verfahren durchgeführt. Unter Verwen-
dung eines Datensatzes von 29 Ländern über den Zeitraum von 1980 bis 2017 zeigen wir, dass
sich REERs nach starken Abweichungen vom langfristigen Mittelwert diesem nichtlinear annä-
hern. Die dynamischen und asymmetrischenWertveränderungen hin zum langfristigen Durch-
schnittswert hängen dabei von der Größe der Abweichung ab. In manchen Ländern zeigen die
Abweichungen in den extremen Quantilen der Verteilung Halbwertszeiten von weniger als ei-
nem Jahr. Außerdemweisen Panelregressionen darauf hin, dass diese Eigenschaft durch Portfo-
lioflüsse erklärtwerden kann.Nach großenAbweichungen der REERs vom langfristigenDurch-
schnitt folgen Investitionen in festverzinsliche Wertpapiere von institutionellen Investoren. Die
resultierenden Portfolioflüsse stehenmit einer Aufwertung der REERs in Zusammenhang, wel-
che von dem Ausmaß der Abweichung in den REERs abhängt, und führen zu einer schnelleren
Mittelwertrückkehr. Im äußersten Quantil der Verteilung führen diese Portfolioflüsse zu einer
Mittelwertrückkehr von 1.78% pro Monat.
Understanding Volatility-Managed Portfolios
Eine neue Arbeit von Moreira und Muir (2017) zeigt, dass Portfolios, welche ihre Investitions-
quote in Abhängigkeit vergangener Marktvolatilität steuern, entgegen der ökonomischen In-
tuition des Risiko-Ertrags-Verhältnisses in der Lage sind robuste und signifikante Alphas zu
generieren. Die vorliegende Arbeit analysiert den Mechanismus, der zu der Überrendite volati-
litätsgesteuerter Portfolios führt. Mittels Regressionen, die die Timing-Fähigkeiten der Strategie
testen und die Renditen von volatilitätsgesteuerten Portfolios mit Änderungen in Cash-Flows,
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Diskontierungssätzen und Volatilität in Zusammenhang setzen, zeigen wir, dass Volatilitäts-
management Überrenditen erzeugt, indem die Portfolios in guten Zeiten stärker gehebelt wer-
den, ohne die Exposition zu fundamentalen Risikofaktoren signifikant zu erhöhen. Im Gegen-
teil, während der herausforderndsten Perioden in Bezug auf Cash-Flow-, Diskontierungssatz-
und Volatilitätsveränderungen, zeigte das volatilitätsgesteuerte Portfolio geringere maximale
Verluste und erhöhte dadurch den Investorennutzen. Darüber hinaus vergleichen wir volatili-
tätsgesteuerte Portfolios mit populären Timing-Strategien, die auf einem Maß risikoneutraler
Varianz, welches als untere Begrenzung für die erwartete Marktrisikoprämie dient, basieren.
Wir stellen fest, dass Strategien, die Elemente aus beiden Ansätzen, Volatilitätsmanagement
und Markttiming basierend auf risikoneutraler Varianz, enthalten, in jüngerer Vergangenheit
Überrenditen generieren konnten und signifikante Alphas in Regressionsanalysen mit mehre-
ren Faktoren aufweisen und damit die Asset Pricing Literatur um eine weitere bisher unbeant-
wortete Fragestellung ergänzen.
Analyst Forecasts and Currency Markets
Es wird eine Untersuchung der Prognosegüte, Richtgenauigkeit, Rationalität und des ökono-
mischen Nutzens von Analystenprognosen sowie der Eigenschaften von Währungsportfolios,
die aus diesen Prognosen konstruiert wurden, für 30 Währungspaare von 2006 bis 2020 durch-
geführt. Meine Resultate zeigen, dass die Analystenerwartungen in Bezug auf ihre Prognose-
eigenschaften einem Random Walk und Terminkursen unterlegen sind, dass sie verzerrt sind
und keinen signifikanten ökonomischenNutzen für Investoren haben. Analystenprognosen von
weltweit systemrelevanten Banken unterscheiden sich dabei nicht signifikant von anderen Ban-
ken. Die Medianprognosen weichen teilweise stark von Markterwartungen ab, während eine
höhere Streuung der Prognosen imQuerschnitt tendenziell positiv mit zukünftigenWährungs-
renditen assoziiert ist. Aus Prognosen konstruierte Währungsportfolios neigen dazu, deutlich
schlechter abzuschneiden als etablierte Risikofaktoren wie der Dollarfaktor oder Value-, Carry-
und Momentumportfolios und werden von diesen in Regressionen vollständig erklärt. Meine
Resultate zeigen, dass aus Analystenprognosen extrahierte Ertragserwartungen tendenziell ne-
gativ mit tatsächlich realisierten Renditen in Währungsmärkten zusammenhängen und tragen
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Chapter 1
What Flows Around Comes Around:
Mean Reversion and Portfolio Flows
Joint work with Alexander Thoma.
Abstract
This paper investigates mean reversion properties of real effective exchange rates (REERs)
using a semi-parametric quantile autoregression approach. This method accounts for non-
normality and captures asymmetric and dynamic adjustments towards the REER’s long run
equilibrium, conditional on the size of the shock to the REER. Due to the nonstandard lim-
iting distribution of our tests, we apply a resampling procedure for robust inference. Using
a sample of 29 countries over the period 1980–2017, we indeed show that the REER features
non-linear mean-reverting tendencies following large shocks. The REER adjusts dynamically
and asymmetrically towards its long run equilibrium, conditional on the size of the shock. We
find half-lives of less than one year in some cases for the most extreme quantiles. Addition-
ally, panel regressions indicate that this behavior can be explained by portfolio flows. Large
deviations in the REER from its long runmean are followed by debt portfolio flows from inter-
national investors. These flows are associated with an appreciation in the REER, conditional
on the level of deviation and the shocks incurred, leading to faster mean reversion in REERs.
In the most extreme quantile, the flows move the REER back towards its mean by 1.78% per
month.
Keywords: Currency value, real effective exchange rates, purchasing power parity, currency
returns, forward premium puzzle, uncovered interest rate parity, portfolio flows, balance of
payments
JEL Classification: F31, F32, E01, E44, E71, G10, G11, G15, G40
1
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1.1 Introduction
We investigate the properties of real effective exchange rates (REERs) and the source of their
volatility. The REER is important in asset management because investors who employ a carry
trade strategy use it to time their investments. These investments are aggregated into debt and
equity portfolio flows in the balance of payments. Combes et al. (2012) show that portfolio
flows are largely responsible for movements in REERs. Their estimates suggest that a 1 percent-
age point increase in the ratio of portfolio flows to GDP is associated with a 7.8% appreciation
in REER per annum. Their model results in REER shock half-lives of about 3 years from an
error correction term of about 0.2, but they do not distinguish depending on the magnitude
of REER disequilibrium. Furthermore, their usage of annual data does not capture the correct
behavior of international carry investors who often try to exploit short-term undervaluations in
a currency, that often shows a corresponding yield spike, to time their investments. Therefore,
higher frequency data is needed to capture these effects (quarterly or even monthly).
This paper contributes to the literature on purchasing power parity (PPP) puzzles by testing
for stationarity inREERs and linking the speed ofmean reversion to the degree of deviation from
PPP-implied equilibria and international non-resident portfolio flows. We test if there is mean
reversion in REERs using a broad sample of countries with differing degrees of development.
Additionally, we check if movements in these REERs towards long-run equilibria can be traced
back to international capital flows by using monthly portfolio flow data gathered directly from
the balance of payments of central banks. This is important, because it closes the gap between
standard academic research on purchasing power parity (PPP), which mostly employs real ex-
change rates (RER) (see Glaus and Thoma (2018) for an overview), and the practical field of
currency carry trading (CCT) in assetmanagement, where REER and its deviation from equilib-
rium value is often used for currency valuation and as an indicator to time investment decisions.
The REER offers the benefit of not being sensitive to the choice of numeraire, as opposed to the
RER.While earlier studies failed to provide empirical evidence of PPP, more recent papers were
able to reject the null of a unit root in real exchange rates. The reason for this is, besides longer
REER time series, that more powerful statistical tests on mean reversion have been developed
over the years.
We provide evidence that REERs exhibit strong non-linear and asymmetric mean-reversion
when they are far away from their PPP implied equilibriumand that the speed ofmean reversion
depends on the level of development of the underlying economy. While emerging and frontier
markets may suffer from large shocks and exchange rates may overshoot, a high carry, paired
with an overshooting and highly depreciated currency, significantly increases portfolio debt and
equity flows. This againwill quickly drive rates back towards equilibrium. The crucial threshold
is a high yield and a forward discount. Thus, timing long-term investments by evaluating the
level of REER disequilibrium ought to work for CCTs.
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Nikolaou (2008) uses a quantile autoregression (QAR) approach to show the properties of
RER. This method allows the stochastic process to be asymmetric and non-linear around its
mean. To this end, RER is shown to be mean-reverting when its value is far away from equilib-
rium and the move towards its mean is faster when the disequilibrium is higher. Furthermore,
she shows that the process reverts back faster when the currency had depreciated than when
it had appreciated beforehand. This is helpful when trying to assess a long position in a high
yielding currency. We are going to use a similar approach for a longer sample of REER data and
try to show similar results. In a next step, we study the relationship between portfolio flows,
i.e. net non-resident portfolio investments, of a country and its REER using a panel regression
framework, in order to give an economic reasoning behind the different speeds of adjustment
observed in the data. Portfolio flows are the sumof all investments and disinvestments in stocks,
funds, bonds etc. by non-residents of a given country in and out of that same country for a
given month. Positive portfolio flows indicate that on an aggregated level for a given month,
non-residents of a certain country have purchased more financial assets than they have sold of
that same country. Our understanding is that international investors heavily invest in countries
that have experienced large shocks to its REER (mostly accompanied by high yields on securi-
ties, because central banks are often forced to hike their interest rates in order to stop outflows).
These large investments should be reflected in high positive portfolio flows (i.e. inflows) and
thus observable in the data provided by central banks. Large portfolio inflows should quickly
drive the REER back to its long-run equilibrium, i.e. have an appreciation effect on the REER,
in case of an undervalued currency.
We find that mean reversion is present in 13 out of the 29 countries and that the speed of
reversion differs conditional on the shock size. The half-lives are as short as a few months in
the extreme quantiles and we find asymmetries in the process. Furthermore, total as well as
debt portfolio inflows lead to a significant appreciation in the REER after a shock occured. In
the most extreme quantiles, debt portfolio flows lead to a monthly appreciation in the REER
of approximately 1.78% in low-income countries. We pin this behavior to the existence of large
international institutional investors that buy short and long term debt securities after a shock,
thereby driving the REER back to its long run mean. This is, in particular, the case, if a shock
occurs on top of an already existing large deviation.
The rest of the paper is organized as follows: Section 1.2 reviews the relevant existing liter-
ature, Section 1.3 describes the applied methods. Section 1.4 contains the obtained results and
comments on them. Finally, Section 1.5 concludes.
1.2 Related Literature
The economic literature describes two puzzles in international macroeconomics related to PPP.
The first puzzle is the fact that many post-Bretton-Woods studies, such as Roll (1979) and Adler
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and Lehmann (1983), failed to find stationarity in RER with the data and tests they had at their
disposal at their time. Taylor et al. (2001) and Taylor and Taylor (2004) provide an excellent
overview of the literature and the tests employed so far. The second puzzle was laid out by
Rogoff (1996). He argues that there is a mismatch between the persistence of deviations in the
RER and the high short-term volatility1 of RER. On average, shocks dampen out at half-lives of
three to five years. The size and type of such a shock ought to play a role in the mean reversion
properties of RER, which became evident with the second puzzle.
As Dornbusch (1976) points out, PPP is a long-run equilibrium relationship. In the short-
run, significant deviations (overshooting of exchange rates) can occur due to sticky nominal
prices. It is thus not surprising that the standard unit root tests were not able to provide evi-
dence in favor of PPP in the short-run. However, the standard unit root tests have also too little
power to prove that PPP holds in the medium to long term, mainly because of the non-normal
distribution of RERs2 and the constant speed of adjustment that is implied by these models,
i.e. the size of the shock and the deviation does not matter for the speed at which the RER re-
verts back to its PPP-implied equilibrium value. Still, the testing of long-run behavior gradually
evolved over timewith a few innovations that allowed the RER process to have a different speed
of adjustment depending on the level of disequilibrium from PPP. From a theoretical point of
view, the differences in speed of adjustment were rationalized by arbitrage arguments (Taylor
et al. (2001); Obstfeld and Taylor (1997); Michael et al. (1997); Dumas (1992)).
The first of the aforementioned innovations was using standard unit root tests with longer
samples, as seen in Cheung and Lai (1993) and Lothian and Taylor (1996). The reasoning be-
hind that was that mean reversion would materialize itself only in the long-run and more data
would increase the power of the statistical tests significantly. The second innovation was in-
troduced by using longer samples with panel unit root test, as seen in Taylor and Sarno (1998),
Frankel and Rose (1996) or Papell and Theodoridis (1998). Both with longer samples and panel
tests, the results didn’t match expectations as standard (linear) unit root tests do not model the
underlying RER process correctly by assuming constant dynamics.
The third strand of innovation are parametric unit root tests using regime switching mod-
els. Their complex structure allows for non-normally distributed RERs and dynamic adaption.
These tests employ a regime switching function that should reproduce the behavior of RERs
more accurately. The RER is allowed to have different speeds of adjustment in different states
depending on the regime (Michael et al. (1997); Leon and Najarian (2005)). Other papers use
Markov Switching (MS) functions for modeling the RER process. These functions help to an-
alyze the RER approximately as various normal distributions by permitting different moments
and speeds of adjustment (Sarno and Valente (2006); Engel (1994); Engel andHamilton (1990);
1The extreme volatility in RER likely stems frommonetary and financial market shocks. Those shocks are of nom-
inal nature and only dampen out in themedium termbecause nominal prices are sticky in the short term (Dornbusch
(1976)).
2McLachlan and Peel (2000) show that the RER distribution is rather leptokurtic.
4
1.2. Related Literature
Leon and Najarian (2005)).
The fourth type of innovation are non-linear unit root tests employing either different forms
of ThresholdAutoregressive (TAR) (Tong (1990)) or SmoothTransitionAutoregressive (STAR)3
models (Teräsvirta (1994); Granger et al. (1993)) to test for mean reversion while allowing for
different speeds of adjustment towards the PPP-implied equilibrium level. TARmodels are mo-
tivated by the theoretical arbitrage argument of the band of inaction (threshold) around the RER
(Dumas (1992)). Within this band, the transaction costs are higher than the expected trade
gains caused by the deviation from the PPP-implied equilibrium value. This leads to the per-
sistence of RER disequilibrium and only causes the RER to revert back to its mean if it is far
enough away from equilibrium. Hence, inside the band of inaction, the RER behaves like a unit
root process (Obstfeld and Taylor (1997); Leon and Najarian (2005); Sarno et al. (2004)). In
the framework of STAR models, the speed of adjustment is smooth and not discrete and ad-
justments are not triggered by some threshold. The adjustment happens in every period but
varies with the degree of disequilibrium, i.e. the adjustments are quicker for larger deviations.4
Taylor et al. (2001), Kapetanios et al. (2003), Michael et al. (1997) and Christopoulos and León-
Ledesma (2010) all employ some form of a STAR model to show stationarity in RER.
The fifth innovation is a new econometric framework coined quantile autoregression (Koenker
and Xiao (2004); Koenker et al. (1994)). Similar to STAR and TAR models, it allows for non-
linear mean reversion in the RER process, but accounts for asymmetric behavior of RER shocks.
QAR uses the conditional distribution (size of the shock) while STAR and TAR models use the
unconditional distribution (size of the deviation) of the RER. Depending on the shock, QAR
models have different speeds of adjustment when the RER is above or below its equilibrium
point. The theoretical argumentation in favor of symmetric behavior comes from the arbitrage
argument mentioned above. The band of inaction does not distinguish between the RER being
above or below its equilibrium value, because arbitrage works both ways (Taylor et al. (2001)).
However, other studies have suggested that central banks are more prone to intervene in case of
an appreciation in the RER rather than a depreciation, because they want to avoid hurting the
export industry. This behavior leads to asymmetric adjustment in the RER process. Arguments
in favor of such central bank behavior can be found in Taylor (2004) andDutta and Leon (2002).
Empirical evidence for asymmetric mean reversion in the RER is shown by Leon and Najarian
(2005). Empirical applications of the QAR approach on RER can be found in Nikolaou (2008).
In her study, she shows that large shocks are followed by strong mean reverting behavior in
the RER (half-lives of one year or less) and that such reversion is faster when shocks happen
3Depending on the form of the transition function (exponential or logistic), ESTAR or LSTAR is frequently used
in the RER literature. The transition function employed allows for a smooth transition between the regimes and
models the adjustment of the RER symmetrically, i.e. deviations above and below equilibrium adjust in the same
way. For asymmetric mean reversion, see the QAR approach below.
4Taylor et al. (2001) simulate shocks hitting the RER when it already is in strong disequilibrium. In this sce-
nario, the RER very quickly reverts back to its mean with half-lives as low as 10 months, thereby emphasizing the
importance of shock size and degree of disequilibrium to the speed of mean reversion in RERs.
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on top of an already large deviation in the RER from its equilibrium value5. Additionally, she
shows that the RERmean reversion behaves asymmetrically with reversion being faster for val-
ues below its PPP-implied equilibrium than for values above it. Ferreira (2011) applies QAR
tests to RERs and finds two possible sources of asymmetry in the adjustment process of RERs,
namely heteroscedasticity, i.e. RER dispersion varies with the degree of deviation, as well as
probabilities of changes in RERs, that is, an appreciation (depreciation) becomes more likely,
when the underlying currency is depreciated (appreciated). Additionally, these probabilities
are not symmetric.
As far as applications of the aforementioned unit roots test to REERs go, the empirical ev-
idence is rather scarce. Kutan and Zhou (2015) find evidence in favor of non-linear mean re-
version for developed countries by employing STAR models. Glaus and Thoma (2018) expand
on this and apply the framework of Christopoulos and León-Ledesma (2010) that allows for
structural breaks6 in the data on a large body of frontier and emerging countries. The results
suggest that non-linear mean-reversion is stronger for emerging and frontier countries than for
developed ones and that the REER processes of these countries features multiple temporary
structural breaks. Bahmani-Oskooee et al. (2018) apply several linear and non-linear quantile
unit root tests on REERs of 29 African countries and find evidence for mean-reversion in 15
out of them. However, all of these studies focus only on the statistical properties of the REER
process, without linking the possible economic effects of international portfolio flows to these
developments and taking into account the degree of deviation from PPP-implied values in the
RER and REER, respectively, at the same time.
1.3 Empirical Methodology
This section describes how REERs are constructed and introduces the applied quantile autore-
gression framework developed by Koenker and Xiao (2004) and Koenker et al. (1994). This
approach has power gains over the augmented Dickey–Fuller (ADF) test when the underlying
time series do not follow a normal distribution, which is the case for most of our REER time
series, as the Jarque-Bera test results in Table 1.1 show.
1.3.1 Construction of Real Effective Exchange Rates
REERs are inflation adjusted and trade weighted indices that proxy for a currency’s strength in
comparison to a basket of other currencies. They can be interpreted as ameasure of a currency’s
5As Nikolaou (2008) points out, shocks and deviations from equilibrium are closely related. While a shock and
a deviation are equal when they occur in the same time interval and the shock happens at the equilibrium point,
shocks can also occur when the RER is already far below or above its equilibrium level. Thus, deviations are equal
to the addition of multiple shocks to the RER.
6The structural breaks are captured by transforming the data process in a Fourier function that features smooth
temporary mean changes (Christopoulos and León-Ledesma (2010)).
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or country’s competitiveness. Due to the fact that there are usually several trade partners, the of-
ten arising problem of dollar dependence of RERs, that only compare the home country’s price
level to one base country (usually the United States), is mitigated. Hence, REERs reflect a cur-
rency’s true underlying economic value more accurately than RERs. If there is mean reversion
towards a PPP-implied equilibrium, it should be observable not only in RERs, but especially in
REERs.
The REER is constructed as follows:













REERi, NEERi and NBERij represent the real effective, nominal effective and nominal bi-
lateral exchange rate, quoted indirectly, of country i with respect to the currencies of countries
j ∈ {1, . . . , n | j 6= i}. CPIi and CPIj are the consumer price indices of country i and j while
wj denotes the trade weight of country j. The conditions wj > 0 and
∑n
j=1wj = 1 have to hold.
Due to themechanics of (1.1) an appreciation of the home currency leads, ceteris paribus, to
an increase in the REER. This is also the case for, on average, lower foreign inflation rates, while
higher domestic inflation elevates the REER. Positive changes in the REER indicate apprecia-
tions and therefore potential losses in competitiveness (Combes et al., 2012). In general, the
REER can be seen as a weighted average of bilateral RERs. Several factors influence the REER
at different frequencies. Sorted by ascending order of occurrence of changes there are the trade
weights wj , the inflation ratio CPIiCPIj and the spot exchange rate NBER, all with respect to sev-
eral other countries. The REER data used in this analysis were obtained from the International
Monetary Fund’s (IMF) International Financial Statistics (IFS) database, ranging from January
1980 to December 2017.
1.3.2 The AR(1) case
Assuming that REER deviations from the long-run mean follow an autoregressive process of
first order, we define our AR(1) process as:
yt = α0 + α1yt−1 + εt, (1.2)
where yt = qt−µ, with qt denoting the logarithm of the REER and µ representing the uncondi-
tional mean of qt. As µ is the long run equilibrium level of the REER, the log-demeaned REER
yt captures deviations from its equilibrium value. The augmented Dickey-Fuller formulation of
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(1.2) is:
yt = α1yt−1 +
q∑
j=1
αj+1∆yt−j + ut, (1.3)
t = 1, 2, . . . , T
Under regularity conditions, yt contains a unit root and is persistent if α1 = 1. It is stationary
if |α1| < 1 and explosive if α1 > 1. The autoregressive coefficient α1 is not only important for
measuring the degree of persistence in the REER time series, but also to estimate deviation half-






The quantile autoregression framework developed by Koenker and Xiao (2004) has advan-
tages compared to the ADF test, should the underlying process exhibit non-normal innovations.
Thereby, one can test for global as well as local mean reversion. Hence, one can explicitly check
for a unit root at different quantiles, in which the REER is hit by shocks of different signs and
sizes.
Koenker and Xiao define the τ -th conditional quantile of yt, which depends on the filtration
Ft−1, as a linear function of lagged yt and its differences as:
Qyt (τ |Ft−1) = x>t α (τ) (1.5)
with xt = (1, yt−1,∆yt−1, . . . ,∆yt−q), α (τ) = (α0(τ), α1(τ), . . . , αq+1(τ)) and α0(τ) represent-
ing the τ th quantile of ut. We are interested in α1(τ) as it measures the speed of mean reversion
of the investigated process within each quantile.
In our case of a QAR(1) the filtration equals the information set of lagged yt. The estimation





ρτ (yt − x>t α(τ)) (1.6)
where ρτ (u) = u(τ − I(u < 0)) as in Koenker and Bassett (1978) and I being the indicator
function. Therefore, all data points are used when estimating the QAR, but they are weighted
such that the residuals are part of the selected quantile.
By applying this methodology, we can check if shocks that hit the REER at different quan-
tiles do reduce its persistence or not. Based on the recent literature and the band of inaction
argumentation, we expect the REER to exhibit unit root behavior for small shocks. On the other
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hand, we expect to see strong mean reverting patterns after big shocks, which can be inter-
preted as strong changes in the underlying currency’s valuation (in combination with inflation
changes). If the mean reversion following big shocks is strong enough, the underlying REER
time series could even become globally stationary.
1.3.4 Testing for stationarity and estimating half-lives
Koenker and Xiao (2004) suggest the following t-ratio statistic to investigate yt at different quan-
tiles τ and for constructing the Quantile Kolmogorov-Smirnov (QKS) test. The formula gives,
for any fixed τ , the quantile regression counterpart of the augmented Dickey-Fuller t-ratio test








where f(F̂−1(τ)) is a consistent estimator of f(F−1(τ)), f is the density and F the cumulative
density function of ut in (1.3). Y >−1 is a vector of lagged dependent variables (yt−1) and PX is
the projection matrix onto the space orthogonal to X = (1,∆yt−1, . . . ,∆yt−q).
To analyze the unit root hypothesis over a range of quantiles, Koenker and Xiao propose a




Using the QKS, we test if a process is globally stationary, that is, if it is globally mean reverting,
although it might follow a unit root over some quantiles. As opposed to applying the conven-
tional ADF t-ratio test, this procedure enables investigating the dynamics of ytmore thoroughly.
Since the limiting distribution of tn(τ) is nonstandard and depends on nuisance parameters,
Koenker and Xiao (2004) suggest the following resampling approach to generate critical values
for tn(τ). In the following, stars indicate bootstrapped variables.




β̂j∆yt−j + ût (1.9)
save the estimates βj for j = 1, 2, . . . , q and the residuals ut.
2. Draw a bootstrap sample of the errors {u∗t } from the empirical distribution function of the
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with β̂j equaling OLS estimates in (1.9) and initial values ∆y∗j = ∆yj for j = 1, 2, . . . , q.







5. Using the bootstrapped y∗t , compute the corresponding tn(τ) and QKS, denoted by t∗n(τ)
and QKS*.
6. Repeat steps 2 to 5 10.000 times. We repeat these steps in 3 different blocks. Then, compute
the empirical distribution function of t∗n(τ) andQKS* of the 10.000 samples in these distinct
blocks. Afterwards, use the empirical distribution function to approximate the cumulative
distribution function in order tomake inference on the bootstrapped p-values. LetC∗t (τ, θ)
be the (100θ)-th quantiles of t∗n(τ), that is,
P ∗[t∗n(τ) ≤ C∗t (τ, θ)] = θ.
Then the unit root hypothesis will be rejected at the (1− θ) level if tn(τ), i.e. the original,
non-bootstrapped, result of the tn-ratio test statistic, fulfills: tn(τ) ≤ C∗t (τ, θ).
Hence, we can check if the REER processes are locally and globally mean reverting by com-
paring the tn and QKS test statistics to their bootstrapped distributions obtained by the pro-
cedure outlined above. Additionally, this approach enables us to compute the corresponding





1.3.5 Panel Regression Models
Besides testing if there is indeed mean reversion in REERs in the countries within our sample,
we further want to test if international portfolio flows influence REERs. The portfolio flow data
are a good proxy of net non-resident purchases and sales of financial assets (equity and debt
instruments) in a given month for a given country. In other words, they are the sum of all in-
vestments and disinvestments made into stocks, funds, bonds etc. by non-residents of a given
country in and out of that same country for a givenmonth. Positive portfolio flows indicate that
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on an aggregated level for a given month, non-residents of a certain country have purchased
more than they have sold financial assets of that same country. We investigate if these flows are
larger in times of high degrees of REER deviations and if these flows move the REER towards
its equilibrium value. Hence, our regression approach consists of a fixed effects panel model7
with a measure of the deviation of the REER from its equilibrium value acting as the depen-
dent variable. This measure is constructed by taking the difference between the REER and its
60 month moving average. As seen in Kutan and Zhou (2015) and Glaus and Thoma (2018),
the REER exhibits mean reverting tendencies andmultiple temporary structural breaks. Taking
a moving average allows structural breaks and new equilibria to be better captured. The differ-
ence between the REER and its moving average is thus one way to measure the deviation to the
equilibrium point. Furthermore, in order to capture the effect of portfolio flows on the REER,
we also estimate the regression using changes in the REER as the dependent variable. First, we
run the regression
∆REERi,t = β0 + β1PFi,t + ΘPFi,t ×QDτ,t,i +QDτ,t,i + δXi,t + αt + γi + εi,t (1.13)
with the following specifications:
• ∆REERi,t: A vector of dependent variables including
– The difference between the REER of country i at time t and its 60 month moving
average (model results in Table 1.5).
– Monthly log changes in country i’s REER from time t-1 to time t (model results in
Table 1.7).
• PFi,t: The net non-resident total portfolio flows of country i at time t in % of its GDP.
• QDτ,t,i: A vector of dummy variables that contains dummies for each quantile τ except
for one. Each dummy takes the value of 1 if the REER of country i at time t is in the the
respective quantile and 0 otherwise. If all dummies are 0 then the REER of country i at
time t is in the quantile containing themedian value. In our case the τ ∈ {0.2, 0.4, 0.6, 0.8}.
Hence, we end up with quintiles.
• Xi,t: A vector of control variables including
– the CBOE Volatility Index (VIX) at time t.
7A lagged REER variable is not included as an explanatory variable in our analysis which means our model
is not a dynamic panel. Alternative (dynamic panel) models would be GMM estimation models (Arellano and
Bond (1991); Arellano and Bover (1995); Blundell and Bond (2000)) or mean group estimator models (Pesaran
et al. (1999); Pesaran and Smith (1995)). While the dynamic panel GMM approach forces all countries to have
identical parameters, which might lead to inconsistent coefficients, the pooled mean group estimator allows short-
term heterogeneity and long-term homogeneity between countries.
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– the steepness of the US-Yield Curve measured by the difference between the 10 year
US-Treasury Bond yield and the 3 month US-Treasury Bill yield.
– the MoM change in the consumer price index (CPI) of country i at time t.
– the difference of the 3 month Treasury Bill yield of country i at time t to the 3 month
US-Treasury Bill Yield at time t.
• αt: Time fixed effects for every month t.
• γi: Country fixed effects for every country i.
The goal of this model is to study the relationship between portfolio flows (measured as
positive net non-resident purchases and sales of investment instruments in a given country for
a given month) of a country and its REER.
Figures 1.B.11 and 1.B.12 in Appendix 1.B plot the REER of each country in the sample to-
gether with the respective portfolio flows over time. We expect an appreciation of the REER,
or a reduction of the deviation to the long-run equilibrium, in a period with high portfolio in-
flows and vice versa. The top and bottom quantile should contain observations with a REER
deviation being already present and a further shock occurring. Thus, we expect the effect of
portfolio flows on the deviation of the REER to be significant when the REER is in its top and
bottom quantile, i.e. flows should move the REER towards its mean when the degree of devi-
ation is high. This would be in line with the findings on RER movements by Nikolaou (2008)
and Taylor et al. (2001), who both show that the speed of adjustment is larger for big shocks,
especially when they occur on top of an already high deviation. Furthermore, we expect the
appreciation effect to be larger when the REER is in its bottom quantile, compared to when it is
in its top quantile. This follows from the asymmetry argumentation described in Section 1.2.
Equation (1.13) can be further refined by splitting the portfolio flows by the type of instru-
ment, that is, debt or equity securities. Allowing for this distinction yields Equation (1.14):
∆REERi,t = β0 + β1PFEi,t + β2PFDi,t + ΨPFEi,t ×QDτ,t,i
+ ΦPFDi,t ×QDτ,t,i +QDτ,t,i + δXi,t + αt + γi + εi,t (1.14)
with the following additional specifications:
• PFEi,t: The net non-resident equity portfolio flows of country i at time t in % of its GDP.
• PFDi,t: The net non-resident debt portfolio flows of country i at time t in % of its GDP.
This distinction should give us further insights on the real appreciation effects triggered by
portfolio flows. The same expectations for specification Equation (1.13) also apply to specifica-
tion Equation (1.14), except for the obvious distinction in the flow variables. We further expect
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the effect of portfolio debt flows to bemore relevant for the adjustment of the REERdeviation to-
wards its PPP-implied value than the effect of portfolio equity flows, because currency markets
are assumed to be mostly controlled by large and professional international investors (Cheung
and Chinn (2001)) and intermediaries (Gabaix andMaggiori (2015)) that invest in debt securi-
ties. Equity markets lag debt markets as the former are better suited with regards to investment
size and qualification restrictions for retail investors than debtmarkets. Additionally, debt flows
tend to be significantly larger than equity flows.
1.4 Empirical analysis
This section briefly describes the data, reports standard unit root test results, our quantile au-
toregression setting’s empirics as well as panel regression results for the framework outlined
above.
Our data sample for the flow regressions consists of monthly observations for 18 countries
over the period January 1995–December 20178. The flow data is measured as the total flows that
occur during a specific month for a specific country. The remaining sample size was mostly
dictated by the data availability for monthly portfolio flow data. Still, the sample yields an
extensive list of countries (including 12 emerging and frontiermarkets)when compared to other
studies, as well as a good representation of different economies around the world. Table 1.B.1
in Appendix 1.B gives variable definitions, sources of data and a list of countries. Table 1.B.3
provides the summary statistics and Table 1.B.4 a correlation matrix.
As Table 1.1 shows, emerging countries have higher standarddeviations in their REER series,
than developed countries, which are often close to single digit standard deviations (e.g. France,
Switzerland etc.). Nigeria is clearly the outlier with a standard deviation of 121. Most time
series also have leptokurtic and skewed distributions. The Jarque-Bera test for normality rejects
the null of normality for all countries except the UK and Mexico at the 5% level.
1.4.1 Unit root tests
Table 1.2 contains the linear (standard) unit roots tests. We performed the ADF as well as the
Dickey–Fuller Generalized Leasts Squares (DF–GLS) test on the REER data that is also used for
the quantile autoregression analysis. As seen with both the ADF and DF–GLS tests, for most
countries in the sample the null hypothesis cannot be rejected on any relevant significance level
suggesting non–stationarity in the time series.9 The ADF test results indicate mean reversion at
8The initial panel consists of the same REER dataset over the period January 1980–December 2017 as used in the
QARG analysis. However, all observations with missing portfolio flow values have been droppedwhich reduces the
original 29 countries to 18 remaining countries (see Table 1.B.1).
9See also the QAR Figures 1.A.1 to 1.A.10 in Appendix 1.A, where the blue lines indicate simple linear AR(1)
estimates of the intercept and the autoregression coefficient. In a lot of cases, these simple models are not able to
detect mean reversion patterns with an autoregression coefficient close to one.
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Table 1.1: Summary Statistics of REER Series.
Country N Mean Min. Max. Std. Dev. Skew Kurt. JB. p-val
Belgium 456 98.179 88.7 113.081 4.257 0.200 3.421 6.421∗∗ 4.033%
Brazil 456 78.338 45.834 117.242 14.793 −0.082 1.997 19.626∗∗∗ 0.005%
Bulgaria 300 81.254 34.917 105.343 19.779 −0.522 2.036 25.229∗∗∗ 0.000%
Canada 456 90.419 69.647 108.02 10.497 −0.231 1.869 28.353∗∗∗ 0.000%
Chile 456 102.13 75.386 192.255 22.702 2.236 7.99 853.198∗∗∗ 0.000%
China 456 118.521 65.38 277.129 48.476 1.741 4.955 303.06 ∗∗∗ 0.000%
Colombia 456 93.211 61.262 159.409 24.368 1.115 3.426 97.993∗∗∗ 0.000%
Cote d’Ivoire 456 104.272 66.694 137.116 14.196 0.582 2.58 29.117∗∗∗ 0.000%
Czech.Republic 336 76.175 36.246 109.361 19.421 −0.235 1.768 24.349∗∗∗ 0.001%
France 456 101.103 91.04 115.773 4.772 0.253 3.267 6.203∗∗ 4.499%
Germany 456 102.823 91.98 119.564 5.546 0.604 3.171 28.262∗∗∗ 0.000%
Hungary 327 82.871 51.348 112.932 14.679 −0.212 1.705 25.303∗∗∗ 0.000%
Italy 456 99.353 79.254 119.135 6.727 0.739 3.634 49.093∗∗∗ 0.000%
Japan 456 96.977 65.616 146.891 17.227 0.159 2.362 9.653∗∗∗ 0.801%
Malaysia 456 115.806 84.414 184.727 26.362 1.093 3.08 90.957∗∗∗ 0.000%
Mexico 456 98.73 61.439 140.566 15.218 −0.111 3.031 0.957 61.983%
Netherlands 456 97.36 87.425 106.079 3.592 −0.233 2.511 8.663∗∗ 1.315%
Nigeria 456 153.514 43.56 600.469 121.302 1.716 5.231 318.488∗∗∗ 0.000%
Philippines 456 100.39 72.956 134.7 13.833 0.218 2.373 11.091∗∗∗ 0.390%
Poland 327 86.731 40.499 119.451 14.91 −0.788 3.023 33.852∗∗∗ 0.000%
Singapore 456 99.402 81.81 114.907 8.194 −0.083 2.091 16.203∗∗∗ 0.030%
South Africa 456 104.797 61.07 171.058 24.32 0.887 3.36 62.195∗∗∗ 0.000%
Sweden 456 114.432 88.549 148.228 14.628 0.524 2.414 27.392∗∗∗ 0.000%
Switzerland 456 94.456 78.015 120.921 8.243 0.746 2.963 42.339∗∗∗ 0.000%
Ukraine 301 101.786 45.155 235.356 24.475 2.195 11.821 1217.383∗∗∗ 0.000%
United Kingdom 456 116.1 92.572 148.36 10.848 0.082 2.608 3.44 17.904%
United States 456 111.358 92.521 157.199 12.546 1.211 4.338 145.414∗∗∗ 0.000%
Uruguay 456 83.076 48.552 130.26 20.279 0.235 2.246 14.997∗∗∗ 0.055%
Zambia 360 74.848 36.576 120.22 21.521 0.216 1.599 32.236∗∗∗ 0.000%
Note: J.B. stands for the Jarque-Bera test for normality. It follows a χ2 distribution with 2 degrees of freedom. The
symbols ∗, ∗∗ and ∗∗∗ denote rejection of the null at the 10%, 5% and 1% significance levels, respectively.
least at the 10% significance level for 7 countries, namely Belgium, China, Code d’Ivoire (Ivory
Coast), France, Mexico, the Netherlands and Poland, while 6 countries are mean reverting ac-
cording to the DF–GLS test (Brazil, Canada, Italy, Mexico, Ukraine and the United Kingdom).
The only REER that is mean reverting according to both tests is Mexico’s. The number of lags
was chosen by the modified Akaike Information Criterion (MAIC). This table shows the first
PPP puzzle in a nutshell, as evidence in favor of PPP cannot be seen in big parts of the data
when using linear unit root tests. Additionally, the tests disagree on the positives, i.e. countries
that are mean reverting according to ADF do not necessarily share this property when looking
at DF–GLS test results.
1.4.2 Quantile autoregression results
Table 1.3 contains the results of a quantile regression for a range of τs from 2.5% to 97.5%. The
quantiles at the far ends are deliberately chosen to be a bit smaller, enabling us to make more
detailed inference on bigger shocks to the REER. The lag order for the QAR model was cho-
sen using the partial autocorrelation function, as in previous work by Granger et al. (1993),
Teräsvirta (1994) and Taylor et al. (2001). In unreported results (available upon request), we
find, similar to previous empirical work (Nikolaou, 2008), that for almost all countries only the
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Table 1.2: Standard unit root tests.
Dickey–Fuller
Augmented Generalized Minimum
Country Dickey-Fuller Least Squares AIC
Belgium −3.496∗∗∗ −0.827 3
Brazil −2.314 −2.043∗∗ 10
Bulgaria −1.449 0.467 10
Canada −1.665 −1.614∗ 1
Chile −2.442 −0.880 2
China −2.889∗∗ 0.055 1
Colombia −1.491 0.048 1
Cote d’Ivoire −2.980∗∗ −1.155 1
Czech Republic −1.026 0.782 7
France −2.861∗ −0.193 4
Germany −2.569 −0.770 2
Hungary −2.054 0.218 1
Italy −2.392 −1.700∗ 4
Japan −2.033 −1.106 11
Malaysia −1.367 0.160 9
Mexico −3.053∗∗ −2.241∗∗ 7
Netherlands −3.146∗∗ −1.418 2
Nigeria −1.921 −0.907 3
Philippines −2.311 −1.191 9
Poland −3.890∗∗∗ 0.513 2
Singapore −1.595 −1.348 3
South Africa −2.218 −0.719 8
Sweden −1.789 −0.112 1
Switzerland −2.053 −1.207 1
Ukraine −2.225 −2.420∗∗ 13
United Kingdom −2.414 −1.508 5
United States −1.865 −1.621* 2
Uruguay −0.811 −0.898 6
Zambia −1.515 −0.279 7
Note: Numbers reported are test-statistics for the ADF and DF–GLS test. The ADF test was conducted with the null
hypothesis being a random walk with nonzero drift. The DF–GLS test was conducted with the alternative
hypothesis that the process is stationary around a mean instead of a linear time trend. The optimal number of
augmentations for both tests was chosen by MAIC, which is the modified Akaike Information Criterion from Ng
and Perron (2001). All tests were calculated using logs of REER for the respective country for the time-period of
January 1980–December 2017. The critical values for the ADF and DF–GLS tests were taken from MacKinnon
(1996) and are, respectively, −3.44, −2.87 and −2.57, and −2.57, −1.94 and −1.61, for the 1%, 5% and 10% levels
for each test. The symbols ∗, ∗∗ and ∗∗∗ denote rejection of the null at the 10%, 5% and 1% significance levels,
respectively.
first partial autocorrelation coefficient is relevant, i.e. the partial autocorrelation breaks down
after the first lag. Hence, for reasons of comparability, we chose a QAR(1) model for all coun-
tries.
Table 1.3 includes estimates of the intercept α0(τ), the autoregressive coefficient α1(τ), the
tn-ratio test, the QKS test, their p-values as well as half-lives at different quantiles. We test for
the null of a zero intercept using a student t-test and bootstrapped samples. We check if there
is a unit root using the tn statistic within the quantiles and test for global mean reversion with
the QKS test.
We find global stationarity in 13 out of 29 countries at least at the 10% significance level
according to the QKS test results. Some of the developed markets that did not show mean re-
verting REERs either shared a common currency for a long part of the sample (Italy, France) or
have been notorious for such behavior, such as Japan (Nikolaou, 2008). This could be attributed
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to strong productivity differentials and the Balassa-Samuelson effect, i.e. the observation that
consumer prices tend to be higher in more developed countries than in less developed ones
due to more variation in productivity in traded than in non-tradable goods. Emerging coun-
tries that showed no sign of mean reversion either had long trends of depreciation in REER,
such as Malaysia (see Figure 1.B.12 in the appendix) or longer periods of appreciation, such as
the Czech Republic, Hungary or Poland (all three of these countries also have shorter sample
periods starting only in 1990). We find evidence for mean reversion in Belgium, Brazil, Bul-
garia, Chile, Cote d’Ivoire, Mexico, the Netherlands, South Africa, Sweden, Ukraine, the United
Kingdom, Uruguay and Zambia. All of these countries show QKS p-values at least below the
10% level (see Table 1.3).
To get a better understanding of processes’ behavior at different quantiles, we turn to spe-
cific quantiles. As in previous work on RERs, we find that the intercept and autocorrelation
coefficients differ widely across quantiles (Nikolaou (2008)). In our setting, the intercept cap-
tures the magnitude of the observed REER shock in each quantile. A negative (positive) sign
represents a negative (positive) shock that can be loosely interpreted as a depreciation (appre-
ciation)10, as long as inflation doesn’t play too big a role on a monthly basis (Nikolaou (2008)).
That is, the change in the weighted inflation differential between the respective country and
others that are crucial for its REER computation isn’t too dominant, such that the REER move
can be traced back and mainly attributed to a spot exchange rate movement.
Similar to Nikolaou (2008), who investigated RERs, we find monotonically ascending and
rather symmetric intercepts for all countries, which results in similar absolute shockmagnitudes
for positive and negative REER shocks for each country. However, the shock sizes themselves
vary widely across countries. While Brazil has an intercept of −0.1039 log units (see Table 1.3)
in the 2.5% quantile, Belgium only has −0.0146, pointing towards smaller REER movements
in general. One would expect to see this behavior when comparing a developed country to an
emerging market, however, the sheer difference in size is still remarkable.
While the “curves” of intercepts across the quantiles τ look similar for basically all countries,
the autoregression coefficients show significantly more dispersion as Figures 1.A.1 to 1.A.10 in
Appendix 1.A as well as the third row for each country in Table 1.3 show. While countries like
Brazil have a more arch-shaped form, that induces similar speeds of mean reversion on the
outer quantiles, other countries have rather one-sided forms that resemble the arch bridge form
only on one side, such as China. This form induces strong mean-reversion and short half-lives
on one side, while there is more persistence in REER deviations on the other side, i.e. where
the QAR coefficient is closer to one. This behavior could be driven by one-sided central bank
intervention, as discussed in Taylor (2004) and Dutta and Leon (2002).
10Please note the exact opposite interpretation of the intercept’s signs when compared to Nikolaou (2008). This is
due to her using self-calculated RERs from nominal exchange rates (domestic price of foreign currency), such that a
lower RER indicates an appreciation, while we are using the IMF’s standard definition of REER, similar to Combes
et al. (2012), where a positive change in REER is associated with an appreciation of the underlying currency.
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In order to check the robustness of our QKS results, we performed a residual-based block
bootstrap (RBB) procedure proposed by Paparoditis and Politis (2003) and similar to Lima et al.
(2008) who investigated the sustainability of Brazilian debt using this approach. The big ad-
vantage of RBB is that it allows us to simulate the weak dependence in the original data series
by separating residuals in blocks. Ultimately, the test results will depend on the chosen block
length. In our case, we decided on block lengths of 6, 8 and 10 while drawing 10.000 bootstrap
samples per block. The results across blocks are very similar, as Table 1.4 shows. While Ta-
ble 1.3 contains only results for block 6, Table 1.4 shows results for all three blocks, as well as
the bootstrapped critical values for rejecting the null hypothesis of a unit root in the underlying
time series. As can be seen in the rightmost column, the QKS test results of the three blocks
per country agree on the significance or insignificance except for Chile, Germany, Uruguay and
Zambia. The QKS p-values in the three blocks for the latter of these countries are on the brink of
being above or below the 10% level. These results highlight, that there is mean reversion in 13
out of the 29 investigated countries with deviation half-lives as low as 8 months in the extreme
quantiles. We continue by linking these results to portfolio flows that might drive this behavior.
Table 1.3: Quantile autoregression and Koenker-Xiao test results.
Country τ 0.025 0.05 0.10 0.25 0.50 0.75 0.90 0.95 0.975
Belgium α0(τ) −0.0146 −0.0109 −0.0086 −0.0049 −0.0002 0.0046 0.0084 0.0110 0.0146
p-value 0.0025∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0090∗∗∗ 0.9297 0.0094∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0001∗∗∗
α1(τ) 0.9360 0.9657 0.9693 0.9773 0.9822 0.9619 0.9518 0.9530 0.9954
p-value 0.0523∗ 0.0451∗∗ 0.0211∗∗ 0.0709∗ 0.0978∗ 0.0106∗∗ 0.0097∗∗∗ 0.0052∗∗∗ 0.5304
Half-life 10.4825 19.8634 22.2611 30.1873 38.5811 17.8239 14.0263 14.3998 150.9218
QKS/p-value 3.4985/0.0340∗∗
Brazil α0(τ) −0.1039 −0.0770 −0.0434 −0.0139 0.0028 0.0213 0.0416 0.0562 0.0770
p-value 0.0041∗∗∗ 0.0009∗∗∗ 0.0100∗∗ 0.0926∗ 0.5504 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0125∗∗
α1(τ) 0.9250 0.9649 1.0003 1.0141 0.9851 0.9686 0.9493 0.9025 0.8509
p-value 0.1024 0.2665 0.8054 0.9986 0.0523∗ 0.0063∗∗∗ 0.0095∗∗∗ 0.0015∗∗∗ 0.0132∗∗
Half-life 8.8913 19.4007 ∞ ∞ 46.1128 21.7491 13.3215 6.7593 4.294
QKS/p-value 3.7067/0.0198∗∗
Bulgaria α0(τ) −0.0740 −0.0356 −0.0163 −0.0072 0.0039 0.0125 0.0229 0.0333 0.0575
p-value 0.4678 0.3917 0.2829 0.3294 0.3130 0.0110∗∗ 0.0310∗∗ 0.1232 0.2524
α1(τ) 1.2279 1.0888 1.0309 1.0078 0.9877 0.9717 0.9439 0.9215 0.8277
p-value 0.9996 0.9747 0.9782 0.9509 0.1060 0.0405∗∗ 0.0361∗∗ 0.0845∗ 0.0385∗∗
Half-life ∞ ∞ ∞ ∞ 55.9747 24.1254 11.9992 8.4741 3.6652
QKS/p-value 8.8751/0.0527∗
Canada α0(τ) −0.0286 −0.0250 −0.0179 −0.0096 −0.0003 0.0096 0.0181 0.0225 0.0312
p-value 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.9094 0.0008∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
α1(τ) 0.9989 0.9816 0.9950 0.9986 0.9951 0.9877 0.9892 0.9894 0.9424
p-value 0.5971 0.1625 0.5386 0.6881 0.5744 0.2422 0.3019 0.3879 0.0842∗
Half-life 636.329 37.2237 137.7492 481.9165 142.192 56.159 64.0226 64.7702 11.6891
QKS/p-value 2.1896/0.3779
Chile α0(τ) −0.0512 −0.0395 −0.0286 −0.0122 0.0002 0.0132 0.0254 0.0328 0.0401
p-value 0.0037∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗ 0.0184∗∗ 0.9657 0.0048∗∗∗ 0.0000∗∗∗ 0.0001∗∗∗ 0.0003∗∗∗
α1(τ) 0.8990 0.9374 0.9605 0.9981 1.0028 1.0009 0.9907 1.0004 0.9948
p-value 0.0522∗ 0.0201∗∗ 0.0542∗ 0.6876 0.9597 0.8087 0.4064 0.8071 0.6227
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Continue Table 1.3
Country τ 0.025 0.05 0.10 0.25 0.50 0.75 0.90 0.95 0.975
China α0(τ) −0.0445 −0.0293 −0.0191 −0.0084 0.0007 0.0091 0.0158 0.0223 0.0267
p-value 0.3709 0.1014 0.0172∗∗ 0.2249 0.8941 0.0572∗ 0.0647∗ 0.0428∗∗ 0.1325
α1(τ) 0.9433 0.9668 0.9890 0.9912 0.9885 0.9893 0.9882 0.9926 0.9934
p-value 0.1575 0.0946∗ 0.1516 0.2060 0.0564∗ 0.0469∗∗ 0.1554 0.2074 0.4172
Half-life 11.8786 20.5511 62.4078 78.2941 59.9822 64.5303 58.5985 93.1707 104.5084
QKS/p-value 5.0371/0.2014
Colombia α0(τ) −0.0560 −0.0475 −0.0283 −0.0144 0.0000 0.0127 0.0241 0.0332 0.0399
p-value 0.0028∗∗∗ 0.0015∗∗∗ 0.0003∗∗∗ 0.0151∗∗ 0.9938 0.0031∗∗∗ 0.0001∗∗∗ 0.0000∗∗∗ 0.0024∗∗∗
α1(τ) 0.9903 0.9861 0.9979 1.0020 0.9969 0.9948 0.9862 0.9823 0.9760
p-value 0.5441 0.4133 0.6211 0.8916 0.5862 0.4161 0.2161 0.0864∗ 0.2315
Half-life 70.8252 49.4266 322.2351 ∞ 225.5822 133.8666 49.8736 38.8444 28.4835
QKS/p-value 2.8441/0.3271
Cote d’Ivoire α0(τ) −0.0326 −0.0233 −0.0169 −0.0081 −0.0003 0.0076 0.0206 0.0291 0.0363
p-value 0.0185∗∗ 0.0008∗∗∗ 0.0000∗∗∗ 0.0095∗∗∗ 0.9147 0.0434∗∗ 0.0002∗∗∗ 0.0001∗∗∗ 0.0005∗∗∗
α1(τ) 0.9089 0.9359 0.9640 0.9815 0.9877 0.9805 0.9738 0.9671 0.9664
p-value 0.0070∗∗∗ 0.0123∗∗ 0.0095∗∗∗ 0.0340∗∗ 0.0320∗∗ 0.0481∗∗ 0.0535∗ 0.0812∗ 0.1822
Half-life 7.2574 10.4679 18.9223 37.029 55.9075 35.274 26.0821 20.7309 20.2949
QKS/p-value 4.2242/0.0325∗∗
Czech Republic α0(τ) −0.0409 −0.0235 −0.0143 −0.0048 0.0023 0.0118 0.0206 0.0258 0.0386
p-value 0.4793 0.2985 0.1495 0.3382 0.5168 0.0371∗∗ 0.0068∗∗∗ 0.0386∗∗ 0.0315∗∗
α1(τ) 1.0134 1.0021 0.9920 0.9944 0.9963 0.9870 0.9832 0.9810 0.9759
p-value 0.7985 0.8174 0.5246 0.4493 0.5101 0.2591 0.2804 0.4859 0.3970
Half-life ∞ ∞ 85.8999 124.115 187.508 53.1663 40.9547 36.205 28.4373
QKS/p-value 3.0447/0.6617
France α0(τ) −0.0177 −0.0118 −0.0091 −0.0050 −0.0002 0.0041 0.0088 0.0121 0.0138
p-value 0.0065∗∗∗ 0.0004∗∗∗ 0.0000∗∗∗ 0.0021∗∗∗ 0.8963 0.0288∗∗ 0.0002∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
α1(τ) 0.9110 0.9626 0.9813 0.9881 0.9839 0.9894 0.9846 0.9893 0.9974
p-value 0.0834∗ 0.0666∗ 0.1226 0.1732 0.0914∗ 0.3063 0.3255 0.3693 0.5858
Half-life 7.4356 18.2 36.7152 57.9499 42.763 65.0286 44.5438 64.4483 261.6278
QKS/p-value 1.9561/0.2841
Germany α0(τ) −0.0167 −0.0146 −0.0109 −0.0060 −0.0008 0.0053 0.0106 0.0150 0.0177
p-value 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0018∗∗∗ 0.6237 0.0187∗∗ 0.0002∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
α1(τ) 0.9894 0.9721 0.9790 0.9734 0.9739 0.9848 0.9940 0.9933 0.9881
p-value 0.2925 0.0759∗ 0.0989∗ 0.0393∗∗ 0.0201∗∗ 0.2212 0.5669 0.5537 0.2667
Half-life 64.8003 24.4985 32.6536 25.7156 26.2541 45.2624 115.2074 102.5678 57.745
QKS/p-value 2.9/0.1099
Hungary α0(τ) −0.0373 −0.0300 −0.0153 −0.0067 0.0015 0.0118 0.0215 0.0299 0.0355
p-value 0.0866∗ 0.1129 0.2206 0.1531 0.7558 0.0754∗ 0.0255∗∗ 0.0213∗∗ 0.0445∗∗
α1(τ) 0.9540 0.9598 0.9768 0.9798 0.9889 0.9958 0.9846 0.9935 1.0095
p-value 0.3360 0.2241 0.3503 0.0794∗ 0.3569 0.6843 0.4846 0.6430 0.8275
Half-life 14.7186 16.8876 29.524 33.9215 61.8494 166.5739 44.7167 106.2396 ∞
QKS/p-value 4.2172/0.3422
Italy α0(τ) −0.0208 −0.0147 −0.0095 −0.0043 0.0004 0.0054 0.0112 0.0139 0.0177
p-value 0.0914∗ 0.0163∗∗ 0.0033∗∗∗ 0.0064∗∗∗ 0.7429 0.0002∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0001∗∗∗
α1(τ) 0.9548 1.0154 1.0238 1.0058 0.9982 0.9875 0.9812 0.9710 0.9493
p-value 0.2282 0.9237 0.9971 0.9764 0.5892 0.1456 0.1642 0.0323∗∗ 0.0758∗
Half-life 14.9759 ∞ ∞ ∞ 382.213 55.0142 36.6022 23.5697 13.3126
QKS/p-value 2.408/0.1756
Japan α0(τ) −0.0427 −0.0356 −0.0281 −0.0143 −0.0020 0.0126 0.0319 0.0434 0.0613
p-value 0.0006∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0047∗∗∗ 0.6138 0.0288∗∗ 0.0010∗∗∗ 0.0002∗∗∗ 0.0001∗∗∗
α1(τ) 0.9677 0.9779 0.9782 0.9905 0.9975 0.9932 0.9830 0.9996 0.9737
p-value 0.1108 0.0909∗ 0.0344∗∗ 0.3109 0.6687 0.5127 0.3593 0.7184 0.3375






Country τ 0.025 0.05 0.10 0.25 0.50 0.75 0.90 0.95 0.975
Malaysia α0(τ) −0.0420 −0.0252 −0.0172 −0.0077 −0.0001 0.0067 0.0143 0.0187 0.0269
p-value 0.0585∗ 0.0251∗∗ 0.0146∗∗ 0.0448∗∗ 0.9691 0.0238∗∗ 0.0018∗∗∗ 0.0040∗∗∗ 0.0607∗
α1(τ) 1.0231 0.9926 0.9932 0.9961 1.0013 0.9979 0.9922 0.9892 0.9710
p-value 0.7928 0.5214 0.5593 0.5673 0.8783 0.6388 0.4015 0.2766 0.1961
Half-life ∞ 92.7356 101.6905 177.9306 ∞ 336.0405 88.2231 63.9098 23.5383
QKS/p-value 1.9943/0.7529
Mexico α0(τ) −0.0897 −0.0442 −0.0296 −0.0085 0.0045 0.0160 0.0273 0.0370 0.0440
p-value 0.0894∗ 0.0537∗ 0.0092∗∗∗ 0.1534 0.1284 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0016∗∗∗
α1(τ) 0.9176 1.0114 1.0291 1.0084 0.9936 0.9686 0.9554 0.9314 0.9103
p-value 0.3435 0.9478 0.9995 0.9653 0.1771 0.0008∗∗∗ 0.0009∗∗∗ 0.0035∗∗∗ 0.0103∗∗
Half-life 8.0555 ∞ ∞ ∞ 108.0649 21.7503 15.1804 9.7554 7.3773
QKS/p-value 4.7596/0.0046∗∗∗
Netherlands α0(τ) −0.0136 −0.0115 −0.0092 −0.0046 −0.0005 0.0045 0.0089 0.0114 0.0146
p-value 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0010∗∗∗ 0.7331 0.0018∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0004∗∗∗
α1(τ) 0.9797 0.9917 0.9835 0.9964 0.9805 0.9511 0.9231 0.9334 0.9174
p-value 0.2226 0.3447 0.1306 0.4909 0.0535∗ 0.0026∗∗∗ 0.0011∗∗∗ 0.0119∗∗ 0.0263∗∗
Half-life 33.8397 83.4481 41.7419 193.2111 35.1429 13.8384 8.663 10.0603 8.0432
QKS/p-value 4.7524/0.0045∗∗∗
Nigeria α0(τ) −0.1057 −0.0607 −0.0386 −0.0119 0.0039 0.0225 0.0407 0.0547 0.0721
p-value 0.2173 0.0121∗∗ 0.0080∗∗∗ 0.0982∗ 0.4693 0.0004∗∗∗ 0.0000∗∗∗ 0.0003∗∗∗ 0.0021∗∗∗
α1(τ) 0.9837 0.9929 0.9986 0.9961 1.0010 1.0000 0.9953 0.9951 0.9987
p-value 0.5325 0.3925 0.5978 0.2913 0.8210 0.6603 0.2797 0.4548 0.6255
Half-life 42.1812 96.7729 499.7771 175.2324 ∞ ∞ 145.8454 140.102 516.1689
QKS/p-value 1.0596/0.8186
Philippines α0(τ) −0.0473 −0.0342 −0.0230 −0.0101 0.0005 0.0121 0.0235 0.0321 0.0384
p-value 0.0067∗∗∗ 0.0007∗∗∗ 0.0002∗∗∗ 0.0065∗∗∗ 0.8745 0.0035∗∗∗ 0.0003∗∗∗ 0.0021∗∗∗ 0.0077∗∗∗
α1(τ) 0.9067 0.9365 0.9761 0.9962 1.0001 0.9917 0.9687 0.9464 0.9615
p-value 0.0891∗ 0.0242∗∗ 0.1777 0.5053 0.8069 0.3916 0.1167 0.0432∗∗ 0.3423
Half-life 7.0761 10.5586 28.6962 182.2276 ∞ 83.372 21.8265 12.5733 17.6558
QKS/p-value 3.0166/0.1379
Poland α0(τ) −0.0436 −0.0348 −0.0226 −0.0087 0.0027 0.0154 0.0265 0.0327 0.0491
p-value 0.3449 0.2344 0.2365 0.4592 0.7090 0.1383 0.0338∗∗ 0.0301∗∗ 0.0954∗
α1(τ) 0.9415 0.9587 0.9639 0.9676 0.9753 0.9790 0.9738 0.9699 0.8951
p-value 0.3547 0.2718 0.2268 0.1084 0.0530∗ 0.1554 0.2066 0.2653 0.0512∗
Half-life 11.501 16.4489 18.8483 21.0131 27.768 32.7076 26.1379 22.6607 6.252
QKS/p-value 4.4941/0.2047
Singapore α0(τ) −0.0177 −0.0134 −0.0099 −0.0048 0.0004 0.0053 0.0112 0.0154 0.0172
p-value 0.0003∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0016∗∗∗ 0.7704 0.0016∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
α1(τ) 1.0113 0.9875 1.0022 0.9977 0.9973 0.9985 0.9794 0.9770 0.9822
p-value 0.8578 0.3520 0.8236 0.6392 0.5994 0.7313 0.1793 0.1489 0.2290
Half-life ∞ 55.0942 ∞ 306.6391 259.0822 457.4506 33.2285 29.8389 38.696
QKS/p-value 2.0161/0.5335
South Africa α0(τ) −0.0833 −0.0492 −0.0328 −0.0156 0.0012 0.0160 0.0287 0.0377 0.0466
p-value 0.0022∗∗∗ 0.0036∗∗∗ 0.0002∗∗∗ 0.0037∗∗∗ 0.7974 0.0001∗∗∗ 0.0000∗∗∗ 0.0010∗∗∗ 0.1545
α1(τ) 0.9659 1.0477 1.0169 1.0117 0.9868 0.9813 0.9697 0.9548 0.9484
p-value 0.4314 0.9949 0.9857 0.9927 0.1440 0.0414∗∗ 0.0133∗∗ 0.0234∗∗ 0.2763
Half-life 19.9657 ∞ ∞ ∞ 52.0166 36.7662 22.5222 14.9925 13.0739
QKS/p-value 4.3515/0.0501∗
Sweden α0(τ) −0.0334 −0.0220 −0.0158 −0.0073 −0.0006 0.0077 0.0138 0.0191 0.0247
p-value 0.0183∗∗ 0.0010∗∗∗ 0.0000∗∗∗ 0.0184∗∗ 0.7711 0.0009∗∗∗ 0.0011∗∗∗ 0.0001∗∗∗ 0.0000∗∗∗
α1(τ) 0.9483 0.9941 1.0267 1.0209 1.0033 0.9811 0.9641 0.9815 0.9813
p-value 0.2464 0.5590 0.9985 0.9999 0.9583 0.0244∗∗ 0.0272∗∗ 0.2865 0.1590
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Continue Table 1.3
Country τ 0.025 0.05 0.10 0.25 0.50 0.75 0.90 0.95 0.975
Switzerland α0(τ) −0.0225 −0.0193 −0.0140 −0.0076 −0.0010 0.0070 0.0158 0.0247 0.0325
p-value 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0004∗∗∗ 0.5994 0.0019∗∗∗ 0.0006∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
α1(τ) 0.9869 0.9887 1.0000 0.9994 0.9875 0.9851 0.9756 0.9881 1.0267
p-value 0.4334 0.4086 0.7965 0.8165 0.1619 0.1366 0.2419 0.4231 0.8539
Half-life 52.7582 61.2457 ∞ 1135.7309 55.1152 46.1243 28.0763 57.9998 ∞
QKS/p-value 1.8353/0.4369
Ukraine α0(τ) −0.2473 −0.1118 −0.0576 −0.0119 0.0024 0.0190 0.0378 0.0705 0.1603
p-value 0.0049∗∗∗ 0.0350∗∗ 0.0863∗ 0.0923∗ 0.6761 0.0262∗∗ 0.2811 0.4206 0.2428
α1(τ) 1.0656 0.9116 0.8861 0.9656 0.9733 0.9563 0.9471 0.8878 0.8742
p-value 0.7538 0.1510 0.0455∗∗ 0.0017∗∗∗ 0.0050∗∗∗ 0.0036∗∗∗ 0.0215∗∗ 0.1785 0.4856
Half-life ∞ 7.4932 5.7342 19.8136 25.5955 15.5043 12.759 5.8217 5.1557
QKS/p-value 4.2295/0.0191∗∗
United Kingdom α0(τ) −0.0397 −0.0320 −0.0211 −0.0094 0.0006 0.0103 0.0191 0.0259 0.0320
p-value 0.0000∗∗∗ 0.0000∗∗∗ 0.0003∗∗∗ 0.0126∗∗ 0.8023 0.0006∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
α1(τ) 1.0339 0.9992 1.0089 0.9904 0.9885 0.9622 0.9603 0.9759 0.9730
p-value 0.9587 0.6622 0.8842 0.3712 0.1538 0.0078∗∗∗ 0.0366∗∗ 0.0822∗ 0.2306
Half-life ∞ 915.9085 ∞ 72.0386 59.7044 17.973 17.0992 28.4407 25.3258
QKS/p-value 4.0367/0.0227∗∗
United States α0(τ) −0.0281 −0.0233 −0.0174 −0.0094 0.0005 0.0100 0.0176 0.0231 0.0291
p-value 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0001∗∗∗ 0.8582 0.0001∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗ 0.0000∗∗∗
α1(τ) 0.9505 0.9616 0.9627 0.9823 1.0029 0.9999 1.0020 0.9924 0.9937
p-value 0.0736∗ 0.0499∗∗ 0.0467∗∗ 0.1083 0.9368 0.7743 0.7902 0.4332 0.5124
Half-life 13.6619 17.7204 18.2263 38.7967 ∞ 5238.3173 ∞ 90.466 108.8527
QKS/p-value 2.7297/0.1682
Uruguay α0(τ) −0.0520 −0.0351 −0.0239 −0.0101 0.0024 0.0152 0.0309 0.0405 0.0522
p-value 0.0434∗∗ 0.0039∗∗∗ 0.0023∗∗∗ 0.0111∗∗ 0.3791 0.0002∗∗∗ 0.0000∗∗∗ 0.0001∗∗∗ 0.0000∗∗∗
α1(τ) 0.9946 1.0189 1.0211 1.0070 0.9989 0.9885 0.9775 0.9607 0.9538
p-value 0.4968 0.9443 0.9993 0.9762 0.6923 0.2210 0.1077 0.0221∗∗ 0.1872
Half-life 127.0254 ∞ ∞ ∞ 632.1927 60.1424 30.5272 17.2996 14.653
QKS/p-value 4.3254/0.0856∗
Zambia α0(τ) −0.1268 −0.0645 −0.0470 −0.0189 0.0031 0.0262 0.0511 0.0726 0.1296
p-value 0.0772∗ 0.1626 0.0049∗∗∗ 0.0814∗ 0.6564 0.0017∗∗∗ 0.0022∗∗∗ 0.0276∗∗ 0.0130∗∗
α1(τ) 1.0850 0.9943 0.9917 1.0000 0.9866 0.9625 0.9558 0.9530 0.8515
p-value 0.9864 0.7258 0.5053 0.7627 0.1389 0.0127∗∗ 0.0651∗ 0.2827 0.0734∗
Half-life ∞ 120.5527 82.6748 ∞ 51.2967 18.1403 15.3235 14.41 4.3113
QKS/p-value 4.4721/0.0627∗
Note: All p-values in this table are computed from the first bootstrap block using 10.000 replications. For α0(τ) we
test the null hypothesis that the intercept equals zero with a student-t test. For α1(τ)we test for the null of a unit
root with the Koenker-Xiao test using the tn statistic. The Quantile Kolmogorov-Smirnov (QKS) test result equals
the highest value of tn over all quantiles. Its p-value is obtained from the empirical distribution function of QKS
values. The symbols ∗, ∗∗ and ∗∗∗ denote rejection of the null at the 10%, 5% and 1% significance levels, respectively.
Table 1.4: Quantile Kolmogorov-Smirnov (QKS) test results on REER time series.
Country Block QKS p-value 5% crit. value 10% crit. value H0 : α1,t = 1
Belgium 6 3.4985 0.0340 3.1882 2.6386 reject at 5%
8 3.4985 0.0326 3.1220 2.5838 reject at 5%
10 3.4985 0.0285 3.0686 2.5101 reject at 5%
Brazil 6 3.7067 0.0198 2.9539 2.4203 reject at 5%
8 3.7067 0.0206 3.0453 2.4783 reject at 5%





Country Block QKS p-value 5% crit. value 10% crit. value H0 : α1,t = 1
Bulgaria 6 8.8751 0.0527 9.0636 7.0122 reject at 10%
8 8.8751 0.0616 9.4874 7.2912 reject at 10%
10 8.8751 0.0813 10.9558 8.0596 reject at 10%
Canada 6 2.1896 0.3779 4.6803 3.8493 do not reject at 10%
8 2.1896 0.3857 4.7878 3.8999 do not reject at 10%
10 2.1896 0.3698 4.6618 3.8137 do not reject at 10%
Chile 6 4.3294 0.0829 5.0038 4.0642 reject at 10%
8 4.3294 0.0946 5.2271 4.2644 reject at 10%
10 4.3294 0.1046 5.4731 4.3988 do not reject at 10%
China 6 5.0371 0.2014 7.7859 6.3796 do not reject at 10%
8 5.0371 0.1871 7.6545 6.2600 do not reject at 10%
10 5.0371 0.1913 7.7013 6.3170 do not reject at 10%
Colombia 6 2.8441 0.3271 5.6845 4.6386 do not reject at 10%
8 2.8441 0.3256 5.6214 4.5667 do not reject at 10%
10 2.8441 0.3158 5.4318 4.4438 do not reject at 10%
Cote d’Ivoire 6 4.2242 0.0325 3.6921 2.9121 reject at 5%
8 4.2242 0.0370 3.8313 3.0510 reject at 5%
10 4.2242 0.0368 3.8782 3.0859 reject at 5%
Czech Republic 6 3.0447 0.6617 11.2971 9.2132 do not reject at 10%
8 3.0447 0.7043 12.2006 9.9345 do not reject at 10%
10 3.0447 0.7487 13.5998 10.8242 do not reject at 10%
France 6 1.9561 0.2841 3.6360 2.9966 do not reject at 10%
8 1.9561 0.3047 3.7385 3.0356 do not reject at 10%
10 1.9561 0.2883 3.6498 2.9732 do not reject at 10%
Germany 6 2.9000 0.1099 3.6092 2.9914 do not reject at 10%
8 2.9000 0.0955 3.5068 2.8638 reject at 10%
10 2.9000 0.0865 3.3316 2.7854 reject at 10%
Hungary 6 4.2172 0.3422 8.9268 7.2540 do not reject at 10%
8 4.2172 0.3845 9.4875 7.7528 do not reject at 10%
10 4.2172 0.4484 10.3941 8.5320 do not reject at 10%
Italy 6 2.4080 0.1756 3.6689 2.9927 do not reject at 10%
8 2.4080 0.1817 3.7376 3.0189 do not reject at 10%
10 2.4080 0.1810 3.7106 2.9886 do not reject at 10%
Japan 6 2.6264 0.2115 4.1943 3.4603 do not reject at 10%
8 2.6264 0.2203 4.2140 3.4511 do not reject at 10%
10 2.6264 0.2153 4.1623 3.4502 do not reject at 10%
Malaysia 6 1.9943 0.7529 8.2421 6.7341 do not reject at 10%
8 1.9943 0.7647 8.3150 6.7843 do not reject at 10%
10 1.9943 0.7568 8.1971 6.6189 do not reject at 10%
Mexico 6 4.7596 0.0046 2.8383 2.3055 reject at 5%
8 4.7596 0.0052 2.8280 2.2985 reject at 5%
10 4.7596 0.0036 2.7364 2.2316 reject at 5%
Netherlands 6 4.7524 0.0045 2.7017 2.2385 reject at 5%
8 4.7524 0.0029 2.6911 2.2119 reject at 5%
10 4.7524 0.0023 2.6415 2.1395 reject at 5%
Nigeria 6 1.0596 0.8186 4.8406 3.9291 do not reject at 10%
8 1.0596 0.8157 4.7654 3.8706 do not reject at 10%
10 1.0596 0.8146 4.6564 3.7512 do not reject at 10%
Continue next page.
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Continue Table 1.4
Country Block QKS p-value 5% crit. value 10% crit. value H0 : α1,t = 1
Philippines 6 3.0166 0.1379 4.1626 3.3728 do not reject at 10%
8 3.0166 0.1595 4.4575 3.6252 do not reject at 10%
10 3.0166 0.1674 4.4092 3.6049 do not reject at 10%
Poland 6 4.4941 0.2047 7.3082 5.8977 do not reject at 10%
8 4.4941 0.2185 7.6255 6.0210 do not reject at 10%
10 4.4941 0.2281 7.3305 6.1161 do not reject at 10%
Singapore 6 2.0161 0.5335 5.5786 4.5805 do not reject at 10%
8 2.0161 0.4921 5.2947 4.2751 do not reject at 10%
10 2.0161 0.4590 5.1402 4.1315 do not reject at 10%
South Africa 6 4.3515 0.0501 4.3559 3.5417 reject at 10%
8 4.3515 0.0762 4.9355 3.9663 reject at 10%
10 4.3515 0.0825 5.0209 4.1092 reject at 10%
Sweden 6 4.1524 0.0836 4.7610 3.9151 reject at 10%
8 4.1524 0.0847 4.7937 3.9379 reject at 10%
10 4.1524 0.0879 4.9033 3.9687 reject at 10%
Switzerland 6 1.8353 0.4369 4.3361 3.5054 do not reject at 10%
8 1.8353 0.4470 4.4827 3.6710 do not reject at 10%
10 1.8353 0.4362 4.4704 3.5907 do not reject at 10%
Ukraine 6 4.2295 0.0191 3.1490 2.4533 reject at 5%
8 4.2295 0.0289 3.4757 2.6914 reject at 5%
10 4.2295 0.0369 3.7986 2.8913 reject at 5%
United Kingdom 6 4.0367 0.0227 3.3164 2.7214 reject at 5%
8 4.0367 0.0247 3.4255 2.7866 reject at 5%
10 4.0367 0.0220 3.4171 2.8095 reject at 5%
United States 6 2.7297 0.1682 4.0499 3.2899 do not reject at 10%
8 2.7297 0.1724 3.9774 3.2949 do not reject at 10%
10 2.7297 0.1680 3.9400 3.2820 do not reject at 10%
Uruguay 6 4.3254 0.0856 5.0611 4.1248 reject at 10%
8 4.3254 0.1004 5.3620 4.3326 do not reject at 10%
10 4.3254 0.1081 5.4764 4.4334 do not reject at 10%
Zambia 6 4.4721 0.0627 4.7771 3.8485 reject at 10%
8 4.4721 0.0825 5.1559 4.1772 reject at 10%
10 4.4721 0.1101 5.7140 4.6037 do not reject at 10%
Note: All p-values are computed using a block bootstrap algorithm with 10.000 replications. The same holds for
p-values, 5% and 10% critical values. For α1(τ)we test for the null of a unit root with the tn statistic. The Quantile
Kolmogorov-Smirnov (QKS) test result equals the highest value of tn over all quantiles. Its p-value is obtained
from the empirical distribution function of QKS values. The symbols ∗, ∗∗ and ∗∗∗ denote rejection of the null at the
10%, 5% and 1% significance levels, respectively.
1.4.3 Panel regression results
Table 1.5 contains the main output from the first panel regressions with the deviation of the
REER from its long run mean (measured by its 5-year moving-average) as the dependent vari-
able. The results in columns 1 and 2 correspond to the regression model outlined in eq. (13)
including total portfolio flows, both with (column 2) and without (column 1) quantile interac-
tions. Columns 3 and 4 show the results from the regressions using the more refined model as
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specified in eq. (14) with portfolio flow data split into the type of investment instrument (debt
or equity securities), again both with (column 4) andwithout (column 3) quantile interactions.
We have conducted Pesaran (2004) tests for cross-sectional dependence and Born and Breitung
(2016) tests for serial correlation. These tests confirm that the data are correlated both across
countries and across time11. Furthermore, Table 1.6 provides F-statistics fromWald tests for the
portfolio flows coefficients and the quantile interactions terms of the regressions specified in
Table 1.5.
Columns 1 to 4 in Table 1.5 show that significant portfolio flows – both measured as total
flows and split into equity and debt flows – do not occur in times of high deviation of the REER
from its long run equilibrium. The correspondingWald tests in Table 1.6 support this. However,
when looking at the results of the sub-sample of low-income countries (non-G10) only, the
regressions show that significant portfolio flows are observed in periods with high deviations.
Specifically, column 5 and 6 reveal that the size of the deviation does matter for the occurrence
of significant portfolio flows in low-income countries. The coefficient of total portfolio flows
is significant across all quintiles as seen in Table 1.6. The coefficient of total portfolio flows in
the regression with no interactions is again not significant (column 5). Thus, in low-income
countries, high portfolio flows are observed in times of high REER deviations, i.e. when the
REER is far away from its long run mean. The size of this deviations matters for the size of the
portfolio flows. When splitting the portfolio flows into debt and equity securities, the results
for low-income countries are the same for debt flows but not for equity flows. Column 7 shows
that without taking the size of the deviation in the REER into account, the coefficient of debt and
equity portfolio flows are both not significant. However, by including the size of the deviation,
the coefficient of debt portfolio flows becomes significant across all quintiles, see Table 1.6. The
analysis shows that significant debt portfolio flows occur in times when the REER is far below
its mean. It also shows that equity portfolio flows are not significant in times of large deviations.
A possible reason for the irrelevance of equity flows could be the properties of international
investment markets and strategies. Macro hedge funds often invest in fixed income securities of
depreciated countries. They time their investments based on shocks. Often a shock and depre-
ciation is followed by a rate hike and yield spike. Funds try to invest in the right moment when
the yields are high and exchange rates have already lost a lot of their buying power beforehand.
These investors mostly invest in fixed income securities and not in equities. The equity market
is rather a market for retail investors because fixed income markets have size and qualification
restrictions. The fixed income markets, especially for emerging and frontier countries, show
bigger market depth, volume and liquidity than their respective equity markets. One could ar-
gue that the debt markets are thus more efficient and react faster to new information. Taking all
this into account, the simultaneous occurrence of significant debt and insignificant equity flows
in times of high REER deviations is not surprising.
11Results are omitted for the sake of brevity but are available upon request.
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Since we are interested in the effect of portfolio flows on the REER, i.e. whether or not port-
folio flows move the REER towards its long run mean, we ran a second set of regressions with a
different dependent variable. We analyzed monthly changes in REER, within the same model
framework of eq. (13) and eq. (14). Again, the variable of interest in this specification are
flows. More precisely, we are interested in the effect of flows on the REER, if it is significant and
if this effect is conditional on the size of deviation. The results are shown in Table 1.7 and the
corresponding Wald tests can be found in Table 1.8. For the entire flow regression sample (18
countries), the results are the same as in the deviation regressions described above. Columns
1 to 4 in Table 1.7 show that significant portfolio flows – both measured as total flows and split
into equity and debt flows – do not have a significant effect on the REER and the effect is not
significantly different across various deviation sizes. The corresponding Wald tests in Table 1.8
confirm this. However, the story changes once again when using the sub-sample of low-income
countries. These results show that portfolio flows have a significant positive effect on the REER
for low-income countries and that this effect is especially significant when the REER is in its
lowest quintile, i.e. the portfolio flows move the REER more when it is far below its long run
mean. Without interactions, a 1 percentage point change in portfolio flows increases the REER
by approximately 0.28% per month (see Table 1.7, column 5). With interactions, portfolio flows
in the most extreme (lowest) quintile have a highly significant effect that is larger than the over-
all effect across the entire distribution. A 1 percentage point increase in portfolio flows leads to
a change in REER by approximately 0.89% per month (Table 1.7, column 6) when the REER is
in the lowest (20%) quintile. Significance of this effect is shown in Table 1.8 (p-value of 0.00).
This means that portfolio inflows are associated with an appreciation of the REERwhen the de-
viation is at its extreme quintile. Thus, a shock to the REER on top of an already existing large
deviation leads to high portfolio inflows by international investors which lets the REER appre-
ciate and revert back towards its long run mean. The empirical results are in line with previous
studies on this topic (Combes et al. (2012); Chen and Rogoff (2003); Cashin et al. (2004); Ricci
et al. (2013); Ouedraogo (2017)). Splitting the portfolio flows into debt and equity securities,
i.e. the type of investment instrument, reveals similar results for debt, but not for equity flows
(as also seen in the regressions presented in Table 1.5). In the base model without interactions,
the effect of equity and debt portfolio flows on the REER is not significant. However, by allowing
the size of the deviation to matter for the effect of flows on the REER, the regression shows that
debt portfolio flows have a significant effect on the change in the REER for low-income coun-
tries (equity portfolio flows remain insignificant in the most extreme quintile). A 1 percentage
point increase in debt portfolio flows leads to the a REER increase of approximately 1.78% per
month (Table 1.7, column 8), which is quite large on a monthly basis. Significance of this ef-
fect is shown in Table 1.8 (p-value of 0.05). The effect is larger when the REER is in its bottom
quintile compared to when the REER is in its top quintile (asymmetry). Overall, our conclusion
is that REER appreciations are associated with large short and long term debt instrument in-
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vestments in low-income countries and that the size of these investments differs depending on
the current deviation level of the REER. In a low-income country, when a shock hits the REER,
that is already deviating from its long run equilibrium, i.e. the underlying currency is currently
rather cheap, international investors buy debt securities and the REER reverts back to its long
run equilibrium. A possible reason why this behavior can only be found in low-income coun-
tries is that these countries present attractive investment opportunities, in form of high yields
and cheap currencies at the same time, for international investors and that more portfolio flows
are thus allocated to emerging and frontier markets, where yields are higher compared to G10
countries, following strong movements in REER.
1.5 Conclusion
In this paper we test for mean reversion in REERs and investigate the speed of mean reversion
depending on the size of the shock that hits the REER. We apply a QAR methodology that has
so far been mainly used for the analysis of stationarity in RER, inflation rates or public debt
sustainability (see Lima et al. (2008)). We expand on the existing literature by providing a rig-
orous empirical study on a sample of 29 countries across the globe from 1980 to 2017. While
data availability has dictated the sample to some extent, it nonetheless yields a good represen-
tation of different economies around the world. We chose to run our models using REER data
because it gives a better measure for a country’s competitiveness and represents a currency’s
real value more closely than the RER. This has to do with the in-sensitivity of the REER to the
US-Dollar (which serves as the choice of numeraire for the RER inmost empirical studies). Fur-
thermore, the REER is a multilateral framework that takes different trade weights into account.
Our QAR analysis suggests that i) 13 out of the 29 countries show mean reversion at least at
the 10% significance level, ii) mean reversion speed differs with REER shock size, iii) in the ex-
treme quantiles half-lives are as short as a few months, iv) several countries show asymmetries
in the mean reversion process, and v) countries that show no mean reversion are often part
of a currency union, or have been known to show persistent deviations for several years (e.g.
Japan).
Alongside the verification of the actual existence and speed of mean reversion in REERs,
we link portfolio flows to these deviations using a panel regression framework. We estimate
the empirical effect of portfolio flows on the deviation of the REER from its long run mean.
We’ve gathered monthly portfolio flow data from the balance of payments database of central
banks aswell as from the Institute of International Finance (IIF) for 18 different countries. These
portfolio flow data are a good proxy of net non-resident purchases and disposals of financial
assets (equity and debt instruments) in a given month for a given country. In other words,
they are the sum of all investments and disinvestments in stocks, funds, bonds etc. by non-
residents in and out of the country. The results show that portfolio flows have a statistically
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Table 1.5: Portfolio flows and the deviation in the REER.
Dependent variable: ln(REER) - ln(REERMA60m)
All countries Low-income countries
(1) (2) (3) (4) (5) (6) (7) (8)
Portfolio Flows (PF) −0.109 −1.710 0.430 −2.949
(0.30) (1.08) (0.75) (2.54)∗∗
PF× Q20% 1.822 3.903
(1.18) (3.04)∗∗
PF× Q40% 1.076 4.163
(0.65) (2.70)∗∗
PF× Q80% 0.099 2.972
(0.08) (1.98)∗
PF× Q100% −0.312 2.280
(0.15) (1.12)
Equity PF −0.119 0.198 1.379 −1.010
(0.08) (0.12) (0.72) (0.29)
Equity PF× Q20% −0.106 0.280
(0.07) (0.07)
Equity PF× Q40% 0.261 6.115
(0.10) (1.18)
Equity PF× Q80% 1.695 1.711
(0.44) (1.76)
Equity PF× Q100% −2.817 −3.230
(0.74) (0.70)
Debt PF −0.108 −2.052 0.299 −3.223
(0.37) (1.15) (0.50) (2.52)∗∗
Debt PF× Q20% 2.165 5.019
(1.26) (3.00)∗∗
Debt PF× Q40% 1.307 3.904
(0.71) (1.95)∗
Debt PF× Q80% 0.0244 2.477
(0.02) (1.49)
Debt PF× Q100% 0.103 2.786
0.04 (1.26)
Q20% −0.131 −0.131 −0.220 −0.218
(4.53)∗∗∗ (4.58)∗∗∗ (8.08)∗∗∗ (8.05)∗∗∗
Q40% −0.061 −0.062 −0.090 −0.091
(2.33)∗∗ (2.38)∗∗ (2.76)∗∗ (2.83)∗∗
Q80% 0.024 0.024 0.056 0.052
(2.04)∗ (2.11)∗∗ (2.66)∗∗ (2.46)∗∗
Q100% 0.113 0.113 0.130 0.131
(5.18)∗∗∗ (5.18)∗∗∗ (9.16)∗∗∗ (8.94)∗∗∗
Inflation −2.997 −2.089 −2.996 −2.09 −3.519 −2.024 −3.516 −1.977
(3.70)∗∗∗ (3.36)∗∗∗ (3.67)∗∗∗ (3.31)∗∗∗ (3.87)∗∗∗ (2.93)∗∗ (3.87)∗∗∗ (2.90)∗∗
T-Bill yield 0.171 −0.105 0.171 −0.107 −0.319 0.150 −0.315 0.135
(0.46) (0.59) (0.46) (0.61) (0.57) (0.55) (0.56) (0.50)
US yield curve −15.645 19.375 −15.716 22.413 35.888 −6.594 35.919 −7.073
(0.55) (0.63) (0.59) (0.74) (1.86)∗ (0.51) (1.86)∗ (0.55)
Volatility index 0.008 −0.012 0.008 −0.014 −0.083 −0.016 −0.079 −0.016
(0.41) (0.60) (0.45) (0.71) (1.62) (0.46) (1.52) (0.40)
Time fixed effects incl. incl. incl. incl. incl. incl. incl. incl.
Country fixed effects incl. incl. incl. incl. incl. incl. incl. incl.
Observations 2,739 2,739 2,739 2,739 1,512 1,512 1,512 1,512
R2 0.261 0.485 0.261 0.486 0.421 0.554 0.421 0.558
Note: Numbers reported are coefficients of the fixed effects regressions specified in the model (13) (columns (1),
(2), (5) and (6)) and model (14) (columns (3), (4), (7) and (8)). Numbers in parentheses are absolute t-statistics
calculated using robust (clustered) standard errors. All regressions were conducted using the dataset described in
table 1.B.1 of Appendix B. Columns (1)–(4) are regressions using the entire sample while columns (5)–(8) show
results for the same regressions but only applied to the sub-sample of low-income countries (defined as all
non-G10 countries in the sample). The test for cross sectional dependence by Pesaran (2004) reveals that the data
are correlated across countries (fixed country effect). We thus include country fixed effects to produce unbiased
standard errors. Furthermore, the LM(k) test for serial correlation by Born and Breitung (2016) shows that
first–order serial correlation is present for some variables (time effect). Therefore, we include time fixed effects as
well. There are arguments in favor of a temporary country effect that decays over time, which means that the
country fixed effects no longer fully capture the within-cluster dependence. Thus, the standard errors are still
biased despite the fixed effects included. Therefore, we further cluster the standard errors by countries to account
for this temporary country effect (Petersen (2009)). The symbols ∗, ∗∗ and ∗∗∗ denote rejection of the null at the
10%, 5% and 1% significance levels, respectively.
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Table 1.6: Wald tests of the deviation from the moving average regressions.
All countries Low-income countries
Total PF Equity PF Debt PF Total PF Equity PF Debt PF
Q20% 0.93 0.01 1.14 4.80 0.07 4.62
(0.414) (0.988) (0.343) (0.032)** (0.931) (0.035)**
Q40% 0.78 0.02 0.90 3.98 0.97 3.43
(0.476) (0.981) (0.423) (0.050)** (0.409) (0.070)*
Q60% 1.08 0.12 1.15 2.54 0.29 2.52
(0.295) (0.907) (0.267) (0.027)** (0.774) (0.029)**
Q80% 1.16 0.16 1.34 3.30 3.12 3.52
(0.336) (0.850) (0.288) (0.076)* (0.084)* (0.066)*
Q100% 1.31 0.29 1.14 3.93 0.58 4.37
(0.295) (0.749) (0.344) (0.051)* (0.574) (0.040)**
Note: Numbers reported here are F-statistics of Wald tests using the regression estimates from columns 2 and 4 of
table 1.5. Numbers in parentheses are the corresponding p-values. The tests were conducted once for the entire
sample of countries and once for the sub-sample of low-income countries only (defined as all non-G10 countries in
the sample). The null hypotheses of the Wald tests are that the coefficients are simultaneously zero, i.e. portfolio
flows do not differ across different REER quintiles. If the null hypothesis is rejected for a given quintile, we can
conclude that significant portfolio flows occur in times of certain magnitudes in REER deviations (quintiles). Thus,
the size of the current deviation matters for the size of portfolio flows. The symbols ∗, ∗∗ and ∗ ∗ ∗ denote rejection
of the null at the 10%, 5% and 1% significance levels, respectively.
significant effect on the change in REERs for low-income countries, i.e. the deviation of the
REER from its long run mean becomes smaller with portfolio inflows (positive net portfolio
flows) when the REER is below its long run mean. We’ve analyzed this effect conditional on
different deviation sizes in the time-series of a country’s REER. We show that a negative shock
to the REER of a low-income country, that happens on top of an already existing large deviation,
leads to high portfolio inflows by international investors (measured as positive net non-resident
purchases and sales of investment instruments in a given country for a given month), which
leads to an appreciation of the REER. While we find the effect of equity portfolio flows on the
REER changes to be statistically insignificant, debt portfolio flows do have a significant effect on
REER changes. When a shock hits a country’s REER, that is already below its long run mean
according to ourmeasures, international investors buydebt securities and theREER reverts back
faster to its long run equilibrium. We thereby contribute to the literature by linking deviations
from PPP, using REERs instead of RERs, and speed of mean reversion towards equilibrium to
international portfolio flows depending on the degree of deviation from the PPP-implied value,
i.e. a currency’s buying power.
A focal point for future research should be resulting portfolio returns and a return decom-
position analysis of debt security investments that are made after a shock has hit the REER on
top of an already existing undervaluation. As the results in this paper suggest, such a strat-
egy’s return should be positive for fixed income securities. It would be interesting to see how a
portfolio that times investments based on portfolio flows, REER shocks and deviations would
behave and if it can produce excess returns. Additionally, a more detailed investigation of the
exact reasons for the insignificance of equity investments as well as the differences in the speed
27
Chapter 1. What Flows Around Comes Around: Mean Reversion and Portfolio Flows
Table 1.7: Portfolio flows and the changes in the REER.
Dependent variable: ln(REERt) - ln(REERt−1)
All countries Low-income countries
(1) (2) (3) (4) (5) (6) (7) (8)
Portfolio Flows (PF) 0.081 0.325 0.277 0.411
(1.06) (0.97) (2.07)* (0.66)
PF× Q20% −0.256 0.475
(0.77) (0.65)
PF× Q40% −0.262 −0.190
(0.70) (0.25)
PF× Q80% −0.402 −0.324
(1.31) (0.53)
PF× Q100% −0.247 −0.624
(0.56) (0.83)
Equity PF −0.069 0.881 −0.148 2.490
(0.18) (1.11) (0.24) (1.92)*
Equity PF× Q20% −0.996 −3.927
(1.29) (2.09)*
Equity PF× Q40% −1.443 −2.455
(1.50) (2.00)*
Equity PF× Q80% −0.644 −1.950
(0.98) (1.63)
Equity PF× Q100% −0.912 −2.923
(1.07) (1.99)*
Debt PF 0.095 0.223 0.336 0.053
(1.04) (0.64) (1.70) (0.07)
Debt PF× Q20% −0.138 1.728
(0.39) (1.63)
Debt PF× Q40% −0.100 0.191
(0.23) (0.21)
Debt PF× Q80% −0.345 0.011
(1.02) (0.02)
Debt PF× Q100% −0.137 −0.275
0.31 (0.31)
Q20% −0.006 −0.006 −0.014 −0.012
(2.09)* (2.14)** (3.70)*** (3.82)***
Q40% −0.004 −0.003 −0.006 −0.005
(1.57) (1.67) (1.98)* (1.89)*
Q80% 0.001 0.001 0.004 0.004
(0.77) (0.81) (1.78) (1.71)
Q100% 0.003 0.004 0.007 0.007
(2.37)** (2.43)** (2.63)* (3.06)**
Inflation 0.413 0.448 0.415 0.450 0.327 0.421 0.326 0.430
(4.45)*** (4.76)*** (4.48)*** (4.76)*** (3.10)*** (3.45)*** (3.08)** (3.30)***
T-Bill yield 0.023 0.011 0.023 0.011 0.097 0.126 0.096 0.115
(1.13) (0.50) (1.13) (0.50) (1.96)* (1.96)* (1.98)* (1.89)*
US yield curve −36.057 −34.329 −37.108 −35.397 −0.804 −3.269 −0.818 −2.704
(1.55) (1.46) (1.55) (1.46) (0.49)* (1.65) (0.49) (1.40)
Volatility index 0.024 0.023 0.025 0.024 −0.048 −0.043 −0.049 −0.050
(1.61) (1.52) (1.60) (1.51) (1.15) (1.11) (1.09) (1.06)
Time fixed effects incl. incl. incl. incl. incl. incl. incl. incl.
Country fixed effects incl. incl. incl. incl. incl. incl. incl. incl.
Observations 2,739 2,739 2,739 2,739 1,512 1,512 1,512 1,512
R2 0.155 0.158 0.155 0.159 0.286 0.292 0.288 0.303
Note: Numbers reported are coefficients of the fixed effects regressions specified in the model (13) (columns (1),
(2), (5) and (6)) and model (14) (columns (3), (4), (7) and (8)). Numbers in parentheses are absolute t-statistics
calculated using robust (clustered) standard errors. All regressions were conducted using the dataset described in
table 1.B.1 of Appendix B. Columns (1)–(4) are regressions using the entire sample while columns (5)–(8) show
results for the same regressions but only applied to the sub-sample of low-income countries (defined as all
non-G10 countries in the sample). The test for cross sectional dependence by Pesaran (2004) reveals that the data
are correlated across countries (fixed country effect). We thus include country fixed effects to produce unbiased
standard errors. Furthermore, the LM(k) test for serial correlation by Born and Breitung (2016) shows that
first–order serial correlation is present for some variables (time effect). Therefore, we include time fixed effects as
well. There are arguments in favor of a temporary country effect that decays over time, which means that the
country fixed effects no longer fully capture the within-cluster dependence. Thus, the standard errors are still
biased despite the fixed effects included. Therefore, we further cluster the standard errors by countries to account
for this temporary country effect (Petersen (2009)). The symbols ∗, ∗∗ and ∗ ∗ ∗ denote rejection of the null at the
10%, 5% and 1% significance levels, respectively.
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Table 1.8: Wald tests of the change in REER regressions.
All countries Low-income countries
Total PF Equity PF Debt PF Total PF Equity PF Debt PF
Q20% 0.88 0.85 0.64 9.78 2.19 3.87
(0.431) (0.446) (0.538) (0.004)*** (0.158) (0.053)*
Q40% 0.67 1.25 0.54 0.77 2.00 0.49
(0.524) (0.311) (0.590) (0.485) (0.182) (0.624)
Q60% 0.97 1.11 0.64 0.66 1.92 0.07
(0.345) (0.284) (0.529) (0.524) (0.081)* (0.947)
Q80% 1.22 0.63 0.89 0.28 1.90 0.07
(0.319) (0.544) (0.430) (0.763) (0.195) (0.934)
Q100% 0.77 0.69 0.38 0.35 2.11 0.15
(0.480) (0.514) (0.687) (0.714) (0.168) (0.862)
Note: Numbers reported here are F-statistics of Wald tests using the regression estimates from columns 2 and 4 of
table 1.7. Numbers in parentheses are the corresponding p-values. The tests were conducted once for the entire
sample of countries and once for the sub-sample of low-income countries only (defined as all non-G10 countries in
the sample). The null hypotheses of the Wald tests are that the coefficients are simultaneously zero, i.e. portfolio
flows do not differ across different REER quintiles. If the null hypothesis is rejected for a given quintile, we can
conclude that significant portfolio flows occur in times of certain magnitudes in REER deviations (quintiles). Thus,
the size of the current deviation matters for the size of portfolio flows. The symbols ∗, ∗∗ and ∗ ∗ ∗ denote rejection
of the null at the 10%, 5% and 1% significance levels, respectively.
of adjustment towards equilibrium between developed and emerging markets could prove to
be a fruitful path for future research.
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1.A Appendix A – Quantile regression plots
See Figures 1.A.1 to 1.A.10.
Figure 1.A.1: QAR Intercepts and Coefficients: Belgium, Brazil, Bulgaria
(a) Belgium




















































































Note: These quantile regression plots show estimates of the intercept α0(τ) and the autoregression coefficient α1(τ)
for τ ∈ (0.025, 0.05, 0.10, 0.25, 0.5, 0.75, 0.90, 0.95, 0.975). The blue solid line represents the results of a simple
AR(1) regression of the yt on its lagged value. The grey band around the autoregression coefficients represent 95%
confidence intervals obtained by the bootstrapping procedure outlined above.
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Figure 1.A.2: QAR Intercepts and Coefficients: Canada, Chile, China
(a) Canada




















































































Note: These quantile regression plots show estimates of the intercept α0(τ) and the autoregression coefficient α1(τ)
for τ ∈ (0.025, 0.05, 0.10, 0.25, 0.5, 0.75, 0.90, 0.95, 0.975). The blue solid line represents the results of a simple
AR(1) regression of the yt on its lagged value. The grey band around the autoregression coefficients represent 95%
confidence intervals obtained by the bootstrapping procedure outlined above.
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Figure 1.A.3: QAR Intercepts and Coefficients: Colombia, Cote d’Ivoire, Czech Republic
(a) Colombia

















































































Note: These quantile regression plots show estimates of the intercept α0(τ) and the autoregression coefficient α1(τ)
for τ ∈ (0.025, 0.05, 0.10, 0.25, 0.5, 0.75, 0.90, 0.95, 0.975). The blue solid line represents the results of a simple
AR(1) regression of the yt on its lagged value. The grey band around the autoregression coefficients represent 95%
confidence intervals obtained by the bootstrapping procedure outlined above.
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Figure 1.A.4: QAR Intercepts and Coefficients: France, Germany, Hungary
(a) France










































































Note: These quantile regression plots show estimates of the intercept α0(τ) and the autoregression coefficient α1(τ)
for τ ∈ (0.025, 0.05, 0.10, 0.25, 0.5, 0.75, 0.90, 0.95, 0.975). The blue solid line represents the results of a simple
AR(1) regression of the yt on its lagged value. The grey band around the autoregression coefficients represent 95%
confidence intervals obtained by the bootstrapping procedure outlined above.
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Figure 1.A.5: QAR Intercepts and Coefficients: Italy, Japan, Malaysia
(a) Italy




























































































Note: These quantile regression plots show estimates of the intercept α0(τ) and the autoregression coefficient α1(τ)
for τ ∈ (0.025, 0.05, 0.10, 0.25, 0.5, 0.75, 0.90, 0.95, 0.975). The blue solid line represents the results of a simple
AR(1) regression of the yt on its lagged value. The grey band around the autoregression coefficients represent 95%
confidence intervals obtained by the bootstrapping procedure outlined above.
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Figure 1.A.6: QAR Intercepts and Coefficients: Mexico, Netherlands, Nigeria
(a) Mexico














































































Note: These quantile regression plots show estimates of the intercept α0(τ) and the autoregression coefficient α1(τ)
for τ ∈ (0.025, 0.05, 0.10, 0.25, 0.5, 0.75, 0.90, 0.95, 0.975). The blue solid line represents the results of a simple
AR(1) regression of the yt on its lagged value. The grey band around the autoregression coefficients represent 95%
confidence intervals obtained by the bootstrapping procedure outlined above.
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Figure 1.A.7: QAR Intercepts and Coefficients: Philippines, Poland, Singapore
(a) Philippines





















































































Note: These quantile regression plots show estimates of the intercept α0(τ) and the autoregression coefficient α1(τ)
for τ ∈ (0.025, 0.05, 0.10, 0.25, 0.5, 0.75, 0.90, 0.95, 0.975). The blue solid line represents the results of a simple
AR(1) regression of the yt on its lagged value. The grey band around the autoregression coefficients represent 95%
confidence intervals obtained by the bootstrapping procedure outlined above.
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Figure 1.A.8: QAR Intercepts and Coefficients: South Africa, Sweden, Switzerland
(a) South Africa














































































Note: These quantile regression plots show estimates of the intercept α0(τ) and the autoregression coefficient α1(τ)
for τ ∈ (0.025, 0.05, 0.10, 0.25, 0.5, 0.75, 0.90, 0.95, 0.975). The blue solid line represents the results of a simple
AR(1) regression of the yt on its lagged value. The grey band around the autoregression coefficients represent 95%
confidence intervals obtained by the bootstrapping procedure outlined above.
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Figure 1.A.9: QAR Intercepts and Coefficients: Ukraine, United Kingdom, United States
(a) Ukraine



























































































Note: These quantile regression plots show estimates of the intercept α0(τ) and the autoregression coefficient α1(τ)
for τ ∈ (0.025, 0.05, 0.10, 0.25, 0.5, 0.75, 0.90, 0.95, 0.975). The blue solid line represents the results of a simple
AR(1) regression of the yt on its lagged value. The grey band around the autoregression coefficients represent 95%
confidence intervals obtained by the bootstrapping procedure outlined above.
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Figure 1.A.10: QAR Intercepts and Coefficients: Uruguay, Zambia
(a) Uruguay

























































Note: These quantile regression plots show estimates of the intercept α0(τ) and the autoregression coefficient α1(τ)
for τ ∈ (0.025, 0.05, 0.10, 0.25, 0.5, 0.75, 0.90, 0.95, 0.975). The blue solid line represents the results of a simple
AR(1) regression of the yt on its lagged value. The grey band around the autoregression coefficients represent 95%
confidence intervals obtained by the bootstrapping procedure outlined above.
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1.B Appendix B – Variable definitions, data sources & portfolio flow
plots
See Tables 1.B.1 to 1.B.4.
Table 1.B.1: Variable definitions, sources and list of countries.
Variable Definition Source
ln(REER) Logarithm of real effective exchange rate, CPI base International Financial Statistics (IFS)
ln(REERMA60m) Logarithm of rolling 60 month moving average (MA) of the REER Own calculation
ln(REERch) logarithm of the monthly change of the REER from time t−1 to time t Own calculation
Portfolio flows (PF) Sum of equity and debt portfolio flows to GDP Own calculation
Equity PF Net non-resident purchases of stocks & investment fund shares to GDP IIF and BoP of Central Banks
Debt PF Net non-resident purchases of short- & long-term debt to GDP IIF and BoP of Central Banks
GDP Gross domestic product IFS
Volatility index CBOE VIX Global Financial Data (GFD)
US yield curve 10 year US T-Bond minus 3 month US T-Bill secondary market yield Federal Reserve Bank of St. Louis
Inflation MoM change in CPI IFS
T-Bill yield 3 month Treasury Bill yield minus 3 month US-Treasury Bill Yield at time GFD
List of countries: Brazil, Bulgaria, Canada, Chile, China, Czech Republic, France, Germany, Hungary, Italy, Japan,
Malaysia, Mexico, Philippines, Poland, South Africa, Sweden, Ukraine. The G10 countries in this sample are:
Canada, France, Germany, Italy, Japan, Sweden.
Table 1.B.3: Summary statistics.
Variable Observation Mean Median Std. Dev. Skew. Kurt. Min. Max.
REER 2739 92.743 95.353 11.943 −0.611 4.180 45.834 134.353
ln(REERch) 2739 0.000 0.000 0.024 −1.856 39.949 −0.376 0.236
PF 2739 0.002 0.001 0.007 4.294 97.039 −0.050 0.166
Equity PF 2739 0.000 0.000 0.002 −2.913 105.773 −0.050 0.026
Debt PF 2739 0.001 0.001 0.007 4.967 116.096 −0.051 0.166
Volatility index 2739 19.746 17.340 8.212 1.659 6.669 9.510 59.890
US yield curve 2739 0.019 0.020 0.011 −0.443 2.516 −0.007 0.037
Inflation 2739 0.003 0.002 0.006 7.720 154.831 −0.022 0.140
T-Bill yield 2739 0.031 0.011 0.058 3.442 24.951 −0.047 0.787
Table 1.B.4: Correlation matrix.
Equity Debt Volatility US yield T-Bill
Variable REER ln(REERch) PF PF PF index curve Inflation yield
REER 1.000
ln(REERch) 0.076 1.000
PF 0.087 0.042 1.000
Equity PF −0.008 0.019 0.296 1.000
Debt PF 0.093 0.038 0.951 −0.013 1.000
Volatility index −0.060 −0.077 −0.018 −0.070 0.004 1.000
US yield curve 0.092 0.004 0.005 −0.026 0.014 0.220 1.000
Inflation −0.215 0.111 −0.053 0.013 −0.059 −0.033 −0.046 1.000
T-Bill yield −0.276 0.000 −0.054 −0.010 −0.054 0.109 0.069 0.325 1.000
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Figure 1.B.11: REERs and Portfolio Flows: Brazil – Czech Republic
(a) Brazil (b) Bulgaria
(c) Canada (d) Chile
(e) China (f) Czech Republic
Note: These figures show the total portfolio flows (lhs.) and the REER in levels (rhs.). Data is obtained from IMF
IFS (REER) and the Institute of International Finance (portfolio flows) as well as local central banks (see data
description for more details).
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Figure 1.B.12: REERs and Portfolio Flows: France – Malaysia
(a) France (b) Germany
(c) Hungary (d) Italy
(e) Japan (f) Malaysia
Note: These figures show the total portfolio flows (lhs.) and the REER in levels (rhs.). Data is obtained from IMF
IFS (REER) and the Institute of International Finance (portfolio flows) as well as local central banks (see data
description for more details).
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Figure 1.B.13: REERs and Portfolio Flows: Mexico – Ukraine
(a) Mexico (b) Philippines
(c) Poland (d) South Africa
(e) Sweden (f) Ukraine
Note: These figures show the total portfolio flows (lhs.) and the REER in levels (rhs.). Data is obtained from IMF
IFS (REER) and the Institute of International Finance (portfolio flows) as well as local central banks (see data
description for more details).
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Joint work with Georg Cejnek.
Abstract
Contrary to the intuition that the standard risk-return tradeoff should lead to underperfor-
mance of a portfolio that scales down exposure during volatile periods a recent paper byMor-
eira and Muir (2017) actually shows that volatility-managed portfolios produce robust and
significant alphas. The present paper investigates the mechanisms that lead to the outperfor-
mance of volatility management. By implementing timing regressions and relating returns
of a volatility-managed portfolio to discount-rate, cash-flow and expected volatility news we
provide evidence that volatility management outperforms by levering up good times without
increasing downside exposure to fundamental risk drivers. On the contrary, during the most
severe cumulative news shocks (either to cash flows, discount rates or expected volatility) the
scaling strategy suffers less than the buy-and-hold portfolio and, thus, increases investor util-
ity. Furthermore, we relate volatility-managed strategies to popular timing strategies based
on a measure of risk-neutral variance as a lower bound for the expected equity risk premium.
We find that strategies that combine elements from both, volatility management and timing
based on risk-neutral variance, outperform over a recent sample period and produce signifi-
cant alphas in spanning regressions, posing further puzzles for the asset pricing literature.
Keywords:volatility-management, volatility-targeting, cash-flownews, discount-rate news,mar-
ket timing, portfolio management, investment strategies, risk-neutral variance, SVIX
JEL Classification: G11, G12, G14
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Chapter 2. Understanding Volatility-Managed Portfolios
2.1 Introduction
A large body of literature in the field of asset pricing tries to identify variables that correlate
with conditional expected returns in equity markets in order to provide tools for active portfo-
lio management. While many papers have succeeded in finding a factor structure in the cross-
section of equity returns that can be exploited to generate alpha relative to a market portfolio
(including the well-known papers by Fama and French (1993), Carhart (1997) and Fama and
French (2015)) the evidence on time series predictability of the overall equity market is weak
(Welch and Goyal, 2008). However, a recent paper by Moreira and Muir (2017) highlights that
a simple scaling strategy based on last month’s market volatility substantially outperforms a
pure buy-and-hold investment in the market. Due to its surprising robustness and very nar-
row set on market data required for implementation the paper has received a lot of attention,
both in academia and the practice of investment management. Contrary to the intuition that the
standard risk-return trade off should lead to underperformance of a portfolio that scales down
exposure during volatile periods it can actually be shown that such a strategy produces signif-
icant alpha. The strategy seems to work as it turns out that on the one hand volatility is sticky
and, thus, scaling by past volatility also reduces future volatility and on the other hand times
of increased volatility do not appear to be compensated by substantially higher conditional ex-
pected returns (Moreira and Muir, 2019).
In the present paper we investigate the mechanisms that lead to the outperformance of
volatility management. Most importantly, we analyze if volatility management alters funda-
mental risk drivers as compared to the corresponding passive factor. By implementing timing
regressions that account for non-linearities we show that volatility management levers up pos-
itive returns while levering down negative ones and, especially very negative ones. The scaling
underperforms very high positive returns, however, this is a state of low marginal utility. We
move on to relate volatility-managed returns to cash-flow, discount-rate and expected volatility
news. Our results suggest that the risk exposures ofmanaged and unmanaged factors are statis-
tically the same during negative innovations of the three news terms, while the managed strat-
egy tends to outperform statistically significantly during cumulative periods of positive (joint)
news realizations. While the returns of the managed and unmanaged strategies are on average
statistically indistinguishable during down states, volatilitymanagement outperforms in almost
all of the biggest drawdowns as measured by cumulative negative cash-flow, discount-rate and
expected volatility news.
Furthermore, we relate volatility-managed strategies to popular timing strategies based on a
measure of risk-neutral variance (SVIX) as a lower bound for the expected equity risk premium
(see Martin (2017)). We show that while both approaches towards timing the market fail to
produce significant alphas in spanning regressions in a more recent sample period, a combined
strategy that takes elements from both approaches does outperform and produce alpha. This is
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surprising given that volatilitymanagement scales up leverage in low (realized) volatility states
whereas the Martin (2017) approach scales up leverage in high (risk neutral) volatility states.
While these results pose further puzzles for the asset pricing literature, they also imply that
diversifying over the two conceptually different approaches towards volatility-based market
timing could be beneficial from a practitioners perspective.
In conclusion, our results show that volatility management levers up good times, does not
alter the composition of risk drivers in down states and outperforms by levering down during
themost severe cumulative news shocks. Fromapractical point of view combining conceptually
different approaches towards volatility management seems to be promising.
The remainder of the paper is organized as follows: Section 2.2 presents the literature re-
lated to this project, while Section 2.3 describes the data used throughout the paper. Section 2.4
contains the main analyses and results. Finally, Section 2.5 concludes.
2.2 Related Literature
Black (1976) discovered that volatility and returns are negatively correlated. Hence, in times
of high volatility equity returns tend to be negative. Therefore, a strategy that manages its
exposure inversely to past realized volatility tends to have a positive impact on investment per-
formance (Lo, 2019). Several recent academic papers investigate the properties of volatility-
managed portfolios: Moreira and Muir (2017) find that alphas generated by volatility manage-
ment are not spanned by their underlying original factors. Highlighting some shortcomings of
the Moreira and Muir (2017) paper (such as a scaling parameter that is estimated in-sample
and methodological issues related to spanning tests) Cederburg et al. (2019) argue that volatil-
ity management does not systematically outperform the original, unmanaged, portfolios. Still,
they acknowledge that the strategy is able to generate statistically significant outperformance
in terms of Sharpe ratios that are of comparable in magnitude to momentum-based strategies.
Moreover, Harvey et al. (2018) show that volatility management produces large alphas for risk-
assets that exhibit a leverage effect and thereby force momentum on the underlying strategy.
Barroso and Detzel (2021) find that limits to arbitrage (LTA) do not explain the benefits of
volatility-managed portfolios and that utility gains from volatility managing low-LTA stocks
are consistently higher than for high-LTA stocks, which is in contrast to the common finding
that anomaly returns are lower in low-LTA segments, i.e. liquid stocks. The authors confirm
the established finding that rational asset pricing models do not explain the alphas and utility
gains generated by volatility management. Arguing in favor of volatility management, recent
work by Israelov (2018) shows that put options are bad drawdown protection tools. Instead,
reducing the overall equity exposure is superior to protective puts. Volatility management is
also applied in practice, most prominently shown by the dynamic approach towards exposure
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management used by Scalable Capital1.
With respect to systematic risk factors the seminal work by Campbell and Vuolteenaho
(2004) shows that market beta can be split into sensitivities to discount-rate news and cash-
flow news. Campbell et al. (2013) provide an update and specifically focus on the relevance
of bad times for asset prices. Campbell et al. (2018) extend these models by allowing for het-
eroscedastic returns and, thus, augment the return decomposition to include a news term re-
lated to expected market volatility.
Finally, a strand of literature initiated by Martin (2017) derives forward-looking estimates
of equity risk premia imputed from option prices. These estimates of equity risk premia can be
used as predictors of subsequent returns and, thus, as alternative market timing indicators.
2.3 Data
This section elaborates on the data used for our analyses. To compute the returns of volatility-
managed portfolios we use daily and monthly Fama-French factors from 1929 to 2020 as well as
daily andmonthly returns on the CRSP value-weighted stock index. For constructing cash-flow
and discount-rate news, we use the same time series as Campbell et al. (2013). Similar to their
original study Campbell and Vuolteenaho (2004) we use monthly data from December 1928 to
December 2020 on the following variables:
• the log market excess return is computed using the CRSP value-weighted stock index and
Treasury bills of approximately three months maturity as the risk free rate. Both time
series are obtained from CRSP.
• the log P/E ratio (PE) from Robert Shiller’s website, calculated as the price of the S&P 500
index divided by a ten-year trailing moving average of aggregate earnings.
• the term yield spread (TY) is constructed using data from Global Financial Data. We
subtract the yield on the 3-month U.S. Treasury bill (ITSUSA3D3D) from the yield on the
10-year U.S. constant maturity bond (IGUSA10D).
• the small-stock value spread (VS) is constructed fromdata obtained fromKenneth French’s
website.
• the default spread (DEF) is defined as the difference in yield on Moody’s BAA and AAA
rated bonds. The data is obtained from the Federal Reserve Bank of St. Louis.
Table 2.A.1 in the appendix contains summary statistics on the VAR state variables.
In order to relate the returns of volatility-managed portfolios also to news on expected
volatility risk as defined in the heteroscedastic model of Campbell et al. (2018), we directly
1see Scalable Capital (2018)
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use the quarterly time-series of risk news as provided by the authors of the original paper (see
Figure 2 in Campbell et al. (2018) for an illustration of the dynamics of this variable).
In order to analyze alternative market timing strategies we replicate the SVIX measure sug-
gested byMartin (2017). We retrieve data on call and put option prices on the S&P 500 index for
various strike levels for the period ranging from 1996 to 2020 fromOptionMetrics and download
S&P 500 returns and risk-free rates from the same source.
2.4 Empirical Analyses
2.4.1 Volatility-Managed Portfolios
Replication of Established Facts
We lay the foundation for our analyses by replicating established facts about volatility-managed
portfolios. We describe how we construct the time-series, provide summary statistics and key
observations and implement spanning regression tests. First, we follow Moreira and Muir





where f is the buy-and-hold excess return of any given asset, σ̂t(f) is a measure of the asset’s
volatility2 and the constant c scales the average exposure such that the managed strategy has
the same unconditional volatility as its unmanaged counterpart.
In our base setting we use monthly standard deviations instead of variances, since scaling
by variance leads to very high levels of leverage in the resulting strategy, as Figure 2.1 shows,
while the performance of portfolios scaled by either measure is similar. Consequently, apply-
ing a volatility-managed strategy in a real world setting is more easily feasible than a variance
managed strategy, due to lower levels of average and maximum leverage.
We define the following variables for subsequent analyses: ft, fσt , fσt − ft which corre-
spond to the unmanaged CRSP value-weighted excess returns from 1929 to 2020, the volatility-
managed CRSP excess returns and the outperformance generated by volatility management.
The resulting managed portfolio of CRSP value-weighted excess returns outperforms its un-
managed counterpart from 1929 to 2020, as Figure 2.2 and table 2.1 show.
While Table 2.1 shows that theminimum return in a single period (month) and themonthly
return skewness was lower for the volatility-managed strategy the opposite is true for cumu-





We, however, use volatility scaing instead of variance scaling due to the lower average and maximum leverage this
approach generates.
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Figure 2.1: Leverage comparison for CRSP value-weighted excess returns managed by standard
deviation (left) and variance (right) from 1929 to 2020.
Table 2.1: Performance statistics of the volatility-managed CRSP excess return index and the
unmanaged CRSP index from 1929 to 2020.
fσt ft
Annualized Return 0.0768 0.0592
Annualized Std Dev 0.1866 0.1866




Quartile 1 −0.0235 −0.0208
Median 0.0122 0.0099
Arithmetic Mean 0.0077 0.0063
Geometric Mean 0.0062 0.0048
Quartile 3 0.0400 0.0359
Maximum 0.1851 0.3931
SE Mean 0.0016 0.0016
LCL Mean (0.95) 0.0045 0.0031





lative drawdowns. The most severe drawdown of the vol-managed CRSP strategy was −63%
fromSeptember 1929 to June 1932 (see Table 2.2a), while the original (unmanaged)CRSP value-
weighted index lost as much as 85% on an excess return basis (see Table 2.2b).
The returns of both time-series are distributed similarly as Figure 2.3 shows. However, while
volatility-management leads to less density on very large positive return months (more than
22%), which most likely come from reversals after months with higher volatility and therefore
less exposure in the strategy, it leads to more density in months with positive returns when
compared to the baseline strategy. That is, volatility-management tends to scale up positive
months while having less density in months with small returns around 0.
Volatility-managed portfolios are often not spanned by the original portfolios (see (Moreira
and Muir, 2017)). To confirm this effect for CRSP value-weighted excess returns, as well as
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Table 2.2: Comparison of the five biggest drawdowns per strategy from 1929 to 2020.
(a) Volatility-managed portfolio
From Trough To Depth Length To Trough Recovery
1 1929-09-01 1932-06-01 1944-06-01 −0.6339 178 34 144
2 1968-12-01 1974-09-01 1986-05-01 −0.6039 210 70 140
3 2000-01-01 2003-02-01 2006-10-01 −0.4064 82 38 44
4 1961-12-01 1962-10-01 1964-02-01 −0.3547 27 11 16
5 2007-06-01 2009-02-01 2011-01-01 −0.3214 44 21 23
(b) Unmanaged portfolio
From Trough To Depth Length To Trough Recovery
1 1929-09-01 1932-06-01 1945-04-01 −0.8476 188 34 154
2 1968-12-01 1974-09-01 1983-04-01 −0.5514 173 70 103
3 2007-11-01 2009-02-01 2012-09-01 −0.5257 59 16 43
4 2000-04-01 2002-09-01 2007-10-01 −0.4973 91 30 61
5 1987-09-01 1987-11-01 1991-08-01 −0.3076 48 3 45











































Figure 2.2: Cumulative performance and drawdowns for monthly CRSP value-weighted excess
returns managed by standard deviation from 1929 to 2020.
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Figure 2.3: Density plot of monthly CRSP value-weighted excess returns managed by standard
deviation and unmanaged returns from 1929 to 2020.
Fama-French 3 and 5 factors, we fit the following regressions.
fσt = α+ βft (2.2)
fσt = α+ β1MKTt + β2SMBt + β3HMLt (2.3)
fσt = α+ β1MKTt + β2SMBt + β3HMLt + β4RMWt + β5CMAt (2.4)
Tables 2.3 to 2.6 report on the results. The strategy produces economically significant out-
performance of around 300 bps per year, when applied to CRSP value-weighted returns and the
Fama-Frenchmarket factor. It also outperforms its unmanaged counterpart when applied to the
HML factor, while there is no outperformance in the SMB factor in the full sample period from
1929 to 2020, as the intercepts in Table 2.3 show. In a shorter sample ranging from August 1963
to December 2020, we regress the strategy on the CRSP index and Fama-French 5 factors and
find an annual outperformance of at least 100 bps in the the market factor and the CRSP index,
HML and RMW, while there are only limited gains to volatility-managing the SMB and CMA
factors as can be seen in Table 2.4. Note however, that alphas are insignificant in the shorter
sample except for RMW.
The results in Tables 2.5 and 2.6 confirm that the managed portfolios that led to a strong
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Table 2.3: Alpha versus unmanaged portfolio 1929 to 2020, standard errors are in parentheses
and adjust for heteroscedasticity. All factors are in percent per year by multiplying monthly
returns by 12.
fσt Mkt.RF.mgd SMB.mgd HML.mgd
(Intercept) 2.86∗∗ 2.83∗∗ −0.35 1.55∗










R2 0.71 0.71 0.72 0.66
Adj. R2 0.71 0.71 0.72 0.66
Num. obs. 1104 1104 1104 1104
RMSE 34.71 34.58 20.21 24.61
Note: robust standard errors.
Table 2.4: Alpha versus unmanaged portfolio 1963-08 to 2020, standard errors are in parentheses
and adjust for heteroscedasticity. All factors are in percent per year by multiplying monthly
returns by 12.
fσt Mkt.RF.mgd SMB.mgd HML.mgd RMW.mgd CMA.mgd
(Intercept) 1.33 1.24 −0.13 1.22 1.53∗ 0.17














R2 0.79 0.79 0.82 0.76 0.67 0.78
Adj. R2 0.79 0.79 0.82 0.76 0.67 0.78
Num. obs. 689 689 689 689 689 689
RMSE 24.50 24.37 15.37 17.01 14.92 11.19
Note: robust standard errors.
outperformance in the longer and shorter sample period, respectively, i.e. the CRSP value-
weighted index, the Fama-French market factor, HML and RMW, are not spanned by the Fama-
French 3 and 5 factors in the sample period from 1929 to 2020 and the shorter sample period
from August 1963 to 2020. Note however, that the managed market factor is actually spanned
by the Fama-French factors in the shorter sample period.
In short, we broadly confirm the previous findings ofMoreira andMuir (2017) and continue
to investigate the ability of volatility-management to time the market.
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Table 2.5: Alpha versus Fama-French 3 factors 1929 to 2020, standard errors are in parentheses
and adjust for heteroscedasticity. All factors are in percent per year by multiplying monthly
returns by 12.
fσt Mkt.RF.mgd SMB.mgd HML.mgd
(Intercept) 3.15∗∗ 3.29∗∗ −0.19 2.16∗∗
(1.00) (1.01) (0.55) (0.67)
Mkt.RF 0.87∗∗∗ 0.87∗∗∗ −0.01 −0.09∗∗∗
(0.04) (0.04) (0.01) (0.02)
SMB −0.01 −0.01 0.86∗∗∗ −0.01
(0.05) (0.05) (0.08) (0.05)
HML −0.16∗∗ −0.16∗∗ −0.03 0.85∗∗∗
(0.06) (0.06) (0.04) (0.06)
R2 0.73 0.72 0.73 0.68
Adj. R2 0.72 0.72 0.72 0.68
Num. obs. 1104 1104 1104 1104
RMSE 33.91 33.96 20.18 23.88
Note: robust standard errors.
Table 2.6: Alpha versus Fama-French 5 factors 1963-08 to 2020, standard errors are in parenthe-
ses and adjust for heteroscedasticity. All factors are in percent per year by multiplying monthly
returns by 12.
fσt Mkt.RF.mgd SMB.mgd HML.mgd RMW.mgd CMA.mgd
(Intercept) 0.31 0.46 −0.70 2.45∗∗∗ 2.13∗∗∗ 0.60
(0.97) (0.98) (0.67) (0.64) (0.61) (0.42)
Mkt.RF 0.90∗∗∗ 0.91∗∗∗ 0.01 −0.04∗ 0.00 0.02
(0.03) (0.03) (0.02) (0.02) (0.01) (0.01)
SMB 0.04 0.04 0.93∗∗∗ −0.05∗ −0.01 −0.03∗
(0.03) (0.03) (0.03) (0.02) (0.03) (0.02)
HML −0.04 −0.04 0.01 0.90∗∗∗ −0.12∗∗∗ 0.03
(0.05) (0.06) (0.04) (0.04) (0.03) (0.02)
RMW 0.13∗∗ 0.14∗∗∗ 0.12∗ −0.26∗∗∗ 0.83∗∗∗ −0.15∗∗∗
(0.04) (0.04) (0.05) (0.04) (0.06) (0.03)
CMA 0.09 0.08 0.01 −0.05 −0.08 0.86∗∗∗
(0.07) (0.07) (0.04) (0.05) (0.05) (0.04)
R2 0.80 0.80 0.83 0.79 0.72 0.81
Adj. R2 0.80 0.80 0.83 0.79 0.72 0.81
Num. obs. 689 689 689 689 689 689
RMSE 24.06 24.19 15.12 15.88 13.83 10.51
Note: robust standard errors.
Timing Regressions
As a first step towards gaining knowledge on the structure of volatility-managed portfolios we
analyze the leverage dynamics implied by such a scaling strategy. In terms of methods we
follow Lan and Wermers (2017) and fit Treynor-Mazuy (1966) and Henriksson-Merton (1981)
market timing regressions. In addition, we implement specifications that split beta into up and
down-market betas using squared positive and negative market returns as additional controls.
Remember that we define fσt as the volatility-managedCRSP value-weighted excess return. The
Treynor-Mazuy (TM) timingmeasure is defined as the estimated coefficient β2 in the regression
fσt = α+β1ft +β2f
2
t , while the Henriksson-Merton timing measure is the estimated coefficient
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of β2 in the regression fσt = α+β1ft+β2 max(0, ft). Additionally, we fit regressions of the form:
fσt = α+ β1 min(0, ft) + β2 max(0, ft) + β3(−min(0, ft)2) + β4 max(0, ft)2 (2.5)
fσt = α+ β1 min(0, ft) + β2 max(0, ft) + β4 max(0, ft)
2 (2.6)
to analyze the empirical relationship of fσt to large positive and negative returns of the under-
lying factor.
Table 2.7 reports on the regression results. According to the Treynor-Mazuymeasure volatility-
management has a market beta < 1, while the strategy’s returns are negatively associated with
bigmoves, as the coefficient of−0.937 for squaredmarket excess returns shows. TheHenriksson-
Merton measure indicates, that the strategy has a downside beta close to 1 and an upside beta
< 1. Since both models are extensions of the basic CAPM that measure squared and positive
returns separately, we would need to see positive values on the betas for f2t and max(0, ft) in
order to find evidence for market timing ability.
Table 2.7: Timing regressions models for CRSP value-weighted returns from 1929 to 2020, stan-
dard errors are in parentheses and adjust for heteroscedasticity.
Treynor-Mazuy Henriksson-Merton full specification incl. squared down states
(Intercept) 0.01∗∗∗ 0.01∗∗ 0.00 −0.00∗∗

















R2 0.74 0.72 0.80 0.78
Adj. R2 0.74 0.72 0.79 0.78
Num. obs. 1104 1104 1104 1104
RMSE 0.03 0.03 0.02 0.03
Note: robust standard errors.
However, since rare but largemoves in the underlyingmarket have an outsized impact on the
cumulative return since start of the portfolio, regressions (2.5) and (2.6) look at up and down-
side betas as well as the effect of squared directional returns. The resulting betas for regression
(2.5) show that the strategy leads to betas that are bigger than 1 in the up- anddownside returns,
but the strategy strongly reacts to large returns, as indicated by the coefficients for−min(0, ft)2
and max(0, ft)2 with values of −2.3 and −2.7. Regression (2.6) reports an upside beta of 1.3, a
downside beta of 0.8 and a negative coefficient of−3.02 for squared positive returns. Figure 2.4
provides a visual impression of the regressions fits.
Comparing all specifications of the timing regressions it turns out that the model with the
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best fit according to adjusted R2 and RMSE (and the ability to drive out significant alpha)
is specification (2.5), which has a sinusoidal shape. Hence, according to this specification
volatility-management leads to smaller downside returns than the original factor, while hav-
ing bigger upside returns. Still, there is a turning point for positive and negative returns at
roughly 20% per month, as the plot in the third quadrant shows. We suspect that the strong
positive returns might occur after months with very high volatility and therefore the volatility-
managed factor is not able to capture them due to less exposure in these months. Thus, as a first
contribution, the results of the best fitting timing regression specification suggests that the out-
performance of volatility-managed portfolios stems from a return asymmetry induced by the
leverage dynamics , i.e. (substantial) negative returns tend to be reduced due to less leverage
and frequently occurring positive returns (except for very high returns whenmarginal utility is
lowest anyways) are boosted by high leverage. The outperformance of volatility-managed port-


























−0.2 0.0 0.2 0.4
f
fσ
cond. timing incl. squared down states
Figure 2.4: Regression plots of market timing regressions using monthly returns from 1929 to
2020. Unmanaged CRSP value-weighted excess returns are shown on the x-axis, while the y-
axis shows managed excess returns.
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Relation to Volatility Levels
In order to investigate the characteristics of periods in which the volatility-managed strategy
outperforms, we try to relate outperformance and volatility levels. A simple linear regression
shows no clear relationship between outperformance and volatility in the underlying factor, as
can be seen in Table 2.8.
Table 2.8: Regression of CRSP value-weighted excess returns, vol-managed returns and the
outperformance of the vol-managed strategy onmonthly volatility of the underlying factor from






(Intercept) 0.03∗∗∗ 0.03∗∗∗ 0.00
(0.00) (0.00) (0.00)
crsp.vol −2.36∗∗∗ −2.65∗∗∗ −0.29
(0.53) (0.35) (0.36)
R2 0.07 0.09 0.00
Adj. R2 0.07 0.09 0.00
Num. obs. 1104 1104 1104
RMSE 0.05 0.05 0.03
Note: robust standard errors.
However, once volatility exceeds a certain threshold, the volatility-managed portfolio always
outperformed the unmanaged strategy. This threshold corresponds to an annualized realized
volatility of about 68%. In all five of the most volatile months, the strategy outperformed the
unmanaged index. In case of the most volatile month, October 2008, the outperformance was









Figure 2.5: Factor outperformance versus volatility.
It is important to mention that in previous work Moreira and Muir found that the average
returns in months following months with low, medium or high volatility are almost equal, so
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that the return-variance tradeoff following calmer months is superior (see Moreira and Muir
(2017)). Therefore, a mean-variance optimizing investor who can vary his exposure ought to
be invested more heavily in tranquil periods. Our regression on volatility levels augments this
finding by showing that the outperformance of volatility management is not confined to a cer-
tain level of past realized volatility.
2.4.2 Relation to Cash-Flow and Discount-Rate News
In a series of papersCampbell and Shiller (1988), Campbell (1991) andCampbell andVuolteenaho
(2004) show that unexpected excess stock returns can be split into innovations (news) in cash
flows and innovations in discount rates:
rt+1 − Etrt+1 = (Et+1 − Et)
∞∑
j=0
ρj∆dt+1+j − (Et+1 − Et)
∞∑
j=1
ρjrt+1+j = NCF,t+1 −NDR,t+1
where d are dividends and ρ is the log-linearization constant.
Thus, as the next logical step toward understanding the characteristics of volatility-managed
strategies, we focus on this established decomposition and relate strategy returns to the two
essential news items. To get empirical proxies of cash-flow and discount-rate news, we fit the
same models as in Campbell and Vuolteenaho (2004) using the market-excess return, PE, TY
and VS as the state variables (i.e. leaving out DEF for now):
zt+1 = a+ Γzt + ut+1 (2.7)
where zt+1 is m-by-1 state vector with rt+1 as its first element. a and Γ are a m-by-1 vector and
a m-by-m matrix of constant parameters. ut+1 is an i.i.d. m-by-1 vector of shocks. Given that
zt+1 is the data-generating process, cash-flow and discount-rate news are defined as:
NCF,t+1 = (e1
′ + e1′λ)ut+1 (2.8)
NDR,t+1 = e1
′λut+1 (2.9)
VAR shocks are mapped to news by λ ≡ ρΓ(I − ρΓ)−1 and ρ ≡ 0.95( 112). The interpretation of
news is as follows: positive values of cash-flow news are good news, i.e. higher expected cash-
flows in the future are associated with higher expected returns. Discount-rate news are defined
to be positive when expected future returns increase, hence a higher value has a negative effect
on the current return. That is why −DR ≡ −NDR,t+1 is used in many regression settings, since
then the interpretation for both news terms is the same (positive values are good, negative
values are bad).
For ease of interpretation, we define the following types of news:
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cf = NCF (2.10)
dr = NDR (2.11)









which correspond to cash-flow, discount-rate, negative discount-rate news and cumulative
cash-flow and discount-rate news over the past 6 months.
We decompose the return variance and covariance as follows in order to attribute strategy
return variance to the two news terms:
Var(ft) = Cov (ft,mdr) + Cov (ft, cf) (2.15)
Cov(fσt , ft) = Cov (f
σ
t ,mdr) + Cov (fσt , cf) (2.16)
This decomposition shows, that the returns of both series are mostly driven by discount-rate
news, with a contribution of about two thirds, while cash-flow news cause only about 31% of
the movements in variance and covariance, respectively (see Table 2.9). For the market factor
itself this is consistent with common findings in the literature, as Campbell et al. (2018) find that
discount-rate news are nearly twice as volatile as cash-flow news, confirming empirical results
by Campbell (1991) and Campbell and Vuolteenaho (2004) who find that discount-rate news
cause more variation than cash-flow news. Our results show, that volatility management does
not alter this fact as the return variance of the managed factor has virtually the same variance
decomposition coefficients.3
Table 2.9: These tables show the decomposition of the variance of the unmanaged index (panel
(a)) and the covariance of the managed index with the unmanaged index (panel (b)) into co-
variances with minus discount-rate and cash-flow news. Both time series are mostly driven by
discount-rate news.
(a) Variance decomposition
Var(ft) Cov(ft, mdr) Cov(ft, cf) share mdr share cf
Var(ft) 0.002903 0.001923 0.000922 0.662355 0.317603
(b) Covariance decomposition
Cov(fσt , ft) Cov(fσt , mdr) Cov(fσt , cf) share mdr share cf
Cov(fσt , ft) 0.002450 0.001656 0.000781 0.675848 0.318934
3Our variance decompositions do not sum to 100 due to rounding and the fact that the news series come from a
VAR that uses log-excess-returns with a different risk-free rate than the geometric CRSP-excess returns. However,
the variance terms explain 97.91% and 99.48% ofVar(ft) andCov(fσt , ft), respectively and the relative contributions
are in line with previous findings for Var(ft).
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In order to estimate the relative importance of cash-flow and discount-rate news for the out-
performance generated by volatility-management, we regress ft, ftm and fo on the two news
terms. Table 2.10 reports on the results. While the managed strategy has positive betas to cash-
flow and negative discount-rate news of 0.82 and 0.87, the outperformance seems to be nega-
tively related to both news terms, althoughwe can only explain 6%of the variation in the returns
in excess of the unmanaged factor and only the coefficient of −0.12 on negative discount-rate
news is significant. Still, this first relationship indicates a reduction in discount-rate news expo-
sure. However, the regression specification does not account for varying amounts of leverage
and the news direction.
Table 2.10: Regression of CRSP value-weighted excess returns, vol-managed CRSP value-
weighted excess returns and the outperformance over the unmanaged factor from 1929 to 2020







cf 1.00∗∗∗ 0.83∗∗∗ −0.16
(0.03) (0.08) (0.10)
mdr 0.99∗∗∗ 0.86∗∗∗ −0.13∗∗
(0.02) (0.04) (0.05)
R2 0.96 0.70 0.06
Adj. R2 0.96 0.70 0.06
Num. obs. 1104 1104 1104
RMSE 0.01 0.03 0.03
Note: ∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05. Robust standard errors.
As a next step, we distinguish positive and negative news by running dummy regressions
concerning the news direction to check if there are any asymmetries in the sensitivities to the
news terms and their direction. Again, the outperformance of volatility management does not
have any exposure to cash-flow news. The marginal exposure to discount-rate news mentioned
above comes entirely from positive discount-rate shocks, while there is no clear relation to neg-
ative discount-rate shocks.
In the appendixwe show a clear indication of both time-varying cash-flow and discount-rate
betas (see Figure 2.A.1 in the appendix).
Moreover, a volatility-managed strategy has, by definition, a time-varying exposure to the
underlying factor. Figure 2.6 shows the amount of leverage for month t+ 1, which is influenced
by the previousmonth’s volatility, and cash-flowanddiscount-rate news formonth t+1. Volatil-
ity management tends to avoid both, very positive and very negative movements in cash-flow
and discount-rate news, by reducing the overall exposure.
As shown by Campbell and Vuolteenaho (2004) and Celiker et al. (2016), news terms can
be very erratic in a single period. Thus, in order to relate returns to cumulative shocks to cash
flows or discount rates of relevant size, we aggregate both news terms over rolling windows of
1, 3, 6, 9, 12, and 24 months and continue to analyze the performance of the managed strategy
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Table 2.11: Regressions of unmanaged andmanaged factor as well as the factor outperformance
based on CRSP value weighted excess returns from 1929 to 2020, standard errors are in paren-






(Intercept) 0.00∗∗ 0.01∗∗∗ 0.01∗
(0.00) (0.00) (0.00)
pmax(cf, 0) 1.10∗∗∗ 0.77∗∗∗ −0.34
(0.06) (0.20) (0.25)
pmin(cf, 0) 0.92∗∗∗ 0.88∗∗∗ −0.04
(0.03) (0.12) (0.12)
pmax(mdr, 0) 1.08∗∗∗ 0.78∗∗∗ −0.31∗∗
(0.05) (0.08) (0.11)
pmin(mdr, 0) 0.93∗∗∗ 0.92∗∗∗ −0.00
(0.02) (0.08) (0.09)
R2 0.98 0.72 0.10
Adj. R2 0.98 0.72 0.09
Num. obs. 1104 1104 1104
RMSE 0.01 0.03 0.03
Note: robust standard errors.
























Figure 2.6: This figure shows the volatility-managed strategy’s leverage (fexp for factor expo-
sure) versus cash-flow and minus discount-rate news in the same month from 1929 to 2020.
depending on news-states, i.e. if cumulative news are positive or negative in the investigated
months.
The subtables on the left of Table 2.12 report summary statistics of conditional returns de-
pending on whether cumulative cash-flow or discount-rate news were positive in a certain
month. They also show t-statistics for the outperformance fo (see (2.4.1)) versusH0 that the re-
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turns are not different fromzero. Independent of the cumulating period, we show that volatility-
management is significantly outperforming an unmanaged portfolio in up-states. That is, there
is strong statistical evidence for volatility-management to produce excess returns over an un-
managed benchmark in upstates (as measured by cash-flow and discount-rate news) that are
significantly different from zero, as the t-values in the subtables of Table 2.12 show. The low-
est t-value when either cumulative cash-flow or discount-rate news are positive, including the
current month, is 1.9075 for cash-flow news and a cumulating period of 9 months. All other
t-values are larger in “good” states, i.e. when either cash-flow or discount-rate news are up.
The biggest annualized outperformance was found for a cumulating period of 6 months and
a positive sum of negative discount-rates with an annual geometric outperformance of 4.93%.
However we don’t find a significant difference in returns in non-disjoint down-states. Despite
the lack of significant outperformance in months when cash-flow or discount-rates are down,
this is a remarkable feature, since it implies that a volatility-managed CRSP index is able to to
do better than the underlying benchmark, when cash-flow or negative discount-rates are pos-
itive, i.e. the overall market is doing well over the past 1 to 24 months. At the same time the
strategy is able to not perform significantly worse, when cash-flow and discount-rates are down
over cumulating periods of 1 to 24 months. Hence, a volatility-managedmarket portfolio seems
to be able to lever up the good times, while reducing risk when its appropriate and thereby
performing not worse than its benchmark in bad times and better than the benchmark overall.
The subtables on the right side of Table 2.12 slice the strategy’s returns in disjoint states, that
is, either both, cumulative cash-flow and discount-rates are bigger than zero, both are smaller,
or either one of them is up and the other is down and vice versa. We run the same t-tests as in the
tables on the left side with cumulating periods of 1 to 24 months and find that our volatility-
managed CRSP excess return index produces significant outperformance only in months in
which both, cash-flow and discount-rate news, are up, producing t-values as high as 4.11 in
case of a 3-month cumulating period. We do not find significant t-values for months when the
market is down.
We can interpret the states in which both kinds of cumulative news are bigger than zero
as periods in which the market has gained positive momentum and therefore had a positive
cumulative return in that period. Whereas periods in which both cumulative news are smaller
than zero represent states, in which the market has negative momentum and is down over that
period. This finding links our results to Celiker et al. (2016) who find that themomentum effect
is stronger following positive cash-flow news.
The Best and Worst Periods for News and Outperformance
We continue to investigate the periods with the most extreme moves in our cumulative news
time series and factor outperformance. Table 2.13 reports on the results.
When looking at cash-flownews, our volatility-managed portfolio outperformed in all of the
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Table 2.12: Average annualized geometric returns depending on news-states. The tables on
the left distinguish between positive and negative cash-flow and discount-rate news, i.e. cash-
flow and discount-rates are only pairwise disjoint (up or down). The tables on the right are
disjoint, i.e. the sum of the observations equals the overall amount of months since start. The
news are cumulated from 3 to 24 months up to and including the month that is observed for
Tables 2.12c to 2.12l. The rightmost column shows t-values forH0: there is no difference between
the managed and unmanaged strategy.
(a) 1 month
nObs ft fσt fσt − ft t stat
rCFup 615 0.4014 0.4649 0.0380 2.8108
rCFdo 489 −0.2552 −0.2689 −0.0215 −1.2076
rmDRup 594 0.5546 0.6317 0.0427 3.0571
rmDRdo 510 −0.3225 −0.3365 −0.0242 −1.4014
rUnconditional 1104 0.0592 0.0768 0.0112 1.5494
(b) 1 month
nObs ft fσt fσt − ft t stat
rBothUp 395 0.7824 0.8943 0.0526 2.6192
rBothDo 290 −0.4584 −0.4836 −0.0510 −1.9766
rCFupmDRdo 220 −0.0899 −0.0766 0.0123 1.0542
rCFdomDRup 199 0.1851 0.2135 0.0232 2.2951
rUnconditional 1104 0.0592 0.0768 0.0112 1.5494
(c) 3 months
nObs ft fσt fσt − ft t stat
rCFup 612 0.3057 0.3605 0.0381 2.9587
rCFdo 490 −0.1850 −0.1963 −0.0208 −0.9714
rmDRup 612 0.3420 0.4112 0.0483 3.7118
rmDRdo 490 −0.2125 −0.2322 −0.0328 −1.6489
rUnconditional 1102 0.0588 0.0766 0.0114 1.5678
(d) 3 months
nObs ft fσt fσt − ft t stat
rBothUp 463 0.4138 0.5131 0.0665 4.0946
rBothDo 341 −0.2966 −0.3091 −0.0272 −1.0056
rCFupmDRdo 149 0.0197 −0.0222 −0.0455 −1.6081
rCFdomDRup 149 0.1416 0.1361 −0.0062 −0.1396
rUnconditional 1102 0.0588 0.0766 0.0114 1.5678
(e) 6 months
nObs ft fσt fσt − ft t stat
rCFup 612 0.2261 0.2634 0.0268 2.1791
rCFdo 487 −0.1177 −0.1177 −0.0074 −0.1498
rmDRup 601 0.2695 0.3339 0.0489 3.8655
rmDRdo 498 −0.1479 −0.1671 −0.0320 −1.4905
rUnconditional 1099 0.0597 0.0776 0.0115 1.5678
(f) 6 months
nObs ft fσt fσt − ft t stat
rBothUp 466 0.2924 0.3706 0.0583 3.8556
rBothDo 352 −0.2143 −0.2195 −0.0167 −0.5584
rCFupmDRdo 146 0.0364 −0.0259 −0.0677 −1.7671
rCFdomDRup 135 0.1936 0.2147 0.0172 0.8373
rUnconditional 1099 0.0597 0.0776 0.0115 1.5678
(g) 9 months
nObs ft fσt fσt − ft t stat
rCFup 628 0.1749 0.1983 0.0182 1.6533
rCFdo 468 −0.0820 −0.0707 0.0020 0.4538
rmDRup 614 0.2150 0.2645 0.0396 3.4619
rmDRdo 482 −0.1141 −0.1258 −0.0237 −0.8626
rUnconditional 1096 0.0574 0.0750 0.0113 1.5466
(h) 9 months
nObs ft fσt fσt − ft t stat
rBothUp 482 0.2311 0.2868 0.0442 3.2537
rBothDo 336 −0.1622 −0.1558 −0.0060 0.0348
rCFupmDRdo 146 0.0072 −0.0526 −0.0633 −1.4849
rCFdomDRup 132 0.1583 0.1865 0.0229 1.1843
rUnconditional 1096 0.0574 0.0750 0.0113 1.5466
(i) 12 months
nObs ft fσt fσt − ft t stat
rCFup 616 0.1690 0.1958 0.0233 2.0620
rCFdo 477 −0.0609 −0.0568 −0.0077 −0.0698
rmDRup 614 0.1902 0.2176 0.0224 2.0691
rmDRdo 479 −0.0815 −0.0775 −0.0064 0.0367
rUnconditional 1093 0.0624 0.0782 0.0097 1.4027
(j) 12 months
nObs ft fσt fσt − ft t stat
rBothUp 471 0.2166 0.2487 0.0257 1.9649
rBothDo 334 −0.1248 −0.1239 −0.0157 −0.3284
rCFupmDRdo 145 0.0267 0.0390 0.0154 0.7095
rCFdomDRup 143 0.1071 0.1207 0.0114 0.6612
rUnconditional 1093 0.0624 0.0782 0.0097 1.4027
(k) 24 months
nObs ft fσt fσt − ft t stat
rCFup 570 0.1166 0.1409 0.0250 2.3510
rCFdo 511 0.0130 0.0186 −0.0084 −0.0109
rmDRup 598 0.1173 0.1350 0.0191 1.9208
rmDRdo 483 0.0064 0.0185 −0.0031 0.2714
rUnconditional 1081 0.0663 0.0814 0.0091 1.3436
(l) 24 months
nObs ft fσt fσt − ft t stat
rBothUp 415 0.1290 0.1493 0.0201 1.6823
rBothDo 328 −0.0282 −0.0257 −0.0222 −0.4269
rCFupmDRdo 155 0.0838 0.1186 0.0383 1.7253
rCFdomDRup 183 0.0912 0.1032 0.0168 0.9397
rUnconditional 1081 0.0663 0.0814 0.0091 1.3436
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10 worst periods as Table 2.13a shows. In the period spanning the biggest 6 month cumulative
cash-flow shock from September 2008 to February 2009 the unmanaged index returned −43%,
while the volatility-managed strategy dropped only by 17.1%. The volatility-managed strategy
underperformed in some of the best periods according to cumulative cash-flow news, especially
in the best two of them. While the unmanaged index gained about 100%, the managed strategy
returned only 21.96%. However, the volatility-managed strategy managed to partly avoid the
severe drawdown before that period and never touched the lows reached by the unmanaged in-
dex before the underperformance fromMarch 1933 to August 1933 (see Figure 2.2). Therefore,
the strategy still outperformed the underlying index at that point in time, although it was not
able to capture the strong recovery due to almost no leverage during that time (see Figure 2.1
due to high amounts of volatility).
As in the case of theworst cash-flowperiods, a volatility-managed portfolio tends to perform
better in periods with strongly negative minus discount-rate news, as Table 2.13c shows. The
biggest outperformance was generated from from December 1931 to May 1932. While the un-
managed index lost 48% on an excess-return basis, the managed strategy dropped only 21.4%.
There are only two occasions with a minor underperformance in 1941 to 1942 and 1962, that
are easily compensated by the reduction in drawdowns in the remaining periods. In the best
periods according to minus discount-rate news the strategy’s results are rather mixed. The best
period from March 1933 to August 1933 covers the same recovery already mentioned above.
The strategy also did not benefit as much from the recovery after the global financial crisis from
April 2009 to September 2009.
Tables 2.13e and 2.13f report on the worst and best months in terms of pure outperformance
generated by volatility-management. The biggest underperformance is generated in periods of
a recovery after severe and volatile drawdowns such as March 1933 to August 1933 or March
2009 to August 2009. The periods with the biggest outperformance of volatility-management
contain both, times when the aggregate market was up and down. They don’t contain any of
the best periods for minus discount-rate news and overlap only one of the best periods for cash-
flow news (October 1942 to March 1943). Therefore, we conclude that volatility-management
tends to underperform in the very best periods after a recovery while it is able to partly avoid
the most severe shocks to cash-flow and discount-rate news.
2.4.3 Relation to Risk News
In a follow-up paper on their previous work Campbell et al. (2018) allow for heteroscedas-
ticity in returns and, thus, introduce a third kind of news term (in addition to cash-flow and
discount-rate news), namely risk or expected volatility news (NV ). More formally, in themodel
of Campbell et al. (2018) innovations to the stochastic discount factor (mt+1) can be written in
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Table 2.13: These tables show the cumulative performance of an unmanaged (ft6m) and
a volatility-managed (ftm6m) portfolio and the outperformance generated by volatility-
management (fo6m) over disjoint 6-month periods, their start and end date as well as the cu-
mulated cash-flow and minus discount-rate news over that period.
(a) 10 worst periods according to cash-flow news
start end ft 6m fσt 6m fσt − ft 6m CF6m mDR6m
Sep 2008 Feb 2009 −0.4308 −0.1728 0.2580 −0.2176 −0.3429
Oct 1937 Mar 1938 −0.3550 −0.1580 0.1970 −0.1914 −0.2600
Apr 1931 Sep 1931 −0.4129 −0.2789 0.1340 −0.1884 −0.3667
Dec 1931 May 1932 −0.4807 −0.2154 0.2653 −0.1815 −0.4981
Mar 1974 Aug 1974 −0.2911 −0.2438 0.0472 −0.1710 −0.1711
Oct 1932 Mar 1933 −0.2462 −0.1077 0.1385 −0.1532 −0.1980
Jan 1970 Jun 1970 −0.2528 −0.2446 0.0082 −0.1521 −0.1316
Apr 1930 Sep 1930 −0.2673 −0.2114 0.0560 −0.1518 −0.1562
May 1929 Oct 1929 −0.1260 −0.0534 0.0726 −0.1360 0.0214
Jun 1987 Nov 1987 −0.2279 −0.1217 0.1062 −0.1271 −0.1507
(b) 10 best periods according to cash-flow news
start end ft 6m fσt 6m fσt − ft 6m CF6m mDR6m
Mar 1933 Aug 1933 1.0026 0.2210 −0.7816 0.1595 0.4079
Apr 1938 Sep 1938 0.4342 0.2389 −0.1953 0.1355 0.1654
Jul 1950 Dec 1950 0.2106 0.2179 0.0073 0.1296 0.0095
Oct 1999 Mar 2000 0.2161 0.1459 −0.0702 0.1223 0.0952
Dec 1942 May 1943 0.3508 0.5791 0.2283 0.1128 0.1165
Mar 2009 Aug 2009 0.4316 0.1723 −0.2593 0.1003 0.1831
Jun 1949 Nov 1949 0.1730 0.2534 0.0804 0.0997 0.0003
Mar 2020 Aug 2020 0.1793 0.0586 −0.1207 0.0978 0.0839
Sep 1998 Feb 1999 0.2624 0.1454 −0.1169 0.0909 0.1633
Apr 1997 Sep 1997 0.2494 0.2377 −0.0118 0.0885 0.1298
(c) 10 worst periods according to minus discount-rate
news
start end ft 6m fσt 6m fσt − ft 6m CF6m mDR6m
Dec 1931 May 1932 −0.4807 −0.2154 0.2653 −0.1815 −0.4981
Jun 2008 Nov 2008 −0.3864 −0.2068 0.1796 −0.1265 −0.3493
Sep 1932 Feb 1933 −0.2912 −0.1260 0.1652 −0.1219 −0.3385
Aug 1937 Jan 1938 −0.3429 −0.2578 0.0851 −0.1474 −0.2736
Apr 1974 Sep 1974 −0.3559 −0.2811 0.0749 −0.1522 −0.2730
May 1930 Oct 1930 −0.3159 −0.2433 0.0727 −0.1099 −0.2491
Apr 2002 Sep 2002 −0.2776 −0.1860 0.0916 −0.0870 −0.2320
Oct 1941 Mar 1942 −0.1858 −0.2569 −0.0711 −0.0364 −0.2055
Jan 1962 Jun 1962 −0.2412 −0.3321 −0.0909 −0.0810 −0.1956
Sep 1987 Feb 1988 −0.1943 −0.1845 0.0098 −0.0567 −0.1849
(d) 10 best periods according tominus discount-rate news
start end ft 6m fσt 6m fσt − ft 6m CF6m mDR6m
Mar 1933 Aug 1933 1.0026 0.2210 −0.7816 0.1595 0.4079
Apr 2020 Sep 2020 0.3275 0.0827 −0.2449 0.0722 0.2106
Apr 1935 Sep 1935 0.3497 0.3193 −0.0304 0.0057 0.2095
Apr 2009 Sep 2009 0.3770 0.1739 −0.2031 0.0430 0.1898
Nov 1998 Apr 1999 0.2022 0.1476 −0.0546 0.0095 0.1872
Jan 1975 Jun 1975 0.4089 0.3130 −0.0959 0.0762 0.1832
Mar 1929 Aug 1929 0.1592 0.1843 0.0251 −0.0148 0.1797
Jun 1938 Nov 1938 0.3804 0.1951 −0.1854 0.0667 0.1761
Oct 1986 Mar 1987 0.2235 0.2600 0.0364 0.0040 0.1490
May 1936 Oct 1936 0.2564 0.2965 0.0400 0.0406 0.1465
(e) 10 worst periods according to outperformance versus
an unmanaged portfolio
start end ft 6m fσt 6m fσt − ft 6m CF6m mDR6m
Mar 1933 Aug 1933 1.0026 0.2210 −0.7816 0.1595 0.4079
Mar 2009 Aug 2009 0.4316 0.1723 −0.2593 0.1003 0.1831
Apr 2020 Sep 2020 0.3275 0.0827 −0.2449 0.0722 0.2106
Apr 1938 Sep 1938 0.4342 0.2389 −0.1953 0.1355 0.1654
May 1940 Oct 1940 −0.0740 −0.2473 −0.1732 −0.0351 −0.0722
Dec 1961 May 1962 −0.1720 −0.3114 −0.1394 −0.0750 −0.1263
Sep 2018 Feb 2019 −0.0456 −0.1761 −0.1305 0.0024 −0.0281
Jul 1948 Dec 1948 −0.0837 −0.2087 −0.1250 −0.0110 −0.1007
Oct 1974 Mar 1975 0.3132 0.1885 −0.1247 0.0689 0.1385
Nov 1933 Apr 1934 0.2120 0.0882 −0.1238 0.0167 0.1001
(f) 10 best periods according to outperformance versus an
unmanaged portfolio
start end ft 6m fσt 6m fσt − ft 6m CF6m mDR6m
Oct 1942 Mar 1943 0.3577 0.7350 0.3773 0.1083 0.1207
Jan 1954 Jun 1954 0.2044 0.4733 0.2689 0.0700 0.0496
Dec 1931 May 1932 −0.4807 −0.2154 0.2653 −0.1815 −0.4981
Sep 2008 Feb 2009 −0.4308 −0.1728 0.2580 −0.2176 −0.3429
Feb 1995 Jul 1995 0.1824 0.4140 0.2316 0.0375 0.1085
Aug 1965 Jan 1966 0.1047 0.3322 0.2276 0.0255 0.0644
Jan 1964 Jun 1964 0.0832 0.2850 0.2019 0.0177 0.0475
Nov 1960 Apr 1961 0.2454 0.4444 0.1991 0.0442 0.1219
Jan 1944 Jun 1944 0.1416 0.3388 0.1972 0.0532 0.0296
Oct 1937 Mar 1938 −0.3550 −0.1580 0.1970 −0.1914 −0.2600
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terms of the market return and innovations to future variables:




or equivalently, by splitting up the market return into cash-flow news and discount-rate news :




where γ is the price of risk. Similar to the empirical VAR estimation of cash-flow news and
discount-rate news, news about expected volatility can also be estimated in an extended VAR
(for details we refer to Section 3.1.3 of Campbell et al. (2018)).
Analogous to the analysis above, we investigate the relationship between risk news and
volatilitymanagement by running regressions of the quarterly returns of the volatility-managed
portfolio, themarket return and the outperformance on all three news terms. We also investigate
the strategy’s returns in the quarters with the highest expected volatility news and run a regres-
sion of the outperformance on quarterly cash-flow, discount-rate and volatility news from 1929
to 2011. Finallywe report t-statistics of the cumulative returns of themarket, volatility-managed
returns and the outperformance conditional on the state of the three news terms.
Table 2.14 reports on the regression results. The returns of a volatility-managed portfolio are
positively associated with higher volatility news (the same holds true for the outperformance
(fo), while the unmanaged portfolio (ft) has an insignificant beta of −0.15.
These results are not surprising, as the quarterlyNV time series is heavily influenced by the
expected return variance on the market portfolio (see Campbell et al. (2018)). Since current
volatility tends to forecast future volatility well, the resulting quarterly time series tends to cor-
relate with the volatility measure used for scaling the unmanaged portfolio. In combination
with the expected return versus risk tradeoff described byMoreira andMuir (2017), that is, the
expected Sharpe ratio tends to be better after calmer months, we would expect to see a posi-
tive relationship between quarterly returns on both, the managed portfolio and the generated
outperformance, and volatility news.
Similar to our analysis above, we look at the quarterly performance with the highest value
for volatility news. Table 2.15 shows that in most of these quarters the unmanaged portfolio
(ft) generated negative returns and a volatility-managed portfolio performed better in all but 3
quarters from 1929 to 2011.
Again, we investigate the average performance of the three strategies ft, ftm and fo depend-
ing on the news states. The cumulating periods are 1,2,3,4 and 8 quarters and always include
the concurrent period. We find that volatility-management tends to statistically significantly
outperform when we look at shorter cumulating periods of 1 to 2 quarters and volatility or
discount-rate news (in case of a 2 quarter cumulating period) are up. Table 2.16 reports on
the results. Volatility-management produces an average annualized geometric outperformance
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Table 2.14: Regression of quarterly CRSP value-weighted excess returns, vol-managed CRSP
value-weighted excess returns and the outperformance over the unmanaged factor from 1929
Q1 to 2011 Q4 on cash-flow, minus discount-rate and volatility news as in "An Intertemporal
CAPMwith Stochastic Volatility". Data was provided by Christopher Polk. Standard errors are






(Intercept) 0.02∗∗∗ 0.02∗∗∗ 0.00
(0.00) (0.00) (0.00)
mNr 1.05∗∗∗ 0.79∗∗∗ −0.26∗
(0.07) (0.06) (0.11)
Ncf 0.99∗∗∗ 0.87∗∗∗ −0.12
(0.07) (0.08) (0.11)
Nv −0.15 0.62∗∗∗ 0.77∗∗∗
(0.11) (0.13) (0.17)
R2 0.91 0.70 0.21
Adj. R2 0.91 0.69 0.21
Num. obs. 332 332 332
RMSE 0.03 0.06 0.06
Note: ∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05. Robust standard errors.
Table 2.15: Average annualized performance of quarterly returns. The table shows the top 10
quarters with the highest value for Nv, i.e. volatility news and the corresponding performance






t − ft Ncf mNr Nv
2008 Q4 −0.2383 −0.0583 0.1800 0.0320 −0.2812 0.1855
1931 Q4 −0.1507 −0.0520 0.0987 0.0434 −0.2009 0.1182
1933 Q3 −0.0946 −0.0463 0.0483 −0.1407 −0.0597 0.0741
1932 Q4 −0.1466 −0.0312 0.1154 0.0301 −0.2447 0.0630
1974 Q4 0.0690 0.0272 −0.0418 0.0136 0.0159 0.0563
1932 Q2 −0.3529 −0.1550 0.1979 0.0647 −0.5260 0.0554
1931 Q2 −0.1136 −0.0755 0.0381 0.1258 −0.2284 0.0501
1998 Q4 0.2015 0.1195 −0.0820 0.0233 0.1868 0.0479
2010 Q2 −0.1088 −0.0598 0.0490 −0.1044 −0.0427 0.0466
2003 Q2 0.1671 0.1106 −0.0565 −0.0190 0.1584 0.0460
of 6% in the quarters that have positive volatility news. This number amounts to 4.1% when
the sum of minus discount-rate news are positive in the previous and current quarter. We do
not find statistically significant evidence for outperformance in the other states with cumulat-
ing periods of less than 8 quarters. If we look at longer cumulating periods then volatility-
management outperforms with about 2.3% on an averaged annualized basis in the states when
the sum of volatility news over the past 8 quarters is less than zero. This is consistent with the
construction of volatility-managed portfolios, as they increase leverage in calmer periods.
In sum, we find a positive relation between the returns of our volatility-managed CRSP ex-
cess return portfolio and the new kind of volatility news introduced by Campbell et al. (2018).
At the same time our other observations regarding the connection between cash-flowanddiscount-
rate news and volatility-management remain intact.
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Table 2.16: Average annualized geometric returns depending on news-states. The tables distin-
guish between positive and negative cash-flow, discount-rate and volatility news, i.e. the news
are only pairwise disjoint (up or down). The news are cumulated from 1 to 8 quarters up to
and including the observation month. The rightmost column shows t-values for H0: there is no
difference between the managed and unmanaged strategy.
(a) 1 quarter
nObs ft fσt fσt − ft t stat
rCFup 182 0.1862 0.2269 0.0052 1.0843
rCFdo 150 −0.0917 −0.0900 −0.0002 0.2120
rmDRup 184 0.3289 0.3750 0.0109 1.3246
rmDRdo 148 −0.2141 −0.2134 −0.0073 −0.1916
rNVup 151 0.1040 0.1846 0.0635 3.9848
rNVdo 181 0.0095 −0.0138 −0.0453 −1.0956
rUnconditional 332 0.0514 0.0719 0.0028 1.0875
(b) 2 quarters
nObs ft fσt fσt − ft t stat
rCFup 177 0.1721 0.2049 0.0010 0.9155
rCFdo 154 −0.0725 −0.0629 0.0051 0.6301
rmDRup 169 0.2550 0.3288 0.0437 2.7134
rmDRdo 162 −0.1263 −0.1433 −0.0379 −1.3470
rNVup 144 0.1058 0.1725 0.0315 1.9538
rNVdo 187 0.0110 0.0004 −0.0185 −0.5146
rUnconditional 331 0.0512 0.0719 0.0029 1.0992
(c) 3 quarters
nObs ft fσt fσt − ft t stat
rCFup 186 0.1684 0.2059 0.0067 1.1511
rCFdo 144 −0.0837 −0.0792 −0.0011 0.2174
rmDRup 179 0.1892 0.2247 0.0160 1.5300
rmDRdo 151 −0.0924 −0.0846 −0.0116 0.0323
rNVup 149 0.0828 0.1358 0.0182 1.4448
rNVdo 181 0.0252 0.0222 −0.0088 0.0001
rUnconditional 330 0.0508 0.0720 0.0033 1.1231
(d) 4 quarters
nObs ft fσt fσt − ft t stat
rCFup 176 0.1427 0.1501 −0.0175 0.1591
rCFdo 153 −0.0471 −0.0140 0.0262 1.8955
rmDRup 170 0.1794 0.2154 0.0160 1.4968
rmDRdo 159 −0.0724 −0.0651 −0.0116 0.0161
rNVup 141 0.1215 0.1519 −0.0159 0.3518
rNVdo 188 −0.0003 0.0135 0.0167 1.5639
rUnconditional 329 0.0502 0.0706 0.0026 1.0741
(e) 8 quarters
nObs ft fσt fσt − ft t stat
rCFup 173 0.1170 0.1311 −0.0108 0.4245
rCFdo 152 −0.0065 0.0157 0.0141 1.1338
rmDRup 170 0.0837 0.1006 0.0190 1.7140
rmDRdo 155 0.0294 0.0488 −0.0188 0.2163
rNVup 122 0.0530 0.0711 −0.0359 −0.2023
rNVdo 203 0.0601 0.0783 0.0235 2.0751
rUnconditional 325 0.0574 0.0756 0.0008 0.9551
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2.4.4 Volatility Management vs. SVIX-based Timing Strategies
In addition to the strand of literature related to volatilitymanaged portfolios the highly cited pa-
per byMartin (2017) introduces a second approach for market timing strategies. He shows that
a measure of forward-looking option-implied volatility can be related to expected returns and,
thus, is suited to take timing decisions. However, these two approaches are hard to reconcile as
Martin (2017) increases market exposure proportional to implied volatility, whereas volatility
management increasesmarket exposure inversely proportional to realized volatility. Intuitively,
recent realized volatility would need to be negatively correlated with implied volatility to make
both strategies successful at the same time. However, this is inconsistent with popular empirical
findings. Thus, this sections shows the performance of both strategies jointly and relates them
in a regression set up.
First we present the most important concepts from Martin (2017). He defines a variable













where Rf,t is the risk free rate. Martin (2017) further derives a lower bound on the expected












where Rt is the gross return on the market. Using the definition of the SV IX , the inequality
can also be written as:
1
T − t
(EtRt −Rf,t) ≥ Rf,tSV IX2t−→T . (2.19)
Having derived an estimate (lower bound to be precise) of the expected equity premium,
Martin (2017) shows that his measure correlates positively and significantly with subsequently
realized market returns and, thus, can be utilized as a signal for market timing strategies. The




is invested in the stock market and (1 − αt) in cash. Thus, the allocation to risky assets is pro-
portional to SV IX2. We follow the original paper and use a mean allocation to stocks of 35%.
Anobvious empirical question that ariseswhen one considers both,Moreira andMuir (2017)
andMartin (2017) jointly, is how a strategy would fare, that uses risk-neutral volatility as a scal-
ing variable to implement volatility management. We call this the reverse SVIX strategy and
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define it as follows:
αt =
[1− (EtRt −Rf,t)]
[1− (EtRt −Rf,t)] ∗ 0.35
(2.21)
whereEtRt−Rf,t is defined as in Equation (2.18) and the bar indicates the mean value. So this
reverse SVIX strategy also has an average allocation to stocks of 35% but in contrast to the Mar-
tin (2017) strategy decreases exposure if SVIX increases and vice versa. So it can be considered
as a risk-neutral variance-based version of volatility management. Figure 2.7 plots the cumu-
lative performance of the S&P 500, a volatility managed version of it, the SVIX timed version
of it, the reversed SVIX strategy and a combined strategy. The combined strategy is an equally
split allocation to the volatility managed strategy and the SVIX timed strategy. The reason we
implement this combined strategy is that the two underlying components exhibit a verymodest
correlation, as can be seen from Table 2.18. It is striking that the reverse SVIX strategy has the
highest Sharpe ratio over the sample period, higher than the underlying index, the volatility
managed strategy and the SVIX timed strategy, as shown in Table 2.19. The combined strategy
has a way lower Sharpe ratio but still beats the remaining strategies.
Figure 2.7: This figure illustrates a performance comparison between the S&P 500, and two ver-
sions of volatility managed portfolios and a timed strategy based on the method by Ian Martin
respectively.
We impute slope coefficients and alphas from spanning regressions, where we regress all
versions of the timed strategies on S&P 500 returns. All strategies have betas below one, while
only the reverse SVIX strategy and the combined strategy show significant alphas over the sam-
ple period. The results are shown in Table 2.17. Finally, Figure 2.8 compares weights (i.e. lever-
age) allocated to the stock index at each point in time. It is evident how the SVIX timing strategy
has steady and low leverage on average, while levering up quickly and substantially in crises.
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Figure 2.8: This figure illustrates the weights allocated to risky assets for two versions of volatil-
ity management and the Ian Martin strategy respectively. As weights are unconstrained the
strategies take substantial leverage.
Table 2.17: Spanning regressions of different volatility-based timing strategies applied to S&P
500 returns from 1996 to 2020. The data source for returns is Bloomberg while option data
for the SVIX timing signal was retrieved from OptionMetrics. Standard errors are provided in
parentheses below the coefficients. fσt denotes the excess returns of a volatilitymanaged version
of the S&P 500, SVIX denotes a timed version of the S&P 500 along the lines of Martin (2017),
reverse SVIX is a timed version of the S&P 500 that scales exposure inverse proportionally to
the SVIX measure and combined is a blended strategy that puts equal weight to the volatility
management approach and the SVIX approach.
fσt SVIX reverse SVIX combined
(Intercept) 0.0013 0.0016 0.0021*** 0.0015**
(0.0014) (0.0013) (0.0001) (0.0006)
ft 0.8612 0.6261 0.3357 0.7436
(0.0533) (0.0663) (0.0035) (0.0211)
adj.R2 0.7430 0.6140 0.9818 0.9302
no. obs 297 297 297 297
Table 2.18: Correlationmatrix of the excess returns of different versions of timed S&P 500 strate-
gies and the S&P500 itself. The data ranges from 1996 to 2020. The data source for returns is
Bloomberg.
fσt S&P 500 SVIX reverse SVIX
fσt 1.00 0.86 0.47 0.87
S&P 500 0.86 1.00 0.78 0.99
SVIX 0.47 0.78 1.00 0.75
reverse SVIX 0.87 0.99 0.75 1.00
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Table 2.19: Performance statistics for different timing strategies for the S&P 500 and the index
itself. fσt denotes the excess returns of a volatilitymanaged version of the S&P 500, SVIX denotes
a timed version of the S&P 500 along the lines of Martin (2017), reverse SVIX is a timed version
of the S&P 500 that scales exposure inverse proportionally to the SVIX measure and combined
is a blended strategy that puts equal weight to the volatility management approach and the
SVIX approach. The data source for returns is Bloomberg while option data for the SVIX timing
signal was retrieved from OptionMetrics. The data ranges from 1996 to 2020.
fσt S&P 500 SVIX reverse SVIX combined
Annualized Return 0.0547 0.0465 0.0489 0.0438 0.0546
Annualized Std Dev 0.1536 0.1538 0.1228 0.0521 0.1186
Annualized Sharpe (Rf=0%) 0.3563 0.3020 0.3983 0.8410 0.4608
Volatility management, by contrast, has much more erratic weights and decreases exposure in
crises per construction. Leverage spikes to significantly higher levels for this strategy, though.
The combined strategy has much more stable weights than the other two strategies.
Summing up the findings of this section, volatility management outperforms an SVIX based
timing strategy in absolute returns over the sample period from 1996 through 2020, while the
opposite is true for risk-adjusted returns. Both fail to produce significant alphas in spanning
regressions in this sample period. Surprisingly, a strategy that takes elements from both strate-
gies and either allocates weights to risky assets inversely proportional to risk-neutral variance
(reverse SVIX strategy) or simply combines volatility management and SVIX based timing in
an equal weight portfolio, outperforms the underlying stock index as well as both established
timing strategies from the literature. This is striking as it goes against the theoretical foundation
for a timing strategy that is proportional to SVIX as a lower bound for the expected equity risk
premium. Diversification of ideas does pay, also in this context, and so a combination of volatil-
ity management and SVIX based timing could be beneficial to investors. Further research will
have to reconcile the joint appeal of both strategies by putting structure on the joint dynamics
of past realized variance (P measure) and subsequent risk neutral variance (Q measure).
2.5 Conclusion
Timing regressions that account for non-linearities reveal that volatility management leads to
a positive return asymmetry where positive returns are scaled up, except for very high returns
occurring during reversals, while negative returns are scaled down. The most severe negative
returns are especially scaled down, thereby increasing investor utility. We find that volatility
management does not alter the overall risk profile with regards to the contribution of cash-flow
risk, discount-rate risk and expected volatility risk. In line with the findings of the timing re-
gressions, we find that good times are levered up, where good times are defined as cumulative
periods in which both cash-flow news and discount-rate news are positive. During these pos-
itive momentum periods the strategy produces most of its alpha by outperforming between
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2.8% to 7.7% in monthly returns, depending on the cumulating period. However, the perfor-
mance of both managed and unmanaged factors is statistically indistinguishable in other news
states. In almost all of the most severe cumulative shocks to cash-flow news, discount-rate news
or expected volatility news, though, the volatility-managed portfolio outperformed the passive
buy-and-hold portfolio. Finally, we relate volatility management to timing strategies based on
a measure of risk-neutral variance as a lower bound of the expected equity premium, which
are popular in the literature. We find that strategies that combine elements from both, volatil-
ity management and timing based on risk-neutral variance, outperform over a recent sample
period and produce significant alphas in spanning regressions, posing further puzzles for the
asset pricing literature.
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2.A Appendix
In order to preserve space in the main text we delineate additional Tables and results in this
appendix.
The following Table 2.A.1 contains summary statistics on the VAR state variables that we
used to impute discount-rate and cash-flow news.
Table 2.A.1: Summary statistics of VAR state variables from December 1928 to 2020
n mean median sd min max autocorr
R_e_log 1105 0.004 76 0.009 77 0.053 94 −0.346 56 0.331 98 0.122 72
TY 1105 1.512 08 1.500 00 1.098 50 −1.910 00 4.390 00 0.950 61
PE 1105 2.966 47 2.982 00 0.383 98 1.495 39 3.897 80 0.992 39
VS 1105 1.691 31 1.594 86 0.356 35 1.138 71 3.091 45 0.973 10
DEF 1105 1.126 14 0.900 00 0.689 94 0.320 00 5.640 00 0.974 24
We show a clear indication of both time-varying cash-flow and discount-rate betas of the
volatility-managed market factor (see Figure 2.A.1) by plotting coefficients from the following
regression over the past 60-month rolling window, with at least 24-month observations avail-
able:
fσt = αt + β1,tNcf,t + β2,tNmdr,t (2.22)
Figure 2.A.1 plots the intercept and rolling betas to news of the volatility-managed portfolio:
Jan 1929 Jan 1940 Jan 1950 Jan 1960 Jan 1970 Jan 1980 Jan 1990 Jan 2000 Jan 2010 Jan 2020
























Figure 2.A.1: This figure shows the volatility-managed strategy’s 60-month rolling beta to cash-
flow and discount-rate news from December 1933 to December 2020.
As we found in the main body of our paper that volatility management levers up good
times without significantly increasing risk exposures or underperformance in bad states, this
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return convexity reminds us of option-like strategies. Thus, we compare the performance of the
volatility-managed market factor to portfolios combining the unmanaged market factor (90%)
and one-month ATM call options (10%). As shown in Figure 2.A.2 a combined strategy involv-
ing the unmanagedmarket and call options substantially underperforms over time. If one times
the use of call options (if one adds options to the unmanaged market only if implied volatility
is historically cheap) the resulting performance looks more like the volatility-managed market
factor. However, regressions of the volatility-managed market factor on the unmanaged market
factor and a rolling call option strategy show that the success of volatility-managed portfolios
is unrelated to the call option performance (see Table 2.A.2 ).
Figure 2.A.2: This figure shows the performance of the volatility-managed market factor and
combinations of the unmanaged market factor and rolling call option strategies.
Table 2.A.2: Regression of volatility-managed returns on the unmanaged market factor and a
rolling one-month ATM call option strategy
Vol-Managed Portfolio Coef t-stat
Intercept 0.0032 1.883
Market 0.7698 19.436
Call Options −0.0076 −0.652
R-Squared 0.6949
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Chapter 3
Analyst Forecasts and Currency
Markets
Abstract
I examine the forecasting performance, directional accuracy, rationality and economic value
of analyst forecasts and characteristics of investment portfolios built from these forecasts for
30 currency pairs from 2006 to 2020. My results show that analyst forecasts perform worse
than forecasts based on a random walk and forward rates and that they are biased and do
not provide significant economic value to investors. Forecasts from global systemically impor-
tant banks do not differ from non-systemically important banks in terms of forecasting ability.
Median forecasts may strongly deviate from market expectations, while analyst forecast dis-
persion is positively associated with future currency returns. Portfolios built from analyst
forecasts tend to strongly underperform the dollar factor, value, carry and momentum port-
folios and are spanned by them. My findings indicate that expected returns extracted from
analyst forecasts are negatively related to realized excess returns in FX markets and thus con-
tribute to the literature on survey-based returns in asset pricing.
Keywords: analyst forecasts, exchange rates, rationality, currency portfolios, investment strate-
gies
JEL Classification: C53, F31, F47, G12
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3.1 Introduction
In this paper I analyze analyst forecasts by financial institutions which were contributed to
Bloomberg and span the time period from June 2006 to December 2020. I evaluate their fore-
casting performance and rationality, test for differences in forecasting ability between groups
of institutions, estimate their economic value and construct factor portfolios based on these
forecasts and forecast dispersion. Additionally, I run spanning tests of these portfolios on es-
tablished factors in a currency universe.
This study is mainly motivated by three distinct empirical findings. First, it is an estab-
lished fact that exchange rates are notoriously hard to predict (Meese and Rogoff, 1983). Sec-
ondly, survey expectations of returns contain relevant information for asset pricing (Koijen et al.,
2015). Third, analyst forecasts of financial time series often show considerable biases (Ince and
Molodtsova, 2017). While all of these issues have been investigated on an individual basis, there
is, to the best of my knowledge, no unified analysis of currencies and corresponding forecasts
with regard to their predictability and rationality as well as spanning tests of portfolios built
from analyst forecasts.
Besides these aspects, I also examine the relationship between forecast dispersion and sub-
sequent returns as well as dispersion portfolios in the foreign exchange market, which remains
an under researched area of finance, although it is the largest market in the world with a daily
average volume of $5 trillion in 2016 according to Gargano et al. (2018).
The remainder of the paper is organized as follows: Section 3.2 reviews the related literature,
while Section 3.3 describes the data used throughout the paper. Section 3.4 contains the main
analyses and results. Finally, Section 3.5 concludes.
3.2 Related Literature
There are three distinct strands in the literature, that relate to this study. First, there is vast lit-
erature on anomalies in and predictability of exchange rates. Secondly, there is a smaller strand
examining the rationality of forecasters and their forecasting performance. Third, recent work
establishes a link between survey expectations of returns and asset pricing. Naturally, there
is an overlap of issues and empirical approaches between analyst forecasts in different asset
classes such as equities, bonds and currencies. The following survey papers deal with these
strands: Kothari et al. (2016) give an overview of the literature on equity forecasts, De Franco
et al. (2009) investigate the role of analyst forecasts in bond markets. Rossi (2013) provides
an extensive review of the literature on fundamental models for exchange rate predictability




3.2.1 Anomalies in Exchange Rates
The seminal paper on exchange rate predictability byMeese and Rogoff (1983) set a hard to beat
benchmark in foreign exchange predictability – the random walk without drift – that remains
relevant to this day. The main result that macroeconomic variables can’t outperform a random
walk in terms of forecasting performance, is a robust finding that was confirmed time and time
again, giving rise to theMeese and Rogoff puzzle. However, there are theoretic considerations that
imply that this should be the case because structuralmacromodels used for predicting exchange
rates use only measures of current and past developments, while exchange rates also reflect the
discounted expected future paths of macroeconomic variables and interest rates, that do not
enter these models. The effect of omitting future expectations is even bigger if discount rates
are lower and, therefore, even more relevant in the current low-interest environment. Analyst
forecasts and survey expectations of returns proxy for these paths of future development.
While there is some evidence for exchange rate predictability using models based on the
Taylor rule or purchasing power parity, the evidence on predictability for time horizons smaller
than one year, is rather scarce (Rossi, 2013). Still, recent work by Della Corte et al. (2009) and
Crespo Cuaresma et al. (2018) shows that there is economic value in forecasting exchange rates.
These papers concentrate on the econometrics of forecasts, but do not build corresponding port-
folios of currencies in an investment universe bigger than 3 to 4 currencies. Past research in
finance has found that current models and methods in the discipline cannot make statements
on the future of individual securities or time series with great certainty, while there are consid-
erable gains to analyzing and forecasting the characteristics of a portfolio of securities.
Another anomaly is described in Fama (1984), who finds that forward rates are poor pre-
dictors of futures spot rates, leading to the famous Fama puzzle. The well-established finding
that the uncovered interest rate parity (UIP) condition fails empirically paves the way for the
profitability of the currency carry trade. Fama regressions and the carry trade are subject to this
discussion in Section 3.4.
3.2.2 Rationality of Forecasts
Large parts of the literature deal with the rationality of analyst forecasts in stock markets. Since
I focus on currency markets in this paper, I split the literature review on rationality of forecasts
in equities and currencies.
Forecasts for Equities and Earnings Expectations
In an article on sell-side analysts that cover both, companies that their firm has a strategic inter-
est in and companies that it doesn’t, Lehar and Randl (2006) find that analysts tend to release
information strategically and need to balance their own interests and future professional am-
bitions with their employers’ interests. Despite the well-established positive bias in forecasts,
79
Chapter 3. Analyst Forecasts and Currency Markets
Lehar and Randl (2006) find that analysts supply valuable information to their customers.
In their survey paper Kothari et al. (2016) find that analyst forecasts exhibit predictable bi-
ases and can be used for extracting expected returns. However, there is still little evidence on
the link between analyst forecasts and expected returns. In recent work van Binsbergen et al.
(2020) use a machine learning approach to create an unbiased benchmark for earnings expec-
tations which they compare to analyst earnings forecasts. The authors show that the forecasts
have an upwards bias that increases in the forecast horizon as well as strong time-series and
cross-sectional variation. The latter being similar to the dispersion measure that I use in this
paper.
Currency Forecasts
Among the first to deal with the rationality of exchange rate forecasts by investigating survey
data are Dominguez (1986) and Frankel and Froot (1987). Using survey data on exchange
rate expectations, Froot and Frankel (1989) decompose the forward bias in a risk premium and
expectational error component and conclude that none of the forward bias reflects the risk pre-
mium. Lewis (1989) finds that investors made systematic rational forecast errors on the USD
during the early 1980s because they didn’t believe the change in monetary policy would persist.
Hence, investors adapted their beliefs step by step, which is referred to as rational learning. As
Ince and Molodtsova (2017) note, the rationality of forecasts is usually investigated by check-
ing if the unbiasedness and orthogonality conditions are met via regressions similar to those in
equation (3.7). Early work on a limited amount of currencies in a developed countries sample
includes Elliott and Ito (1999) who investigate individual exchange rate forecasts for the US-
DJPY market and their profitability. They find that although forecasts are biased, they can be
used to generate profits. Also Marsh and Power (1996) investigate the performance of individ-
ual forecasters in threemajor exchange rates and find that only one in 22 forecasters is profitable.
Due to these results I use individual forecasts only for computing the dispersion of forecasts,
while median forecasts are used as benchmarks in the following tests.
Most of the literature on currency forecasts focuses on developed markets, exceptions are
Frankel and Chinn (1993), Chinn and Frankel (1994), Chinn and Frankel (2002) and Ince and
Molodtsova (2017), who include developing countries in their samples. In general, these studies
mostly find that analyst forecasts are not rational and do not show predictive ability versus
a random walk. The literature that includes developing countries mostly finds forecasts for
these countries to be relatively more efficient when compared to developed countries (Ince and
Molodtsova, 2017).
In recent work Cavusoglu and Neveu (2015) investigate the role of forecast dispersion in
exchange rate forecasting using a sample of developed currency pairs and find evidence of a
relationship in 3 out of 5 currency pairs. Again, the authors do not conduct any asset pricing
tests or a portfolio formation based on forecast dispersion, which is done in Section 3.4.
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3.2.3 Survey Expectations of Returns
In a recent paper Koijen et al. (2015) examine survey expectations of returns in equity, currency
and fixed incomemarkets. They find survey expectations to be positively correlatedwith lagged
returns, as predicted by extrapolative return prediction models in Barberis et al. (2015).
Similar to Greenwood and Shleifer (2014), who find that survey expectations are negatively
related to future realized returns on the US stock market, Koijen et al. (2015) show that survey
expectations on average negatively predict future returns in equity, currency and fixed income
markets.
I combine the aforementioned approaches by investigating the performance, rationality and
economic value of forecasts in Section 3.4. Additionally, I examine the relationship between fore-
casts as well as forecast dispersion and currency returns. I continue by creating factor portfolios
of currencies based on forecasts and running spanning regressions of the resulting portfolios on
established factors to test if the findings obtained by Koijen et al. (2015) on survey expectations
can be transferred to a broader sample of currencies and using professional analyst forecasts
instead of survey expectations. The aim of this paper is to test if portfolios built from analyst
forecasts add any value to a currency portfolios and if such a portfolio is spanned by established
currency factors.
3.3 Data
I base my empirical analysis on quarterly individual, i.e. per institution, exchange rate forecasts
obtained from Bloomberg for 30 different currencies from June 2006 to December 2020. The
forecasts are observed for horizons of 1, 2, 3, 4 and 8 quarters. The sample spans developed
and developing countries. The former consist of a group of 9 developed countries and their cor-
responding currencies (Australia, Canada, Denmark, Japan, New Zealand, Norway, Sweden,
Switzerland and the U.K.) as well as the euro area. The latter group covers a set of 20 develop-
ing countries, whose currencies were actually tradeable using deliverable or non-deliverable FX
forwards during the examined time period from end of June 2006 to end of December 2020. All
forecasts are observed versus the US dollar and converted to units of home currency per dol-
lar, if they are not already quoted this way.1 Overall, I observe 50179 individual forecasts from
136 different institutions for a forecast horizon of one quarter. Table 3.1 contains the number of
unique contributors and forecasts per currency, as well as the unconditional mean of forecast
dispersion defined in equation (3.1). Table 3.2 reports on all institutions who reported fore-
casts during the sample period, the corresponding Bloomberg Mnemonic and the amount of
individual forecasts contributed.
1This corresponds to Bloomberg’s USDXXX quotation convention. Only AUD, EUR, GBP and NZD had to be
inverted.
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Table 3.1: Number of unique forecasts (UF), unique contributors (UC) and average uncondi-
tional dispersion in % (MD) per currency and forecast horizon h ∈ {1, 2, 3, 4, 8} quarters for the
full sample from 2006 to 2020.
h = 1 quarter h = 2 quarters h = 3 quarters h = 4 quarters h = 8 quarters
Country Currency Group UF UC MD UF UC MD UF UC MD UF UC MD UF UC MD
A. Developed Countries
Australia AUD DM 2625 95 4.08 2559 94 5.10 2463 91 5.91 1823 81 6.56 352 63 7.84
Canada CAD DM 2505 91 2.98 2442 90 3.71 2350 88 4.29 1734 78 4.70 340 61 5.43
Denmark DKK DM 802 52 3.80 789 52 4.70 770 51 5.41 502 48 6.06 95 31 7.56
Euro Area EUR DM 3191 117 3.31 3117 118 4.18 3000 113 4.88 2184 103 5.23 423 82 6.62
Japan JPY DM 3064 104 3.39 2989 104 4.31 2877 101 5.13 2098 93 5.83 397 73 8.03
New Zealand NZD DM 2236 84 4.38 2177 83 5.45 2090 79 6.39 1522 72 6.98 315 56 8.37
Norway NOK DM 1682 70 4.25 1643 70 5.20 1602 69 5.80 1163 64 6.43 214 48 8.96
Sweden SEK DM 1668 71 4.29 1631 71 5.30 1590 70 5.79 1149 65 6.17 212 48 7.09
Switzerland CHF DM 2630 100 3.45 2567 100 4.31 2475 95 5.07 1804 85 5.52 350 65 7.28
United Kingdom GBP DM 2902 102 3.25 2831 102 4.03 2738 99 4.58 2009 89 4.95 390 70 6.03
B. Developing Countries
Argentina ARS EM 807 40 5.60 785 40 6.97 770 40 8.45 553 38 9.75 93 25 17.51
Brazil BRL EM 1638 72 4.83 1594 72 5.40 1557 69 5.93 1126 65 6.41 216 42 8.68
Chile CLP EM 1026 43 3.64 999 43 4.11 973 41 4.51 712 40 4.65 140 27 6.08
Colombia COP EM 866 39 4.44 841 39 4.59 815 37 5.01 593 35 5.10 131 26 6.76
Czech Republic CZK EM 1146 54 4.21 1119 54 4.87 1094 55 5.56 740 51 5.78 109 31 7.46
Hungary HUF EM 1179 56 4.92 1150 56 5.67 1129 57 6.46 760 53 6.91 118 35 7.98
India INR EM 1713 71 2.70 1660 71 3.28 1597 71 3.72 1120 64 4.22 217 44 6.47
Indonesia IDR EM 1461 58 3.57 1417 58 3.96 1368 57 4.48 1001 53 5.00 199 41 5.90
Israel ILS EM 716 33 4.20 698 33 4.52 679 32 4.90 481 28 3.94 99 20 6.09
Malaysia MYR EM 1472 58 2.48 1424 58 2.96 1368 57 3.45 996 53 3.52 200 40 6.22
Mexico MXN EM 1541 65 3.42 1501 65 3.80 1460 61 4.09 1064 57 4.28 210 38 5.72
Philippines PHP EM 1373 55 2.13 1328 55 2.68 1270 54 3.08 929 51 3.37 189 38 4.83
Poland PLN EM 1366 66 4.98 1335 66 5.67 1296 66 6.34 877 60 6.51 140 41 7.55
Russia RUB EM 1445 63 4.82 1401 63 5.68 1366 64 6.28 976 59 6.82 176 42 8.59
Singapore SGD EM 1604 64 1.98 1556 64 2.37 1485 61 2.74 1080 56 2.99 210 41 4.50
South Africa ZAR EM 1597 68 5.36 1558 68 6.00 1524 68 6.32 1077 63 6.60 191 44 8.45
South Korea KRW EM 1580 64 3.08 1530 64 3.63 1463 62 4.21 1076 57 4.38 207 43 6.50
Taiwan TWD EM 1459 56 1.95 1410 56 2.37 1351 55 2.82 994 51 3.17 195 38 4.61
Thailand THB EM 1469 57 2.63 1411 57 2.96 1348 57 3.36 984 52 3.64 191 36 5.51
Turkey TRY EM 1416 60 4.80 1373 60 5.46 1348 59 6.16 934 54 6.55 165 34 8.99
spot and forward exchange rates for the same currencies and forecast horizons from 2006 to
2020 are also obtained from Bloomberg. Due to the nature of FX forwards, all returns are excess
returns expressed in US dollars, which is standard in the literature.
Table 3.2: Forecast contributors, mnemonics and number of unique forecasts per institution and
forecast horizon h ∈ {1, 2, 3, 4, 8} quarters for the full sample from 2006 to 2020.
Name Mnemonic F1Q F2Q F3Q F4Q F8Q
Alpha Bank ABA 247 242 233 179 8
ABN Amro ABN 654 646 638 504 127
Advanced Currency Markets ACM 32 32 32 11
Aletti Gestielle SGR AGS 108 106 82 39
Alior Bank SA ALI 25 25 25 15 5
Australia & New Zealand Banking Group ANZ 830 816 787 564 168
Axis Bank AXB 5 5 5 1
Banca Aletti & C spa BAA 52 52 52 37 4
Bahana Securities BAH 4 4 4 3 1
Banorte BAN 7 6 5 1





Name Mnemonic F1Q F2Q F3Q F4Q F8Q
Bayerische Landesbank BAY 238 236 230 173 5
Banco de Bogota BBG 19 19 19 13 3
Brown Brothers Harriman BBH 199 199 199 80 30
Barclays Capital BC 124 116 116 105 34
Bear Stearns BER 16 32
BMO Capital Markets BMO 370 370 368 258 81
BNP Paribas BNP 1686 1645 1575 1197 386
Bank of New York Mellon BNY 81 81 81 51
Bank of New Zealand BNZ 121 121 117 56 17
Bank of America Merrill Lynch BOA 1081 1081 1080 695 177
Brait BRT 8 8 8 4 2
MUFG BTM 1349 1322 1295 741
Banco Bilbao Vizcaya Argentaria BVA 615 600 585 498 127
Credit Agricole CIB CAG 936 920 892 648 82
Commonwealth Bank of Australia CBA 636 629 620 394 90
CIB Bank CBH 85 85 85 62 20
China Construction Bank (Asia) CCB 12 12 12 10
SJS Markets CFC 274 274 270 224 21
Canadian Imperial Bank of Commerce CIB 701 681 649 518 92
CIMB-GK Securities CIM 14 14
Citigroup CIT 1069 1046 1023 940 750
CIMB CMB 168 161 123 99 15
Ceskoslovenska Obchodni Banka COB 40 40 40 20 6
Commerzbank COM 1262 1246 1218 936 206
Credit Europe Bank CRB 1 2 1
Ceska Sporitelna CSS 78 78 78 51 19
4CAST CST 63 54 51 33
Credit Suisse Group CSU 1208 1215 1192 908 75
CaixaBank CXB 9 9 9 4 2
Deutsche Bank DB 435 441 406 313 87
Dresdner Bank DBF 251 238 236 152 30
Ausbil Investment Management Limited DEX 8 8 8 7 2
DNB DNB 221 203 209 143 30
Danske Bank DNS 1214 1187 1147 586 40
DZ Bank DZB 572 551 534 437
EcobankLtd EBK 1 1 1 1
Emirates NBD EMI 208 208 180 71
Erste Group Bank ERT 106 102 100 58 11
Espirito Santo Investment Bank ESI 3 3 3 3
Ageas FRT 126 126 125 97 6
FXPRIMUS Ltd FXP 6 6
Islandsbanki GLI 1 1 1
Goldman Sachs Group GS 145 129 105 61
Halyk Finance HAL 4 4 4 2 1
HDFC Bank HDF 62 62 61 20 1
Hong Leong Bank Bhd HLB 16 9
Handelsbanken HND 125 119 119 83 22
HSBC Holdings HSB 1303 1303 1303 1042 86
Investec I1 205 200 200 133 17
ICICI Bank ICI 65 65 59
Investment Capital Ukraine ICU 2 2 2 1 1
IDEAglobal IDE 76 59 57 3
ING Financial Markets ING 1404 1381 1339 875 316
Intesa Sanpaolo ISP 204 197 190 159 33
JPMorgan Chase JPM 1474 1443 1414 1008 8
Jyske Bank JYS 171 141 281 162 1
KasikornBank KAS 44 30 21 16
KBC Groep KBC 6 6 6 6 6
Continue next page.
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Continue Table 3.2
Name Mnemonic F1Q F2Q F3Q F4Q F8Q
KIT Finance Investment Bank KIT 2 2 2 1
Kotak Mahindra Bank KMB 14 14 14 7
Komercni Banka KOM 37 36 35 27
Kookmin Bank KOO 9 9 9 9 3
Krung Thai Bank PCL KRU 217 217 196 175 28
Landesbank Baden-Wuerttemberg LBB 660 639 621 435 20
Laurentian Bank of Canada LBC 16 15 13 9 2
LCA Consultores LCA 6 6 6 6 2
Lehman Brothers Holdings LEH 108 108 108 81 27
Lloyds Bank Commercial Banking LLY 1079 1079 1052 704 205
Macquarie Bank MB 358 330 54 8 2
Mirabaud Asset Management MBD 2 2
Mouvement Desjardins MDE 248 240 232 184 41
B. Metzler seel. Sohn & Co. MET 72 59 49
MIG Investments MIG 5
Bank Millennium MIL 6 4 2
Merrill Lynch ML 374 374 374 345 87
MPS Capital Services MPS 217 207 193 68
Morgan Stanley MS 1593 1564 1540 1319 290
NAB/BNZ NAB 671 656 635 458 97
National Bank Financial NBF 304 304 293 255 28
Nordea Bank NDA 613 593 519 299 161
Nomura Bank International NMR 1028 981 943 558 92
Norddeutsche Landesbank NRD 173 173 170 108 41
Natixis NTX 436 387 413 224 51
Oversea-Chinese Banking Corp OCB 615 600 585 223
Bank Pekao PEK 34 34 34 19 5
Petrocommerce Bank PET 42 42 40 34
PKO Bank Polski PKO 181 168 155 139 6
PNC Financial PNC 160 151 147 108 18
Prestige Economics LLC PRT 368 356 344 301 47
Promsvyazbank PZB 17 17 17 14 5
Rabobank RAB 1178 1149 1120 854 63
RBC Capital Markets RBC 1029 1007 985 788 162
Natwest Markets RBS 1181 1181 1173 731 152
Renaissance Capital Holdings REN 9 9 9 4 1
RHB OSK Securities RHO 133 133 133 92 2
Reel Kapital Securities RKS 141 141 141 114 57
Rand Merchant Bank RMB 319 319 319 213 80
Banco Santander SAN 349 338 327 212 41
Saxo Bank SAX 413 413 413 302 47
Sberbank CIB SBB 35 34 33 21 4
SCB Securities SBS 39 27 14
Standard Chartered SCB 1300 1298 1297 1083 157
Scotiabank SCI 1394 1375 1353 1214 226
Skandinaviska Enskilda Banken SEB 1069 987 910 685 81
Safra Bank SFR 4 4 4 2 1
Societe Generale SG 1036 1033 966 608
St George Bank SGB 109 109 109 84 16
Standard Bank Group STB 145 145 145 87 29
Sumitomo Mitsui Trust Bank SUM 98 96 94 80
Silicon Valley Bank SVB 679 650 611 478 51
Swedbank SWE 403 390 377 321 31
Swissquote Bank SWQ 292 292 271 128
TD Securities TDS 552 534 516 320 111
Thai Military Bank TMB 83 83 82 66 22
TMS Brokers TMS 406 396 386 220 20





Name Mnemonic F1Q F2Q F3Q F4Q F8Q
UniCredit UCM 647 638 614 388 103
UFS Finance Investment Company UFS 6 6 6
United Overseas Bank UOB 198 183 168 142 26
Vakiflar Bankasi VAK 1 1 1
VTB Capital VTC 15 15 15 6
Wells Fargo WF 1435 1407 1379 1223 25
WestLB WLB 4 4 4 4
Westpac Banking WPC 946 931 916 741 124
Yes Bank YES 34 33 26 5
For constructing factor portfolios I use data on consumer price inflation indices (CPI) from
Global Financial Data from 2001 to 2020. The inflation indices need to span a longer time period
because of the five year lag in the calculation of the value signal as in Asness et al. (2013). Data
on survey expectations from the ifo World Economic Survey (WEO), which was discontinued
in 20192, is obtained from Refinitiv Datastream.
3.4 Empirical Analysis
I start my empirical analysis by comparing the amount of contributors and individual forecasts
between the samples of developed and developing countries. Table 3.1 reports on the results
for the investigated time period from June 2006 to December 2020. It also contains the mean
analyst dispersion per country as defined in equation (3.1). There are more distinct contribut-
ing institutions for developed than developing currencies, which also leads to more individual
forecasts per currency for most countries in panel A, with Denmark being an exception. This
is not surprising, as the trade volume measured in US dollars with the United States is signifi-
cantly higher for developed countries than for developing countries. Therefore, more financial
institutions cover the former currency pairs due to the depth of the respective currency mar-
ket. At least 100 different institutions published forecasts with a horizon of one quarter for the
four major currency pairs EUR/USD, USD/JPY, GBP/USD andUSD/CHF at some point during
the sample, while the corresponding amount of distinct institutions contributing forecasts for
developing countries ranges from 33 for Israel to 72 for Brazil.






where Set,t+h are all available analyst forecasts for the corresponding currency pair at the end of
month t, which is the last month in a quarter, for the end of the next quarter, i.e. t+h.3 To arrive
2See https://www.ifo.de/en/node/42931. This is why the performance charts on the survey factor in the
appendix end before the full sample.
3Analyst forecasts are observed quarterly, but the time index shows months such that I can construct monthly
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at a comparable measure of how spread out analyst forecasts for a currency are, the standard
deviation of forecasts is normalized by the last available spot exchange rate St, also observed at
the end ofmonth t. Most average dispersion rates are similar for countries in both groups, as the
MDcolumns in Table 3.1 show. Long-term forecasts (h = 8 quarters or 24months) forArgentina
are a notable exception, which are not too surprising, given the amount of economic uncertainty
and inflation in the country during the sample period. Figure 3.1 plots the forecast dispersion in
percent for the group of developed countries. The jumpbefore the Brexit referendumon June 23,
2016 is clearly visible for GBP. Some currencies such as CAD, EUR and JPY show less variation
in dispersion over time as opposed to NZD, NOK and SEK. Uncertainty among analysts shows
peaks during the global financial crisis, the Brexit in case of GBP and the coronavirus pandemic
for most currencies.
The individual contributors and the amount of distinct forecasts across currencies is shown
in Table 3.2. Most international banks such as JP Morgan Chase or BNP Paribas contributed
more than 1000 forecast for the 30 currencies from July 2006 to December 2020 for horizons from
1 to 4 quarters, but there are also several less-known contributors with just a few contributed
forecasts during the sample. In my baseline analysis I use the median analyst forecasts per
forecast horizon across institutions, which is robust to outliers.
In a first step, I compare the log change in the spot exchange rate st+h−st to the change that
is expected by the median analyst forecast set+h,t − st and the change implied by market-based
forward rates ft+h,t − st for each currency. Table 3.3 reports on the results. The differences
between actual changes and the changes implied by forward rates lead to the emergence of the
carry risk premium. For 7 out of 10 of the developed countries the expected change is bigger in
absolute value than the actual change, while only 5 out of 20 developing countries have higher
expected changes than actual changes. For 5 developed and 8 developing countries not even the
sign of the mean direction of change is the same as the sign of the mean expected direction of
change. Themean standard deviation of actual changes is bigger than themean standard devia-
tion of expected changes for all currencies in the sample. The average expected change is bigger
in absolute value than the forward-implied change for all developed countries. In the develop-
ing countries sample the expected change is smaller in absolute value than the forward-implied
change in 12 out of 20 cases. This indicates that analysts, on average, overestimate the actual
movements of exchange rates within a time frame of 3 months when compared to forward-rates
and actual spot changes in developed countries. At the same time actual changes are bigger in
absolute value than expected changes in 15 out of 20 countries in the developing sample and
analysts expect bigger changes than implied by forward rates for 9 out of 20 countries in the
developing countries sample.
These first results indicate that the median forecast by financial institutions and, therefore,











































































Figure 3.1: Dispersion of analyst forecasts for the G10 sample in % from 2006–06 to 2020–12.
actual changes, while being less volatile than realized changes in currency markets. In short,
analysts tend to expect more volatility in currencies, than there actually is, while the volatility
of expected changes is lower than the volatility of actual changes.
3.4.1 Forecast performance
I continue by comparing the forecasting performance of median analyst forecasts to a random
walk, i.e. the expectation of no change and forward rates. The forecasting ability is compared
using the followingmeasures: mean directional accuracy (MDA), size of the forecast error (FE),
standard deviation of the forecast error (σ(FE)), root mean squared error (RMSE) and mean
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Table 3.3: Mean and standard deviation of actual spot exchange rate changes, expected changes
by analysts and forward rates from July 2006 to December 2020. Forecast horizon h = 1 quarter.
actual expected forwards
st+h − st set+h,t − st ft+h,t − st
Country Currency Mean SD Mean SD Mean SD
A. Developed Countries
Australia AUD −0.18 7.46 1.34 3.66 0.54 0.41
Canada CAD 0.48 4.83 0.15 2.18 0.04 0.15
Denmark DKK 0.52 5.32 1.73 3.06 −0.13 0.30
Euro Area EUR 0.54 5.31 1.51 2.70 −0.12 0.26
Japan JPY −0.28 5.84 0.87 2.48 −0.27 0.30
New Zealand NZD −0.24 6.90 1.90 3.53 0.57 0.38
Norway NOK 1.07 7.22 −0.58 3.27 0.23 0.30
Sweden SEK 0.53 6.39 0.70 3.27 −0.05 0.32
Switzerland CHF −0.39 4.83 2.09 2.72 −0.29 0.25
United Kingdom GBP 0.97 5.69 0.34 2.03 0.02 0.21
B. Developing Countries
Argentina ARS 5.14 6.46 5.04 4.22 7.31 5.78
Brazil BRL 1.72 9.79 0.24 5.47 1.86 0.86
Chile CLP 0.59 7.01 −0.20 3.40 0.48 0.54
Colombia COP 0.94 8.35 −0.21 4.69 0.83 0.63
Czech Republic CZK 0.58 7.25 1.69 3.73 −0.10 0.30
Hungary HUF 1.46 8.44 1.25 4.26 0.54 0.67
India INR 1.00 3.38 −0.08 2.14 1.26 0.63
Indonesia IDR 0.28 5.93 0.00 3.50 1.59 1.40
Israel ILS −0.27 4.59 1.05 2.32 −0.03 0.26
Malaysia MYR 0.49 4.38 0.03 2.47 0.19 0.45
Mexico MXN 1.55 7.05 −1.00 4.05 0.97 0.37
Philippines PHP 0.17 2.52 0.09 1.81 0.45 0.63
Poland PLN 1.38 8.26 0.76 3.62 0.37 0.34
Russia RUB 2.62 10.08 0.06 4.69 1.83 1.66
Singapore SGD −0.06 3.28 0.68 2.29 −0.03 0.19
South Africa ZAR 1.64 8.54 1.63 5.06 1.48 0.36
South Korea KRW 0.78 5.26 0.37 4.01 0.22 0.91
Taiwan TWD −0.06 2.93 0.37 1.88 −0.64 0.63
Thailand THB −0.17 3.58 0.46 2.04 0.32 0.35
Turkey TRY 3.37 6.68 0.78 4.31 2.28 0.75








1 sign(st − st−h) == sign(F̂t − st−h) (3.2)
FE(st, s̃
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where St is the actual spot rate and S̃et the median forecast across all contributors for the cor-
responding currency for time t. Lower case letters indicate log exchange rates. The forecast is
made at time t−h quarters, i.e. the end of the previous quarter. I drop the index that represents
the date the forecast is made (t− 3months) here to improve readability.
Table 3.4 contains the results for the full sample. Naturally, there is no MDA statistic for the
random walk forecast, since a random walk does not forecast any change and as a result also
no directional change. In the developed countries sample the mean directional accuracy of the
forward rate is higher than the MDA of analyst forecasts in 7 out of 10 cases. In the developing
countries sample theMDA of forward rates is higher in 12 out of 20 cases. In sum, forward rates
are better than the median analyst forecast in predicting the sign of future changes in 19 out of
30 currencies.
The absolute forecast error of analyst forecasts is bigger than the absolute forecast error of
randomwalk and forward-based forwards in 23 and 20 out of 30 cases, respectively. In terms of
the standard deviation of the forecast error, analyst forecasts tend to underperform the random
walk and forward rates too. For all but one country, namely Canada, the standard deviation of
forecast errors is higher for analyst forecasts than for the random walk. When comparing the
standard deviation of forecast errors of the median analyst forecast with forward rates, in 28
out of 30 cases, forward rates have a smaller standard deviation of errors. The exceptions are
Canada and Thailand and for both countries the differences are small.
When looking at RMSE and MAPE the picture does not change. The RMSE is higher for
analyst forecasts than forecasts based on both a random walk and forward rates in 28 out of
30 cases. The mean absolute percentage error is the highest for analyst forecasts in all but two
countries when compared to both, the random walk and forward rates. Hence, I conclude that
the forecasting ability of the median analyst forecast is, on average, inferior when compared to
random walk based forecasts and forward rates.
3.4.2 Diebold-Mariano tests
I test for a difference in forecasting ability by runningDiebold-Mariano (DM) tests (Diebold and
Mariano, 2002) on random walk based forecasts versus forward rates, analyst forecasts versus
forward rates and forecasts of a random walk versus analyst forecasts for each currency and
forecast horizon from 1 to 8 quarters. Table 3.5 shows the results.
The second column contains the p-values of a DM test of a random walk versus forward
rates with a forecast horizon of one quarter. There is only one country with a significant differ-
ence, which is Thailand. However, in case of analyst forecasts versus forward rates and analyst
forecasts versus a randomwalk, there are significant differences in 17 out of 30 and 18 out of 30
cases, respectively. Especially for the highly covered currencies of developed countries (Panel A
in Table 3.5), there are significant differences in 7 and 8 out of 10 countries, respectively. In
combination with the results on the forecasting performance from Table 3.4, which shows that
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Table 3.4: Forecasting performance of a randomwalk (RW), forward rates (F) and analyst fore-
casts (A).
MDA FE σFE RMSE MAPE
Country Currency RW F A RW F A RW F A RW F A RW F A
A. Developed Countries
Australia AUD – 0.38 0.50 0.00 −0.01 −0.01 0.07 0.07 0.07 0.07 0.07 0.07 0.05 0.05 0.06
Canada CAD – 0.57 0.57 0.00 0.00 0.00 0.04 0.04 0.04 0.04 0.04 0.04 0.03 0.03 0.03
Denmark DKK – 0.62 0.41 0.00 0.00 −0.01 0.05 0.05 0.06 0.05 0.05 0.06 0.04 0.04 0.05
Euro Area EUR – 0.64 0.41 0.00 0.00 −0.01 0.05 0.05 0.05 0.05 0.05 0.05 0.04 0.04 0.04
Japan JPY – 0.52 0.50 0.00 0.00 −0.01 0.05 0.05 0.06 0.05 0.05 0.06 0.04 0.04 0.05
New Zealand NZD – 0.47 0.47 0.00 −0.01 −0.02 0.06 0.06 0.07 0.06 0.06 0.07 0.05 0.05 0.06
Norway NOK – 0.57 0.52 0.01 0.01 0.01 0.06 0.07 0.07 0.06 0.07 0.07 0.05 0.05 0.05
Sweden SEK – 0.53 0.48 0.00 0.00 0.00 0.06 0.06 0.07 0.06 0.06 0.07 0.04 0.04 0.05
Switzerland CHF – 0.60 0.48 −0.01 0.00 −0.02 0.04 0.04 0.05 0.04 0.04 0.05 0.03 0.03 0.04
United Kingdom GBP – 0.53 0.43 0.01 0.01 0.00 0.05 0.05 0.05 0.05 0.05 0.05 0.04 0.04 0.04
B. Developing Countries
Argentina ARS – 0.88 0.83 0.06 −0.01 0.02 0.09 0.09 0.10 0.11 0.09 0.10 0.06 0.05 0.05
Brazil BRL – 0.47 0.43 0.02 0.00 0.02 0.09 0.09 0.11 0.09 0.09 0.11 0.06 0.06 0.08
Chile CLP – 0.48 0.48 0.00 0.00 0.00 0.06 0.06 0.07 0.06 0.06 0.07 0.05 0.05 0.05
Colombia COP – 0.57 0.50 0.00 0.00 0.00 0.07 0.07 0.08 0.07 0.07 0.08 0.06 0.06 0.06
Czech Republic CZK – 0.53 0.50 0.00 0.00 −0.01 0.07 0.07 0.07 0.07 0.06 0.07 0.05 0.05 0.06
Hungary HUF – 0.47 0.52 0.01 0.00 −0.01 0.08 0.08 0.08 0.08 0.08 0.08 0.06 0.06 0.06
India INR – 0.53 0.57 0.01 0.00 0.01 0.04 0.04 0.05 0.04 0.04 0.05 0.03 0.03 0.03
Indonesia IDR – 0.57 0.50 0.01 −0.01 0.01 0.05 0.05 0.06 0.05 0.05 0.06 0.04 0.04 0.04
Israel ILS – 0.53 0.48 −0.01 0.00 −0.01 0.04 0.04 0.04 0.04 0.04 0.04 0.03 0.03 0.04
Malaysia MYR – 0.45 0.40 0.00 0.00 0.00 0.04 0.04 0.05 0.04 0.04 0.05 0.03 0.03 0.03
Mexico MXN – 0.50 0.50 0.01 0.00 0.02 0.07 0.07 0.07 0.07 0.06 0.08 0.05 0.05 0.05
Philippines PHP – 0.48 0.47 0.00 −0.01 0.00 0.03 0.03 0.03 0.03 0.03 0.03 0.02 0.02 0.03
Poland PLN – 0.55 0.59 0.00 0.00 0.00 0.08 0.07 0.08 0.07 0.07 0.08 0.06 0.06 0.06
Russia RUB – 0.48 0.59 0.02 0.00 0.02 0.09 0.09 0.09 0.09 0.09 0.10 0.06 0.06 0.06
Singapore SGD – 0.59 0.34 0.00 0.00 −0.01 0.03 0.03 0.03 0.03 0.03 0.03 0.02 0.02 0.03
South Africa ZAR – 0.53 0.50 0.01 0.00 0.00 0.08 0.08 0.10 0.08 0.08 0.10 0.06 0.06 0.07
South Korea KRW – 0.53 0.53 0.00 0.00 0.00 0.05 0.05 0.06 0.05 0.05 0.06 0.04 0.04 0.04
Taiwan TWD – 0.52 0.45 0.00 0.00 0.00 0.03 0.03 0.03 0.03 0.03 0.03 0.02 0.02 0.03
Thailand THB – 0.45 0.50 0.00 −0.01 −0.01 0.03 0.04 0.04 0.03 0.04 0.04 0.03 0.03 0.03
Turkey TRY – 0.64 0.52 0.03 0.00 0.01 0.08 0.08 0.09 0.08 0.08 0.09 0.06 0.06 0.07
on average a random walk and forward rates leads to smaller forecast errors, I conclude that
median analyst forecasts tend to perform significantly worse for a short forecast horizon of 1
quarter for parts of my sample and especially so in the highly covered G10 sample. However,
I don’t find a significant difference in forecasting ability between forecasts based on a random
walk and forward rates for most countries. This result holds true even for longer forecasting
horizons. Figure 3.2 gives a visual representation of the results (p-values) for a forecast hori-
zon of one quarter. It is evident, that there is not much difference between a random walk and
forward rates, but both are significantly different from median analyst forecasts for most of the
countries.
In line with the previous literature (Rossi, 2013), I find that median analyst forecasts tend to
perform better and more similarly to random walk and forward rate based forecasts for longer
forecast horizons. This is shown by the values for the columns A-F and RW-A for forecast hori-
zons from 2 to 8 quarters in Table 3.5. When looking at a forecast horizon of 8 quarters, there’s
a significant difference in forecasting performance only in 3 out of 30 cases when comparing



















































































































































































































































































Figure 3.2: Bar plot of p-values fromDiebold-Mariano tests for a difference in forecasting ability
between forecast from a random walk (RW), median analyst forecasts (A) and forward rates
(F). The first plot shows the p-values of a test of a randomwalk versus forward rates, the second
plot for a test of analyst forecasts versus forward rates and the third plot of a test of a random
walk versus analyst forecasts. The values correspond to the results in columns 2 to 4 in Table 3.5.
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Table 3.5: p-values of Diebold-Mariano tests per currency and forecast horizon h ∈ {1, 2, 3, 4, 8}
quarters for the full sample from 2006 to 2020. The column names indicate which forecasts enter
the test, i.e. forecasts based on a randomwalk (RW), analyst predictions (A) and forward rates
(F). The second column, for example, shows the p-value for a DM-test of random-walk-based
forecasts versus forward rates.
h = 1 quarter h = 2 quarters h = 3 quarters h = 4 quarters h = 8 quarters
Country RW-F A-F RW-A RW-F A-F RW-A RW-F A-F RW-A RW-F A-F RW-A RW-F A-F RW-A
A. Developed Countries
Australia 0.835 0.233 0.234 0.971 0.248 0.290 0.921 0.718 0.797 0.973 0.926 0.915 0.794 0.959 0.746
Canada 0.452 0.778 0.698 0.027∗∗ 0.575 0.364 0.001∗∗∗ 0.425 0.161 0.000∗∗∗ 0.259 0.063∗ 0.063∗ 0.364 0.684
Denmark 0.360 0.006∗∗∗ 0.007∗∗∗ 0.313 0.027∗∗ 0.042∗∗ 0.343 0.251 0.360 0.331 0.945 0.756 0.964 0.294 0.232
Euro Area 0.355 0.012∗∗ 0.016∗∗ 0.223 0.189 0.291 0.245 0.595 0.790 0.244 0.705 0.496 0.956 0.305 0.263
Japan 0.390 0.064∗ 0.081∗ 0.299 0.238 0.332 0.199 0.180 0.311 0.104 0.132 0.272 0.274 0.738 0.917
New Zealand 0.856 0.019∗∗ 0.031∗∗ 0.793 0.036∗∗ 0.103 0.771 0.152 0.339 0.821 0.169 0.349 0.744 0.463 0.707
Norway 0.368 0.888 0.079∗ 0.086∗ 0.094∗ 0.333 0.078∗ 0.731 0.740 0.050∗∗ 0.849 0.593 0.430 0.478 0.732
Sweden 0.853 0.003∗∗∗ 0.004∗∗∗ 0.358 0.026∗∗ 0.062∗ 0.354 0.606 0.890 0.407 0.831 0.669 0.650 0.916 0.912
Switzerland 0.210 0.055∗ 0.065∗ 0.123 0.038∗∗ 0.048∗∗ 0.104 0.015∗∗ 0.023∗∗ 0.058∗ 0.008∗∗∗ 0.016∗∗ 0.153 0.127 0.203
United Kingdom 0.333 0.020∗∗ 0.034∗∗ 0.242 0.293 0.642 0.147 0.573 0.833 0.095∗ 0.906 0.378 0.221 0.257 0.205
B. Developing Countries
Argentina 0.141 0.491 0.700 0.009∗∗∗ 0.193 0.020∗∗ 0.001∗∗∗ 0.111 0.001∗∗∗ 0.000∗∗∗ 0.050∗∗ 0.000∗∗∗ 0.012∗∗ 0.348 0.001∗∗∗
Brazil 0.673 0.012∗∗ 0.015∗∗ 0.660 0.022∗∗ 0.034∗∗ 0.602 0.075∗ 0.167 0.512 0.124 0.244 0.668 0.669 0.995
Chile 0.589 0.159 0.180 0.385 0.458 0.621 0.197 0.958 0.614 0.205 0.997 0.447 0.867 0.499 0.076∗
Colombia 0.653 0.092∗ 0.122 0.587 0.024∗∗ 0.042∗∗ 0.636 0.251 0.382 0.551 0.130 0.350 0.793 0.542 0.423
Czech Republic 0.201 0.232 0.296 0.057∗ 0.532 0.752 0.035∗∗ 0.945 0.722 0.036∗∗ 0.857 0.623 0.702 0.366 0.549
Hungary 0.699 0.379 0.383 0.894 0.627 0.610 0.845 0.402 0.450 0.558 0.145 0.119 0.623 0.744 0.917
India 0.593 0.097∗ 0.062∗ 0.441 0.038∗∗ 0.014∗∗ 0.317 0.077∗ 0.047∗∗ 0.126 0.014∗∗ 0.005∗∗∗ 0.180 0.081∗ 0.107
Indonesia 0.938 0.792 0.662 0.554 0.843 0.075∗ 0.513 0.730 0.502 0.549 0.949 0.179 0.574 0.716 0.748
Israel 0.230 0.318 0.388 0.100∗ 0.778 0.981 0.068∗ 0.445 0.784 0.038∗∗ 0.899 0.604 0.242 0.437 0.206
Malaysia 0.919 0.004∗∗∗ 0.003∗∗∗ 0.330 0.400 0.634 0.211 0.576 0.984 0.147 0.160 0.537 0.369 0.164 0.109
Mexico 0.678 0.066∗ 0.062∗ 0.470 0.428 0.655 0.261 0.536 0.877 0.103 0.060∗ 0.286 0.840 0.428 0.261
Philippines 0.202 0.221 0.030∗∗ 0.137 0.633 0.189 0.093∗ 0.981 0.340 0.091∗ 0.598 0.091∗ 0.329 0.335 0.212
Poland 0.385 0.229 0.320 0.143 0.839 0.820 0.075∗ 0.912 0.510 0.035∗∗ 0.250 0.114 0.162 0.705 0.663
Russia 0.350 0.149 0.238 0.412 0.494 0.979 0.266 0.631 0.420 0.154 0.401 0.570 0.847 0.963 0.540
Singapore 0.395 0.032∗∗ 0.046∗∗ 0.402 0.208 0.321 0.307 0.512 0.808 0.235 0.783 0.809 0.433 0.284 0.423
South Africa 0.663 0.011∗∗ 0.027∗∗ 0.441 0.015∗∗ 0.162 0.298 0.030∗∗ 0.300 0.230 0.006∗∗∗ 0.198 0.609 0.798 0.682
South Korea 0.479 0.049∗∗ 0.076∗ 0.419 0.046∗∗ 0.039∗∗ 0.155 0.121 0.076∗ 0.175 0.153 0.099∗ 0.077∗ 0.615 0.195
Taiwan 0.553 0.017∗∗ 0.007∗∗∗ 0.497 0.051∗ 0.013∗∗ 0.422 0.036∗∗ 0.007∗∗∗ 0.505 0.070∗ 0.026∗∗ 0.817 0.044∗∗ 0.007∗∗∗
Thailand 0.047∗∗ 0.942 0.581 0.202 0.334 0.106 0.304 0.433 0.150 0.325 0.194 0.038∗∗ 0.636 0.426 0.110
Turkey 0.540 0.005∗∗∗ 0.029∗∗ 0.235 0.093∗ 0.751 0.087∗ 0.109 0.413 0.032∗∗ 0.172 0.060∗ 0.005∗∗∗ 0.011∗∗ 0.264
forecasts tend to perform significantly different (worse on average, as is shown by Table 3.4) to
a random walk and forward rates on a short term horizon, as is clearly depicted by Figure 3.2
and shown by the DM tests in Table 3.5.
3.4.3 Testing the unbiasedness of forecasts and forward rates
Following previous literature, I test for a bias in exchange rate forecasts via the following re-
gression:
st+h − st = β0 + β1(set,t+h − st) + ut+h (3.7)
where st is the log spot exchange rate at time t and set,t+h is the median analyst forecast for the
spot exchange rate in t+ h at time t. Hence, I regress actual changes on expected changes.
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To test for a bias in forward rates, I run the regression
st+h − st = β0 + β1(ft,t+h − st) + ut+h (3.8)
where ft,t+h is the forward rate for t + h at time t. This regression specification has been run
frequently, see Bilson (1981), Fama (1984), Bekaert and Hodrick (1993), andMcCallum (1994).
The null hypothesis is that β1 = 1, which does often not hold in the data, giving rise to the
forward premium puzzle that in turn makes the carry trade possible. As outlined in Elliott
and Ito (1999), there is a relationship between unbiasedness tests in (3.7) and tests for the zero
profitability condition in (3.8). If H0 : β1 = 1 does not hold, then forecasts could be generated
from the regression that allow non-zero expected profits.
In both regressions (3.7) and (3.8) the joint null hypothesis of β0 = 0 and β1 = 1 is tested
using a F-test. Tables 3.6 and 3.7 report on the results.
Table 3.6: Unbiasedness regressions. The column F-test contains p-values for an F-test with
H0 : β0 = 0;β1 = 1.
h = 1 quarter h = 2 quarters h = 3 quarters h = 4 quarters h = 8 quarters
Country β0 β1 F-test β0 β1 F-test β0 β1 F-test β0 β1 F-test β0 β1 F-test
A. Developed Countries
Australia −0.002 0.150 0.008∗∗∗ 0.000 −0.014 0.063∗ −0.004 0.413 0.427 −0.002 0.480 0.329 0.014 0.233 0.309
Canada 0.001 0.578 0.117 0.003 0.798 0.734 0.005 1.056 0.864 0.011 1.227 0.503 0.033 0.763 0.422
Denmark 0.002 −0.109 0.001∗∗∗ 0.005 −0.156 0.000∗∗∗ 0.000 0.246 0.013∗∗ −0.004 0.596 0.149 0.002 0.946 0.985
Euro Area 0.001 −0.009 0.000∗∗∗ −0.001 0.211 0.012∗∗ −0.001 0.426 0.191 −0.003 0.728 0.579 0.011 1.004 0.894
Japan −0.002 −0.023 0.001∗∗∗ −0.007 0.276 0.022∗∗ −0.012 0.337 0.006∗∗∗ −0.016 0.333 0.003∗∗∗ −0.033 0.700 0.680
New Zealand −0.001 −0.099 0.000∗∗∗ −0.003 0.011 0.001∗∗∗ −0.008 0.245 0.042∗∗ −0.007 0.281 0.025∗∗ −0.026 0.804 0.522
Norway 0.006 0.015 0.003∗∗∗ 0.016 0.367 0.020∗∗ 0.035 0.932 0.033∗∗ 0.043 0.951 0.016∗∗ 0.097 0.876 0.006∗∗∗
Sweden 0.004 −0.339 0.000∗∗∗ 0.006 −0.112 0.001∗∗∗ 0.014 0.503 0.066∗ 0.024 0.746 0.108 0.063 0.804 0.100∗
Switzerland −0.009 0.231 0.000∗∗∗ −0.017 0.233 0.000∗∗∗ −0.024 0.273 0.000∗∗∗ −0.040 0.509 0.000∗∗∗ −0.070 0.654 0.000∗∗∗
United Kingdom 0.006 −0.226 0.000∗∗∗ 0.011 0.164 0.074∗ 0.020 0.599 0.050∗∗ 0.030 0.906 0.021∗∗ 0.089 1.728 0.005∗∗∗
B. Developing Countries
Argentina 0.053 0.102 0.203 0.094 0.267 0.028∗∗ 0.143 0.275 0.01 5∗∗ 0.177 0.390 0.003∗∗∗ 0.301 0.786 0.000∗∗∗
Brazil 0.015 −0.397 0.000∗∗∗ 0.033 −0.307 0.000∗∗∗ 0.050 −0.066 0.00 0∗∗∗ 0.070 −0.209 0.000∗∗∗ 0.135 −0.205 0.087∗
Chile 0.005 0.017 0.010∗∗∗ 0.011 0.263 0.205 0.017 0.726 0.33 3 0.026 0.794 0.196 0.043 1.544 0.351
Colombia 0.005 0.179 0.000∗∗∗ 0.014 −0.044 0.001∗∗∗ 0.021 0.156 0.06 4∗ 0.034 0.001 0.020∗∗ 0.070 −0.004 0.075∗
Czech Republic −0.004 0.261 0.021∗∗ −0.005 0.422 0.258 −0.003 0.651 0.64 2 0.000 0.645 0.475 0.033 0.485 0.112
Hungary 0.003 0.195 0.114 0.007 0.294 0.122 0.011 0.766 0.68 9 0.016 0.912 0.587 0.081 0.689 0.031∗∗
India 0.008 −0.202 0.000∗∗∗ 0.016 −0.167 0.000∗∗∗ 0.026 −0.003 0.00 0∗∗∗ 0.036 −0.093 0.000∗∗∗ 0.074 −0.427 0.000∗∗∗
Indonesia 0.008 0.405 0.167 0.016 0.089 0.041∗∗ 0.027 0.452 0.02 1∗∗ 0.036 0.115 0.004∗∗∗ 0.075 0.723 0.070∗
Israel −0.009 0.406 0.009∗∗∗ −0.014 0.654 0.116 −0.015 0.467 0.09 7∗ −0.016 0.667 0.210 −0.019 1.124 0.417
Malaysia 0.002 −0.049 0.000∗∗∗ 0.006 0.434 0.031∗∗ 0.014 0.660 0.08 9∗ 0.020 0.612 0.008∗∗∗ 0.015 −0.484 0.030∗∗
Mexico 0.010 −0.008 0.000∗∗∗ 0.029 0.599 0.001∗∗∗ 0.051 0.951 0.00 0∗∗∗ 0.062 0.699 0.000∗∗∗ 0.140 1.040 0.000∗∗∗
Philippines −0.002 −0.064 0.000∗∗∗ −0.002 0.023 0.007∗∗∗ −0.002 0.158 0.03 4∗∗ −0.002 −0.103 0.003∗∗∗ 0.014 −0.010 0.083∗
Poland 0.002 0.164 0.033∗∗ 0.005 0.588 0.586 0.015 0.871 0.59 5 0.027 1.268 0.311 0.103 1.604 0.000∗∗∗
Russia 0.017 0.100 0.040∗∗ 0.035 0.431 0.030∗∗ 0.053 0.815 0.00 7∗∗∗ 0.073 0.740 0.007∗∗∗ 0.223 2.298 0.024∗∗
Singapore −0.004 0.167 0.001∗∗∗ −0.006 0.316 0.000∗∗∗ −0.006 0.411 0.02 8∗∗ −0.004 0.507 0.051∗ −0.020 −0.144 0.170
South Africa 0.015 −0.162 0.000∗∗∗ 0.027 −0.060 0.000∗∗∗ 0.044 −0.081 0.00 2∗∗∗ 0.069 −0.384 0.000∗∗∗ 0.104 0.470 0.282
South Korea 0.002 0.139 0.005∗∗∗ 0.005 −0.117 0.000∗∗∗ 0.011 0.005 0.00 5∗∗∗ 0.020 0.178 0.006∗∗∗ 0.039 0.296 0.059∗
Taiwan −0.002 −0.095 0.000∗∗∗ −0.005 −0.062 0.000∗∗∗ −0.007 −0.136 0.00 0∗∗∗ −0.009 −0.097 0.000∗∗∗ −0.023 −0.446 0.021∗∗
Thailand −0.005 0.426 0.004∗∗∗ −0.007 0.142 0.000∗∗∗ −0.010 0.044 0.00 1∗∗∗ −0.012 −0.145 0.000∗∗∗ −0.026 −0.290 0.005∗∗∗
Turkey 0.030 −0.264 0.000∗∗∗ 0.057 −0.051 0.000∗∗∗ 0.081 0.159 0.00 0∗∗∗ 0.103 0.427 0.000∗∗∗ 0.237 0.587 0.000∗∗∗
∗∗∗p < 0.01, ∗∗p < 0.05, ∗p < 0.1
As Table 3.6 shows, the null hypothesis of unbiasedness in analyst forecasts is rejected at
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Table 3.7: Fama (1984) regressions. The column F-test contains p-values for an F-test withH0 :
β0 = 0;β1 = 1.
h = 1 quarter h = 2 quarters h = 3 quarters h = 4 quarters h = 8 quarters
Country β0 β1 F-test β0 β1 F-test β0 β1 F-test β0 β1 F-test β0 β1 F-test
A. Developed Countries
Australia −0.003 0.507 0.833 −0.012 1.281 0.640 −0.016 1.229 0.638 −0.005 0.624 0.748 0.023 −0.089 0.506
Canada 0.002 3.640 0.702 0.003 6.544 0.066∗ 0.003 8.186 0.000∗∗∗ 0.004 7.759 0.000∗∗∗ 0.017 5.282 0.170
Denmark 0.007 2.642 0.717 0.012 2.255 0.596 0.018 2.096 0.417 0.027 2.074 0.167 0.052 1.510 0.187
Euro Area 0.007 2.941 0.686 0.013 2.710 0.457 0.020 2.475 0.312 0.028 2.401 0.119 0.058 1.792 0.167
Japan 0.011 3.508 0.526 0.014 2.304 0.600 0.023 2.441 0.447 0.037 2.828 0.203 0.193 5.726 0.000∗∗∗
New Zealand −0.019 3.260 0.398 −0.035 3.059 0.182 −0.045 2.697 0.173 −0.042 2.027 0.192 −0.018 0.562 0.558
Norway 0.006 0.086 0.041∗∗ 0.000 4.605 0.182 0.004 3.811 0.175 0.014 2.877 0.118 0.051 1.107 0.248
Sweden 0.004 1.132 0.888 0.012 2.142 0.658 0.019 2.076 0.489 0.027 1.798 0.284 0.049 0.663 0.259
Switzerland 0.001 1.844 0.763 −0.002 1.219 0.814 −0.004 1.040 0.855 0.000 1.295 0.786 0.005 1.276 0.902
United Kingdom 0.006 4.084 0.514 0.014 5.534 0.281 0.023 5.956 0.045∗∗ 0.032 4.692 0.006∗∗∗ 0.063 3.093 0.129
B. Developing Countries
Argentina 0.018 0.574 0.233 0.031 0.635 0.129 0.050 0.651 0.091∗ 0.078 0.644 0.053∗ 0.324 0.374 0.340
Brazil 0.011 0.264 0.905 0.050 −0.517 0.577 0.096 −0.899 0.290 0.147 −1.154 0.094∗ 0.358 −1.613 0.032∗∗
Chile 0.000 1.101 0.997 0.000 1.182 0.971 0.002 1.217 0.894 0.011 0.883 0.855 0.087 −0.717 0.342
Colombia −0.009 1.705 0.855 −0.008 1.282 0.922 0.009 0.540 0.939 0.028 0.164 0.778 0.155 −1.184 0.485
Czech Republic 0.008 4.643 0.432 0.020 5.257 0.094∗ 0.034 5.476 0.030∗∗ 0.046 5.076 0.003∗∗∗ 0.062 2.281 0.241
Hungary 0.008 −0.702 0.469 0.012 −0.049 0.390 0.017 0.277 0.394 0.023 0.480 0.325 0.067 0.186 0.242
India −0.005 1.018 0.668 −0.001 0.768 0.620 0.006 0.584 0.508 0.011 0.567 0.240 0.127 −0.555 0.013∗∗
Indonesia 0.001 0.419 0.532 0.028 −0.403 0.101 0.067 −0.992 0.017∗∗ 0.105 −1.214 0.002∗∗∗ 0.237 −1.469 0.001∗∗∗
Israel −0.004 2.066 0.420 −0.006 2.045 0.251 −0.009 2.059 0.189 −0.011 1.846 0.175 −0.026 1.368 0.365
Malaysia 0.001 0.551 0.881 −0.003 1.815 0.739 −0.005 1.984 0.588 −0.004 1.906 0.538 −0.013 2.301 0.725
Mexico 0.010 0.004 0.842 0.033 −0.563 0.402 0.058 −0.742 0.239 0.090 −0.991 0.102 0.403 −3.791 0.000∗∗∗
Philippines 0.000 −0.432 0.132 −0.001 −0.136 0.040∗∗ 0.000 −0.201 0.025∗∗ 0.001 −0.175 0.016∗∗ 0.005 0.077 0.000∗∗∗
Poland −0.007 3.381 0.579 −0.017 3.895 0.178 −0.027 4.370 0.096∗ −0.031 4.249 0.071∗ 0.009 2.008 0.500
Russia 0.003 0.953 0.975 0.028 0.273 0.383 0.042 0.297 0.284 0.062 0.239 0.209 0.221 −0.542 0.000∗∗∗
Singapore −0.002 1.612 0.766 −0.003 1.354 0.755 −0.003 1.540 0.721 −0.003 1.487 0.690 −0.011 0.801 0.889
South Africa 0.019 −0.473 0.887 0.015 0.397 0.968 0.084 −0.958 0.638 0.188 −2.239 0.081∗ 0.766 −5.751 0.000∗∗∗
South Korea 0.000 1.208 0.971 0.007 −0.312 0.355 0.014 −1.112 0.048∗∗ 0.018 −1.090 0.167 0.042 −2.046 0.078∗
Taiwan −0.002 0.115 0.093∗ −0.006 −0.107 0.090∗ −0.011 −0.315 0.048∗∗ −0.010 −0.082 0.093∗ −0.012 0.142 0.167
Thailand −0.002 −0.444 0.002∗∗∗ −0.010 0.423 0.034∗∗ −0.015 0.605 0.035∗∗ −0.020 0.783 0.018∗∗ −0.071 2.061 0.000∗∗∗
Turkey 0.044 −0.712 0.146 0.086 −0.608 0.003∗∗∗ 0.121 −0.478 0.001∗∗∗ 0.153 −0.382 0.001∗∗∗ 0.288 −0.190 0.007∗∗∗
∗∗∗p < 0.01, ∗∗p < 0.05, ∗p < 0.1
least at the 10% level for 26 out of 30 countries. For 23 of them the null is rejected even at the
1% level. The countries for which the null is not rejected are Canada, Argentina, Hungary and
Indonesia. In all of these countries the MAPE was also small in relation to the random walk
and forward rates when compared to other countries, which indicates that the median analyst
forecast was not only unbiased, but also efficient for these countries. In all other cases there is
strong evidence for a bias in analyst forecasts.
On the other hand, the null hypothesis for the Fama regression (that the intercept is zero
and β1 = 1) is rejected only for two 3 of 30 countries, namely Norway, Taiwan and Thailand.
These results provide strong evidence for a bias in analyst forecasts, while I don’t obtain the
classic result of a rejection of the null hypothesis when running Fama regressions.
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3.4.4 Rationality of forecasts
The null hypothesis of rational forecasts implies that past forecast errors are orthogonal to cur-
rent forecast errors. I investigate it by running the regression
st+h − set,t+h = β0 + β1(st − set−h,t) + ut+h (3.9)
and testing if the null of β0 = β1 = 0 holds.
Additionally, rationality also implies that the forecast error is orthogonal to past exchange
rate changes. Therefore, I run the regression
st+h − set,t+h = β0 + β1(st − st−h) + ut+h (3.10)
Again, rationality implies that β0 = β1 = 0 and, therefore, no relationship between the
forecast error and past changes in the exchange rate. Table 3.8 reports on the results for equation
(3.9) while Table 3.9 reports on the results for equation (3.10), i.e. regressing forecast errors on
changes in lagged exchange rates. When looking at a forecast horizon of h = 1 quarter, the
null hypothesis of orthogonality of forecast errors to past forecast errors is rejected for 5 out
of 10 developed countries and 8 out of 20 developing countries. The F-tests in Table 3.9 on
orthogonality of forecast errors to past spot changes reject the null of orthogonality in 4 out of
10 cases in the developed sample and 7 out of 20 cases in the developing sample. For both tests,
the rejection of the null hypothesis gets stronger with a longer forecasting horizon up to h = 4
quarters. For h = 8 quarters there are less rejections. This is due to the fact that there are fewer
observations for this long forecasting horizon, as can be seen in Table 3.1 when looking at the
amount of unique forecasts in the rightmost section and Table 3.2 which shows that there are
fewer forecasts per institution for h = 8 quarters.
In sum, I find that the forecast errors are not orthogonal to lagged forecast errors and past
changes in the spot exchange rate in more than a third of the investigated sample for h = 1
quarter, practically all forecasts for h ∈ {2, 3, 4} quarters and most forecasts for h = 8 quarters.
These results indicate, in combination with the unbiasedness tests, that the median analyst ex-
change rate forecast is biased and the null hypothesis of complete rationality across currencies
can be rejected.
3.4.5 Evaluation of groups and individual forecasts
In this section I investigate if the group of financial institutions, which are considered as global
systemically relevant, is better at forecasting exchange rates than the remainder of the sample.
Systemically important institutions usually have a global presence and provide a substantial
part of the overall amount of forecasts in my sample. and run a panel regression on absolute
forecast errors to test if there are differences in the institutions’ fixed effects. Additionally, I
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Table 3.8: Tests of orthogonality of forecasts to lagged forecast errors st+h − set+h,t⊥st − set,t−h.
h = 1 quarter h = 2 quarters h = 3 quarters h = 4 quarters h = 8 quarters
Country β0 β1 F-test β0 β1 F-test β0 β1 F-test β0 β1 F-test β0 β1 F-test
A. Developed Countries
Australia −0.009 0.314∗ 0.048∗∗ −0.008 0.536∗∗∗ 0.000∗∗∗ −0.005 0.634∗∗∗ 0.000∗∗∗ −0.002 0.733∗∗∗ 0.000∗∗∗ −0.006 0.506∗∗ 0.018∗∗
Canada 0.000 0.256∗∗ 0.124 0.000 0.501∗∗∗ 0.002∗∗∗ 0.001 0.668∗∗∗ 0.000∗∗∗ 0.004 0.770∗∗∗ 0.000∗∗∗ 0.009 0.567∗∗ 0.027∗∗
Denmark −0.009 0.299∗ 0.003∗∗∗ −0.008 0.522∗∗∗ 0.000∗∗∗ −0.006 0.644∗∗∗ 0.000∗∗∗ −0.005 0.631∗∗∗ 0.000∗∗∗ 0.004 0.155 0.859
Euro Area −0.009 0.258 0.011∗∗ −0.006 0.529∗∗∗ 0.000∗∗∗ −0.004 0.626∗∗∗ 0.000∗∗∗ −0.003 0.641∗∗∗ 0.000∗∗∗ 0.016 0.162 0.630
Japan −0.007 0.096 0.606 −0.010 0.501∗∗∗ 0.000∗∗∗ −0.009 0.743∗∗∗ 0.000∗∗∗ −0.012 0.744∗∗∗ 0.000∗∗∗ −0.004 0.656∗∗ 0.024∗∗
New Zealand −0.014 0.325∗∗ 0.006∗∗∗ −0.009 0.582∗∗∗ 0.000∗∗∗ −0.008 0.646∗∗∗ 0.000∗∗∗ −0.004 0.717∗∗∗ 0.000∗∗∗ −0.027 0.356∗∗ 0.026∗∗
Norway 0.008 0.220 0.357 0.008 0.549∗∗∗ 0.000∗∗∗ 0.012 0.607∗∗∗ 0.000∗∗∗ 0.012 0.722∗∗∗ 0.000∗∗∗ 0.047 0.546∗∗ 0.001∗∗∗
Sweden −0.003 0.264∗ 0.120 0.001 0.535∗∗∗ 0.002∗∗∗ 0.004 0.634∗∗∗ 0.000∗∗∗ 0.006 0.713∗∗∗ 0.000∗∗∗ 0.037 0.351 0.050∗
Switzerland −0.019∗∗∗ 0.201 0.000∗∗∗ −0.022∗∗∗ 0.438∗∗∗ 0.000∗∗∗ −0.020∗∗ 0.612∗∗∗ 0.000∗∗∗ −0.028∗∗∗ 0.570∗∗∗ 0.000∗∗∗ −0.031 0.621∗ 0.000∗∗∗
United Kingdom 0.000 0.285∗∗ 0.122 0.004 0.505∗∗∗ 0.019∗∗ 0.007 0.654∗∗∗ 0.000∗∗∗ 0.010 0.700∗∗∗ 0.000∗∗∗ 0.032 0.365∗∗ 0.000∗∗∗
B. Developing Countries
Argentina 0.013 0.288 0.338 0.015 0.638∗∗∗ 0.002∗∗∗ 0.022 0.700∗∗∗ 0.000∗∗∗ 0.020 0.821∗∗∗ 0.000∗∗∗ 0.106 0.713 0.003∗∗∗
Brazil 0.010 0.370∗∗ 0.023∗∗ 0.012 0.630∗∗∗ 0.000∗∗∗ 0.016 0.741∗∗∗ 0.000∗∗∗ 0.018 0.817∗∗∗ 0.000∗∗∗ 0.079 0.469∗ 0.023∗∗
Chile 0.003 0.227 0.514 0.004 0.546∗∗∗ 0.000∗∗∗ 0.004 0.674∗∗∗ 0.000∗∗∗ 0.007 0.708∗∗∗ 0.000∗∗∗ 0.026 0.322 0.155
Colombia 0.001 0.330∗∗∗ 0.005∗∗∗ 0.002 0.596∗∗∗ 0.000∗∗∗ 0.005 0.737∗∗∗ 0.000∗∗∗ 0.009 0.788∗∗∗ 0.000∗∗∗ 0.034 0.677∗∗ 0.043∗∗
Czech Republic −0.010 0.199 0.083∗ −0.006 0.501∗∗∗ 0.001∗∗∗ −0.003 0.618∗∗∗ 0.000∗∗∗ −0.001 0.639∗∗∗ 0.000∗∗∗ 0.045 0.328 0.019∗∗
Hungary −0.006 0.176 0.315 0.000 0.438∗∗∗ 0.011∗∗ 0.005 0.562∗∗∗ 0.000∗∗∗ 0.008 0.623∗∗∗ 0.000∗∗∗ 0.091∗ 0.073 0.004∗∗∗
India 0.006 0.254 0.256 0.007 0.654∗∗∗ 0.000∗∗∗ 0.011 0.716∗∗∗ 0.000∗∗∗ 0.013 0.783∗∗∗ 0.000∗∗∗ 0.093∗∗ 0.125 0.005∗∗∗
Indonesia 0.007 0.190 0.314 0.012 0.413∗ 0.083∗ 0.011 0.645∗∗∗ 0.000∗∗∗ 0.013 0.701∗∗∗ 0.000∗∗∗ 0.030 0.434∗∗ 0.004∗∗∗
Israel −0.010 0.312∗∗ 0.002∗∗∗ −0.007 0.594∗∗∗ 0.000∗∗∗ −0.006 0.655∗∗∗ 0.000∗∗∗ −0.004 0.744∗∗∗ 0.000∗∗∗ −0.014 −0.171 0.629
Malaysia 0.001 0.253∗∗ 0.104 0.003 0.551∗∗∗ 0.001∗∗∗ 0.005 0.711∗∗∗ 0.000∗∗∗ 0.007 0.717∗∗∗ 0.000∗∗∗ 0.029 0.435 0.357
Mexico 0.014 0.159 0.141 0.017 0.474∗∗∗ 0.000∗∗∗ 0.021∗ 0.617∗∗∗ 0.000∗∗∗ 0.025∗ 0.653∗∗∗ 0.000∗∗∗ 0.054 0.554∗ 0.000∗∗∗
Philippines −0.001 0.380∗∗∗ 0.000∗∗∗ 0.000 0.629∗∗∗ 0.000∗∗∗ 0.001 0.748∗∗∗ 0.000∗∗∗ 0.003 0.764∗∗∗ 0.000∗∗∗ 0.032 −0.073 0.438
Poland −0.002 0.156 0.523 0.002 0.487∗∗∗ 0.015∗∗ 0.006 0.591∗∗∗ 0.000∗∗∗ 0.010 0.665∗∗∗ 0.000∗∗∗ 0.089∗∗ 0.018 0.008∗∗∗
Russia 0.013 0.186 0.241 0.018 0.480∗∗ 0.016∗∗ 0.017 0.714∗∗∗ 0.000∗∗∗ 0.021 0.750∗∗∗ 0.000∗∗∗ 0.106 0.404 0.047∗∗
Singapore −0.007 0.198 0.068∗ −0.004 0.494∗∗∗ 0.000∗∗∗ −0.002 0.591∗∗∗ 0.000∗∗∗ 0.000 0.674∗∗∗ 0.000∗∗∗ 0.003 0.301 0.419
South Africa −0.006 0.246∗ 0.180 0.001 0.576∗∗∗ 0.000∗∗∗ 0.004 0.717∗∗∗ 0.000∗∗∗ 0.007 0.780∗∗∗ 0.000∗∗∗ 0.041 0.370 0.134
South Korea −0.001 0.349∗∗ 0.068∗ 0.004 0.583∗∗∗ 0.016∗∗ 0.005 0.732∗∗∗ 0.000∗∗∗ 0.009 0.757∗∗∗ 0.000∗∗∗ 0.025 0.209 0.477
Taiwan −0.005 0.202∗∗ 0.030∗∗ −0.003 0.559∗∗∗ 0.000∗∗∗ −0.002 0.661∗∗∗ 0.000∗∗∗ −0.002 0.705∗∗∗ 0.000∗∗∗ −0.008 0.199 0.707
Thailand −0.006 0.169 0.144 −0.003 0.546∗∗∗ 0.000∗∗∗ −0.002 0.621∗∗∗ 0.000∗∗∗ 0.000 0.710∗∗∗ 0.000∗∗∗ −0.008 0.262 0.472
Turkey 0.012 0.118 0.540 0.019 0.515∗∗∗ 0.001∗∗∗ 0.024∗ 0.656∗∗∗ 0.000∗∗∗ 0.034∗∗ 0.666∗∗∗ 0.000∗∗∗ 0.137∗∗ 0.459∗∗ 0.000∗∗∗
∗∗∗p < 0.01, ∗∗p < 0.05, ∗p < 0.1
test if institutions that recently performed well in terms of forecasting are better than the other
groups of forecasts (top 22 and rest) as well as changes implied by a randomwalk and forward
rates. A comparison of sums of absolute forecast errors across currencies, t- and variance tests
follow and show that there are significant differences between the different types of forecasts.
Global systemically important banks (G-SIBs)
The financial stability board classified the following institutions from my sample as global sys-
temically important banks (G-SIBs). I refer to these as top 22 in the following tables, as the group
consists of 22 different institutions.4 The remainder of the individual institutions consist of 103
different banks.5 Table 3.10 contains the institutions that contributed to my sample and are
classified as a global systemically important bank.
4Barclays (mnemonic BAR) and Barclays Capital (mnemonic BC) are treated as one institution.
5The total amount of different institutions is reduced by 6 since Bear Stearns, CIMB-GK Securities, Credit Europe
Bank, Ecobank Ltd, FXPRIMUS Ltd and Islandsbanki provided only 16, 14, 1, 1, 6 and 1 forecast for h = 1quarter,
respectively, and therefore don’t enter the panel model.
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Table 3.9: Tests of orthogonality of forecasts to lagged spot changes st+h − set+h,t⊥st − st−h.
h = 1 quarter h = 2 quarters h = 3 quarters h = 4 quarters h = 8 quarters
Country β0 β1 F-test β0 β1 F-test β0 β1 F-test β0 β1 F-test β0 β1 F-test
A. Developed Countries
Australia −0.012 0.210 0.161 −0.016 0.554∗∗∗ 0.000∗∗∗ −0.016 0.643∗∗∗ 0.000∗∗∗ −0.016 0.670∗∗∗ 0.000∗∗∗ −0.021 0.513∗∗ 0.010∗∗
Canada −0.001 0.259∗∗ 0.102 −0.002 0.481∗∗∗ 0.008∗∗∗ −0.001 0.599∗∗∗ 0.000∗∗∗ 0.005 0.643∗∗∗ 0.000∗∗∗ 0.016 0.424∗∗ 0.075∗
Denmark −0.013∗ 0.170 0.024∗∗ −0.018∗∗ 0.591∗∗∗ 0.000∗∗∗ −0.019∗∗ 0.687∗∗∗ 0.000∗∗∗ −0.018∗ 0.597∗∗∗ 0.000∗∗∗ −0.001 0.145 0.867
Euro Area −0.011 0.169 0.028∗∗ −0.013 0.566∗∗∗ 0.000∗∗∗ −0.014 0.669∗∗∗ 0.000∗∗∗ −0.014 0.610∗∗∗ 0.000∗∗∗ 0.014 0.121 0.693
Japan −0.007 0.125 0.585 −0.016∗ 0.497∗∗∗ 0.000∗∗∗ −0.024∗∗∗ 0.735∗∗∗ 0.000∗∗∗ −0.031∗∗∗ 0.757∗∗∗ 0.000∗∗∗ −0.027 0.691∗∗∗ 0.001∗∗∗
New Zealand −0.019∗∗ 0.315∗ 0.011∗∗ −0.022∗∗ 0.618∗∗∗ 0.000∗∗∗ −0.026∗∗ 0.673∗∗∗ 0.000∗∗∗ −0.026∗∗ 0.673∗∗∗ 0.000∗∗∗ −0.042 0.162 0.130
Norway 0.009 0.217 0.391 0.013 0.581∗∗∗ 0.000∗∗∗ 0.021∗ 0.606∗∗∗ 0.000∗∗∗ 0.025∗∗ 0.633∗∗∗ 0.000∗∗∗ 0.072∗ 0.405∗ 0.007∗∗∗
Sweden −0.004 0.232 0.294 0.000 0.612∗∗∗ 0.000∗∗∗ 0.007 0.657∗∗∗ 0.000∗∗∗ 0.013 0.660∗∗∗ 0.000∗∗∗ 0.047 0.265 0.069∗
Switzerland −0.022∗∗∗ 0.108 0.000∗∗∗ −0.033∗∗∗ 0.446∗∗∗ 0.000∗∗∗ −0.037∗∗∗ 0.671∗∗∗ 0.000∗∗∗ −0.051∗∗∗ 0.550∗∗∗ 0.000∗∗∗ −0.067∗∗∗ 0.580∗∗∗ 0.000∗∗∗
United Kingdom −0.001 0.266 0.312 0.002 0.525∗∗ 0.035∗∗ 0.006 0.664∗∗∗ 0.001∗∗∗ 0.012 0.664∗∗∗ 0.000∗∗∗ 0.038∗ 0.335∗∗ 0.001∗∗∗
B. Developing Countries
Argentina 0.006 0.224 0.339 −0.028∗ 0.595∗∗∗ 0.004∗∗∗ −0.051∗∗ 0.694∗∗∗ 0.000∗∗∗ −0.079∗∗∗ 0.767∗∗∗ 0.000∗∗∗ −0.037 0.670∗∗ 0.002∗∗∗
Brazil 0.009 0.447∗∗ 0.026∗∗ 0.006 0.766∗∗∗ 0.000∗∗∗ 0.006 0.781∗∗∗ 0.000∗∗∗ 0.004 0.862∗∗∗ 0.000∗∗∗ 0.078 0.385 0.055∗
Chile 0.003 0.235 0.406 0.001 0.645∗∗∗ 0.000∗∗∗ 0.001 0.673∗∗∗ 0.000∗∗∗ 0.007 0.636∗∗∗ 0.000∗∗∗ 0.027 0.227 0.243
Colombia 0.001 0.244 0.263 −0.004 0.679∗∗∗ 0.000∗∗∗ −0.005 0.796∗∗∗ 0.000∗∗∗ −0.002 0.806∗∗∗ 0.000∗∗∗ 0.027 0.610∗∗ 0.056∗
Czech Republic −0.013 0.141 0.129 −0.012 0.519∗∗∗ 0.000∗∗∗ −0.009 0.592∗∗∗ 0.000∗∗∗ −0.007 0.585∗∗∗ 0.000∗∗∗ 0.055 0.168 0.134
Hungary −0.008 0.133 0.489 −0.008 0.513∗∗∗ 0.004∗∗∗ −0.003 0.542∗∗∗ 0.000∗∗∗ 0.000 0.519∗∗∗ 0.000∗∗∗ 0.091∗∗ 0.084 0.010∗∗
India 0.005 0.361∗ 0.145 0.007 0.796∗∗∗ 0.000∗∗∗ 0.016∗∗ 0.785∗∗∗ 0.000∗∗∗ 0.023∗∗ 0.810∗∗∗ 0.000∗∗∗ 0.088 0.222 0.007∗∗∗
Indonesia 0.008 0.066 0.517 0.013 0.451∗ 0.071∗ 0.013 0.639∗∗∗ 0.000∗∗∗ 0.019∗ 0.694∗∗∗ 0.000∗∗∗ 0.040 0.396∗ 0.025∗∗
Israel −0.012∗∗ 0.423∗∗∗ 0.000∗∗∗ −0.011 0.567∗∗∗ 0.000∗∗∗ −0.009 0.679∗∗∗ 0.000∗∗∗ −0.005 0.688∗∗∗ 0.000∗∗∗ −0.011 0.000 0.755
Malaysia 0.001 0.364∗∗ 0.081∗ 0.006 0.589∗∗∗ 0.000∗∗∗ 0.012∗ 0.679∗∗∗ 0.000∗∗∗ 0.018∗∗ 0.687∗∗∗ 0.000∗∗∗ 0.039 0.458 0.356
Mexico 0.013 0.300∗∗ 0.033∗∗ 0.019∗∗ 0.583∗∗∗ 0.000∗∗∗ 0.030∗∗∗ 0.580∗∗∗ 0.000∗∗∗ 0.036∗∗∗ 0.643∗∗∗ 0.000∗∗∗ 0.094∗∗ 0.431∗ 0.001∗∗∗
Philippines −0.001 0.466∗∗∗ 0.001∗∗∗ 0.001 0.688∗∗∗ 0.000∗∗∗ 0.004 0.765∗∗∗ 0.000∗∗∗ 0.010 0.808∗∗∗ 0.000∗∗∗ 0.034 −0.230 0.295
Poland −0.003 0.125 0.704 0.001 0.520∗∗∗ 0.009∗∗∗ 0.008 0.603∗∗∗ 0.000∗∗∗ 0.016 0.560∗∗∗ 0.000∗∗∗ 0.087∗∗ 0.068 0.008∗∗∗
Russia 0.012 0.244 0.251 0.015 0.538∗∗∗ 0.004∗∗∗ 0.013 0.722∗∗∗ 0.000∗∗∗ 0.016 0.781∗∗∗ 0.000∗∗∗ 0.123 0.374 0.048∗∗
Singapore −0.007 0.183 0.077∗ −0.004 0.483∗∗∗ 0.000∗∗∗ 0.000 0.567∗∗∗ 0.000∗∗∗ 0.006 0.602∗∗∗ 0.000∗∗∗ 0.009 0.314 0.609
South Africa −0.012 0.352∗∗ 0.036∗∗ −0.013 0.710∗∗∗ 0.000∗∗∗ −0.016 0.817∗∗∗ 0.000∗∗∗ −0.017 0.857∗∗∗ 0.000∗∗∗ 0.035 0.368 0.145
South Korea −0.001 0.202 0.501 0.007 0.630∗∗∗ 0.007∗∗∗ 0.016∗ 0.760∗∗∗ 0.000∗∗∗ 0.028∗∗ 0.736∗∗∗ 0.000∗∗∗ 0.036 0.119 0.376
Taiwan −0.005 0.126 0.251 −0.003 0.502∗∗∗ 0.003∗∗∗ 0.001 0.672∗∗∗ 0.000∗∗∗ 0.005 0.706∗∗∗ 0.000∗∗∗ −0.003 0.329 0.623
Thailand −0.007 −0.003 0.312 −0.004 0.509∗∗∗ 0.001∗∗∗ −0.001 0.569∗∗∗ 0.000∗∗∗ 0.004 0.739∗∗∗ 0.000∗∗∗ 0.000 0.491 0.196
Turkey 0.009 0.174 0.550 0.005 0.581∗∗∗ 0.001∗∗∗ 0.003 0.722∗∗∗ 0.000∗∗∗ 0.010 0.716∗∗∗ 0.000∗∗∗ 0.209∗∗∗ 0.140 0.000∗∗∗
∗∗∗p < 0.01, ∗∗p < 0.05, ∗p < 0.1
I get forecasts for each horizon, currency and group by equal weighting the available con-
tributed forecasts for each group, i.e. “top 22” and “rest”. Section 3.4.5 describes how forecasts
for the “rank” group of recent winners in terms of forecast error are computed.
Institutional fixed effects
In order to investigate if the group of the top 22 banks is better at forecasting exchange rates
than the median analyst in the sample, I regress each institutions individual forecast error per
currency on the median analyst forecast error for that currency and control for time, currency
and institutional fixed effects:
|si,t+h,j − sei,t,t+h,j | = β|s̃i,t+h − s̃ei,t,t+h|+ αi + γt + δj , (3.11)
where the subscript i stands for a currency, t is the starting point of the forecast, t+h the forecast
horizon and j represents the institution that made the forecast. st is the spot exchange rate
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Table 3.10: Intersection of banks that are part of the 2020 list of global systemically important
banks (G-SIBs) as published by the Financial Stability Board (FSB) and whose analysts pro-
vided forecasts to Bloomberg. I refer to these banks as "top 22 banks" in this paper. The official
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and sei,j is the expected exchange rate for currency i by institution j. s̃ represents the median
analyst forecast. αi is the currency fixed effect, γt the time fixed effect and δj the institution
fixed effect. This specification allows comparing the fixed effects for each institution and groups
of institutions, while controlling for time and currency fixed effects as well as comparing the
absolute individual forecast errors to the median absolute forecast errors. Hence, I can test if a
certain group of institutions has significantly different fixed effects from the rest of the sample.
Table 3.11 reports on the results. The regression beta of 0.85 is close to 1, which is the result
I would obtain if all forecasts perfectly correlated with the median absolute forecast error.
The main difference is represented by the institutional fixed effects, which are shown in
the Figure 3.3. Figure 3.A.1 in the appendix plots the biggest 10 centered time, currency and
institution fixed effects. Fixed effects by institutions that are considered as global systemically
important and therefore part of the “top 22” group, are colored in red.
At first sight, the top 22 forecasts seem not to be too different from the rest, on average,
however, the variance of the fixed effects seems to be smaller. I formally test these observations
with a Welch two sample t-test and an F test of the groups’ variances. Table 3.12 reports on




Table 3.11: Panel regression of individual absolute forecast errors from 2006 to 2020 on median
forecast errors by all analysts in the sample including fixed effects for time, currency and insti-
tution as specified in equation (3.11).
Dependent Variable: |si,t+h,j − sei,t,t+h,j |
fixed effect ols regression
Variables










Three-way (time & currency & institution) standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1




















Figure 3.3: This figure plots the individual fixed effects from the panel regression of individual
absolute forecast errors on median absolute forecast errors from 2006 to 2020. The global sys-
temically important institutions are represented by red dots.
Are recent winners better at forecasting?
To evaluate if recent forecasting performance is indicative of future forecasting ability, similar to
momentum in asset prices, I rank all institutions by their absolute individual forecast error for
each point in time and currency. If the institution has a rank and contributed a forecast for the
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Table 3.12: Results for tests of differences in means and variances of the fixed effects for each
financial institution in the full sample regression from 2006 to 2020 as specified in equation
(3.11).
test statistic p-value alternative hypothesis
Welch Two Sample t-test −0.683 0.752 true difference in means is greater than 0
F test to compare two variances 16.2 0.000∗∗∗ true ratio of variances is not equal to 1
∗∗∗p < 0.01, ∗∗p < 0.05, ∗p < 0.1






where w is the weight on the forecast of institution j and∑wj = 1. In short, the institution
with the smallest absolute forecast error gets the highest weight. The combined forecast Ḟ for
currency i at time t for t+ h is then defined as
Ḟi,t,t+h = wi,t,t+h,jF̂i,t,t+h,j , (3.13)
where F̂i,j is the individual forecast for currency i by institution j. I change the notation for
forecasts here to indicate that these rank-weighted forecasts of recent winners are forecasts in
levels, not logs, and forecast errors are then derived from these forecasts as in equation (3.3).
The next section compares the forecasts outlined in this and the previous section.
Comparing the forecasts
To evaluate the the forecasting performance of all groups, i.e. a randomwalk, forward rates, me-
dian analyst forecasts, global systemically important banks, non-systemically important banks
and institutions that recently performed well in terms of their forecasting error, I sum the abso-
lute errors |si,t+h,j−sei,t,t+h,j | for each t across all currencies i. Figure 3.4 shows a comparison for
the full sample from 2006 to 2020. Confirming the results on median analyst forecasts, the box
plot shows that forecasts based on a random walk and forward rates have the smallest median
error across currencies and time points. The groups of analyst forecasts, i.e. median forecasts,
top 22, rest and rank-weighted, are very similar. However, the median error is lower for median
forecasts and rank-weighted forecasts, whereas the top 22 median error is higher, but still lower
than the error for the rest of the sample, i.e. institution that don’t belong to the group of global
systemically important banks.
Additionally, I run multiple Diebold-Mariano tests to test if there is a difference in the fore-
casting ability across all currencies. Table 3.13 reports on the results. As the test results show,
there are significant differences between most groups. The exceptions are forecasts from a ran-
100
3.4. Empirical Analysis









Figure 3.4: The box plots show the sum of absolute errors across all currencies for each forecast
from 2006 to 2020. The labels represent random walk based forecasts (RW), forward rates (F),
median analyst forecasts (A), forecasts by global systemically important banks (top 22), the
sample without top 22 (rest) and forecasts based on recent forecasting performance (rank).
dom walk and forward rates with a p-value of 0.11, the group of top 22 and the rest with a
p-value of 0.43 and the rank-weighted forecasts and the rest of the sample with a p-value of
0.22. Interestingly, rank-weighted forecasts, i.e. the recent winners, differ significantly from
global systemically important banks.
In sum, I conclude, in combination with the box plots of the sum of absolute errors per
forecast shown in Figure 3.4, that
• there is no difference in forecasting ability between the top 22 banks and the rest of the
sample (p = 0.42)
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Table 3.13: p-values of two-sided Diebold-Mariano tests for a difference in forecasting ability
across all currencies for forecasts based on a random walk (RW), forward rates (F), median
analyst forecasts (A), global systemically important banks (top 22), non-systemically important
banks (rest) and forecasts based on recent performance (rank) for the full sample from 2006 to
2020. Row and column names indicate which forecasts were tested against each other, so the
first entry is the p-value of a DM test of forward rates versus a random walk.
RW F A top 22 rest
F 0.112 – – – –
A 0.000∗∗∗ 0.000∗∗∗ – – –
top 22 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗∗ – –
rest 0.000∗∗∗ 0.000∗∗∗ 0.082∗ 0.429 –
rank 0.000∗∗∗ 0.000∗∗∗ 0.002∗∗∗ 0.046∗∗ 0.220
∗∗∗p < 0.01, ∗∗p < 0.05, ∗p < 0.1
• recent winners (the “rank” group of forecasts) are significantly better at forecasting than
the top 22 group of banks (p = 0.05)
• recent winners are not better than the non-systemically important banks (p = 0.22)
• the baseline median analyst forecasts used throughout this paper are better at forecasting
than top 22, non-systemically important banks and recentwinners (see p-values in column
‘A’ in Table 3.13)
Therefore, I can answer the questionwhether global systemically important banks are better
at forecasting exchange rates than other banks with no and continue to use the median analyst
forecasts for constructing currency portfolios in the remainder of this paper, as they’ve proven
to show the smallest forecast errors, although they perform clearly worse than a random walk
and forward rates in terms of forecasting ability.
3.4.6 Economic evaluation of forecasts
When evaluating forecasts, not only the right direction, but also the magnitude of the change is
important for investors who base their investment decisions on these forecasts. Hence, for eval-
uating forecasts, I use a statistic that considers both, direction and magnitude: the Directional
Value statistic by Blaskowitz and Herwartz (2011), which is defined as:
DV =
∑T
t=T−P+1 |set,t+h − st|.DAt,t+h∑T
t=T−P+1 |st,t+h − st|
(3.14)
where DA stands for directional accuracy and is equal to 1 if the predicted direction, i.e. an
appreciation or depreciation, is equal to the actual direction of change in the spot exchange
rates and 0 otherwise. P is equal to the number of periods or forecasts, respectively.
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In contrast to Ince and Molodtsova (2017), I use forward rates to compute excess returns
instead of just changes in the spot exchange rate, as their approach does not represent an in-
vestable strategy for a currency investor, since future spot rates are not traded. Instead, I use
forward rates to compute log excess returns as:
rxt+h = ft,t+h − st+h (3.15)
The returns to incorporating the median analyst forecasts are then given by entering a long
position in a currency versus the US dollar if the analyst forecast is below the forward rate, i.e.
the median analyst expects a positive return on the forward position, and vice versa.















t,t+h − ft,t+h) (3.18)
where SR is the Sharpe ratio, xs is the cumulative excess return of the trading strategy and xs
is the strategy’s average return. Since the median analyst forecasts span one quarter each, I use
3-month forwards that start at the end of the quarter the forecast is made and run until the end
of the quarter the forecast is made for.
Table 3.14 reports on the results. The second column shows the Directional Value defined in
equation (3.14). The values are of comparable size to the results in Ince andMolodtsova (2017)
for countries that are present in my sample and their sample, although the authors investigate
a shorter time period. The DV values are in a range of 0.161 (United Kingdom) to 0.350 (South
Korea) for all but one country. By far the highest value is obtained for Argentina (0.623). This is
no surprise, given that the Argentine peso almost continuously lost buying power versus the US
dollar over the sample period and analysts mostly predicted further devaluations. Therefore,
the sign component was almost always correct, leading to a DV statistic of 0.623.
The third column contains annualized returns in percent for a strategy that is either long
or short in a currency, using 3-month forwards, based on the median analyst forecast. The re-
turns show negative Sharpe ratios for 13 out of 30 countries. The highest values are obtained
for Malaysia and Argentina. The mean annualized Sharpe ratio is 1.646%, the median Sharpe
is 1.411% while the results span Sharpe ratios between −48.62% (Malaysia) to +76.3181% (Ar-
gentina). The results indicate that it is of utmost importance to compare forecasts to traded for-
ward rates and to compute returns using tradeable rates. When only comparing spot changes
and using these changes for computing Sharpe ratios, as is done in Ince andMolodtsova (2017),
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Table 3.14: Directional Value, annualized returns (in %) to the exchange rate forecasts per cur-
rency and annualized Sharpe ratios. The last column contains t-statistics and p-values for a
one-sided t-test with a null hypothesis of zero excess returns for the portfolio based on analyst
forecasts.
DV returns Sharpe t-stat
A. Developed Countries
Australia 0.293 3.475 0.267 1.017
Canada 0.303 2.579 0.295 1.124
Denmark 0.262 −3.756 −0.408 −1.554
Euro Area 0.255 −2.711 −0.291 −1.110
Japan 0.223 0.118 0.011 0.041
New Zealand 0.275 −0.652 −0.052 −0.200
Norway 0.239 0.224 0.017 0.066
Sweden 0.248 −1.813 −0.160 −0.611
Switzerland 0.318 1.114 0.132 0.501
United Kingdom 0.161 0.912 0.091 0.346
B. Developing Countries
Argentina 0.623 15.176 0.763 2.906∗∗∗
Brazil 0.220 −2.408 −0.137 −0.521
Chile 0.212 −2.270 −0.183 −0.696
Colombia 0.270 −0.209 −0.014 −0.053
Czech Republic 0.281 −0.134 −0.010 −0.039
Hungary 0.283 0.620 0.041 0.156
India 0.274 0.013 0.002 0.006
Indonesia 0.287 −0.155 −0.014 −0.055
Israel 0.264 1.440 0.172 0.654
Malaysia 0.274 −3.747 −0.486 −1.851
Mexico 0.249 0.644 0.049 0.185
Philippines 0.303 −1.425 −0.258 −0.982
Poland 0.254 3.381 0.225 0.858
Russia 0.276 4.050 0.227 0.864
Singapore 0.293 −1.709 −0.291 −1.108
South Africa 0.296 3.133 0.200 0.762
South Korea 0.350 0.446 0.047 0.178
Taiwan 0.341 −1.580 −0.296 −1.127
Thailand 0.284 3.420 0.511 1.944∗∗
Turkey 0.284 0.759 0.047 0.181
∗∗∗p < 0.01, ∗∗p < 0.05, ∗p < 0.1
the returns and Sharpe ratios increasemechanicallywith the forecast horizon, because the inter-
est rate differential is ignored. For very high inflation countries like Argentina this interest rate
differential reached very high double digits or even triple digits on an annualized basis during
the sample period. Therefore, returns computed from forward rates are the right benchmark for
comparing results, while changes in spot rates allow researchers to check if the actual direction
of change is equivalent to the forecast direction, but are not useful in assessing if forecasts allow
a conversion of expectations into actual profits.
To test if the forecasts add any value on a per currency basis, I run a one-sided t-test with
the null hypothesis of zero excess returns. The rightmost column in Table 3.14 contains the re-
sults. 28 out of 30 countries show no significant performance. The exceptions are Argentina and
Thailand. However, it is important to mention that Argentina went through severe economic
hardship during the sample period and the forward rates on Bloomberg might not be as rep-
resentative of actually traded prices as for other currencies. Still, the median analyst forecasts
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seemed to have been more than right on average, in case of Argentina. I run the same analy-
sis on forecast horizons of 2 to 8 quarters too, Table 3.A.1 in the appendix contains the results.
However, the results do not change materially when looking at longer horizons.
In sum, I conclude that investing into currencies according to median analyst forecasts does
not lead to significant returns, as the mean return of 0.6311% per year across all countries in
Table 3.14 and the corresponding Sharpe ratios show.
3.4.7 Forecast dispersion and currency returns
The dispersion anomaly is an established factor in the literature on equity returns (see Miller
(1977), Diether et al. (2002), Johnson (2004)). In Diether et al. (2002), the authors find that
stocks with a higher amount of analyst dispersion tend to exhibit lower returns going forward,
than low dispersion stocks.
To empirically investigate the relationship between lagged dispersion and excess returns in
currencies, I run the regression:
rxt+1 = β0 + β1 log(dispt) + β2 (ft − st) + ut, (3.19)
where d log(dispt) is the log of the dispersion among analyst forecasts as specified in equation
(3.1) and (ft − st) is the difference in log forward and spot rates and represents ex-ante carry
per currency.
Table 3.15 reports on the results. The coefficient for β1 on the dispersion measure is signif-
icant for 9 out of 30 countries. Most of these are countries whose currencies are typical carry
trade currencies or are characterized by a high dependency on commodity exports, namely
Australia, Canada, Norway, Brazil, Chile, Indonesia, Mexico and South Africa. Interestingly,
the coefficient for the beta to (ft − st), or carry, is negative for most of the developed market
currencies, except Norway. However, it is only significant in case of Norway within the devel-
oped countries and 4 out of 20 developing countries. This might be driven by the fact that the
carry trade did not perform as well in the very liquid G10/G11 universe in the past decade,
which is a big part of the sample, as opposed to the years preceding the global financial crisis
and the low level in interest rate differentials between developedmarket economies during long
periods of the sample.
If I account for both, a currency’s analyst dispersionmeasure and carry, the dispersion factor
remains significant in all cases. This result indicates, that the dispersion factor might interact
with carry and can explain excess returns on a per currency basis for some developing countries’
currencies. A link between forecast dispersion and carry should not be surprising, as the com-
pensation for taking on risk in a currency whose future development is disputed more among
analysts must be compensated more.
I conclude that dispersion is positively associated with higher excess returns by taking on
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Table 3.15: Regressions of future returns on dispersion, carry, and both.
Model (1) Model (2) Model (3)
Country β0 β1 disp β0 β1 carry β0 β1 disp β2 carry
A. Developed Countries
Australia 0.204∗∗ 0.062∗∗ 0.000 0.856 0.245∗∗ 0.072∗∗ −1.893
Canada 0.130∗ 0.037∗∗ −0.003 −2.509 0.131∗ 0.038∗∗ −2.633
Denmark 0.009 0.004 −0.007 −1.657 0.064 0.022 −4.319
Euro Area 0.068 0.021 −0.007 −1.955 0.125 0.040∗ −4.665
Japan 0.035 0.011 −0.012 −2.607 0.046 0.017 −2.848
New Zealand 0.154 0.047 0.016 −1.848 0.239∗∗ 0.066∗∗ −4.297∗
Norway 0.255 0.083 −0.007 0.910∗∗ 0.208∗∗ 0.067∗∗ 0.771
Sweden 0.139∗ 0.045∗ −0.005 −0.155 0.174∗∗ 0.057∗∗ −2.417
Switzerland 0.043 0.012 −0.002 −0.929 0.069 0.022 −2.500
United Kingdom 0.037 0.012 −0.007 −3.036 0.026 0.010 −2.812
B. Developing Countries
Argentina 0.062 0.016 −0.017 0.409 −0.028 −0.003 0.438
Brazil 0.220∗∗ 0.071∗∗ −0.018 1.104 0.216∗ 0.070∗∗ 0.129
Chile 0.147∗∗ 0.044∗∗ −0.003 0.272 0.148∗∗ 0.045∗∗ 0.717
Colombia 0.047 0.014 0.005 −0.506 0.061 0.016 −0.896
Czech Republic 0.051 0.016 −0.009 −3.731 0.155∗ 0.053∗∗ −8.575
Hungary 0.073 0.024 −0.009 1.761 0.024 0.010 1.368
India 0.017 0.004 0.004 0.011 0.020 0.004 −0.086
Indonesia 0.098∗ 0.026∗ −0.003 0.613 0.087∗ 0.025∗ 0.514
Israel 0.020 0.005 0.003 −0.971 0.025 0.006 −1.243
Malaysia 0.014 0.004 −0.001 0.399 0.009 0.003 0.330
Mexico 0.116∗∗ 0.034∗∗ −0.011 0.931 0.176∗ 0.045∗ −2.283
Philippines 0.053 0.012 0.000 1.435∗ 0.020 0.005 1.339∗
Poland 0.054 0.018 0.007 −2.285 0.126∗ 0.037 −4.282∗
Russia 0.076 0.025 −0.004 0.074 0.135∗ 0.039∗ −0.802
Singapore 0.018 0.004 0.001 −0.699 0.026 0.006 −1.082
South Africa 0.231 0.078 −0.032 2.199 0.222∗∗ 0.077 0.441
South Korea 0.024 0.007 −0.002 −0.096 0.031 0.009 −0.261
Taiwan 0.016 0.005 0.002 0.950∗∗ 0.016 0.004 0.928∗∗
Thailand 0.067 0.016 0.001 1.463∗∗ 0.041 0.010 1.247∗
Turkey 0.121 0.040 −0.045∗ 1.693∗ 0.018 0.017 1.340
risk in the underlying currencies, as Table 3.15 shows. For countrieswith a significant coefficient
to dispersion the significance remains after controlling for carry, demonstrating the relative im-
portance of analyst dispersion for excess returns.
3.4.8 Constructing factor portfolios
I continue by embedding the previous results in a standard asset pricing framework built upon
portfolios of currencies that are created by sorting currencies according to certain characteristics.
I create portfolios based on carry, value, momentum, analyst forecasts, forecast dispersion and
the dollar factor.
In constructing the portfolios, I follow Fratzscher et al. (2019), who builds upon previous
work by Asness et al. (2013), Menkhoff et al. (2012) and Lustig et al. (2011).
Lustig et al. (2011) find that the dollar and slope or carry factor span the cross-section of
carry trade returns. The dollar factor (DOL) is the average excess return on an equally-weighted
portfolio of currencies against the USD. It is equivalent to a market portfolio in a currency uni-
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where the index i denotes currencies and Nt the number of currencies in the sample at time t.
For the other factors I create cross-sectional portfolios as in Asness et al. (2013):








where Nt is the total number of currencies in month t, xt is the investment signal in month t
and k is an implementation lag, usually set to 1 month. ct is a scalar that makes sure that the
portfolio is one dollar long and one dollar short.
Additionally, I create time-series strategies that are long or short depending on the signal as:
wTSi,t =
 N−1t , if xi,t−k+1 > 0−N−1t , if xi,t−k+1 ≤ 0 (3.22)
The time-series carry factor (CAR) is long or short in currencies depending on their forward
discount. The weight on currency i is
wCARi,t =
 N−1t , if fdsi,t > 0−N−1t , if fdsi,t ≤ 0 (3.23)





For the value factor (VAL) I follow Asness et al. (2013), who define the value measure as
the 5-year change in purchasing power parity. For momentum (MOM), I use lagged onemonth
excess returns, which is the most profitable momentum measure according to Menkhoff et al.
(2012). Both factors are created by replacing the forward discount in (3.22) with the value and
momentum measure, respectively.
Additionally, I create cross-sectional and time-series portfolios based on analyst forecasts.
The signal is based on the relationship between forward rates and analyst estimates. If the
median analyst expects a currency to have a positive return, i.e. the spot forecast is lower than
the forward rate in direct quotation, the time-series strategy is long in that currency. If the
median analyst expects the currency to depreciate more than the forward rate, the strategy is
short in that currency. In the cross-sectional version, I just rank according to the relation of
forward rate to forecast as in equation (3.21).
For dispersion portfolios I rank according to cross-sectional dispersion and the change in
dispersion for time-series portfolios.
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3.4.9 Resulting FX portfolios
Figure 3.5 plots the returns to fx portfolios based on cross-sectional carry, value and momen-
tum signals, the dollar factor, analyst forecasts and dispersion as outlined in Section 3.4.8 for
the full sample of 30 countries starting in June 2006 to December 2020. As Figure 3.5 shows, the
portfolio based on analyst forecasts underperforms the other portfolios duringmost of the sam-
ple, but had a strong comeback at the end of the sample and during 2020, which was mostly
shaped by the coronavirus pandemic. Only cross-sectional momentum underperformed the



















Figure 3.5: This figure plots cumulative returns for cross-sectional FX portfolios for the full
sample of 30 countries from June 2006 to December 2020.
Figure 3.6 shows the cumulative performance of the time-series versions of the same port-
folios for the full sample of 30 countries. The portfolio built from analyst forecasts have the
worst cumulative performance among all other portfolios in this sample, which is, similar to
the time-series value factor, negative. However, also the time-series version of the median ana-
lyst forecast portfolio showed strong performance towards the end of the sample, similar to the
time-series dispersion factor.
Table 3.16 shows average annualized returns, standard deviations, Sharpe ratios, skewness
and t-statistics for the different portfolios and investment universes (developed and developing























Figure 3.6: This figure plots cumulative returns for time-series FX portfolios for the full sample
of 30 countries from June 2006 to December 2020.
negative cumulative performance and Sharpe ratios in all samples. The cross-sectional versions
have Sharpe ratios close to zero with low t-stats. The time-series version reflects the returns
to incorporating analyst forecasts more closely, as it is not dollar neutral, but will take on a
currency position corresponding to the direction the median analyst expects the currency to
move. Overall, portfolios based on analyst forecasts show worse characteristics than the factor
based portfolios value, carry and momentum. Still, the only statistically significant currency
portfolio is cross-sectional carry in the developing countries and full sample. This is in line
with the observation, that there was hardly any performance of FX carry in G10 currencies in
the last decade.
In line with the results in Koijen et al. (2015), who construct portfolios from survey expec-
tations, I find that there is no to negative value-added in incorporating analyst forecasts when
constructing currency portfolios. Figures 3.A.2 and 3.A.3 show a comparison of this survey fac-
tor with the portfolios used in this paper, as long as they are available (March 2020), since the
World Economic Survey (WES) was discontinued in 2019.
Spanning regressions
In order to test if analyst forecast and dispersion portfolios are spanned by established factors,
I run spanning regressions. Table 3.17 contains the results.
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Table 3.16: This table shows the mean, standard deviation, Sharpe ratio, skewness and t-
statistics for the cross-sectional and time-series portfolios for developed countries (panel A),
developing countries (panel B) and the full universe (panel C). The portfolios are based on
carry, value (val) and momentum (mom) signals, analyst forecasts (afc), the dollar factor and
analyst dispersion (disp).
strategy mean sd SR skew t-stat
A. Developed Countries
cs-afc 0.003 0.037 0.074 0.283 0.352
cs-carry 0.014 0.082 0.173 −0.617 0.810
cs-disp 0.020 0.068 0.290 0.463 1.224
cs-mom 0.004 0.073 0.058 0.215 0.357
cs-val 0.016 0.071 0.220 0.556 0.966
dollar 0.000 0.085 −0.005 −0.108 0.142
ts-afc −0.005 0.040 −0.133 −0.569 −0.433
ts-carry 0.011 0.107 0.100 0.057 0.582
ts-disp 0.033 0.117 0.284 −0.320 1.288
ts-mom −0.011 0.135 −0.082 0.816 −0.062
ts-val −0.010 0.136 −0.073 0.982 −0.029
B. Developing Countries
cs-afc 0.002 0.060 0.028 −0.847 0.223
cs-carry 0.036 0.069 0.532 −0.914 2.123∗∗
cs-disp 0.028 0.079 0.358 −0.732 1.496
cs-mom 0.013 0.071 0.181 0.837 0.817
cs-val 0.023 0.069 0.329 −0.410 1.371
dollar 0.014 0.080 0.179 −0.628 0.832
ts-afc −0.004 0.068 −0.066 −0.601 −0.120
ts-carry 0.023 0.117 0.196 −0.435 0.962
ts-disp −0.006 0.088 −0.067 0.058 −0.089
ts-mom 0.026 0.113 0.227 1.206 1.064
ts-val −0.010 0.120 −0.081 0.587 −0.086
C. Full Universe
cs-afc 0.005 0.064 0.076 −0.252 0.412
cs-carry 0.034 0.066 0.511 −0.721 2.042∗∗
cs-disp 0.027 0.068 0.400 −0.481 1.632
cs-mom 0.003 0.064 0.046 0.813 0.293
cs-val 0.023 0.057 0.401 −0.255 1.621
dollar 0.010 0.080 0.121 −0.484 0.610
ts-afc −0.011 0.097 −0.117 −0.686 −0.260
ts-carry 0.020 0.100 0.205 −0.192 0.962
ts-disp 0.008 0.082 0.103 0.030 0.545
ts-mom 0.014 0.112 0.127 1.168 0.689
ts-val −0.009 0.119 −0.076 0.848 −0.069
∗∗∗p < 0.01, ∗∗p < 0.05, ∗p < 0.1
None of the portfolios show significant alphas, independent of the sample, and the construc-
tion method. As in the previous literature, I find that the dollar and carry factors by Lustig et al.
(2011) explain most of the variation in the constructed fx portfolios. Both portfolios based on
analyst forecasts (based on cross-sectional and time-series signals) tend to lean against momen-
tum, as the negative and significant betas for the cross-sectional and time-series portfolios for
all investment universes show. This might be driven by the fact that many forecasts are based on
estimates by economists and valuation models that use rather sticky economic fundamentals,
while currency momentum can quickly pick up and lead to different signals.
Cross-sectional analyst forecasts heavily load on the carry factor in the full and developing
universe, while there is a negative and, in case of developed countries, significant loading on the
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Table 3.17: Spanning regressions of cross-sectional and time-series analyst forecast and disper-
sion portfolios from October 2007 to December 2020.
(a) Spanning regressions of the cross-sectional
analyst forecast portfolio on cross-sectional
value, carry and momentum factors and the
dollar factor from July 2006 to December 2020.
dep. variable: cs-afc
full developed developing
(Intercept) −0.001 0.000 −0.001
(0.001) (0.001) (0.001)
cs-val 0.229∗ 0.011 0.162∗
(0.132) (0.033) (0.081)
cs-carry 0.405∗∗∗ −0.054 0.223∗∗∗
(0.095) (0.036) (0.072)
cs-mom −0.165 −0.078∗ −0.141
(0.138) (0.040) (0.088)
dollar −0.144 −0.298∗∗∗ 0.265∗∗∗
(0.090) (0.032) (0.070)
R2 0.267 0.566 0.492
Adj. R2 0.250 0.555 0.480
Num. obs. 174 174 174
RMSE 0.016 0.007 0.012
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1
(b) Spanning regressions of the cross-sectional
dispersion portfolio on cross-sectional value,
carry and momentum factors and the dollar fac-
tor from July 2006 to December 2020.
dep. variable: cs-disp
full developed developing
(Intercept) 0.000 0.001 0.000
(0.001) (0.001) (0.001)
cs-val 0.344 0.237 0.326
(0.060) (0.081) (0.064)
cs-carry 0.343 0.328 0.324
(0.054) (0.085) (0.070)
cs-mom 0.104∗ 0.057 0.124∗∗
(0.053) (0.089) (0.056)
dollar 0.496 0.257 0.554
(0.051) (0.065) (0.067)
R2 0.768 0.396 0.749
Adj. R2 0.763 0.382 0.743
Num. obs. 174 174 174
RMSE 0.010 0.015 0.011
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1
(c) Spanning regressions of the time-series an-
alyst forecast portfolio on cross-sectional value,
carry andmomentum factors and the dollar fac-
tor from July 2006 to December 2020.
dep. variable: ts-afc
full developed developing
(Intercept) 0.000 0.000 0.000
(0.002) (0.001) (0.001)
ts-val −0.160 −0.094∗∗ −0.100
(0.122) (0.042) (0.082)
ts-carry −0.091 −0.098∗ −0.026
(0.188) (0.052) (0.136)
ts-mom −0.375∗∗∗ −0.099∗∗∗ −0.215∗∗
(0.126) (0.034) (0.091)
dollar −0.040 −0.199∗∗∗ 0.152
(0.221) (0.044) (0.185)
R2 0.222 0.347 0.210
Adj. R2 0.203 0.332 0.191
Num. obs. 174 174 174
RMSE 0.025 0.009 0.018
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1
(d) Spanning regressions of the time-series
dispersion portfolio on cross-sectional value,
carry and momentum factors and the dollar
factor from October 2006 to December 2020.
dep. variable: ts-disp
full developed developing
(Intercept) 0.001 0.003 0.000
(0.002) (0.003) (0.002)
ts-val −0.014 −0.037 −0.031
(0.086) (0.201) (0.102)
ts-carry 0.331∗∗ 0.164 0.407∗
(0.161) (0.243) (0.213)
ts-mom 0.019 −0.022 0.023
(0.118) (0.159) (0.117)
dollar −0.490∗∗∗ −0.059 −0.798∗∗∗
(0.134) (0.213) (0.228)
R2 0.080 0.032 0.095
Adj. R2 0.058 0.009 0.074
Num. obs. 174 174 174
RMSE 0.023 0.033 0.024
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1
momentum factor. When looking at time-series analyst forecast portfolios, the returns mainly
load negatively on time-series momentum and the dollar factor in the G10 sample.
The time-series analyst dispersion portfolios is mainly driven by the dollar factor, although
the portfolio also loads positively on the cross-sectional value and carry factor. Similar to most
other portfolios, they do not show significant alphas in the spanning regressions. The time-
series dispersion portfolio has a large negative and statistically significant beta to the dollar
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factor and also loads positively on time-series carry.
In short, my empirical results suggest that analyst forecasts are in big parts inefficient and
biased according to standard regression-based test frameworks. They do not lead to signifi-
cant economic gains when investment portfolios are built upon them. These investment port-
folios in turn are spanned by established risk factors. On the other hand, analysts do not get it
consistently wrong often enough, such that a strategy that does the opposite of what the me-
dian analyst is suggesting generates any excess returns, as was partly indicated by Koijen et al.
(2015). However, there is an interesting and positive relation between future returns and ana-
lyst dispersion for some typical carry-trade currencies, indicating that taking on long positions
in currencies in times of heightened uncertainty about future spot exchange rates among ana-
lysts is actually rewarded. The obtained results are in line with previous findings on exchange
rate predictability such as Meese and Rogoff (1983) and outlined in Rossi (2013). Nevertheless,
I am not able to obtain the early results of Elliott and Ito (1999) on developed countries. My
results do not agree with Ince andMolodtsova (2017), as I showed that an economic evaluation
of analyst forecasts using tradeable forward rates instead of changes in spot exchange rates does
not lead to significant positive returns for investors.
3.5 Conclusion
I investigate the predictive performance, rationality and economic value of analyst forecasts
for 30 different exchange rates, including 10 developed and 20 emerging countries, from June
2006 to December 2020. Additionally, I investigate the relationship of analyst dispersion and
excess returns aswell as FXportfolios constructed fromanalyst forecasts and adispersion signal.
Finally, spanning regressions of these portfolios on established factors are performed.
My results show that analyst forecasts underperform the random walk and forward rates
in their ability to forecast future spot exchange rates while being biased and non-rational. An
investigation of forecasts by systemically important banks showed that they do not differ in fore-
casting ability from non-global systemically important banks. A rigorous economic evaluation
of the forecasts shows, opposed to previous results in the literature, that the forecasts do not add
economic value and lead to mostly negative Sharpe ratios. However, I find that analyst forecast
dispersion is positively related to excess returns in long positions in certain carry-trade cur-
rencies. Cross-sectional portfolios built on analyst forecasts typically underperform established
factor portfolios by awidemarginwhile dispersion portfolios perform similar to established fac-
tor portfolios such as value, carry, momentum or the dollar factor. Spanning regressions show,
that both portfolios, those built on analyst forecast and those built on analyst dispersion, are
spanned by standard risk factors and do not show any significant alpha. Although the portfo-
lios closely resemble the survey-based portfolios in Koijen et al. (2015) in terms of construction
and performance, they are spanned by standard factors. In sum, my results do not confirm
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Figure 3.A.1: Plot of centered fixed effects for time, currency and institution from the panel
regression specified in equation (3.11) for the full sample from 2006 to 2020.
Figure 3.A.2 shows the performance of survey-based currency portfolios as described in
Koijen et al. (2015) in comparison to portfolios based on analyst forecasts from 2006 to 2020.
Figure 3.A.3 plots a time-series and cross-sectional survey-based currency portfolio versus the
other factors form 2000 to 2020. Due to lack of analyst forecasts for the period 2000 to 2006, the
analyst forecast portfolio is missing for this chart. The data for both of these plots corresponds
to the developed countries sample used in the main text.
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Figure 3.A.2: Cross-sectional (top) and time-series (bottom) portfolios from 2006 to 2020 in-
cluding the survey portfolios as in Koijen et al. (2015).
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Figure 3.A.3: Cross-sectional (top) and time-series (bottom) portfolios from 2000 to 2020 in-
cluding the survey portfolios as in Koijen et al. (2015).
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Table 3.A.1: Directional Value, returns to the exchange rate forecasts per currency and Sharpe
ratios for each forecast horizon form 2 to 8 quarters.
h = 2 quarters h = 3 quarters h = 4 quarters h = 8 quarters
Country DV ret Sharpe t-stat DV ret Sharpe t-stat DV ret Sharpe t-stat DV ret Sharpe t-stat
A. Developed Countries
Australia 0.195 −0.810 −0.062 −0.328 0.196 1.597 0.121 0.785 0.219 0.930 0.076 0.563 0.141 1.158 0.100 0.510
Canada 0.232 2.773 0.301 1.606∗ 0.226 2.971 0.334 2.163∗∗ 0.258 1.809 0.208 1.545∗ 0.234 0.814 0.095 0.485
Denmark 0.213 −1.233 −0.131 −0.701 0.259 1.432 0.153 0.990 0.357 1.701 0.188 1.396∗ 0.625 3.564 0.707 3.607∗∗∗
Euro Area 0.241 0.154 0.016 0.087 0.226 1.703 0.182 1.180 0.279 1.543 0.170 1.260 0.496 2.389 0.374 1.907∗∗
Japan 0.267 2.748 0.264 1.409∗ 0.339 2.248 0.231 1.494∗ 0.329 2.771 0.277 2.052∗∗ 0.305 4.093 0.361 1.842∗∗
New Zealand 0.245 1.218 0.096 0.513 0.269 1.027 0.081 0.527 0.276 0.397 0.033 0.247 0.443 3.003 0.372 1.899∗∗
Norway 0.205 0.884 0.068 0.362 0.205 1.973 0.151 0.977 0.238 4.139 0.353 2.620∗∗∗ 0.407 2.207 0.203 1.034
Sweden 0.199 −0.884 −0.074 −0.396 0.193 2.602 0.217 1.408∗ 0.251 3.521 0.324 2.400∗∗ 0.366 1.381 0.149 0.761
Switzerland 0.398 −0.951 −0.117 −0.627 0.419 −0.387 −0.051 −0.332 0.434 −0.653 −0.086 −0.641 0.387 0.316 0.052 0.264
United Kingdom 0.151 0.385 0.036 0.192 0.195 1.434 0.141 0.911 0.206 2.430 0.254 1.886∗∗ 0.356 3.922 0.506 2.582∗∗
B. Developing Countries
Argentina 0.666 17.886 0.812 4.334∗∗∗ 0.617 17.243 0.701 4.545∗∗∗ 0.589 21.652 0.961 7.130∗∗∗ 0.477 24.074 1.019 5.198∗∗∗
Brazil 0.187 −1.936 −0.104 −0.553 0.127 2.024 0.105 0.681 0.159 −1.002 −0.053 −0.391 0.133 1.506 0.084 0.427
Chile 0.202 1.064 0.089 0.473 0.197 2.924 0.246 1.597∗ 0.187 2.749 0.246 1.824∗∗ 0.237 5.838 0.702 3.581∗∗∗
Colombia 0.262 −1.811 −0.128 −0.681 0.151 −0.906 −0.063 −0.406 0.161 0.093 0.006 0.047 0.293 −1.434 −0.107 −0.545
Czech Republic 0.238 2.440 0.190 1.012 0.239 2.572 0.203 1.315∗ 0.258 2.750 0.234 1.736∗∗ 0.304 0.932 0.116 0.593
Hungary 0.238 −2.428 −0.166 −0.884 0.232 4.445 0.324 2.099∗∗ 0.266 4.042 0.333 2.470∗∗∗ 0.325 0.770 0.074 0.378
India 0.238 −1.235 −0.147 −0.784 0.229 −0.931 −0.103 −0.665 0.178 −1.299 −0.142 −1.050 0.116 −0.950 −0.113 −0.578
Indonesia 0.189 0.570 0.054 0.290 0.177 −1.145 −0.110 −0.714 0.152 −2.374 −0.245 −1.819 0.155 −0.220 −0.021 −0.105
Israel 0.226 0.449 0.051 0.271 0.191 0.749 0.085 0.549 0.236 0.924 0.109 0.811 0.400 1.387 0.256 1.304
Malaysia 0.248 0.640 0.076 0.407 0.243 1.164 0.141 0.914 0.205 −0.215 −0.026 −0.192 0.105 −0.769 −0.088 −0.448
Mexico 0.281 1.052 0.082 0.439 0.277 3.154 0.264 1.710∗∗ 0.211 −0.245 −0.021 −0.158 0.281 −1.253 −0.106 −0.540
Philippines 0.236 0.965 0.157 0.839 0.208 0.873 0.136 0.881 0.210 0.047 0.007 0.053 0.198 −0.675 −0.133 −0.677
Poland 0.253 −0.858 −0.055 −0.295 0.167 0.997 0.065 0.421 0.244 5.153 0.381 2.825∗∗∗ 0.392 1.756 0.188 0.959
Russia 0.233 4.839 0.266 1.423∗ 0.192 6.928 0.402 2.608∗∗∗ 0.168 6.477 0.368 2.730∗∗∗ 0.157 5.572 0.264 1.344
Singapore 0.350 −0.219 −0.038 −0.200 0.324 0.711 0.124 0.807 0.349 0.342 0.062 0.463 0.315 −0.912 −0.184 −0.939
South Africa 0.265 3.392 0.226 1.205 0.187 2.073 0.139 0.904 0.170 −1.205 −0.082 −0.607 0.218 −1.552 −0.091 −0.464
South Korea 0.338 −0.642 −0.068 −0.363 0.336 −0.969 −0.100 −0.649 0.368 −1.676 −0.172 −1.279 0.349 −0.796 −0.087 −0.443
Taiwan 0.252 −0.421 −0.082 −0.436 0.299 −0.646 −0.132 −0.855 0.307 −0.855 −0.181 −1.346 0.273 −1.231 −0.287 −1.461
Thailand 0.276 0.076 0.012 0.066 0.218 −0.057 −0.009 −0.058 0.216 0.281 0.047 0.350 0.285 −1.386 −0.255 −1.299
Turkey 0.250 4.729 0.280 1.493∗ 0.250 4.653 0.269 1.744∗∗ 0.238 6.586 0.378 2.802∗∗∗ 0.175 2.979 0.146 0.743
∗∗∗p < 0.01, ∗∗p < 0.05, ∗p < 0.1
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