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Abstract
This paper deals with the convergence analysis of a general ﬁxed point method which uniﬁes KM-type (Krasnoselskii–Mann)
iteration and inertial type extrapolation. This strategy is intended to speed up the convergence of algorithms in signal processing and
image reconstruction that can be formulated as KM iterations. The convergence theorems established in this new setting improve
known ones and some applications are given regarding convex feasibility problems, subgradient methods, ﬁxed point problems and
monotone inclusions.
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1. Introduction
Throughout, H is a real Hilbert space with inner product 〈., .〉 and induced norm |.|, and Fix(T ) denotes the ﬁxed
point set of any mapping T : H → H, namely Fix(T ) := {x ∈ H; T x = x}. Let us observe that various ﬁxed
point methods arising in signal processing and image reconstruction can be written as KM-type (Krasnoselskii–Mann)
iterations [7,8,10,18,21], namely:
xn+1 = (1 − wn)xn + wnTnxn, (1.1)
where (wn) ⊂ (0, 2) and (Tn) is a sequence of operators from H to H, with an associated solution set S =⋂
n0Fix(Tn) = ∅. Fixed point methods are well-known to be very interesting tools in optimization theory for
solving various concrete problems. There is an extensive literature on this topic relative to important aspects such
as: types of involved operators, robustness, efﬁciency and other convergence properties. In particular, an inertial type
extrapolation was recently proposed as an acceleration process [1–3,12,13,15,16]. To the best of our knowledge, KM-
type iteration and inertial process were discussed separately, except in [2] for the special case of a proximal method.
Motivated by these facts, in a more general setting, we propose to study such a combination for the improvement of
other existing algorithms and related convergence theorems. In this paper, we will focus our attention on the asymptotic
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convergence of the following general iteration:[
xn+1 = [(1 − wn)I + wnTn]vn,
with vn = xn + n(xn − xn−1), (1.2)
where I : H → H is the identity onH, (x0, x1) ∈ H ×H, (n) ⊂ [0, 1] can be viewed as a damping-type term,
(wn) ⊂ (0, 2) is a relaxation factor, (Tn) is a sequence of self-mappings onH, with an associated solution set
S =
⋂
n0
Fix(Tn) = ∅. (1.3)
The above formalism provides an uniﬁed frame for analyzing some concrete algorithms in a new settingwhich combines
relaxation factor and inertial type extrapolation.
Before we proceed with speciﬁc examples we ﬁx some notations and we recall some deﬁnitions of common use in
ﬁxed point theory:
• For simplicity’s sake, we denote by EFN the set of ﬁrmly nonexpansive mappings,
EFN = {T :H→H; ∀x, y ∈H, |T x − Ty|2 |x − y|2 − |(x − y) − (T x − Ty)|2},
we denote by EN the set of nonexpansive mappings,
EN = {T :H→H; ∀x, y ∈H, |T x − Ty| |x − y|},
and by EFQ the set of ﬁrmly quasi-nonexpansive mappings,
EFQ = {T :H→H; ∀(x, q) ∈H× Fix(T ), |T x − q|2 |x − q|2 − |x − T x|2}.
It is easily observed that EFN ⊂ EN and that every ﬁrmly nonexpansive mapping with a nonempty ﬁxed set
belongs to EFQ. Furthermore, EFN is well-known to include resolvents and projection operators, while EFQ
contains subgradient projection operators [4,7,21].
• A multi-valued mapping A :H→ 2H is called monotone onH if
∀(x, y) ∈H×H, 〈u − v, x − y〉0, whenever u ∈ Ax, v ∈ Ay.
It is said to be maximal monotone if in addition, its graph, graph(A)={(x, u) ∈H×H; u ∈ Ax} is not properly
contained in the graph of any other monotone operator. Furthermore, it is well known that, if A : H → 2H is
maximal monotone, then for each x ∈H and > 0 there exists a unique z ∈H such that x ∈ (I + A)z. The
single valued operator JA := (I + A)−1 is called the resolvent of A of parameter . Moreover, the mapping JA
is ﬁrmly nonexpansive with Fix(JA ) = A−1(0), where A−1(0) = {x ∈H; 0 ∈ Ax} is the set of zeros of A (see,
e.g., [5] for more details).
It is interesting to see that (1.2) covers many existing algorithms of inertial type or KM type:
(1) On the one hand, for n = 0, (1.2) reduces to the KM-type iteration (1.1).
Note that so-called KM theorems ensure that the sequence (xn) given by (1.1), when Tn =T ∈ EN, converges
weakly to an element in Fix(T ) provided (wn) ⊂ (0, 1) and∑n wn(1 − wn) = ∞ [7,9,21].
In the case when Tn = JAn = (I + nA)−1 (where (n) ⊂ (0,∞), A : H → 2H is a maximal monotone
operator), hence the solution set is written as S=A−1(0), (1.1) reduces to the relaxed proximal point algorithm
investigated in [10]:
xn+1 = (1 − wn)xn + wnJAnxn, (1.4)
where the relaxation factor (wn) ⊂ (0, 2) is assumed to verify
inf
n
wn > 0 and sup
n
wn < 2. (1.5)
This latter algorithm was proposed in order to accelerate the standard proximal point algorithm proposed in
[19] which is nothing but the special case of (1.4) when wn = 1. Note that the algorithm (1.4) may present
better convergence properties in the over-relaxation range, namely wn ∈ (1, 2) [10].
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Remark 1.1. The formalism (1.1)–(1.3) was considered in [21] in the case when the solution set S coincides with
each Fix(Tn). Weak convergence results were given under each of the following conditions:
(Tn) ⊂ EN and
∑
n0
wn(1 − wn) = ∞, where wn ∈ (0, 1). (1.6)
(Tn) ⊂ EFN and
∑
n0
wn(2 − wn) = ∞, where wn ∈ (0, 2). (1.7)
Let us remind that the resolvent of a maximal monotone operator belongs to the set EFN of ﬁrmly nonexpansive
mappings, so that (1.4) is covered by the method in [21] when (Tn) ⊂ EFN. It turns out that the conditions on the
relaxation factor in (1.7) are more relaxed than (1.5), but one can observe that the proofs given in [21] include
errors and are valid only when Tn is a constant operator andH is ﬁnite dimensional.
(2) On the other hand, in the case when wn = 1 and Tn = JAn is a resolvent, (1.2) reduces to the following inertial
proximal method:
xn+1 = JAn(xn + n(xn − xn−1)). (1.8)
This latter process was proposed as a new alternative for speeding up the standard proximal point algorithm. It
was initiated for convex minimization in [1] and further developed in [12,3], respectively, for co-coercive and
maximal monotone operators. Let us emphasize that the standard proximal point algorithm comes from an implicit
discretization of the ﬁrst order steepest descent method, while the inertial proximal algorithm (1.8) is a discrete
version of a second order dissipative dynamical system alternatively called “heavy ball with friction”. Contrarily
to the steepest descent method, the heavy ball with friction dynamical system is no more a descent method.
In the latter case, the solutions do not decrease along the trajectories in general. It is some global energy that
is decreasing, which confers to these dynamical systems better convergence properties [3,12]. Comparison with
ﬁrst-order-in-time methods can be found in [12] through some numerical tests, showing improvement in the speed
of convergence.
Note also that the special case of the formalism (1.8)–(1.3) without relaxation factor (that is, wn = 1) was treated
in [13].
(3) Finally, the following algorithm:
xn+1 = [(1 − w)I + wJAn ](xn + n(xn − xn−1)), (1.9)
which enters (1.8)–(1.3), was considered with an additional error tolerance strategy in [1]. The same conditions
(1.5) on the relaxation factor were also used in [2]. For simplicity’s sake, we do not include error tolerance in our
study.
This paper establishes the asymptotic convergence, for the weak topology, of the formalism (1.2)–(1.3) under
conditions related to the operators (Tn) and the involved parameters (damping term and relaxation factor). It
turns out that the convergence results of algorithms discussed are established in a new setting. Moreover, some
of them are improved in either form or requirement of relaxed factors. Some applications are given relatively to
subgradient projection methods and algorithms for solving common ﬁxed point problems and common zeros of
maximal monotone operators.
2. Preliminaries
Let us observe that the set of ﬁrmly quasi-nonexpansive mappings can be equivalently rewritten as
EFQ := {T :H→H; 〈x − T x, x − q〉 |x − T x|2, ∀(x, q) ∈H× Fix(T )}. (2.1)
This latter fact can be easily deduced from the following useful equality:
∀(a, b) ∈H×H, 〈a, b〉 = −( 12 )|a − b|2 + ( 12 )|a|2 + ( 12 )|b|2. (2.2)
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Note that the set of ﬁrmly quasi-nonexpansive attracts great attention and includes subgradient projection operators
[4,20].
The well-known Opial lemma [17] will be needed to prove our main convergence theorem in the next section.
Lemma 2.1 (Opial [17]). LetH be a Hilbert space and (xn) a sequence inH such that there exists a nonempty set
S ⊂H satisfying:
(i) For every x˜ ∈ S, limn|xn − x˜| exists.
(ii) Any weak cluster point of (xn) belongs to S.
Then, there exists x¯ ∈ S such that (xn) weakly converges to x¯.
The following lemma is given implicitly in [2,3] and its proof is given for the sake of completeness.
Lemma 2.2. Let (n) ⊂ [0,∞) and (n) ⊂ [0,∞) verify:
(i1)n+1 − nn(n − n−1) + n,
(i2)∑
n
n <∞,
(i3)(n) ⊂ [0, ],where  ∈ [0, 1).
(2.3)
Then (n) is a converging sequence and
∑
n [n+1 − n]+ <∞, where [t]+ := max{t, 0} (for any t ∈ R).
Proof. Set un := n − n−1. By (i1) and (i3), we obtain [un+1]+[un]+ + n, so that an easy computation entails
[un+1]+n[u1]+ +
∑n−1
j=0
jn−j , hence by (i2) and since  ∈ [0, 1) we obtain
∑
n0
[un+1]+ 11 − 
⎛
⎝[u1]+ + ∑
n1
n
⎞
⎠<∞.
Consequently, setting wn := n −
∑n
j=1 [uj ]+, we deduce that the sequence (wn) is bounded from below and there
holds
wn+1 = n+1 − [un+1]+ −
n∑
j=1
[uj ]+wn.
It turns out that (wn) is nonincreasing, hence (wn) is convergent, and so is (n). 
3. Main convergence results
To establish our convergence results, the sequence (Tn) in (1.2) will be assumed to satisfy the following asymptotical
condition:
For any subsequent (Tnj ) of (Tn), for (nj ) ⊂H, for  ∈H,
(nj ) →  weakly and nj − Tnj nj → 0 strongly ⇒  ∈
⋂
n0
Fix(Tn). (3.1)
Note that the condition (3.1) can be regarded as sort of demi-closedness of the sequence (Tn) which reduces to the
classical demi-closedness property [11] when Tn = T is a constant sequence:
For any sequence (zk) ⊂H and z ∈H,
zk ⇀ z weakly, (I − T )(zk) → 0 strongly ⇒ z ∈ Fix(T ). (3.2)
Clearly, (3.2) is well known to be checked by every nonexpansive mapping with nonempty ﬁxed point set. Moreover,
it will be seen farther that (3.2) holds also for subgradient projection operators included in EFQ. It is also easily
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checked that (3.1) is satisﬁed for Tn = JAn under the following condition:
= infkk > 0, (3.3)
since the graph of a maximal monotone mapping is weakly strongly closed (see, for instance, [5]).
In this section, three main theorems will be given relatively to the asymptotic convergence of the formalism
(1.2)–(1.3):
(1) The ﬁrst one (Theorem 3.1) includes assumptions of the form (1.5) and covers the existing convergence results
obtained for (1.4) and that obtained for (1.8) under the following condition (3.4):
(i1) (k) ⊂ [0, ) where  ∈ [0, 1),
(i2)
∑
n
n|xn − xn−1|2 <∞. (3.4)
Let us recall that the main convergence theorem for the method (1.8) was treated by Alvarez-Attouch [3] under
conditions (3.3) and (3.4). It is to note that the conditions in (3.4) are easily implemented in numerical computations.
Indeed, once xn and xn−1 are given, it is just sufﬁcient to compute the update xn+1 with (1.2) by choosing n such that
0ncn, where
cn :=
{
min
{
n
|xn−xn−1|2 , 
}
if xn = xn−1,
 otherwise,
(3.5)
where (n) ⊂ [0,∞) is such that∑n n <∞, so that the condition (3.4) holds.
(2) Comparatively to the ﬁrst theorem, the second one (Theorem 3.2) contains weaker assumptions on the relaxation
factor of the form (1.6)–(1.7), but the conditions on (n) are slightly reduced. The following additional condition on
the operators (Tn) are needed:
For any bounded sequence (n) ⊂H, there holds∑
n1
|(Tn − Tn−1)(n)|<∞. (3.6)
This latter condition will be detailed farther in the proximal case, that is when (Tn) is a sequence of resolvents of
a maximal monotone operators. Condition (3.6) will be also detailed in applications to ﬁnding a common solution
of many ﬁnitely or inﬁnitely ﬁxed point problems or monotone inclusions. In addition to condition (3.4), the second
theorem requires an additional condition:∑
n1
n|xn − xn−1|<∞. (3.7)
Clearly, conditions (2.2) and (3.7) are satisﬁed if at each step (xn−1 and xn being given), the update xn+1 is computed
thanks to (1.2) by choosing n such that 0nen, where
en :=
{
min
{
n
|xn−xn−1|2 ,
n|xn−xn−1| , 
}
if xn = xn−1,
 otherwise,
(3.8)
where (n) ⊂ [0,∞) is such that∑n n <∞.
(3) The third theorem (Theorem 3.3) is concerned with the special case of (1.2) when (Tn) is a sequence of resolvents.
It weakens the requirement of the relaxation factor discussed for (1.8), under additional not very restrictive conditions
on the resolvent parameters.
Theorem 3.1. Let (Tn) satisfy (3.1) with S =⋂n0 Fix(Tn) = ∅, (wn) ⊂ R+, and suppose one of the following
conditions holds:
(C1):(Tn) ⊂ EFQ, infn wn > 0, supn wn < 2.
(C2):(Tn) ⊂ EN, infn wn > 0, supn wn < 1.
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Let (n) and (xn) given by (1.2) verify (3.4). Then there exists x¯ in the solution set S such that (xn) converges weakly
to x¯.
Proof. Let (Tn) ⊂ EFQ. Set vn = xn + n(xn − xn−1) and Twn := (1 − wn)I + wnTn. Taking q ∈ S, by a simple
calculus we have
|Twnvn − q|2 = |vn − q|2 − 2wn〈vn − q, vn − Tnvn〉 + w2n|Tnvn − vn|2. (3.9)
Since q ∈ Fix(Tn) and Tn ∈ EFQ, by (2.1) we have
〈vn − q, vn − Tnvn〉 |Tnvn − vn|2,
while from (1.2) we also have xn+1 = Twnvn, which combined with (3.9) entails
|xn+1 − q|2 |vn − q|2 − wn(2 − wn)|Tnvn − vn|2. (3.10)
Moreover, by an easy computation we obtain
|vn − q|2 = |(xn − q) − n(xn−1 − xn)|2
= |xn − q|2 − 2n〈xn − q, xn−1 − xn〉 + 2n|xn−1 − xn|2,
hence, by (3.10) and observing that 2nn (since n ∈ [0, 1]), we obtain
|xn+1 − q|2 |xn − q|2 − 2n〈xn − q, xn−1 − xn〉
+ n|xn−1 − xn|2 − wn(2 − wn)|vn − Tnvn|2. (3.11)
From (2.2) we also have
〈xn − q, xn − xn−1〉 = − 12 |xn−1 − q|2 + 12 |xn − q|2 + 12 |xn − xn−1|2, (3.12)
which combined with the previous inequality amounts to
|xn+1 − q|2 − |xn − q|2n(|xn − q|2 − |xn−1 − q|2)
+ 2n|xn−1 − xn|2 − wn(2 − wn)|vn − Tnvn|2, (3.13)
hence, for wn ∈ [0, 2] we get
|xn+1 − q|2 − |xn − q|2n(|xn − q|2 − |xn−1 − q|2) + 2n|xn−1 − xn|2. (3.14)
Suppose now
∑
n0 n|xn − xn−1|2 <∞, where (n) ⊂ [0, ] and  ∈ [0, 1). By joining this last estimate to (3.14)
and using Lemma 2.2, we deduce that the sequence (|xn −q|) is convergent (hence (xn) is bounded). Again from (3.14)
and Lemma 2.2, we obtain
∑
n0 [|xn − q|2 − |xn−1 − q|2]+ <∞, while from (3.13) we have
wn(2 − wn)|vn − Tnvn|2
 |xn+1 − q|2 − |xn − q|2 + n[|xn − q|2 − |xn−1 − q|2]+ + 2n|xn−1 − xn|2,
hence, we obviously deduce∑
n0
wn(2 − wn)|vn − Tnvn|2 <∞. (3.15)
Let (xnk ) be a subsequence of (xn) such that (xnk ) converges weakly to some x¯ inH (as k → ∞). It is immediate that
(vnk ) converges weakly to x¯, because n|xn − xn−1| → 0 by the assumption
∑
n0 n|xn − xn−1|2 <∞. Combining
condition (C1) with (3.15) we easily get |Tnvn − vn| → 0 (since (C1) ensures infnwn(k − wn)> 0); in particular,
we have |Tnkvnk − vnk | → 0 as (k → ∞), which by (3.1) entails x¯ ∈ S. Applying Opial’s lemma we conclude that
(xn) converges weakly to an element in S. Now, let us prove the result under condition (C2). Set Un = ( 12 )(I + Tn)
with (Tn) ⊂ EN. It is easily checked that (Un) ⊂ EFN and Tn = 2Un − I . Note also that Fix(Tn) = Fix(Un), while
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the sequence (Un) satisﬁes (3.1) whenever the sequence (Tn) does so. Furthermore, the iteration (1.2) is written as
xn+1 = (1 −wn)vn +wn(2Un − I )vn, that is xn+1 = (1 − 2wn)vn + 2wnUnvn. The second part of the theorem is then
easily deduced from the ﬁrst part, which completes the proof. 
Theorem 3.2. Let (Tn) satisfy (3.1) and (3.6) with S := ⋂n0 Fix(Tn) = ∅, (wn) ⊂ R+, and suppose one of the
following conditions holds:
(D1) : (Tn) ⊂ EFN,
∑
n
wn(2 − wn) = ∞.
(D2) : (Tn) ⊂ EN,
∑
n
wn(1 − wn) = ∞.
Let (n) and (xn) given by (1.2) verify (3.4) and (3.7). Then there exists x¯ ∈ S such that (xn) converges weakly to x¯.
The same convergence result holds whenH is ﬁnite dimensional and (D1)–(D2) are replaced by
(D3) : (Tn) ⊂ EFQ,
∑
n
wn(1 − wn) = ∞.
Proof. We use the same notations as in Theorem 3.1.
Suppose (Tn) ⊂ EFN (hence (Tn) ⊂ EFQ). Then, by condition (D1) and by (3.15), we immediately have
lim infn|Tnvn − vn| = 0. Furthermore, setting Un = 2Tn − I (hence (Un) ⊂ EN), we have I − Tn = ( 12 )(I − Un),
xn+1 − vn = wn(Tnvn − vn), and xn+1 = (1 − wn/2)vn + (wn/2)Unvn, so that
2(vn − Tnvn) = (I − Un)vn = (xn + (vn − xn) − Unvn)
=
(
1 − wn−1
2
)
vn−1 + wn−12 Un−1vn−1 + (vn − xn) − Unvn,
that is
2(vn − Tnvn) =
(
1 − wn−1
2
)
(vn−1 − Un−1vn−1) + (vn − xn) + Un−1vn−1 − Unvn
=
(
1 − wn−1
2
)
(vn−1 − Un−1vn−1) + (vn − xn)
+ (Un−1vn−1 − Un−1xn) + (Un−1xn − Un−1vn) + (Un−1vn − Unvn),
consequently, since (wn) ⊂ (0, 2) and by nonexpansiveness of Un, we get
2|vn − Tnvn|
(
1 − wn−1
2
)
|vn−1 − Un−1vn−1| + |xn − vn−1|
+ 2|xn − vn| + |(Un − Un−1)vn|,
reminding that (I − Un−1) = 2(I − Tn−1) and xn − vn−1 = wn−1(Tn−1vn−1 − vn−1), we infer
|vn − Tnvn|
(
1 − wn−1
2
)
|vn−1 − Tn−1vn−1| + wn−12 |vn−1 − Tn−1vn−1|
+ |xn − vn| + 12 |(Un − Un−1)vn|,
namely
|vn − Tnvn| |vn−1 − Tn−1vn−1| + n|xn − xn−1| + |(Tn − Tn−1)vn|. (3.16)
Taking any q ∈ S, from (3.14), (3.4), and using Lemma 2.2, we also obtain the convergence of the sequence (|xn − q|)
(hence (xn) is bounded). Clearly, (vn) is also bounded and by (3.6) we then have
∑
n1 |(Tn − Tn−1)vn|<∞. As
a consequence, using (3.7) and from (3.16) we immediately deduce that the sequence (|vn − Tnvn|) is convergent.
Recalling that lim infn|Tnvn − vn| = 0, we then have limn|Tnvn − vn| = 0. Let (xnk ) be a subsequence of (xn)
such that (xnk ) converges weakly to some x¯ in H (as k → ∞). It is immediate that (vnk ) converges weakly to x¯,
because n|xn − xn−1| → 0 thanks to (3.4)–(i2) or (3.7). Observing that |Tnkvnk − vnk | → 0 as (k → ∞) and
using (3.1) we get x¯ ∈ S. Applying Opial’s lemma we conclude that (xn) converges weakly to an element in S.
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Now, let us prove the result under condition (D2). Let (Tn) ⊂ EN and set Un = ( 12 )(I + Tn). It is easily seen that
(Un) ⊂ EFN, while Tn = 2Un − I . Note also that Fix(Tn)= Fix(Un), while the sequence (Un) satisﬁes (3.1) whenever
the sequence (Tn) does so. Furthermore, the iteration (1.2) is written as xn+1 = (1 − wn)vn + wn(2Un − I )vn, that is
xn+1 = (1− 2wn)vn + 2wnUnvn. The desired is then easily deduced from the previous case (Tn) ⊂ EFN. It remains to
prove the result in the case (D3), that is (Tn) ⊂ EFQ andH is ﬁnite dimensional. From the above calculation, we know
that (vn) is bounded and lim infn|Tnvn − vn| = 0, hence there are u ∈H and a subsequence of (vn) (labeled (vmk ))
such that: limk|vmk − u| = 0 (providedH is ﬁnite dimensional) and limk |T vmkvmk − vmk | = lim infn|Tnvn − vn| = 0.
From condition (3.1), we deduce that u ∈ S. Therefore, by (3.14) and Lemma 2.2, we get that limn|xn − u| exists.
Furthermore, it is easily observed that limk|xmk − u| = 0, because |vn − xn| = n|xn − xn−1| → 0. Then we conclude
that limn|xn − u| = limk|xmk − u| = 0, which completes the proof. 
The next theorem is concerned with the special case of (1.2) when Tn=JAn , where (n) ⊂ (0,∞) and A :H→ 2H
is a maximal monotone mapping, namely
xn+1 = [(1 − wn)I + wnJAn ](xn + n(xn − xn−1)), (3.17)
where (n) ⊂ [0, 1] and (wn) ⊂ (0, 2), (n) satisﬁes one of the following conditions:
(n) is a bounded and nondecreasing sequence in (0,∞): (3.18)
∀n1, n = 0
nk=1(1 − k)
,
where 0 ∈ (0,∞), (n) ⊂ (−∞, 1) and
∑
n
|n|<∞. (3.19)
Theorem 3.3. Assume (n) veriﬁes (3.18) or (3.19) and suppose (wn) ⊂ (0, 2) veriﬁes∑n wn(2−wn)=∞. Let (n)
and (xn) given by (3.17) verify (3.4) and (3.7). If, in addition, A−1(0) = ∅, then there exists x¯ ∈ A−1(0) such that (xn)
converges weakly to x¯.
Proof. We use the same notations as in Theorem 3.2. As a classical result, we recall the resolvent identity [14]:
JA = J	
(	

x +
(
1 − 	

)
JA x
)
, ∀> 0, ∀	> 0, ∀x ∈H, (3.20)
hence, for any bounded sequence (n) ⊂H, we get
(JAn
− JAn−1)(n) = JAn−1
(
n−1
n
n +
(
1 − n−1
n
)
JAn
n
)
− JAn−1n,
since JAn−1 is nonexpansive we obviously deduce
|(JAn − JAn−1)(n)|
∣∣∣∣1 − n−1n
∣∣∣∣× |n − JAnn|. (3.21)
On the one hand, setting n = 1 − n−1/n, namely n = 0/nk=1(1 − k) (for (n) ⊂ (−∞, 1)), we observe that (n)
converges to some  ∈ (0,∞) provided∑k |k|<∞. It is then easily checked that condition (3.1) holds with Tn =JAn ,
thanks to the fact that the graph of A is weakly strongly closed. Furthermore, taking q ∈ A−1(0), we have
|n − JAnn| = |(n − q) + (JAnq − JAnn)|2|n − q|,
so that |n − JAnn| is bounded, while (3.21) can be rewritten as
|(JAn − JAn−1)(n)| |n| × |n − JAnn|, (3.22)
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hence, since
∑
k |k|<∞, we obtain
∑
n |(JAn − JAn−1)(n)|<∞. Recall that (JAn) ⊂ EFN and applying Theorem
3.2, we then conclude that (xn) converges weakly to some element in S =A−1(0). On the other hand, combining (3.21)
and (3.16), we obtain
|vn − Tnvn| |vn−1 − Tn−1vn−1| + n|xn − xn−1| +
∣∣∣∣1 − n−1n
∣∣∣∣× |vn − Tnvn|, (3.23)
where Tn = JAn . Note that if (n) is a nondecreasing bounded sequence in (0,∞), then (n) converges to some

 ∈ (0,∞), while (3.23) can be rewritten as
1
n
|vn − Tnvn| 1
n−1
|vn−1 − Tn−1vn−1| + 1
n−1
n|xn − xn−1|,
which by (3.7) ensures that |vn − Tnvn| is convergent, because (n) converges to some 
 = 0. Furthermore, since
(wn) ⊂ (0, 2) and∑nwn(2 − wn) = ∞, by (3.15) we immediately have lim infn|Tnvn − vn| = 0, hence we deduce
limn|Tnvn − vn| = 0. The rest of the proof follows the same line as in Theorem 3.2. Let (xnk ) be a subsequence of
(xn) such that (xnk ) converges weakly to some x¯ inH (as k → ∞). It is immediate that (vnk ) converges weakly to
x¯, because n|xn − xn−1| → 0 thanks to (3.4)–(i2) or (3.7). Observing that |Tnkvnk − vnk | → 0 as (k → ∞) and
recalling that the sequence (JAn) veriﬁes (3.1), we get x¯ ∈ A−1(0). Taking any q ∈ A−1(0), from (3.14), (3.4) and
using Lemma 2.2, we also have the convergence of the sequence (|xn − q|). Applying Opial’s lemma we conclude that
(xn) converges weakly to an element in A−1(0), which ends the proof. 
4. Applications
From now on, we apply the proposed method for approximating common solutions of either ﬁxed point prob-
lems or monotone inclusions. In view of an uniﬁed treatment of considered examples, we establish some additional
preliminaries.
Let us introduce the class of quasi-nonexpansive mappings deﬁned by
EQ = {T :H→H; ∀(x, q) ∈H× Fix(T ), |T x − q| |x − q|},
which from(2.2) can be alternatively written as
EQ = {T :H→H; ∀(x, q) ∈H× Fix(T ), 〈x − T x, x − q〉 12 |x − T x|2}.
It is easily seen that EQ contains every operator in EN, EFN or EFQ, with nonempty ﬁxed point set.
Lemma 4.1. Let (Ri)i0 ⊂ EQ be such that
⋂
i0 Fix(Ri) = ∅ and let (wi)i0 ⊂ [0,+∞) satisfy
∑
i0 wi = 1.
Then the following results hold:
(1) ∑i0 wiRi is a well-deﬁned mapping onH.
(2) Fix(∑i0 wiRi) =⋂i∈J Fix(Ri), where J := {i0|wi = 0}.
(3) (i1) (Ri) ⊂ EN ⇒ ∑i0wiRi ∈ EN; (i2) (Ri) ⊂ EFN ⇒ ∑i0 wiRi ∈ EFN; (i3) (Ri) ⊂ EFQ ⇒∑
i0 wiRi ∈ EFQ.
Proof. Let S :=⋂i0 Fix(Ri) be such that S = ∅.
Let us prove (1). Given (x, q) ∈ H × S, we get q ∈ Fix(Ri) for all i0. Furthermore, assuming that each Ri
belongs toEQ, we have |Rix−q| |x−q|, hence |Rix| |x−q|+|q|, which entails∑i0|wiRi(x)|2|x−q|+|x|,
provided that
∑
i0wi = 1. It follows that
∑
i0 wiRix makes sense, that is (1).
In order to prove (2), we setT := ∑i0wiRi . It is clear that S ⊂ Fix(T), so that Fix(T) = ∅. Let q ∈ Fix(T)
and let p ∈ S. It is easily seen that∑i0wi(q −Riq)= 0, because∑i0 wi = 1. Consequently, since (Ri)i0 ⊂ EQ
and since p belongs to each Fix(Ri), we have 0 =∑i0wi〈q − Riq, q − p〉 12∑i0wi |q − Riq|2.
We then obtain q − Riq = 0 for each i ∈ J , which leads to Fix(T) ⊂ ∩i∈JFix(Ri), while the converse is obvious.
Hence Fix(T) = ∩i∈JFix(Ri), which proves (2).
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Let us prove (3). LetT := ∑i0 wiRi , where (wi)i0 ⊂ [0,+∞) are such that ∑i0 wi = 1 and consider the
following cases:
(i1) Assume (Ri) ⊂ EN. For any (x, y) ∈H×H, we easily observe that
|Tx −Ty| = |∑i0wi(Rix − Riy)|∑i0 wi |Rix − Riy|; since each Ri belongs to EN we deduce |Tx −
Ty|∑i0wi |x − y| = |x − y|, so thatT ∈ EN.
(i2) Assume (Ri) ⊂ EFN. It is well know that a ﬁrmly nonexpansive mapping is equivalently characterized as a
( 12 )-averaged nonexpansive mapping. In other words, there exists Ni ∈ EN such that Ri = ( 12 )(I +Ni), then by (1) we
obviously have
T= ( 12 )(I +
∑
i0 wiNi); from (3)–(i1) we have
∑
i0 wiNi ∈ EN, henceT ∈ EFN.
(i3) Assume (Ri) ⊂ EFQ. For any (x, q) ∈ H × Fix(T), we easily observe that
〈x −Tx, x − q〉 = 〈x −
∑
i0
wiRix, x − q〉 =
∑
i0
wi〈x − Rix, x − q〉,
hence, as (Ri)i0 ⊂ EFQ, we obtain 〈x −Tx, x − q〉
∑
i0 wi |x − Rix|2. Moreover, we obviously have |x −
Tx| = |∑i0 wi(x − Rix)|∑i0 wi |x − Rix|,
which by the fact that
∑
i0 wi = 1 and thanks to Young’s inequality leads to
|x −Tx|2
⎛
⎝∑
i0
wi
⎞
⎠
⎛
⎝∑
i0
wi |x − Rix|2
⎞
⎠=∑
i0
wi |x − Rix|2.
As a result, we deduce 〈x −Tx, x − q〉 |x −Tx|2, so thatT ∈ EFQ. 
Theorem 4.2. Let (Ri)i0 be such that each Ri veriﬁes (3.2), with S :=
⋂
i0 Fix(Ri) = ∅, (wn)n0 ⊂ [0,∞), and
suppose one of the following conditions holds:
(D1) : (Ri) ⊂ EFN,
∑
n
wn(2 − wn) = ∞.
(D2) : (Ri) ⊂ EN,
∑
n
wn(1 − wn) = ∞.
Let (xn) be the sequence generated, from any (x0, x1) ∈H2, by
xn+1 = [(1 − wn)I + wn 1∑n
k=1 k
n∑
i=1
iRi](xn + n(xn − xn−1)), (4.1)
where (n) ⊂ (0,+∞),
∑
k1 k <∞, (n) is chosen so that
(n) ⊂ [0, ),where  ∈ (0, 1),∑
n
n|xn − xn−1|2 <∞,
∑
n
n|xn − xn−1|<∞. (4.2)
Then there exists x¯ ∈ S := ⋂i0 Si such that (xn) converges weakly to x¯. The same convergence result holds when
H is ﬁnite dimensional and (D1)–(D2) are replaced by
(D3) : (Tn) ⊂ EFQ,
∑
n
wn(1 − wn) = ∞.
Proof. Set Tn=(1/∑nk=1 k)∑ni=1 iRi . It is obviously seen that Tn can be equivalently rewritten as Tn=∑i0 wi,nRi ,
wherewi,n=(i/
∑n
k=1 k) for 1 in andwi,n=0 for in+1. Thus we get
∑
i0 wi,n=1 and for all i0 and large
enough n, we also havewi,nwi := (i/
∑
k1 k)> 0. FromLemma4.1,we can see that (Tn) iswell deﬁned (provided
(Ri) is included in EQ) and we obviously have Fix(Tn) =⋂i∈JnFix(Ri) for all n0, where Jn := {i0|wi,n = 0}. It
is then immediate that
⋂
i0Fix(Ri) ⊂ Fix(Tn). Let (nk ) ⊂ H be a sequence such that (nk ) converges weakly to
some  inH (as k → +∞) and limk→+∞ |nk − Tnknk | = 0. Clearly, (nk )k0 is a bounded sequence (thanks to the
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weak convergence). Moreover, for any q ∈⋂i0Fix(Ri) (hence q ∈ Fix(Tn)) and by taking into account the fact that
each Ri belongs to EQ, we easily have
〈n − Tnn, n − q〉 =
∑
i0
wi,n〈n − Rin, n − q〉 12
∑
i0
wi,n|n − Rin|2.
In particular, for all k0, we obtain
〈nk − Tnknk , nk − q〉
1
2
∑
i0
wi,nk |nk − Rink |2.
Consequently, by the boundedness of (nk ), we easily deduce that
limk→+∞
∑
i0 wnk,i |nk − Rink |2 = 0, hence, for each i0, we obtain
limk→+∞ wnk,i |nk − Rink |2 = 0; reminding that wn,iwi > 0 for n large enough, we get limk→+∞ |nk −
Rink | = 0. Therefore, using the demi-closedness property (3.2), we obtain  ∈ Si for each i0, hence (∀n0)
 ∈ ⋂i0Fix(Ri) ⊂ Fix(Tn), so that  ∈ ⋂n0Fix(Tn), which shows that the sequence (Tn) satisﬁes (3.1). Further-
more, by an easy computation we have
Tn − Tn−1 = n∑n
k=1 k
Rn − n
(
∑n
k=1 k)(
∑n−1
k=1 k)
n−1∑
i=1
iRi . (4.3)
Let (n) be a bounded sequence inH and take q ∈
⋂
i0 Fix(Ri). Clearly, for each k0 (since Rk ∈ EQ), we have∀n0, |Rkn| = |(Rkn − q) + q| |n − q| + |q|C,
where C is a positive constant (independent of n and k). Consequently, from (4.3) we deduce
|(Tn − Tn−1)(n)|2Cn
1∑n
k=1 k
 2C
1
n,
so that
∑
n1 |(Tn − Tn−1)(n)|(2C/1)
∑
n1 n <∞. Referring to Lemma 4.1 and applying Theorem 3.2 we
immediately reach the desired result. 
4.1. Constrained minimization and convex feasibility
Let (Ki)i0 be an inﬁnite (or ﬁnite, with Ki =H for i large enough) countable family of convex and closed subset
ofH such that
⋂
i0 Ki = ∅, and consider the following convex feasibility problem
Find x∗ in
⋂
i0
Ki . (4.4)
Let us denote by PKi the metric projection fromH onto Ki .
Corollary 4.3. Let (wn) be such that wn ∈ (0, 2),∑n wn(2 −wn)= ∞ and let (xn) be the sequence generated, from
any (x0, x1) ∈H2, by
xn+1 = [(1 − wn)I + wn 1∑n
k=1 k
n∑
i=1
iPKi ](xn + n(xn − xn−1)), (4.5)
where (n) ⊂ (0,+∞),
∑
k1 k <∞, (n) is chosen so that (4.2) hold. Then (xn) converges weakly to a solution of
(4.4).
Proof. This result is deduced from Theorem 4.2, when Ri = PKi , since each PKi belongs to EFN (hence PKi is
demiclosed) and Fix(PKi ) = Ki . 
234 P.-E. Maingé / Journal of Computational and Applied Mathematics 219 (2008) 223–236
Now consider a more general problem. Let (i )i0 :H→ R be an inﬁnite (or ﬁnite, withi =0 for i large enough)
family of convex and Gateaux differentiable functions such that each derivative ∇i is i-Lipschitz continuous (which
in this setting is equivalent to −1i -cocoercivity), and consider the problem:
Find x∗ in
⋂
i0
arg minKii , (4.6)
where arg minKi i is the set of minimizers of i over Ki . SetTi = PKi ◦ (I − 
i∇i ), where 
i ∈ (0, 2/i]. It is
well known that Fix(Ti ) = arg minKi i , and thatTi ∈ EN for 
i ∈ (0, 2/i] [20,21].
Corollary 4.4. Let (wn) be such that wn ∈ (0, 1),∑n wn(1 − wn) = ∞. Let (xn) be the sequence generated, from
any (x0, x1) ∈H2, by
xn+1 = [(1 − wn)I + wn 1∑n
k=1 k
n∑
i=1
iTi](xn + n(xn − xn−1)), (4.7)
where (n) ⊂ (0,+∞),
∑
k1 k <∞, (n) is chosen so that (4.2) holds. Then (xn) converges weakly to a solution of
(4.6).
Proof. This result is a straightforward consequence of Theorem 4.2 in the case when Ri =Ti = PKi ◦ (I − 
i∇i ),
since each mappingTi is nonexpansive and Fix(Ti ) = arg minKi i . 
4.2. Subgradient projection methods
Remark 4.1. Subgradient techniques occur for instance in signal and image processing as an alternative to projection
methods [4,20]. Suppose lev0() := {x ∈H|(x)0} = ∅, where  :H→ R is a continuous convex function.
A subgradient projection relative to  is a mapping T() :H→H of the form
(∀x ∈H)T()(x) :=
{
x − (x)|′(x)|2′(x) if (x)> 0,
x otherwise,
where′ :H→H is a selection of  :H→ 2H, the Fenchel subdifferential of (in the sense that′(x) ∈ (x)
for all x ∈H). It is easily checked that T() belongs to EFQ and that Fix(T()) = lev0().
Let (i )i0 : Rn → R be an inﬁnite (or ﬁnite) countable family of continuous convex functions such that, for each
i0, lev0(i ) = ∅ and i is bounded (that is, if  ⊂H is bounded, then⋃x∈ i (x) is also a bounded subset
ofH). Consider then the following problem:
Find x∗ in S :=
{
x ∈H; sup
i0
i (x)0
}
= ∅. (4.8)
Clearly, S is a closed and convex subset ofH that can be alternatively written as S =⋂i0Fix(Ti ), where T(i ) is a
subgradient projection relative to i .
Corollary 4.5. Let (wn) be such that wn ∈ (0, 1),∑n wn(1 −wn)= ∞ and let (xn) be the sequence generated, from
any (x0, x1) ∈H2, by
xn+1 = [(1 − wn)I + wn 1∑n
k=1 k
n∑
i=1
iT(i )](xn + n(xn − xn−1)), (4.9)
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where (i ) ⊂ (0,∞), (n) ⊂ (0,+∞),
∑
k1 k <∞, (n) is chosen so that (4.2) holds. Then (xn) converges weakly
to a solution of (4.8).
Proof. This result is deduced from Theorem 4.2, when Ri = T(i ), by using Lemma 4.6 and reminding that each T(i )
belongs to EFQ. 
Lemma 4.6. Let  :H→ R be a continuous convex functions such that lev0() = ∅ and  is bounded (that is,
 maps bounded sets to bounded sets; in other words, for any bounded set  ⊂H,⋃x∈ (x) is a bounded subset
ofH). Then the subgradient projection operator T() is demi-closed.
Proof. Let (n) ⊂ H and  ∈ H be such that |n − Tn| → 0 and (n) converges weakly to  (as n →
∞). We have to just show that  ∈ Fix(T), namely ()0 (since Fix(T) = lev0()). As  is assumed to
be convex and continuous, it is then weakly lower semi-continuous [6], hence () lim infn→∞(n). Let us
then consider the following two cases. First, we assume that (n) has a subsequence (nk ) included in Fix(T).
Clearly, we have lim infn→∞(n) lim infk→∞(nk )0 (since (nk )0), so that ()0. Secondly, we
assume that (n)nn0 (for some large enough n0) lies in the complement of Fix(T). Then, for nn0, we have
n − Tn = ((n)/|′(n)|2)′(n), hence |n − Tn| = ((n)/|′(n)|); since |n − Tn| → 0 (as n → ∞),
we deduce (n)/|′(n)|) → 0, so that (n) → 0, because (n) is bounded (as a weakly convergent sequence)
and  is assumed to be bounded (hence (|′(n)|)nn0 is a bounded sequence of real numbers). Clearly, we get
lim infn→∞(n) = 0, thus ()0. 
4.3. Proximal methods and unconstrained minimization
Let (Ai)i0 be an inﬁnite countable family of maximal monotone operators fromH into 2H with a nonempty set
of common zeros, that is
⋂
i0A
−1
i 0 = ∅, where A−1i 0 := {x ∈H; 0 ∈ Ax}, and consider the problem:
Find x∗ in S :=
⋂
i0
A−1i 0. (4.10)
Corollary 4.7. Let (wn) be such that wn ∈ (0, 2),∑n wn(2 −wn)= ∞ and let (xn) be the sequence generated, from
any (x0, x1) ∈H2, by
xn+1 = [(1 − wn)I + wn 1∑n
k=1 k
n∑
i=1
iJ
Ai
i
](xn + n(xn − xn−1)), (4.11)
where (i ) ⊂ (0,∞), (n) ⊂ (0,+∞),
∑
k1 k <∞, (n) is chosen so that (4.2) holds. Then (xn) converges weakly
to a solution of (4.10).
Proof. This result is deduced from Theorem 4.2 when Ri = JAii . Indeed, (J
Ai
i
) ⊂ EFN, while condition (3.2) is
obviously satisﬁed by each Ri , since the graph of a maximal monotone mapping is weakly strongly closed (see, for
instance, [5]). 
Let us observe that in the special case of Corollary 4.7 when each Ai = i is the Fenchel subdifferential of a
convex lower semi-continuous function i :H→ R, the method (4.11) converges to a solution of the unconstrained
minimization problem:
Find x∗ in
⋂
i0
arg minHi ,
where arg minHi is the set of minimizers of i overH.
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