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Abstract
We are interested in a kinetic equation intended to describe the interactions of
particles with their environment. We focus on the long time behaviour. We prove
that the time derivative of the spatial density goes to 0 and exhibit the omega limit
set for the distribution function. We then apply this result to the empirical density
associated to a finite number of particles and prove that the speeds of all of them go
to 0. It also allows us to prove the convergence of all the positions with an increasing
external potential and to get a precise description of their long time behaviour with a
non decreasing external potential. Those results allow us to prove that in very large
time, the distribution function is not a good approximation of the N -particle system.
From all those considerations, we get a very detailed description of the dynamic of the
N -particle system.
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1 Introduction
1.1 Presentation of the model
The paper is concerned with the long time behaviour of the solutions of the
following Vlasov-like system
∂tf + v.∇xf = ∇x(V + Φ).∇vf, (x, v) ∈ Rd × Rd, t ≥ 0, (1)
Φ(t, x) = Φ0(t, x)−
∫ t
0
∫
Rd
ρ(s, z)Σ(x− z)p(t− s) dz ds, x ∈ Rd, t ≥ 0, (2)
ρ(t, x) =
∫
Rd
f(t, x, v) dv, x ∈ Rd, t ≥ 0, (3)
for a set of parameters (p,Σ,Φ0) regular enough to ensure Φ ∈ C(R+,W 2,∞(Rd))
and a non negative external potential V ∈ W 2,∞loc (Rd). The system is completed
with the initial data taken in the space of positive finite measures on Rd × Rd:
f
∣∣∣∣
t=0
= f0. (4)
Our interest for (1)-(4) come for the special case where Φ is defined by
Φ(t, x) =
∫
Rd×Rn
Ψ(t, z, y)σ1(x− z)σ2(y) dz dy, x ∈ Rd, t ≥ 0,
(∂2tΨ− c2∆yΨ)(t, x, y) = −(σ1 ∗ ρ)(x)σ2(y), (x, y) ∈ Rd × Rn, t ≥ 0,
Ψ(0, x, y) = Ψ0(x, y), ∂tΨ(0, x, y) = Ψ1(x, y), (x, y) ∈ Rd × Rn.
(5)
By solving the linear wave equation in (5), it has been shown in [17] that (5)
can be recast as (2) for a certain set of parameters (p,Σ,Φ0) determined by
c, σ1, σ2,Ψ0,Ψ1 and n.
The system defined by (1),(3)-(5) has been introduced in [17, 28]. It describes
the interactions of a large number of particles with their environement. At any
time t ≥ 0, the particles are described by their distribution function ft acting
on the phase space Rdx × Rdv; the quantity
∫
A×B dft(x, v) represents the mass of
particles with position x ∈ A and speed v ∈ B at time t. The environement is
considered as a vibrating medium, its state is described by a scalar field Ψ. It
can be thought of as an infinite set of membranes (one for each position x ∈ Rd)
which vibrate in a direction y ∈ Rn perpendicular to the particles’ motion with a
speed of wave c > 0. The coupling beteween the environement and the particles
is described by the form factors σ1 and σ2 which are supposed to be smooth, non
negative, compactly supported and radially symmetric. The particles are also
submitted to the action of a certain external potential V .
The system defined by (1)(3)-(5) is a kinetic version of an hamiltonian system
introduced in [6] which decribes the interactions between a single particle with
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its environement. By noting q(t) ∈ Rdx, the position of the particle at time t ≥ 0,
the dynamic is determined by the following equations
q¨(t) = −∇V (q(t))−
∫∫
Rd×Rn
σ1(q(t)− z) σ2(y) ∇xΨ(t, z, y) dy dz,
(∂2ttΨ− c2∆zΨ)(t, x, y) = −σ1(x− q(t))σ2(y), x ∈ Rd, y ∈ Rn.
(6)
In [6], the existence and uniqueness of the solution is proved but the main part of
the paper is concerned with the large time behaviour. Under certain circonstances
(roughly speaking when n = 3, c is large enough and σˆ2 6= 0 everywhere) it is
proved for several kinds of external potentials that the environement acts on the
particle like a linear friction force (with a friction coefficient γ explicit) in large
time. The energy of the particle is evacuated in the menbranes while the energy
of the whole system stay constant. In particular, the particle stops exponentially
fast when V = 0 and when lim|x|→∞ V (x) = +∞, in the second situation the limit
of q(t) is a singular point of V . We refer the reader to [26, 12, 21, 1, 10, 11] for
thorough investigations on the model, that contains both analytical treatments
and numerical experiments.
The system (6) can easily be adapted in order to consider several particles
(qk)1≤k≤N interacting with the environement as a single one. By rescaling the
interactions, we are led to the following system of equations, for all k ∈ {1, .., N}
q¨k(t) = −∇V (qk(t))−
∫∫
Rd×Rn
σ1(qk(t)− z) σ2(y) ∇xΨ(t, z, y) dy dz,
(∂2ttΨ− c2∆zΨ)(t, x, y) = −
1
N
N∑
k=1
σ1(x− qk(t))σ2(y), x ∈ Rd, y ∈ Rn.
(7)
We refer the reader to [17] for the precise motivations of this particular rescaling
and its physical meaning. It is also proved in [17] that the empirical density
fˆNt =
1
N
∑N
k=1 δ(qk(t),q˙k(t)) converges to a solution of (1),(3)-(5) when its initial
data fˆN0 converges to f0. See e.g. [15, 16] for a more general overview on the
mean field regimes in statistical physic.
The existence of solution for (1),(3)-(5) has been established in [8]. Cer-
tain asymptotic regimes has allowed us to connect this system with a family of
Vlasov equations including the attractive gravitational Vlasov-Poisson system.
The orbital stability of a family of equilibrium states has been investigated in [9].
More recently the Landau damping has been proved in [18] and some numerical
simulation are in preparation in [19]. The relaxation to equilibrium with an ad-
ditional dissipative Fokker-Planck operator has been established in [2] thanks to
hypocoercive methods.
However until now, the general long time behaviour of the solutions of (1),(3)-
(5) and even of the solutions (7) have both remained unknown. It was not even
clear if the dissipation of energy from the particles to the environement remained
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true in those new situations. The trend of q˙ to 0 established for one particle in
[6] had no equivalent either. The purpose of this paper is to fill that gap. We
will see that the dissipation of energy holds. The trend of q˙ to 0 is replaced by
the trend of ∂tρ to 0. The long time dynamic determined by (7) is similar to the
dynamic of one particle but for the dynamic of the solutions of (1),(3)-(5) with an
initial data f0 ∈ L1(Rd×Rd), the consequences are quite different. We have also
cared about understanding why (1)-(4) led to such behaviour. The assumptions
we make on the parameters are far less restrictive than the ones satisfied by the
parameters (p,Σ,Φ0) associated to (5).
It is worth mentioning that the dynamic we prove for (7) has strong similarities
with the one observed for a large family of N -particle systems with mean field
interactions coresponding to Vlasov equations (see e.g. [31, 4, 3, 20]). Those
system have been widely studied over the last decades by numerical and analytical
works (see [7, 5] for a review). However, to the author’s knowledge, it is the first
time that such kind of behaviour is proved rigorously.
1.2 Statement of the results
Long time behaviour with a measure initial data
The main result of the present paper is a simple criterion leading to a general
understanding of the long time dynamic of the solutions of (1)-(4). Such criteria
are not known for Vlasov equations. The situation is very different here due to
the convolution with respect to the time standing in (2). We now explain our
criterion and its concequences without detailing the regularity hypothesis which
are classical. We first extend p on the whole line by assuming p(−t) = −p(t).
At least formally
∫
R p(t) dt = 0 and the values of the Fourier transform of any
primitive function of p are real. The main hypothesis is
∇xΦ0 ∈ L1(R+, L∞(Rd)), p = P ′, P ∈ L1(R), Pˆ ≤ 0, Σˆ ≥ 0, V ≥ 0,
where Pˆ and Σˆ are the Fourier transforms of P and Σ. It already allows us
to prove that the total amount of energy transferred from the particles to the
environement during a period [0, T ] is uniformly bounded with respect to T . By
using this property we get for all solution of (1)-(4) the following control∫
R
∣∣∣∣∣∣∣∣∫ ∞
0
P (t− s)∂t(Σ ∗ ρ)(s) ds
∣∣∣∣∣∣∣∣2
W 1,∞(Rd)
dt ≤ E2 (Theorem 3.1-3) (8)
where E2 is an explicit constant depending on the parameters. Roughly speaking,
if some oscillations of t 7→ ∂tΣ ∗ ρ(t) do not disappear in large time, then the
frequences of those oscillations belong to the zeros of Pˆ . Under the additional
restriction Pˆ (ω) 6= 0 for all ω 6= 0, (8) allows us to deduce
lim
t→∞ ‖∂tΣ ∗ ρ(t)‖W 1,∞(Rd) = 0 (Lemma 4.5). (9)
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Under our assumptions, it means that the force acting from the environement
to the particles turns to be quasi-stationary in large time; setting κ = −P (0), f
behaves as a solution of the following equation
∂tg + v.∇xg = ∇x(V − κΣ ∗ ρ).∇vg. (10)
By assuming supp(Σˆ) = Rd, (9) also means that the spatial density ρ is quasi-
stationary in large time. ρ being fixed, (10) is a linear transport equation. It has
a unique global solution on R for all initial finite measure g0 and it defines a group
of operators (Sρt )t∈R. Finally our methods allows us to deduce that f(t) turns to
get closer an closer to the set of initial data g satisfying
∫
Rdv
d(Sρgt g)(v) ≡ ρg at
any time t. We decided to call a spatially-stationary state such initial datas g
and to write SEq the set of all the spatially-stationary states (see definition 2.7).
SEq obviously contains the stationary states of (10) but the inclusion is strict
in the general case as we will see in the appendix. We can now state our main
result (see Theorem 4.1 and Remark 4.2):
Theorem 1.1 Under our assumptions, for any initial data f0 ∈ P(Rd×Rd) with
finite energy, if limx→∞ V (x) = +∞ or more generally if (ft)t≥0 is tight, then for
all T > 0,
(i) lim
t→∞ ‖∂tΣ ∗ ρ‖W 1,∞(Rd) = 0, (iii) limT→∞ |ρ|C1/2W1 (T,+∞) = 0,
(ii) lim
t→∞W1(f(t), SEq) = 0, (iv) limu→∞ sup|t−u|≤T
W1(f(t),Sρ(u)t−u f(u)) = 0.
When Φ is also defined by (5), the only additionnal assumptions required to
apply Theorem 1.1 are n ≥ 3, σˆ2 6= 0 on Rn and a stronger integrability condition
on the initial datas (Ψ0,Ψ1). Those hypothesis were already required in [6] where
the dimension n = 3 is treated for one particle, it is natural to see them here as
well. The counterexamples given in the appendix allows us to deduce that SEq
is the optimal attractive set of the dynamic. No damping can be expected for
the whole distribution function in the general case (see Remark 6.2).
Long time behaviour for the N-particle system
We then consider the finite particle system (qk, pk)1≤k≤N whose dynamic is de-
termined by the following system of equations, for all k ∈ {1, .., N}
q˙k(t) = pk(t),
p˙k(t) = −∇x(V + Φ0(t))(qk(t)) +
∫ t
0
p(t− s)
( 1
N
N∑
j=1
∇xΣ(qk(t)− qj(s))
)
ds.
(11)
Here again, it is an equivalent formulation of (7) for the same set of parameters
(p,Σ,Φ0). The system is completed with the initial datas
qk(0) = qk,0 and pk(0)) = pk,0 for all k ∈ {1, .., N}. (12)
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We define the empirical density fˆN(t) = 1
N
∑N
k=1 δ(qk(t),pk(t)). It solves (1)-(4) for
the initial data fˆN(0) and it allows us to apply Theorem 1.1. By considering such
initial datas, we add some rigidity: the solution stay a sum of Dirac measures
at any time. Any spatially-stationary state accessible by the dynamic g can be
written g = 1
N
∑N
k=1 δ(xk ,vk) where (xk, vk)1≤k≤N belongs to Eq
N , the set of equi-
librium of (11). If the trajectory of (qk, pk)1≤k≤N is bounded, then (qk, pk)1≤k≤N
is also quasi-stationary in large time:
lim
t→∞D
(
(qk(t), pk(t))1≤k≤N , EqN
)
= 0. (Proposition 5.5). (13)
In particular, the speeds of all the particles (pk(t))1≤k≤N goes to 0 when t goes
to infinity. In order to be more precise, we add the following restriction
(M) lim
x→∞V (x) = +∞, x.∇V (x) ≥ 0, x.∇Σ(x) ≤ 0.
When x.∇V (x) > 0 for all x 6= 0, it allows us to prove the large time con-
vergence of the positions and velocity to 0 (Theorem 5.3-1). It generalizes the
convergence obtained for one particle when n = 3 in [6] to any finite number of
particles and any dimension n ≥ 3.
In order to understand better the effects of the interactions between the parti-
cles, it would be interesting to study the case V = 0. A first step to describe this
particular situation would be to prove that the system stay confined uniformly
in time. It is wrong in the general case for the solutions of (1)-(4) with an initial
data f0 ∈ M1+(Rd × Rd) (see Remark 4.4); it requires some specific technics for
the N−particles systems that we do not wish to develop in the present paper.
We only partially answer this question by considering an external potential V
satisfying (M). To fix the ideas one can think V (x) = [|x| − R]2+. In that case
the distance between (qk(t))1≤k≤N and B(0, R)
N
goes to 0, we prove that the
particles turn to form a bounded number of clusters. Picking two particles, there
is only two scenarios: or their distance goes to 0 and they belong to the same
cluster, or they do not interact in large time (Theorem 5.3-2).
Comparison between the long time dynamics and concequences
In the end, we revisit the mean-field limit established in [17] by taking a random
sequence of initial datas (qk,0, pk,0)k≥1 identically distributed according to f0 ∈
L1(Rd × Rd). Almost surely, up to a subsequence Nk, the empirical density fˆN
converges weakly to a solution of (1)-(4) when N goes to infinity. We prove
it by two different methods. The first one is inspired by the mean field limit
established for the Vlasov equation by Dobrushin in [13]. This method does not
require any additionnal restriction but it does not provide any explicit estimates
in that particular context. In the second proof inspired by [27, 22] we add the
restriction ∇2V ∈ L∞(Rd) and get some explicit estimates thanks to the coupling
methods.
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By taking a L1 initial data, we also add some rigidity: the solution f(t) is
equimesurable to f0 at any time. When V is a confining potential, the measure
f(t) dx dv cannot concentrate on the support Rdx × {0Rdv} while fˆN allways does
in large time by (13). More precisely, we can find an explicit constant Θ > 0
such that almost surely,
sup
N≥1
lim inf
t→∞ W1(fˆ
N(t), f(t)) ≥ Θ > sup
t≥0
lim sup
N→∞
W1(fˆ
N(t), f(t)) = 0 (14)
(see Theorem 5.7). It allows us to prove that the convergences exhibited in
Theorem 5.3 turn to get slower and slower when N goes to infinity almost surely.
When ∇2V ∈ L∞, we give some explicit lower bounds for those convergences
(Proposition 5.11). The instability given by (14) does not invalidate the relevance
of (1)-(4) with an initial data in L1 to describe finite particle systems. It simply
ensures that the long time behaviour exhibited for the distribution function f(t)
should be seen as a mean time behaviour for the empirical density fˆN when N
is large enough. When f(t) is uniquely defined and N is large enough to allow
f(t) to get close enough to SEq during the time of validity on the mean-field
approximation, our results allows us to split the time in four different periods (to
be compared with e.g. [31]):
(1) At the beginning fˆN is close to f , it moves from its initial position to get in
a neighbourhood of SEqf0, the set of spatially-stationary states accessible
by f .
(2) Then fˆN is still close to f but also to SEqf0 . The empirical spatial density
is quasi-stationary.
(3) After a certain time f(t) is no longer a good approximation of fˆN(t). fˆN(t)
leaves the neighbourhood of SEqf0 to get in a neighbourhood of the set of
empirical density associated with the equilibrium of (11).
(4) In the end, the positions and speeds of all the particles are close to the
equilibrium EqN , they are at least quasi-stationary and possibly converge.
1.3 Organization of the paper
The paper is organized as follows. Section 2 contains the preleminary discussion.
We recall how (5) can be recast as (2) and prove that the parameters (p,Σ,Φ0)
satisfy all the property required to study the large time behaviour of the solu-
tions of (1)-(4) by our methods. It also explains how the solution of (1) can
be expressed by mean of characteristic curves and establishes some important
estimates on those curves. The last part of section 2 is devoted do define the
spatially-stationary states and to exhibit some basic property of those distribu-
tions. In section 3, we improve the results of existence and uniqueness for the
solution of (1)-(4) already established in [8] and we prove the key estimate (8).
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Section 4 is devoted to prove Theorem 1.1 and section 5 is devoted to exhibit its
concequences on the finite particle systems.
1.4 Notations and conventions
Taking S = Rd or S = Rd × Rd, we note Cb(S), Cc(S) and C0(S), the spaces of
continuous function on S which are respectively bounded, compactly supported
and vanishing at infinity. M1+(S) is the set of non negative finite measures on S.
For all χ ∈ W 1,∞(S), we set ‖χ‖W 1,∞(S) = ‖χ‖L∞(S) + ‖∇χ‖L∞(S). The norm on
the dual of W 1,∞(S) define a distance W on M1+(S):
W (µ, ν) := sup
‖χ‖W1,∞(S)≤1
(∫
S
χ(z) dµ(z)−
∫
S
χ(z) dν(z)
)
.
The use of the strong norm in W 1,∞(Rd × Rd)′ appeared naturally in [8], it will
also be convenient here. W is related to the Kantorowich-Rubinstein distance
W1 defined on the probability measures on S by
W1(µ, ν) := inf
π
∫
S2
(|z1 − z2| ∧ 1) dπ(z1, z2)
where the infimum is taken on the set of measures π acting on S2 such that∫
S dπ(·, z2) ≡ µ and
∫
S dπ(z1, ·) ≡ ν. We refer the reader to [13, 29] for a detailed
introduction to this notion. We recall (see [13] or [29, Chapter 6]) that W1
metrizes the tight convergence on the probability measures (the weak convergence
on Cb(S)). It is also related to the strong convergence on the dual of W
1,∞(S)
thanks to the Kantorowich-Rubinstein identity for the distance d(x, y) = |x −
y| ∧ 1:
W1(µ, ν) = sup
0≤χ≤1
‖∇χ‖L∞≤1
(∫
S
χ(z) dµ(z)−
∫
S
χ(z) dν(z)
)
(15)
(see [29, Theorem 5.10 or even more precisely Remark 6.5]). It allows us to
deduce that W and W1 are equivalent on the probability measures:
1
2
W (µ, ν) ≤W1(µ, ν) ≤ 2W (µ, ν).
Since W (µ, ν) ≥ |∫S dµ− ∫S dν| and W (µ, ν) = mW( µm , νm), W metrizes the
tight convergence on the measures as well as W1 does. Then, we recall that a
sequence (µk)k≥0 converges for the distance W if and only if it converges for
the weak star topology on C0(S) and is tight: limR→∞ supk≥0
∫
|z|≥R dµ
k(z) = 0.
We note Cw∗(R+,M1+(S)) (resp. CW (R+,M1+(S))) the set of measured valued
functions t 7→ µt continuous for the weak star topology on C0(S) (resp. for
the distance W ). In the end, for any connex set I ⊂ R, we define an Hölder
continuity estimate on CW (R+,M1+(S)):
|µ|
C
1/2
W
(I)
:= sup
s,t∈I
W (µs, µt)
|s− t|1/2 .
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2 Preliminary discussion
2.1 Simplification of the Vlasov-Wave system
We recall the derivation of (1)-(4) from (1),(3)-(5) established in [8, 17] under
the hypothesis of [6]:
(A1)

σ1 ∈ C∞c (Rd,R), σ2 ∈ C∞c (Rd,R),
σ1(x) ≥ 0, σ2(y) ≥ 0 for any x ∈ Rd, y ∈ Rn,
σ1, σ2 are radially symmetric,
(A2) Ψ0,Ψ1 ∈ L2(Rd × Rn).
Assuming (A1)-(A2), we define
Σ = σ1 ∗ σ1, p(t) = 1
(2π)n
∫
Rn
sin(c|ξ|t)
c|ξ| |σˆ2(ξ)|
2 dξ,
Φ0(t, x) =
∫
Rd×Rn
Ψ˜(t, z, y)σ1(x− z)σ2(y) dz dy
(16)
where Ψ˜ is the unique solution of the homogeneous wave equation with initial
datas (Ψ0,Ψ1) in C(R+;L
2(Rd × Rn)). By solving the wave equation in (5), we
have already established previously
Lemma 2.1 [8, 17] Assume (A1)-(A2), take f in CW (R+;M1+(Rd ×Rd)) and
(p,Σ,Φ0) defined by (16). Then, the self consistent potential Φ defined by (3)
and (5) can be recast as (2).
We now exhibit some conditions to ensure that (p,Σ,Φ0) satisfy the required
property for the rest of the paper.
Proposition 2.2 Take n ≥ 3 and assume (A1), then
1. p = P ′ where P ∈ C∞(R), P (k) ∈ (L1 ∩ L∞)(R) for all k ≥ 0 and Pˆ ≥ 0.
2. If σˆ2(ξ) 6= 0 for all ξ 6= 0, then Pˆ (ω) 6= 0 for all ω 6= 0.
Proposition 2.3 Assume (A1)-(A2), then Φ0 ∈ C(R+,W 2,∞(Rd)) and under
one of the following restrictions
• n = 3 and (x, y) 7→ (1 + |y|)ǫ(|Ψ0(x, y)|+ |Ψ1(x, y)|) lies in Lq(Rdx;L1(Rny ))
for q, ǫ such that 1 ≤ q ≤ ∞ and ǫ > 0,
• n ≥ 4 and Ψ0,Ψ1 ∈ Lq(Rdx;Lr(Rny )) for q, r such that 1 ≤ q ≤ ∞ and
1 ≤ r < 2n
n+3
,
Φ0 ∈ L1(R+,W 1,∞(Rd)) and ∇xΦ0 ∈ L∞(R+ × Rd).
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About Σ, we just point out that the condition supp(Σˆ) = Rd mentioned in the
introduction is satisfied since σˆ1 is an analytic function under (A1) (see [23]).
Before proving those claims, we summarize here the assumptions we need to add
to (A1)-(A2) in order to ensure that p,Σ and Φ0 defined by (16) satisfy all the
conditions required in all the rest of the paper.
• n ≥ 3 and σˆ2(ξ) 6= 0 for all ξ 6= 0,
• The integrability assumption on Ψ0,Ψ1 given in Proposition 2.3,
• x.∇xσ1(x) ≤ 0 for all x ∈ Rd.
The two first points generalize the assumptions made in [6] where the dis-
sipative behaviour of the solutions of (6) is only exhibited when n = 3 under
the assumption σˆ2 6= 0 and a more restrictive condition on Ψ0 and Ψ1. The
dimension n = 3 is particular anyway, from (17) below it is the only one where
Pˆ (0) can be different from 0. By using the identity −2 ∫∞0 p(s)s ds = Pˆ (0), the
friction coefficient γ explicited by the computations of [6] is equal to 0 for all
dimension n ≥ 4. The results of the current paper hold anyway when Pˆ (0) = 0
(at the cost of a less direct proof, see Remark 4.6 below) but they are far less
precise than the results established for a single particle in [6]. We believe that
deeper investigations would reveal some important differences when n ≥ 4.
The assumption on x.∇xσ1(x) is new. It ensures the condition on Σ in (M) to
be satisfied (see Appendix B below). It is just a tool to simplify the expression of
the equilibrium of (11). It is not a real constrained since σ1 and σ2 are introduced
as regular approximations of the Dirac measures δ0 of R
d and Rn in [6].
Proof of Proposition 2.2.
From [8], we already know that p ∈ L1(R) when n ≥ 3, we start by computing
its Fourier transform. Taking χ in S (R), we have by definition∫
R
pˆ(ω)χ(ω) dω =
∫
R
p(t)χˆ(t) dt
=
1
(2π)n
∫
Rn
|σˆ2(ξ)|2
c|ξ|
(∫
R
sin(c|ξ|t)χˆ(t) dt
)
dξ
=
1
(2π)n
∫
Rn
|σˆ2(ξ)|2
c|ξ|
〈
̂sin(c|ξ|·);χ
〉
S ′×S
dξ
=
1
(2π)n
∫
Rn
|σˆ2(ξ)|2
c|ξ| iπ(−χ(c|ξ|) + χ(−c|ξ|)) dξ
=
iπ|Sn−1|
(2π)n
∫ ∞
0
|σˆ2(re1)|2
cr
(−χ(cr) + χ(−cr))rn−1 dr
= −iπ|S
n−1|
(2π)n
∫
R
χ(s)sgn(s)|σˆ2(se1/c)|2|s|n−2 ds
cn
.
Finally, pˆ(ω) = −iπ|Sn−1|
(2πc)n
sgn(ω)|ω|n−2|σˆ2(ωe1/c)|2. Since n ≥ 3, P is well defined
by the expression of its Fourier transform
Pˆ (ω) = −π|S
n−1|
(2πc)n
|ω|n−3|σˆ2(ωe1/c)|2 (17)
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and we can check that pˆ(ω) = iωPˆ (ω) = P̂ ′(ω). We set an =
(π|Sn−1|)1/2
(2π)n/2
and for
all t ∈ R, we define
σ˜2(t) :=
∫
Rn−1
σ2(t, y2, · · · , yn) dy2 · · · dyn
so that ̂˜σ2(ω) = σˆ2(ωe1) and Pˆ (ω) = − ∣∣∣∣ an√c 1c ∣∣∣ωc ∣∣∣n−32 ̂˜σ2 (ωc )
∣∣∣∣2. It allows us to set
P = −qˇ1 ∗ q1 for q1(s) =

an√
c
σ˜2
(m)(cs) if n = 2m+ 3,
an√
c
(−∆)1/4
(
σ˜2
(m)
)
(cs) if n = 2m+ 4,
(18)
where the classical fractional laplacian is given by
(−∆)1/4u(x) = c1, 1
4
∫
R
u(x)− u(y)
|x− y|3/2 dy.
Since σ2 ∈ C∞c (Rn,R), σ˜2(m) belongs to C∞c (R,R) for all m ≥ 0 and it is easy
to check that its fractional laplacian also belongs to (L1 ∩ L∞)(R), therefore so
does q1. The expression of q
(k)
1 is directly given by changing m in m+ k in (18),
therefore q
(k)
1 ∈ L1(R) for all k ≥ 0. From the Young inequality we deduce that
P (k) = −qˇ1 ∗ q(k)1 also belongs to (L1 ∩ L∞)(R). We have proved Proposition
2.2-1). Proposition 2.2-2) follows directly from (17).
Remark 2.4 The proof also allows us to state the following points:
• If n ∈ 2N+ 3, then P ∈ C∞c (R) by (18).
• If one remove the hypothesis σ2 ≥ 0 from (A1), the computations leading
to (18) also make sens for n = 1, 2 when
∫
Rd σ2 dx = 0. In that case,
setting S(t) =
∫ t
−∞ σ˜2(s) ds we get q1(t) =
1√
c
S(ct) when n = 1 and q1(t) =
1√
2c
(−∆)1/4(S)(ct) when n = 2. By adding some restrictions on Ψ0 and
Ψ1 adapted to those dimensions in order to ensure Φ0 ∈ L1(R+,W 1,∞(Rd)),
all the results of the paper would also hold for n = 1, 2 in that particular
situation.
Proof of Proposition 2.3.
The solution of the homogeneous wave equation t 7→ Ψ˜(t) ∈ L2(Rd × Rn) is
continuous on R+ therefore Φ0 ∈ C(R+,W 2,∞(Rd)) directly from the Hölder and
the Young inequalities.
For any n ≥ 3, we use the representation formula Ψ˜(t) = K0t ∗yΨ0+K1t ∗yΨ1 where
K0, K1 are the green functions associated with the wave equation (see e.g. [30]),
11
it allows us to set∣∣∣∣∫
Rn
Ψ˜(t, x, y)σ2(y) dy
∣∣∣∣
=
∣∣∣∣∫
Rn
(
Ψ0(x, y)(K
0
t ∗ σ2)(y) + Ψ1(x, y)(K1t ∗ σ2)(y)
)
dy
∣∣∣∣
≤ ‖Ψ0(x, ·)‖Lr(Rn)‖K0t ∗ σ2‖Lr∗(Rn) + ‖Ψ1(x, ·)‖Lr(Rn)‖K1t ∗ σ2‖Lr∗(Rn).
(19)
From [30], since σ2 ∈ C∞c (Rn), there exists two constants c0(σ2, µ) and c1(σ2, µ)
such that for all t ≥ 0,
‖K0t ∗ σ2‖L1/(1−λ−µ)(Rn) ≤ (1 + t)n(1−λ)−
n−1
2 c0(σ2, µ),
‖K1t ∗ σ2‖L1/(1−λ−µ)(Rn) ≤ (1 + t)tn(1−λ)−
n−1
2 c1(σ2, µ),
(20)
for all set of parameters λ, µ satisfying µ+ λ ≤ 1, 0 ≤ µ < 1 and λ > 0.
When n ≥ 4, we apply (20) with µ = 0 and λ = 1
r
, since r∗ = 1
1−λ−µ , we get from
(19): ∣∣∣∣∣∣∣∣∫
Rn
Ψ˜(t, ·, y)σ2(y) dy
∣∣∣∣∣∣∣∣
Lq(Rdx)
≤ C(1 + t)n(1− 1r )−n−12 (21)
where we have set C = c0(σ2, 0)‖Ψ0‖Lq(Rdx;Lr(Rny ))+ c1(σ2, 0)‖Ψ1‖Lq(Rdx;Lr(Rny )). The
exponent can be rewriten n(1− 1
r
)− n−1
2
= −1− n(1
r
− n+3
2n
) < −1.
When n = 3, we apply (20) with µ = 0 and λ = 1 to get ‖K0t ∗ σ2‖L∞(R3) ≤
(1+ t)−1c0(σ2, 0) and ‖K1t ∗σ2‖L∞(R3) ≤ (1+ t)−1c1(σ2, 0) but it is not enough to
get the integrability with respect to t. From the Kirchhoff’s formula (see e. g. [14,
Eq. (22), Chapter 2.4, p. 73]), we also have
K0t ∗ σ2(y) =
1
4πc2t2
∫
|y−y′|=ct
(
σ2(y
′) +∇yσ2(y′).(y′ − y)
)
dS(y′),
K1t ∗ σ2(y) =
1
4πc2t
∫
|y−y′|=ct
σ2(y
′) dS(y′).
Taking R > 0 such that sup(σ2) ⊂ B(0, R), it allows us to deduce that K0t ∗ σ2
and K1t ∗ σ2 are both supported in B(0, ct + R) \ B(0, ct− R) for any t ≥ R/c.
Coming back to (19), we get for all t ≥ R
c∣∣∣∣∫
R3
Ψ˜(t, x, y)σ2(y) dy
∣∣∣∣
=
∣∣∣∣∣
∫
|y|≥R−ct
(
Ψ0(x, y)(K
0
t ∗ σ2)(y) + Ψ1(x, y)(K1t ∗ σ2)(y)
)
dy
∣∣∣∣∣
≤ ‖Ψ0(x, ·)‖L1(∁By(0,ct−R))‖K0t ∗ σ2‖L∞(R3)
+‖Ψ1(x, ·)‖L1(∁By(0,ct−R))‖K1t ∗ σ2‖L∞(R3)
≤ (1 + ct− R)−ǫ‖(1 + | · |)ǫΨ0(x, ·)‖L1(R3)(1 + t)−1c0(σ2, 0)
+(1 + ct− R)−ǫ‖(1 + | · |)ǫΨ1(x, ·)‖L1(R3)(1 + t)−1c1(σ2, 0).
(22)
For all n ≥ 3, (21) and (22) allows us to find C, η > 0 such that for all t ≥ 0,∣∣∣∣∣∣∣∣∫
Rn
Ψ˜(t, ·, y)σ2(y) dy
∣∣∣∣∣∣∣∣
Lq(Rdx)
≤ C
(1 + t)1+η
.
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Thanks to the Young inequality, for all t ≥ 0 and all k ∈ N, we finally get
‖Φ(t)‖W k,∞(Rd) ≤ ‖σ1‖W k,q∗(Rd)
C
(1 + t)1+η
.
Therefore Φ0 belongs to L
1(R+,W
1,∞(Rd)) and ∇Φ0 ∈ L∞(R+ × Rd).
2.2 Uniform estimates on the characteristic curves
V ∈ W 2,∞loc (Rd) and Φ ∈ C(R+;W 2,∞(Rd)) being fixed, we recall that the weak
solutions of (1) can be explicited thanks to the characteristic curves, solutions of
the following ODE system{
X˙ = ξ
ξ˙ = −∇(V + Φ(t))(X) ,
{
X(α) = Xin
ξ(α) = ξin
(23)
α ≥ 0 being fixed, we note ϕtα(x, v) =
(
ϕtα,x(x, v), ϕ
t
α,v(x, v)
)
, the solution of (23)
with initial data (Xin, ξin) = (x, v) at time t. ϕ is well defined thanks to the
Cauchy-Lipschitz theorem and the following bounds:
Lemma 2.5 Uniform estimates on the characteristic curves
If V ≥ 0 then for any (X, ξ) solution of (23), setting Eα = V (Xin) + |ξin|22 ,
we have for all t ≥ 0
|ξ(t)| ≤ (2Eα)1/2 +
∫ α∨t
α∧t
‖∇xΦ(s)‖L∞(Rd) ds,
|X(t)−Xα| ≤ (2E0)1/2|t− α|+
∫ α∨t
α∧t
+
∫ s
α∧t
‖∇xΦ(τ)‖L∞(Rd) dτ ds.
Taking f a solution of (1)(4), χ0 ∈ C∞c (Rd × Rd) and T > 0, we set χ(t, x, v) =
(χ0 ◦ ϕTt )(x, v) and we observe
d
dt
< ft;χ(t) > =< ft; v.∇xχ(t)−∇x(V + Φ(t)).∇vχ(t) >
− < ft; v.∇xχ(t)−∇x(V + Φ(t)).∇vχ(t) >
= 0.
In particular, for t = 0 and t = T , we get for all solution of (1) the identity∫
Rd×Rd
χ(x, v) dfT (x, v) =
∫
Rd×Rd
(χ ◦ ϕT0 )(x, v) df0(x, v) =:< ϕT0 #f0;χ > . (24)
It is easy to check that t 7→ ϕt0#f0 solves (1)(4) as well. We recall that since the
flow ϕ is defined by a divergence free vector field (divR2d[(X, ξ) 7→ (ξ,−∇x(V +
Φ(t))(X))] = 0 at any time), it preserves the measure: for any Borel subset A of
13
Rd × Rd and any α, β ≥ 0,
∣∣∣ϕβα(A)∣∣∣ = |A|. When f0 ∈ L1(Rd × Rd), it allows us
to transform (24) in ft = f0 ◦ ϕ0t . We end by proving the estimates on ϕtα.
Proof of Lemma 2.5.
By changing Φ(s) in Φ(α − s) or Φ(α + s), we can always suppose 0 = α ≤ t.
We take (X, ξ) the solution of (23), we compute∣∣∣∣∣ ddt
(
V (X(t)) +
|ξ(t)|2
2
)∣∣∣∣∣ = | − ξ(t).∇xΦ(t, X(t))| ≤ ‖∇xΦ(t)‖L∞(Rd))|ξ(t)|.
Integrating this expression, we get
V (X(t)) +
|ξ(t)|2
2
−E0 ≤
∫ t
0
‖∇xΦ(s)‖L∞(Rd)|ξ(s)| ds.
We now set u(t) =
∫ t
0
‖∇xΦ(s)‖L∞(Rd)|ξ(s)| ds. Since V ≥ 0,
1
2
(
u′(t)
|‖∇xΦ(t)‖L∞(Rd)
)2
=
|ξ(t)|2
2
≤ E0 + u(t). (25)
It allows us to state
u′(t)
(E0 + u(t))1/2
≤ √2‖∇xΦ(t)‖L∞(Rd). By integration on [0, t],
we deduce
2(E0 + u(t))
1/2 − 2(E0)1/2 ≤
√
2
∫ t
0
‖∇xΦ(s)‖L∞(Rd) ds,
and it can be recast as
E0 + u(t) ≤
(
E
1/2
0 +
1√
2
∫ t
0
‖∇xΦ(s)‖L∞(Rd) ds
)2
.
Inserting this expression in (25), we get exactly
|ξ(t)| ≤ (2E0)1/2 +
∫ t
0
‖∇xΦ(s)‖L∞(Rd) ds.
The estimate on X is deduced directly by integrating this last inequality on [0, t].
2.3 Spatially-stationary states
Let ρ ∈ M1+(Rd), we define the operator Sρ acting from M1+(Rd × Rd) to
C(R;M1+(Rd × Rd)) such that t 7→ Sρt g0 is the unique solution of the linear
Vlasov equation: {
∂tg + v.∇xg = ∇x(V − κΣ ∗ ρ).∇vg
g(0) = g0.
(26)
Taking Φ(t, x) = −κΣ∗ρ(x), Sρ is well defined when Σ ∈ C20(Rd), V ∈ W 2,∞loc (Rd)
and V ≥ 0 thanks to Lemma 2.5 and (24).
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Definition 2.6 Spatially-stationary states
Take f in M1+(Rd × Rd) and ρ =
∫
Rdv
df(·, v), its spatial density.
1. We say that f is a stationary state if for all t ∈ R, Sρt f ≡ f (in that case
v.∇xf −∇x(V − κΣ ∗ ρ).∇vf = 0).
2. We say that f is a spatially-stationary state (and we write f ∈ SEq) if∫
Rdv
d(Sρt f)(v) ≡ ρ for all t ∈ R.
For all f ∈M1+(Rd ×Rd), we also define the linear energy
E (f) :=
∫
Rd×Rd
(
V (x) +
|v|2
2
)
df(x, v).
We write K(m,M), the set of all positive measures f of total mass m and energy
E (f) bounded by M , we set SEq(m,M) = SEq ∩K(m,M). A stationary state
is always spatially-stationary but the the inclusion can be strict as we will see
explicitly in the appendix. However, if one consider only the associated spatial
density, the sets are the same in K(m,M):
Proposition 2.7 We suppose V ∈W 2,∞loc (Rd), V ≥ 0, Σ ∈ C20 (Rd) and m,M > 0
1. If f ∈ SEq(m,M), then we can find an equilibrium state f˜ ∈ K(m,M) such
that ρf˜ ≡ ρf .
2. Take Φ ∈ C(R+,W 2,∞(Rd)), there exists a constant H (m,M) such that
any solution of (1)(3) f ∈ CW (R+, K(m,M)) satisfies
W (ρt, ρs) ≤ H (m,M)
∣∣∣∣∫ t
s
(W (fτ , SEq(m,M)))
1/2 dτ
∣∣∣∣1/2 .
Proof of Proposition 2.7.
Proof of (1)
Take f0 ∈ SEq and ρ0 its spatial density. We prove that we can find an equilib-
rium state f˜ such that
∫
Rdv
df˜(v) = ρ0. For all t > 0, we set f(t) = Sρ0t f0 and
we define the time averages Ft =
1
t
∫ t
0 f(s) ds. According to the definition of f ,∫
Rdv
dfs(v) = ρ0 for all s ≥ 0 and then ∫Rdv dFt(v) = ρ0 for all t ≥ 0 as well. It
is clear that (Ft)t>0 is a family of positive measures with total mass equal to m,
we now prove it’s also tight. Since f(t) = Sρ0t f0, it solves (26) and conserves its
global energy:∫
Rd×Rd
(
V (x) +
|v|2
2
− κΣ ∗ ρ0(x)
)
dfs(x, v) = E (f0)− κ
∫
Rd
Σ ∗ ρ0(x) dρ0(x).
Since the spatial density is also constant, we get∫
Rd×Rd
|v|2 dfs(x, v) =
∫
Rd×Rd
|v|2 df0(x, v) ≤ 2E (f0).
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By averaging this identity, it is also satisfied by Ft for all t > 0. For all R > 0,
we deduce∫
|(x,v)|≥R
dFt(x, v) ≤
∫
|x|≥R
dFt(x, v) +
∫
|v|≥R
dFt(x, v)
≤
∫
|x|≥R
dρ0(x) +
1
R2
∫
|v|≥R
|v|2 dFt(x, v)
≤
∫
|x|≥R
dρ0(x) +
2E (f0)
R2
−−−→
R→∞
0.
Hence (Ft)t>0 is compact inM1+(Rd×Rd) for the weak topology on Cb(Rd×Rd).
It allows us to take a sequence tk −−−→
k→∞
∞ and a limit measure F such that
limk→∞W (F (tk), F ) = 0. The convergence is strong enough to ensure∫
Rdv
dF (v) = lim
k→∞
∫
Rdv
dFtk(v) = ρ0 and E (F ) ≤ limk→∞E (F (tk)) ≤ E (f0).
We conclude by proving that F is a stationary solution of (26). For all χ in
D(Rd × Rd) we have
〈∇x(V − κΣ ∗ ρ0).∇vF − v.∇xF, χ〉
= −〈F,∇x(V − κΣ ∗ ρ0).∇vχ− v.∇xχ〉
= lim
k→∞
1
tk
∫ tk
0
∫
Rd×Rd
(v.∇xχ−∇x(V − κΣ ∗ ρ0).∇vχ) dfs ds
= lim
k→∞
1
tk
∫ tk
0
d
ds
〈fs, χ〉 ds
= lim
k→∞
1
tk
(〈
Sρ0tk f0, χ
〉
− 〈f0, χ〉
)
= 0.
Then F is also an equilibrium state. We now prove Proposition 2.7-2), the proof
is divided in two steps.
First step: Controling ∂tρ with W (f(t), SEq):
Take f , a solution of (1) in CW (R+, K(m,M)). By integrating (1) with respect
to v, we get
∂tρ+∇.
(∫
Rd
v df(v)
)
= 0. (27)
We set ϑ(v) = 1 ∧ [2− |v|]+ and ϑR(v) = ϑ(v/R). For all χ in W 2,∞(Rd) and all
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g ∈ SEq(m,M) we make the decomposition
< ∂tρ, χ > =
∫
Rd×Rd
f∇xχ(x).v dx dv
=
∫
Rd×Rd
(f − g)∇xχ(x).vϑR(v) dx dv
+
∫
Rd×Rd
(f − g)∇xχ(x).v(1− ϑR(v)) dx dv
≤ ‖f − g‖(W 1,∞(Rd×Rd))′‖ϑR∇xχ.v‖W 1,∞(Rd×Rd)
+
1
R
‖∇xχ‖L∞(Rd)
∫
|v|≥R
|f − g||v|2 dx dv
≤ ‖f − g‖(W 1,∞(Rd×Rd))′(2R + 3)‖∇xχ‖W 1,∞(Rd)
+
4
R
M‖∇xχ‖W 1,∞(Rd)
Changing χ for −χ to get the absolute value and optimizing R, we get
| < ∂tρ, χ > | ≤
(
8M1/2 + 3(2m)1/2
)
‖f − g‖1/2(W 1,∞(Rd×Rd))′‖∇xχ‖W 1,∞(Rd).
In the end, optimizing g in SEq(m,M) and applying the definition of W , we
have established
| < ∂tρ, χ > | ≤ u1
(
W (f, SEq(m,M))
)1/2‖∇xχ‖W 1,∞(Rd)
where we have set u1 := (8M
1/2 + 3(2m)1/2).
Second step: interpolation between (W 2,∞)′ and (Cb)′:
By integration, we deduce for all t ≥ s ≥ 0 and all χ in W 2,∞(Rd),∣∣∣∣∫
Rd
χ(x) d(ρs − ρt)(x)
∣∣∣∣ ≤ u1‖∇xχ‖W 1,∞(Rd) ∫ t
s
(W (fτ , SEq(m,M))
1/2 dτ.
We also have directly |∫Rd χ(x) d(ρs − ρt)(x)| ≤ 2m‖χ‖L∞, we now interpolate
between those two inequality. Take θ(x) =
d(d+ 1)
|Sd−1| [1− |x|]+, one can check∫
Rd
θ(x) dx = 1, ‖∇θ‖L1(Rd) = d+ 1,
∫
Rd
|x|θ(x) dx = d
d+ 2
.
We set θǫ(x) =
1
ǫ
θ(x
ǫ
), For any χ in W 1,∞(Rd) on the one hand we have
‖χ− χ ∗ θǫ‖L∞(Rd) = sup
x∈Rd
∣∣∣∣∫
Rd
(χ(x)− χ(x+ ǫy))θ(y) dy
∣∣∣∣
≤ ǫ‖∇χ‖L∞(Rd)
∫
Rd
|y|θ(y) dy
≤ ǫ‖χ‖W 1,∞(Rd).
On the other hand, thanks to the Young inequality,
‖∇(χ ∗ θǫ)‖W 1,∞(Rd) ≤ ‖∇θǫ‖L1(Rd)‖χ‖W 1,∞(Rd) ≤ d+ 1
ǫ
‖χ‖W 1,∞(Rd).
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Splitting χ as (χ− χ ∗ θǫ) + (χ ∗ θǫ), we deduce
| < ρt − ρs, χ > | ≤ d+ 1
ǫ
‖χ‖W 1,∞(Rd)u1
∫ t
s
(W (fτ , SEq
f))1/2 dτ
+2ǫm‖χ‖W 1,∞(Rd).
In the end, we set H (m,M) =
(
m(d + 1)(8M1/2 + 3(2m)1/2)
)1/2
, taking the
suppremum for all χ such that ‖χ‖W 1,∞(Rd) ≤ 1 and optimizing ǫ, we get
W (ρt, ρs) ≤ H (m,M)
(∫ t
s
(W (fτ , SEq(m,M)))
1/2 dτ
)1/2
.
3 Existence theory and explicit estimates
3.1 Main result
We now detail the assumptions we will suppose to be fullfield in all the paper.
For the initial data f0, we assume
(H1) f0 ∈M1+(Rd ×Rd),
∫
Rd×Rd
df0 = m, E (f0) <∞.
Our main motivation to work in this general framework is to get results describing
both the solutions of (11)-(12) and the solution of (1)-(4) with an initial data
f0 ∈ L1(Rd×Rd). For the well posedness of the characteristic curves, it is natural
to ask:
(H2)
{
Φ0 ∈ C(R+W 2,∞(Rd)), p ∈ L1loc(R), Σ ∈ C20 (Rd),
V ∈W 2,∞loc (Rd), V ≥ 0.
It is already enough to ensure the existence of solution for (1)-(4). The dissipative
behaviour we will describe is due to the following assumption:
(H3) ∇xΦ0 ∈ L1(R+, L∞(Rd)), p = P ′, P ∈ L1(R), Pˆ ≤ 0, Σˆ ≥ 0.
To our knowledge it is not enough to ensure the uniqueness of the solution. In
order to give a uniqueness condition we introduce
Q(t) = t‖∇xΦ0‖L1(R+,L∞(Rd)) +m‖∇Σ‖L∞
∫ t
0
∫ s1
0
∫ s2
0
|p(s3)| ds3 ds2 ds1 (28)
which is well defined under (H2)-(H3) and the time-dependant weight
wt(x, v) = exp
(∫ t
0
‖∇2xV ‖L∞(B(x,t(|v|2+2V (x))1/2+Q(s)) ds
)
. (29)
We now set the main result of this section:
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Theorem 3.1 Assume (H1)-(H3).
1. There exists a measure valued function t 7→ ft solving (1)-(4) in
CW (R+;M1+(Rd ×Rd)).
2. If
∫
Rd×Rd wT (x, v) df0(x, v) <∞, then f is unique in CW (0, T ;M1+(Rd×Rd))
3. There exists two constants E1, E2 depending on ‖∇xΦ0‖L1(R+,L∞(Rd)), m,
‖P‖L1(R), ‖Σ‖W 2,∞(Rd) and E (f0) and such that the solution of (1)-(4) sat-
isfies
(i)
∫
Rd×Rd
(
V (x) +
|v|2
2
)
dft(x, v) ≤ E1 for all t ≥ 0
(ii)
∫
R
∣∣∣∣∣∣∣∣∫ ∞
0
P (t− s)∂t(Σ ∗ ρ)(s) ds
∣∣∣∣∣∣∣∣2
W 1,∞(Rd)
dt ≤ E2
The bound given by theorem 3.1-3ii) is the key estimate of the whole paper.
In the next section it will allows us to prove that lim
t→∞ ‖∂t(Σ ∗ ρ)(t)‖W 1,∞(Rd) = 0.
The rest of the current section is devoted to prove Theorem 3.1.
3.2 Cauchy theory
We now prove the existence and uniqueness result.
Proof of Theorem 3.1-1,2).
Existence
The proof of existence is classical and it uses some technics that we prefer to
detail later in the paper, we only sketch the main points. From [8], there already
exists a solution under the additional restriction
p ∈ C1(R+), Σ ∈W 3,∞(Rd), Φ0 ∈ C1(R+;W 2,∞(Rd)). (30)
Taking p,Σ and Φ0 satisfying (H2)-(H3) we can find three sequences (p
k)k≥0,
(Σk)k≥0 and (Φk0)k≥0 satisfying (30) for all k such that p
k,Σk,Φk0 converge to
p,Σ,Φ0 in their respective spaces L
1
loc(R+), W
2,∞(Rd), C(R+W 2,∞(Rd)) when k
goes to infinity. k being fixed it allows us to find fk ∈ CW (R+,M1+(Rd × Rd)),
a solution of (1)-(4) for the parameters pk,Σk and Φk0. For all T ≥ 0,
‖Φk‖C(0,T ;W 2,∞(Rd)) ≤ sup
k≥0
(
‖Φk0‖C(0,T ;W 2,∞(Rd))+m‖pk‖L1(0,T )‖Σk‖W 2,∞(Rd)
)
. (31)
It allows us to extract a subsequence (still noted fk) and to find a limit measured
valued function f such that (fk)k≥0 converges to f in Cw∗(R+,M1+(Rd × Rd))
(see the beginning of the proof of Lemma 4.7). Combining (31), Lemma 2.5 and
(24), (fk)k≥0 is uniformly tight on [0, T ] for all T ≥ 0. It allows us to deduce that
the convergence also holds in CW (R+,M1+(Rd×Rd)). From the definition of W ,
taking χ(y, v) = ∇Σ(x− y), we get limk→∞ ‖∇Σk ∗ ρk −∇Σ ∗ ρf‖L∞([0,T ]×Rd) = 0
and it is enough to pass to the limit in (2):
lim
k→∞
sup
0≤t≤T
∣∣∣∣∣∣∣∣∇xΦk(t)−∇x(Φ0(t)− ∫ t
0
(Σ ∗ ρ)(s)p(t− s) ds
)∣∣∣∣∣∣∣∣
L∞(Rd)
= 0.
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Passing to the limit in (1) as well, we deduce that f solves (1)-(4).
Uniqueness
Take f1 and f2 two solutions of (1)-(4). For i = 1, 2 we write ρi =
∫
Rdv
dfi(v),
Φi(t) = Φ0(t) − ∫ t0(Σ ∗ ρi)(s)p(t − s) ds, and ϕΦi the flow associated to (23) for
Φ = Φi. Setting h = f1 − f2, h solves the linear equation ∂th+ v.∇xh−∇x(V + Φ1).∇vh = −∇vf2.∇x
(∫ t
0
(Σ ∗ ρh)(s)p(t− s) ds
)
,
h(0) = 0.
Thanks to (24) and the Duhamel formula, we get for all T > 0,
h(T ) = −
∫ T
0
ϕΦ1,Tt #
(
∇vf2.∇x
(∫ t
0
(Σ ∗ ρh)(s)p(t− s) ds
))
dt. (32)
The uniqueness of the solution will be provided by an estimates on h for the
strong norm on the dual of W 1,∞(Rd × Rd). Picking χ a test function, and
applying (24) again, we get from (32)∫
Rd×Rd
χ(x, v) dhT (x, v)
= −
∫ T
0
∫
Rd×Rd
∇vf2.∇x
(∫ t
0
(Σ ∗ ρh)(s)p(t− s) ds
)
χ ◦ ϕΦ1,Tt dt
=
∫ T
0
∫
Rd×Rd
∇x
(∫ t
0
(Σ ∗ ρh)(s)p(t− s) ds
)
.∇v(χ ◦ ϕΦ1,Tt ) ◦ ϕΦ2,t0 df0(x, v) dt.
(33)
In order to conclude the main point is to establish a satisfying estimate on
u(t, T, x, v) = ∇v(χ ◦ ϕΦ1,Tt )(ϕΦ2,t0 (x, v)). We have directly
|∇v(χ ◦ ϕΦ1,Tt )(x, v)| ≤ ‖χ‖W 1,∞(Rd×Rd)
∣∣∣D(ϕΦ1,Tt )(x, v)∣∣∣
where the differential of the flow DϕΦ1,Tt (x, v).(y, w) is given by the solution at
time τ = T of the following ordinary differential equation
d
dτ
Y(τ) =W(τ),
d
dτ
W(τ) = −∇2x(V + Φ1(τ))(ϕΦ1,τt,x (x, v))Y(τ),

Y(t) = y,
W(t) = w.
Thanks to the gronwall lemma, it allows us to get∣∣∣D(ϕΦ1,Tt )(x, v).(y, w)∣∣∣ ≤ |(y, w)| exp( ∫ T
t
(1+ |∇2x(V +Φ1(τ))(ϕΦ1,τt,x (x, v))|) dτ
)
.
From the expression of u, we deduce
|u(t, T, x, v)|
‖χ‖W 1,∞(Rd×Rd)
≤ exp
( ∫ T
t
(1 + |∇2x(V + Φ1(τ))(ϕΦ1,τt,x (ϕΦ2,t0 (x, v)))|) dτ
)
≤ A1(T ) exp
( ∫ T
t
|∇2xV (ϕΦ1,τt,x (ϕΦ2,t0 (x, v)))| dτ
) (34)
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where we have set
A1(T ) = exp
( ∫ T
0
(1 + ‖∇2Φ0(τ)‖L∞(Rd) +m‖∇2Σ‖L∞(Rd)‖p‖L1(0,τ)) dτ
)
.
Setting Φ(τ) = Φ2(τ) for τ < t and Φ(τ) = Φ1(τ) for τ ≥ t, by composition of
the flow ϕΦ1,τt,x (ϕ
Φ2,t
0 (x, v)) = ϕ
Φ,τ
0,x (x, v) for all τ ≥ t. Applying Lemma 2.5 and
remembering of (28) we get for all (x, v)
|ϕΦ,τ0,x (x, v)− x| ≤ (|v|2 + 2V (x))1/2τ +
∫ τ
0
∫ τ1
0
‖∇xΦ(τ2)‖L∞(Rd) dτ2 dτ1
≤ (|v|2 + 2V (x))1/2τ +Q(τ)
Coming back to (34) and (29), we deduce
|u(t, T, x, v)|
‖χ‖W 1,∞(Rd×Rd)
≤ A1(T ) exp
(∫ T
t
‖∇2xV ‖L∞(B(x,(|v|2+2V (x))1/2τ+Q(τ)) dτ
)
≤ A1(T )wT (x, v).
(35)
Coming back to (33), we get the simple controle
‖h(T )‖W 1,∞(Rd×Rd)′
≤ A1(T )
∫ T
0
∫
Rd×Rd
∣∣∣∣∣∣∣∣∫ t
0
∇x(Σ ∗ ρh)(s)p(t− s) ds
∣∣∣∣∣∣∣∣
L∞
wT (x, v) df0(x, v) dt
≤ A1(T )
(∫
Rd×Rd
wT (x, v) df0(x, v)
) ∫ T
0
‖∇xΣ ∗ ρh‖L∞([0,t]×Rd)‖p‖L1(0,t) dt
≤ A2(T )
∫ T
0
‖h‖L∞([0,t];W 1,∞(Rd×Rd)′) dt.
where we have set
A2(T ) = A1(T )
(∫
Rd×Rd
wT (x, v) df0(x, v)
)
‖∇Σ‖W 1,∞(Rd)‖p‖L1(0,T )
and we point out that A2(T ) is well defined due to the additional integrability
assumption on f0. By construction, A2 increases. For 0 ≤ t ≤ T , we deduce
‖h‖L∞([0,t];W 1,∞(Rd×Rd)′) ≤ A2(T )
∫ t
0
‖h‖L∞([0,s];W 1,∞(Rd×Rd)′) ds.
By applying the gronwall lemma, we conclude that h ≡ 0 on [0, T ].
3.3 Explicit estimates
In order to prove the second part of Theorem 3.1, we introduce the following
functional
E˜ (f) =
∫
Rd×Rd
(
V (x)− κ
2
Σ ∗ ρf(x) + |v|
2
2
)
df(x, v)
= E (f)− κ
2
∫
Rd
(Σ ∗ ρf )(x) dρf(x)
(36)
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which represents the energy for the Vlasov equation with the self potential −κΣ.
It appears naturally in our analysis since in the end we will prove that ft gets
closer and closer to a family of particular solutions of this equation when t goes
to infinity. Thanks to the positivity of V and the mass consevation, E˜ is bounded
from below :
E˜ (f(t)) +
κ
2
m
2‖Σ‖L∞(Rd) ≥
∫
Rd×Rd
(
V (x) +
|v|2
2
)
dft(x, v) ≥ 0. (37)
Taking h defined on R+, we also introduce the following notation:
[h]T (t) =

0 t < 0,
h(t) 0 ≤ t ≤ T,
0 t > T.
(38)
Before proving the estimates, we point out that an easier variant of the proof can
be established with the restrictions Σ = σ1 ∗ σ1 and P = −qˇ1 ∗ q1 satified when p
and Σ are defined by (16). In that case, from computations which will be clear
later we get simply:
E˜ (f(T ))− E˜ (f0) =
∫ T
0
∫
Rd
A0∂tρ(t) dx dt− 1
2
∫
(0,T )×Rd
(
q1 ∗ [∂tσ1 ∗ρ]T
)2
(t, x) dt dx
(39)
where A0 ∈ L1(R+,W 1,∞(Rd)). Our methods allow us to deduce that the three
terms involved in (39) are uniformly bounded with respect to T > 0. Theorem
3.1-3i) follows directly from (37) and the bound on the right hand side of (39)
allows us to find an explicit constant E˜2 such that∫
R
∣∣∣∣∣∣∣∣∫ ∞
0
q1(t− s)∂t(Σ ∗ ρ)(s) ds
∣∣∣∣∣∣∣∣2
W 1,∞(Rd)
dt ≤ E˜2
which is slightly stronger than Theorem 3.1-3ii). Under our more general hypoth-
esis, the right-hand side of (39) is replaced by a term which is still non negative
but does not present like the integral of a square. The result holds anyway thanks
to the following inequality
Lemma 3.2 Take k ≥ 0 and Σ ∈ C2k0 (Rd) such that Σˆ ≥ 0. Then (1+ | · |2k)Σˆ is
a finite measure on Rd. Setting Λk =
∑k
j=0(−∆)jΣ(0), any u in Ck0 (Rd)′ satisfies
‖Σ ∗ u‖2W k,∞(Rd) ≤ Λk
〈
u; Σ ∗ u
〉
(Ck0 )
′×Ck0
.
Remark 3.3 The arguments involved in the proof of Lemma 3.2 also allow us
to deduce that Pˆ ∈ L1(R), therefore κ := −P (0) = − 1
2π
∫ +∞
−∞ Pˆ (ω) dω is positive.
By the same way, from Lemma 3.2, we also deduce Σ(0) > Σ(x) for all x 6= 0.
The self potential −κΣ involved in the limit equation (10) is never repulsive since
−κΣ(0) < −κΣ(x1 − x2) for all x1 6= x2 in Rd.
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We now end the proof of Theorem 3.1, keeping the proof of Lemma 3.2 for the
end.
Proof of Theorem 3.1-3).
First step: bounding E˜
We rewrite the expression of the self potential:
Φ(t, x) = Φ0(t, x)−
∫ t
0
p(t− s)Σ ∗ ρ(s) ds
= Φ0(t, x)− P (t)Σ ∗ ρ(0) + P (0)Σ ∗ ρ(t)−
∫ t
0
P (t− s)∂t(Σ ∗ ρ)(s) ds
= A0(t, x)− κΣ ∗ ρ(t)−
∫ t
0
P (t− s)∂t(Σ ∗ ρ)(s) ds
(40)
where A0 satisfies ‖∇xA0(t)‖L∞(Rd) ≤ ‖∇xΦ0(t)‖L∞(Rd) +m‖Σ‖W 1,∞(Rd)|P (t)|, so
that setting K1 := ‖∇xΦ0‖L1(R+,L∞(Rd)) +m‖Σ‖W 1,∞(Rd)‖P‖L1(R), we have∫ ∞
0
‖∇xA0(t)‖L∞(Rd) dt ≤ K1 <∞ (41)
Using (40), we compute formally the time derivative of E
d
dt
E˜ (f) =
∫
Rd
∂tρ(V − κΣ ∗ ρf) dx−
∫
Rd
∂tρ(V + Φ(t)) dx
=
∫
Rd
∂tρ
(
−A0(t) +
∫ t
0
P (t− s)∂t(Σ ∗ ρ)(s) ds
)
dx
= −
∫
Rd
A0(t)∂tρ dx+
∫ t
0
∫
Rd
∂tρ(t)∂t(Σ ∗ ρ)(s)P (t− s) dx ds.
(42)
We start by estimating the first term, thanks to (37) and the Cauchy-Shwartz
inequality:∫
Rd×Rd
|v| dft(x, v) ≤
(∫
Rd×Rd
dft(x, v)
)1/2 (∫
Rd×Rd
|v|2 dft(x, v)
)1/2
≤ m1/2
(
E˜ (f(t)) +
κ
2
m
2‖Σ‖L∞(Rd)
)1/2
.
(43)
From (27), we deduce∫
Rd
∂tρA0(t) dx ≤ ‖∇xA0(t)‖L∞(Rd)m1/2
(
E˜ (f(t)) +
κ
2
m
2‖Σ‖L∞(Rd)
)1/2
. (44)
Integrating (42) and using (41), we get
E˜ (f(T ))− E˜ (f0) ≤
∫ T
0
‖∇xA0(t)‖L∞(Rd)m1/2
(
E˜ (f(t)) +
κ
2
m
2‖Σ‖L∞(Rd)
)1/2
dt
+k(T )
≤ K1m1/2 sup
0≤t≤T
(
E˜ (f(t)) +
κ
2
m
2‖Σ‖L∞(Rd)
)1/2
+ k(T )
(45)
where k is the integral of the right hand side of (42). Thanks to the parity of P ,
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its expression can be transformed:
k(T ) =
∫ T
0
∫ t
0
∫
Rd
∂tρ(t)Σ ∗ ∂tρ(s)P (t− s) dx ds dt
=
1
2
∫
[0,T ]2×Rd
∂tρ(t)Σ ∗ ∂tρ(s)P (t− s) dx ds dt
=
1
2
∫
R×Rd
[∂tρ]T (t)(P ∗ Σ ∗ [∂tρ]T )(t) dt dx
=
1
2(2π)d+1
∫
R×Rd
|Ft,x([∂tρ]T )|2(ω, ξ)Pˆ(ω)Σˆ(ξ) dξ dω
≤ 0.
(46)
We now set u(t) = sup
0≤s≤t
(
E˜ (f(s)) +
κ
2
m
2‖Σ‖2L∞(Rd)
)1/2
, from (45) and (46), we
get
E˜ (f(T )) +
κ
2
m
2‖Σ‖L∞(Rd) ≤ E˜ (f0) +
κ
2
m
2‖Σ‖L∞(Rd) +K1m1/2u(T )
and since the right hand side increases, taking the supremum for all 0 ≤ t ≤ T ,
we get
u(T )2 ≤ u(0)2 +K1m1/2u(T )
and it allows us to deduce the uniform bound
u(T ) ≤ 1
2
K1m
1/2 +
(
u(0)2 +
1
4
K21m
)1/2
=: K2.
Coming back to the definition of u, we have proved
E˜ (f)(T ) ≤ K22 −
κ
2
m
2‖Σ‖L∞(Rd).
Second step: deducing (i) and (ii).
From the definition of E˜ , it is clear that (i) is satisfied for E1 = K22 . Coming
back to (45), and (37), we also deduce for all T ≥ 0,
− k(T ) ≤ K1m1/2K2 + E˜ (f0) + κ
2
m
2‖Σ‖L∞(Rd) =: K3. (47)
We just have to deduce (ii). Applying Lemma 3.2, we first have∫
R
‖(P ∗ Σ ∗ [∂tρ]T )(t)‖2W 1,∞(Rd) dt
≤ Λ1
∫
R
∫
Rd
(P ∗ [∂tρ]T )Σ ∗ (P ∗ [∂tρ]T ) dx dt
≤ Λ1
(2π)d+1
∫
R×Rd
|Ft,x([∂tρ]T )(ω, ξ)|2|Pˆ (ω)|2Σˆ(ξ) dξ dω
≤ − Λ1
(2π)d+1
‖Pˆ‖L∞(R)
∫
R×Rd
|Ft,x([∂tρ)]T )(ω, ξ)|2Pˆ (ω)Σˆ(ξ) dξ dω
≤ 2Λ1‖P‖L1(R)K3
(48)
where we have recognized the last expression of k given in (46) and applied (47).
The computations are rigourous because | · |2Σˆ is a finite measure thanks to
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Lemma 3.2 while ∂̂tρ(t, ξ) = iξ.Jˆ(t, ξ) and t 7→ ‖J(t)‖L1(Rd) is bounded thanks to
(i) and (43). In order to conclude, we just have to let T go to infinity. Applying
Young inequality, thanks to (27), (43) and (i), for any t ≥ 0, we have
‖(Σ ∗ ∂tρ)(t)‖W 1,∞(Rd) ≤ ‖∇Σ‖W 1,∞(Rd)‖ftv‖L1(Rd×Rd) ≤ ‖Σ‖W 2,∞(Rd)(2mE1)1/2.
(49)
Foll all t, T ≥ 0, we deduce punctually
||(P ∗ [∂tΣ ∗ (ρ)]T ) (t)− (P ∗ [∂t(Σ ∗ ρ)]∞) (t)||W 1,∞(Rd)
=
∣∣∣∣∣∣∣∣∫ ∞
T
∂t(Σ ∗ ρ)(s)P (t− s) ds
∣∣∣∣∣∣∣∣
W 1,∞(Rd)
≤ ‖Σ‖W 2,∞(Rd)(2mE1)1/2
∫ t−T
−∞
|P (s)| ds −−−−→
T→+∞
0.
When T goes to infinity, it allows us to deduce from (48)∫
R
∣∣∣∣∣∣∣∣∫ ∞
0
P (t− s)∂t(Σ ∗ ρ)(s) ds
∣∣∣∣∣∣∣∣2
W 1,∞(Rd)
dt
=
∫
R
‖P ∗ [∂t(Σ ∗ ρ)]∞(t)‖2W 1,∞(Rd) dt
≤ lim inf
T→+∞
∫
R
‖P ∗ [∂t(Σ ∗ ρ]T (t)‖2W 1,∞(Rd) dt
≤ 2Λ1‖P‖L1(R)K3 =: E2.
We end this section by proving Lemma 3.2.
Proof of Lemma 3.2.
Integrability of Σˆ
Since Σˆ ≥ 0, Σˆ is already a locally finite non negative measure on Rd. Taking
θ such that θˆ ∈ C∞c (Rd), θˆ ≥ 0 and θˆ(0) = 1, we set θǫ(x) = 1ǫd θ
(
x
ǫ
)
and
Σǫ = Σ ∗ θǫ. According to our hypothesis θ ∈ S (Rd), ∫Rd θ(x) dx = 1 and
Σ ∈ C2k0 (Rd), therefore limǫ→0 ‖Σǫ−Σ‖W 2k,∞(Rd) = 0. For any j ∈ {0, .., k}, since
θˆ is compactly supported, the Fourier transform of (−∆)jΣǫ explicitely given by
̂(−∆)jΣǫ = | · |2j θˆ(ǫ·)Σˆ is a finite measure on Rd. Applying the inverse Fourier
transform, it allows us to set
1
(2π)d
∫
Rd
|ξ|2jθˆ(ǫξ) dΣˆ(ξ) = (−∆)jΣǫ(0) −−→
ǫ→0
(−∆)jΣ(0).
From the Fatou’s lemma, we deduce that | · |2jΣˆ is also a finite measure on Rd.
Since it is also the Fourier transform of (−∆)jΣ, applying the inverse Fourier
transform again we have∫
Rd
|ξ|2j dΣˆ(ξ) = (2π)d(−∆)jΣ(0) for all j ∈ {0, .., k}. (50)
Proving the inequality for a whole sequence approximating Σ
The key point is to approximate Σ by a sequence σǫ ∗ σǫ that we define now.
We now take ϑ such that ϑˆ ∈ C∞c (Rd), ϑˆ ≥ 0 and
∫
Rd ϑˆ(ξ) dξ = (2π)
d. We set
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ϑǫ(x) = ϑ(ǫx) and Σ
ǫ = Σϑǫ. According to our hypothesis, ϑ ∈ S (Rd), ϑ(0) = 1
and Σ ∈ C2k0 (Rd), therefore limǫ→0 ‖Σǫ−Σ‖W 2k,∞(Rd) = 0. The Fourier transform
of Σǫ is now given by Σˆǫ = 1
(2π)d
Σˆ∗ ϑˆǫ therefore it is non negative and (50) allows
us to deduce for any j ∈ {0, .., k}∫
Rd
|ξ|2j(Σˆ ∗ ϑˆǫ)(ξ) dξ = (2π)d(−∆)jΣǫ(0) −−→
ǫ→0 (2π)
d(−∆)jΣ(0). (51)
In particular for j = 0, since 1
(2π)d
Σˆ ∗ ϑˆǫ ∈ L1(Rd), it allows us to define σǫ in
L2(Rd) by its Fourier transform σˆǫ = ( 1
(2π)d
Σˆ ∗ϑǫ)1/2. For any ǫ, Σǫ = σǫ ∗σǫ and
for any j ∈ {0, .., k}, the Plancherel theorem allows us to deduce from (51) the
uniform bound
lim
ǫ→0 ‖∇
jσǫ‖2L2(Rd) = limǫ→0
1
(2π)d
∫
Rd
|ξ|2j|σǫ(ξ)|2 dξ = (−∆)jΣ(0). (52)
We first consider u in L1(Rd), for any ǫ > 0 and any j ∈ {1, .., k}, the Young
inequality allows us to get
‖∇jΣǫ ∗ u‖L∞(Rd) = ‖(∇jσǫ) ∗ (σǫ ∗ u)‖L∞(Rd) ≤ ‖∇jσǫ‖L2(Rd)‖σǫ ∗ u‖L2(Rd)
Since σˆǫ ≥ 0, σǫ is even. It allows us to rewrite the right hand side in terms of
Σǫ:
‖σǫ ∗ u‖2L2(Rd) =
∫
Rd
(σǫ ∗ u)2 dx =
∫
Rd
u(σǫ ∗ σǫ) ∗ u dx =
∫
Rd
uΣǫ ∗ u dx.
Taking ‖h‖W k,∞(Rd) = (‖h‖2L∞(Rd) + · · ·+ ‖∇kh‖2L∞(Rd))1/2 we have established
‖Σǫ ∗ u‖2W k,∞(Rd) ≤
( k∑
j=0
‖∇jσǫ‖2L2(Rd)
) ∫
Rd
uΣǫ ∗ u dx.
Conclusion
We now let ǫ go to 0. Since Σǫ goes to Σ inW 2,∞(Rd), we already have limǫ→0 ‖Σǫ∗
u‖W k,∞(Rd) = ‖Σ ∗ u‖W k,∞(Rd) while according to (52), the constant does not
explode: limǫ→0
∑k
j=0 ‖∇jσǫ‖2L2(Rd) =
∑k
j=0(−∆)jΣ(0) =: Λk. For all u ∈ L1(Rd)
we have proved
‖Σ ∗ u‖2W k,∞(Rd) ≤ Λk
∫
Rd
uΣ ∗ u dx = Λk
〈
u; Σ ∗ u
〉
(Ck0 )
′×Ck0
. (53)
Taking now u ∈ Ck0 (Rd)′, Σ∗u(x) :=< u; Σ(x−·) > is well defined for all x and it
is clear that ‖Σ∗u‖W k,∞(Rd) ≤ ‖Σ‖W 2k,∞(Rd)‖u‖Ck0 (Rd)′ . At least when u ∈ L1(Rd),
it is also clear that lim|x|→∞∇ℓΣ ∗ u(x) = 0 for all ℓ ∈ {1, .., k}. Since both sides
of (53) are continuous in u ∈ Ck0 (Rd)′, the inequality also holds in that space by
density.
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4 Long time behaviour
In order to get a precise description of the long time behaviour of f , we slightly
ristrict our hypothesis. We will now ask
(H4) ∇xΦ0 ∈ L∞(R+ × Rd), P ∈ L∞(R), |∇V | ≤ α+ βV,
(H5) Pˆ (ω) 6= 0 for all ω 6= 0, supp(Σˆ) = Rd.
We can now set our main result:
Theorem 4.1 Long time behaviour
Assume (H1)-(H5) and take f , a solution of (1)-(4)
1. If lim
|x|→∞
V (x) = +∞ or more generally if (ft)t≥0 is tight then
(i) lim
T→∞
|ρ|
C
1/2
W
(T,+∞) = 0, (iii) limt→∞ ‖∂tΣ ∗ ρ‖W 1,∞(Rd) = 0,
(ii) lim
t→∞W (f(t), SEq) = 0, (iv) limu→∞ sup|t−u|≤T
W (f(t),Sρ(u)t−u f(u)) = 0.
2. Without any additional assumption (ii)-(iv) still hold if one replace W by
any metric d adapted to the weak star topology on C0. Instead of (i), we
always have lim
u→∞ sup|t−u|≤T
d(ρ(u), ρ(t)) = 0.
Remark 4.2 When f0 is a probability measure, the distance W can be replaced
by the Kantorowich-Rubinstein distance W1 in Theorem 4.1-1) thanks to (15).
Remark 4.3 Under (A1), when p is defined by (16), we always have p(0) = 0,
we point out that (H2)-(H5) offers more possibility. For example, one can fix
δ ∈ (0, 1), ς > 0 and take p(t) = sgn(t)|t|δ e−
t2
2ς2 . It is clear that P : t 7→ ∫ t−∞ p(s) ds
belongs to (L1 ∩ L∞)(R) and one can compute
Pˆ (ω) = −Z
ω
∫ +∞
−∞
e−ς
2(ω−s)2/2 sgn(s)
|s|1−δ ds = −2Z
∫ ∞
0
sinh(ς2ωs)
ω
e−ς
2(s2+ω2)/2 ds
s1−δ
where we have set Z := 2ς√
2π
∫∞
0
sin(t)
tδ
dt. Pˆ (ω) is negative for all ω ∈ R. With
such parameters p, (1)-(4) is formally closer to the Vlasov equation (26).
Remark 4.4 We point out that an additional assumption is required to ensure
the tightness of (f(t))t≥0 even when V = 0. If one takes for example d = 3,
Φ0 = V = 0, Σ radially symmetric such that supp(Σ) ⊂ B(0, R) and p ∈ L1(R+),
then setting K = 2‖Σ‖W 1,∞(Rd)R2‖p‖L1(R+), we fix r0, r1 > 0 such that r0 > 2R
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while U0 := r
2
1
2
− 2K
r0
> 0 and we set f0 =
1
4π(r20 + r
2
1)
δ{(r0u,r1u)|u∈S2}. By symetry
and mass conservation, the unique solution of (1)-(4) is given at any time by
ft =
1
4π(r(t)2 + r˙(t)2)
δ{(r(t)u,r˙(t)u)|u∈S2} (54)
while due to (24), r solves r¨(t) =
∫ t
0
p(t− s) 1
4πr(s)2
∫
|y|=r(s)
e1.∇xΣ(r(t)e1 − y) dS(y) ds
r(0) = r0, r˙(0) = r1.
(55)
We now prove that limt→∞ r(t) =∞. Since Σ is compactly supported, we have
|r¨(t)| ≤ ‖Σ‖W 1,∞(Rd)
4π
∫ t
0
|p(t− s)|
r(s)2
( ∫
|y|=r(s)
|y−r(t)e1|≤R
dS(y)
)
ds.
From geometrical considerations, we control the second integral:∫
|y|=r(s)
|y−r(t)e1|≤R
dS(y) ≤ 4πR21{|r(t)−r(s)|≤R}.
As long as r(t) > 2R and r˙(t) > 0, we deduce first
|r¨(t)| ≤ ‖Σ‖W 1,∞(Rd)R2‖p‖L1(R+)
1
(r(t)− R)2 ≤
K
r(t)2
.
and multiplying by r˙, we get simply(
r¨r˙ +K r˙
r2
)
(t) ≥ 0
By integration we have
1
2
r˙(t)2 − K
r(t)
≥ 1
2
r21 −
K
r0
=: U0
We deduce that r˙ never vanishes and then that r(t) ≥ r0+t(2U0)1/2. Remembering
of (54), we have found f0 such that the unique solution of (1)-(4) with initial
data f0 goes to 0 for the weak star topology on C0(R
d × Rd).
The proof of Theorem 4.1 is divided in three part. First, we will prove that
Theorem 3.1-3ii) allows us to deduce Theorem 4.1-1iii). Second, we will deduce
that the omega limit set of (f(t))t≥0 is contained in SEq. The other claims of
Theorem 4.1 follow easily in the third part.
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4.1 Relaxation of ∂tΣ ∗ ρ to 0
The first point leading to Theorem 4.1 is the following result
Lemma 4.5 Assume (H1)-(H5), take f a solution of (1)-(4) and ρ its spatial
density, then lim
t→∞ ‖∂t(Σ ∗ ρ)(t)‖W 1,∞(Rd) = 0.
Proof of Lemma 4.5.
We reminds the notation [h]T defined by (38).
Step 1: Proving limt→∞ ‖P ∗ [∂t(Σ ∗ ρ)]∞(t)‖L∞(Rd) = 0.
We set
u(t) = P ∗ [∂t(Σ ∗ ρ)]∞(t) =
∫ t
−∞
P (s)∂t(Σ ∗ ρ)(t− s) ds.
According to Theorem 3.1-3ii), we already know that t 7→ ‖u(t)‖L∞(Rd) belongs to
L2(R). We now prove the time uniform continuity of u, derivating its expression,
we first get
∂tu(t) = P (t)∂t(Σ ∗ ρ)(0) +
∫ t
−∞
P (s)∂2t (Σ ∗ ρ)(t− s) ds, (56)
From (27), the expression of ∂2t ρ is given by
∂2t ρ = ∇2x.
(∫
Rdv
v ⊗ v df
)
+∇x.(ρ∇x(V + Φ(t))) (57)
According to (40) and (49), for all t ≥ 0, we have directly
‖∇xΦ‖L∞(R+×Rd) ≤ ‖∇xΦ0‖L∞(R+×Rd) + 2m‖P‖L∞(R)‖∇xΣ‖L∞(Rd)
+‖P‖L1(R)‖Σ‖W 2,∞(Rd)(2mE1)1/2.
(58)
From (H4) and Theorem 3.1-3i), it leads to the uniform bound
‖∂2t (Σ ∗ ρ)(t)‖L∞(Rd) ≤ d2‖∇2Σ‖L∞(Rd)
∫
Rd×Rd
|v|2 dft
+‖∇Σ‖L∞(Rd)
∫
Rd
(
α + βV + ‖∇xΦ‖L∞(R+×Rd)
)
dρt
≤ (2d2 + β)‖Σ‖W 2,∞(Rd)E1
+m‖Σ‖W 2,∞(Rd)
(
α + ‖∇xΦ‖L∞(R+×Rd)
)
.
(59)
Finally coming back to (56) and using (49) we have
‖∂tu‖L∞(R+×Rd) ≤ ‖P‖L∞(R)‖Σ‖W 2,∞(Rd)(2mE1)1/2
+‖P‖L1(Rd)‖∂2t (Σ ∗ ρ)‖L∞(R+×Rd).
Then the function t 7→ ‖u(t)‖L∞(Rd) is uniformly continuous on R. Since it also
belongs to L2(R), from its expression we deduce
lim
t→∞ ‖P ∗ [∂t(Σ ∗ ρ)]∞(t)‖L∞(Rd) = 0. (60)
Step 2: Deducing limt→∞ ‖g ∗ [∂t(Σ ∗ ρ)]∞(t)‖L∞(Rd) = 0 when
∫
R g(t) dt = 0.
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We now set
Y =
{
g ∈ L1(R)
∣∣∣∣ limt→∞ ‖g ∗ [∂t(Σ ∗ ρ)]∞(t)‖L∞(Rd) = 0
}
,
We have proved that Y contains P and if one note τh the translation operator
defined by (τhg)(x) = g(x + h), since (τhP ) ∗ g = τh(P ∗ g), Y also contains all
the translations of P and their linear combinations, setting
X := span
(
{τhP | h ∈ R}
)L1(R)
Y is closed in L1(R) thanks to the Young inequality, therefore it also contains X.
Since τ̂hP (ω) = e
ihωPˆ (ω), setting Z(X) := ∩g∈X gˆ−1({0}), Z(X) = Pˆ−1({0}).
X is a closed translation-invariant subspace of L1(R), it is enough to deduce
that X = {g ∈ L1(R) | gˆ(ω) = 0 ∀ω ∈ Z(X)} if ∂Z(X) contains no perfect
set (see Corollary 7.2.4-(b) in [25]). Since Pˆ−1({0}) ⊂ {0} by (H5), we deduce
{g ∈ L1(R) | ∫R g(t) dt = 0} ⊂ X ⊂ Y . Coming back to the definition of Y , for
all g ∈ L1(R) such that ∫R g(t) dt = 0, we have proved
lim
t→∞ ‖g ∗ [∂t(Σ ∗ ρ)]∞(t)‖L∞(Rd) = 0. (61)
Step 3: Deducing limt→∞ ‖∂t(Σ ∗ ρ)(t)‖L∞(Rd) = 0.
We now take θ ∈ D(R) such that θ ≥ 0, ∫R θ(t) dt = 1 and for all r, ǫ > 0, we
set gǫ(t) =
1
ǫ
θ( t
ǫ
) − 1
ǫ
θ( t+r
ǫ
). On the one hand gǫ ∈ L1(R) and ∫R gǫ(t) dt = 0,
therefore thanks to (61), limt→∞ ‖gǫ ∗ [∂t(Σ ∗ ρ)]∞(t)‖L∞(Rd) = 0. On the other
hand, for all r, t, ǫ > 0,
‖gǫ ∗ [∂t(Σ ∗ ρ)]∞(t)− ∂t(Σ ∗ ρ)(t) + ∂t(Σ ∗ ρ)(t+ r)‖L∞(Rd)
≤
∫ t/ǫ
−∞
θ(s)‖∂t(Σ ∗ ρ)(t− ǫs)− ∂t(Σ ∗ ρ)(t)‖L∞(Rd) ds
+‖∂t(Σ ∗ ρ)(t)‖L∞(Rd)
∫ +∞
t/ǫ
θ(s) ds
+
∫ (t+r)/ǫ
−∞
θ(s)‖∂t(Σ ∗ ρ)(t+ r − ǫs)− ∂t(Σ ∗ ρ)(t+ r)‖L∞(Rd) ds
+‖∂t(Σ ∗ ρ)(t+ r)‖L∞(Rd)
∫ +∞
(t+r)/ǫ
θ(s) ds
≤ 2ǫ‖∂2t (Σ ∗ ρ)‖L∞(R+×Rd)
∫
R
θ(s)|s| ds
+2‖∂t(Σ ∗ ρ)‖L∞(R+×Rd)
∫ +∞
t/ǫ
θ(s) ds
−−→
ǫ→0
0.
Thanks to (61), for all r ≥ 0, it allows us to deduce first
lim
t→∞ ‖∂t(Σ ∗ ρ)(t+ r)− ∂t(Σ ∗ ρ)(t)‖L∞(Rd) = 0.
By integration, we get limt→+∞ ‖Σ ∗ ρ(t) + s∂t(Σ ∗ ρ)(t)−Σ ∗ ρ(t+ s)‖L∞(Rd) = 0
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for all s > 0. Thanks to the mass conservation, we deduce
lim sup
t→∞
‖∂tΣ ∗ ρ(t)‖L∞(Rd) ≤ 2
m‖Σ‖L∞(Rd)
s
.
Letting s go to infinity, we have proved limt→∞ ‖∂tΣ ∗ ρ(t)‖L∞(Rd) = 0.
Step 4: Enlarging the convergence
It just remains to be proved that the convergence also holds in W 1,∞(Rd). For
all t ≥ 0 and all x, y ∈ Rd, we have
|∇(∂tΣ ∗ ρ)(t, x)−∇(∂tΣ ∗ ρ)(t, y)|
=
∣∣∣∣∫
Rd×Rd
(∇2Σ(x− z)−∇2Σ(y − z))v dft(z, v)
∣∣∣∣
≤ (2mE1)1/2‖∇2Σ− τx−y(∇2Σ)‖L∞(Rd)
Since Σ ∈ C20(Rd), it allows us to find a continuous modulus k such that k(0) = 0
and |∇(∂tΣ ∗ ρ)(t, x)−∇(∂tΣ ∗ ρ)(t, y)| ≤ k(|x− y|). For all t, x, y, we have
|∂tΣ ∗ ρ(t, x)− ∂tΣ ∗ ρ(t, y)−∇(∂tΣ ∗ ρ)(t, x).(y − x)|
=
∣∣∣∣∫ 1
0
(
∇(∂tΣ ∗ ρ)(t, x+ s(y − x))−∇(∂tΣ ∗ ρ)(t, x)
)
.(y − x) ds
∣∣∣∣
≤ |x− y|
∫ 1
0
k(s|x− y|) ds.
Fixing ǫ > 0, we first take η such that
∫ 1
0 k(sη) ds ≤ ǫ, and then we choose
y = x+ η ∇(∂tΣ∗ρ)(t,x)|∇(∂tΣ∗ρ)(t,x)| we get
|∇(∂tΣ ∗ ρ)(t, x)| ≤ ǫ+ 2
η
‖∂tΣ ∗ ρ(t)‖L∞(Rd).
Since the right hand side can be taken as small as desired when t goes to infinity,
we have proved
lim
t→∞ ‖∂t(Σ ∗ ρ)(t)‖W 1,∞(Rd) = 0.
Remark 4.6 The steps 2-3 establish a variant of Pitt’s extension of the Wiener’s
tauberian theorem (see [24, Chapter 9]). If Pˆ does not cancel on R, this variant
is not necessary and one can deduce directly limt→∞ ‖∂tΣ∗ρ(t)‖L∞ = 0 from (60)
and (59) by using [24, Theorem 9.7-(b)].
4.2 Characterization of the omega-limit set
Lemma 4.7 Omega limit set
Assume (H1)-(H5) and take f a solution of (1)-(4). For any sequence
(tk)k≥0 such that limk→∞ tk = +∞, if (f(tk))k≥0 converges to f ∗ for the weak
star topology on C0(R
d × Rd), then f ∗ ∈ SEq and f(tk + ·) goes to Sρ∗f ∗ in
Cw∗([−T, T ],M1+(Rd × Rd)) for all T ≥ 0.
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Proof of Lemma 4.7.
Take tk −→
k→∞
∞ and f ∗ such that f(tk) ⇀
n→∞ f
∗. Fixing T > 0, we define the
sequence (fk)k≥0 in CW ([−T, T ],M1+(Rd ×Rd)) by setting fk(t) := f(t+ tk).
First step: compactness of (fk)k
Pick χ in C∞c (R
d × Rd) and t ∈ [−T, T ], on the one hand we have the uniform
bound∣∣∣∣∫
Rd×Rd
χ(x, v) dfk(t)(x, v)
∣∣∣∣ ≤ ‖f(t+ tk)‖M1+(Rd×Rd)‖χ‖L∞(Rd×Rd)
≤ m‖χ‖L∞(Rd×Rd).
(62)
On the other hand, thanks to (58), ∇xΦ is bounded on R+ × Rd, therefore∣∣∣∣∣ ddt
∫
Rd×Rd
χ(x, v) dfkt (x, v)
∣∣∣∣∣ =
∣∣∣∣∫
Rd×Rd
(v.∇xχ−∇x(V + Φ(t+ tk)).∇vχ) dfkt
∣∣∣∣
≤
(
‖v.∇xχ−∇xV.∇vχ‖L∞(Rd×Rd)
+‖∇xΦ‖L∞(R+×Rd)‖∇vχ‖L∞(Rd×Rd)
)
m.
Finally the set {
t 7→
∫
Rd×Rd
χ(x, v) dfkt
∣∣∣∣ k ∈ N}
is equibounded and equicontinuous. Thanks to the Arzela-Ascoli’s theorem, we
deduce it is compact in C([−T, T ]). Going back to (62), a simple approximation
argument allows us to extend the conclusion to any function χ in C0(R
d × Rd).
Since this space is separable, using a diagonal argument, we can extract a subse-
quence and find a measure valued function f˜ in Cw∗([−T, T ],M1+(Rd×Rd)) such
that for all χ in C0(R
d × Rd),
lim
k→∞
∫
Rd×Rd
χ(x, v) dfkt =
∫
Rd×Rd
χ(x, v) df˜t (63)
holds uniformly on [−T, T ].
Second step: limit equation satisfied by f˜ .
Setting Φk(t) = Φ(t+ tk) for any k ≥ 0, fk solves{
∂tf
k + v.∇xfk = ∇x(V + Φk(t)).∇vfk
fk(0) = f(tk).
(64)
By definition of (tk)k and f
∗, we already get f˜(0) = f ∗ from (63) and it is also
clear that
∂tf
k + v.∇xfk −∇xV.∇vfk ⇀
k→∞
∂tf˜ + v.∇xf˜ −∇xV.∇vf˜ (65)
in D ′((−T, T )×Rd ×Rd). In order to pass to the limit in the last term of (64),
we now prove that ∇xΦk converges strongly to −κ∇Σ ∗ ρ∗. First, according to
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(40), we get∫ T
−T
‖∇x(Φk(t) + κΣ ∗ ρk(t))‖L∞(Rd) dt
≤
∫ T
−T
(
‖∇xΦ0(t+ tk)‖L∞(Rd) + |P (t+ tk)|‖∇xΣ ∗ ρ(0)‖L∞(Rd)
)
dt
+
∫ T
−T
∫ t+tk
0
|P (t+ tk − s)|‖∇x(∂tΣ ∗ ρ)(s)‖L∞(Rd) ds dt
≤
∫ ∞
tk−T
(
‖∇xΦ0(t)‖L∞(Rd) +m‖Σ‖W 1,∞(Rd)|P (t)|
)
dt
+2T sup
−T≤t≤T
∫ t+tk
0
|P (t+ tk − s)|‖∂t(Σ ∗ ρ)(s)‖W 1,∞(Rd) ds
According to (H3), the first of those last two terms goes to 0 when k goes to
infinity. For the second one we split [0, t+ tk] in [0,
t+tk
2
] and [ t+tk
2
, t+ tk], setting
u(s) = ‖∂t(Σ ∗ ρ)(s)‖W 1,∞(Rd) we get∫ t+tk
0
|P (t+ tk − s)|u(s) ds ≤ ‖u‖L∞
∫ t+tk
t+tk
2
|P (t)| dt+ ‖P‖L1(R+)‖u‖L∞( t+tk
2
,t+tk)
≤ ‖u‖L∞
∫ ∞
tk−T
2
|P (t)| dt+ ‖P‖L1(R+)‖u‖L∞( tk−T
2
,∞).
Since lims→∞ u(s) = 0 thanks to Lemma 4.5, we have already proved
lim
k→∞
∫ T
−T
‖∇x(Φk(t) + κΣ ∗ ρk(t))‖L∞(Rd) dt = 0. (66)
It remains to establish the convergence of ∇xΣ ∗ ρk when k goes to infinity.
According to Theorem 3.1-3i),
∫
Rd×Rd |v|2 dfkt (x, v) ≤ 2E1 while fkt converges
weakly to to f˜t on [−T, T ] by (63). A standard approximation argument allows
us to deduce that ρk(t) ⇀
n→∞ ρ˜(t) for any t in [−T, T ]. On the one hand, since
Σ ∈ C20(Rd),∇xΣ(x−·) ∈ C0(Rd,Rd) for all x ∈ Rd, it is enough to get punctually
limk→∞(∇xΣ ∗ ρk)(t, x) = (∇xΣ ∗ ρ˜)(t, x) for all (t, x) ∈ [−T, T ] × Rd. On the
other hand, the following estimates ‖∇x(∇xΣ∗ρk(t))‖L∞(Rd) ≤ m‖Σ‖W 2,∞(Rd) and
‖∂t(∇xΣ ∗ ρk(t))‖L∞(Rd) ≤ (2mE1)1/2‖Σ‖W 2,∞(Rd) holds for all k ≥ 0. It allows us
to deduce that the convergence is uniform on all compact set of [−T, T ] × Rd.
For all R > 0, we have already established
lim
k→∞
‖∇xΣ ∗ ρk −∇xΣ ∗ ρ˜‖L∞([−T,T ]×B(0,R)) = 0. (67)
By using the following decomposition
∇xΣ ∗ ρk(t)−∇xΣ ∗ ρ∗ =
(
∇xΣ ∗ ρk(0)−∇xΣ ∗ ρ˜(0)
)
+
∫ tk+t
tk
∇x(∂tΣ ∗ ρ)(s) ds,
Lemma 4.5 and (67) allows us to deduce
lim
k→∞
‖∇xΣ ∗ ρk −∇xΣ ∗ ρ∗‖L∞([−T,T ]×B(0,R)) = 0. (68)
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Coming back to (66), we get
lim
k→∞
∫ T
−T
‖∇xΦk(t) + κ∇xΣ ∗ ρ∗‖L∞(B(0,R)) dt = 0. (69)
To conclude that step, we now take χ in D((−T, T )×Rd×Rd) and R such that
supp(χ) ⊂ [−T, T ]× B(0, R)×B(0, R). For any k ≥ 0, we have∣∣∣∣∣
∫
(−T,T )×Rd×Rd
∇vχ.∇xΦk dfkt dt+ κ
∫
(−T,T )×Rd×Rd
∇vχ.∇x(Σ ∗ ρ∗) df˜t dt
∣∣∣∣∣
≤
∫ T
−T
(∫
Rd×Rd
‖∇vχ.∇x(Φk + κ(Σ ∗ ρ∗))‖L∞(B(0,R)) dfkt
)
dt
+κ
∫ T
−T
∣∣∣∣∫
Rd×Rd
∇vχ.∇x(Σ ∗ ρ∗)( df˜t − dfkt )
∣∣∣∣ dt
The first term is controled by m
∫ T
−T ‖∇xΦk(t) + κ∇xΣ ∗ ρ∗‖L∞(B(0,R)) dt which
goes to 0 by (69). The second term goes to 0 as well by (63). Finally, we have
established ∇xΦk.∇vfk ⇀ −κ(∇xΣ ∗ ρ∗).∇vf˜ in D ′((−T, T )×Rd ×Rd).
Coming back to (64) and (65), f˜ solves the linear transport equation{
∂tf˜ + v.∇xf˜ = ∇x(V − κΣ ∗ ρ∗).∇vf˜
f˜(0) = f ∗.
(70)
Third Step: Conclusion.
According to the definition of S, f˜(t) = Sρ∗t f ∗ for all t in [−T, T ] by (70).
The sequence {fk}k≥0 is compact and has a unique acumulation point, thus it
converges. Coming back to the definition of fk, we have proved
f(tk + t) ⇀
k→∞
Sρ∗t f ∗
uniformy in t ∈ [−T, T ] for all T > 0. Thanks to (67) and (68), ∇Σ ∗ ρ˜(t) =
∇Σ ∗ ρ∗. Since supp(Σˆ) = Rd the mapping ρ 7→ ∇Σ ∗ ρ is injective in M1+(Rd),
therefore ρ˜(t) = ρ∗. Taking T as big as desired we have establised
∫
Rdv
dSρ∗t f ∗ = ρ∗
for all t ∈ R.
4.3 Proof of Theorem 4.1
The proof of Theorem 4.1 is short. We have already established all the main
arguments it requires.
Proof of Theorem 4.1.
Assuming (H1)-(H5), we point out that (i) is already proved by Lemma 4.5.
Proof of 2)
We take d a distance adapted to the weak star topology on C0. It is clear
that {f(t)}t≥0 is compact for this topology. For any sequence (f(tk))k such that
limk→∞ tk = +∞, we can extract a subsequence (still noted tk) and find an
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accumulation point f ∗ such that limk→∞ d(f(tk), f ∗) = 0. Thanks to Lemma 4.7,
f ∗ ∈ SEq and
lim
k→∞
d(f(tk + t),Sρ∗t f ∗) = 0 (71)
uniformly in t on all compact set of R. We now set gk(t) = Sρ(tk)t f(tk). By
definition of S, gk is the unique solution of{
∂tgk + v.∇xgk = ∇x(V − κΣ ∗ ρ(tk)).∇vgk
gk(0) = f(tk).
For all T > 0, from the same method we used to prove Lemma 4.7, {gk}k is
compact in Cw∗([−T, T ],M1+(Rd×Rd)) and it has a unique accumulation point:
t 7→ Sρ∗t f ∗, thus it converges. according to (71), we already have
lim
k→∞
sup
−T≤t≤T
d(f(tk + t),Sρ(tk)t f(tk)) = 0, lim
k→∞
d(f(tk), SEq) = 0. (72)
Since f ∗ ∈ SEq, ∫Rdv d(Sρ∗t f ∗) ≡ ρ∗ for all t, then the bound of kinetic energy∫
Rd×Rd |v|2 dft(x, v) ≤ 2E1 given by Theorem 3.1-2i) and (71) allows us to deduce
lim
k→∞
sup
−T≤t≤T
d(ρ(tk + t), ρ
∗) = lim
k→∞
sup
−T≤t≤T
d(ρ(tk + t), ρ(tk)) = 0. (73)
For any sequence (tk)k such that limk→∞ tk = +∞, we have proved that (72) and
(73) are at least satisfied for a subsequence of (tk)k. It allows us to deduce
lim
u→∞ sup−T≤t≤T
d(f(u+ t),Sρ(u)t f(u)) = 0, lim
t→∞ d(f(t), SEq) = 0 (74)
as well as
lim
u→∞ sup−T≤t≤T
d(ρ(u+ t), ρ(u)) = 0.
Proof of 1)
If lim
x→∞V (x) = +∞ then (f(u))u≥0 is tight thanks to Theorem 3.1-3i). Thanks
to Lemma 2.5,
(
Sρ(u)t f(u)
)
u≥0
−T≤t≤T
is also tight by (24). It allows us to improve
directly (74) as
lim
u→∞ sup−T≤t≤T
W (f(u+ t),Sρ(u)t f(u)) = 0, lim
t→∞W (f(t), SEq) = 0.
We just have to prove the Hölder continuity estimate on ρ. Take g ∈ SEq such
that for a sequence tk going to infinity, limk→∞W (f(tk), g) = 0. A standard
approximation argument allows us to state∫
Rd×Rd
(
V (x) +
|v|2
2
)
dg(x, v) ≤ lim inf
k→∞
∫
Rd×Rd
(
V (x) +
|v|2
2
)
dftk(x, v) ≤ E1.
while
∫
Rd×Rd dg(x, v) = m. By compactness of {f(t)}t≥0, we deduce
lim
t→∞W (f(t), SEq(m, E1)) = 0. (75)
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According to Proposition 2.6 for all s, t ≥ T ,
W (ρt, ρs)
|t− s|1/2 ≤ H (m, E1)
∣∣∣∣∣ 1|t− s|
∫ t
s
(W (fτ , SEq(m, E1)))1/2 dτ
∣∣∣∣∣
1/2
≤ H (m, E1) sup
t≥T
(
W (ft, SEq(m, E1))
)1/4
Then lim
t→∞ |ρ|C1/2W (t,+∞) = 0 by (75).
5 Application: the mean-field equations
5.1 General property
We now consider the N -particle system (qk, pk)1≤k≤N defined by (11)-(12). We
define the emprical density fˆN and its associated spatial empirical density ρˆN by
fˆNt =
1
N
N∑
k=1
δ(qk(t),pk(t)), ρˆ
N
t =
∫
Rdv
dfˆNt (v) =
1
N
N∑
k=1
δqk(t).
We point out that the evolution equation of Ψ in (7) can be recast as
(∂2ttΨ− c2∆zΨ)(t, x, y) = −σ2(y)σ1 ∗ ρˆNt (x).
Under (A1)-(A2), Lemma 2.1 allows us to deduce that (11) is an equivalent
formulation of (7) completed by the initial data (Ψ0,Ψ1). The system (11)-(12)
is linked with our previous considerations thanks to the following fundamental
observation:
Lemma 5.1 Assume (H2)-(H3),
(i) If (qk, pk)1≤k≤N solves (11), then fˆN solves (1)-(3).
(ii) Reciproquely if f solves (1)-(4) with the initial data f0 =
1
N
∑N
k=1 δ(qk,0,pk,0),
then we can find (qk, pk)1≤k≤N solving (11)-(12) such that for all t ≥ 0,
f(t) = 1
N
∑N
k=1 δ(qk(t),pk(t)).
The proof of Lemma 5.1 is classical. We refer the reader to [17] for the details.
(i) is obtained by computing the time derivative of t 7→< fˆNt χ > for any test
function χ ∈ C∞c (Rd × Rd). (ii) is a direct concequence of (24). It allows us to
deduce first
Proposition 5.2 Assume (H2)-(H3), for all family of initial datas
(qk,0, pk,0)1≤k≤N there exists a unique global solution (qk, pk)1≤k≤N of (11)-(12).
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Proof of Proposition 5.2.
The existence is a direct concequence of Theorem 3.1 and Lemma 5.1: for all
initial data (qk,0, pk,0)1≤k≤N , we define the empirical initial distribution fˆN0 =
1
N
∑N
k=1 δ(qk,0,pk,0), take the solution given by Theorem 3.1-1) and apply Lemma
5.1-ii). For the uniqueness we have to be a little more cautious.
If (q1k, p
1
k)1≤k≤N and (q
2
k, p
2
k)1≤k≤N both solve (11)-(12), then according to Lemma
5.1-i) and Theorem 3.1-2) (the integrability condition is trivially satisfied on R+),
we have the identity
1
N
N∑
k=1
δ(q1
k
(t),p1
k
(t)) =
1
N
N∑
k=1
δ(q2
k
(t),p2
k
(t))
(but it only gives directly (q2k, p
2
k)1≤k≤N = (q
1
ς(k), p
1
ς(k))1≤k≤N for some ς in SN).
For all k, it allows us to deduce that (q1k, p
1
k) and (q
2
k, p
2
k) both solve the same
ordinary differential equation{
q˙ = p
p˙ = −∇x(V + Φ(t))(q)
with the same initial data. Uniqueness follows directly from the Cauchy-Lipschitz
theorem.
5.2 Long time behaviour
Since the empirical density associated with the solutions of (11) satisfies (1)-(3),
we can already apply Theorem 4.1 but in this case due to our restriction to a
very particular kind of initial data, the consequences are stronger. Under the
following additional assumption
(M) lim
x→∞V (x) = +∞, x.∇V (x) ≥ 0, x.∇Σ(x) ≤ 0,
("M" stands for monotony) we can even prove the convergence of all the particles.
Theorem 5.3 Assume (H1)-(H5) and (M), if (qk, pk)1≤k≤N solves (11) then
lim
t→∞ pk(t) = 0 for all k ∈ {1, .., N}. Moreover,
1. if x.∇V (x) > 0 for all x 6= 0, or if Σ is radially symmetric and ∇V do not
cancel on Rd \ {0}, then
lim
t→∞(qk, pk) = (0, 0) for all k ∈ {1, .., N}.
2. if Σ is radially symmetric and if ∇Σ does not cancel on B(0, r)\{0} for some
r > 0, then we can find m ≤ N and a family of disjoint sets (Ik)1≤k≤m such
that ∪mk=1Ik = {1, .., N} and for all k 6= ℓ in {1, .., m} and all i, j ∈ {1, .., N},
(i) lim
t→∞maxi,j∈Ik
|qi(t)− qj(t)| = 0, (iii) lim inf
t→∞ min(i,j)∈Ik×Iℓ
|qi(t)− qj(t)| ≥ r,
(ii) lim
t→∞∇Σ(qi(t)− qj(t)) = 0, (iv) limt→∞D
(
qi(t);∇V −1({0})
)
= 0.
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Moreover, if ∇V (x) 6= 0 for all x ∈ Rd \B(0, R) then m ≤
(
2R+r
r
)d
.
Remark 5.4 Comments
1. We point out that (M) allows us to take V (x) = [|x|−R]2+. If one can prove
that all the particules stay in a compact set of Rd during the whole evolution
when V = 0, then the conclusions of Theorem 5.3-2) would also hold in this
situation.
2. In the next sections, we will see that the speed of convergence of those quan-
tity goes to 0 when N goes to infinity.
The proof of Theorem 5.3 can be splitted in two intermediate results. First,
defining EqN , the set of equilibrium of (11)
EqN :=
{
(xk, vk)1≤k≤N
∣∣∣∇xV (xk)− κ N∑
j=1
∇xΣ(xk − xj) = vk = 0 for all k
}
, (76)
Theorem 4.1-1) can be simply traduced in our new framwork by
Proposition 5.5 Assume (H1)-(H5) and take (qk, pk)1≤k≤N a solution of (11).
If lim
t→∞V (x) = +∞ or more generaly if (qk, pk)1≤k≤N ∈ Cb(R+, (R
d ×Rd)N) then
lim
t→∞D
(
(qk(t), pk(t))1≤k≤N , EqN
)
= 0.
The second step is to prove that under (M) and the other restrictions we added
in Theorem 5.3, the set EqN is exactly{
(xk, vk)1≤k≤N
∣∣∣∇xV (xk) = ∇xΣ(xk − xℓ) = vk = 0 for all k, ℓ}.
It is a direct concequence of the following lemma:
Lemma 5.6 Assume (M) and suppose Σ is even, then for any (xk, vk)1≤k≤N ∈
EqN ,
xk.∇V (xk) = 0 and (xk − xj).∇Σ(xk − xj) = 0 for all k, j ∈ {1, .., N}.
We now prove those claims.
Proof of Proposition 5.5.
Take (qk, pk)1≤k≤N a solution of (11), we start by setting the concequences of our
previous results. From Lemma 5.1, the empirical density fˆNt =
1
N
∑N
k=1 δ(qk(t),pk(t))
solves (1)-(3). According to Theorem 3.1, we can find E1 such that
1
N
N∑
k=1
|pk|2
2
+ V (qk) ≤ E1.
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Therefore if limx→∞ V (x) = +∞ or if (qk, pk)1≤k≤N ∈ Cb(R+, (Rd×Rd)N ), we can
find a compact set K such that for any t ≥ 0 and any k ∈ {1, .., N}, qk(t) ∈ K.
From Theorem 4.1-1), we get
lim
t→∞W1(fˆ
N
t , SEq) = 0. (77)
We now set
J :
(
KN , | · |
)
−→
(
M1+(Rd × Rd),W1
)
J : (xk, vk)1≤k≤N 7−→ 1
N
N∑
k=1
δ(xk,vk).
and we explain our strategy: in a first step, we prove that (77) allows us to
deduce limt→∞D
(
(qk(t), pk(t))1,≤k≤N ,J −1(SEq)
)
, we conclude in a second step
by proving J −1(SEq) = EqN .
Step 1: topological considerations
It is clear that J is continuous, therefore any accumulation points of (fˆN(t))t≥0
belongs to J (KN) by compactness. Thanks to (77), we already deduce
lim
t→∞W1
(
J ((qk(t), pk(t))1≤k≤N),J (KN) ∩ SEq
)
= 0. (78)
Taking X = (xk, vk)1≤k≤N inKN and ς in SN , we define the natural action ofSN
on KN by setting X ς := (xς(k), vς(k))1≤k≤N , we note X¯ ∈ KN/SN the element
{X ς | ς ∈ SN}. It is clear that J (X) = J (Y ) if and only if we can find ς such
that Y = X ς therefore J can be restricted in a continuous bijection
J¯ :
(
KN/SN , D¯
)
−→
(
J (KN),W1
)
J¯ : (xk, vk)1≤k≤N 7−→
1
N
N∑
k=1
δ(xk,vk)
(for the quotient distance D¯(X¯, Y¯ ) := minX∈X¯,Y ∈Y¯ D(X, Y )). Since K
N is com-
pact, KN/SN is also compact. Hence J¯
−1 is continuous and we get from (78)
lim
t→∞ D¯
(
(qk(t), pk(t))1,≤k≤N , J¯
−1 (J (KN) ∩ SEq)) = 0. (79)
Obviously, for any subset A of J (KN), ∪µ∈AJ¯ −1(µ) = J −1(A) as well as(
J −1(A)
)ς
= J −1(A) for all ς in SN . It allows us to transform (79) in
lim
t→∞D
(
(qk(t), pk(t))1,≤k≤N ,J −1(SEq)
)
= 0 (80)
(for the usual distance D(x, y) = |x− y| on (Rd × Rd)N).
Step 2: conclusion
In order to conclude, we now prove that J −1(SEq) is the set of equilibrium of
(11). Take (xk,0, vk,0)1≤k≤N in J −1(SEq). Coming back to definition 2.6, and
solving (26) for ρ = 1
N
∑N
k=1 δxk,0 with the initial data g0 =
1
N
∑N
k=1 δ(xk,0,vk,0), it
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means that the unique solution (xk, vk)1≤k≤N of
x˙k = vk,
v˙k = −∇xV (xk) + κ
N
N∑
j=1
∇xΣ(xk − x0,j)

xk(0) = xk,0
vk(0) = vk,0
(81)
satisfies for any t ≥ 0,
1
N
N∑
k=1
δxk(t) =
1
N
N∑
k=1
δxk,0.
For any t ≥ 0, it allows us to deduce that (xk(t))1,≤k≤N ∈ {(x0,ς(k))1≤k≤N | ς ∈
SN} and since {(xk(t), vk(t))1≤k≤N | t ≥ 0} is connex xk(t) = xk,0 for all k, t.
Thanks to (81), we deduce first vk(t) = 0 for all k, t and then
κ
N
∑N
j=1∇xΣ(xk(t)−
x0,j)−∇xV (xk(t)) = 0. Finally, (xk, vk)1≤k≤N ∈ J −1(SEq) if and only if
vk = 0
κ
N
N∑
j=1
∇xΣ(xk − xj)−∇xV (xk) = 0
for all k ∈ {1, .., N}.
Therefore, J −1(SEq) = EqN and the result follows by (80).
Proof of Theorem 5.3.
Radial case
We first simplify the expression of EqN by assuming that Σ is radially symmetric.
Take (xk, vk)1≤k≤N ∈ EqN , from Lemma 5.6, we get∇Σ(xk−xj) = 0 for all k, j ∈
{1, .., N}. Since for all k ∈ {1, .., N} we also have ∇xV (xk) = κN
∑N
j=1∇xΣ(xk −
xj) by (76), we get ∇V (xk) = 0 for all k as well. We have proved
EqN =
{
(xk, vk)1≤k≤N
∣∣∣∇xV (xk) = ∇xΣ(xk − xℓ) = vk = 0 for all k, ℓ}. (82)
Proof of (1):
If x.∇V (x) > 0 for all x 6= 0, then according to Lemma 5.6, EqN = {(0, 0)⊗N}.
If Σ is radially symmetric and if ∇V does not cancel on Rd \ {0}, then the same
conclusion holds by(82). According to Proposition 5.5, we have proved
lim
t→∞(qk(t), pk(t)) = (0, 0) for all k ∈ {1, .., N}.
Proof of (2)(i)-(iv):
We now assume that Σ is radially symmetric such that
∇Σ(x) 6= 0 for all x ∈ B(0, r) \ {0} (83)
for some r > 0. Take (xk, vk)1≤k≤N ∈ EqN , for all k, ℓ ∈ {1, .., N} according to
(82) and (83), |xk − xℓ| ∈ {0} ∪ [r,+∞). Then, thanks to Proposition 5.5,
lim
t→∞D
(
|qk(t)− qℓ(t)|, {0} ∪ [r,+∞)
)
= 0.
40
Since t 7→ |qk(t)− qℓ(t)| is continuous, we get
lim
t→∞ |qk(t)− qℓ(t)| = 0 or lim inft→∞ |qk(t)− qℓ(t)| ≥ r for all k, ℓ ∈ {1, .., N}.
It allows us to find m and (Ik)1≤k≤m such that for all k 6= ℓ in {1, .., m}
lim
t→∞maxi,j∈Ik
|qi(t)− qj(t)| = 0, and lim inf
t→∞ min(i,j)∈Ik×Iℓ
|qi(t)− qj(t)| ≥ r.
From (82) and Proposition 5.5, we have proved (i)-(iv).
Uniform bound on m
We now suppose that ∇V −1({0}) ⊂ B(0, R). For all k ∈ {1, .., m}, we pick
ik ∈ Ik. Fixing ǫ > 0, we can find t ≥ 0 such that for all k 6= l in {1, .., m},
B
(
qik(t),
r − ǫ
2
)
∩ B
(
qil(t),
r − ǫ
2
)
= ∅ and B
(
qik(t),
r − ǫ
2
)
⊂ B
(
0, R +
r
2
)
.
By considering the measure of those sets, we get mωd
(
r−ǫ
2
)d ≤ ωd(R + r2)d.
Taking ǫ as small as desired, it can be recast as m ≤
(
2R+r
r
)d
.
Proof of Lemma 5.6.
Assume (M) and take (xk, vk)1≤k≤N ∈ EqN , for all k ∈ {1, .., N} we have
xk.∇xV (xk)− κ
N
N∑
j=1
xk.∇xΣ(xk − xj) = 0. (84)
In view of summing those identity for all k ∈ {1, .., N}, we make the following
computation:
N∑
k=1
N∑
j=1
xk.∇Σ(xk−xj) =
N∑
k=1
N∑
j=1
(xk − xj).∇Σ(xk − xj) +
N∑
k=1
N∑
j=1
xj .∇Σ(xk − xj)
=
N∑
k=1
N∑
j=1
(xk − xj).∇Σ(xk − xj) +
N∑
j=1
N∑
k=1
xk.∇Σ(xj − xk)
Since Σ is even, we get
N∑
k=1
N∑
j=1
xk.∇Σ(xk − xj) = 1
2
∑
1≤k,j≤N
(xk − xj).∇Σ(xk − xj). (85)
Summing (84) for all k ∈ {1, .., N}, (85) allows us to deduce
N∑
k=1
xk.∇V (xk)− κ
2N
∑
1≤k,j≤N
(xk − xj).∇Σ(xk − xj) = 0. (86)
Thanks to (M), all the terms involved in (86) are non negative, by assuming
(xk, vk)1≤k≤N ∈ EqN , we have established
xk.∇V (xk) = 0 and (xk − xj).∇Σ(xk − xj) = 0 for all k, j ∈ {1, .., N}.
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5.3 Mean-field limit
We now introduce some probability on the intial distribution of particle. Our
motivation is to exhibit some lower bounds on the convergences proved in the
last subsection in a "typical initial configuration", the meaning of this expression
is given by the following hypothesis
(H6) (qk,0, pk,0)k∈N is identically distributed according to f0 ∈ P(Rd × Rd).
Once again for all N > 0, we consider (qNk , p
N
k )1≤k≤N , the solution of (11)-(12)
and the empirical density fˆNt =
1
N
∑N
k=1 δ(qNk (t),pNk (t)) and we warm the reader that
those object are now random variable depending on the initial configuration. The
system is now described by the measure f
(N,N)
t acting on (R
d × Rd)N such that
f
(N,N)
t (A) = P[(qN1 (t), pN1 (t), ..., qNN (t), pNN(t)) ∈ A].
Thanks to the symetry in (11), at any time t the particles stay identically dis-
tributed according to the probability law of one particle f
(1,N)
t , the first marginal
of f
(N,N)
t :
f
(1,N)
t (A) :=
∫
A×(Rd×Rd)N−1
df
(N,N)
t = P[(q
N
1 (t), p
N
1 (t)) ∈ A].
The measure E[fˆNt ] is identically equal to f
(1,N)
t since for all Borel subset A of
Rd × Rd,
E[fˆNt (A)] =
1
N
N∑
k=1
E[δ(qN
k
(t),pN
k
(t))(A)] =
1
N
N∑
k=1
P[(qNk (t), p
N
k (t)) ∈ A] = f (1,N)t (A).
When N goes to infinity we have proved in [17] that fˆN and eventually f (1,N)
converges to a solution of (1)-(4). From Proposition 5.5, we know that those
measures get concentrated on Rdx × {0} in large time. However when V is a
confining potential, we will see that this localisation of the measure is impossible
for any solution of (1)-(4) with an initial data f0 ∈ L1(Rd ×Rd). We summarize
those informations in the following result:
Theorem 5.7 Mean-field limit
Assume (H1)-(H6),
1. Almost surely, from any subsequence of (fˆN)N≥1we can extract a subsequence
(fˆNk)k≥1 and find f , a solution of (1)-(4) such that
lim
k→∞
sup
0≤t≤T
W1(fˆ
Nk
t , ft) = 0 for all T > 0.
2. If ∇2V ∈ L∞(Rd), then for all t ≥ 0 we can find C(t) explicit such that
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(i) W1(f
(1,N)
t , ft) ≤
C(t)√
N
.
(ii) E
[∣∣∣∣∫
Rd×Rd
χ df̂Nt −
∫
Rd×Rd
χ dft
∣∣∣∣] ≤ C(t)‖∇χ‖L∞ + ‖χ‖L∞√
N
for any test
function χ ∈W 1,∞(Rd × Rd).
3. If limt→∞ V (x) = +∞ and f0 ∈ L1(Rd × Rd) then there exists Θ > 0
depending on f0, V , ‖P‖L1(R), ‖Σ‖W 2,∞(Rd) and ‖∇xΦ0‖L1(R+,L∞(Rd)) such
that for all solution of (1)-(4) with initial data f0,
(i) lim inf
t→∞ W1(fˆ
N(t), f(t)) ≥ Θ surely,
(ii) lim inf
t→∞ W1(f
(1,N)(t), f(t)) ≥ Θ.
We point out that the proof of Theorem 5.7 allows us to explicit the constant Θ.
However, the values available by this method would be far to be optimal in most
of the practical situations. With the restrictions of Theorem 5.3, one can get
Proposition 5.8 Assume (M) and suppose that Σ is radially symmetric, f0 ∈
L∞(Rd × Rd) and (∇V )−1({0}) ⊂ B(0, R) for some R ≥ 0 then one can take
• Θ = d
d+1
[
(ω2d(d+ 1)(R + 1)
d‖f0‖L∞(Rd×Rd))− 1d ∧ 1
]
when R > 0.
• Θ = 2d
2d+1
[
(ω2d(2d+ 1)‖f0‖L∞(Rd×Rd))− 12d ∧ 1
]
when R = 0.
Remark 5.9 Comments
• The two first points of Theorem 5.7 are classical and mostly already es-
tablished (both in a different probabilistic context) in [17] where they al-
lowed us to justify the physical validity of (1)-(4) with a continuous density
f0 ∈ L1(Rd × Rd).
• When lim|x|→∞ V (x) = +∞, {fˆN(t)}t≥0 and {f(t)}t≥0 are both compact for
the topology defined by the Kantorowich-Rubinstein distance W1. Theorem
5.7-3) allows us to deduce that there is no orbital stability to expect for any
distance weak enough to allow a sequence of finite sum of Dirac measures
to approximate a function f ∈ L1(Rd × Rd).
Remark 5.10 Following the proof of Theorem 5.7-2) steps by steps, one can get
C(T ) = 3‖∇Σ‖L∞(Rd)
∫ T
0
‖p‖L1(0,t)
(
1 +
∫ T
t
exp
( ∫ T
s
r2(τ) dτ
)
ds
)
dt,
r2(t) := 1 + ‖∇2V ‖L∞(Rd) + ‖∇2Φ0‖L∞([0,t]×Rd) + 2‖∇2Σ‖L∞(Rd)‖p‖L1(0,t).
When λ := ‖r2‖L∞(R+) is well defined, it leads to the simpler estimate
C(T ) ≤ 3‖∇Σ‖L∞(Rd)‖p‖L1(R+)
(
T +
eλT − 1− λT
λ2
)
.
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Proof of Theorem 5.7.
Proof of (1)
Thanks to (H6), for any ϕ ∈ Cb(Rd × Rd) and any k in {1, ..., N}, we already
have E[ϕ(qk,0, pk,0)] =
∫
Rd×Rd ϕ(x, v) df0(x, v). The strong law of large numbers
and the separability of C0(R
d × Rd) allows us to deduce almost surely, for all ϕ
in C0(R
d × Rd)∫
Rd×Rd
ϕ(x, v) dfˆN0 =
1
N
N∑
k=1
ϕ(qk,0, pk,0) −−−→
N→∞
∫
Rd×Rd
ϕ(x, v) df0
while for all N ≥ 0, ∫Rd×Rd dfˆN0 = ∫Rd×Rd df0 = 1. It is enough to ensure that fN0
converges to f0 for the weak topology on Cb(R
d × Rd). Since the Kantorowich-
Rubinstein distance metrizes this topology, we deduce
lim
N→∞
W1(fˆ
N
0 , f0) = 0 almost surely. (87)
For all (qk,0, pk,0)1≤k≤N , thanks to Lemma 5.1, (fˆN)N≥1 is a sequence of solution
of (1)-(3). From any subsequence of (fˆN)N≥1, the arguments of the first step
of the proof of Lemma 4.7 allows us to extract a subsequence Nk and to find a
measure valued function f such that for all χ in C0(R
d × Rd),
lim
k→∞
∫
Rd×Rd
χ(x, v) dfˆNkt (x, v) =
∫
Rd×Rd
χ(x, v) dft(x, v) (88)
holds uniformly on all compact set of [0,+∞). From now the proof is classical,
we just summarize the main arguments by sake of completeness. According to
(87), (fˆN0 )N≥1 is tight, from (24) and Lemma 2.5, we deduce that (fˆ
Nk
t )k is time-
uniformly tight on all compact set of [0,+∞). It allows us to improve (88) in
lim
k→∞
sup
0≤t≤T
W1(fˆ
Nk(t), f(t))) = 0 for all T > 0. (89)
As in the second step of the proof of Lemma 4.7 all the linear term of (1) pass
through the limit when k goes to infinity
∂tfˆ
Nk + v.∇xfˆNk −∇x(V + Φ0).∇vfˆNk ⇀
k→∞
∂tf + v.∇xf −∇x(V + Φ0).∇vf,
while thanks to (89) and (15),
lim
k→∞
‖∇xΣ ∗ ρˆNk −∇xΣ ∗ ρf‖L∞([0,T ]×Rd) = 0.
For all χ ∈ D((0, T ) × Rd × Rd), it is enough to prove the weak convergence of
the non linear term:
lim
k→∞
∫
(0,T )×Rd×Rd
∇vχ(t).
( ∫ t
0
∇x(Σ ∗ ρˆNk(s))p(t− s) ds
)
dfˆNt (x, v) dt
=
∫
(0,T )×Rd×Rd
∇vχ(t).
( ∫ t
0
∇x(Σ ∗ ρf(s))p(t− s) ds
)
dft(x, v) dt.
Therefore, f solves (1)-(4).
Proof of (2)-(i)
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The result has already been proved in [17] where an understanding of stochastic
PDEs is required due to the presence of an additionnal diffusion term in (1)
(which can be taken equal to 0). We just introduce the objects (simpler here)
involved in the previous proof before inviting the reader to skip in [17].
We now suppose ∇2V ∈ L∞(Rd) and we point out that the solution of (1)-(4) is
unique thanks to Theorem 3.1-2). In order to simplify the expressions we set
L(h)(t, x) =
∫ t
0
p(t− s)Σ ∗ ρh(s) ds.
(qk,0, pk,0)k≥1 still defined by (H6), we introduce a new sequence of random vari-
able (q˜k, p˜k)k≥1 defined by the following ordinary differential equation:
d
dt
q˜k = p˜k,
d
dt
p˜k = −∇x(V + Φ0 −L(f))(q˜k)

q˜k(0) = qk,0,
p˜k(0) = pk,0.
(90)
By construction q˜k(0) = q
N
k (0) and p˜k(0) = p
N
k (0). From (H6), for any t ≥ 0,
(q˜k(t), p˜k(t))k≥1 is a family of random variable iid. We temporary write µt, their
common law. Still according to to (H6) and the initial condition in (90), µ0 = f0.
For any ϕ in D(Rd × Rd), thanks to (90),
d
dt
ϕ(q˜1, p˜1) = p˜1.∇xϕ(q˜1, p˜1)−∇x(V + Φ0 − L(f))(q˜1).∇vϕ(q˜1, p˜1).
We integrate this expression on [0, T ] and take the expected value, we get for µ:∫
Rd×Rd
ϕ dµT −
∫
Rd×Rd
ϕ df0
=
∫ T
0
∫
Rd×Rd
(v.∇xϕ(x, v)−∇x(V + Φ0 − L(f))(x).∇vϕ(x, v)) dµt dt
which is a weak formulation of{
∂tµ+ v.∇xµ = ∇x(V + Φ0 − L(f)).∇vµ
µ(0) = f0.
solved by f . Hence by uniqueness µ ≡ f .
We now estimate the difference between (qNk , p
N
k )1≤k≤N and (q˜k, p˜k)1≤k≤N . From
(11) and (90), we get for all k
d
dt
(qNk − q˜k) = pNk − p˜k
d
dt
(pNk − p˜k) =
(
∇xV (q˜k)−∇xV (qNk )
)
+
(
∇xΦ0(q˜k)−∇xΦ0(qNk )
)
+
(
∇xL(fˆN)(qNk )−∇xL(fˆN)(q˜k)
)
+∇xL(f − fˆN)(q˜k).
Setting zNk = (q
N
k , p
N
k ), z˜k = (q˜k, p˜k) and
r1(t) = 1 + ‖∇2V ‖L∞(Rd) + ‖∇2Φ0(t)‖L∞(Rd) + ‖∇2Σ‖L∞(Rd)‖p‖L1(0,t)
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we get
d
dt
|zNk − z˜| ≤ r1(t)|zNk − z˜|+ |∇xL(f − fˆN)(q˜k)|.
As announced we now invite the reader to skip in the proof of Theorem 5.3 in
[17] to get directly for all i
E
[
sup
0≤t≤T
|zNi − z˜i|(t)
]
≤ C(T )√
N
. (91)
Since f
(1,N)
t and ft are the respective laws of z1(t) and z˜1(t), the law πt of
(z1(t), z˜1(t)) is a coupling of (f
(1,N)
t , ft). From the definition of the Kantorowich-
Rubinstein distance we get
W1
(
ft, f
(1,N)
t
)
≤
∫
(Rd×Rd)2
|z − z˜| ∧ 1 dπt(z, z˜) = E
[
|zNi (t)− z˜i(t)| ∧ 1
]
≤ C(T )√
N
.
Proof of (2)-(ii)
The second estimate is also a direct concequence of (91):
E
[∣∣∣∣∫
Rd×Rd
χ df̂Nt −
∫
Rd×Rd
χ dft
∣∣∣∣] = E
[∣∣∣∣∣ 1N
N∑
i=1
χ(zi(t))−
∫
Rd×Rd
χ dft
∣∣∣∣∣
]
≤ E[|χ(z1(t))− χ(z˜1(t))|] + E
[∣∣∣∣∣ 1N
N∑
i=1
χ(z˜i(t))−
∫
Rd×Rd
χ dft
∣∣∣∣∣
]
≤ ‖∇χ‖L∞C(t)√
N
+ E
[∣∣∣∣∣ 1N
N∑
i=1
χ(z˜i(t))− E[χ(z˜1(t))]
∣∣∣∣∣
]
≤ ‖∇χ‖L∞C(t)√
N
+
(Var[χ(z˜1(t))])
1/2
√
N
≤ C(t)‖∇χ‖L∞ + ‖χ‖L∞√
N
,
where we have just applied (91) to estimate the first term and the law of large
numbers to the family (χ(z˜i(t))1≤i≤N to deal with the second term.
Proof of (3):
We recall the preservation of the measure by the flow ϕ defined by (23). For any
R, η > 0, we estimate∫
Rdx×B(0,η)
f(t, x, v) dx dv ≤
∫
B(0,R)×B(0,η)
f0(ϕ
0
t (x, v)) dx dv
+
(
sup
|x|≥R
1
V (x)
) ∫
(∁B(0,R))×B(0,η)
f(t, x, v)V (x) dx dv
≤ sup
|A|≤(ωd)2Rdηd
∫
A
f0 dx dv + E1 sup
|x|≥R
1
V (x)
Fixing ǫ > 0, R such that E1 sup|x|≥R 1V (x) ≤ ǫ/2 and then η small enough to
ensure sup|A|≤(ωd)2Rdηd df0(A) ≤ ǫ/2, we get at any time∫
Rdx×B(0,η)
f(t, x, v) dx dv ≤ ǫ
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Thanks to (15), we get first
W1(ft, fˆ
N
t ) ≥
∫
Rd×Rd
(1 ∧ |v|)f(t, x, v) dx dv −
∫
Rd×Rd
(1 ∧ |v|) dfˆNt (x, v)
≥ (1 ∧ η)
∫
|v|≥η
f(t, x, v) dx dv − 1
N
N∑
k=1
(1 ∧ |pNk (t)|)
≥ (1 ∧ η)(1− ǫ)− 1
N
N∑
k=1
(1 ∧ |pNk (t)|).
The second term goes to 0 by Proposition 5.5, taking Θ = (1 ∧ η)(1 − ǫ), we
deduce (i). By the same way for f (1,N), we have
W1(ft, f
(1,N)
t ) ≥
∫
Rd×Rd
(1 ∧ |v|)f(t, x, v) dx dv −
∫
Rd×Rd
(1 ∧ |v|) df (1,N)t (x, v)
≥ (1 ∧ η)(1− ǫ)− E[1 ∧ |pN1 (t)|].
and Proposition 5.5 allows us to get (ii) as well thanks to the dominated conver-
gence theorem.
We now exhibit some better estimates on Θ.
Proof of Proposition 5.8.
Thanks to (24), ‖f(t)‖L∞(Rd×Rd) = ‖f0‖L∞(Rd×Rd) for all t ≥ 0. We set
χR(x, v) := d
(
(x, v), BRdx(0, R)× {0Rdv}
)
∧ 1 = ([|x| − R]2+ + |v|2)1/2 ∧ 1. (92)
Combining the definitions of fˆN , f (1,N) and (15), we have
W1(ft, fˆ
N
t ) ≥
∫
Rd×Rd
χR(x, v)ft(x, v) dx dv − 1
N
N∑
k=1
χR(q
N
k (t), p
N
k (t))
W1(ft, f
(1,N)) ≥
∫
Rd×Rd
χR(x, v)ft(x, v) dx dv − E
[
χR(q
N
1 (t), p
N
1 (t))
] (93)
While thanks to Theorem 5.3,
lim
t→∞
1
N
N∑
k=1
χR(q
N
k (t), p
N
k (t)) = 0, limt→∞E
[
χR(q
N
1 (t), p
N
1 (t))
]
= 0. (94)
In order to conclude we just have to find a time uniform lower bound on∫
Rd×Rd χR(x, v)ft(x, v) dx dv.
Estimate when R = 0:
For all η ∈ [0, 1] and all t ≥ 0, we have∫
Rd×Rd
χ0(x, v)ft(x, v) dx dv =
∫
Rd×Rd
(|(x, v)| ∧ 1)ft(x, v) dx dv
≥ η
∫
|(x,v)|≥η
ft(x, v) dx dv
≥ η
(
1−
∫
|(x,v)|≤η
ft(x, v) dx dv)
≥ η
(
1− ω2dη2d‖f0‖L∞(Rd×Rd)
)
=: g(η).
(95)
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By computing the derivative of g, we get easily
max
0≤η≤1
g(η) =
 2d2d+1
(
(2d+ 1)ω2d‖f0‖L∞(Rd×Rd)
)−1
2d if ω2d‖f0‖L∞(Rd×Rd) ≥ 12d+1 ,
1− ω2d‖f0‖L∞(Rd×Rd) if ω2d‖f0‖L∞(Rd×Rd) ≤ 12d+1 .
In both cases max
0≤η≤1
g(η) ≥ 2d
2d+ 1
[
(ω2d(2d+ 1)‖f0‖L∞(Rd×Rd))−
1
2d ∧ 1
]
.
Estimate when R > 0:
When R > 0 we proceed as in (95) in order to get for all t ≥ 0 and all η ∈ [0, 1],∫
Rd×Rd
χR(x, v)ft(x, v) dx dv ≥ η
(
1− |Kη,R|‖f0‖L∞(Rd×Rd)
)
(96)
where we have set
KR,η = {(x, v) | χR(x, v) ≤ η} =
{
(x, v)
∣∣∣|v| ≤ η, |x| ≤ R + (η2 − |v|2)1/2}
⊂ BRdx(0, R + 1)×BRdv(0, η).
Inserting the bound |KR,η| ≤ ω2d(R + 1)dηd into (96), we get as above∫
Rd×Rd
χ0(x, v)ft(x, v) dx dv ≥ d
d+ 1
[
(ω2d(d+ 1)(R + 1)
d‖f‖L∞(Rd×Rd))−
1
d ∧ 1
]
.
In both cases, we have established∫
Rd×Rd
χR(x, v)ft(x, v) dx dv ≥ Θ for all t ≥ 0. (97)
Combining (93), (94) and (97), we have proved Proposition 5.8.
5.4 Lower bounds for the convergences and conclusion
For any Z1 = (x
1
k, v
1
k)1≤k≤N and Z2 = (x
2
k, v
2
k)1≤k≤N in (R
d ×Rd)N , we define the
distance DN(Z1, Z2) :=
1
N
∑N
k=1(|x1k−x2k|2+ |v1k−v2k|2)1/2∧1. We end by proving
that the convergences established by Theorem 5.3 and Proposition 5.5 turn to
be slower and slower when N goes to infinity.
Proposition 5.11 Assume (H1)-(H6), (M) and suppose that Σ is radially
symmetric, f0 ∈ L∞(Rd × Rd) and (∇V )−1({0}) ⊂ B(0, R) for some R ≥ 0.
Taking Θ defined by Proposition 5.8, we have
1. Almost surely for all t ≥ 0,
lim inf
N→∞
DN
(
(pk(t), qk(t))1≤k≤N , Eq
N
)
≥ Θ.
2. If ∇2V ∈ L∞(Rd), then taking C(t) given by Remark 5.10), for all N, t ≥ 0
and ǫ ∈ (0,Θ), we have explicitely
(i) E
[
DN
(
(pk(t), qk(t))1≤k≤N , EqN
)]
≥ Θ− C(t)√
N
48
(ii) P
[
DN
(
(pk(t), qk(t))1≤k≤N , EqN
)
≤ Θ− ǫ
]
≤ 1 + C(t)
ǫ
√
N
Before proving Proposition 5.11, we now explain the division in four periods
announced in the introduction. Assuming (H1)-(H6) and lim|x|→∞ V (x) = +∞,
we take f0 ∈ L1(Rd×Rd) such that (1)-(4) has a unique solution (we remind the
reader that a uniqueness condition is given in Theorem 3.1-2). To fix the ideas,
we take 0 < ǫ << Θ and we define the following times
T1,ǫ = max{t ≥ 0 | W1(f(t), SEq) ≥ ǫ}
TN2,ǫ = min{t ≥ 0 | W1(f(t), fˆN(t)) ≥ ǫ}
TN3,ǫ = max{t ≥ 0 | DN((qNk (t), pNk (t))1≤k≤N , EqN) ≥ ǫ}
T1,ǫ and T
N
3,ǫ are well defined thanks to Theorem 4.1 and Proposition 5.5. T
N
2,ǫ
is almost surely well defined thanks to Theorem 5.7-1). According to Theorem
5.7-1), limN→∞ TN2,ǫ = +∞ almost surely; if N is large enough then TN2,ǫ ≥ T1,ǫ.
By construction of Θ, we always have TN3,ǫ ≥ TN2,ǫ. By definition of those times we
deduce the following behaviour:
1. On [0, T1,ǫ] the empirical density is close to f , it moves from its initial value
to get in an 2ǫ-neighbourhood of SEqf0, the set of spatially-stationary states
dynamiquely accessible by a solution of (1)-(4).
2. On [T1,ǫ, T
N
2,ǫ], the empirical density is still close to f and located in a 2ǫ-
neighbourhood of SEqf0. The empirical spatial density is quasi-stationary
due to Proposition 2.7-2).
3. On [TN2,ǫ, T
N
3,ǫ], f is no longer a good approximation of fˆ
N . The empirical
density leaves the neighbourhood of SEqf0 to to get in a ǫ-neighbourhood
of J (EqN ).
4. On [TN3,ǫ,+∞), the particles are close to EqN , the set of equilibrium of
the system. Their speeds go to 0 while their positions are at least quasi-
stationary and possibly converge (surely under (M) and x.∇V (x) > 0 on
Rd \ {0} thanks to Theorem 5.3).
We end by proving Proposition 5.11.
Proof of Proposition 5.11.
According our assumptions and thanks to (82) and , EqN ⊂ (BRdq (0, R)×{0Rdp})N .
Taking χR defined by (92), it allows us to deduce for any N, t ≥ 0
DN(pk(t), qk(t))1≤k≤N , EqN) ≥ 1
N
N∑
k=1
χR(pk(t), qk(t))
=
∫
Rd×Rd
χR(x, v) dfˆ
N
t (x, v).
(98)
Proof of (1)
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Taking f a solution of (1)-(4) and splitting fˆNt = ft + (fˆ
N
t − ft) from (97) and
(15), we get
DN((qNk , p
N
k )1≤k≤N , Eq
N) ≥ Θ−W1(fˆN(t), f(t)). (99)
We now take a subsequence Nℓ such that
lim
ℓ→∞
DNℓ((qNℓk , p
Nℓ
k )1≤k≤Nℓ , Eq
Nℓ) = lim inf
N→∞
DN(pk(t), qk(t))1≤k≤N , EqN)
Almost surely from Theorem 5.7-1), we can extract a subsequence (still noted
fˆNℓ) and find f a solution of (1)-(4) such that limℓ→∞W1(fˆNℓ(t), f(t)) = 0.
coming back to (99), we have proved
lim inf
N→∞
DN
(
(pk(t), qk(t))1≤k≤N , Eq
N
)
≥ Θ.
Proof of (2i)
The proof is very similar to the previous one. For all t ≥ 0, taking the expected
value in (98) we get as well
E[DN((qNk , p
N
k )1≤k≤N , Eq
N)] ≥
∫
Rd×Rd
χR(x, v) df
(1,N)
t (x, v).
Splitting f
(1,N)
t = ft + (ft − f (1,N)t ), from (97) and (15), we deduce
E[DN((qNk , p
N
k )1≤k≤N , Eq
N)] ≥ Θ−W1(f (1,N)t , f(t))
The result follows directly from Theorem 5.7-2i).
Proof of (2ii)
Applying successively (98), (97) and the Markov inequality, we get
P
[
DN(pk(t), qk(t))1≤k≤N , EqN) ≤ Θ− ǫ
]
≤ P
[
1
N
N∑
k=1
χR(pk(t), qk(t)) ≤ Θ− ǫ
]
≤ P
[
1
N
N∑
k=1
χR(pk(t), qk(t)) ≤
∫
Rd×Rd
χR(x, v) dft(x, v)− ǫ
]
≤ P
[∣∣∣∣∫
Rd×Rd
χR(x, v) dfˆ
N
t (x, v)−
∫
Rd×Rd
χR(x, v) dft(x, v)
∣∣∣∣ ≥ ǫ]
≤ 1
ǫ
E
[∣∣∣∣∫
Rd×Rd
χR(x, v) dfˆ
N
t (x, v)−
∫
Rd×Rd
χR(x, v) dft(x, v)
∣∣∣∣] .
And the result follows directly from Theorem 5.7-2ii).
6 Appendix
A) Non trivial spatially-stationary states
We now gives some examples of spatially-stationary states which are not station-
ary. In that purpose, we will use some simple property of the the linear Vlasov
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equation for the harmonic potential V (x) = |x|
2
2
:
∂tf + v.∇xf = x.∇vf. (100)
Setting
Af = ∆v∆xf − divv(∇x(divv(∇xf))),
our examples can easily be constructed thanks to the following observation
Lemma 6.1 Assume d ≥ 2 and take f ∈W 4,1(Rd × Rd).
(i) If f solves (100) for the initial data f0 then Af solves (100) for the initial
data Af0 .
(ii) f0 is a stationary solution of (100) if and only if Af0 is.
d ≥ 2, Σ and p being fixed, we pick h and χ such that
• h ∈ L1(Rd ×Rd) and h is a stationary state of (100),
• χ ∈W 4,1(Rd ×Rd) and χ is not a stationary state of (100),
• f0 := h + Aχ ≥ 0.
ρh being the spatial density of h, we choose the external potential V such that
(26) for ρ = ρh can be simplified as (100):
V (x) :=
|x|2
2
+ κ(Σ ∗ ρh)(x)
By construction, Sρhg solves (100) for all g ∈ M1+(Rd × Rd). On the one hand
Sρhf0 = h + Sρh(Aχ) and Lemma 6.1-ii) allows us to deduce that f0 is not a
stationary state of (100). On the other hand for any t ∈ R, thanks to Lemma
6.1-i), ∫
Rdv
Sρht f0(x, v) dv = ρh +
∫
Rdv
ASρht χ(x, v) dv = ρh = ρ0.
(the two last identity are obtained by integration by part thanks to the expression
of A). Hence, f0 ∈ SEq while t 7→ Sρ0t f0 is not stationary.
Remark 6.2 We also point out that:
• f0 can be chosen as smooth as desired, even analytic or compactly supported.
• The mapping t 7→ Sρ0t f0 is 2π-periodic as all the solutions of (100), no
damping can be expected in large time for the distribution function.
• t 7→ Sρ0t f0 also solves (1)-(4) for Φ0(t) = P (t)Σ ∗ ρ0 and V = V + κΣ ∗ ρh.
Proof of Lemma 6.1.
We consider the partial Fourier tranform on the phase space
fˆ(k, ξ) =
∫
Rd×Rd
f(x, v)e−i(k.x+ξ.v) dx dv.
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If f solves (100), then for fˆ we get
∂tfˆ = −(−i)∇ξ.(−ikfˆ) + (−i)∇k.(−iξfˆ)
= −ξ.∇kfˆ + k∇ξfˆ .
Therefore, f solves (100) if and only if fˆ does too. One can check that for
a(k, ξ) = |k|2|ξ|2 − (k.ξ)2, we have Âf = afˆ and that a is (at least formaly) a
stationary solution of (100). For all f solution of (100) with initial data f0, since
fˆ also solves (100), it follows that afˆ solves (100) as well for the initial data afˆ0.
Applying the inverse Fourier transform, we deduce that Af is a solution of (100)
for the initial data Af0.
By injectivity of the Fourier transform, f0 is a stationary solution of (100) if and
only if fˆ0 is. Since a is a non zero polynomial function in (k, ξ), we have from
[23] ∣∣∣{(k, ξ) ∈ Rd ×Rd |a(k, ξ) = 0}∣∣∣ = 0.
Therefore, fˆ0 is a stationary solution of (100) if and only if afˆ0 is too.
B) Property of σ1 ∗ σ1
According to Lemma 2.1, the parameter Σ involved in the simplification of the
Vlasov-Wave system (1),(3)-(5) is given by Σ = σ1 ∗ σ1. Under (A1), if one also
suppose that x.∇σ1(x) ≤ 0 for all x ∈ Rd, then x.∇Σ(x) ≤ 0 as well thanks to
the following lemma:
Lemma 6.3 Take ϕ1 ∈ C1c (R+) and ϕ2 : R+ → R such that ϕ2(| · |) ∈ L1loc(Rd).
We define u1, u2, u3 : R
d → R by u1(x) = ϕ1(|x|), u2(x) = ϕ2(|x|) and u3 =
u1 ∗ u2. If ϕ1 and ϕ2 are both non increasing then x.∇u3(x) ≤ 0 for all x ∈ Rd.
When Σ = σ1 ∗ σ1, we also point out that ∇2Σ(0) = −1d‖∇σ1‖2L2(Rd)Id as well
as ∇Σ(0) = 0 under (A1). The condition ∇Σ 6= 0 on B(0, r) \ {0} involved in
Theorem 5.3 is always satisfied for some r > 0.
Proof of Lemma 6.3.
Since u1 and u2 are both radially symmetric, u3 is radially symmetric as well.
Setting ϕ3(t) = u3(te1), we just have to prove that ϕ
′
3 ≤ 0 on R+. From the
following expression
ϕ3(t) =
∫
R×Rd−1
ϕ1([(t− y1)2 + |y⊥|2]1/2)ϕ2([y21 + |y⊥|2]1/2) dy1 dy⊥,
we get directly
ϕ′3(t) =
∫
R×Rd−1
y1
[y21 + |y⊥|2]1/2
ϕ′1([y
2
1 + |y⊥|2]1/2)ϕ2([(t− y1)2 + |y⊥|2]1/2) dy1 dy⊥
=
∫
Rd−1
∫ ∞
0
y1
[y21 + |y⊥|2]1/2
ϕ′1([y
2
1 + |y⊥|2]1/2)v(t, y1, |y⊥|) dy1 dy⊥
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where we have set
v(t, y1, r) = ϕ2([(t− y1)2 + r2]1/2)− ϕ2([(t+ y1)2 + r2]1/2).
For all t, y1 ≥ 0, |t − y1| ≤ |t + y1|, since ϕ2 is non increasing, it is enough to
deduce that v(t, y1, r) ≥ 0 for all t, y1, r ≥ 0. We also know that ϕ′1 ≤ 0, therefore
ϕ′3(t) ≤ 0 for all t ≥ 0.
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