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We perform Bayesian analysis of gravitational-wave signals from non-spinning, intermediate-mass black-
hole binaries (IMBHBs) with observed total mass, Mobs, from 50M to 500M and mass ratio 1–4 using
advanced LIGO and Virgo detectors. We employ inspiral-merger-ringdown waveform models based on the
effective-one-body formalism and include subleading modes of radiation beyond the leading (2, 2) mode. The
presence of subleading modes increases signal power for inclined binaries and allows for improved accuracy
and precision in measurements of the masses as well as breaking of degeneracies in distance, orientation and
polarization. For low total masses, Mobs . 50M, for which the inspiral signal dominates, the observed chirp
mass Mobs = Mobs η3/5 (η being the symmetric mass ratio) is better measured. In contrast, as increasing
power comes from merger and ringdown, we find that the total mass Mobs has better relative precision than
Mobs. Indeed, at high Mobs (≥ 300M), the signal resembles a burst and the measurement thus extracts the
dominant frequency of the signal that depends on Mobs. Depending on the binary’s inclination, at signal-to-
noise ratio (SNR) of 12, uncertainties in Mobs can be as large as ∼ 20–25% while uncertainties inMobs are
∼ 50–60% in binaries with unequal masses (those numbers become ∼ 17% versus ∼ 22% in more symmetric
mass-ratio binaries). Although large, those uncertainties in Mobs will establish the existence of IMBHs. We
find that effective-one-body waveforms with subleading modes are essential to confirm a signal’s presence in
the data, with calculated Bayesian evidences yielding a false alarm probability below 10−5 for SNR & 9
in Gaussian noise. Our results show that gravitational-wave observations can offer a unique tool to observe
and understand the formation, evolution and demographics of IMBHs, which are difficult to observe in the
electromagnetic window.
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I. INTRODUCTION
Advanced interferometric gravitational-wave (GW) detec-
tors LIGO and Virgo will be turned on in late 2015 (2016 for
Virgo) and are expected to reach design sensitivity by 2019
[1–4]. At design sensitivity these detectors will operate in
the frequency range from 10 Hz to 1 kHz, with an almost flat
sensitivity from 40 Hz to 1 kHz. In Fig. 1, we show for the ad-
vanced LIGO-Virgo network, the distance reach1 as a function
of observed total mass for the full inspiral-merger-ringdown
signal of binaries consisting of nonspinning black holes (BHs)
and include several multipole modes beyond the dominant
(` = 2,m = 2) mode, as well as higher order post-Newtonian
(PN) corrections (see Sec. II for details) [5]. For nonspin-
ning binary black holes (BBHs) with mass-ratio 1 (mass-ratio
4) of observed total mass ∼ 200M and ∼ 800M, the
distance reach is ∼ 5 Gpc (respectively, ∼ 3 Gpc), with
the largest reach of ∼ 6.5 Gpc (respectively, ∼ 4 Gpc) for
∼ 400M (see Fig. 1). The intrinsic mass (i.e., the rest-frame
mass) of a binary M is related to the observed mass Mobs
by Mobs = (1 + z)M, and so the intrinsic masses detected
1 For a network consisting of two advanced LIGO and Virgo detectors, we
compute the distance reach as the root-mean-square distance, averaged
over the whole sky and polarisation angle, at which the network SNR is
equal to 12. We do not average over the inclination angle, but instead we
use a typical value of pi/3.
at these redshifts are significantly smaller than the observed
masses. As we see from Fig. 1, subleading modes become in-
creasingly important close to coalescence and their impact on
the SNR is relevant for BBHs of total mass & 200 M, espe-
cially for asymmetric binaries whose orbital plane is inclined
with respect to the line-of-sight.
The increase in the distance reach brought about by the use
of subleading modes is greater for these latter systems as com-
pared to face-on, equal-mass systems where the increase is
negligible. When spins are included, the distance reach can
be a factor of two larger (for near maximal BH spins aligned
with the orbital angular momentum) or smaller (for maximal
spins anti-aligned with the orbital angular momentum) [6–8].
Thus, advanced LIGO and Virgo could detect BBHs in the
hundred solar mass range with a SNR = 12 up to z ∼ 2,
depending on the mass ratio of the system and spin.
The above mass range falls in the domain of so-called in-
termediate mass black holes (IMBHs). The formation mech-
anism, evolutionary history and mass function of IMBHs are
largely unknown, as it is very difficult to observe them and
measure their masses in the electromagnetic window. Sev-
eral mechanisms have been proposed for their birth and evo-
lution [8–11]. There is now substantial evidence that galactic
nuclei contain massive BHs of millions to billions of solar
masses but they are believed to have been seeded by lighter
BHs of hundreds or thousands of solar masses (for a review,
see, e.g. Refs. [10, 12]). While there is also firm sup-
port for the existence of stellar mass BH candidates [13], the
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2IMBH population seems to be missing and there is only indi-
rect evidence of their existence. For example, it is suspected
that IMBHs could be responsible for ultra-luminous X-ray
sources. While not all such sources are believed to host an
IMBH [14], some of them do show evidence of BHs of tens
to hundreds of solar masses. These include a stellar mass BH
of < 15M in NGC7793 [15], a more massive 20M–30M
BH in M101 ULX-1 [16] and a∼ 400M IMBH in M82 [17].
At present we do not know of any IMBH binaries
(IMBHB). However, astrophysical scenarios of their forma-
tion have been proposed in the literature, which include hi-
erarchical growth of black holes at galactic nuclei by accre-
tion of gas, stars and compact objects (i.e. neutron stars and
black holes) and dynamical capture of smaller black holes by
nuclear black holes in stellar clusters. Hierarchical models
of structure formation predict that supermassive BHs found
in galactic nuclei might initially be IMBHs that grow to
their current size by accreting gas and merging with other
IMBHs [9, 10, 12, 18–20]. In such a scenario we might expect
mergers of IMBHBs when the Universe began assembling the
large structure at high redshift (z ∼ 10–20). Such mergers
might have continued in the local Universe, but it is very dif-
ficult to compute merger rates as we do not fully understand
the initial conditions for IMBHs (mass function of seed BHs
and their spins), their binaries (orbital parameters at forma-
tion and population as a function of mass ratio), or the process
by which they grow (accretion of gas and merger with other
BHs).
Besides growing their mass by dynamical capture in stellar
clusters, massive BHs may form from the collapse of massive
stars and until recently both observations and theoretical argu-
ments suggested that stars above 150M do not form at non-
zero metallicity. However, recent observations of several stars
with current masses larger than 150M in the R136 region
of the Large Magellanic Cloud triggered a re-analysis [8] of
the possibility that very massive BHs can have stellar origin.
Ref. [8] found that very massive stellar-origin BHs with mass
larger than 100M can form only in low-metallicity environ-
ments (i.e., Z ≤ 0.1–0.4Z), if the initial mass function ex-
tends above 500M and pair-instability supernovae do not de-
stroy stars with mass above 500M. Moreover, the formation
of close massive BH binaries requires that the very massive
stars above 500M expand by a factor of 2 and go through
and survive a common envelope phase. If these requirements
are met, then massive BH binaries are expected to have mass
ratios of at most a few, spins primarily aligned with the orbital
angular momentum, and negligible eccentricity when they en-
ter the advanced LIGO band [21]. If the above requirements
are not met, then they will have too wide a separation to co-
alesce within a Hubble time. However, other phenomena in
dense stellar environments (e.g., cluster binary-single interac-
tions) and in low-density field populations (e.g, Kozai mech-
anism in triple systems) can lower the coalescence time of
wide massive BH binaries. The investigation carried out in
Ref. [8] concluded that on the order of a few massive BH bi-
naries of stellar-origin could be observed by advanced LIGO
and Virgo. However, due to astrophysical and theoretical un-
certainties, the number of detections per year can be as high
FIG. 1. We show the distance reach as a function of the observed
total mass Mobs for several values of the binary mass ratio q. The
reach is computed using a detector network consisting of two ad-
vanced LIGO interferometers and advanced Virgo, using a network
SNR = 12. Detector sensitivities are given by the advanced LIGO
and Virgo design curves [22]; the advanced LIGO design is the zero-
detuned high-power (ZDHP) noise curve. The right y-axis shows
the redshift computed assuming cosmological parameters measured
by the Planck satellite [23]. The continuous curves use inspiral-
merger-ringdown waveforms with the most dominant five modes
(EOBNRv2HM), while the dashed curve only includes the (2, 2) mode
(EOBNRv2). The values here are numerically averaged over sky
location and polarization, with fixed orbital phase and inclination:
{φ, θJN} = {0, pi/3} rad. The coalescence time is also fixed to a
GPS time of tc = 1000000008 s, corresponding to Sept. 14, 2011
01:46:33 UTC.
as hundreds or as low as zero.
In this paper we use state-of-the-art waveform models to
explore how well advanced GW detectors can measure the
physical parameters of an IMBHB. Signals from IMBHB co-
alescences have several important features that should be in-
corporated in a study of how GW observations will help to
measure the parameters of such systems. First, as several pre-
vious studies have already pointed out (see, e.g., Ref. [24]
and references therin), in advanced GW detectors, the plunge,
merger and quasi-normal-mode ringdown phases of evolution
contribute significantly to the detectors’ distance reach if the
binary has a total mass larger than about∼ 50M. This means
that we must use the full signal, that is not only the adia-
batic inspiral phase, but also the merger and ringdown por-
tions. Second, binaries formed in the field will most likely
have negligible eccentricity [25] as they enter the sensitivity
band of advanced detectors and can be assumed to trace quasi-
circular orbits. For binaries undergoing dynamical capture or
Kozai mechanism in star clusters, advanced LIGO and Virgo
might detect mild eccentricities [26], if Mobs ∼ 10–20M.
For massive BHs, we expect negligible eccentricities when the
binary enters the detector band. Indeed, for a fixed mass ratio
and speed at infinity, the pericenter distance at capture is pro-
portional to the total mass [21]. Thus, the frequency at capture
is inversely proportional to the total mass. As a result, larger
3total masses result in lower capture frequencies and thus cir-
cularize more by the time the binary gets to a fixed frequency,
such as 10 Hz.
In this study we assume our systems to have zero eccentric-
ity. Thus the gravitational wave emission in comparable mass
binaries will be dominated by the (` = 2,m = 2) mode at
twice the orbital frequency, at least until merger. Asymmetric
systems with unequal masses, nevertheless, emit radiation at
other multiples of the orbital frequency or subleading modes
(see, e.g., Sec. 10.4 in Ref. [27]). As shown by several au-
thors [28–35] these subdominant modes can be important in
the inspiral phase in improving the accuracy with which pa-
rameters are deduced from GW observations, especially when
the mass ratio of the binary is large. The amplitude of those
subleading modes grow more and more toward merger [5, 36–
38]. As a consequence, relevant properties of the progeni-
tor binary can be recovered from the relative amplitudes of
the subdominant modes excited in the BH remnant [39–44]
and tests of general relativity [45, 46] can be carried out
when those subdominat modes are included during merger
and ringdown. Moreover, for the purposes of signal candidate
detection in template bank searches, Ref. [47] showed that
when constructing banks for BBH searches, the inclusion of
subdominant modes yielded improved sensitivity for systems
with Mobs & 100M and q & 4 (where q ≡ m1/m2 ≥ 1 is
the mass ratio). Third, waveforms from nonspinning BH bi-
naries on quasi-circular orbits are very simple chirp-like sig-
nals, with monotonically increasing frequency and amplitude.
However, BH spins can cause amplitude and phase modula-
tions, so one must ideally include spin effects in the waveform
model, unless the IMBH formation scenario strongly suggests
nonprecessing or negligible spins [8], if the BHs grow their
mass through multiple mergers in stellar clusters. In this pa-
per, however, we will limit ourselves to nonspinning BH bina-
ries as waveforms that include both spin effects and sublead-
ing modes are not yet available.
The rest of the paper is organized as follows. In Sec. II
we describe the inspiral, merger and ringdown template fam-
ily used in our analysis, its parameters and the main features
introduced by the subdominant modes. In Sec. III we review
the basics of Bayesian inference, the sampling technique that
we use (i.e., nested sampling) and the priors employed in our
study. In Sec. IV we discuss how the Bayesian evidence of
the GW signal can be used to confirm detection, how the false
alarm probability can be obtained from the Bayesian evidence,
and how the Bayesian evidence changes depending on the in-
clusion of the subdominant modes. In Sec. V we discuss how
Bayesian parameter measurement depends on the binary’s to-
tal mass, mass ratio, inclusion of subleading modes and pri-
ors, and compare our study to previous ones. We also discuss
the astrophysical implications of these measurements of IMB-
HBs. Finally, in Sec. VI we draw our main conclusions.
II. WAVEFORMS
In this section we will discuss the waveform family used in
this study and the parameters used to describe the signal as ob-
served by a detector. In particular, we discuss the importance
of the subleading modes and the merger and ringdown phases
of the signal for IMBHBs. We demonstrate this by first plot-
ting the signal as observed by an advanced detector and dis-
cuss how the SNR is accumulated as a function of time. We
will also plot the signal power spectrum and highlight the rel-
evance of subleading modes for unequal-mass systems whose
orbital plane is inclined with respect to the line-of-sight.
A. Inspiral-merger-ringdown waveforms and parameters
In this study we employ nonspinning waveforms con-
structed within the effective-one-body (EOB) formalism [48,
49] and calibrated to highly-accurate numerical relativity
(NR) simulations having typical length of 30–40 GW cycles
and mass ratios q ≤ 6 [5]. More specifically, we use the
EOBNRv2HM code in the LIGO Algorithm Library (LAL)
[50] to generate the EOB waveform model in Ref. [5], which
includes four subleading modes, namely the (l,m) = (2, 1),
(3, 3), (4, 4) and (5, 5) modes, as well as the leading (l,m) =
(2, 2) mode 2. [These modes come from the decomposition of
the GW signal h = h+ − ıh× into −2 spin-weighted spheri-
cal harmonics −2Ylm [5].] Consequently, GW signals that we
study contain the first five harmonics of the orbital frequency.
During most of the early inspiral phase only the (2, 2) mode,
and, in particular, its Newtonian amplitude, will be the domi-
nant component. Other harmonics and PN corrections become
increasingly important as we get close to merger. The effect
of these higher modes is especially relevant when the binary
in question has its merger and ringdown frequencies in the
most sensitive part of a detector’s response. The ringdown
frequency of the final remnant of binaries consisting of non-
spinning BHs of total mass 50 M to 500 M varies over the
range 40 Hz to 400 Hz—the frequency range where LIGO and
Virgo have the best sensitivity, and this provides the motiva-
tion for our choice of masses used in this study.
A Markov-chain Monte-Carlo (MCMC) study [32] demon-
strated that the EOB waveforms of Ref. [5] are indistinguish-
able from the NR waveforms [52] used to calibrate them up to
SNR = 50 for advanced LIGO detectors. Subsequent investi-
gations carried out in Ref. [53] verified the accuracy of these
nonspinning EOB waveforms in the entire sensitivity band of
advanced LIGO detectors and suggested that the EOB model
be accurate even outside the region of calibration, i.e. when
q > 6. This expectation was verified by the very good agree-
ment found against the q = 10 NR waveform of 20 GW cycles
in Ref. [54] and, especially, against the q = 7 NR waveform
of 350 GW cycles recently produced by the SXS collabora-
tion [55].
Since in our study we consider BBHs in quasi-circular or-
bits with negligible spins, the system can be described by nine
2 An EOB model with different parametrization was subsequently calibrated
to the same set of NR waveforms used in Ref. [5] and provides two sub-
leading modes (l,m) = (2, 1) and (3, 3) [51], besides the leading one.
4FIG. 2. We display EOBNR waveforms with subleading modes used in this study. We plot the plus polarization of each waveform: original
(dotted blue), and normalized by the PSD (and then scaled to have equal amplitude at t = 0 as original) (solid red). The plots in the top row
have Mobs = 50M and in the bottom row have Mobs = 400M; the left column has q = 1 and the right column has q = 4. The time axis
is scaled by the observed total mass of the system. Vertical lines are at intervals of 10% of signal power with the right most line at 99%. All
systems are observed at an inclination of θJN = pi/3 rad and a distance of dL = 1 Gpc.
parameters: θ = {m1,m2, dL, tc, δ, α, θJN, ψ, φ}. The pa-
rameters m1 and m2 are the masses of the individual BHs.
From these quantities we define the total intrinsic mass, M =
(m1+m2), the total observed mass,Mobs = M (1+z) with z
being the redshift, the mass ratio, q = m1/m2 ≥ 1, the sym-
metric mass ratio, η = m1m2/(m1 + m2)2 = q/(1 + q)2,
the intrinsic chirp mass,M = Mη3/5 and the observed chirp
mass,Mobs =M (1+z). The parameter dL is the luminosity
distance and when combined with the declination δ and right
ascension α, it defines the sky location of the binary. The time
of the peak in the (2, 2) mode of the waveform, as measured at
the geocenter, is given by tc; this serves as an approximation
of the merger time. The angle θJN measures the inclination
of the binary’s total angular momentum J (equal to the orbital
angular momentum, L, as the holes are non-spinning) with
respect to the line of sight from the detectors n (geocenter).
The polarization ψ and the phase φ provide the additional Eu-
ler angles necessary to describe the rotation from n to J.
B. Accumulation of SNR in waveforms
In this paper we are interested in studying the effect on pa-
rameter estimation of binary systems with larger and larger
total masses. When we maintain a constant SNR and increase
the binary’s total mass, the signal moves downward in fre-
quency space, resulting in more power from the merger and
ringdown portions as opposed to the inspiral. The merger oc-
curs at approximately the frequency of the last stable orbit
(LSO), which in the case of a Schwarzschild BH is fLSO '
4400 (M/M)Hz. We begin our integration at fmin = 10 Hz,
so for systems with Mobs ≥ 400M there will be little power
from the inspiral portion of the waveform. As the inspiral evo-
lution is dominated byMobs and the merger and ringdown are
dominated by Mobs, we expect the character of the parameter
estimation to transition from one to the other (see Sec. V).
To demonstrate this expectation, we compare in Fig. 2 two
waveforms with Mobs = 50M and 400M. We show
both the original waveform and the waveform normalized by
the advanced LIGO zero-detuned high-power (ZDHP) power
spectral density (PSD), Sn(f); the normalized waveform has
been re-scaled so that it has the same amplitude at t = 0
as the original. The comparisons clearly show that for the
(Mobs, q) = (50M, 1) waveform, 90% of the power (SNR2)
has been accumulated during the inspiral and that the merger
and ringdown play only a minor role. On the other hand,
for the (Mobs, q) = (400M, 1) waveform, only 10% of the
power is collected during the inspiral and now the merger and
ringdown are predominant features. In Fig. 3 we show the
amplitudes of the waveforms in frequency space in compari-
5FIG. 3. We show the Fourier-domain amplitudes of the waveforms
displayed in Fig. 2. Extra structure from subdominant modes can
be clearly seen in the non-equal mass cases. For comparison, we
also display the advanced LIGO ZDHP and advanced Virgo design
amplitude spectral density
√
Sn(f). For all waveforms we use dL =
1 Gpc and θJN = pi/3 rad.
son to the advanced LIGO ZDHP and advanced Virgo design√
Sn(f). We can see in Fig. 3 that for the higher-mass wave-
forms, the entire inspiral signal is strongly down-weighted by
the rising of the amplitude spectral density with the merger
occurring as
√
Sn(f) reaches a minimum. For the lower-
mass waveforms, much of the inspiral is in the frequency band
where the amplitude spectral density is at or near minimum,
thereby allowing this part of the waveform to dominate.
III. BAYESIAN INFERENCE
This section will provide a short background to Bayesian
inference. We will focus on the application of Bayesian anal-
ysis to the problems of detection, parameter estimation and
model selection that will be used in Secs. IV and V in the
context of GW observations of IMBHBs. After a brief intro-
duction to the basics of Bayesian methods, we will discuss a
specific technique called nested sampling that is used to effi-
ciently compute Bayesian evidence, followed by a description
of our choice of prior probabilities for various parameters and
how we compute the likelihood function.
A. Basics of Bayesian methods
Bayesian inference provides a statistically rigorous method
of measuring the probability distribution of a set of parameters
θ given a model or hypothesis H and a set of data D. Bayes’
theorem states that
Pr(θ|D,H) = Pr(D|θ,H) Pr(θ|H)
Pr(D|H) , (1)
where Pr(θ|D,H) is the posterior probability distribution of
parameters used for making inferences about which signal pa-
rameters θ best fit the data and what the corresponding cred-
ible regions are; Pr(D|θ,H) is the likelihood of obtaining
the data given the specific model and parameters, for which
we use the shorthand L(θ); Pr(θ|H) is the prior probability
of the parameters for the model that represents our knowl-
edge of these values before looking at the data (a priori); and
Pr(D|H) is the Bayesian evidence, which is commonly abbre-
viated as Z . The evidence is the factor needed to normalize
the posterior distribution and can therefore also be expressed
as
Z =
∫
Θ
L(θ) Pr(θ|H)dNθ, (2)
where N is the dimensionality of the parameter space. Since
Z is independent of the parameters, it can be safely ignored
for parameter estimation problems, but it is still useful in
model comparison.
When comparing two models, H0 and H1, one can write
their relative probabilities as
Pr(H1|D)
Pr(H0|D) =
Z1
Z0
Pr(H1)
Pr(H0) , (3)
where we used Bayes’ theorem again and have cancelled out
Pr(D) and substituted in Zi = Pr(D|Hi) as appropriate. The
relative probability of the two models is thus the ratio of their
Bayesian evidences multiplied by the relative probability prior
to considering the data. In our analysis, we will take the lat-
ter to be 1 and consider the ratio of the Bayesian evidences,
which is called the odds ratio. In the problem of signal de-
tection,H0 can be considered the noise-only model whileH1
is the signal-plus-noise model. Therefore, an odds ratio much
greater than 1 indicates a strong belief in the presence of a sig-
nal. This method naturally incorporates Occam’s razor, such
that more complicated models are penalized and must suffi-
ciently improve the fit to the data to be favored.
B. Nested sampling and MULTINEST
Nested sampling [56] is a Bayesian inference technique de-
veloped for the calculation of the evidence, through which
posterior probability samples are produced as a by-product.
This is done by transforming the N -dimensional integral for
Z into a 1-dimensional integral over the prior volume. We
define the prior volume X by dX = Pr(θ|H)dNθ. We can
therefore write the prior probability volume enclosed within a
contour (in parameter space) of constant likelihood λ as
X(λ) =
∫
L(θ)>λ
Pr(θ|H)dNθ. (4)
The evidence integral of Eq. (2) can be re-written as
Z =
∫ 1
0
L(X)dX, (5)
6where L(X) is the inverse of Eq. (4) (returns the likelihood
at which a prior volume of X is enclosed) and is a mono-
tonically decreasing function of X (i.e. more prior volume
implies lower likelihood contour bound). If we can evaluate
likelihood values Li = L(Xi) such that Xi is a sequence of
monotonically decreasing values, the evidence can be com-
puted as a simple sum
Z =
M∑
i=1
Liwi . (6)
Here, the wi are weights which can be taken from a simple
trapezium rule such that wi = 12 (Xi−1 −Xi+1).
The individual prior weight of each sampled point can also
be estimated from the sequence of Xi values. This may be
combined with the computed likelihood for that point and the
evidence to produce a final posterior probability for the point.
The full sequence of points can then be re-sampled accord-
ingly to the points’ individual probabilities to produce a set of
samples from the posterior.
Nested sampling operates by starting with an initial set of
‘live’ points sampled from the prior distribution. Iterations
are then performed whereby the point with lowest likelihood
value is removed from the live point set and a new point is
sampled from the prior with the restriction that it has higher
likelihood than the point just removed. This removal and re-
placement is continued until a stopping condition is reached
(e.g., a tolerance on the evidence calculation). The difficult
task here lies in the efficient sampling of new points under
this restriction. As the likelihood contour moves upwards, the
volume of the prior within that contour will decrease to very
small values, making direct sampling of the prior very inef-
ficient. The MULTINEST algorithm [57–59] addresses this
by enclosing the live points in clusters of ellipsoids. A new
sample can then be made from the ellipsoids very quickly and
as they shrink along with the live points, they create effec-
tive likelihood contours to be sampled from, thereby greatly
increasing the sampling efficiency. The ellipsoids can be dis-
tributed to enclose degenerate and multimodal distributions,
making this approach very robust.
MULTINEST is implemented within BAMBI [60], which
is linked with the LALInference [61] code of LAL. The
lalinference bambi sampler is used for analysis of sim-
ulated signals in this study.
C. Priors used
The priors used in this analysis are flat in the component
masses, with {m1,m2} ∈ [10, 600] M and m1 ≥ m2. In
Section V D, we assess the effect of changing the prior by
implementing an alternative mass prior that is flat in the log
of chirp mass forM ∈ [2.45, 435.275] M and flat over η ∈
[0.03, 0.25].
In both setups, the source location prior is uniform in vol-
ume, thus proportional to d2L for dL ∈ [100 Mpc, 10 Gpc] and
flat in sin(δ) and α for δ ∈ [0, pi] rad and α ∈ [0, 2pi) rad. We
use a prior flat in coalescence time that is centered on the true
value with ∆tc ∈ [−0.1, 0.1] s. The orientation angles are as-
sumed to be isotropically distributed, thus flat in sin(θJN), ψ,
and φ for θJN ∈ [0, pi] rad, ψ ∈ [0, pi) rad, and φ ∈ [0, 2pi) rad.
D. Likelihood function
In general, the data obtained from adavanced LIGO and
Virgo detectors is the sum of signal, h, and noise, n,
d = h+ n. (7)
The signal in a given detector is given by
h = F+(α, δ, ψ)h+ + F×(α, δ, ψ)h×, (8)
where h+,× are the two independent GW polarizations and
F+,×(α, δ, ψ) are the antenna response functions [62] that de-
pend on the source location and polarization. The antenna
response is slowly varying in time due to the rotation of the
Earth, but this effect is small for the short duration of the sig-
nals considered in this study (< 2 min).
The noise is modeled as independent and Gaussian in each
frequency with a mean of zero and variance given by the de-
tector’s PSD. Therefore, the probability of a data stream, da,
in detector a containing a given signal, h(θ), is given by the
probability of the resulting noise realization, n = d − h(θ).
This is given by the product (sum in log-space) of the proba-
bility of the noise for each frequency bin [61]:
logLa(θ) = log Pr(da|HS ,θ, Sn(f)) =
− 1
2
∑
i
[
4
T
|d˜a,i − h˜i(θ)|2
Sn(fi)
+ log
(
piTSn(fi)
2
)]
, (9)
where T is the segment length, the tilde indicates the discrete
Fourier transform of the function, and i is an index over fre-
quency bins. The noise power spectral density Sn(f) will vary
from detector to detector and here we use the ones at design
sensitivity for advanced LIGO and Virgo [22]3. Hs indicates
that we are using the signal model that assumes a signal is
present; this will be compared to the noise-only model, Hn,
where h = 0. The final likelihood is the product of likeli-
hoods from the individual detectors,
logL(θ) =
∑
a
logLa(θ). (10)
To simulate the sensitivity for advanced LIGO and Virgo de-
tectors, we use a minimum frequency of fmin = 10 Hz. In or-
der to include the highest ringdown mode for the lowest pos-
sible total mass system, we use a sampling rate of 4096 Hz,
giving a Nyquist frequency of fNyq = 2048 Hz for the upper
bound of our likelihood sum. A segment length of 128 s en-
sures that no waveforms are cutoff in-band.
3 See https://dcc.ligo.org/LIGO-P1200087-v19/public
for PSD data files
7FIG. 4. False alarm probabilities and rates computed using Bayesian
inference for signals buried in Gaussian noise as a function of the
injected signal’s SNR. The solid line is the median FAP/FAR and the
shaded area covers the range from minimum to maximum values of
FAP/FAR. Confident 5-σ significant detections can be calimed for
SNR & 9 but SNRs ∼ 12 are needed in reality for the same signifi-
cance in real data that is often non-Gaussian and nonstationary.
IV. BAYESIAN DETECTION
It is computationally infeasible to perform a Bayesian anal-
ysis over the entire detector data set, for all signal types, at
all times. Therefore, alternative analysis pipelines are used
to first produce candidate triggers for follow-up analyses us-
ing Bayesian inference over a small data set and parameter
space [63, 64]. In the search for BBHs, a discrete bank of
template waveforms [65–67] is used to perform matched filter
analysis of the data. The matches that cross a pre-set thresh-
old are ranked by a re-weighted SNR [63, 64] and their sig-
nificance is measured by comparison to the estimated back-
ground (i.e. noise-generated) triggers. This is a frequentist
method of detection (and significance measurement) and is
very useful for generating triggers which then receive a more
detailed follow-up with Bayesian analysis and other tools. It
is the first step in identifying and confirming a GW signal with
LIGO and Virgo.
In Bayesian inference, one can make claims on the presence
of a signal in data by means of model comparison. This is not
the same as trigger/candidate finding, but rather looking at the
evidence that the candidate is indeed a real GW signal. We
compare the signal-plus-noise and noise-only models, Hs and
Hn, and their respective evidences, Zs and Zn. The probabil-
ity that random noise would produce an evidence ratioZs/Zn
is the false alarm probability (FAP). This is given by
FAP =
1
1 + Zs/Zn . (11)
The relative log-evidence (logZs − logZn) is output by
LALInference. The FAP can be converted into a false
alarm rate (FAR) by dividing it by the length of the time win-
dow [68]. This accounts for the amount of time in which we
searched for a signal in the data and assumes that all such time
intervals are independent.
FAR =
1
1 + Zs/Zn ×
1
∆t
. (12)
The time window used in our prior is ∆t = 0.2s.
We compute the Bayesian evidences of the signal plus
Gaussian noise model for all simulated signals using in-
jections at SNRs ranging from 6 to 18. Total observed
masses ranged from 50M to 500M, mass ratios were q =
{1.25, 4}, and inclinations were θJN = {0, pi/3, pi/2}. In
Fig. 4 we show the median FAP and FAR calculated over
all signals as a function of the SNR. The shaded area cov-
ers the range from minimum to maximum computed FAPs.
Confident detection can be claimed for a network SNR & 9,
as this corresponds to a detection outside of the ±6-σ re-
gion (FAP < 10−5). This should be taken with a grain of
salt, however, as real data will contain non-Gaussian and non-
stationary noise features that will need to be addressed with
noise modeling [69, 70]; SNRs ∼ 12 are needed in reality for
the same significance in real data that is often non-Gaussian
and nonstationary.
In systems where the subleading modes contribute signif-
icantly to the SNR, not including them can result in not re-
covering the full power of the signal. This means that using a
(2, 2)-only template (EOBNRv2) will yield a lower Bayesian
evidence than a more complete template (EOBNRv2HM) for
the same signal. This loss in evidence will lead to a greatly in-
creased FAP and FAR. A model comparison between the two
will favor the complete model when these modes are signifi-
cant – inclined systems with larger mass ratios. Fig. 5 shows
that in these cases the EOBNRv2HM waveform model includ-
ing subleading modes will be strongly favored; when sublead-
ing modes contribute little SNR, neither waveform model is
strongly favored over the other (slight preference for (2, 2)-
only when θJN = 0 and slight preference for subleading
modes when θJN > 0 and q is close to 1).
The importance of including subleading modes in search
pipelines was investigated in Ref. [47]. They found that us-
ing waveforms with subdominant modes increases the sensi-
tive region only for high total masses (Mobs & 100M) and
asymmetric (q & 4) IMBHBs. Furthermore, they found that
the most significant gains are in regions of the parameter space
with the lowest expected event rates. Although the study of
Ref. [47] was limited to component masses mi ≤ 200M
and Mobs < 360M, we can expect the trends to continue
for larger masses. The result that subleading modes are sig-
nificant in detection only for asymmetric and large total mass
systems is consistent with our findings described in this sec-
tion.
V. MEASUREMENT
After the detection of a GW signal from a binary system, we
perform parameter estimation analysis, which involves pro-
ducing a sufficient number of samples from the posterior dis-
tribution so that we are able to measure peaks and analyze
8FIG. 5. We show the difference in log-evidence between using
EOBNRv2HM and EOBNRv2 templates for recovering EOBNRv2HM
signals. In cases with significant contribution from subleading modes
the EOBNRv2HM model is strongly favored.
correlations and degeneracies. Since we expect our first detec-
tions to be at just above threshold, all analyses in this section
– unless otherwise stated – use injected signals with a network
SNR of 12. This is achieved by adjusting the distance of the
signal to obtain this exact value.
In the following sections we discuss our ability to perform
parameter estimation under varying conditions. We estimate
the statistical uncertainty and bias in the measurement of sig-
nal parameters; these are the width of the posterior distribu-
tion and the distance between the peak and the true values,
respectively. In creating the data to be analyzed, no noise re-
alization is added. This eliminates additional uncertainty and
bias introduced by a random noise realization; zero noise is
the most probable realization. This is different from averag-
ing over many noise realizations, as the latter would result in
increased uncertainty even as the biases cancel out (and would
also require many more runs to be performed).
Results presented are predominantly for q = {1.25, 4} sys-
tems. Analyses were also performed where injected wave-
forms had q = {1, 2, 3}; we found the results to be consistent
with those discussed here. We limited q ≤ 4 for injected sig-
nals due to the increased computational cost for higher mass-
ratio waveforms.
A. Measuring variance with increasing binary’s total mass
In our first set of comparisons, we study the effect of the
total mass of the system on the estimation of the source’s in-
trinsic parameters. Specifically, we investigate the statistical
errors on the measurement of Mobs,M, η, m1, and m2. Pos-
terior distributions over (Mobs,Mobs)-space and (m1,m2)-
space are shown for various values of Mobs (always using
q = 4 and θJN = pi/3) in Fig. 6. These are summarized in
the left panel of Fig. 7, which shows the relative widths of the
95% (±2-σ) credible intervals (i.e., (x97.5% − x2.5%)/xtrue)
for the various mass parameters. At the lower mass end
(Mobs = 50M), uncertainty is low due to how well the chirp
mass Mobs is measured from the inspiral phase of a wave-
form. As the total mass increases, the uncertainty increases
and for Mobs ≥ 150M the uncertainty inMobs is similar to
or greater than that in Mobs. This change is due to less inspi-
ral signal being present in the most sensitive band of the de-
tector; the ringdown is predominantly dependent onMobs and
therefore this parameter is measured more accurately. How-
ever, the inspiral measures Mobs better than the ringdown
measures Mobs, so the resulting uncertainty is larger. Above
Mobs = 300M, the uncertainty decreases slightly; this is
due to the ringdown matching up better with the minimum
of the advanced LIGO/Virgo PSD and the subleading modes
moving into more sensitive regions of the PSD.
When these same systems are face-on (θJN = 0) or have
lower q (more equal component masses), the uncertainties for
the (2, 2)-only waveform closely resemble those for the wave-
form with all modes, just a little larger. This can be seen in
the right panel of Fig. 7 and it is what would be expected for
systems with little contribution from the subleading modes. In
all cases, the templates that include subleading modes of radi-
ation have lower uncertainty than those using only the (2, 2)
mode. Additionally, for inclined and asymmetric systems,
as Mobs increases from 300M to 500M, the uncertainty
when using (2, 2)-only templates grows significantly while
that from using templates with subleading modes slightly de-
creases. This is due to the fact that the subleading modes pro-
vide information about the mass ratio of the system in their
relative amplitudes and phases. This information contained in
the subdominant modes breaks the model degeneracies and al-
lows us to better infer the component masses as the ringdown
phase of the waveform enters the most sensitive region of the
PSD. These results can also be seen in Fig. 6. Being able
to accurately measure the component masses is important in
allowing us to make inferences on the source population of
these massive BHs [8].
Thus, we observe that at an SNR of 12 uncertainties for
Mobs can reach ∼ 20–25% in asymmetric binaries while un-
certainty in Mobs reaches up to ∼ 50–60% (these numbers
are ∼ 17% versus ∼ 22% in more symmetric mass ratio bina-
ries).
In Appendix A, we provide summary tables of relative 95%
credible intervals for measurements of the masses, luminosity
distance, and coalescence time. These are given over a range
of SNRs for two mass ratios (q = {1.25, 4}) and several ob-
served total masses at the inclinations of θJN = {pi/3, 0}.
B. Measuring degeneracies with increasing binary’s total mass
As the IMBHB systems increase in total mass, there are dis-
tinct changes in the two-dimensional posterior probability dis-
tributions. As the inspiral phase evolution strongly constrains
Mobs and η, in that order, lower mass systems will have de-
generacies that follow contours in these parameters. With in-
9FIG. 6. Posterior distributions of the mass estimation. All values are presented as fractional errors, i.e., (x − xtrue)/xtrue. The left column
displays m2 vs. m1 and the right column displays Mobs vs. Mobs. The rows are of increasing Mobs from Mobs = 50M at the top to
Mobs = 500M at the bottom. For all systems, q = 4 (η = 0.16) and θJN = pi/3. The star indicates the point with highest logL and the
contours are at 50%, 90%, and 95% credible levels (inside to outside). In the left column, the solid lines are of constant Mobs and the dashed
lines are constantMobs; in the right column, solid is constant m1 and dashed is constant m2. In all cases the lines intersect the true values at
(x, y) = (0, 0).
creasing total mass, however, the inspiral becomes less im-
portant and the merger-ringdown part of the signal contributes
significantly or dominantly to the SNR. This is most well de-
scribed by Mobs with much weaker dependence on η. Thus,
we expect there to be a change in the degeneracies present in
the mass estimation. The inspiral dependency on Mobs can
be seen in the PN inspiral waveforms (see Ref. [71]); PN ap-
proximants are accurate for early inspiral when the BHs are
sufficiently far from merger. The dependency on Mobs of
the ringdown is similarly given by the quasi-normal mode de-
composition derived in Ref. [72] and implemented in the EOB
waveform models used in our study [5].
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FIG. 7. Uncertainty in the measurement of different mass parameters: Mobs,M, and η. Results here are for a system with (left panel) q = 4
(η = 0.16) and (right panel) q = 1.25 (η = 0.247). In both cases, θJN = pi/3 and SNR = 12. The solid lines are for templates with
subleading modes and the dashed lines are for templates with the (2, 2) mode only. The relative width is given by (x97.5% − x2.5%)/xtrue.
This change in the optimally measured parameters as Mobs
increases can be observed in Fig. 6. In the right column,
we show the posterior distribution of the masses, parame-
terized as Mobs and Mobs, over a range of total masses for
an asymmetric system (q = 4, η = 0.16) viewed at an an-
gle (θJN = pi/3). In the top row, Mobs = 50M and we
can see that the principal measurement is of the chirp mass
Mobs – posterior samples and contours lie along a line of
near-constantMobs. As Mobs increases, at Mobs = 150M
a second principal direction of degeneracy becomes evident.
This is due to a different combination of the mass parameters
becoming increasingly constrained relative to the others and
realizing a new degeneracy in the measurement.
These observations confirm what we see in the one-
dimensional posteriors in Fig. 7. The chirp mass Mobs is
initially measured to lower fractional error than the total mass
Mobs; as Mobs increases the uncertainty grows much faster in
Mobs than it does in Mobs. The small decrease in uncertainty
at the higher masses is also visible as the contours shrink
slightly. We are now able to see in Fig. 6 that this increase
in uncertainty is accompanied by a changing of the dominant
degeneracy in the parameters of the waveform model.
C. Importance of including subleading modes
As discussed previously, in addition to the leading (2, 2)
mode, the EOBNRv2HM waveform model also includes sub-
leading modes (2, 1), (3, 3), (4, 4), and (5, 5), which intro-
duce additional structure to the waveform and improve faith-
fulness to NR waveforms. This increased structure is impor-
tant as the relative amplitudes and phasing of the additional
modes introduce information about the source masses. In the
ringdown phase, the additional modes further constrain the
mass and spin of the final BH. This structure creates variation
in waveforms as initial component masses are varied, thereby
allowing Bayesian inference to measure the masses more ac-
curately and precisely as seen in Figs. 7, 8, and 9.
The modes’ structure also contains angular dependence on
the inclination of the system to the detector, θJN, the orienta-
tion of the orbit in the plane of the sky (polarization), ψ, and
the orbital phase of the binary, φ. This structure is present
for the primary (2, 2) mode, but the introduction of additional
modes breaks degeneracies in the observed waveform as these
angles vary.
Improvements in measurement of the masses and orienta-
tion angles can all be observed in the example presented in
Fig. 8. This figure compares one-dimensional posterior dis-
tributions for the case of an injected signal with Mobs =
500M, q = 4, and θJN = pi/3. The solid black line shows
the posterior distribution for the waveform template model in-
cluding subleading modes (EOBNRv2HM) and the dashed line
is for the waveform template model including only the lead-
ing (2, 2) mode (EOBNRv2). In both cases, the signal injected
into the data contained the subleading modes – in nature, all
modes of radiation are present.
For parameter estimation, the presence of subleading
modes means that as the angles θJN, ψ, and φ vary, there is
increased variation of the waveform. This variation is more
prominent for unequal mass binaries and binaries not ob-
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FIG. 8. One-dimensional posterior distributions for all parameters for an injected signal with Mobs = 500M, q = 4, θJN = pi/3, and
SNR = 12. Posteriors are compared for (solid) the EOBNRv2HM waveform model which includes subleading modes of radiation, (dashed)
the EOBNRv2 waveform model which includes only the (2, 2) mode, and (dotted) the EOBNRv2HM waveform model along with a different
prior distribution that is flat in (log(Mobs), η) instead of flat in (m1,m2). The vertical dashed red lines indicate the true (injected) value of
each parameter.
served face-on or face-off (θJN = {0, pi}), as the subleading
modes will have more significant contributions to the SNR.
The increased variation allows for more accurate measure-
ment of θJN and breaks degeneracies in ψ and φ to allow these
two angles to be measured. As Mobs and θJN are strongly
correlated with the luminosity distance dL via the amplitude
of the waveform, measuring the former two more accurately
means that the latter will be measured more accurately as well.
The measurement of the coalescence time tc is offset when
using only the leading mode; this is likely due to slight errors
in measuring the sky position of the source and adjustments in
order to align the peak amplitude of the waveform at merger.
With the additional information provided by the subleading
modes in the EOBNRv2HM model, posterior distributions for
all mass parameters are narrower and better centered on the
true values. Most notably, the subleading modes and their rel-
ative amplitudes differentiate better between waveforms with
the same total mass, but different mass ratios. The system
injected in the analysis shown in Fig. 8 has very high Mobs
so the merger and ringdown provide the majority of the SNR.
The observed improvement is thus due to a waveform degen-
eracy in the mass of the final BH that can be broken when we
are able to measure the final mass and spin of the BH more
precisely. These depend strongly on the mass ratio of the ini-
tial components and are further realized in the relative ampli-
tudes of the subleading modes. The improved measurement of
initial mass values from using subleading modes can also be
seen in Fig. 9, where we compare two-dimensional posteriors
in the masses between EOBNRv2HM and EOBNRv2waveform
models over a range of Mobs (q = 4 and θJN = pi/3). Note
that whenMobs = 100M, the posteriors are nearly identical.
However, with increasing Mobs, the late inspiral, merger, and
ringdown become increasingly important. The parameter es-
timation bias and loss of SNR is evident when using only the
leading mode as the posteriors do not necessarily peak at or
strongly support the true values and the confidence intervals
are considerably larger.
As the observed total mass increases, it is very difficult to
measure the mass ratio q (or η) if the source is face-on. Indeed,
in this case the subdominant modes are not significant; we
find that the posteriors are identical and do not change much
with respect to the true q. However, when θJN = pi/3 or pi/2,
because of the presence of the subleading modes, it is possible
to measure q, although the influence of the prior is still evident
in tending towards smaller values. In Ref. [8], the authors
determine that IMBHBs formed from stellar-origin massive
BHs will likely have mass ratios q ≤ 1.25. We find that for
values of q ≥ 2, in more massive (Mobs ≥ 300M) and
inclined systems, we will be able to say that q > 1.25 with
certainty > 90%.
In summary, we find that the inclusion of subleading modes
of gravitational radiation improves the accuracy and precision
of the estimation of the source mass parameters as well as
some extrinsic parameters, such as distance and orientation
angles. They are significant for asymmetric and inclined bi-
naries where they contribute more to the signal’s SNR.
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FIG. 9. Posterior distributions of the mass estimation. All values are presented as fractional errors, i.e., (x − xtrue)/xtrue. The left column
displays m2 vs. m1 and the right column displaysMobs vs. Mobs. The rows are of increasing Mobs from Mobs = 100M at the top to
Mobs = 300M at the bottom. For all systems, q = 4 (η = 0.16) and θJN = pi/3. The asterisks indicate the point with highest logL and
the contours are at 50%, 90%, and 95% credible levels (inside to outside). Blue contours use EOBNRv2HM as a waveform template while red
contours use EOBNRv2, which only includes the leading (2, 2) mode.
D. Effect of priors
So far, in all of the analysis runs, we have used a very large
prior on the component masses, which was flat in (m1,m2)
space. However, one could argue for other reasonable prior
distributions on the masses. One such alternative is to use a
prior that is flat in log(Mobs). The quantity log(Mobs) is
used becauseMobs is a scaling factor for the waveform am-
plitude and log(Mobs) is the so-called Jeffreys prior. Addi-
tionally, we employ a prior that is flat in η for the second mass
parameter.
We ran multiple analyses with this second prior option,
which is flat in (log(Mobs), η) and find that even at an SNR of
12 the strength of the signal is sufficient to render the different
prior distribution a minimal factor. This can be seen in Fig.8,
where we show the one-dimensional posteriors from a single
analysis. More specifically, we display in dotted lines the 1D
posteriors of a run with EOBNRv2HM waveform model that
uses the alternative prior, to be compared with the solid lines
from the run with the original prior. The lines are nearly iden-
tical, with differences much smaller than those from using the
EOBNRv2 waveform; these differences from the alternative
prior will continue to decrease as the SNR is increased.
E. Comparison to previous parameter-estimation work with
inspiral-merger-ringdown waveforms
In an earlier work, Ajith and Bose [30] used inspiral-
merger-ringdown phenomenological waveform models
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(IMRPhenomA) to perform a study similar to ours, but
mainly focusing on understanding how uncertainties are
reduced when merger and ringdown phases are included.
Their study did not include subleading modes. They exam-
ined the statistical error in parameter estimation as given by
the Fisher information matrix4 and MCMC analyses. Our
uncertainties calculated using EOBNRv2 templates ((2, 2)
mode only) are a factor of a few larger than those given in
Table 1 of Ref. [30] for SNR = 10, Mobs = {100, 200}M,
and η = {0.25, 0.16} (e.g., Ref. [30] quotes relative uncer-
tainties of 2.39% and 3.57% for Mobs in cases with q = 1
and Mobs = 100M or Mobs = 200M; we measure
uncertainties of 4.01% and 9.66% in these same cases). The
discrepancy in uncertainties is partly a result of the fact that
in Ref. [30], the authors maximize their likelihood function
over tc and φ and only perform a single-detector search
using an “effective” distance that folds in sky position and
binary inclination effects; both of these choices have the
effect of fixing values for parameters that we allow to vary
in our more general analysis, thus introducing additional
uncertainty. Furthermore, we use EOBNRv2HM waveforms
as injections, as these most closely model NR waveforms,
and our EOBNRv2 templates differ from IMRPhenomA
ones, the former being more faithful to NR waveforms [54].
Despite those differences, the quantitative measurements are
in general agreement and we also find agreement in the qual-
itative aspects of increasing uncertainty in mass parameters
with increasing Mobs. We report our own estimations of
the uncertainty in Appendix A, using the full EOBNRv2HM
waveform model.
In Ref. [32], Littenberg et al. examined systematic and sta-
tistical errors of EOBNR waveforms to assess whether those
waveforms are indistinguishable from the NR waveforms used
to calibrate them. The authors employed both EOBNRv2 and
EOBNRv2HM templates to recover waveforms generated by
NR simulations and, when using subleading modes, find sys-
tematic errors to be comparable to or less than statistical errors
for mass ratios up to q = 6 and SNRs up to 50. We find sta-
tistical errors comparable to the ones of Ref. [32] for analyses
run in common. Our results on the importance of sublead-
ing modes for unequal-mass and inclined (θJN > 0) systems
reaffirm their findings.
Varma et al. [37] built on Refs. [32, 47]. They used as
targets “hybrid” waveforms constructed by attaching PN in-
spiral/EOB waveforms to NR merger-ringdown waveforms,
and as templates EOBNRv2 waveforms. Instead of examin-
ing only a few points in parameter space, they ran many sim-
ulations in order to average over relative orientation angles.
Statistical errors were computed with the Fisher information
matrix. Confirming previous work, they found that sublead-
ing modes are more important for parameter estimation when
Mobs ≥ 150M and q ≥ 4 and important for detection when
4 The Fisher information matrix measures covariances analytically. The
square root of the diagonal elements of the inverse of the Fisher matrix
gives a lower bound on the standard deviation of the posterior for the pa-
rameters. In the limit of large SNR, this estimate becomes exact.
Mobs ≥ 100M and q ≥ 6 (see Fig. 1 of Ref. [37]). In
contrast, our paper employs the full EOBNRv2HM waveforms
and uses Bayesian analysis, and it extends the study to higher
Mobs.
Bose et al. [31] focused on the importance of including
merger and ringdown phases of the waveform. They ana-
lyzed the recovery of inspiral-merger-ringdown waveforms
with PN inspiral waveforms and found that at masses as low
as Mobs = 50M there are serious systematic errors and an
increase in statistical errors due to the loss in SNR. This result
is consistent with our analysis showing the significant amount
of signal power present in the merger and ringdown phases of
the waveform at Mobs = 50M and above.
F. Astrophysical implications
As mentioned in Sec. I, the merger rate of IMBHBs is cur-
rently highly uncertain. Consequently, detection of a single
event will immediately confirm the existence of these systems
and constrain their rate. In the absence of detection the upper
limits reached could be used to rule out some of the models.
As shown in Fig. 1, ground-based detectors will have the
greatest distance reach for equal-mass IMBHBs of observed
total mass of ∼ 400M. The distance reach for such sys-
tems will be ∼ 6.5 Gpc or z ' 1. We find that the comov-
ing volume averaged over all source orientations and weighted
by the antenna pattern functions of the advanced LIGO-Virgo
network is ∼ 150 Gpc3, larger by a factor ∼ 1.8 than that
in Ref. [8]. This difference can be explained because, as op-
posed to Ref. [8], we consider a detector network (which in-
creases the reach) and use a different SNR (which decreases
the reach). After five years of non-observation of IMBHBs a
rate upper limit of 4 × 10−11 Gpc−3 yr−1 can be achieved,
which is smaller than the rates for most formation models
discussed in Ref. [8–10]. For a binary of same total mass,
∼ 400M, but mass ratio q = 4, the reach when includ-
ing subleading modes is smaller by a factor of 1.5 (see Fig.
1) and the upper limit will be larger by a factor 3.375, i.e.,
1.35 × 10−10 Gpc−3 yr−1. Neglecting the subleading modes
worsens the upper limit by a factor 2.4. However, Ref. [47]
showed that in a realistic search the improvement when in-
cluding subleading modes is significant only for mass ratios
larger than ∼ 4.
An important question in cosmology is the mass function of
IMBHs. Routine detection of IMBHs will help us measure the
mass function of component BHs that form merging binaries
and this should be a proxy for the mass function of IMBHs in
the Universe, unless IMBHBs are formed selectively from a
sub-population of IMBHs. The component masses of a binary
system are strongly correlated and it is not possible to measure
them accurately while using only the dominant mode; sub-
leading modes break this degeneracy, especially in the case of
asymmetric binaries for which the mass ratio q is large, help-
ing us measure the component masses more accurately. In
particular (see Fig. 7), the 95% credible interval in the mea-
surement of the heavier companion can be 10% to 25%, while
the lighter component is measured within 10% to 125%, de-
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pending on the total mass of the binary. These results are far
better than what might be possible by electromagnetic obser-
vations of such binary systems. Therefore, advanced detectors
provide the most robust way of determining the mass function
across the range of masses from 50M to 500M. A related
question is the mass function of IMBHBs. Referring to Fig. 7,
the total mass is determined to within a few percent in the case
of lighter binaries of 50M to within 15–25% for the heaviest
systems of 500M that we consider. Thus, advanced detec-
tors should help determine the mass function of IMBHBs.
VI. CONCLUSIONS
In this paper we used state-of-the-art waveform models for
inspiral-merger-ringdown phases of evolution to estimate un-
certainties in parameters of IMBHBs with total mass Mobs =
50M–500M and mass ratio q = 1–4. Because for these
systems the majority of the SNR is accumulated during the
last stages of inspiral, merger and ringdown phases, where
subleading modes can become comparable to the leading
(2, 2) mode, we also included in the analysis four subleading
modes, i.e., (2, 1), (3, 3), (4, 4) and (5, 5). In particular, we
employed the EOBNRv2 and EOBNRv2HM waveform models
in LAL.
Using a Bayesian analysis, we found that for unequal-mass
systems and inclined binaries subleading modes improve the
measurement of the mass parameters and break degenaracies
in distance and orientation angles (see Sec. V C). As the bi-
nary’s total mass increases, the merger and ringdown phases
dominate the SNR. Since for such high-mass binaries the sig-
nal resembles a burst, the measurement will extract the dom-
inant frequency of oscillation of the signal, which depends
primarily on the total mass, thus the uncertainty in total mass
becomes smaller than the uncertainty in the chirp mass (see
Sec. V A, Fig. 7 and Tables I and II). In contrast, for lower
total masses, the SNR accumulates over many cycles of in-
spiral and the chirp mass is better measured. The presence of
subleading modes is less crucial for comparable-mass systems
and face-on binaries (see Sec. V A, Fig. 7 and Table I). Inclu-
sion of subleading modes allows for improved measurement
of the mass ratio for asymmetric and inclined systems (see
Table II). Finally, as discussed in Sec. V F, GW observations
of IMBHBs will demonstrate the existence and shed light on
the demographics of IMBHs, even if component masses will
be measured only with a fractional error of (several) tens of
percent.
Our analysis was restricted to nonspinning IMBHs and ex-
plored only part of the parameter space. These limitations
were a consequence of the fact that EOBNR waveform models
are expensive to generate for Bayesian analyses. Higher-mass
binaries (Mobs ∼ 400M) take tens to hundreds of millisec-
onds to generate, while lower-mass binaries (Mobs ∼ 50M)
will require up to tens of seconds; computational time will
quickly add up as 106–107 waveform computations are re-
quired for a complete analysis. This cost is compounded by
the requirements both for long segments to enclose the en-
tire waveform while in-band (long due to the low minimum
frequency) and a high sampling rate in order to include the
subleading modes in the ringdown signal. Recently, reduced-
order models (ROM) have been developed for EOBNR wave-
forms, either for spinning, nonprecessing systems [73] or non-
spinning, but with subleading-mode waveforms [74]. Future
investigations could employ these faster template families.
While completing this work, we became aware of the study
of Ref. [75], which includes the effect of nonprecessing spins
using a ROM built on the SEOBNRv2 template family [73,
76], while discarding the subdominant modes.
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Appendix A: Summary of measurements
In this section we present tables of the 95% credible inter-
vals for five of the measured parameters: Mobs, η,Mobs, dL,
and tc. Results are presented for two mass ratios (q = 1.25
and q = 4) and for two inclinations (θJN = pi/3 and θJN = 0).
For all parameters except tc, these values are scaled by their
true values and converted into percentages. Uncertainty in tc
is presented in ms. Table I presents values for q = 1.25 and
Table II presents results for q = 4. For the two inclinations,
results are side-by-side, with θJN = 0 in parentheses.
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