The above review shows that several studies have been conducted. However, to our knowledge, no researchers have used Sine Cosine Algorithm (SCA) to minimize carbon emissions. Therefore, this study aims to develop a new algorithm to solve FSSDS problem. We propose the Sine Cosine Algorithm (HSCA) hybrid algorithm to solve this problem. The proposed algorithm is used to minimize carbon emissions in the FSSDS problem. The Sine-cosine (SCA) algorithm is an optimization algorithm proposed by Mirjalili [30] . The SCA algorithm refers to the No Free Lunch (NFL) theorem. The NFL theorem allows researchers to propose new algorithms or improve current procedures. This algorithm can be used to solve problems in different fields. This SCA algorithm is based on the cosine sine of mathematical functions to solve optimization problems.
Methodology

Nomenclature and Problem Definition
The problem of scheduling the Flow Shop Sequence Dependent Setup (FSSDS) has a processing time, and jobs ( = 1,2,3, . . , ) that are processed on the m machine ( = 1,2,3, . . ). Some FSSDS assumptions are (1) the sequence of n jobs ( = 1,2,3, . . . , ) done on each m of machines ( = 1,2,3, . . . , ) is the same. (2) the processing time for each job is . shows the time of the − and is done on the − ℎ . (3) All machines are available when = 0. (4) The set up time depends on the work order, and it is separated from the processing time. (5) the time set up job to job + 1 on machine j is , +1 . Furthermore, shows the setup time for job if the job is the first order job. (6) Each job when it starts processing to completion must be in order and must not be interrupted. (7) Each machine starts at time = 0 and finishes when the last job on each machine is finished At present, research minimizing energy and carbon emissions has not been much studied. However, several researchers have studied this problem. Utama [21] proposed the CDS and NEH algorithm to minimize energy consumption. Liu, et al. [22] proposed a hybrid fruit fly algorithm for solving flexible job-shop to maximize carbon footprint. Zeng, et al. [23] proposed the NSGA II algorithm to minimize energy consumption. Tang, et al. [24] proposed the PSO algorithm to minimize carbon emissions. Piroozfard, et al. [25] proposed minimizing carbon emissions using the Genetic algorithm. Li, et al. [26] used a hybrid optimization approach to minimize carbon emissions. Wu and Che [27] proposed minimizing carbon emissions in parallel machines using the Memetic Differential Evolution algorithm. Batista Abikarram, et al. [28] conducted minimizing carbon emissions in parallel machines. Tan, et al. [29] proposed scheduling to minimize carbon emissions with MILP.
(each machine that stops independently of other machines). The notation used in scheduling carbon emissions minimization is as follows:
: index of job, i = 1,2 … , n : index of Machine, j = 1,2 … , : total jobs : total Machine : set up time Job i on sequence 1 (kilowatt)
, +1 : Set-up time for job and next job sequence + 1 (hours)
: total setup time (hours) ,
: Job processing time sequence on machine (hours) : processing energy consumption on Machine (kilowatt) : Energy consumption setup on Machine (kilowatt) : energy consumption idle to Machine (kilowatt) ,
: time of completion of sequence job on machine : time of completion on the machine : total busy time on machine : total idle time on the Machine : carbon emissions emitted by Machine j (kg/kilowatt) : total carbon emissions (kg)
The purpose of this model is to minimize carbon emissions (TCE) [31] . Following is the FSSDS formula for minimizing total of carbon emissions:
,1 = −1,1 + , +1 + ,1 , = 2 . .
, = max( , −1 , , +1 + −1, ) + , , = 2 . . , = 2 . .
Equation (1) formulates the objective of minimizing carbon emissions. Equation (2) illustrates the formula for completing job sequence 1 in machine 1. Equation (3) shows the completion time of job sequence one on machines 2 to j. Equation (4) describes the completion time of a sequence job on machine 1. Equation (5) illustrates the completion time of a sequence job machine . Equation (6) explains the machines busy time . Equation (7) illustrates the total setup time on machine j. Equation (8) shows the total idle time on machine j. Equation (9) illustrates the formula for calculating total carbon emissions.
Hybrid Sine Cosine Algorithm (HSCA) algorithm proposed
We proposed Hybrid Sine Cosine Algorithm (HSCA) for minimizing total carbon emissions in FSSDS problem. The HSCA algorithm also has the characteristics to solve scheduling. We called this algorithm the Hybrid Sine Cosine Algorithm (HSCA). We added the NEH algorithm to improve HSCA performance. In this article, the NEH algorithm replaced one search agent in the SCA. There are four steps in the HSCA algorithm: initializing positions for search agents, applying LRV for sequence, changing one search agent position using NEH algorithm, and evaluating SCA. Pseudocode proposed algorithm is presented in Algorithm 1.
1. Search agent initialization (solution) (X) 2. Apply LRV on each search agent to be mapped into job permutation 3. Solve the PFSSP using NEH 4. Choose about one search agents from the population and replace them with NEH 5. For i=1: maximum number of iterations 6. Evaluate each search agent with an objective function 7.
Update the best solution obtained from (P = X *) 8.
Update r1, r2, r3 and r4 9.
Update the search agent position using equation (12) 10. endfor 11. The best global return is obtained so far as the optimum
Nawaz Enscore Ham (NEH) Algorithm
Nawaz Enscore Ham (NEH) is a useful heuristic algorithm for FSSP cases. The workings of the NEH method are jobs with the most significant total processing time given top priority to be carried out [12] . Initialize NEH job sequences descending based on the total processing time of each job. Furthermore, the best order is determined from each job position (see Algorithm 2) [32] .
Algorithm 2 Pseudo-code Nawaz Enscore Ham (NEH) algorithm 1. Compute the total processing time for each job on m machine 2. Generate a sequence j = (j1, j2,…, jn) by sorting the jobs in non-increasing order according to the total processing time 3. The first job is taken. * = { j1 } 4. for i = 1 : n -1 5.
Take job form and insert into all possible positions of * ; 6.
Evaluate the new sequence ← * ∪ (use equations 1 to 9); 7.
Select the * ← with the lowest objective value; 8. endfor 9. return * ;
Initialize Search Agent position
The initial position of the search agent is generated randomly. Agent search position based on upper bound and lower bound. It must be ensured that there is no similar loop in the initialization of the search agent position. Fig. 1 illustrates the position of the search agent. Search agent position is a matrix.
Penerapan Large Rank Value (LRV)
We proposed a ranking order for search agents using Large Rank Value (LRV). LRV procedure is sorting from the largest to the smallest value. Fig. 2 illustrates an illustration of how the LRV works. 
Sine-Cosine Algorithm (SCA)
We proposed Hybrid Sine-cosine algorithm that has been proposed by Mirjalili [28] . The basic principle of the SCA algorithm is to combine random solutions with a high degree of randomness to find the optimal solution from the search space. The Sine and Cosine effects on formulated in Equations (10) and (11) .
shows the position of the solution during the − ℎ dimension in the − . 1 / 2 / 3 describe random numbers.
is the position of the destination point in the − ℎ dimension. Moreover, || show absolute value. These two equations are combined as in equation (12) 
Equation (12) shows that there are four main parameters in SCA. These are 1, 2, 3, and 4. The parameter 1 determines the next position area in the form of space between the solution and the destination. The parameter 2 determines how far the movement must go in or out of the destination. The 3 parameter is a random weight. Parameter 4 shows the random number of transitions between the sine and cosine components in Equation (12) . Random location is achieved by defining the number 2 in the range [0, 2π] in equation (12) . This algorithm can balance exploration and exploitation to find the optimal global solution. To balance exploration and exploitation phase, sines and cosines in Equations (10) through (12) are changed adaptively using equation (13) . is the current iteration. indicates the maximum number of iterations. Moreover, is a constant. General steps of the SCA Algorithm are presented in Algorithm 3. Update the best solution obtained from (P = X *) 5.
Update r1, r2, r3 and r4 6.
Update the search agent position using equation (12) Jurnal 
Experiment Procedure
This study used seven variations of the job. Furthermore, this study used two various machines. The total experimental environment in this study was 14. Generation of processing time, job set-up time in the first sequence, and set-up time for sequences from job to job + 1 were uniform (10.50), uniform (1 , 10), and uniform (1, 10) . The value of the generation of uniform distributions Process energy consumption, Set up energy consumption, and idle engine energy consumption was (5.10), (1.2), and (1.3), respectively. Carbon emissions from each engine were obtained with uniform parameter values (0.1).
In the parameter experiment, the parameters used in the experiment are population and iteration. The HSCA population factor consisted of 3 levels: population 10, 50, and 100. Iteration factor consisted of 5 levels such as 10, 50, 100, 200, and 500. For every data, there were 15 experiments performed. The study had 14 different experimental environments. Thus, the experiment was carried out as much as 210 times the treatment. To test the effectiveness of the algorithm, the study conducted a comparison with several algorithms. The algorithm chosen for comparison was simulated annealing and genetic algorithm. The algorithm was a popular algorithm at the moment. HSCA parameters used are 100 populations and 500 iterations. Comparative testing used 100 job problems and 16 machines. The problem was repeated 20 times. The comparative test used independent sample t-test. Numerical tests were carried out in the Matlab R16 software on a Windows 8.1 AMD 4 x86-64 4 GB processor. A variety of population, job, machine, and the number of iterations are used to find the most optimal possibilities for minimizing carbon emotions.
Results and Discussion
This section explains the effectiveness of the proposed algorithm, the results of total carbon emissions, and the computational time of each experiment. We reported the results of developing the SCA algorithm to solve optimization problems. The results of experiments conducted on the Matlab application that produce total carbon emissions and computational time according to population, number of jobs, number of machines and number of iterations. Table 1 is a recapitulation of the results of the HSCA experiment on carbon emissions. Based on the results of the experiment, there are several findings from the results of the experiment. The higher the job and when the number of machines is the same, the more significant amount of carbon emissions produced. The higher the number of machines and when the number of jobs is the same, the carbon emissions produced will be even higher. The higher the population used, the smaller the carbon emissions produced. Thus, carbon emissions are influenced by population. If the iteration is used the more significant the carbon emission value will be smaller. In the case of small jobs, the parameters that should be used are small populations and small iterations. Furthermore, in the case of large jobs, the parameters that should be used are large populations and significant iterations. Table 2 shows the recapitulation of computational time for various possible populations, jobs, machines, and the number of iterations. The findings of several ISSN : 1978- experiments are as follows. The higher the job used, the greater the computational time required. The higher the number of machines used, the greater the required computing time. The higher the population, the greater the computational time. Thus, computing time is influenced by the population. If the iteration gets high, then the computing time also gets high. Thus, computing time is affected by the number of iterations. 
Results HSCA parameters toward carbon emissions
Testing HSCA parameters for computational time
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HSCA Testing of Other Algorithms
Based on the independent sample t-test (Table 3 and Table 4 ), the SCA algorithm has better performance than the CE and SA algorithms. The average value of carbon SCA emissions produced in the experiment is 200021.50 kg. Furthermore, the CE and SA algorithms produce carbon emissions of 206541.65 kg and 205451.32 kg. From the independent t-test statistic test shows ALO algorithm has a significant difference to the CE and SA algorithms. 
Conclusion
The results of the research show that the higher the amount of work, the greater the carbon emissions produced. If the work is significant, the optimal solution is to use a large population and iteration. Moreover, conversely, if the amount of work is small, the optimal solution is to use a small population and iteration. From the experimental results show that the HSCA algorithm is useful for solving FSSDS problems. Suggestions for further research are to improve the algorithm by providing new, more active steps to reduce computational time.
