In recommender systems based on low-rank factorization of a partially observed user-item matrix, a common phenomenon that plagues many otherwise e ective models is the interleaving of good and spurious recommendations in the top-K results. A single spurious recommendation can dramatically impact the perceived quality of a recommender system. Spurious recommendations do not result in serendipitous discoveries but rather cognitive dissonance. In this work, we investigate folding, a major contributing factor to spurious recommendations. Folding refers to the unintentional overlap of disparate groups of users and items in the low-rank embedding vector space, induced by improper handling of missing data. We formally de ne a metric that quanti es the severity of folding in a trained system, to assist in diagnosing its potential to make inappropriate recommendations. The folding metric complements existing information retrieval metrics that focus on the number of good recommendations and their ranks but ignore the impact of undesired recommendations. We motivate the folding metric de nition on synthetic data and evaluate its e ectiveness on both synthetic and real world datasets. In studying the relationship between the folding metric and other characteristics of recommender systems, we observe that optimizing for goodness metrics can lead to high folding and thus more spurious recommendations.
INTRODUCTION
Recommender systems based on collaborative ltering propose items to users by generalizing from sparse observed user-item a nities. Prior to live deployment, system developers measure the quality of recommenders using o ine metrics that typically treat the recommendation problem as a regression or ranking problem. Regression metrics (e.g., RMSE, MAE) measure how accurately the system can predict the a nity of some hold-out user-item a nities, whereas ranking metrics (e.g., Precision@K, MAP) measure how well hold-out observations intersect with predicted recommendations, for each user. Such metrics are one-sided: they are only goodness metrics, focused on measuring recommendation performance based on observed data, while ignoring the possible presence and range of inappropriate recommendations.
In the development of production recommendation systems, disregarding bad recommendations is a critical issue, as a single inappropriate recommendation, even surrounded by many excellent ones, can have a disastrous impact on user experience. Furthermore, not all bad recommendations are equally undesirable. For example, when recommending movies to a user that mostly watches animated Disney movies, a recommendation set that consists of relevant animated videos, along with a PG romantic comedy, is perhaps questionable. Arguably far worse are recommendations with those same animated movies but alongside an NC-17 horror movie. This issue is exacerbated in cold-start situations, where the model makes predictions for new items when much of the interaction data is unobserved.
The above scenarios arise because observed data is not uniformly distributed among user-item pairs. In most applications, we do not have explicit ratings from clearly unrelated pairs, e.g., between a child viewer and an horror movie. Hence, classical goodness metrics focused on evaluation against observed data cannot e ectively detect and di erentiate the scenarios above. This problem is related to the issue of data missing not at random (MNAR), well studied in the recommendation system literature [19] . Proposed solutions so far include building models that are explicitly aware of bias in the training data [27] and focusing on the recommendations at the top [2] , yielding models that are less likely to score inappropriate recommendations highly. However, to the best of our knowledge, there has been little attention devoted to designing a badness metric that captures the range of inappropriate recommendations. The lack of labeled data for bad user-item pairs explains the inherent complexity in designing a badness metric, and identifying speci c inappropriate user-item pairs for such a metric is no simpler than solving the original regression problem.
Spurious estimations are predictions that are not well-supported by the observations from which the model is trained. Thus, they are artifacts of the model rather than being inherent to the data. It is important to note that these are di erent from diverse recommendations, where the recommendations are explicitly aimed at satisfying a diversity objective that leads to serendipitous discoveries. By contrast, spurious estimations are made by the recommender model due to lack of associated data. Semantically, spurious recommendation could mean that an item is inappropriate for user (e.g., horror lms to children).
We propose the folding metric as a measure of badness with respect to unobserved data in a recommendation model. The metric pursues an approach based on inferring the geometry of the embedding space that results from matrix factorization. In the matrix factorization setting, users and items are embedded in a vector space such that elements with high a nity are near in the space by some distance metric, and dissimilar items are far apart. However, as we will demonstrate, when missing data is not handled properly, the resultant space can embed similar users and items to be well-positioned with respect to each other, but place or fold those elements in the same region as another unrelated group of coherent users and items. Two groups are unrelated if their members have never interacted with each other. When generating recommendations for a user by returning its nearest-neighbors in the embedding space, folding leads to spurious recommendations. Using synthetic data, we illustrate how the folding metric complements a goodness metric. Optimizing solely for goodness can lead to models with high folding, which in turn translates to more inappropriate recommendations.
In our experiments, we evaluate the folding metric on the MovieLens dataset [7] and empirically show that it is robust to di erent estimations of the likelihood of user-item interactions, which is a prerequisite to the folding metric.
PRELIMINARIES
A set of m users and n items for which we have some observed ratings a i j ∈ R constitutes the setting of a regression problem in collaborative ltering. The observed ratings a i j partially de ne a matrix A ∈ R m×n , where Ω ⊂ {1, . . . ,m} × {1, . . . ,n} denotes the set of observed entries of A, and typically |Ω| ≪ mn. These observations can be explicit user-item ratings, or they can re ect the number of exposures and interactions (e.g., click through rate).
The goal of a recommender system is to estimate which unobserved entries have the largest latent values in any given row a i of A. A popular approach is to assume that the unknown underlying process generating observations de nes a low-rank k matrix. The goal is then to approximate the partially de ned matrix A with a low-rank matrix U ⊤ V where U ∈ R k ×m ,V ∈ R k ×n , by solving the following optimization problem:
where W ∈ R m×n + is a weight matrix, ⊙ denotes the Hadamard matrix product, · F represents the Frobenius norm, and λ ≥ 0 is a regularization parameter.
The problem in Equation (1) is well de ned if for each (i, j) Ω, either w i j = 0, or a i j is predetermined. Handling missing data by selecting the appropriate w i j and a i j for (i, j) Ω is of crucial importance to any factorization-based recommendation algorithm. In regression problems, unobserved entries are set to a prior. Common choices for the prior are a global constant and functions of i and/or j. For example, in a user-movie rating scenario, users have mostly watched and rated movies they like, hence the prior for all ratings should be lower than the global average observed ratings.
Weighting the Unknown
Various propositions for W have led to a broad range of algorithms. On one end of the spectrum, setting W = 1 and a i j = 0,∀(i, j) Ω in Equation (1) converts the problem to an SVD decomposition of A (under λ = 0). This approach is known to lead to recommendations that can be quite poor when A is very sparse, because the loss function is dominated by the unobserved data. In practice, a sparsity rate of 10 −3 or lower is common, thus making this approach inapplicable in most settings. On the other end of the spectrum, the unobserved data can be ignored all together by setting
where 1 Ω is the indicator matrix of the set Ω such that 1 Ω i j = 1 for (i, j) ∈ Ω and 0 otherwise. As we will demonstrate in Section 4, this can lead to spurious recommendations. [12] shows that attributing a small uniform weight to all unobserved data leads to success on the Net ix Prize, by setting
where α > 0 is a meta-parameter that controls the importance attributed to the unobserved user-item pairs. This meta-parameter α needs careful tuning. A reasonable choice for α is in the order of the sparsity rate of A, thereby sharing evenly the total weight of the observed and unobserved data in Equation (1). Di erent choices for W 0 ∈ R m×n have been studied in [12] , where W 0 is the all-ones matrix; in [24] , where W 0 is rank 1; and in [25] , where w i j = c i c j with multiple options for c i and c j .
Optimization Strategies
The optimization problem in Equation (1) has been widely studied in the literature in the context of collaborating ltering and recommender systems, and the proposed solutions broadly fall into two categories: weighted alternating least square solvers (WALS) and stochastic gradient descent solvers (SGD). WALS presents the considerable advantage of taking into account the full matrix A, down-weighting appropriately the unobserved entries, often leading to more accurate models [30] . According to [12] and [24] , as long as the weight matrix is of the simple form of Equation (2), WALS solvers are able to handle large matrices.
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In a typical recommender system powered by low-rank matrix factorization, the standard method for generating recommendations, after the embedding vectors are trained, is to take the top-K items, excluding previously rated items, with embedding vectors that achieve the highest cosine similarity (or dot product) with a given user vector. The predicted matrix shown in Figure 1(c) illustrates the rami cations: for children, while the family movie group is recovered correctly, other groups of movies are ranked too high (action, horror) and some of these movies are bound to creep in the top-K recommendations.
Recommending an uninteresting family lm to a child is far less of an o ense than recommending a horror lm. Determining the impact of a bad recommendation is hinged upon our ability to discern why a user-item rating is missing from the observation set Ω. The Missing Not At Random (MNAR) principle postulates that not all user-item pairs have equal likelihood of being unobserved. As shown in Figure 1 , the likelihood is tied to the consumption pattern -for a given user, a movie in a genre she has regularly rated is much less likely to have a missing rating than in a genre she has never interacted with before. We capture the missing data mechanism via relatedness, to be discussed in Section 3.4.
An Example of Folding using MovieLens
A concrete example of folding is shown in Table 1 using the MovieLens data [7] . Treating the recommendation problem as a regression problem with a i j being the star rating user i gave to movie j, we solve the optimization problem in Equation (1) twice, once ignoring all missing data (setting α = 0 in Equation (2)), and once using α = 0.001, and a i j = 2 ∀(i, j) Ω). The MovieLens data is rst partitioned into training and hold-out, and Equation (1) is optimized using the training data alone.
According to the mean squared error (MSE) measured on the hold-out set, the solution obtained while ignoring the missing data is quantitatively better than the one using the missing data. However, a cosine-based nearest neighbors analysis clearly reveals folding in the rst case, indicated by high-ranking inappropriate recommendations reported in Table 1 . The query movie "Cinderella" is a musical targeting children and youth. The second set, composed predominantly of comedies and adolescent drama, is thus more tting than the crime thrillers and drama for a mature audience in the rst set, even though the cosine measures are higher in the rst set.
Causes of Folding
Folding is best explained by partitioning the unobserved data into related and unrelated missing values. A related user-item pair is unobserved for potentially multiple reasons. For example, the user might not interact with an item due to lack of exposure but would otherwise have an opinion about that item, or perhaps the item is extremely popular and the missing observation denotes implicit negative a nity. Together with Ω, the set of observed user-item pairs, the missing related data form the related user-item pairs. Each related missing user-item pair can take any rating value. In Figure 1 , the related missing user-item pairs are the missing entries in the populated blocks of the data matrix in (b). Serendipitous recommendations are always about unobserved related data. In contrast, an unrelated missing user-item pair characterizes a user who has no interest in an item (e.g., children and horror lms or Japanese lms and non-speakers). Unrelated missing data often constitute the vast majority of the missing observations, due to some inherent structure in the data generation process: useritem consumption is naturally limited by region, languages, or it is arti cially restricted by targeting. In the example of Section 3.1, the unrelated missing observations are all the user-item pairs outside of the dark blocks in Figure 1(a) .
Folding pertains to falsely assigning high a nity to unrelated missing data. By contrast, identifying similarities in related missing data is considered generalization by the model from known data. When a model folds, it leads to spurious recommendations, often inter-leaved with good recommendations, which makes the issue hard to detect. The likelihood of a model to fold is exacerbated by the fact that the indicator matrix 1 Ω is often close to a block sparse matrix (as in Figure 1 ), due to implicit partitioning of users and items based on metadata such as countries, languages, interests, etc-most viewers will watch movies with either the sound track or subtitles in a language they understand; many music listeners are interested in 2-3 genres of music; online shoppers are shown ads about items from a small pool of topics targeted to them.
To illustrate how such situation can lead to folding, consider the simpli ed scenario where 1 Ω is K-block-diagonal, inducing a partition of users into K populations and items into K groups. When unobserved data are ignored (α = 0), there are no constraints between users in population k and items in group l k. Hence, Equation 1 can split into K independent sub-problems. In any optimal solution the embedding vectors of users and items of a population k are organized in speci c positions with respect to each-other, but they can fold on top of users and items of population l k.
Relatedness
The folding metric is based upon the notion of relatedness between a user i and an item j, which captures the likelihood of interaction Algorithms II RecSys'17, August 27-31, 2017, Como, Italy between i and j, regardless of the rating. Pairwise relatedness between users and items can be modeled in a matrix R ∈ [0, 1] m×n . Such a matrix is usually not available and needs to be estimated rst. Section 4 explores and evaluates one way to estimate R for the speci c case of MovieLens data, along with a generic approach, which is described next.
One can compute a low-rank approximation of the binary matrix 1 Ω , and then apply a coe cient-wise monotonic transformation (e.g. translation + normalization) to get R in [0, 1] m×n . This approximation can be done using WALS with a high unobserved weight parameter α (e.g. α = 1), or simply using SVD. The rank should ideally be just large enough to capture the underlying hidden structure of 1 Ω , but small enough not to encode any noise. This low-rank approximation is a form of smoothing of 1 Ω with the desired property that for a majority of user-item pairs, r i j is large if (i, j) ∈ Ω and small otherwise. However, r i j can also be somewhat large if user i and item j are not directly connected, i.e., (i, j) Ω, but closely related in the bipartite graph de ned by Ω. Conversely, this approach also allows for cases where r i j is small for (i, j) ∈ Ω, which is a desirable property in the case of noisy data.
The Folding Metric De nition
De nition 3.1. Given a measure of relatedness R, the folding metric F R , which assesses the propensity of a user-item similarity measure S to cause spurious recommendations, is de ned as
The asymmetry due to max(0, ·) causes the folding metric to be only a badness measure: folding increases when unrelated pairs are considered similar but is not a ected when related pairs are rated as dissimilar. First, related pairs are taken care of by goodness metrics (which are always used jointly with the folding metric), as they are likely supported by observed ratings. Second, predicting low ratings on related pairs is legitimate and does not contribute to folding.
In the context of matrix factorization, the similarity measure S is de ned over the factors (U ,V ). Its exact de nition can vary based on the application, but a reasonable choice is the cosine similarity between user vector u i and an item vector v j . Note that given De nition (3.1), (i, j) pairs with negative s i j make no contribution to the folding metric, regardless of the value for r i j ∈ [0, 1].
The folding metrics F R (S ) and F R (S ′ ) for di erent similarity measures S and S ′ are comparable only if S and S ′ have similar distributions. For example, the folding value of a cosine similarity and the folding value of a dot-product similarity are both interesting in their own rights, but cannot be compared.
Relationship to Other Metrics
In this section we discuss the relationship between the folding metric and existing metrics for evaluating recommender systems. Below, let Ω R i denote the set of related items to user i, and let Ω U i denote the set of unrelated items to user i.
Precision.
Precision is applicable only in the context of recommending good items, a task with a binary objective. During o ine evaluation for this task, a fraction of the items rated favorably by the user is held out from the training set, and the model is measured on its ability to retrieve the hold-out set. Traditionally, missing observations are treated as negatives in such evaluations, which require negative labels. That is, recommending an item not in the hold-out set is considered a false positive. Since most applications only recommend to the users a small fraction of all available items, precision is commonly measured on only the top-K recommendations, in a variant known as precision@K, Precision@K = T P K = 1 − F P K where T P is the number of true positives and F P is the number of false positives corresponding to the number of missing observations in the standard treatment.
While the folding metric operates mainly in a space orthogonal to the focus of precision, high folding can negatively impact performance measured by precision@K. By the MNAR principle,
vs. movie k in the unrelated set Ω U i , where P obs (u, ) denotes the probability of observing a rating for movie by user u. Let y i be a recommendation set consisting of K items and P F P (i, j) denote the likelihood of user-item pair (i, j) being a false positive. Since all missings are regarded as negatives by precision,
For two recommendations sets y i and y ′ i of size K such that
e. y i su ers more from folding,
implying that y i with higher folding has lower precision@K in expectation. However, for a given value of precision, folding can take on a range of values because precision does not distinguish between related and unrelated missings. Folding is more severe with top-K results containing unrelated missings than related missings.
3.6.2 Ranking Based. One major drawback to precision/recall is that they are not sensitive to the position of the true positives in the ranked list for the top-K results. Ranking based metrics such as discounted cumulative gain (DCG) is designed to measure the system's ability to prioritize good recommendations over the bad ones. DCG@K, the analog to precision/recall@K, is de ned as
where r (i) indicates the relevance of the item at position i. A common choice for r is a binary indicator for observed interaction between a user and an item. As with precision/recall, missing items have a relevance of 0, e ectively acting as a negative. For recommendation sets that have the same precision, the ones that have the positives positioned towards the top of the list have higher DCG.
DCG@K is also negatively impacted by high folding. The interleaving of ∈ Ω R i and b ∈ Ω U i pushes down the ranks of positives, resulting in a lower DCG. The MNAR assumption implies E[r ( )] > E[r (b)]. Since DCG also does not distinguish between Algorithms II RecSys'17, August 27-31, 2017, Como, Italy related and unrelated missings, the value for the folding metric can vary signi cantly between models with the same DCG.
3.6.3 RMSE. Root mean squared error (RMSE) is the standard choice for evaluating recommender systems on regression tasks such as user rating prediction. While the metrics above heed some notion of negatives, RMSE does not consider them at all. For the @K metrics above, a false negative occupies a spot that could have been lled with a true positive, thus lowering the metric. For RMSE, any value can be placed on the missing entries without a ecting the objective. Our experiments suggest that when constrained by embedding dimensions, systems that optimize for RMSE predict high values on Ω U i , which indicates higher folding, to achieve more accurate predictions for Ω R i .
EXPERIMENTS
To separate the study of folding from the estimation of the relatedness matrix R, we rst report experiments on synthetic data, where the relatedness is known as part of the data generation process. Then, we illustrate folding on models trained on the MovieLens dataset.
Assessing Folding on Synthetic Data
The experiments reported below involve 5000 users and 6000 items. The low-rank process that de nes user consumption patterns is generated by partitioning users into 5 groups of sizes varying from 400 to 1600 and items into 10 groups of sizes from 100 to 1400. Out of the 50 blocks in {user groups} × {item groups}, a quarter of them are marked as on-blocks (dark blocks in Figure 1(a) ), which connect related users and items. These on-blocks are selected randomly such that any user or item is in at least one on-block. The remaining blocks are o -blocks, connecting unrelated users and items. Each block is further divided into 2 x 2 sub-blocks, and each sub-block is assigned a random integer in [1, 5] representing user-item ratings. From the low-rank process mask, 25% of the user-item pairs in the on-blocks are randomly selected as part of the observed dataset, along with 2.5% of the entries in the o -blocks (assigned random ratings) to simulate noise. 25% of the observed dataset is held out for testing, excluding noisy entries. We repeat this data generation process 100 times, and Figure 3 reports means and standard deviations among these 100 experiments. In each experiment, the {0, 1} matrix of on/o blocks is used as the relatedness matrix R, i.e., r i,j = 1 if and only if the user i and item j pair belongs to an on-block. Each full data matrix in {0, . . . , 5} 5000×6000 is factored using WALS, with a regularization parameter λ = 0.1 while varying k, the embedding dimension, and α, the weight on unobserved user-item pairs. Figure 3 shows the RMSE measured on hold-out data and the folding metric measured on all user-item pairs for di erent combinations of k and α. Folding is calculated for the cosine similarity between user and item embeddings. Note that since in these datasets 3 4 of the blocks are o -blocks, r i,j = 0 for 3 4 of the user-item pairs in expectation. The maximum folding value is 0.75 when the model assigns maximum cosine similarity s i,j = 1 to every unrelated pair. If the expected cosine similarity over the unrelated pairs is just average (s i,j = 0.5) the folding measure is 0.375. For any xed embedding dimension k, decreasing the weight on unobserved data α improves the error rate on hold-out data but deteriorates the folding metric. This trend is more pronounced in lower dimensions, as the model does not have enough resolution to represent the data well. Ignoring the numerous unobserved pairs naturally leads to more folding. Similarly, xing α and decreasing k worsens the folding metric, as the information is more compressed, but improves the error rate, as over tting decreases, up to the point where the model under ts.
Optimizing only for RMSE yields k = 10 and α = 0 as optimal hyperparameters. However, they lead to F R > 0.25, which indicates that many user-item pairs in o -blocks are considered similar. This is unreasonable for both the synthetic data generation process and real-world datasets. Hyperparameter tuning is a multi-objective problem, and in practice, the right balance between RMSE and folding is application-speci c.
Assessing Folding on Real Data
The MovieLens 10M dataset contains 10M ratings for 10,681 movies by 71,567 users, yielding a sparsity rate of 1.3% [7] . We center the observed ratings A by subtracting the global average from all ratings and set the unobserved entries a i j to 0. We randomly select 10% of all observed entries to be held out from training for testing. The optimization problem in Equation (1) is then solved using the training data and WALS with regularization λ = 10 while varying the embedding dimension k and unobserved weight α.
Computing the folding metric requires a de nition of R, the relatedness between all users and all items. Following the proposition in Section 3, we approximate 1 Ω using a rank l factorization X ⊤ Y , with X ∈ R l ×m and Y ∈ R l ×n , using WALS with a high weight of
