We investigate a component of the center variety of polynomial differential systems that includes all time-reversible systems. We give a general algorithm to find this irreducible subvariety and compute its dimension.
Introduction
In Dulac (1908) , Dulac considered polynomial systems of the form dx dt = x + F(x, y) = P(x, y),
where F(x, y), G(x, y) ∈ C[x, y] and have no constant and linear terms. He gave the following definition for a center at the singular point (0, 0). 
where the v j,s− j are complex-valued functions in the coefficients of P and Q, such that ∂Ψ ∂ x P(x, y) + ∂Ψ ∂y Q(x, y) = 0.
When P and Q are quadratic polynomials, Dulac gave necessary and sufficient conditions on the coefficients of P and Q such that system (1) has a center at the origin. Moreover, he asked if one can find necessary and sufficient conditions on the coefficients of P and Q, without restrictions on the degree, such that system (1) has a center at the origin. This is the so-called center problem. For higher degree polynomials, the center problem is still open. In particular, although there are numerous partial results about cubic systems, that is, when P and Q are cubic polynomials, the center problem is still open for general cubic systems. The center problem has a long and interesting history. For more information, background and proofs for facts cited in this paper, see either the indicated original source or Cima et al. (1997) , Reyn (1994) , Romanovski and Robnik (2001) , Rousseau and Schlomiuk (1995) , Schlomiuk (1993) anḋ Zoładek (1997) .
In this paper we present an algorithm that computes, for any system (1), sufficient conditions to have a center at the origin. Moreover, we will demonstrate this algorithm for the general cubic system. Any polynomial system of the form (1) can be written in the form
a pq x p+1 y q = P(x, y),
where P(x, y), Q(x, y) ∈ C[x, y] and S = {( p j , q j ) | p j + q j ≥ 1, j = 1, . . . , l} ⊂ {{−1} ∪ N} × N.
We denote by E(a, b)(=C 2l ) the parameter space of (3). It is clear that there is a oneto-one correspondence between points of E(a, b) and systems of the form (3). Thus, to solve the center problem, we need to identify all points (a, b) such that their corresponding systems have a center at the origin.
Denote by C[a, b] the polynomial ring in the variables a pq , b qp . It is known (see e.g. Dulac, 1908; Romanovski and Robnik, 2001 ) that one can always find a Lyapunov function Ψ of the form (2) such that 
. ).
For an ideal I ⊂ C[a, b] let V(I ) denote the variety of the ideal I , that is, the set of all points in C 2l which are zeros of all polynomials in I .
Definition 2. The ideal
is called the Bautin ideal of system (3) and its variety V(B) is called the center variety of system (3).
Since C[a, b] is a Noetherian ring, by the Hilbert basis theorem, the ideal B is finitely generated. It is known, for quadratic systems, that B is generated by the first three focus quantities. At present there are no general methods to find a basis of the Bautin ideal for an arbitrary polynomial system. While there exist methods to compute the variety of the ideal, their computational complexity has prevented calculations even for the general cubic system (3).
Without computing any focus quantities, one can easily identify a subvariety V of V(B) such that for any point (a , b ) ∈ V , the corresponding system is Hamiltonian.
Using methods from computational algebra, we present an algorithm to compute another subvariety of V(B), which we call the Sibirsky subvariety, of the center variety. To define and find this subvariety we proceed as follows.
Let L : N 2l N 2 be the linear operator such that for
Let
Obviously, M is an Abelian monoid. For k = 0, finding the solutions of the equation in (6) is just the standard integer programming problem; see, e.g. Sturmfels (1993, Section 1.4). Our algorithm is an adaptation of the algorithm to solve the standard problem. Let C[M] denote the subalgebra of C[a, b] generated by all monomials of the form
In order to simplify notation we will abbreviate such a monomial by
It is shown in Romanovski (1993) and Romanovski and Robnik (2001) that the focus quantities of system (3) belong to C[M] and have the form
with g (ν) ∈ Q, k = 1, 2, . . . . (Similar properties of the focus quantities were also obtained in Cima et al., 1997 and Yi-Rong and Ji-Bin, 1989.) Consider the ideal
From (7) and Definition 2 it is clear that B ⊆ I sib and hence V(I sib ) ⊆ V(B).
Definition 3. The variety V(I sib ) is called the Sibirsky subvariety of the center variety.
This subvariety was first investigated by Sibirsky (1976) , for a slightly different system, namely
System (8) corresponds to a real system via the substitution x = u + iv (u, v are real variables). The real system has the forṁ
and, therefore, has a center or focus at the origin. We should note that usually a singular point of a real system is called a center if all trajectories in its neighborhood are closed.
However it is possible to show that all trajectories in a neighborhood of the origin of system (9) are closed if and only if it admits a first integral of the form Bibikov, 1979) . Therefore this commonly used geometric definition is in agreement with the above Definition 1. Sibirsky was interested not in the whole subvariety V(I sib ) but in the part consisting of all points of the form (a, a) corresponding to real systems (8) and (9). The main contribution of Sibirsky was the proof of the fact that for every point (a, a) ∈ V(I sib ) the trajectories of the corresponding real system (9) are reflectionally symmetric with respect to a line passing through the origin (Sibirsky, 1976 , Chapter 3). However Sibirsky did not give any algorithm to find solutions of Eq. (5). The main result of our paper is the presentation of such an algorithm, namely, we give a simple and effective algorithm for computing generators for the ideal I sib , using methods from computational algebra. This allows us to find a finite set of defining polynomials for the Sibirsky component of the center variety. Moreover, we shall show below that V(I sib ) is irreducible. In fact, for all polynomial systems we have investigated, V(I sib ) is a component, i.e. a proper irreducible subvariety. Thus we conjecture that for any polynomial system of the form (3), V(I sib ) is a component of the center variety. We also establish the following properties of I sib and its variety. It is worthwhile to note that the symmetry property of systems (a, a) ∈ V(I sib ) can be expanded to a subset of the variety V(I sib ), namely to all time-reversible systems. By definition we say that the system
is (time-)reversible if
where z = (x, y) and S is the linear transformation
Direct substitution of (12) into (3) shows that system (3) is reversible if and only if
In the case when (3) is reversible using (13) we see that
and, therefore, from (7) we obtain
for all k, yielding the system has a center. Thus we have shown that every reversible system has a center at the origin, that is, every reversible system is in V(I sib ). However the opposite statement does not hold. A simple counterexample is the systeṁ
In this case I sib = a 10 a 01 − b 10 b 01 . The systeṁ
is from V(I sib ) but the conditions (13) are not fulfilled, so (14) is not reversible. The correct statement is the following. Let R ⊂ E(a, b) be the set of all reversible systems of the family (3). Then: The proof of (1) is presented above and to prove the statement (2) one can transfer the reasoning of Sibirsky for system (8) (Sibirsky, 1988, Theorem 30.1, p. 104) to the systems of the form (3).
It should be mentioned that a substantial amount of literature is devoted to different particular subfamilies of polynomial systems, mainly to systems of the second to fifth degree (the bibliography on quadratic systems alone by Reyn, 1994) contains approximately 1500 references). However, the Sibirsky variety algorithm in Section 2, and Theorems 1 and 2 are among the very few statements known up to now about the whole class of polynomial systems.
An algorithm for the Sibirsky subvariety
In this section we give an algorithm to find a finite set of generators for the ideal I sib , hence for the Sibirsky subvariety of the center variety. It works for general systems (3).
As a corollary, we obtain a Hilbert basis, that is, a finite minimal generating set, for the monoid M described in the introduction. 
Let
The proof of the following lemma is straightforward.
] be the polynomial ring in d variables. We consider the following binomial ideal in R:
We will obtain a Hilbert basis for M A from a Gröbner basis of the ideal I A . If the matrix A arises from the coefficients of system (3) as follows:
then I A is precisely the ideal I sib of (3). We will represent I A as the kernel of a homomorphism of polynomial rings, so we can use a standard algorithm to compute a finite generating set for this ideal. As a consequence, we obtain an algorithm to compute a finite set of polynomials that define the Sibirsky subvariety of the center variety of system (3).
Let S = C[t Proof. The second statement follows immediately from the first, since S is a domain. To prove that ker(φ) = I A , we first show that ker(φ) is a binomial ideal. We can factor the map φ as follows. Let
be defined like φ, except that if c j h < 0, then it appears as an exponent of the variable s h instead of t h . Then φ is equal to the composition of φ followed by the projection
It is straightforward to see that ker(φ) = ker(φ ). Let
Then it follows immediately from Adams and Loustaunau (1994, Theorem 2.4.2) that ker(φ) = ker(φ ) = J ∩ R. We obtain a generating set for J ∩ R by computing a reduced Gröbner basis for J using an elimination ordering with x j < y h , t k , s r for all j, h, k, r , and then intersecting it with R. Since J is generated by binomials, any reduced Gröbner basis also consists of binomials. This shows that ker(φ) is a binomial ideal. Now, let x α − x β be a binomial in R. We may assume that the two monomials have no common factors, that is, supp(α) ∩ supp(β) = ∅. Then 2 )
Thus φ(x α − x β ) = 0 if and only if
Since supp(α) ∩ supp(β) = ∅, we obtain the following facts from the first condition in (15). If, for some j ,
which cannot be since β j ≥ 0 for all j . And this, in turn, implies that
It follows from the last two equations in (15) that α ∈ M A . This completes the proof of the theorem. 
Proof. 1. The proof is similar to that of Sturmfels (1993, Algorithm 1.4.5) . It was shown in the proof of the previous theorem that any binomial in I A is of the form x µ − x µ for some µ ∈ M A . Hence the Gröbner basis G of I A is of the form
We first show that the set H is a generating set for M A . Suppose not, so there exists µ ∈ M A which is not an N-linear combination of elements in H. We can choose µ so that x µ is minimal with respect to the chosen term ordering of R. Since µ ∈ H, we have φ(x µ − x µ ) = 0, so that x µ − x µ ∈ I A . Hence the leading term of this binomial is divisible by a binomial in G. That is, there exist j, β such that
Thus x µ j (x β − x β ) ∈ I A . But I A is a prime ideal, and it is immediate from the definition of φ that it contains no monomials, so (x β − x β ) ∈ I A . Moreover, x β < x µ . Hence, by the choice of µ, β is a linear combination of elements of H, which implies that µ = β + µ j is also a linear combination of elements of H. This is a contradiction to our assumption on µ.
Thus, H is a generating set for M A .
To show that H is minimal, suppose that some µ j or µ j is an N-linear combination of elements in H. Since the Gröbner basis G is reduced, the linear combination cannot contain any summands coming from the µ j , µ j . But observe that all the vectors e j + e h are symmetric, so that x e j +e h − x e j +e h = 0.
A similar argument disposes of the other cases. Thus, we have shown that H is the Hilbert basis of M A .
2.
We can also compute the dimension of the affine variety V(I A ) of the ideal I A . Proof. According to Sturmfels (1998, Lemma 4 .2) the dimension of V(I A ) is equal to the number of linearly independent column vectors in the matrix c 11 c 21 . . . c l1 c l2 . . . c 22 c 12  c 12 c 22 . . . c l2 c l1 . . . c 21 c 11
Theorem 5. The dimension of V(I
The theorem now follows.
Proof of Theorems 1 and 2. Theorem 1 is a corollary of Theorems 3 and 4 and Theorem 2 follows immediately from Theorem 5.
To close this section, we summarize the algorithm. In the next section we use this algorithm to compute the Sibirsky component for general cubic systems.
Sibirsky subvariety algorithm.
Input: Two sequences of integers p 1 , . . . , p l , p j ≥ −1; q 1 , . . . , q l , q j ≥ 0. (These are the coefficient labels for a system of the form (3).)
Output: A finite set of generators for the Sibirsky ideal I sib of (3), and the Hilbert basis H of the monoid M.
Compute a reduced Gröbner basis G for the ideal
, with respect to any elimination ordering with (0, . . . , 0, 1, 0, . . . , 0) is the j th basis vector.
The Sibirsky subvariety of cubic systems
Using the algorithm above with the computer algebra system Macaulay (Grayson and Stillman), we can easily compute the Sibirsky subvariety for fourth and fifth degrees systems. In this section, we demonstrate the algorithm for cubic systems, since this is the first dimension for which the general problem has remained unsolved until now. The general form of a cubic system iṡ i6 : f = map(Rbar,S,matrix(Rbar,{{y_1*s,y_2*t,y_3*n*t^2,y_4*s^2,y_5*s*t,y_6*t^2, y_7*n*t^3,y_7*m*s^3,y_6*s^2,y_5*s*t,y_4*t^2,y_3*m*s^2,y_2*s,y_1*t}})); o6 : RingMap Rbar <---S i7 : J = ker f o7 = ideal (x -x , x x -x x , x x -x x , x x x -x x x , x x x -x x x , 5 10 1 2 13 14 4 6 9 11 1 11 13 2 4 14 1 6 13 2 9 14 2 Fig. 1 . Macaulay computation for system (16).
Proof. It is enough to show that the above Eq. (17) form a Gröbner basis of the ideal I sib .
To compute I sib , one can use the Sibirsky subvariety algorithm, with any computer algebra system that offers a Gröbner basis algorithm. Fig. 1 shows a basic Macaulay session used to compute I sib for system (16). To simplify notation, we renamed the variables a j h and b j h as follows: x 1 = a 10 , x 2 = a 01 , x 3 = a −12 , x 4 = a 20 , x 5 = a 11 , x 6 = a 02 , x 7 = a −1,3 , Using other elimination orders and the fact that I sib is a toric ideal, one can use special algorithms that are designed to compute Gröbner basis for toric ideals substantially faster than standard algorithms, see Sturmfels (1998, Chapter 12.A) . We are using the basic commands in Fig. 1 just to make it simple for non-specialists.
It should be mentioned that Sibirsky (1988) has computed the Sibirsky subvariety for cubic real systems by finding an upper bound on the degrees of the irreducible invariants and then by sorting, which is an ad hoc method. His conditions define the same variety, but a different ideal. According to Theorem 1 the ideal defined by the polynomials in the statement of Theorem 6 is prime.
Also, in Yi-Rong and Ji-Bin (1989) a method is given to find all "elementary Lie invariants" (our Hilbert basis). There the problem is reduced to finding non-negative solutions of a Diophantine equation, which is done on a case-by-case basis by inspection.
Neither Sibirsky nor Yi-Rong and Ji-Bin have an analog of our Theorem 1, which shows that the obtained invariants generate a prime ideal. This fact is an important characterization of this subvariety of the center variety and is very helpful in the investigation of the cyclicity problem.
