As part of the evaluation of IGRF-11 candidate models, we compared candidate models and actual measurements. We first carried out a residual analysis between main field candidates and CHAMP data, which were pre-processed and corrected for the secular variation and the lithospheric, external and oceanic fields. For epoch 2005.0, one model (D) is abnormally far from the testing dataset, while four models (A, B, F, G) have the smallest data residuals. For 2010.0, three models (B, F, G) have smaller data residuals than other models. These results, although biased toward models relying on datasets close to the testing datasets (B, F), usefully complement the results of intercomparisons between models. We next tested secular variation candidate models for 2010-2015 against annual differences of (a) definitive monthly means in 2007 and 2008 at 86 observatories, and (b) quasidefinitive monthly means from January to October 2009 at nine observatories where this new type of data was produced. Quasi-definitive data are found to significantly improve the discriminating effect of the test, favoring models obtained at epochs close to the end of 2009 (B, F) and penalizing some extrapolated models (G). They also enable a truly independent validation of the candidate models.
Introduction
The International Geomagnetic Reference Field (IGRF) is a spherical harmonic model of the Earth's main magnetic field, prepared by an international task force of modellers under the umbrella of the International Association of Geomagnetism and Aeronomy (IAGA). It is widely used within the geomagnetism community, but also in other research areas, for example space physics, and by the industrial sector. The latest release, IGRF-11, was derived from an arithmetic mean of three candidate models for the main field in 2005.0, seven weighted candidate models for the main field in 2010.0 and eight weighted candidate models for the secular variation over the time interval 2010-2015. Candidate models were submitted by various groups of modellers, using different methodologies and datasets. They underwent a rigorous evaluation, led by the IAGA Working Group V-MOD, after which some models were rejected or downweighted. A general report on this evaluation, including details on candidate models, is provided by Finlay et al. (2010) also in this issue.
Most of the tests carried out during the evaluation were intercomparisons between models, in the real and spectral spaces (see Finlay et al., 2010 , for a detailed report). Other tests consisted in comparing candidate models with actual measurements. This second testing method, already used for previous versions of the IGRF (Cohen et al., 1997;  Copyright c The Society of Geomagnetism and Earth, Planetary and Space Sciences (SGEPSS); The Seismological Society of Japan; The Volcanological Society of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sciences; TERRAPUB.
doi:10.5047/eps.2010.06.004 Lowes et al., 2000) , was criticized and even discarded during the preparation of the 10th generation of IGRF (Maus et al., 2005) , because attempts to use it were found inconclusive. The reasons invoked were the limited availability of independent data, the need to remove contributions from other sources than the core prior to comparing measured data with candidate models, and the absence of measurements during the time interval of the secular variation candidates. However, intercomparisons also have drawbacks. They rely on the implicit assumption that candidate models are unbiased noisy estimates of the true field; if this assumption fails, there is a risk that a good model appears as an outlier. Thus both testing methods have strengths and weaknesses and are expected to be complementary.
Here we report on comparisons between candidate models and observatory and satellite data that were carried out as part of the evaluation process of IGRF-11. We first present comparisons between candidate main field models in 2005.0 and 2010.0 and subsets of CHAMP data at these two epochs. We then present comparisons between candidate secular variation models for 2010-2015 and recent measurements at INTERMAGNET magnetic observatories. At nine of these observatories, a new type of observatory data, quasi-definitive data, was made available from January to October 2009 at the time of the evaluation (Peltier and Chulliat, 2010) , thus providing a truly independent dataset, i.e., not used in any of the candidate models. This paper aims at documenting the results of the tests and showing how comparisons between models and actual measurements, particularly quasi-definitive data, can usefully contribute to the IGRF evaluation.
Testing Candidate Main Field Models against
Satellite Data
Data selection and pre-processing
Candidate main field models for epochs 2005.0 and 2010.0 were tested against vector and scalar data from the CHAMP satellite. For epoch 2005.0, Ørsted data could have been a relatively independent testing dataset, as they were used in the preparation of only three out of seven models (see Finlay et al., 2010, for model descriptions) . However, CHAMP and Ørsted data do not seem to be fully compatible, as a systematic difference of about 1 nT was observed between Ørsted measurements and some models derived from CHAMP data after 2003 Thébault et al., 2010, this issue) . Likewise, models based exclusively on CHAMP data are expected to be slightly biased compared to other models derived from Ørsted data. For each epoch, the same satellite data selection scheme was applied as described in Thébault et al. (2010) and Maus et al. (2010) . Several corrections were then applied to the selected data. The misalignment between the magnetometer reference system and the star tracker reference was estimated and corrected. 'Noisy' tracks were identified and removed by first sorting the tracks according to their longitudes, dates and latitude intervals (mid-latitude, north polar or south polar), and then looking at the root mean square of data residuals for each track with respect to the POMME-5 model (www.geomag.us/models/pomme5.html). Data were corrected for the lithospheric magnetic field using the POMME-5 model between spherical harmonic degrees 14 and 40, and for the magnetic signals of motional induction in the oceans using the model of Kuvshinov and Olsen (2004) . Finally, the magnetospheric field was removed using two models for epochs 2005.0 and 2010.0 obtained by Thébault et al. (2010) while calculating their candidate main field models for those epochs. These models include a static field described by a degree 2 spherical harmonic expansion, and a time-varying field described by a dipole parameterized using the D st index split into its external (E st ) and induced (I st ) parts (Maus and Weidelt, 2004; Olsen et al., 2005) .
Data were extrapolated at model epochs using: (1) for epoch 2005.0, the secular variation and acceleration up to degree 8 obtained by Thébault et al. (2010) ; (2) for epoch 2010.0, the F secular variation candidate (option #1) or the secular variation candidate associated with each main field candidate (option #2). We believe option #1 is preferable for epoch 2010.0 because secular variation candidates were prepared using very different methodologies and we want to test main field candidates alone, not main field and secular variation candidates together. For example, some secular variation candidates (models A, D, E, G, H) are extrapolations of core field time variations over 2010-2015, while others (models B, C, F) are not (Finlay et al., 2010) . For this reason we will show the results for option #1 and only briefly discuss those for option #2.
It is worth noting that the testing datasets cannot be considered independent as they have intersections with datasets used in the preparation of at least two candidates, B and F . These two models also relied on similar data selection and pre-processing as described above (with some differences; for example model B used data corrected for the diamagnetic effect and models B and F were based on different time intervals). Therefore the results of the tests presented here are expected to be biased toward these two models. Figure 1 shows the geographical distribution of scalar residuals between the seven candidate models for 2005.0 and the selected and pre-processed CHAMP scalar data. We do not show the vector residuals, as they contain more external field contributions (especially from field aligned currents on the Y component). All 2005 maps in Fig. 1 contain some small scale residuals, which correspond to unmodelled crustal field (degrees larger than 40) or external field. Except for model D, the largest residuals are located at high latitudes and all models are in relatively good agreement with the data outside these regions. These results are confirmed by Fig. 2 , which shows the histogram of scalar residuals for each model (without separation in polar and non polar regions). The histogram for D is clearly skewed and centered near −5 nT. The histograms for all other models exhibit bell-shaped curves centered near zero with similar widths.
Results of the tests for epoch 2005.0
Detailed residual statistics, including vector residuals and a separation between polar and non-polar regions, are provided in Table 1 . As expected, the rms residuals for models B and F are among the lowest. Model D has its residuals biased for all vector components, confirming the results shown in Fig. 2 for the scalar field only. Models C and E have larger residuals in the polar regions compared to other models (also over the Southern and Northern Pacific Ocean, respectively; see Fig. 1 ).
From these results, we conclude that the candidate main field models for 2005.0 may be classified in three groups:
• models having the smallest data residuals everywhere (A, B, F, and G); • models having slightly larger scalar residuals in the polar regions (C and E); • models having larger residuals everywhere (D).
Results of the tests for epoch 2010.0
Like for epoch 2005.0, the largest scalar residuals for 2010.0 (using option #1, see Section 2.1) are found in the polar regions ( Fig. 3 ; note that very little data are available in the Northern polar region because we applied a drastic data selection for day times). A large-scale, dipole- like structure is noticeable in the residuals of models A and D, suggesting either a contamination by some unmodelled magnetospheric field or a wrong estimate of the internal dipole field. Model C has large negative residuals over Antarctica and model E has large-scale negative residuals in the Southern Pacific Ocean not seen in other models. Models B, F and G have similar residual maps, without noticeable large scale structures except for model F in the southern Atlantic region. The histograms shown in Fig. 4 partly confirm this visual inspection. The curves for models A, B, E, F, and G are reasonably well centered on zero and roughly symmetrical, while model D is biased towards negative values. The histogram of model C has a negative skewness even though the distribution is well centered on zero. Table 2 provides some more insights. The misfits are larger for models C and E in polar areas and larger for model D everywhere. Model A has relatively large mean residuals for the field intensity and for the B θ component in nonpolar regions. The negative patches in residual maps of models C and E are explained by the underestimation of the radial component. The same conclusions are reached if data are corrected using the secular variation candidate associated with each main field candidate (option #2, see Section 2.1), except for one model: for model A, the bias of scalar residuals towards positive values disappears. We note that the A main field and secular variation models for 2010.0 are both derived from the same parent model (Olsen et al., 2010, this issue) . We thus venture that this peculiarity could be explained by a possible bias in the dipole term of the secular variation model that would counterbalance the bias in the 2010 main field model.
We conclude that models B, F and G have smaller data residuals than models A, D, C and E. The case of model A is special as smaller data residuals are obtained by correcting data with the associated secular variation. (However, an independent spectral analysis showed that the dipole terms of both the main field and secular variation were anomalous; see Finlay et al., 2010) .
Testing Candidate Secular Variation Models against Observatory Data

Data
For the purpose of evaluating the candidate secular variation models, we selected 87 INTERMAGNET magnetic observatories; see Fig. 5 . Other observatories were not used due to problematic data or data gaps after 2007. For all selected observatories, definitive data were available until the end of 2008.
We also used quasi-definitive data provided by the Bureau Central de Magnétisme Terrestre (BCMT, www.bcmt.fr) from January to October 2009 at nine of these observatories: AAE, BOX, CLF, KOU, LZH, MBO, PHU, PPT, TAM. Quasi-definitive data are data corrected using temporary baselines shortly after their acquisition and very near to being the final data of an observatory. For the observatories listed above, the means and standard deviations of the differences between quasidefinitive and definitive data are estimated to be less than 0.3 nT (Peltier and Chulliat, 2010 have recently emerged as a new observatory data product and are currently produced by only a few observatories, but others are expected to join this effort soon. These data make it possible to use observatory data for internal field studies within a few days or weeks after their acquisition, without having to wait about one year for the release of definitive data.
In all calculations, the secular variation at a given observatory was obtained by taking differences between monthly means at t + 6 months and t − 6 months, in order to remove at least part of the seasonal variations of external origin (see, e.g., Olsen and Mandea, 2007) . Figure 6 shows the obtained secular variation at two observatories, MBour in Senegal (IAGA code MBO) and Kourou in French Guyana (IAGA code KOU).
Testing method
The IGRF secular variation is set to be constant over the upcoming five year time interval, i.e., the secular acceleration and higher time derivatives are set to zero over this time interval. This parameterization reflects our currently limited forecasting capability. Despite recent progress in data assimilation and other forecasting techniques applied to geomagnetism (e.g., Fournier et al., 2010) , we cannot accurately forecast the secular variation over more than a few months to a year. This can be seen on Fig. 6 , where two geomagnetic jerks, defined as jumps in the second derivative of the main field recorded at magnetic observatories (Courtillot et al., 1978) three types of models, only the first two types were rigorously testable against data before 2010, since no data was available after 2010.0. However, it seems reasonable to expect from all candidate models, even the extrapolated ones, that they are not too far from the observed secular variation by the end of 2009. This can be tested by comparing, at each selected observatory, the secular variation predicted by each candidate model and the observed secular variation. As can be seen in Fig. 6 , some candidate models are closer to the secular variation observed at KOU and MBO than others.
Two tests were performed on the eight candidate secular variation models: (1) a comparison between models and annual differences from the nine BCMT observatories having produced definitive data from November 2007 to December 2008 and quasi-definitive data from January 2009 to October 2009 at the time of the evaluation; (2) a comparison between models and annual differences from 86 observatories having produced definitive data from January 2007 to December 2008 at the time of the evaluation. (The second test could not be performed using data from all 87 selected (2)). These three sets of annual differences were used in order to assess the robustness of the results.
Results of the tests using quasi-definitive data
As can be seen in Fig. 7 , the means and standard deviations of the model-data differences for the Y component are quite stable when changing the number of annual differences used (one, four or twelve, see above), with a few exceptions (for example, model A). This is also the case for the Z component when using one and four annual differences, and to a lesser extent when using the latest twelve values. This provides some confidence in the consistency of the results.
The Z component does not appear to be very discriminant and we do not further comment on it. (Even less discriminant results were obtained for X , and for this reason we do not show them here.) Four categories of models may be distinguished when comparing the results of the test for the Y component:
• B and F have the smallest mean and rms differences, whatever the number of annual differences considered.
• A and C have small rms differences for one and twelve annual differences, respectively, but large mean differences relatively to other models. • D, E and H have intermediate mean and rms differences.
• G has a much larger rms difference (>10 nT/yr) than other models, whatever the number of annual differences considered.
These results partly reflect the various modeling strate- gies used for constructing the candidate models. It is not surprising that models B and F are closer than other models to all testing datasets, as they were calculated at epochs 2009.67 and 2009.0, respectively. As expected, model A, calculated at epoch 2010.0, is closer to the last annual differences, while model C, calculated by taking the average of a parent model over [2005] [2006] [2007] [2008] [2009] , is closer to the average of the last twelve annual differences. Extrapolated models are more remote from the testing datasets, especially model G. The rms difference of this latter model is abnormally large compared to other extrapolated models, suggesting a more risky extrapolation scheme.
Results of the tests using definitive data
The statistics of the model-data differences for the second test are provided in Fig. 8 . Again, the results are quite consistent (even more than in the first test) when going from one to four and then twelve annual differences. This time the Z component is as discriminant as the Y component and results for both components are in good agreement. The models can be categorized as follows:
• A and G have the largest rms differences (>6 nT/yr on Y , about 10 nT/yr on Z ); A also has the largest average differences (>2 nT/yr on Y , 4 to 5 nT/yr on Z ).
• B, C, D, E, F and H have smaller rms differences than the other two models, with some variations from one component to the other and one dataset to the other.
Model A has larger model-data differences in this test than in Test (1), which can be explained by the fact that Test (1) relied on secular variation values at epochs closer to 2010.0 (up to 2009.3 for Test (1), up to 2008.5 for Test (2)). Like in Test (1), model G is the furthest from the data. Other models are not clearly discriminated by Test (2). This could be explained by the larger number of observatories used in Test (2). However, it is worth noting that the nine observatories used in Test (1) are globally distributed, with three observatories in Africa (AAE, MBO and TAM), two in Eastern Asia (LZH and PHU), one in South America (KOU), one in Russia (BOX), one in Europe (CLF) and one in the Pacific Ocean (PPT). This geographical distribution might even help avoiding the usual bias toward Europe of the global distribution of INTERMAGNET observatories.
Concluding Remarks
Despite the bias introduced by the use of a nonindependent testing datasets for some models (B and F), the results of the comparison with CHAMP data are in relatively good agreement with the results of intercomparisons between models (see Finlay et al., 2010) . For epoch 2005.0 (resp. 2010.0), the same models A, B and G (resp. B and G) were identified as being the closest from the testing datasets and from the mean model, with the exception of model F. Similarly, the same models were found to perform less well (D for epoch 2005.0; D and E for epoch 2010.0). Differences between both evaluation methods were found for other models, hence providing a complementary view on these models and helping with the selection of weights.
When it comes to testing the predictive secular variation, comparisons between models and observatory data appear to be more discriminant than intercomparisons between models. One reason for this could be the underlying assumption that the secular variation over 2010-2015 should be correct by the end of 2009, as it cannot be reliably forecasted after 2010 anyway. This approach certainly penalized models obtained by extrapolating the secular variation after 2010.0, or averaging the secular variation over the last five years, versus those obtained at epochs close to those of the testing datasets (from July 2007 to April 2009, depending on the test). However, it brought some useful insights regarding the levels of risk associated with the various modeling strategies used to derive candidate models. Also, the use of quasi-definitive data provided an independent validation of the various candidate models, including the ones calculated without extrapolation.
