Image processing can be broadly defined as the manipulation of signals which are inherently multidimensional. The most common such signals are photographs and video sequences. The goals of processing or manipulation can be (i) compression for storage or transmission; (ii) enhancement or restoration; (iii) analysis, recognition, and understanding; or (iv) visualization for human observers. The use of image processing techniques has become almost ubiquitous; they find applications in such diverse areas as astronomy, archaeology, medicine, video communication, and electronic games. Nonetheless, many important problems in image processing remain unsolved. It is the goal of this paper to discuss some of these chaUlenging problems. In Section 1, we mention a number of outstanding problems. Then, in the remainder of this paper, we concentrate on one of them: very-low-bit-rate video compression. This is chosen because it involves almost all aspects of image processing.
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I. Some Challenging Problems
Compression. A modern trend in image storage and transmission is to use digital techniques. Digitizing a television signal results in -100 megabits per second. But channel bandwidth is expensive. So for applications such as teleconferencing, one wants to use a channel of 64 kilobits per second. For other applications such as videophone and mobile videophone, even lower channel bandwidths (e.g., 9 kilobits per second) are desirable. How can one compress the bit rate from 100 megabits per second to 1 kilobit per second without severe loss of image quality? One approach to solving this problem will be described in Sections Il-VI.
Enhancement. In enhancement, one aims to process images to improve their quality. An image may be of poor quality because its contrast is low, or it is noisy, or it is blurred, etc. Many algorithms have been devised to remove these degradations. The difficult problem is how to remove degradations without hurting the signal. For example, noise-reduction algorithms typically involve local, averaging or smoothing which, unfortunately, will blur the edges in the image. Adaptive methods have been investigated-e.g., smoothing less near the edges. However, they are generally effective only if the degradation is slight. A challenging problem is then how to enhance severely degraded images.
Recognition. Typically, a recognition system needs to classify an unknown input pattern into one of a set of prespecified classes. The task is fairly easy if the number of classes is small and if all members in the same class are almost exactly the same. However, the problem can become very difficult if the number of classes is very large or if members in the same class can look very different. Thus, a most
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challenging problem is how to recognize generic objects. For example, how can one construct a system to recognize "chairs"?
Visualization. Commonly, visualization is considered as a part of computer graphics. The main task is to generate images or image sequences based on three-dimensional object and scene models. A challenging problem is how to model dynamic scenes containing nonrigid objects (such as clothing, hair, trees, waves, clouds, etc.). The models have to be realistic, and yet the computation cost has to be reasonable.
II. Model-Based Video Compression
In the remainder of this paper, we shall discuss in some detail an approach to achieving very-low-bit-rate video transmission or storage. We present some preliminary results of our work on model-based compression of video sequences of a person's face, in the context of teleconferencing and videophone applications. The emphasis is on the difficult and challenging problem of analysis. Algorithms are presented for extracting and tracking key feature points on the face and for estimating the global and local motion of the head/face.
Historically, progress in image coding techniques has been through incorporating results from other fields such as information theory. Most of the existing coding methods such as predictive coding, transform coding, and vector quantization belong to information-theory-based methods, in which image signals are considered as random signals and compressed by exploiting their stochastic properties.
Apart from these information-theoretic coding methods, research on new approaches to image coding which are related to both image analysis and computer graphics has recently intensified. This type of coding method takes into account the three-dimensional nature of the scene. Contrary to conventional coding methods which efficiently represent waveforms of image signals, these new approaches represent image signals by using structural image models. An essential difference between conventional coding methods and these new approaches is the image model they assume. A major advantage of this new coding method is that it describes image content in a structural way. Its application areas are naturally different from those of waveform coding.
Our model-based coding system consists of three main components: a three-dimensional facial model, an encoder, and a decoder. The encoder separates the object from the object's background, estimates the motion of the person's face, analyzes the facial expressions, and then transmits the necessary analysis parameters. The encoder will adapt new depth information and initially unseen portions of the object into the model by updating and correcting it if required. The decoder synthesizes and generates the output images by using a three-dimensional facial model and the received analysis parameters.
Modeling a Person's Face. Modeling an object is the most important part in model-based coding because both analysis and synthesis methods strongly depend on the model they use. For communication purposes, a person's face must be modeled in sufficient detail. Previous studies which have attempted to image a human face with graphics have produced results which lack details and reality because the imaging methods that relied on computer graphics techniques used only wire frame models and shading techniques to reconstruct a human face.
In order to develop an accurate model, the original facial image and a texture mapping technique were utilized. That is, a three-dimensional wire frame general face model which approximately represents a human face and which is composed of several hundred triangles is deformed to fit its feature point positions and outmost contour lines to those of a frontal face image of the object person. Then, this original face image is mapped on the adjusted wire frame model. Once a three-dimensional facial model has been obtained it can be easily rotated in any direction. The rotated images still appear natural, although the depth information on the created threedimensional facial model is only a rough estimate.
Synthesis of Facial Movements. Texture mapping of original facial images onto a three-dimensional wire frame model gives rise to natural-looking images. In addition, to synthesize naturally animating images, synthesis of facial movements (expressions) plays a very important role in the modelbased coding system. In our system, a facial structure deformation method is used. This method controls the locations of the vertices of the wire frame model according to "deformation rules" that are based on psychological and anatomical knowledge. In our contributions the "Facial Action Coding System" (1) has been adopted, in which facial actions are decomposed into combinations of "action units." Because there are many different ways of deforming a three-dimensional model, other contributions have used different deformation methods (2, 3). In order to improve the reconstruction quality, texture updating is required. Some approaches were proposed which additionally encode differential signal between input images and synthesized images by using DCT (4), VQ (5) , and contour coding (3).
Analysis of Facial Images. Analysis problems are more difficult than synthesis problems. There seems to be no system, at present, which can work automatically both in modeling objects and in extracting model parameters even for restricted head-and-shoulder images. Some preliminary results of our work in analysis are presented in the following sections.
HI. Facial Motion Analysis
Several algorithms have been proposed to do facial analysis, the most significant ones being the work of Aizawa et al. (6, 7) , Forcheimer et al. (8, 9) , Kaneko et al. (2, 10, 11) , and Keppei and Leidtke (12) , but none has used effectively the available three-dimensional information of the face for purposes of the analysis. Neither have they used the psychological research results on the facial expressions. Past research has involved looking only at the two-dimensional images and using a three-dimensional model solely for the purpose of synthesis. Research has also been done in tracking features across a sequence of images, the most significant being the work done on "snakes" by Kass et al. (13 Features and Control Points. The features that are tracked are natural facial features-i.e., the eyes, eyebrows, the nose, and the lips. The control points, the tracking of which determines the global and local motion, are points which lie on the edges of these natural facial features. Hence, it is sufficient that the edges of these natural facial features be the features that are tracked over the sequence of images (e.g., the corners of the eyes and the lips, which lie on the edges of the eyes and the lips correspondingly). The corners are the control points and the edges are the features.
Each of the features is represented by a spline, whose internal energy serves to impose a smoothness constraint and pushes the spline toward image features such as lines, edges, and contours. The internal spline energy (13) (13) . The result of this minimization is that the spline corresponds to the feature being tracked and that the control points, corresponding to known a and ,8i, are also detected.
A database of vectors, called action vectors (1) , each corresponding to the maximum possible local motion of one of the 26 control points, is created. It is this database that forms a part of the motion prediction procedure. A cuboidal region is defined about the vertices in the model that correspond to a feature in the image. It is oriented in the direction of the normal to the planar patch of the feature. The length of the edge of this cube is such that it would include the control points in this region, which correspond to a 100% displacement along the action vectors. This ensures that the feature will always lie within this region as the region is large enough to account for both the local and the global motion between consecutive frames of the sequence. During tracking, the rectangular region containing the orthographic projection of this cuboidal region is the region in which the search for the entire feature is done. If the feature is not detected, it is labeled as hidden. In reality this feature may only be partially hidden from the camera, but then the spline will not be able to detect this. The action vectors specify the direction in which the spline moves initially when trying to minimize the spline energy Sspline. Each set of eight vertices corresponding to the vertices of the cube is appended to v(x', y', z, texture), with the vertex texture information for these appended vertices set to zero. Any transformation performed on the vertices of the three-dimensional model will also transform the cuboidal search regions. Hence, we always know the region in which to look for the features. Even if the feature were completely hidden from the camera, the vertices will define the region in which to look for the feature and, if it is not found, it will label the feature as hidden. As a result, after several transformational operations on the set of vertices v(x', y', z, texture), if a hidden feature is now completely visible, then the region in which it can be found is immediately known.
Motion Estimation. For the purpose of motion estimation, only 5 of the 26 control points need be found. Some of the control points have "zero" action vectors; i.e., they are fixed points on the face. These are fixed control points. For the purpose of global motion estimation it is sufficient that five of the fixed control points be detected. But if fewer than five fixed control points are detected, then of the control points detected, the ones with the smallest magnitude of the action vector are assumed as fixed control points.
Let 'yi(x, y, z) be the coordinates of the vertices in the model corresponding to the image Ii(x, y), appended with the coordinates of the search regions-i.e., v(x', y', z, texture). The three coordinate values for five fixed control points P(xi, yi, zi) are known, as the position of the splines is known and so is the corresponding position on the model, which essentially adds the value of the depth at each point on the spline.
The initial direction of spline movement is predicted in the image Ii+i(x, y), by using the action vector direction, within the search region. If the feature is not detected in this direction then the spline is moved in the opposite direction and then in the perpendicular directions. The properties of the spline will cause the spline to find the feature edge if it can be found in whole, and if it fails to find the feature in each of these directions then the feature is partly or wholly hidden. A spline corresponding to another feature is now initialized and the fixed control points are detected. A small number Az corresponds to an initial guess on the change along the z axis of the detected fixed control points in Ii+i(x, y). The fixed control points corresponding to those detected in Ii+i(x, y) need not have all been detected in Ii(x, y). This is obvious, since the coordinates ofthese points may have been computed from the images Ii+i(x, y) and I,{x, y) and also since these points undergo no local motion. We now have five fixed control points P(xi+1, Yi+i, zi + Az) of Ii+i(x, y) which correspond to P(xi, yi, zd) of Ii(x, y).
Solving for the global estimation is done in an iterative fashion involving two recursive steps: (i) determination of motion parameters using given depth values and (ii) determination of depth values using given motion parameters. nonfixed control points of Ii+1(x, y) in yj(x', y', z) and -yi(x, y, z).
V. Results of Analysis
The method for facial motion analysis outlined above is very successful, with highly accurate results. The global motion parameters were estimated with a maximum error of 25%. The local motion was also estimated with a high degree of accuracy; the larger the number of control points detected, the better the accuracy. The results were not very encouraging when fewer than five fixed control points were detected and when the splines were unable to detect the features. This resulted in the errors accumulating and finally leading to large errors and degeneration of the model. Careful and accurate mapping of the image onto the model is very important to obtain accurate results. The computed motion parameters were used to synthesize the analyzed motion. Significant aspects of this methodology are the successful use of the action vectors to predict the local motion and the tracking of features in three dimensions, features which may be hidden to the camera in the image sequence. The results compare very well with the research done in the past.
VI. Discussion
Model-based coding is in its infancy and many problems remain to be solved. The following are, in our opinion, some of the difficult issues in model-based coding.
Modeling of Objects. Modeling of objects is the most important issue in model-based coding. Complexity of analysis and synthesis depends on the model adopted.
Currently, well-approximated three-dimensional models which are obtained from a priori knowledge are used by most researchers. A difficult problem is how to deal with unknown objects. It seems necessary that a hierarchy of models in terms of approximation degree should be used. In this hierarchical modeling, every object is roughly modeled, and a priori three-dimensional models are further applied to known objects. Combination of model-based coding and waveform coding (3) (4) (5) , which is proposed as a solution for the problem of unknown object, is considered as a kind of bi-level hierarchical model. Another problem is caused by the complexity of the well-approximated model. If a model has finer details, it is more realistic for synthesis but more complex for analysis. It doesn't seem wise to use a complex model for every object. Some objects such as faces would better be modeled by using a well-approximated complex model, whereas other objects would better be coded based on imprecise models. Model hierarchy will be helpful for this problem also.
Evaluation Problem. For conventional waveform coding techniques, a common evaluation measure is the mean squared error. Though it has often been claimed that it is not always a good criterion, it has been a force which guides the progress of waveform coding in the right way. What is a good quality criterion for model-based coding? There has been no discussion on this point. Though Pearson (15) deals with differences between an original image and an image synthesized by texture-mapped model, squared error is still used for the quality measure. One of the attractive points of modelbased coding is that it is free from squared error measure. There is no guidance at the present time on how to quantitatively evaluate the goodness of model-based coding systems.
Promising Applications. Currently, research is being done on model-based coding without seriously considering what is promising applications might be. Invoking this question is necessary for deciding the future direction of model-based coding. At the beginning, it was thought that model-based coding would be used for image communication. However, when we think of its high asymmetry (analysis is far more difficult than synthesis) and the growing bandwidth in future communication systems, image compression for real-time telecommunication will not be a good application for the model-based coding.
Instead, one-way-communication-type applications may be important application areas, in which database applications, broadcasting-type communication applications, and machine interface applications are included. The major advantage of model-based coding is not in compression, but in describing scenes in a structural way into codes which can be easily operated on and edited. Thus model-based coding can be applied to creating new image sequences by modeling and analyzing stored old image sequences. Such manipulations of image content may be the most important application of model-based coding.
