We benchmark IPOP-CMA-ES, a restart Covariance Matrix Adaptation Evolution Strategy with increasing population size, with two step-size adaptation mechanisms, TwoPoint Step-Size Adapation (TPA) and Median Success Rule (MSR), on the BBOB noiseless testbed. We then compare IPOP-CMA-ES-TPA and IPOP-CMA-ES-MSR to IPOP-CMA-ES with the standard step-size adaptation mechanism, Cumulative Step-size Adaptation (CSA). We conduct experiments for a budget of 10 5 times the dimension of the search space. As expected, the algorithms perform alike on most functions. However, we observe some relevant differences, the most significant being on the attractive sector function where IPOP-CMA-TPA and IPOP-CMA-CSA outperform IPOP-CMA-MSR, and on the Rastrigin function where IPOP-CMA-MSR is the only algorithm to solve the function in all tested dimensions. We also observe that at least one of the three algorithms is comparable to the best BBOB-09 artificial algorithm on 13 functions.
BBOB noiseless testbed [3, 7] . The step-size adaptation algorithms under consideration are Two-Point Step-Size Adaptation (TPA) [5] , Median Success Rule (MSR) [1] , and Cumulative Step-Size Adaptation (CSA) [8] , the latter being the default step-size adaptation method in CMA-ES. We first recall the general principle of the considered ES, we then describe the studied step-size adaptation algorithms, with a particular focus on TPA and MSR, and evaluate them empirically.
THE (µ µ, λ)-ES
In this paper, we consider the (µ µ, λ)-ES with weighted recombination, where λ is the population size, µ is the number of parents, and ',' denotes non-elitist selection [4] . At iteration t, λ offspring, X 1 t , . . . , X λ t , are sampled independently from a multivariate normal distribution according to
where Nt(0, Ct) is the multivariate normal distribution with mean 0 and covariance matrix Ct, σt is the step-size and defines the width of the sampling distribution. The µ best offspring are recombined to form the new solution
where X i∶λ t is the ith best offspring fitness-wise, wi > 0 and ∑ µ i=1 wi = 1. In adaptive ES, σt and Ct are updated during the search process in order to achieve fast convergence.
IPOP-CMA-ES
IPOP-CMA-ES consists in launching independent restarts of CMA-ES by increasing the population size by a factor of two for each restart. Increasing the population size allows for a better covering of the search space and improves the performance of CMA-ES on multimodal functions [2] . The principle of the algorithm can be summed up in two steps:
1. run CMA-ES 2. if CMA-ES stops before reaching the target value and before exceeding the budget, double the population size and go to step 1
For a detailed description of the algorithm, see [2] .
CMA-ES. In this paper, we consider the (µ µ, λ)-CMA-ES
with weighted recombination, fully described in [8] .
STEP-SIZE ADAPTATION METHODS
This section describes the three step-size adaptation methods under investigation.
TPA
In Two-Point Step-Size Adaptation, the first two offspring are sampled along the shift vector from the previous solution, Xt−1, to the current solution Xt, as a mirrored pair, symmetric to Xt. 
where I is the identity matrix. We decide whether to increase or decrease the step-size σt depending on the fitness of X 
where rank(X i t ) is the fitness ranking of the ith individual among the entire population, s0 = 0, cσ = 0.3, and dσ = √ D where D is the dimension of the search space. A more thorough description of the algorithm can be found in [5] .
MSR
The Median Success Rule Step-Size Adaptation can be seen as a generalization of the 1 5th success rule [10] to the case of (µ µ, λ)-ES. The success is defined as the median individual (fitness-wise) of the current population, X m(λ) t , being better than the jth best individual of the previous population, X j∶λ t−1 . In practice, j is chosen such that the median success probability is 1 2 with optimal step-size on the sphere function [1] . The idea is then to increase the stepsize if X m(λ) t is fitter than X j∶λ t−1 and decrease it otherwise. The step-size σt is updated as
where Ksucc is the number of successful individuals, s0 = 0, cσ = 0.3, and dσ = 2 − 2 D.
CSA
The Cumulative
Step-Size Adaptation is the standard stepsize adaptation method in CMA-ES. A detailed description of the method can be found in [8] .
EXPERIMENTAL PROCEDURE
We ran the algorithms with a budget of 10 5 × D on the BBOB noiseless functions in six different dimensions. We used the python implementation of CMA-ES, cma 1.1.06. The source code can be found at [11] . TPA, MSR, and CSA are implemented in cma 1.1.06 as well as the IPOP restart strategy. For each run of the algorithms, the initial solution X0 is sampled uniformly in [−4, 4] D and the initial step-size σ0 is set to 2.5. The maximum number of restarts is set to 9. For all other parameters, default values are used (for instance, the population size λ = 4 + ⌊3 ln D⌋ and the number of parents µ = λ 2).
RESULTS
Results from experiments according to [6] on the benchmark functions given in [3, 7] are presented in Figures 1, 3 and 4 and in Tables 1 and 2 . The expected running time (ERT), used in the figures and tables, depends on a given target function value, ft = fopt + ∆f , and is computed over all relevant trials as the number of function evaluations executed during each trial while the best function value did not reach ft, summed over all trials and divided by the number of trials that actually reached ft [6, 9] . Statistical significance is tested with the rank-sum test for a given target ∆ft using, for each trial, either the number of needed function evaluations to reach ∆ft (inverted and multiplied by −1), or, if the target was not reached, the best ∆f -value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration.
For the sake of simplicity, we will refer to IPOP-CMA-ES-TPA, IPOP-CMA-ES-MSR, and IPOP-CMA-ES-CSA as TPA, MSR, and CSA respectively in the following.
ERT versus dimension. 6 × D function evaluations). The algorithms have a comparable performance on most of the functions and scale similarly with the dimension. This corresponds to our expectations, as the three algorithms are very similar. On some functions, however, we observe relevant differences in the performance: on function 1 (sphere), TPA performs significantly better than MSR and CSA in at least one dimension. We also observe a significant difference on function 6 (attractive sector) where TPA and CSA outperform MSR in large dimensions. Single runs on function 6 show that MSR generates smaller step-sizes than TPA and CSA, which leads to its larger ERT. Figure 2 displays single runs of MSR (left) and CSA (right) in 20-D (due to space limitations, results for TPA are not presented). On function 3 (separable Rastrigin), MSR has the best performance. Our explanation is that having small step-sizes avoids getting stuck in local optima. On functions 16 (Weierstrass) and 19 (Griewank-Rosenbrock), TPA and CSA perform very similarly and better than MSR. On function 20 (Schwefel), CSA performs slightly better than TPA in small dimensions. The gap we see in 10-D between TPA and CSA is due to insufficient budget and should disappear by increasing the budget. Another significant difference is observed on function 23 (Katsuuras) where MSR solves the function within the maximum budget and performs better than TPA and CSA. On function 21 (Gallagher 101 peaks), a larger budget is necessary to decide whether the observed difference is significant, since the ERTs are close to the maximum budget. Another observation is that each algorithm performs similarly on the original/rotated ellipsoid and Rosenbrock due to their rotational invariance. On Rastrigin functions, however, this is not the case, likely because the rotated function does not correspond to the original one. 4 × D function evaluations. For the maximum budget, however, TPA and CSA solve about 90% of the problems while MSR only solves about 84%. In 20-D, two main differences are observed: firstly, TPA and CSA solve about 8% (respectively 10%) less separable (respectively multi-modal) problems than in 5-D (none of them managed to solve function 3 in 20-D). Secondly, CSA is better than MSR and TPA on weakly structured multi-modal problems and solves about 50% of the problems, being 10% more than MSR and 13% more than TPA.
DISCUSSION
We evaluated IPOP-CMA-ES with two different and relatively new step-size adaptation schemes, TPA and MSR, on the BBOB noiseless continuous functions. We then compared them to IPOP-CMA-ES with the standard step-size adaptation method, CSA. As expected, empirical results showed that the three algorithms need nearly the same number of function evaluations in average to solve the target ft = fopt + 10 −8 on a large number of functions. However, significant differences were observed, the most notable were on the attractive sector function where TPA and CSA outperformed MSR in large dimensions and on Rastrigin where MSR was the best. 16 functions out of 24 were solved by all the algorithms in all dimensions while some multi-modal and weekly structured multi-modal functions remained unsolved because the chosen budget (10 5 × D function evaluations) was insufficient. On the other hand, the performance was comparable to the best BBOB-09 results on 13 functions for at least one algorithm, generally in large dimensions. (3) 13 (2) 14 (2) 15 (3) 16 (2) 18 (2) 20 (1) 15/15 CMA-CSA 11 (2) 13 (2) 14 (1) 14 (2) 15 (1) 16 (1) .5) (3) 2.6(2) (2) 10(20) (1) 14 (2) 20 (1) 26 (2) 32 (2) 45 (3) 57 (4) (3) 30 (2) 33 (2) 35 (1) 36 (1) 37 (2) 37 (1) 15/15 CMA-MSR 27 (4) 32 (4) 35 (2) 36 (2) 37 (2) 38 (3) 39 (2) 15/15 CMA-CSA 23 (2) 27 (2) (2) 2.4(2) 3.9(4) 5.7 (4) 11 (6) 13 ( 
