Memetic Algorithm based on Improved Inver–over operator and Lin–Kernighan local search for the Euclidean traveling salesman problem  by Wang, Yu-ting et al.
Computers and Mathematics with Applications 62 (2011) 2743–2754
Contents lists available at SciVerse ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Memetic Algorithm based on Improved Inver–over operator and
Lin–Kernighan local search for the Euclidean traveling salesman problem
Yu-ting Wang a, Jun-qing Li a, Kai-zhou Gao a, Quan-ke Pan b,∗
a College of Computer Science, Liaocheng University, PR China
b State Key Laboratory of Synthetical Automation for Process Industries (Northeastern University), Shenyang, 110819, PR China
a r t i c l e i n f o
Keywords:




a b s t r a c t
In this study, an Improved Inver–over operator is proposed to solve the Euclidean traveling
salesman problem (TSP) problem. The Improved Inver–over operator is tested on 14
different TSP examples selected from TSPLIB. The application of the Improved Inver–over
operator gives much more effective results regarding to the best and average error
values than the Basic Inver–over operator. Then an effective Memetic Algorithm based on
Improved Inver–over operator and Lin–Kernighan local search is implemented. To speed
up the convergence capability of the presented algorithm, a restart technique is employed.
We evaluate the proposed algorithm based on standard TSP test problems and show that
the proposed algorithmperforms better than otherMemetic Algorithm in terms of solution
quality and computational effort.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The Euclidean traveling salesman problem (TSP) is a classical and widely studied combinatorial optimization problem,
which consists of finding the shortest tour through all the cities that a salesman has to visit, where the distance
between cities is given by the Euclidean metric. The TSP belongs to a class of NP-hard (nondeterministic polynomial-time
hard) optimization problems according to the paper by Arora [1], which has many applications in different engineering
and optimization problems. The TSP is probably the most famous and extensively studied problem in the field of
combinatorial optimization [2,3]. In recent years, many heuristc or meta-heursitic algorithms have arisen for solving the
NP-hard optimization problems, such as Simulated Annealing [4,5], Tabu Search [6–8], Genetic Algorithms [9–11], Variable
Neighborhood Search [12], Iterated Local Search [13], Neural Networks [14,15], Ant Colony Optimization [16,17], Particle
Swarm Optimization [18,19], Harmony Search [20], Differential Evolution [21], Honey Bees Mating Optimization [22] and
Memetic Algorithm (MA) [15,23].
Algorithms for the TSP can be divided into two classes, i.e., exact algorithms and approximate ones. The exact algorithms
can be guaranteed to find the optimal solution in a bounded number of steps. The most effective exact algorithm is the
cutting-plane or facet-finding algorithm [24] with which large TSP instances have been solved. However, these exact
algorithms are quite complex and have higher time complexity [3]. In contrast, the approximate algorithms obtain good
solutions but do not guarantee that optimal solutions can be found. The approximate algorithms for the TSP can be divided
into two classes, i.e., tour construction methods [25–27] and tour improvement methods [28,13,29]. Tour construction
methods gradually build a tour by adding a new city at each step, while tour improvement methods start with an initial
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tour, and then try to improve it by performing various exchanges. The tour improvement methods include a number of
meta-heuristic algorithms [4,5,7,9–23].
The GuoTao algorithm based on the Inver–over operator [9] is one of the best algorithms for solving the TSP in the
evolution computational algorithms. However, the solution quality of the algorithm decreases with the problem size.
The increase of the population size can improve the solution quality, whereas the computation complexity is increased
correspondingly. In this paper, an Improved Inver–over operator is proposed to consider the problem feature of the TSP
problem, then an effective Memetic Algorithm based on the Improved Inver–over operator and the Lin–Kernighan local
search (Inver–over & LKMA) is implemented. To speed up the convergence capability of the algorithm, the restart technique
is employed in proposed algorithm.
This paper is organized as follows. In Section 2, the TSP is formulated mathematically. In Section 3, Memetic Algorithms
is introduced and analyzed. Section 4 gives the implementation details of the Inver–over & LK MA, while Section 5 provides
the computational results for benchmark instances. Finally, in Section 6, we conclude the paper and put forward some
suggestions for future studies.
2. Problem formulation
The TSP considered in this paper can be formulated as follows.
• Let C = {ci}1≤i≤n, indexed i, be a set of n cities to be visited. Let N = {1, 2, . . . , n}.




1, if the salesman visits city cj immediately after city ci
0, otherwise.









xi,j = 1, ∀i ∈ N (2)−
i∈N




xi,j ≥ 1, ∀M ⊂ N. (4)
Formula (2) and (3) are defined to assure that salesman enters and exits a given city ci exactly once. To avoid sub tours,
the formula (4) is added so that for each given subset S from C , there must be at least an edge (ci, cj) to connect S to
C − S.
3. Memetic Algorithms
Evolutionary algorithms (EAs) are kinds of global search techniques derived from Darwin’s theory of evolution from
natural selection. However, it is now well established that pure EAs cannot compete with high-class solution methods
when solving complex combinatorial optimization problems. Hybridization with other techniques can greatly improve the
search capability of EAs [30]. The combination of an Evolutionary Algorithm with a local search heuristic is called Memetic
Algorithm (MA) [31–33].MAs are inspired by Dawkins’ notion of ameme [34], where ameme is a ‘‘cultural gene’’. In contrast
to genes, memes are usually adapted by the people who transmit them before they are passed to the next generation. Due
to the tradeoff between the exploration abilities of the EA and the exploitation abilities of the local search, MAs have been
shown to be both more efficient and effective than traditional EAs for some problem domains and therefore gains wide
acceptance in combinatorial optimization problems [35–38]. A pseudo-code of MA is given in Fig. 1.
In the Fig. 1, after initializing population, it is locally optimized by a localSearch function. Then all the individuals are
evaluated according to the function of evaluateFitness. In the while loop, the select function is used to select a subset of
individuals i.e., P ′(t) for recombination operators. The recombine function is responsible for the creation of new individuals.
Afterwards, the new individual is mutated according to amutate function. The seletcNewPop function acts on the population,
having the net effect of reducing its size. The convergence of the whole population is checked by convergenceCriteria. These
criteriamight include the lack of diversity of population. In this case, a restart function is used and all the processes should be
done again from scratch. The termination ofMAs can be done inmanyways. It can be based on time expiration or generation
expiration as well as more adaptive procedures, like dynamic monitoring of lack of improvement.
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Fig. 1. Pseudo-code of a Memetic Algorithm.
4. Memetic Algorithms based on Improved Inver–over operator and Lin–Kernighan local search (Inver–over & LKMA)
4.1. Initialize
To guarantee a certain level of quality and diversity of the initial population, a hybrid approach is presented to
initialize population by combining Random approachwith Nearest Neighbor heuristic [26], Greedy heuristic, Quick-Borůvka
heuristic [13], and Variant of the Greedy Heuristic (VGH) [23]. We first generate two edges by the Greedy heuristic and
Quick-Borůvka heuristic, then, all other edges are produced by the random method, Nearest Neighbor heuristic, and VGH
approaches.
4.2. Lin–Kernighan local search
Lin and Kernighan developed a sophisticated edge exchange procedure where the number λ of edges to be exchanged is
variable [29,39]. The local search is mentioned in the literature as the Lin–Kernighan local search and it was considered for
many years to be the ‘‘uncontested champion’’ in local search heuristics for the TSP.
The Lin–Kernighan local search uses the concept of λ-optimal. A tour is said to be λ-optimal if it is impossible to get
a shorter tour by replacing any λ edges by any other λ edges. The larger the λ value, the more likely the chance that the
λ-optimal tour is actually optimal increases. Unfortunately, the processing time required to find λ-optimal tours is
intractable for large λ value. The most commonly used values for λ are 2 and 3. In [40], some attempts have beenmade with
λ as 4 or 5. Instead of examining a particular 2-Opt or 3-Opt exchange, the Lin–Kernighan local search builds an exchange
of variable size λ by sequentially deleting and adding edges to the current tour while maintaining tour feasibility [39].
Given city c1 in initial tour as a starting point: in step k, edge (c1, c2k) is deleted, and edge (c2k, c2k+1) is added, and then
edge (c2k+1, c2k+2) is picked so that deleting edge (c2k+1, c2k+2) and joining edge (c2k+2, c1)will close up the tour. The edge
(c2k+2, c1) is deleted if and when step k + 1 is executed. The first three steps are illustrated in Fig. 2. In order to achieve a
sufficient efficient algorithm, the Lin–Kernighan local search fulfills the following criteria when deleting and adding edges
to the current tour: (1) The sequential exchange criterion; (2) The feasibility criterion; (3) The positive gain criterion; (4)
The disjunctively criterion [3].
4.3. Inver–over operator
4.3.1. Basic Inver–over operator
The Basic Inver–over operator [9] has the characteristics of both crossover and mutation, whose pseudo-code is given
in Fig. 3. With a low probability prd, the second city for inversion is selected randomly. In that case, the inversion operator
resembles mutation. This is necessary: without a possibility to generate new edges, the algorithmwould search only among
edges between cities present in the initial population. With a probability 1− prd, a randomly selected individual provides a
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Fig. 2. The first three steps of the Lin–Kernighan edge exchange mechanism.
Fig. 3. Pseudo-code of the Inver–over operator.
Fig. 4. A single iteration of Basic Inver–over operator.
clue for the second city for inversion. In that case the inversion operator resembles crossover, as part of the pattern of the
second individual appears in the offspring.
Comparing with the single crossover operator, the Basic Inver–over operator can obtainmore optimal solutions with fast
convergence speed because of the consideration of the population information. However, our initial experimental results
show that the Inver–over operator holds a good result for small size TSP while has worse capability for the large scale
problem. Assume that the current individual S is (5, 4, 2, 6, 8, 7, 1, 3), Fig. 4 illustrates a single iteration of this operator. In
the Fig. 4, the inverse (ca, . . . , cb) function is responsible for the inversion of (ca, . . . , cb).
4.3.2. Improved Inver–over operator
It can be seen fromFig. 4 that, during the first inversion, the newedge (6, 1)was added to the current solution by inversing
(8, 7, 1). Meanwhile, the edge (1, 4) was added by inversing (4, 2, 6). However, the edge (6, 1) is removed from the solution
by the second inversion. Then, the result of the first inversion is ignored because the direction of the tour is not considered
during applying the Basic Inver–over operator. In the Improved Inver–over operator, the direction of the tour is considered.
Fig. 5 shows the improved version of the example in Fig. 4. It can be seen from Fig. 5 thatwhen considering the tour direction,
the new added edge will not be removed when applying the next inversion. Then, the impact of each inversion will be
guaranteed.
In the Basic Inver–over operator, if the randomnumber is less than prd, the second city for inversion is selected randomly.
In that case, the inversion operator essentially is a 2-Opt exchange. The Lin–Kernighan local search follows next sequential
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Fig. 5. A single iteration of Improved Inver–over operator (considering the direction of the tour).
Fig. 6. Double-bridge move.
exchange criterion: during the kth swap, the deleted edge (c1, c2k) and the following new added edge (c2k, c2k+1) must
share an endpoint, while (c2k, c2k+1) and the next added edge (c2k+1, c2k+2) must share an endpoint. The edge (c2k+2, c1)
and (c2k+2, c1) have the same rule. The above swap was named sequential exchange which is shown in Fig. 2. Fig. 6 shows a
simple non-sequential exchange, called double-bridge move, which cannot be achieved by the Lin–Kernighan local search.
To diversify the neighborhood structure of the Inver–over& LKMAalgorithm, in the Improved Inver–over operator, a random
double-bridge move replaces the random inversion operator if the random number is less than prd.
It be seen by the experimental results that the convergence speed can be improved by receiving instructor of candidate
set to select the city c ′. The current candidate set include k-nearest candidate set, k-quard-nearest candidate set, Delaunay
candidate set and α-nearest candidate set. In the above candidate set, α-nearest candidate set is considered as the most
effective method [3]. Then, in the Improved Inver–over operator, we select α-nearest candidate set as the instruct method
to select the city c ′.
In addition, if the city c is not replaced by the city c ′, then the population diversity will be kept while the possibility of
stuck at local optimum will be decreased. Then, two hybrid approaches were developed to keep population diversity and
effectiveness. If the random number is less than puc , then the city c is kept unchanged after each inversion, else, replace c
with c ′. In the algorithm, the possibility puc adaptively increases during the iteration of the algorithm. Then, the city c will be
unchangedwith a higher possibility in the later duration of the algorithm,while the population diversitywill bemaintained.
The relationship of the iteration of the algorithm and puc is shown in formula (5).
puc(gn) = puc_min + puc_max − puc_minNI × gn (5)
where, puc is the possibility to keep the city c unchanged, puc_min and puc_max are theminimum and themaximumpossibility,
gn is the iteration number while NI is the total generation number.
Fig. 7 gives the pseudo-code of the Improved Inver–over operator.
We test and compare the Basic Inver–over operator and the Improved Inver–over operator on 14 instances from the
TSPLIB [41] on a PCwith Intel Dual core 2.2 GHz CPU. The population size is 40 and the hybrid initialization approaches given
in Section 4.1 is utilized. In each generation, all solutions is applied with the Inver–over operator. If the current solution is
better than the parent, then replace the parent with it, otherwise, keep the parent one. In the Basic Inver–over operator
and the Improved Inver–over operator, prd is 0.02. In the Improved Inver–over operator, the other parameters are set as
follows: pcs = 0.05, puc_min = 0.2, puc_max = 0.5, 5 α-nearest neighbors. Each instance runs 10 independent replications
with the 2000 iterations. The experimental results are given in Table 1, where, Best Err. (%) is the error of best solution to
the optimum solution, Ave. Err. (%) is the error of the average of 10 replications to the optimum solution and Ave. time (s)
is CPU time in second of the average of 10 replications. It can be seen from Table 1 that, for the average value of the Best Err
and Ave. Err for the 14 instances, the Improved Inver–over operator is more effective and efficient than the Basic Inver–over
operator, which decreases the value with 1.0713% and 0.9267%, respectively. Table 1 also shows that, for computing the
14 instances, the Improved Inver–over operator consumes about 0.1359 s while the Basic Inver–over operator takes about
0.1331 s. The Improved Inver–over operator takes more computation time than the Basic Inver–over operator because the
construction of the α-nearest candidate set and the double-bridge move consume more computation time. However, the
addition of 0.0028 s computation times seems valuable because the solution quality of the proposed algorithm is superior
to the Basic Inver–over operator.
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Fig. 7. Pseudo-code of the Improved Inver–over operator.
Table 1
Comparisons between Improved Inver–over operator and Basic Inver–over operator.
Instance Improved Inver–over operator Basic Inver–over operator
Best Err. (%) Ave. Err. (%) Ave. time (s) Best Err. (%) Ave. Err. (%) Ave. time (s)
berlin52 0.0000 0.0000 0.0664 0.0000 0.2307 0.0654
kroA100 0.0658 0.9496 0.0893 0.1927 1.7287 0.0874
pr144 0.7448 1.4835 0.0978 0.8695 2.5208 0.0969
ch150 1.1949 2.3468 0.1163 2.3591 3.6581 0.1138
kroB150 2.3995 4.5790 0.1152 3.7849 5.3142 0.1109
pr152 1.4101 3.1746 0.1026 3.1785 3.9318 0.0997
rat195 3.4438 5.0065 0.1199 3.9173 5.2734 0.1187
d198 3.3714 5.2700 0.1392 4.4867 6.5868 0.1341
kroA200 2.5129 4.7034 0.1386 3.3983 6.2303 0.1343
ts225 1.3487 2.4773 0.1424 1.4261 3.3603 0.1390
pr226 1.2219 2.4013 0.1429 2.0481 3.0035 0.1391
pr299 8.3895 10.7337 0.1802 9.7197 10.9705 0.1780
lin318 6.9476 9.7992 0.1976 8.9248 10.9648 0.1935
pcb442 8.5431 11.4006 0.2543 12.2868 13.5251 0.2526
Average 2.9710 4.5947 0.1359 4.0423 5.5214 0.1331
4.4. Selection and restart technique
In each iteration,we select one individual randomly and employ Improved Inver–over operator to optimal this individual.
After this, a new individual is attained and further improved by Lin–Kernighan local search algorithm. At last, the new
individual replaces the worst individual of population based on Metropolis rule.
Compared to GAs, the population size of MAs are smaller, so MAs are easy to fall into local optimum. In order to avoid
this problem, Inver–over & LK MA perform a restart operator if the objective value is unchanged after g iterations. Except
the best individual, all individuals of the population are randomly adjusted using the k-exchange move, and Fig. 8 shows
the pseudo-code of the k-exchange move. If k = 4, the k-exchange move is a double-bridge move. At the same time, Fig. 9
shows the k-exchangemovewhen k = 5 and k = 6. It is summarized that the k-exchangemove is a non-sequential exchange
Y.-t. Wang et al. / Computers and Mathematics with Applications 62 (2011) 2743–2754 2749
Fig. 8. Pseudo-code of k-exchange move.
Fig. 9. K -exchange move.
when k is even and greater than 4. So, the k-exchange move (k > 4 and k is even) can find a different neighborhood to the
Lin–Kernighan local search algorithm and the restart operator can expand the neighborhood of Inver–over & LK MA. In this
paper, the value of k is related to the problem size n and set k = ⌊0.05× n⌋ × 2.
4.5. Inver–over & LK MA algorithm
The detail computational procedure of the Inver–over & LK MA algorithm can be summarized as follows:
Step 1: Set parameters prd, pcs, puc_max, puc_min α-nearest candidate set and population size P .
Step 2: Initialize population by applying the method in Section 4.1.
Step 3: Improve each individual using the Lin–Kernighan local search.
Step 4: Improved Inver–over operator and Lin–Kernighan local search are employed to optimize one individual selected
randomly. In this way, a new individual is attained.
Step 5: The new individual will replace the worst one of population based on the Metropolis rule.
Step 6: If the objective value is unchanged after g iterations, restart the algorithm by applying the method in Section 4.4.
Step 7: If termination criterion is met, return the best solution; else go to Step4.
5. Experimental results
5.1. Experimental setup
To test the performance of the proposed Inver–over & LK MA algorithm, an extensive experimental evaluation and
comparison with other powerful methods are provided based on the well-known benchmark problems. Each instance is
run for 10 independent replications. The algorithms in this paper are coded in Cygwin using the C language and run on a
PC with an Intel Dual core 2.2 GHz CPU. The parameters are fixed on follows: P = 40, puc_min = 0.2, puc_max = 0.5 and 10
α-nearest neighbors. The value of prd, pcs, and g are different for different algorithms.
5.2. Discussion of restart operator
To show the effectiveness of the restart technique, we carry out a simulation to compare Inver–over & LK MA with and
without the restart operator. Instances lin318 and pcb442 in TSPLIB are employed. The value of parameters are prd = 0.02
and pcs = 0.05. The statistical performances of the average best value for the two instances are shown in Fig. 10. In the Fig. 10,
the x axis is the tour length, and the y axis is the number of generations. It can be seen from Fig. 10 that the performance
with and without restart operator is equivalent when the number of generations is small. However, the Inver–over & LK
MA with restart operator performs much better than the Inver–over & LK MA without restart operator with the increase of
number of generations. So it can be concluded that the restart operator can improve the convergence of the Inver–over &
LK MA.
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Fig. 10. Curve of average length of best solution of 10 runs.
Fig. 11. Ave. Err. (%) (over 10 runs) for the 14 TSPLIB instances ordered by size.
5.3. Discussion of Improved Inver–over operator
In order to discuss the performance of the Improved Inver–over operator, we compared the Inver–over & LKMAwithout
Lin–Kernighan local search against the Greedy Sub Tour Mutation (GSTM) algorithm by Albayrak and Allahverdi [11]. In this
section, the benchmark set is composed of 14 instances from STPLIB with the size ranging from 52 to 442 and the value of
parameters prd = 0.02 and pcs = 0.1. The Inver–over & LKMA is restarted when the value of g equals 100. The computation
results generated by Inver–over & LK MA and GSTM algorithm are given in Table 2. Fig. 11 shows the Ave. Err. (%) of two
algorithms for different size instances. It can be easily seen from Table 2 that the Inver–over & LK MA without local search
is the winner, since it produces smaller over mean Best Err. (%) (0.3486), Ave. Err. (%) (0.7754) and Ave. time (s) (0.9203)
than those of the GSTM algorithm (0.6638/1.5655/12.094). Except the Best Err. (%) of the instance lin318, all the results of
the Inver–over & LK MA are equivalent or better than the GSTM algorithm. Fig. 11 shows the trends of Ave. Err. (%) with
the instances size. Hence, based on Table 2 and Fig. 11, it is concluded that the Inver–over & LK MA without local search is
clearly superior to the GSTM algorithm for the Euclidean traveling salesman problem.
5.4. Discussion of Inver–over & LK MA
To further show the effectiveness of the Inver–over & LK MA, we compared the Inver–over & LK MA with an existing
Memetic self-organizing map (Memetic SOM) algorithm by Créput and Koukam [15] for the Euclidean salesman problem.
In this section, we select 32 instances from TSPLIB with a small size ranging from 51 to 783, 33 instances with the large
size ranging from 1000 to 85900. The value of parameters are prd = 0.5 and pcs = 0.05. For the small size instances, the
Inver–over & LK MA is terminated if the maximum iterations equal 500 and it is restarted when the value of g is 10. For the
large size instances, the Inver–over & LKMA is terminatedwhen themaximum iterations equal 2000 and it is restartedwhen
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Table 2
Comparison with the GSTM algorithm on 14 TSPLIB instances.
Instance Inver–over & LK MA (remove local search) GSTM algorithm [11]
Best Err. (%) Ave. Err. (%) Ave. time (s) Best Err. (%) Ave. Err. (%) Ave. time (s)
berlin52 0.0000 0.0000 0.4867 0.0000 0.0000 0.836
kroA100 0.0000 0.0000 0.6193 0.0000 1.1836 6.987
pr144 0.0564 0.1350 0.6878 0.0000 1.0809 13.598
ch150 0.0000 0.3585 0.8566 0.4596 0.6357 11.240
kroB150 0.0421 0.6456 0.7829 0.9644 1.7616 11.684
pr152 0.0000 0.1259 0.7144 0.7695 1.6202 7.937
rat195 0.4305 0.6586 0.8503 0.6027 1.8425 15.050
d198 0.3359 0.6800 0.9391 0.3866 1.2193 12.096
kroA200 0.4052 0.5816 0.9047 0.8683 1.5432 13.292
ts225 0.0000 0.4850 0.9815 0.2527 0.4994 11.559
pr226 0.1344 0.4270 0.9206 0.7242 1.5287 13.843
pr299 0.6661 2.3401 1.1949 1.2326 2.9169 17.424
lin318 1.3610 2.3058 1.2731 0.9827 3.3099 14.643
pcb442 1.4494 2.1127 1.6723 2.0501 2.7758 19.132
Average 0.3486 0.7754 0.9203 0.6638 1.5655 12.094














Fig. 13. Ave. Err. (%) (over 10 runs) for the 33 TSPLIB instances of sizes larger than 1000 cities ordered by size.
the value of g is 20. The computational results of two algorithms for 32 small size instances and 33 large size instances are
shown in Tables 3 and 4, respectively. Figs. 12 and 13 show the Ave. Err. (%) of two algorithms for different size instances.
It can be seen from Table 3 that the Inver–over & LK MA produces smaller overall mean Best Err. (%) (0.0158) and Ave.
Err. (%) (0.0400) which are much better than those by the Memetic SOM algorithm (1.90/309). It is clear from Table 4 that
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Fig. 14. The instance f1577 are depicted in two-dimensional coordination.
Table 3
Comparison with the Memetic SOM algorithm on 32 TSPLIB instances with less than 1000 cities.
Instance Inver–over & LK MA Memetic SOM (GenC= 20, GenI= 40, R= 30) [15]
Best Err. (%) Ave. Err. (%) Ave. time (s) Best Err. (%) Ave. Err. (%) Ave. time (s)
eil51 0.0000 0.0000 0.1186 1.64 2.14 0.25
berlin52 0.0000 0.0000 0.2839 0.00 2.01 0.30
st70 0.0000 0.0000 0.2650 0.59 0.99 0.36
eil76 0.0000 0.0000 0.1764 2.04 2.88 0.39
kroA100 0.0000 0.0000 0.2982 0.24 1.14 0.53
kroB100 0.0000 0.0000 0.4571 0.92 1.75 0.52
kroC100 0.0000 0.0000 0.2837 0.32 0.71 0.50
kroD100 0.0000 0.0000 0.4366 0.80 1.14 0.51
kroE100 0.0000 0.0000 0.3665 1.12 1.99 0.52
rd100 0.0000 0.0000 0.2573 0.99 2.65 0.50
eil101 0.0000 0.0000 0.2530 2.07 3.15 0.51
lin105 0.0000 0.0000 0.2854 0.00 0.34 0.55
pr107 0.0000 0.0000 0.7176 0.14 0.67 0.62
pr124 0.0000 0.0078 0.5895 0.26 1.52 0.63
bier127 0.0000 0.0000 0.8534 1.25 2.78 0.80
ch130 0.0000 0.0000 0.5350 0.80 2.83 0.66
pr136 0.0000 0.0000 0.8220 0.73 3.10 0.76
ch150 0.0000 0.0000 0.3415 1.67 2.95 0.78
kroA150 0.0000 0.0000 0.4900 1.64 2.73 0.76
kroB150 0.0000 0.0008 0.6035 0.74 1.61 0.77
pr152 0.0000 0.0000 3.4040 1.57 2.60 0.89
rat195 0.0000 0.0043 0.2809 4.69 6.89 1.08
kroA200 0.0000 0.0000 0.6461 1.08 2.20 1.06
kroB200 0.0000 0.0000 0.5973 1.82 3.92 1.07
lin318 0.0500 0.1489 1.2572 3.63 5.51 1.86
pcb442 0.0000 0.0825 1.2652 3.57 6.08 2.75
u574 0.0000 0.1848 1.7893 4.42 5.18 3.58
rat575 0.1772 0.2554 0.8863 4.31 5.47 3.62
p654 0.0000 0.0095 5.2353 3.75 5.76 8.40
d657 0.0613 0.1668 2.3338 3.97 5.02 4.44
u724 0.1026 0.1911 1.5240 4.64 5.36 4.80
rat783 0.1136 0.2271 1.1841 5.46 5.95 5.47
Average 0.0158 0.0400 0.9012 1.90 3.09 1.57
the Inver–over & LK MA also produces better overall mean Best Err. (%) (0.2426) and Ave. Err. (%) (0.3562) than those of
Memetic SOM algorithm (7.71/8.83). Although Memetic SOM algorithm runs on an AMD Athlon 2 GHz PC, the CPU time of
the Inver–over & LK MA is less by one magnitude than the Memetic SOM algorithm.
For instances pr152, p654, fl1400, f1577, u2319 and f13795, the CPU time (3.4040, 5.2353, 76.6761, 30.0472, 86.0377
and 74.9522 s) of the Inver–over & LK is much larger than other instances with same size. In these instances, the cities
concentrate in several small areas. Fig. 14 shows the urban distribution of instance f1577. These instances are easy falling
into local optimum. The Inver–over & LK should be restarted frequently to avoid falling into local optimum. Hence, for these
instances, the CPU time is larger than other instances with same size.
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Table 4
Comparison with the Memetic SOM on the 33 TSPLIB instances of sizes larger than 1000 cities.
Instance Inver–over & LK MA Memetic SOM (GenC= 80, GenI= 400, R= 200) [15]
Best Err. (%) Ave. Err. (%) Ave. time (s) Best Err. (%) Ave. Err. (%) Ave. time (s)
dsj1000 0.0989 0.1901 27.2270 4.73 6.46 61.31
pr1002 0.0178 0.1079 10.5736 4.17 4.78 55.76
u1060 0.0437 0.1229 18.2099 4.04 5.12 67.94
vm1084 0.0017 0.0389 12.2554 4.95 5.86 68.53
pcb1173 0.0088 0.0403 7.9327 6.97 7.50 70.53
d1291 0.0039 0.2104 8.5940 7.54 9.66 81.58
rl1304 0.0004 0.1073 11.7672 7.76 10.00 78.64
rl1323 0.0100 0.1269 11.3289 8.00 9.45 82.52
nrw1379 0.1059 0.2138 10.7752 3.96 4.61 80.42
fl1400 0.0000 0.0129 76.6761 3.46 4.32 234.54
u1432 0.0654 0.2255 19.9495 4.07 5.02 96.78
f1577 0.1214 0.3600 30.0472 15.87 17.46 107.54
d1655 0.1191 0.3069 11.9560 8.00 9.60 99.40
vm1748 0.0351 0.1128 19.3474 5.30 6.68 132.86
u1817 0.2115 0.3947 10.2084 8.25 9.68 125.03
rl1889 0.0423 0.3031 21.9917 8.56 9.54 129.02
d2103 0.1231 0.2470 12.8903 15.54 19.15 132.50
u2152 0.3299 0.4878 11.5596 8.37 10.43 144.56
u2319 0.1473 0.1683 86.0377 1.50 1.72 191.37
pr2392 0.0352 0.1477 16.5437 6.32 7.04 161.54
pcb3038 0.1917 0.3512 19.8432 7.10 7.88 195.26
f13795 0.0556 0.2065 74.9522 13.66 16.13 389.22
fn14461 0.3571 0.4112 30.7789 5.13 5.62 330.24
rl5915 0.2658 0.4968 37.8459 12.02 12.94 465.58
rl5934 0.4534 0.6697 41.6943 11.68 13.02 478.35
pla7397 0.2601 0.3463 116.3097 9.11 10.19 682.31
rl11849 0.7285 0.8122 100.2930 10.71 11.49 1234.15
usa13509 0.5572 0.6265 179.8503 7.11 7.62 1579.27
brd14051 0.6027 0.6437 121.9803 5.98 6.18 1459.43
d15112 0.5559 0.6316 145.2245 5.65 5.95 1802.36
d18512 0.6582 0.6935 156.6907 5.67 6.00 2084.02
pla33810 1.0171 1.1241 604.5771 12.83 13.23 4788.57
pla85900 0.7806 0.8154 2197.5565 10.51 10.94 25034.37
Average 0.2426 0.3562 129.1960 7.71 8.83 1294.72
In a nutshell, it can be concluded that the Inver–over & LK MA performs much better than the Memetic SOM algorithm
for the Euclidean traveling salesman problem.
6. Conclusions and future research
This paper has introduced a novel Inver–over & LK algorithm for the Euclidean traveling salesman problem, which is a
hybrid algorithm based on the Improved Inver–over algorithm and Lin–Kernighan local search heuristic. In the presented
algorithm, the mutation operator of the Improved Inver–over algorithm expands the neighborhood of the Lin–Kernighan
local search heuristic. In order to avoid falling into local optimum, the Inver–over & LK algorithm employed a restart
technique. The computational simulations demonstrated that the proposed algorithmperformedwell inmany test problems
both in the quality of solutions and the computational effort. To further enhance the performance, parameter setting for
problem constraints, adaptive mutation operators for neighborhood and a more effective restart method will be studied in
the future.
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