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Abstract
Quantifying time-responses of the ocean to passive and active tracers is critical when
interpreting paleodata from sediment cores. Surface-injected tracers are not spreading
instantaneously or uniformly throughout the ocean. To obtain insights into these
time-scales, a transition matrix is used to compute successive states of a passive
tracer concentration in the global ocean. Times to equilibrium are longer than 1500
years for any one region in the global ocean and, near the equilibrium, concentration
gradients give time-lags from hundreds to thousands of years between the Atlantic
and Pacific bottom, depending on the injection region and the nature of the boundary
condition. Ice volume (glacio-eustatic) corrections to deep-sea and surface values
cannot be assumed instanteneous, challenging previous paleodata interpretations from
sediment cores. Preliminary results on time-responses of the ocean to active tracers,
using a global circulation model limited to the North Atlantic box, show no major
differences between a freshwater and a dye input, at least during the first 50 years of
the experiment and for a small amount of freshwater.
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Chapter 1
Introduction
Paleodata are critical to understanding of climate variability as a record of Earth cli-
mate history. Proxy data (indirect evidence of past climate) from sources such as tree
rings, corals, ocean sediments or ice cores have a close correlation with some climate
variables such as temperature, precipitation or ice coverage. The general approach
chosen by scientists is to construct, from these observations, hypotheses about the
events that led to such records, which can possibly be tested numerically. In this
case, the model results should be consistent with the observations. Because of the
sparseness of paleorecords and the complexity of the climate system, attempts to
verify many of those hypotheses are impossible: one is left to either trust or deny the
results. Either way, certainties can often not be stated.
Records of the ocean history can be retrieved from sediment cores from the bottom
of the ocean as evidenced by their varying compositions. Examples are variations of
isotopic ratios such as 5180, which quantify the fluctuations of 180/160 compared
to a standard 180/ 16 0,td value1 . Because of the slight differences in the mass of the
isotopes, and thus their relative velocities, fractionation occurs (because an unequal
partitioning of isotopes between chemical species and phases is a process which is
180 180
1318~ 160/(160sd 
-1
temperature dependent). Thus, fluctuations in water temperature affect the isotopic
composition of the organisms which have grown in it and then later deposited on the
ocean floor. 6180 from sediment cores can therefore be a proxy record for oceanic
water temperature.
Variations in the isotopic records are often an echo of what happened first outside of
the ocean. For example, 6180 in marine sediment also depends on the isotopic com-
position of the water in which the organisms grew. 6180 from benthic foraminifera, a
single celled organism from the deep-sea biomass, is not only a proxy of deep ocean
temperature, but also records changes in global ice coverage. Land ice contains less
heavy 180 compared to oceanic waters, as a consequence of the fractionation occuring
during evaporation processes. Therefore, during glacial periods, oceans were enriched
in 6180, while during deglaciations the 180-deficient melting ice sheets locally per-
turbed the water 6180 composition. This "glacioeustatic 6180 signal" (signal relative
to the sea levels and the global ice coverage) propagates as the water masses travel in
the ocean, creating time-lags between the moment when the signal reaches different
parts of the ocean. 6180 has no influence on the circulation and is therefore called a
passive tracer, in opposition to an active tracer such as freshwater or temperature.
In the literature, the glacioeustatic signal in the ocean is often assumed to be uniform.
For example, Skinner and Shackleton (2005) analyse benthic 6180 records from the
deep equatorial Pacific and the Atlantic. They observe time-lags between the Pacific
and Atlantic basins, which they explained by local changes in the ocean circulation.
The time expected for the glacioeustatic signal to propagate between these oceanic
regions is considered to be insufficient to completely explain the time-lags of several
thousand years observed between the 6180 records. Lea et al. (2000), on the other
hand, studied planktonic foraminifera (upper-sea biomass, and therefore, a proxy of
surface climate variables) 6180 and Mg/Ca records from the deep equatorial Pacific,
and compared them with temperature records from Antarctic ice-cores. The Mg/Ca
signal, a proxy for sea surface temperature, appears to precede the 6180 signal at the
same location, a proxy for both temperature and ice coverage. This suggests that
the Pacific played a significant role during the deglaciation of the Southern Ocean.
In this case, the time required by the glacioeustatic signal to reach the East Pacific
seems to be simply neglected by Lea et al. (2000).
Recently, Wunsch and Heimbach (2008) used the MITgcm (MIT Global Circulation
Model) as modified in ECCO-GODAE to compute transient states of a dye injection
in an ocean at steady-state. The ECCO-GODAE (Estimating the Circulation and
Climate of the Ocean- Global Ocean Data Assimilation Experiment) is a model com-
bining a GCM and diverse observations in order to produce a quantitative depiction
of the time-evolving global ocean state. They concluded that the large spectrum of
equilibrium time-scales over the different regions of the ocean sufficiently explains the
observations of Skinner and Shackleton (2005), and thus, past changes in the ocean
circulation are not required. Here, we expand the work of Wunsch and Heimbach
(2008) on the ocean time-responses to passive tracers. We do not pay attention to
the transport of any particular tracer, but rather focus on the physical transport of
fluid elements caused by currents and mixing processes. Because running a GCM on
such a time-scale requires time and numerical resources, we use the transition matrix
of Khatiwala et al. (2005). This matrix allows one to compute the approximate suc-
cessive states of a passive tracer in an ocean at steady-state much faster. The method
is believed to capture the dominant physical processes of the ocean circulation and
tracer movement. The passive tracer, or "dye", is injected on different oceanic sur-
face regions; pathways and tracer concentration evolution are carefully studied for
different types of boundary conditions (concentration or flux of dye at the surface).
Our study aims to give qualitative insights on ocean time-responses to passive tracers
and does not claim to give precise time-scales. The final purpose is to check whether
some paleorecords such as the ones described in Lea et al. (2000) and Skinner and
Shackleton (2005) can be explained without changes in the ocean circulation, but by
time-responses of the ocean and uncertainty in the data.
The last chapter of this thesis is an introduction to the comparison of active and
passive tracers pathways in a global circulation model of 20-grid resolution limited to
the North Atlantic ocean. The underlying numerical code is that of Marshall et al.
(1994) as subsequently modified by the ECCO project. Freshwater is discharged in
the North Atlantic and, as an active tracer, can alter the flow. However, the amount
discharged is small enough (0.001Sv while the Amazon River discharge is ~ 0.2Sv),
so that its effect on the circulation is not too significant. The experiment is repro-
duced but with a dye replacing the freshwater input. Active and passive tracers can
then be compared.
First, a general introduction on paleorecords interpretation and dating is developed.
Second, we explain the concept of the transition matrix used by Khatiwala et al.
(2005). Third, we analyse our results using this method, and discuss the conclusions
of Lea et al. (2000) and Skinner and Shackleton (2005). Finally, we introduce the
notion of time-scales of active tracers in the ocean.
Chapter 2
Background
"The various time scales for distribution of tracers and proxies in the global ocean are
critical to the interpretation of data from deep-sea cores" (Wunsch and Heimbach,
2008). Examples of tracer are 018, 613C, 14C or CFC. Various studies including "age
tracers" and "transit-time" distributions have been made on the subject (Khatiwala
et al., 2001, Peacock and Maltrud, 2006, Primeau, 2005, Waugh et al., 2003). In this
chapter, we introduce the concept of isotope fractionation, critical to understanding
many proxy signals, the radiocarbon dating of sediment cores, the notions of "age
tracer" and "transit-time" distributions, the influence of the boundary-condition on
time-scales and examples where our study could be useful for paleoapplications.
2.1 Isotope fractionation- example of oxygen
The use of isotopes' as a tracer of water masses is based on the fact that the chem-
ical characteristics of the different isotopes of an element are very similar but not
identical. In fact, the slight differences in their mass affect the way they respond in
chemical reactions or physical processes. This effect leads to isotope fractionation 2
latoms of the same element with the same atomic number but different atomic masses
2partitioning of isotopes between two substances or phases that causes these materials to have
different isotopic compositions
(Burdige, 2006). Most isotopic fractionation (including typical kinetic and equilib-
rium fractionation) are caused by the effects of the mass of an isotope on atomic or
molecular velocities, diffusivities or bond strengths.
In an ideal gas for example, the molecule with the light isotope will be faster than the
one with the heavy isotope, because all the molecules have the same kinetic energy at
a given temperature. Therefore, the light isotope evaporates more easily. Similarly, a
light isotope has a slightly larger diffusion coefficient than does a heavy one (Burdige,
2006). Equilibrium isotope fractionation is the unequal partitioning of isotopes be-
tween chemical species and phases at equilibrium. It is temperature dependent and
decreases with decreasing temperature. Oxygen is a good example of mass-dependent
Element Stable Isotopes Mass (amu) Average Abundance (%)
Oxygen 16O 15.9949 99.76
17O 16.9991 0.04
1S 0  17.9992 0.20
Table 2.1: The abundances and masses of oxygen stable isotopes (modified after Burdige (2006))
isotopic effects. Oxygen has three stable isotopes: 16, 170 and 180 (see table 2.1).
The light isotope 160 evaporates more easily and so water vapor will be depleted in
180 compared to seawater, as seawater will be enriched in 18Q
Oxygen isotope ratios can be retrieved from ice or sediment cores for example. Sedi-
ment cores from the bottom of the ocean record changes in temperature at the bottom
of the ocean or in global ice volume. Those ratios can be sampled, for instance, in
clay mineral, sedimentary carbonates or ice cores. 180 variations are also observed in
ice cores during glacial and interglacial cycles (Petit et al., 1999).
In sedimentary carbonates, the main assumption is that calcium carbonate precipi-
tated by organisms is in isotopic equilibrium with the seawater in which the organisms
grow (true for only a few species). Benthic foraminifera live on the seafloor, from the
upper surface to (at most) 10-20 cm below the surface of the seafloor. There are no
significant 6180 or temperature gradients in this zone. Although there can be erosion
of planktonic and benthic foraminifera from the seafloor and transport to distant
places, this only occurs in rare regions of the ocean such as deep western boundary
currents (Ed Boyle, personal communication, 2010). Therefore, benthic foraminifera
6180 content is probably a consistent record of hydrographic properties of the deep
water mass where the sediment core was retrieved.
Computing temperature is a straightforward process, if we suppose that the isotopic
composition of the seawater in which the organisms form did not change. In fact,
fractionation depends on temperature (Burdige, 2006). When the temperature is
higher, the kinetic energy is higher and the differences in velocity between a light and
an heavy particle is higher too.
In many studies though, temperature is not the only parameter affecting fractionation
during calcium carbonate precipitation. Skinner and Shackleton (2005) describe the
three components of the benthic foraminiferal calcite P150c signal:
1. a glacioeustatic 'reservoir' component: an increase in ice volume enriches sea-
water in 11O at high latitude as a result of fractionation during evaporation.
2. a non-glacioeustatic component due to deep-water temperature (Tdw)
3. a non-glacioeustatic component due to local deep-water 6180 variability (6180dw)
with a possible salinity effect (J. Lynch-Stieglitz, 1999).
Several methods are used to separate those signals. Skinner and Shackleton (2005)
derived the glacioeustatic "reservoir" component from the relative sea-level data of
Lambeck and Chappell (2001), computed from several data sets such as fossil corals
and tree stumps, dated by radiocarbon method. Observations depend on time and
space. The sea-level data are scaled using modern 6180 at the core locality and glacial-
interglacial change in global deep-water 6180 from the Schrag et al. (2002) pore-water
analysis. Indeed, because of the large attenuation factor, modern pore fluid preserves
little record of the 6180 history of the ocean at frequency of glacial cycles except
for the large J180 shift associated with the last glacial maximum (Schrag and De-
Paolo, 1993). Another strategy to separate the different components of 6180 is to use
multi-proxy studies. For example, 6180 in atmospheric oxygen trapped in Antarctic
ice in Vostok (Shackleton, 2000) can be used to extract the glacioeustatic compo-
nent. Those methods for separating the different signals have their limitations. For
example, they assume a globally uniform glacioeustatic signal. Skinner and Shack-
leton (2005) retrieve the same glacioeustatic J180c component for the Pacific and
Atlantic benthic 680cc, even if they expect a time delay between the melting of the
glacial ice-sheets and the export of the glacioeustatic signal. Duplessy et al. (1991)
consider an almost instantaneous propagation of the meltwater isotopic signal in the
whole North Atlantic and a propagation in less than one millenium in the Pacific and
Indian deep waters. Regarding the time-scales usually studied (several thousand of
years), authors consider that this lag is negligible or cannot explain the amplitude of
some lags observed in some cores (Skinner and Shackleton, 2005).
Separating the different signals from 6180 is not a straightforward process. It requires
multiproxy study results, that need to be dated relatively to each other. In the case
of relative dating, uncertainties can rise while matching the peaks on the different
records. Relative dating assumes that the peaks are the signature of a similar re-
sponse to the same forcing. In the case of absolute dating, the common method used
is radiocarbon dating, which also has significant errors.
2.2 Radiocarbon dating of sediment cores
To date sediment cores from the last - 40000 years, the common method used is
radiocarbon dating. Hereafter, we describe the method and its limitations, giving
some insights into the uncertainties related to paleorecord dating.
Radiocarbon (14C) is one of the three isotopes of carbon, the others being 12C (the
most abundant isotope of carbon around 98.8%) and 13C (around 1.1%). While 12C
and 13C are stable isotopes, 14C beta-decays to a stable form of nitrogen 4 N, with
a half-life of -5730 years. This form of dating relies on the assumption that carbon
used to build plant and animal tissue is in isotopic equilibrium with the atmosphere.
When the organism dies, it becomes isolated from the 14C source. Therefore, by as-
suming that the global carbon reservoir of 14C remains constant through time (atoms
of 14C are continuously formed in the upper atmosphere through the interaction be-
tween cosmic ray neutrons and nitrogen), it is possible to determine the time since
the death of this organism by measuring the amount of 14C that remains in a sample
and comparing it to modern 14C standard material (Walker, 2005).
The radiocarbon measurement can be made by two methods (Walker, 2005). Either
by beta-counting, that is by measuring the "4C activity of the sample which is related
to its "age"; or by measuring the isotopic ratio of "4C relative to that of the stable
isotopes of carbon (12C or 13C) in an Accelerator Mass Spectrometer. Radiocarbon
"4C dating allows dating of samples from about 300 years old to 8 half-lives of 14C,
that is approximately 50000 years.
However, there are several possible sources of errors in carbon dating.
First, half-life and natural levels of 14C are supposed to be accurately known with a
reasonable level of precision. This assumption is made with a reasonable degree of
confidence amongst the radiocarbon community (Walker, 2005).
Then, it is assumed that there was no contamination of the sample from younger
material, for example during sampling or disturbances of sediment sequence by or-
ganisms. An addition of 1% modern carbon to a 17000 year-old sample will reduce
the age by 600 years, and this error will increase with the age of the sample (Walker,
2005).
Furthermore, the effect of isotopic fractionation has to be corrected. That is for ex-
ample, the fact that during photosynthesis, there is a greater uptake of the lighter
isotope "C, thus a growing plant will have a lower 14C activity than the contem-
porary atmosphere. On the other hand, the marine organisms have a preferential
absorption of the heavier isotope 14C, which will make them look younger. Different
fractionations appear also among different species. The effect is usually corrected by
a "normalized" value: the mean isotopic composition of wood (Walker, 2005).
In the case of marine sediment, other factors have to be considered, like the age of
the surrounding sea water. In fact, when water sinks, it becomes isolated from the
atmosphere and 14C decays without replenishment from the atmosphere. The age of
the water varies both in space and in time, and the radiocarbon age at some point
in the ocean reflects the ages of all waters that arrived at that point. Furthermore,
surface waters will appear older than they are because they mix with the water from
below. This is a problem that has yet to be fully resolved (Walker, 2005).
Finally, the variation in 14C production has also to be considered. It can be caused by
changes in the rate of production in the upper atmosphere or by changes in patterns
of the ocean circulation, particularly changes in ventilation and deep-water formation,
which would lead to changes in the rate of exchange at the ocean-atmosphere inter-
face. In fact, oceanic C02 is depleted in 14C compare to the atmosphere. Goslar et al.
(2000) showed several "plateaus" at ca. 10400, 10000 and 9600 14C years BP when
radiocarbon ages will have calendar age ranges of up to several hundred years. Those
"wiggles" in the 14C curve versus calendar ages reflect the variations in atmospheric
14C concentration and might be explained by variations in solar activity. Layers of
sediment cores with ages that correspond to those plateaus might have several hun-
dred of years of uncertainty.
For example, radiocarbon is used in Skinner and Shackleton (2005) to date the two
different cores considered. The East Equatorial Pacific core chronology is "well con-
strained" by 14C dates performed on planktonic foraminifera. Measurements have
been made with an accelerator mass spectrometer and then calibrated to calendar
ages after substracting the time-lag due to the ventilation time at that locality (mod-
ern reservoir age at that locality, suppose to be constant and equal to 580 years).
Planktonic foraminifera live in the upper hundreds of meters in the ocean and can be
significantly transported by the ocean in their lifetime (weeks). But this transport
usually occurs along iso-temperature lines, except for eddies (e.g. Gulf Stream ed-
dies) (Ed Boyle, personal communication, 2010). Therefore, their 6180 composition,
for example, should not vary significantly. 580 years correspond to the age of the
recent surface water at the East Equatorial Pacific core location (Shackleton et al.,
1988). In sediments, planktonic foraminifera usually are not found to be too far from
where they are found in the surface ocean (Ed Boyle, personal communication, 2010).
Therefore, we accept that planktonic foraminifera produce a useful calendar age. The
Iberian margin core chronology is based on the assumed synchrony of temperature
variations between planktic foraminiferal calcite 6180 and Greenland ice 6180. The
uncertainties in the age-model for each core are expected to be less than approxi-
mately 500 years (Skinner and Shackleton, 2005). However, it has to be noted that
a large gradient in ideal tracer ages and 14C ages exists in the Pacific surface water.
At 900m, it varies from 100 to 800 years on the today's south west American coasts
(Khatiwala, 2007). It could imply some error in the modern age reservoir used, if the
planktonic foraminifera travelled after their death (and so their isolation from the
14C source).
Radiocarbon dating is very useful in various paleoapplications, but the reader has to
keep in mind the uncertainties related to this method.
2.3 Transit time distributions and tracer ages
In this section, we describe two methods commonly used to track the movement of
water masses and the time spent since their last contact with the atmosphere.
"Transit Time Distributions" (TTDs) give insights on the time elapsed since the fluid
parcel had its last contact with the atmosphere. A given water parcel in the interior
of the ocean reflects a continuous distribution of times between successive visits to
the surface, because fluid elements are transported from the mixed layer by various
processes such as advection, mixing and diffusion (Primeau, 2005). "A fluid parcel
must be considered as being composed of material fluid elements that have spent
different lengths of time since their last contact with the surface" (Khatiwala et al.,
2001). The method used is the following: a subregion of the ocean is selected. During
a certain time-period, the concentration at the surface is 0 everywhere except in the
subregion and 0 everywhere afterwards. Each time the fluid parcel goes to the surface,
the clock is reset to 0. The time-dependent concentration is the probability density
function of the "transit time" distributions from the subregion selected. It describes
the probability that an interior point was somewhere in that subregion a given time
ago (Peacock and Maltrud, 2006). Transit time distributions can be interpreted as
Green functions of the tracer distribution equations (Wunsch and Heimbach, 2008).
TTDs implications are however difficult to interpret by non-specialists.
"Tracer age" is defined as the elapsed time since tracer was injected into the flow
(Holzer and Hall, 2000). Tracer ages are computed by solving an age equation, which
varies between the different types of tracers. For tracers that have monotonically
increasing (or decreasing) surface concentrations (chlorofluorocarbons for example),
a tracer age is defined as the elapsed time since the surface concentration was equal
to the interior concentration. Ratios of concentrations might also be considered. For
tracers undergoing radioactive decay (tritium or radiocarbon for example) with a sur-
face concentration which is approximately constant in space and time, a tracer age
is defined from the exponential decay function so that as the interior concentration
is equal to the fixed surface concentration, the age is 0. If the surface concentration
varies through time, a tracer age might still be defined. Tracer ages are functions of
the time-dependence of the surface boundary condition, the transit time distribution
and the radioactive constant of the tracer (Waugh et al., 2003) and therefore, are
hard to interpret (Wunsch and Heimbach, 2008).
2.4 Advection diffusion of tracers and boundary
conditions
To evaluate the time for tracers to be transported from the sea surface to the deep
ocean, we are not going to involve probalistic notions such as transit time distribu-
tions and tracer ages. Here, we inject "dye" at the surface of the ocean and follow its
pathways. By preventing the dye to be exchanged with the atmosphere where it is
not injected, we are assured that the dye is conservative. Therefore, we know at each
moment how much dye has been injected and what the global ocean steady-state will
be. Time-scales are then evaluated from the time taken by a particular region of the
ocean to reach a certain dye concentration. Our study differs from the one performed
by Wunsch and Heimbach (2008) by the use of use a transition matrix computed from
a GCM to approximate the successive states and the comparison between different
types of boundary conditions (Dirichlet and Neumann).
Consider the three-dimensional advection-diffusion equation of a tracer of a concen-
tration C in a velocity field u and a domain M. K is the diffusion coefficient.
C = KV 2 C - uVC (2.4.1)
St
To solve this partial differential equation, one needs initial and boundary conditions.
One is left to choose the nature of the boundary condition that seems the most
appropriate : a Dirichlet boundary condition, which prescribes a concentration; a
Neumann boundary condition, which prescribes a flux; or a combination of both. In
the first case, we solve C in the domain M with a boundary condition C=CB on the
boundary of M. In the second case, we solve C in the domain M with a boundary
condition 6C/6m = B with m the unit vector normal to the boundary.
Here, the evolution of the spatial distribution of a passive tracer concentration is
considered. The dye is introduced from the surface of the ocean. By prescribing a
concentration at the surface, an implicit flux will appear between the surface layer
and the layers underneath that depends on the tracer gradient. The rate of the flux
depends on the strength of diffusion and advection processes. For example, it is likely
that the flux implied will be strong at the beginning of the experiment, because of
the important gradient, but will slow down afterwards (Primeau and Deleersnijder,
2009). Let the tracer be an isotopic ratio, such as 601. 601 ratios in the ocean can
be strongly impacted by a large and rapid input of freshwater from melting ice. The
melting rate of ice and therefore the input of anomalous 6180 is independent of the
ocean circulation unlike a Dirichlet boundary condition, therefore one could argue that
6180 is better represented by a flux boundary condition (Primeau and Deleersnijder,
2009). However, if you consider the case of a saturated Ekman layer, what would the
ocean below it see? In a region of Ekman suction, where 6018 would diffuse downward,
the surface boundary would probably have to be considered as a concentration. For
tracer gases such as chlorofluorocarbons, the surface boundary layer as the same
concentration as the atmosphere. Therefore, the appropriate boundary condition
would also probably be a concentration.
It is critical to understand that the choice of the nature of the BC can have an impact
on the time-scales of the response. According to Primeau and Deleersnijder (2009), a
Dirichlet boundary condition would lead to much longer time-scales than a Neumann
one. However, they use an Heaviside unit step function when studying the Dirichlet
problem while using a pulse to study the Neumann one. The pulse can be compared
to a Dirac function or a rectangular pulse of very small width. The Fourier transform
of a function f(t) is:
F(y) = f0 f(t) exp-"riO dt (2.4.2)
Let f(t) be a rectangular pulse of amplitude 1 and of width [0 a]:
f(t) = 1 Vt E [0 a]
= 0 elsewhere
The Fourier transform of f(t) is:
F( f) e-21ri-yt dt
e-27riyt It=a(24 )
-27rz 
_
F(y) ae'Ysinc(7rya)
We notice that if the pulse is centered in 0, then the phase difference disappears and
F(-y) = asinc(7rya). Furthermore, the Fourier transform of a Dirac function is 1.
Those two Fourier transforms have finite values at low frequencies.
Let f(t) be an Heaviside function. The limit a -+ oc has no contribution to the
integral and:
1
F(y) = (2.4.5)
-2igr-y
Equation 2.4.5 has a hyberbolic behavior at low frequencies and its long period vari-
ation is therefore much richer.
Therefore, we infer that the Primeau and Deleersnijder (2009) Neumann BC ex-
periment, which is a rectangular pulse with finite values at low frequencies, might
underestimate the large time-scales and therefore might not be comparable to the
Dirichlet BC experiment performed by Wunsch and Heimbach (2008).
Here, we study the influence of the following boundary condition properties: the na-
ture of the BC (concentration or flux) and the time period in which it is applied
(Heaviside or rectangular pulse).
2.5 Interpretation of tracers in sediment cores: ex-
amples
Hereafter, we describe briefly two examples of paleoclimatic studies where the influ-
ence of ocean response-times to passive tracers might have been wrongly underesti-
mated, and could therefore lead to completely different conclusions if seriously taken
into account.
Skinner and Shackleton (2005) study 6"0cc records retrieved in benthic foraminifera
from sediment cores from the Iberian Margin (North East Atlantic, near Spain) and
the Eastern Equatorial Pacific, lying between 3000m beneath the ocean surface (Fig-
ure 4-1(b)). Benthic foraminifera live in the deep ocean and can thus be a useful proxy
for deep ocean temperature. Again, the 6180c glacioeustatic component is supposed
to be the same anywhere in the global ocean within 1kyr (Skinner and Shackleton,
2005). In their study, the 4000 years delay observed in 680cc between the two cores is
attributed to a late rise in deep-water temperature in the deep Pacific and a transient
change in the circulation of the deep Atlantic throughout deglaciation. The distribu-
tion and circulation of two dominant deep water masses in the Atlantic would have
led to major transient changes in contrary to what would have happened in the much
larger Pacific basin, where 618 0 dw change have unlikely to have occured. Therefore,
the change in the non-glacioeustatic component of 6180, ( 618Od, and 6180 due to
Td,) would be the consequence of late rise in Td, alone. Local hydrographic change
in the deep north-east Atlantic would have preceded hydrographic change in the deep
eastern equatorial Pacific (Skinner and Shackleton, 2005). However, those timescales
are still discussed. Wunsch and Heimbach (2008) consider that this 4000 years lag
could be simply explained by the time required for oceanic passive tracers to reach
equilibrium.
Lea et al. (2000), on the other hand, study Mg/Ca and 180 in planktonic foraminifera
shells from sediment cores retrieved in the Cocos Ridge and Galapagos Platform (East
Pacific) and the Ontong Java Pateau (West Pacific), lying between 2000 and 3000m
under the ocean surface. Mg in biologically precipitated calcite is a function of water
temperature in which the marine organisms live (Chave, 1954). Laboratory experi-
ments suggest that under natural conditions, temperature is the leading mechanism
controlling Mg/Ca ratios in planktonic foraminifera (Niirnberg et al., 1995). Plank-
tonic foraminifera live in the upper water of the ocean, therefore, their shell's Mg/Ca
ratio is a proxy of sea surface temperature. By studying both Mg/Ca and 6180 in
planktonic foraminifera, sea surface temperature evolution and 618 0W (glacioeustatic
signal and the non-glacioeustatic component due to local 6180 variability) can be
separated. Lea et al. (2000) also compared the Cocos Ridge Mg/Ca records with
the Antarctic Vostok ice-core deuterium (6D) record of Petit et al. (1999), which is
a proxy of local temperature changes in Antarctica for the past 400000 years. They
observe that, during the past glaciations and deglaciations, the temperature change
in Antarctica atmosphere and the East Equatorial Pacific sea surface temperature
change were synchronous within the 2kyr resolution of the sites (Lea et al., 2000).
However, at each core in the Pacific, the Mg/Ca signal precedes the 6180 signal by
several thousand of years, which is interpreted as a lead of Equatorial Pacific tem-
perature change on formation and demise of continental ice-sheets by at least 3 kyrs.
The tropical Pacific cooling is implied to be "certain to have played a major role in
forcing climate change" (Lea et al., 2000).
However, Skinner and Shackleton (2005) and Lea et al. (2000) might underestimate
the time taken for the glacioeustatic signal coming from high latitudes to reach the
Equatorial Pacific.
Our study aims to understand better ocean response-times to passive tracers and
to use our results to discuss some paleoclimatic inferences, such as the one described in
Lea et al. (2000) and Skinner and Shackleton (2005). For that purpose, a transition
matrix is used to compute evolution of concentration of a dye and to understand
the influence of the location of the injection of dye and the nature of the boundary
condition being used. In the next chapter, we introduce the principle of the method
and various examples of its application.
Chapter 3
The Matrix Method
Calculation of the time evolution of passive tracers1 , from running a global circulation
model (GCM) or from using a flow field archived from a previous GCM run (offline
method), is a demanding process requiring time and numerical resources. The Matrix
Method provides a more efficient way to compute passive tracers time evolution in
the ocean and has been developed by Khatiwala (2007). It is based on the fact that
the time evolution of passive tracers in the ocean is governed by a linear advection-
diffusion equation. GCMs solve a discretized version of this equation and integrate it
forward in time. Hereafter, we provide a brief review of the method used by Khatiwala
et al. (2005) and Khatiwala (2007).
'we call passive tracer a chemical component from which a property can be measured and that
has no influence on the flow (like dye tracers). An active tracer on the contrary alters the flow by
changing fluid properties. It can influence density (like salinity) or be itself a dynamical variable
(like potential vorticity).
3.1 Discretization of the advection-diffusion equa-
tion
Consider the one-dimensional advection-diffusion equation:
6C 62C
tK - uVC6t 6X2 0 < x < 1 (3.1.1)
with the boundary condition C(x = 0, t) = a(t) and C(x = L, t) = b(t).
Discretized in space with a centered scheme, equation 3.1.1 becomes:
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In matrix form equation 3.1.2 becomes:
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Rewriting equation 3.1.3 as a linear matrix equation,
d= A(t)c(t) + B(t)q(t)
dt
(3.1.4)
where c is the "state vector" and is defined here as the tracer concentration at the inte-
rior grid points of the GCM. B(t)q(t) represents a general, canonical form for bound-
ary and initial conditions/sources/sinks (Wunsch, 2006). q(t) can also be considered
as an "input term" to the system (Brogan, 1991). The matrix A(t) is the "transition
matrix" (TM) (or sometimes, "transport matrix" (Khatiwala et al., 2005)), which
can be associated with any linear system (Brogan, 1991). Here, it includes the effects
of advection, diffusion, and various (parameterized) sub-grid-scale processes (Khati-
wala, 2007).
A GCM code contains also a discretization in time (t nAt). Equation 3.1.4 be-
comes:
Cn+1 - n
=A"C" ± B~" (3.1.5)At
Any linear discretized model can be put into this canonical form (Wunsch, 2006).
In some discretized control systems, the state at a time-step n + 1 cannot be fully
expressed by the previous state. For example, GCMs require part of the present state
to treat vertical stability/instability. At t = nAt the stratification is stable, but there
is no guarantee that it will still be so after a time At. If at t = (n + 1)At, the
forcing at the surface leads to colder (denser) water on the top of warmer one at high
latitude, the stratification is unstable and vertical mixing occurs. Therefore, GCMs
use explicit operators to treat advection fo example and implicit operators to treat
vertical mixing. Explicit means that the current state can be fully computed from
the previous one while implicit implies that part of the current state is needed. At
each time-step n + 1, the tracer field Cen+1 resulting from the explicit calculation is
evaluated from the tracer field at the previous time-step cn:
Ce -1- C
=ffl
n+4tn
C t = Aeic" + B41q (3.1.6)
Ce n+1 = (I + A n1At)c" + B n1q"At
where n is the time step index and Ai the TM for explicit-in-time component of
advection-diffusion. Hereafter Ae = Ae1At+I and Be = BeiAt. We notice that en+1
is fully expressed by operators evaluated at time step n.
Then, the implicit calculation takes place:
C1 - C
n+ C n
At
(I - An+1 At)cn+1
_ 
fn+l
= A 1+len+l + B n+lqn+l
= Cn + B n+194n+lAt
where Ail is the matrix for implicit transport. Hereafter An+1 = (I - An+'At)' and
B+1 = (I - A 1+1At)--1 Bn+1At. Equation 3.1.7 becomes:
(3.1.8)cn+l A7+1c" + B +lqn+l
We notice that en+1 is function of operators evaluated at time n and n + 1. In a
GCM, cn in equation 3.1.8 is equal to the result of the explicit calculation cn+ 1 from
equation 3.1.6. The equation 3.1.4 can be rewritten as:
Cn+ 1 = An+1 (Anc" + Bnqn) + B+ 1 qn+l (3.1.9)
We are interested in the behavior of a passive tracer in an ocean at steady-state. One
of the major assumption we made is to average the transition matrix to an annual
mean. In the following, we consider a time invariant model, that is A' = A and
B" = B.
Equation 3.1.9 can be rewritten as:
Cn+ 1
Cn+ 1
A'c" + B'q" + Biqn+1
A'c" + B'q'[
qn+1 Jwith A'= An+1A", B' = [B'/ 
Bi], q' =
(3.1.10)
and B' = AiBe.
(3.1.7)
3.2 On how to compute the transition matrix
It is obvious that in the case of an ocean it would be very demanding to consider
and discretize all the equations involved, like we did in section 3.1. Khatiwala et al.
(2005) develop a more empirical approach by estimating the elements of A using
a GCM. Therefore, boundary and interior points are all part of the same grid and
equation 3.1.5 becomes:
C - C - Ancn (3.2.1)
At
with c" the vector of concentrations at the GCM grid points and time-step n, and
A the transition matrix. Hereafter we call tendency, ri, the rate of change of tracer
concentration. At the grid point i this is given by:
ri - C - * - (3.2.2)dt At
The method used by Khatiwala et al. (2005) and Khatiwala (2007) to compute the
transition matrix is based on a simple concept. The columns of A are numerical
Green function solutions of the advection-diffusion equation. Khatiwala et al. (2005)
compute independently every column of A by initializing the tracer field to 1 at a
single grid point and 0 anywhere else (delta vector). The model is run one time-
step forward, and the finite difference tendency evaluated. Then, the tracer field
is reinitialized to the previous condition and the model run forward again. This
calculation is done several times and then the finite difference tendency averaged.
The whole process is repeated for every grid point j:
dC-
7i - * - Aik - okj = Aij with okj =I for k = j(32)
= 0 Vk # j
This way, all elements of A are computed.
However, this method is expensive in terms of numeric cost. In fact, each grid box
requires a separate tracer simulation. Furthermore, the assembly of A from highly
discontinuous unit vectors induces strong gradients in the numercial model, which can
lead to inaccuracies (see Menemenlis and Wunsch (1997) and Stammer and Wunsch
(1996) for the use of Green's function in GCMs) .
To make the assembly of A more efficient, Khatiwala et al. (2005) exploits its sparse-
ness. The tracer state at a given grid point depends essentially on the neighboring
grid cells, therefore, it is reasonable to divide the ocean into boxes, whose respective
evolution can be considered to be totally independent from each other in the period of
one time-step. The concentration at the center of each box is C = 1, and 0 anywhere
else. This critically reduces the number of computations, because several columns of
A can be defined at the same time. The process must be repeated for every box grid
point and thus depends on the number of grid points in the larger box. The TM used
in our study is derived from a 2.8' resolution global configuration of the MIT model
with 15 verticals levels and contains ~ 53000 grid points (Khatiwala et al., 2005) and
(Khatiwala, 2007). The GCM results are averaged onto the box grid, therefore, a
tracer cell of the matrix model may be composed of several GCM grid cells.
To reduce numerical inaccuracies, Khatiwala et al. (2005) change the initial condition
from delta vectors to vertically smoothed vectors. It becomes necessary to deconvolve
the different responses resulting from the several sources. The domain is divided into
non-overlapping boxes that extend over the whole water column (let M the number
of grid points on the vertical). A vertical profile (see Figure 3-1) is applied as an
initial boundary condition at the center of the "halo" or box.
For each box, the local TM Aiocai is calculated by computing the tendency vector 'rk
for M independent vectors Ikk with ke{1 M}. The tendencies and initial condition
(IC) vectors are the kth column of matrix T and 4 respectively. Notice that the
columns of P are independent and thus 4 is invertible. Therefore Aocai = r -T -
Figure 3-1: "Schematic to illustrate matrix algorithm. Shown (left) is a vertical column of the GCM (gray) surrounded
by a "halo" of grid cells. On the right is a typical basis vector (<P), i.e., initial condition, applied to the central column
of the tile." from Khatiwala et al. (2005)
and can directly be stored in A. Finally, one can note that the number of GCM
integrations does not increase from the introduction of smoothed vectors instead of
"delta" ones.
This method is applied separately to the explicit and implicit transport in the model.
The columns of the explicit transition matrix are exactly the tendency of the model
stored just after the explicit transport has been applied:
Texp k = Ael4k (3.2.4)
with <P the smoothed vector of the initial condition. After storing the results of the
explicit transport, the tracer field is reinitialized and the columns of the implicit TM
are directly the solution of equation 3.2.4:
Ck = Ai<bk (3.2.5)
The time-step of the underlying GCM is thus embedded in the matrix Ai.
3.3 Steady state
Let the input terms be time independent. At steady state (equilibrium of the tracer),
the concentration does not evolve through time, thus, c - e+1 = c.
Equation 3.1.9 becomes:
c = Ai(Aec + Beq) + Biq
(I - AiAe)c = (AiBe + B)q (3.3.1)
C (I - AiAe)- 1 (AjBe + Bi)q
or c (I - A)-1Dq
with D' = AjBe + Bi. Physically, tracers can only spread over a finite distance during
a single time-step (Khatiwala et al., 2005), meaning that the change in concentration
at a grid point depends primarily on the concentration at the neighboring points at
the previous time-step. At high latitudes however, convective processes can spread
the tracer further in the vertical, but this phenomenon is restricted to small areas
(Khatiwala et al., 2005). Therefore, the matrix I - A' is sparse (see section 3.2) and
can be easily inverted. Computing the steady state does not require large numerical
resources.
In some cases, the steady state is quite obvious. For example, in one experiment,
we set the surface boundary concentration to one (C = 1 M or molar) everywhere
leading to a steady state of C = 1 everywhere. In the case of a spatially dependent
boundary condition (BC), the steady-state is spatially dependent too.
3.4 Time to reach equilibrium
To quantify the time-scales necessary to reach equilibrium, one must compute the
concentration field step by step. However, it is still much faster to compute the
tracer field with the transition matrix A than it is with a GCM. For example, 10000
years of a unique passive tracer concentration were computed in approximately 12
hours with the 2.8' matrix of Khatiwala (2007), while approximately 250 hours were
necessary for the same tracer calculation with the 2.8' MITgcm on similar CPU
resources. Hereafter, the problem is studied for two different boundary conditions:
Dirichlet (using concentrations) and Neumann (using fluxes) boundary conditions.
1. Dirichlet Boundary Condition-prescribed concentration
In the case of concentration boundary condition only the interior points are
evolving through time. Suppose that there are no interior sources/sinks. In
section 3.2, we explained how to compute the transition matrix from a GCM.
In that case, boundary and interior points are all part of the same grid. Let
N be the number of points and M the number of boundary points. In our
experiments, N = 52749. With the same notation, c is a vector of size N x 1,
the input terms Beiq and Baiq are equal to zero. The TMs computed from
the GCM are Aei (tendency of the explicit calculation) and Ai (inverse of the
right handside of the implicit equation 3.1.7) and are of size N x N. To apply a
concentration boundary condition, A_ = Ae1At+I (respectively Aj) is split into
a square "interior" matrix A' (respectively Af) of size (N - M) x (N-- M) and a
"boundary" matrix AB (respectively Ag) of size (N - M) x M, by selecting the
columns of the points of interest. The interior matrix describes the transport of
tracer between the interior grid points and the boundary matrix describes the
exchange of tracer between the surface boundary point and the interior. If a
concentration boundary condition is simply applied everywhere, a flux between
the ocean and the atmosphere is implied. In that case, the dye will not be
conservative, which leads to sets of data hard to interpret (see Figure 3-7, a
concentration BC is applied everywhere at the surface).
Therefore, it is necessary to impose a no flux boundary condition where we do
not wish to add tracer. A concentration boundary vector is built that contains
only the points of interest (that is the point where a concentration boundary
condition is applied). The remaining surface points (where a no-flux condition
is necessary) are added to the vector of interior points. The transition matrix
is also modified. Equation 3.1.9 becomes:
c -+1 A!(Alcy + AB CB) + AB CB (3.4.1)
with c the vector of interior points of size (N - M) x 1 and c" the vector of
boundary points of size M x 1.
2. Neumann Boundary Condition-prescribed flux
To simulate a flux boundary condition instead of a concentration one, we apply
a concentration surface forcing f after the explicit calculation (equation 3.4.2).
The concentration at all the grid points are thus evolving through time and a
flux between the ocean surface layer and the layers underneath is implied. The
evolution-equation 3.1.9 becomes:
en+1 = Ai(Ac + f) (3.4.2)
with c the vector of concentrations and f of size N x 1, Ai the implicit TM and
Ae = AiAt + I the explicit TM of size N x N. Ai and Ai are computed from
a GCM. The values of the forcing vector f applied in the equation 3.4.2 do not
have the dimensions of a flux, but that of a concentration. Numerically, there
is just a scalar factor between the two, which is spatially and time independent:
Cmean(t) Sforeing x flux x t (3.4.3)Vtotal
with Cmean(t) the spatial average of concentration over the basin, Sforcing the
surface of the forcing area, Vtotai the total volume of the ocean and t the time
since the forcing flux started. Cmean(t)/t is constant. The forcing vector is
computed so that the flux is equal to the desired value in the region where the
exchange occurs and 0 anywhere else (on the remaining surface areas and in the
interior ocean).
In the calculations, we verify that the process is indeed conservative. Therefore,
it is possible to predict the total amount of dye present in the ocean after a
certain period.
3.5 On the transition matrix used in our study
The TM is derived from a 2.8' horizontal resolution, 15-vertical layer configuration of
the MITgcm (Marshall et al., 1994) with a 20min time-step, and forced with monthly
mean climatological fluxes of momentum, heat and freshwater. In addition, surface
temperature and salinity are weakly restored to the Levitus climatology (Levitus
et al., 1998). The configuration uses a third-order direct space time advection scheme
("DST3", linear) with operator splitting for tracers, and a variety of parameterizations
to represent unresolved processes, including the Gent and McWilliams (1990) eddy-
flux parameterization and the Large et al. (1994) mixed layer formulation (or "KPP").
The vertical diffusion coefficients for temperature, salinity and passive tracers is 5 -
10- 5m 2 /s, while the horizontal diffusion coefficients are < 103m 2 /s. Ae and Ai are
derived at monthly resolution from the equilibrium state of the model after 5000
years of integration (Khatiwala, 2007). Here, we are interested in the interannual
variability, and an annual average of the TMs is used.
Khatiwala et al. (2005) gives some insights into the error range of the TM method. For
example, by comparing the steady state annual mean temperature at a given depth
between the GCM and the matrix solution (in a DST3 configuration), the maximum
error is ~10 C. Moreover, in a passive tracer simulation, the DST3 configuration should
behave accordingly to a non-linear advection scheme, which leads to a few percent
error at most in tracer concentration (Khatiwala et al., 2005).
To accelerate the calculations, the time-step is increased here from 20min to 12 hours.
The TM method allows to use much longer time-steps than the underlying GCM with
minimal loss of accuracy (Khatiwala, 2007). If m is the factor by which the time-step
is increased, Ae is exactly:
Ae = I + mAeiAt (3.5.1)
Because the underlying GCM time-step is embedded in Aj, A is approximated by:
A = A (3.5.2)
which turns out to be essentially indistinguishable from what one would get if Ai had
been originally computed using mAt.
Note that the modified TMs have exactly the same sparsity as the original TMs.
As an introductory step, some tests were performed with the TM provided by S.
Khatiwala, to confirm that matrix solutions were consistent with the flow field of the
corresponding GCM configuration. The mean flow described below is an annual aver-
age from the output of the MITgcm. The horizontal flow field (that is the zonal and
meridional velocities) provides the following main features: Antarctic Circumpolar
Current (with a transport of approximately 80 Sv) (Figures 3-2(a), 3-2(b) and 3-2(c)),
wind driven gyres in the Atlantic and Pacific ocean (transport of approximately 35
Sv in the subpolar gyres) (Figure 3-2(b)), equatorial currents (Figure 3-2(a)) and
boundary currents (Figure 3-2(b)).
The vertical flow field presents strong upwelling and downwelling near Antarctica and
Greenland (Figure 3-2(d)). Their signature can be seen on almost the whole water
column. More vertically localised features can also be observed near the coast, in
particular on the Western boundaries.
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Figure 3-2: Annual average of the MITgcm flow field. On the top left, meridional cross section of the zonal component
of the velocity at 160'W (Pacific ocean) (m/s); on the top right, meridional integration of the horizontal transport
(Sv); on the bottom left, zonal average of the overturning circulation (Sv); on the bottom right, vertical velocity at
930m (m/s).
In the following experiments, steady-states and concentration time-evolution of
a passive tracer or "dye" were computed with different Dirichlet surface boundary
conditions to test the consistency of the TM with the flow field.
1. The surface boundary condition corresponds to surface phosphate concentration
climatology from Levitus et al. (1998) interpolated onto the model grid. Units
are in pM (micromolar or smol/L). Steady-state concentration is determined
by both advection and diffusion processes, with the first one having a stronger
influence, due to the shorter time-scale in which it takes place. In the mixed
layer, the effect of wind stress mixes the tracer vertically, and its concentration
............................................................................ ......
is determined by the surface boundary conditions (Figures 3-3 and 3-4). Below
the mixed layer however, the concentration in the water mass seems to be deter-
mined by the area in which it was formed. Therefore, in the case of the regular
Levitus et al. (1998) product, the bottom of the Pacific Ocean, which is filled
with Antarctic Bottom Water (AABW) formed around the Antartica continent
and in the Antarctic Circumpolar Current (ACC), has a higher phosphate con-
centration than the bottom of the Atlantic Ocean, which is filled with North
Atlantic Deep Water (NADW) formed in the North Atlantic. We observe the
same phenomenon in intermediate waters (between 500 and 1500m). In fact,
the Antarctic Intermediate Water (AAIW) is spread in most parts of the south
intermediate ocean, and some of the north ocean too. Figure 3-4(c) shows the
signature at 2500m of the NADW and the one of the AAIW at 1000m in the
Atlantic Ocean.
The experiment with our "modified" Levitus et al. (1998) climatology at high
latitude supports this hypothesis. The surface boundary concentration near the
Greenland and in the Southern Ocean are set to approximately the same value
(Figure 3-3(b)). The water masses travelling from the North and the South
cannot be distinguished (Figures 3-4(b),3-4(d)). The Pacific basin fills up with
higher concentration waters (Figure 3-3(f)) coming from the Atlantic Ocean.
2. Steady-state concentrations resulting from two different surface injection areas
are studied: the North Atlantic Ocean (north of 450, Figure 3-5(a)) and the
Southern Ocean (south of 350, Figure 3-6(a)). The surface concentration is
set to C = 1 at t = 0 in one of the region and to 0 elsewhere and maintened
afterwards. The Dirichlet surface boundary condition in the injection area is the
Heaviside function of amplitude one. With a North Atlantic injection, the dye
stays mostly in the Atlantic Ocean (Figure 3-5(c)). It is driven from the North to
the South by the North Atlantic Deep Water formed at high latitude (Figure 3-
5(e)). The Southern Atlantic and the Pacific show low dye concentrations; the
dye-free Antarctic Bottom Water and Antarctic Intermediate Water formed in
the Southern Ocean fill the Pacific and part of the Atlantic basins. In the case
of the south patch, the North Atlantic basin is not filled up with dye at steady-
state, because the dye-free North Atlantic Deep Water fills the basin (see the
blue patch at 2500m on Figure 3-6(e)). Upwellings that occur south of the
Antarctic Circumpolar Current (Figures 3-6(d), 3-6(e)) and the presence of the
Antarctic Intermediate Water at 1000m (Figures 3-6(d) and 3-6(e)) can also be
observed.
3. Concentrations resulting from a North Atlantic (north of 450) injection. This
experiment, that could be interpreted as transit time distributions (defined in
chapter 2.3), is performed here to check if the circulation and steady-state make
physical sense. The surface concentration is C = 1 in the injection area and
0 elsewhere. After a year, it is set to 0. We expect the steady state to be
C = 0 everywhere, which is what we observe indeed. In fact, the 0 boundary
condition implies an implicit flux between the ocean and the atmosphere which
leads to loss of dye from the ocean. Even if a water mass is isolated from the
atmosphere, the dye will be diffused and will eventually be removed by implicit
flux with the atmosphere. In a few decades, the dye reaches the bottom of
the Atlantic at high latitudes. It is then spread in the Atlantic Ocean by the
Meridional Overturning Circulation (Figure 3-7(c)). Its signature is first seen
on the western boundary and then on the eastern one (Figure 3-7(a)) in the
Southern Hemisphere, an indicator of the role of the deep western boundary
currents. When reaching the Southern Ocean (in a century or so), it is driven
by the ACC (Figure 3-7(d)) in the Indian Ocean and the Pacific (Figure 3-
7(b)). While moving toward the bottom in North Atlantic (Figure 3-7(e)), it
continues to spread in the Pacific Ocean from the bottom (Figure 3-7(f)), that
it will reach in a 1000 year time scale.
The results of this chapter computed with the 2.8* transition matrix of Khatiwala
(2007) are consistent with the tracer flow field. In the experiments developed in the
next chapter, we use this method to evaluate time-scales in the ocean. In particular,
we try to compute the time required for a dye-tracer to travel from its injection area
to a specific region of the ocean (the bottom of the Atlantic and the bottom of the
Pacific for example). This is useful for paleoapplications, where, for example, a glacio-
eustatic (6180) signal can be considered to spread almost quasi-instantaneously in the
ocean during deglaciation.
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Figure 3-3: Steady-state phosphate concentration (p.M) at a given depth (upper panels: 25m, middle panels: 455m,
lower panels: 1615m) computed from the 2.80 transition matrix. On the left, the surface boundary condition is an
annual mean from Levitus et al. (1998) interpolated onto the gcm grid; on the right, the same field but with an
increased concentration at the North Atlantic surface.
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Figure 3-4: Meridional cross-sections of the steady-state phosphate concentration (pM) computed from the 2.80
transition matrix (upper panels: 160*W, Pacific Ocean; lower panels: 20'W, Atlantic Ocean). On the left, the surface
boundary condition is an annual mean from Levitus et al. (1998) interpolated onto the gcm grid; on the right, the
same field but with an increased concentration at the North Atlantic surface.
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Figure 3-5: Steady-state concentrations (M) at (a) the surface, (b) 450rn, (c) 1600m and on rneridional cross-sections
in the (d) Pacific Ocean (160'W) and (e) Atlantic Ocean (20'W) . The tracer has a step boundary condition C = 1M
turned on at t = 0 in the North Atlantic north of 45'N. C = OM elsewhere.
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Figure 3-6: Steady-state concentrations (M) at (a) the surface, (b) 450m, (c) 1600m and on meridional cross-sections
in the (d) Pacific Ocean (160'W) and (e) Atlantic Ocean (204W). The tracer has a step boundary condition C = 1M
turned on at t = 0 in the Southern Ocean south of 30'S. C = OM elsewhere.
120 E 150E180 W150'W120 W 90 W 60 W 30W 0 30 E 60 E 90 E
75 N -- 
So N -
45 N 0- -5-2
30 N(
15 N
0.
15's- --
30 S
45 S
60 S
75 S "' "- " " " " " "
0 0.5 1 1.5 2 2.5
(a)
1: 0 E150'E180 W150 W120 W 90 W60 W 30W 0'30' E 60' E 90' E
75' N -
60 NT 
-
45 N .. .
30 N
15 N
15'S
30 S
45 S
60 S
75' S - ........
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
(b)J
-4.M
-4w0 m
Figure 3-7: Concentrations (mM) at 1615m after (a) 200 years and (b) 1000 years and on meridional cross-sections
in the Atlantic Ocean (20'W) after (c) 80 years and (e) 500 years and in the Pacific Ocean (160*W) after (d) 200
years and (e) 1000 years. The tracer has a step boundary condition C = 1M in the North Atlantic north of 450 for
the first year and 0 afterwards. C = OM elsewhere.
Chapter 4
Experiments
Here four different regions of dye injection are considered: the North Atlantic (north
of 45'N), the North Pacific (north of 45'N), the Southern Indian Ocean (south of 60'S)
and the Weddell Sea (see Figure 4-1(a)). For each region, we compute 10000 years
of dye concentration with a 12-hour time-step using the annual average transition
matrices (see section 3.5). The global ocean is initially free of tracer and in regions
where no dye is introduced, a no-flux boundary condition is used to prevent the dye
from being exchanged with the atmosphere. With the transition matrix calculation,
we are able to compute steady-states very easily by inverting the matrix (see chapter
3.3). This allows the study of boundary conditions (BCs) leading to more complicated
steady-states (see chapter 3.5 for examples). However, here, we prefer to study steady-
states that are as simple as possible to make the comparison between the different
boundary conditions easier. The following concentrations can be expressed in any
unit/m 3, therefore units are omitted. The following experiments study the influence
of the nature of the boundary condition (Dirichlet or Neumann) and the time period
in which it is applied (Heaviside or rectangular pulse) for each area of injection:
1. a "Dirichlet BC" C = 1 applied at t = 0 in the region considered and maintained
afterwards. Dye is prevented from exchange with the atmosphere anywhere
outside of the injection region. The steady-state is of uniform concentration
C =1. As will be seen, in some experiments, even the 10000 years of integration
remain far short of achieving near-uniformity. "Practical equilibrium" will be
defined here as the time, t1ooz, where the concentration evolution reaches C = x,
that is 100x% of the final value. Wunsch and Heimbach (2008) chose x = 0.9.
The choice of x is arbitrary and depends on the applications. x could be a
threshold characterizing the minimum concentration required for a tracer to be
recorded in a sediment, for instance.
2. a Neumann BC applied at t = 0 in the region considered and maintained dur-
ing a year (hereafter "Neumann-rectangular pulse BC"). Again, uniformity and
dC.
equilibrium coincide and are achieved within 5000 years as will be seen. d isdt
computed so that the steady-state is C = 1 everywhere; therefore, the initial
pulse flux has a large amplitude which leads to large initial concentrations at
the injection location surface of order C = 2000 for the Atlantic and Pacific
experiments and C = 9000 for the Southern Ocean experiments after the first
year. Again, those results can be expressed in any unit/m 3 and, being a pas-
sive tracer, the amount of dye introduced has no influence on the steady state.
Again, for paleoapplications, we are not interested here in the "real" equilib-
rium, but rather a state when the concentration crosses a significant threshold
in a given region. Again, "practical equilibrium" will be defined as the time
t1ooz, where the concentration evolution reaches C = x for the first time.
3. a Neumann BC applied at t = 0 in the region considered and maintained after-
wards (hereafter "Neumann-Heaviside BC"). Equilibrium is not uniform here
but is reached when the concentration rate of change has a constant value ev-
erywhere. The concentration does not reach a steady-state, but its rate of
change does. Therefore, equilibrium times are hard to interpret. The equi-
librium is reached within 4000 years for all the experiments in the areas of
interest. Again, in the context of paleoclimate studies, we are more interested
in the time-lag Atioo. existing between two geographic areas to reach a signifi-
cant value of dye concentration C = x rather than the time to equilibrium. In
all the experiments, any value C = x > 0.7 assures that the tracer field is at
dC.
steady-state in the areas of interest. ds is computed so that the spatial meandt
of the global ocean concentration is C = 0.9 after 5500 years (in conformity to
the North Atlantic Dirichlet experiment as will be seen). Therefore, the flux
has an amplitude which leads to concentration at the injection region surface
of order C = 0.3 for the Atlantic and Pacific experiments and C = 1.5 for the
Indian Ocean sector of the Southern Ocean and the Weddell Sea experiments
after the first year.
Note that the Dirichlet boundary condition experiment requires two different BCs: a
concentration (Dirichlet) BC in the injection area and a no-flux (Neumann) elsewhere.
That might make the interpretation of time-scales in terms of real tracers difficult,
because we are not able to add up the concentrations from different patches to obtain
the total tracer concentration in this case (Primeau and Deleersnijder, 2009). Let
us consider a simple heat diffusion problem in one dimension. We apply a constant
temperature T at the top of a box. The evolution of the temperature in the box
is equal to the sum of the solutions to the two following problems: the box with a
boundary condition T = T1 on one half of the surface and T = 0 on the second half;
and the box with a boundary condition of T = 0 on the first half of the surface and
T = T1 on the second half (Figure 4-2). In fact, the BC T = 0 allows an implicit flux at
the top of the box. Similarly, a tracer perturbation such as a change in 180 can happen
in different input areas (Northern or Southern high latitudes for example). However,
the superposition of the solutions of the North Atlantic experiment and the one of
the Southern injection (in practice, the sum of the concentration fields) is different
from an experiment with the two areas simultaneously considered as injection areas,
because a no-flux boundary condition is imposed everywhere outside of the injection
region. Therefore, both steady-states are C = 1 everywhere, and their superposition
is C = 2. For the sum of the solutions to be equal to the concentration field of
the two areas simultanuously considered, which has a uniform steady-state C = 1,
one would need to allow dye exchange with the atmosphere in the non-injection
area. This is done by setting C = 0 instead of a no-flux BC. The use of different
boundary conditions would prevent us from interpreting the concentration directly as
a distribution of transit times if used. However, here, we are interested in pathways
and the time taken by the dye to reach the same concentration in different areas, not
the time elapsed since the last contact with the surface. Therefore, it is interesting
to study advection and diffusion problems where we know exactly how much dye has
been introduced, to be able to predict the steady-state. Moreover, once the passive
tracer has entered the ocean, the BC is of no influence on the direction it takes, which
is determined by the circulation and thus has no influence on the time required to go
from one point of the ocean to the other. Tracer distributions were used here only to
illustrate quantitatively the gradient existing in the global ocean, which depicts also
the differences in the times needed by a tracer to be present in a significant amount
in a certain area. Note also that in the real world, different BC might be happening
at the ocean surface, for example if you consider the presence of an ice sheet that will
prevent any exchange with the atmosphere. Therefore a no flux boundary condition
for some types of tracers, such as CFC gases, would be necessary in those areas.
4.1 Injection in the North Atlantic
The high latitude North Atlantic (Figure 4-1(a)) is of particular interest because it
has the most rapid communication with the abyss by the winter convection processes,
but also because it would be one of the major regions of injection of glacial water melt,
producing anomalies in tracers such as O180 (Wunsch and Heimbach, 2008). Within
the high latitude North Atlantic, only a few decades are required here to achieve local
equilibrium at the bottom of the ocean, which is faster than the centuries required
by Wunsch and Heimbach (2008). This can be explained by the coarser resolution of
our model (from 10 to 2.80, see section 3.5). The dye convects to great depths at high
latitude (Figure 4-3(c)) and is carried to the South at depth by the North Atlantic
Deep Water (NADW) (Figure 4-3(e)) on the western boundary. Figure 4-3(a) shows
the importance of deep western boundary currents in this process. When reaching the
Southern Ocean, the dye is upwelled at the Antarctic Divergence (Figure 4-3(e)) and
then driven around Antartica by the Antarctic Circumpolar Current (ACC) (Figure 4-
3(b)). Then, it is convected (Figure 4-3(d)) and spread into the Pacific and Indian
Oceans by the Antarctic Bottom Water (AABW) and either diffused or upwelled
(Figures 4-3(f)). Figure 4-12(a) shows the surface concentration after 2000 years for
the Dirichlet experiment. The gradient existing between the Atlantic Ocean and the
Pacific is consistent with the one of Wunsch and Heimbach (2008). Figure 4-12(b)
depicts the concentration at 2000m after 2000 years for the same experiment. We
observe that the Atlantic is at equilibrium (C > 90%), the Southern Ocean is at
C ~ 70% and the Pacific Ocean at C ~ 40% of their final values. This is consistent
with the spatial distribution of the times to equilibrium extrapolated by Wunsch and
Heimbach (2008). The mid-Pacific is the longest to reach equilibrium. Figure 4-9(a)
shows the evolution of the dye average concentration in five regions (Figure 4-1(b))
as a Dirichlet boundary condition of C =1 is imposed in the North Atlantic Ocean.
90% of the final value is reached after 1500 years in the Iberian Margin area and
4000 years later in the East equatorial Pacific. The time-lag of 4000 years within the
bottom of the Atlantic and Pacific is consistent with Wunsch and Heimbach (2008).
The delay of the Pacific on the Atlantic bottom is the longest of all experiments. It
is due to the convection processes in the injection region which create a "lead" of the
Atlantic. Here, the dye arriving in the Pacific has experienced the longest pathway.
4.2 Injection in the North Pacific
The dye is injected in the North Pacific Ocean north of 45'N. This experiment provides
a useful comparison to the injection of tracer in an area of deep water formation.
The dye sinks in the North Pacific and stabilizes at 1000m (Figure 4-5(a)). It is
advected to the South (Figure 4-5(c)) by the subtropical gyre (Figure 4-4). It then
crosses the basin zonally, being carried by the North Equatorial Current. When
reaching the Indonesian coasts, it is driven further to the south along the Australian
coasts. Figure 4-4 shows the movement into the Indian Ocean through the Indonesian
Passages, which is also observed by Wunsch and Heimbach (2008). Carried eastward
by the ACC, the dye is spread in the Atlantic Ocean by the surface currents- on the
West African coast first, where the Bengula Current operates in the "real" ocean, then
zonally at the latitude of the South Equatorial current and finally northward on the
East American coast where the Gulf Stream is. When reaching the Atlantic northern
boundary, it is carried downward probably by convecting processes (Figure 4-5(b)). It
is then advected to the South at depth by the NADW (Figure 4-5(d)). Figures 4-15(a)
and 4-15(b) show the concentration at the surface and at 2000m after 2000 years for a
BC of C = 1 confined in the North Pacific region. The Wunsch and Heimbach (2008)
Pacific experiment has consistent results in terms of dye distribution at mid-depth.
The North mid-Pacific takes the longest to reach equilibrium. Note that in the modern
world, there is a significant Arctic Basin connection (flow of order 1 Sv) between the
North Pacific and the North Atlantic, which could make the times to equilibrium
smaller in this critical area by shortening the time necessary to transfer the dye at
the Pacific surface to a region of deep convection (North Atlantic instead of ACC)
(Wunsch and Heimbach, 2008). Figure 4-9(b) shows the evolution of the average dye
concentration in three regions (Figure 4-1(b)) where a Dirichlet boundary condition
of C = 1 is imposed in the North Pacific Ocean. They are all far from equilibrium
after 10000 years. The bottom of the tropical Atlantic barely reaches 50% of its final
concentration after 7000 years, with the Pacific further behind (the bottom of the
tropical Pacific reaches 50% of its final concentration after 8000 years). The times to
equilibrium can not be compared with the results of Wunsch and Heimbach (2008)
for the same experiment, because the times are dependent on the area of surface
injection, which is smaller here. However, it is reasonable to compare the distribution
of concentration, that is, the "rank" in which each of the regions will arrive at C = 1.
The most striking observation is consistent with Wunsch and Heimbach (2008): even
in the case of a North Pacific injection, the mid-Pacific is still the last to reach
equilibrium.
4.3 Injection in the Southern Ocean
Like the North Atlantic, the Southern Ocean is also a region of particular interest
due to its ice-melting capacity and the winter convection processes occuring in that
area. Estimated times to equilibrium here depend upon the location of the injection
region within the Southern Ocean. Note that the absence of sea ice and of seasonal
cycles, as well as the coarse resolution of the model, make a proper representation of
the southern deep water production impossible. For example, the topography, which
plays an important role in that process in the southern high latitudes, is not properly
represented here. The deep passages in the South Scotia ridge (a group of ridges
extending between the southern tip of South America and the Antarctic Peninsula),
which can be as narrow as 5 to 10 km, are not present. Thus heavy water formed in
the Weddell Gyre will not be able to enter the South West Atlantic. Furthermore,
the "newly formed AABW" (Orsi et al., 1999) - that is, the water sinking towards the
bottom of the Weddell Sea (60-30'W), the Amery Basin (50-100*E), the Wilkes Land
(120-160'E) and the Ross Sea (170-200'E)- is prevented from directly entering the
three ocean basins (Atlantic, Pacific and Indian) for part of it. In the "real" ocean,
the "newly formed AABW" participates in the cyclonic circulations of the major sub-
polar gyres and a westward flow along the continental flow might be implied (Orsi
et al., 1999). These complex pathways taken by the water formed in the different
regions of the Southern Ocean are not well reproduced by the model. Therefore, the
following results need to be carefully considered.
With an injection in the Indian Ocean sector of the Southern Ocean, the dye is driven
to the East by the ACC. A significant part is held in the Ross Sea and circulates in
the Ross gyre. As it moves further to the East, some circulates also in the Weddell
gyre (see Figure 4-6(a)). The Ross and Weddell Seas are two downwelling areas and
zones of formation of Antarctic Bottom Water (AABW), which is widespread at the
bottom of all three ocean basins. In the Atlantic, the signature of the dye is first seen
at the surface. It is driven northward by the Bengula Current on the African West
coast, then westward by the South Equatorial Current across the basin and finally
further northward by the Gulf Stream on the western boundary (see Figure 4-6(a)).
The journey of the dye at the Pacific surface is comparable to the one in the Atlantic,
but is delayed. The dye is spread northward by the Peru Current, then westward by
the North Equatorial Current across the basin and finally northward by the Kuroshio
on the western boundary of the basin (see Figure 4-6(b)). However, most of the dye
enters the Pacific from the bottom, being carried by the Antarctic Bottom Water and
the Antarctic Intermediate Water (AAIW) formed at the Antarctic Polar Frontal Zone
around 60'S. The dye spreads more rapidly in Pacific deep waters than in Atlantic
ones because in the Atlantic, AABW competes with the free-of-dye NADW coming
from the North (Figure 4-7(b), see the contrast in dye concentration at the bottom
near the equator and the signature of the AAIW stabilizing between 500 and 1500m
deep). The Atlantic basin eventually fills up with dye when it reaches the north-
ern boundary at the surface and is carried downward by downwellings (formation of
NADW, see Figure 4-7(a)). Figure 4-9(c) shows, for a Dirichlet boundary condition
in the Indian Ocean sector of the Southern Ocean, the evolution of the global average
concentration and the concentration at the Atlantic and Pacific bottom patch (Fig-
ure 4-1(a)). The average concentration in the global ocean has reached 70% of its
final value after 10000 years.
For an injection in the Weddell Sea, the dye pathways are similar, except that more
dye is driven to the bottom in the injection region. Figures 4-10(c) and 4-10(d)
show, for a flux boundary condition of a year (Neumann-rectangular pulse BC), the
evolution of the global average concentration and the concentration at the Atlantic
and Pacific bottom patches (Figure 4-1(b)) for injections in the Indian sector of the
Southern Ocean (Figure 4-10(c)) and the Weddell Sea (Figure 4-10(d)). The con-
centration at the bottom of the Pacific reaches a greater maximum in the Weddell
Sea experiment and the Atlantic Bottom is delayed. The dye has difficulty spreading
zonally at the surface here and so has to be driven toward the North in the Atlantic
basin at first. However, the time needed for the Pacific and Atlantic bottom to reach
90% of the steady-state concentration are roughly the same for both experiments.
This means that the Atlantic catches up. In fact, the dye reaching the North Pacific
at depth is upwelled on the boundary and carried back toward the ACC, where it will
be spread in the Atlantic within the "internal boundary layer" (Vallis, 2000). When
reaching the North Atlantic boundary, it sinks and is spread in the Atlantic by the
NADW.
The most striking observation here is that the Pacific bottom is leading the Atlantic
bottom toward equilibrium, which is inconsistent with Wunsch and Heimbach (2008).
Figures 4-9(d) and 4-9(c) show, for a Dirichlet boundary condition C = 1, the evo-
lution of the global average concentration and the concentration at the Atlantic and
Pacific bottom patch (Figure 4-1(b)) for a dye injection in the Weddell Sea (Fig-
ure 4-9(d)) and the southern sector of the Indian Ocean (Figure 4-9(c)). The bottom
Pacific will reach equilibrium faster than the bottom Atlantic, with a lag of roughly
1000 years. This lag is expected to get larger as the system approaches equilibrium.
Figures 4-13(a) and 4-13(b) show the concentration at the surface and at 2000m after
2000 years for a concentration BC of C =1 in the Weddell Sea. The Atlantic is at
approximately 7% and the Pacific at 10% from its final value after 2000 years. The
discrepancy between our results and the one of Wunsch and Heimbach (2008) could
be explained by the fact that our tracer has trouble being advected outside of the
injection region. This is possibly a consequence of the misrepresentation of AABW
formation or of surface currents. Here, after 10000 years, the global concentration is
hardly reaching 50% of its final value, with the Pacific leading the Atlantic. Therefore,
those results have to be taken very carefully.
4.4 Dirichlet vs Neumann boundary conditions
In this section, we compare the results of the experiments for the three different
boundary conditions:
1) A Dirichlet-Heaviside boundary condition applied in the injection region and a no-
flux BC imposed everywhere else, the final equilibrium is a steady-state of uniform
concentration C = 1,
2) A Neumann-rectangular pulse BC applied in the injection region and a no-flux BC
imposed everywhere else, the final equilibrium is a steady-state of uniform concentra-
tion C = 1,
3) A Neumann-Heaviside BC applied in the injection region and a no-flux BC im-
posed everywhere else, the final equilibrium is reached when the concentration rate
of change has a constant value.
The paths taken by the dye are similar, but the time-scales on which the equilibrium
takes place are drastically different.
Figures 4-10(a), 4-10(b), 4-10(c) and 4-10(d) depict the evolution of concentration
in different regions (Figure 4-1(b)) when a Neumann boundary condition is imposed
during a year only (Neumann-rectangular pulse BC) in the North Atlantic, the North
Pacific, the Indian sector of the Southern Ocean and the Weddell Sea. The overshoots
in concentration over C = 1 are the consequence of the initial high concentrations at
the surface. We observe that the times to equilibrium t9o (time required by an oceanic
area to reach 90% of the final concentration value) are much faster. t9o is reached
after a maximum of 500 years - versus a minimum of 1500 years with a Dirichlet BC-
for the bottom of the Atlantic and a period of 1500 to 2000 years - versus a minimum
of 5000 years with a Dirichlet BC - for the bottom of the Pacific (Figures 4-9(a),
4-9(b), 4-9(c) and 4-9(d)). The time lag At9o existing between the Pacific Bottom
and the Atlantic Bottom (or between the two locations of the Skinner and Shackleton
(2005) cores, not shown) is of order 1000 to 1500 years, which is much shorter than
the 4000-year delay observed in the Dirichlet North Atlantic experiment. Here all the
dye has been introduced in the ocean after a year and is then homogeneized by advec-
tion and diffusion processes. In the Dirichlet experiment however, the concentration
BC prescribed implies a flux between the surface patch and the waters underneath
that is time-dependent: the tracer gradient normal to the patch depends on the rate
at which waters are moving away from the patch (Primeau and Deleersnijder, 2009).
This gradient is likely to decrease with time, as the ocean is moving toward uniform
dye concentration. The significantly shorter time-scales observed for a Neumann-
rectangular pulse BC compared to a Dirichlet one are consistent with Primeau and
Deleersnijder (2009) (see section 2.4).
Figures 4-11(a), 4-11(b), 4-11(c) and 4-11(d) represent the evolution of concentration
in different regions (Figure 4-1(b)) when a Neumann Boundary condition is main-
tained (Neumann-Heaviside BC) in the North Atlantic, the North Pacific, the Indian
sector of the Southern Ocean and the Weddell Sea. Where the curve gets steeper, the
dye is accumulating in that area.
The time-lag Atioo. existing between the Pacific and the Atlantic basins to reach
C = x (we chose x = 0.7) is the greatest for a North Atlantic injection with
At7 0 = 2000 years, while it is from 500 to 1000 years for the other experiments.
In fact, an injection in the North Atlantic with its quick convection of tracer creates
a "lead" for the North Atlantic (Figure 4-11(a)). In the Pacific ocean, the surface
layers (an average from the surface to 500m) take longer to reach equilibrium than the
bottom, and this is true for any region of injection outside of the Pacific (Figures 4-
11(a), 4-11(c) and 4-11(d); 4-9(a), 4-9(c) and 4-9(d); 4-10(a), 4-10(c) and 4-10(d)).
By comparing the Fourier transforms of the Heaviside and the rectangular pulse
functions in section 2.4, we expected the times to equilibrium to be much longer for
Neumann-Heaviside than for the Neumann-rectangular pulse. However, this does not
explain the whole story. In fact, notice that we face different transient states with
different equilibriums for those two experiments. Figure 4-8(a) shows the concen-
tration evolution in the Mid-Pacific for the three different boundary conditions and
the same injection region (the North Atlantic). We observe that the transient states
are drastically different for the three different BCs even far away from the injection
region. The Dirichlet-Heaviside has a slow asymptotic behavior, while the Neumann-
pulse is faster. The concentration in the Neumann-Heaviside seems to reach a linear
trend very rapidly. However, Figure 4-8(b) shows that the rate of change of the
concentration for the North Atlantic Neumann-Heaviside experiment has an asymp-
totic behavior towar equilibrium in the Mid-Pacific, which takes place after -3000
years. If you consider the definition of the equilibrium as being the time t100 when
the concentration becomes constant and equal to C =1 for the Neumann-rectangular
pulse and the time when the concentration rate of change becomes constant for the
Neumann-Heaviside, you observe that they are roughly of the same order of magni-
tude. However, if you consider "pratical equilibrium" t9o for the Neumann-rectangular
pulse, you notice that it is shorter (-1000 years) than the time required to reach a
constant rate of change in the Neumann-Heaviside. At last, consider now that the
Neumann-Heaviside is set up so that the amount of dye introduced in the ocean would
lead to a global mean of C = 1 after ~6000 years while the Neumann-rectangular
pulse is set up so that the same amount of dye would be introduced in the ocean
after a year only. Therefore, you could also compare, between the two experiments,
the times required to reach a given concentration for the first time. In this case, the
Neumann-pulse leads to clearly shorter time scales, even in an area far away from the
injection region (Figure 4-8(a), the Mid-Pacific in the Neumann-Heaviside experiment
reaches C = 0.9 for the first time 5000 years after the Neumann-rectangular pulse).
There are many ways to define equilibrium in the ocean, and the constant rate of
change is not very useful for paleoapplications.
4.5 Decay constant
The impact of decay constant on tracer ages has been extensively studied both theo-
retically and numerically (e.g. Waugh et al. (2003), Waugh et al. (2002), Khatiwala
et al. (2001)), including studies where the advection-diffusion processes have been
properly accounted for (Khatiwala, 2007). The age of the passive tracer is systemat-
ically larger than the age of any radioactive tracer subjected to the same boundary
condition as the passive tracer (Deleersnijder et al., 2001). Here, we expand the study
to the relationship between tracer ages (see section 2.3) and equilibrium times.
Consider the one-dimensional problem. The advection-diffusion equation 3.1.1 be-
comes:
- K 2  - uVC-At 0<x< 1 (4.5.1)Jt 6X2
where A is the decay constant of the radioactive tracer. Advection and diffusion are
neglected here for the computation of tracer ages and the solution of equation 4.5.1
is:
C(t) = Co exp (-At) (4.5.2)
with CO the concentration at t = 0, which is the concentration in the region of
injection. Here Co = 1. The tracer age is the solution of equation 4.5.2 at the
steady-state:
age = ln(C(oo)) (4.5.3)
In the following experiments, a Dirichlet boundary condition is set to 1 in the North
Atlantic ocean (see Figure 4-1(a)). A no-flux boundary condition is set everywhere
else. Those results can directly be compared to the previous North Atlantic Dirichlet
experiment (Figure 4-9(a)).
We study three different radioactive tracers here: 3H or Tritium (A = 12 years), 91Nb
(A = 700 years), 14C (A = 7 years) and we compute their concentration evolution and
ages. Figures 4-16(a), 4-16(b), 4-16(c) depict the concentration evolution through
time. We observe that, when the decay constant is too small, the tracer has decayed
before having a chance to reach the Pacific ocean (Figure 4-16(c)). Table 4.1 displays
the time to equilibrium tgo (when the concentration reaches C = 0.09xequilibrium for
the first time) and ages for the three radioactive tracers. The more A increases,
the shorter the equilibrium times and the more the tracer age underestimates the
equilibrium time.
Figure 4-17 shows the Radiocarbon ages for several depths and at different lon-
gitudes (Atlantic latitudinal section Figure 4-17(e) and Pacific latitudinal section
Figure 4-17(f)). The ages are the oldest in the Pacific and the youngest in the At-
No Decay A = 5370y A = 700y A = 12y
Region too t9o age t90  age t9o age
Atlantic Bottom 1500y 1300y 580y 850y 450y 90y 105y
Iberian Margin 1600y 1450y 650y 900y 500y 90y 110y
Pacific Bottom 5500y 4400y 2330y 2100y 1600y - -
East. Eq. Pacific 5800y 4600y 2500y 2300y 1730y - -
Cocos Ridge 6200y 5100y 2850y 2600y 1920y - -
Table 4.1: Time to equilibrium t9 o (when the concentration reaches C = O.O9 Xequilibrium for the first time) and
age of the tracer for several decay constants A. The more A increases, the more the tracer age underestimates the
equilibrium time
lantic. On the Pacific bottom, they are of the order of - 2500 years and on the
Atlantic bottom - 500 years. Those results are consistent with Matsumoto (2007).
4.6 Discussion
Any study based on GCMs results should be considered with care, because of the
physics that is either missing or not well represented. Here, it is principally the con-
sequence of the coarse resolution (2.80) and the absence of sea-ice.
During the winter, both the temperature drop and the salinity release during the for-
mation of sea-ice affect the buoyancy of surface waters at high latitude. This increase
in water density leads to deep water formation, the most significant being the North
Atlantic Deep Water and the Antarctic Bottom Water. In the model, no "real" ice
is formed. The increase of surface water density is the consequence of the low winter
temperatures only. Likewise, the input of freshwater from melting ice is not repre-
sented.
When using a 10 horizontal resolution, 15-vertical layer configuration of the MITgcm
(Marshall et al., 1994) as modified in ECCO-GODAE, Wunsch and Heimbach (2008)
note some evidence that the model produces "overly energetic convection in the high
latitude North Atlantic" which could be a consequence of the coarse resolution and
the fact that the effect of horizontal eddy fluxes are presented through parameteri-
zation. In fact, the restratification after winter-time convection would be too slow,
permitting subsequent winter convection events to reach too deep. Subsequently,
the equilibrium times of our even coarser 2.8' model might be underestimated as
well. This is particularly important while studying dye injections through the North
Atlantic. On the other hand, when tracer injections occur in regions of AABW forma-
tion, we are most likely overestimating the equilibrium times. In fact, the production
of AABW depends upon small scale processes taking place on the continental margin
and involving complex topography, ice shelves and sea ice. As a result, the AABW
formation is not correctly presented here, with the North Atlantic region dominating
the dye concentration of the deepest model layers (Wunsch and Heimbach, 2008).
Therefore, the results of the southern experiment need to be considered with care.
The coarse resolution prevents an appropriate representation of the major surface
currents systems like the Gulf Stream. The parameterization of the higher resolu-
tion features such as eddies prevents accurate transport of the dye, especially on the
boundaries. Likewise, our results are not showing the presence of a proper mixed
layer. With higher resolution, the model would reproduce high speed flows and the
dye would be advected faster from one point of the ocean to the other. On the other
hand, higher resolution also has the tendency to weaken the implicit diffusion existing
through the advection scheme (David Ferreira, personal communication, 2010), which
would slow down the equilibrium.
Even if seasonal cycles are present in the underlying GCM code, the use of annual
averages of the transition matrices also affects the results.
In addition, the vertical diffusion coefficients used in the underlying GCM are uniform
and equal to 0.5cm2/s. This is a little high for the thermocline, where studies suggest
an order of magnitude of 0.1cm2 /s for the diapycnal diffusivity of the upper ocean
(Ledwell et al., 1993). Equilibrium times could be shortened here.
In spite of all those inaccuracies, the pathways observed seem realistic and therefore
should give, at least quantitatively, an interesting representation of time-scales. The
North Atlantic and North Pacific injections which extend to the mid-latitudes, where
the effects of seasons and resolution are somehow mitigated, certainly lead to more
confident results than the Southern Ocean inputs. Therefore, the following results
can be trusted to some extent.
The time differences between two oceanic areas to reach a certain concentration de-
pends highly on the location of the injection regions. When comparing records in
sediment cores, scientists match the peaks in the signal. Therefore, the comparison
of the maximum concentration, instead of the time when the concentration reaches
90% for the first time, could also have been performed in the Neumann-rectangular
pulse experiments, where overshoots in concentration can occur. This illustrates the
complexity of time-scales definition here, which is even more difficult in an ocean
where tracers are unlikely to ever reach equilibrium, the concentration experiencing
successive transient states due to the many changes in boundary conditions.
When introducing dye at the North Atlantic high latitude, the tracer transits first
through the ACC before reaching the Pacific, creating a large delay of the Pacific on
the Atlantic; this delay is mitigated for a North Pacific injection.
While introducing dye in selected surface regions of the global ocean, we notice that
the nature of the boundary condition has also a strong influence on the times to
equilibrium. Dirichlet-Heaviside boundary conditions lead to much longer equilib-
rium times than Neumann-rectangular pulse ones, which is consistent with Primeau
and Deleersnijder (2009). In fact, the huge amount of dye required to reach C = 1
as a steady-state is introduced in the ocean during the first year of the experiment,
and then needs only to be homogeneized by advection and diffusion processes. The
strong gradients subsequent to a large flux of dye at the surface (and thus the larger
advection terms in the advection-diffusion equation of the passive tracer) are likely
to accelerate this process. We observe also that the time required to reach a given
concentration for the first time is much larger in the Neumann-Heaviside experiment
than in the Neumann-rectangular pulse, and this even far away from the injection
region. Pathways taken by the dye are similar for both the Neumann and Dirichlet
experiments described earlier. Note that, for a concentration boundary condition, the
equilibrium times increase as the surface area of the injection region decreases.
For a real tracer, one can ask what the appropriate boundary condition would be and
if any would work. The nature of the boundary condition not only depends on the
tracer (6180 in the ocean can be modified through freshwater input while CFC gases
are directly introduced through atmosphere-ocean surface exchanges for example) but
also on the heterogeneous nature of the atmosphere-ocean interface. For example, one
could argue that 6180 is better represented by a flux boundary condition, because the
input of anomalous 6180 is given by the melting rate of ice which is independant of
the ocean circulation unlike a Dirichlet boundary condition (Primeau and Deleersni-
jder, 2009). On the other hand, one could also consider that the boundary condition
is not well represented by the interface between the atmosphere and the ocean, but
better by the interface between the mixed layer and the interior ocean. In that case,
to which type of the boundary conditions would a parcel of water underneath the
mixed layer respond? One could argue that the melted ice, present at first in the
mixed layer, could act as being a mix between a Neumann and a Dirichlet 6180 con-
centration boundary condition. Therefore, we infer that it is not possible to define
the appropriate boundary condition for any tracer.
In our experiments, the tracer is far from being instantaneously homogeneized. The
nature of the surface boundary conditions, the area of injection and its location have
a significant influence on the time to equilibrium and the delay existing between two
oceanic regions to reach a given concentration.
Between the Atlantic and Pacific bottom, we observe time-lags from 500 to 4000
years, with a mean value of ~ 1300 years. The same time-delays are found between
the Skinner and Shackleton (2005) cores locations, one from the Iberian Margin (37'N,
100W, 3146m) and the other from the Eastern Equatorial Pacific (3'S, 83'W, 3210m).
Therefore, we infer that no significant differences are observed between the boundary
and the center of the bottom basins. The 6180 signals retrieved from the Skinner
and Shackleton (2005) cores are believed to be consistent records of the 6180 of
the deep water at those locations (see section 2.1). Subsequently, we infer that the
glacioeustatic signal resulting from deglaciation should appear with a non-negligible
lag of hundreds to thousands of years between the Pacific and Atlantic bottom. Fur-
thermore, the temperature of those deep water masses depends essentially of their
condition of formation, that is, on the temperature in the area of deep water forma-
tion. If we consider small changes, we can assume that temperature behaves like a
passive tracer (see chapter 5). Therefore, as the 6180 in benthic foraminifera is not
uniformly affected by changes in the passive glacioeustatic signal, it would not be
uniformly affected by deep water temperature fluctuations as well. When considering
large shifts in temperature, temperature has an impact on the properties of the flow
and cannot be considered as being a passive tracer anymore. In that case, we could
imagine that the active tracer would travel faster than the passive one. Consequently,
its signature in the 6180 benthic foraminifera record would be seen earlier, but a delay
would still hold between different regions. It is likely that this delay would be shorter
than for a passive tracer.
Let us estimate the time required for the dye injected at high latitude to reach the
sub-surface (0 to 500m) of the East Equatorial Pacific. The water temperature and
glacioeustatic signal of this area should be well recorded in the planktonic foraminifera
from the Cocos Ridge core (2'N, 90'W, 2300m) studied in Lea et al. (2000). The
most striking result is that, for all experiments expect the Pacific injection, the sur-
face ocean at the Cocos Ridge shows lower concentration than the deep Pacific at
the same location. The time required by the sub-surface (0 to 500m) East Equatorial
Pacific ("Cocos ridge area") to reach t9o lies in a range of 1300 to 1700 years for the
Neumann-rectangular pulse experiment (Figures 4-10(a), 4-10(c) and 4-10(d)); ex-
ceeds 6000 years for the Dirichlet experiment (Figures 4-9(a), 4-9(c) and 4-9(d)); and
exceeds 4000 years in the Neumann-Heaviside experiment (Figures 4-11(a), 4-11(c)
and 4-11(d)). This means that the time required for a passive tracer such as 6180 to
reach the Cocos Ridge area after the melting of ice at high latitude is unlikely to be
negligible, with an order of magnitude of at least 1000 years. Lea et al. (2000) observe
a lag of approximately 3 kyrs between the Mg/Ca and the 6 80 in the planktonic
foraminifera in the Cocos Ridge, implying that the sea-surface temperature change in
the East-Equatorial Pacific led to the melting of ice-sheets. Furthermore, Lea et al.
(2000) state that their East Equatorial SST record is synchronous within Petit et al.
(1999) temperature records in Antarctica (see section 2.5) "within the 2-ky resolution
of the sites", meaning that the change of atmospheric temperature would have been
global (the SST is essentially determined by atmospheric temperature, unlike deep
water temperature). Our study shows that Lea et al. (2000) observations could be
explained by the time required by the glacioeustatic signal to reach the East Pacific
and the uncertainties in dating as well. Additionally, if we suppose that the high
latitudes response is much bigger than the tropical one (as currently observed in the
context of climate change), then a perceptible change in SST (and thus in Mg/Ca
of planktonic formaminifera) in the Equatorial Pacific is likely to have appeared with
an additional delay compared to the change at high latitudes.
Our study shows that the ocean has a large range of response-times. The 4000-year
Pacific delay observed in Skinner and Shackleton (2005) is in the upper range of the
bottom Atlantic-Pacific lags observed here while the 3000-year delay of the surface Pa-
cific observed in Lea et al. (2000) lies in their middle range. When considering also the
uncertainties of radiocarbon dating, the sensitivity of the proxy record and the mem-
ory of the ocean to transient changes - Skinner and Shackleton (2005) 6180 record
does not show the Younger Dryas drop in temperature for example - we conclude
that lags seen in 6180 paleorecords from different oceanic regions such as Skinner and
Shackleton (2005) and Lea et al. (2000) could be explained without a change in ocean
circulation. The dating uncertainties and the travel time of the glacioeustatic signal
could explain them as well. Furthermore, our study challenges the widely accepted
1000-year lag between the Pacific and Atlantic bottom in 6180 glacioeustatic records
during the last deglaciation, which would supposely be due to an enhanced thermo-
haline circulation at the beginning of the glacial to interglacial transition (Duplessy
et al., 1991). It also questions the common habit in paleoceanography to neglect the
spatial dependence of the glacioeustatic signal in 6180 as a temperature record of
surface and deep waters.
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(a) The four regions for tracer inputs: North Atlantic, North Pacific, Weddell Sea and Indian
Ocean sector of the Southern Ocean
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(b) Locations where the concentration is studied here: the cores of interest discussed in
Skinner and Shackleton (2005) and Lea et al. (2000) and two bottom patches
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Figure 4-2: Superposition of the boundary conditions-example of temperature
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Figure 4-3: "North Atlantic Dirichlet" experiment: a step boundary condition C = 1 is applied at time t 0
and maintened afterwards north of 450 in the Atlantic ocean only. Ultimate equilibrium is C = 1 everywhere.
Concentration at (a) 2000m after 100 years and (b) 450m after 1000 years. Meridional sections down 20*W (Atlantic
Ocean) after (c) 100 and (e) 1000 years; and 160*W (Pacific Ocean) after (d) 100 and (f) 1000 years.
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Figure 4-4: "North Pacific Neumann-rectangular pulse" experiment: a flux boundary condition is applied at time
t = 0 and maintened during a year north of 450 in the Pacific ocean only. Ultimate equilibrium is C = 1 everywhere.
Concentration at 450m deep after 70 years.
Figure 4-5: Same, except meridional sections down
Atlantic Ocean) after 70, 200, 500 and 700 years.
160'W (on the left, Pacific Ocean) and 20OW (on the right,
20 25
Figure 4-6: "Southern Indian Ocean Neumann-rectangular
at time t = 0 and maintained during a year south of 60'S
everywhere. Concentration at 85m after (a) 100 years and
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pulse" experiment: a flux boundary condition is applied
in the Indian Ocean only. Ultimate equilibrium is C = 1
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Figure 4-7: "Southern Indian Ocean Neumann-rectangular pulse" experiment: a flux boundary condition is applied
at time t = 0 and maintained during a year south of 60*S in the Indian Ocean only. Ultimate equilibrium is C = 1
everywhere. Meridional sections down 204W (in the Atlantic Ocean) after (a) 100 and (b) 700 years.
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Figure 4-8: Evolution of the concentration in the (a) Mid-Pacific (2000m) for three differents BC applied in the
North Atlantic injection region: Dirichlet-Heaviside (ultimate equilibrium is C = 1 everywhere), Neumann-Heaviside
(ultimate equilibrium is a linear increase in concentration), Neumann-pulse (ultimate equilibrium is C = 1 everywhere)
(b) Evolution of the concentration rate of change in the Mid-Pacific (2000m) for a Neumann-Heaviside BC applied in
the North Atlantic.
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Figure 4-9: Dirichlet boundary condition. Concentration averaged over the global ocean and at selected areas (bottom
of the North tropical Atlantic, bottom of the North Tropical Pacific, in the deep Iberian Margin and East Equatorial
Pacific, and over the Cocos Ridge (surface to 500m deep)) from injections confined in four regions: the North Atlantic
(a), the North Pacific (b), the Southern Indian Ocean (c) and the Weddell Sea (d). Ultimate equilibrium is C = 1
everywhere.
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Figure 4-10: Neumann-rectangular pulse boundary condition. Concentration averaged over the global ocean and
at selected areas (bottom of the North tropical Atlantic, bottom of the North Tropical Pacific, in the deep Iberian
Margin and East Equatorial Pacific, and over the Cocos Ridge (surface to 500m deep)) from injections confined in
four regions: the North Atlantic (a), the North Pacific (b), the Southern Indian Ocean (c) and the Weddell Sea (d).
Ultimate equilibrium is C = 1 everywhere.
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Figure 4-11: Neumann-Heaviside boundary condition. Concentration averaged over the global ocean and at selected
areas (bottom of the North tropical Atlantic, bottom of the North Tropical Pacific, in the deep Iberian Margin and
East Equatorial Pacific, and over the Cocos Ridge (surface to 500m deep)) from injections confined in four regions:
the North Atlantic (a), the North Pacific (b), the Southern Indian Ocean (c) and the Weddell Sea (d).
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Figure 4-12: Concentration at (a) 25m and (b) 2000m after 2000 years, computed from the 2.80 transport matrix of
S. Khatiwala (Khatiwala, 2007). "North Atlantic Dirichlet" experiment: a step boundary condition C = 1 is applied
at time t = 0 and maintained afterwards north of 450 in the Atlantic ocean only. Ultimate equilibrium is C = 1
everywhere.
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Figure 4-13: Same except "Weddell Sea Dirichlet" experiment: a step boundary condition C = 1 is applied at time
t = 0 and maintained afterwards in the Weddell Sea only. Ultimate equilibrium is C = 1 everywhere.
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Figure 4-14: Same except "Southern sector of the Indian Ocean Dirichlet" experiment: a step boundary condition
C = 1 is applied at time t = 0 and maintained afterwards in the Southern sector of the Indian Ocean only. Ultimate
equilibrium is C = 1 everywhere.
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Figure 4-15: Same except "North Pacific Dirichlet" experiment: a step boundary condition C = 1 is applied at time
t = 0 and maintained afterwards north of 450 in the North Pacific only. Ultimate equilibrium is C = 1 everywhere.
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Figure 4-16: Concentration evolution for different radioactive constants. Boundary condition: C = 1 in the North
Atlantic.
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Figure 4-17: 14C ages (A = 5730 years). Boundary condition: C = 1 in the North Atlantic.
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Chapter 5
Pathway of freshwater in a 2
degrees model
For the study of a freshwater injection, we are not able to use the transition matrix,
which is built for passive tracers only. In this chapter, we apply a freshwater anomaly
on the northern boundary of a 2' model limited to the North Atlantic box, and we
study the pathways and time-scales of the signal. Then, we repeat the experiment
but with a passive tracer or dye, and compare both results.
The North Atlantic ocean circulation studied is the one of the present day, as esti-
mated by using a 2' horizontal resolution, 23-vertical layer model with a one-hour
time-step. The North Atlantic is considered to be a rectangular basin delimited from
70'W to 110W and from 15'S to 75'N, with no bathymetry. The underlying numer-
ical code is that of Marshall et al. (1994) as modified by the ECCO project in the
interim, and includes the Large et al. (1994) mixed layer formulation and the Gent
and McWilliams (1990) eddy-flux parameterization. The model is forced with heat
and freshwater fluxes (seasonal cycles) and wind stresses (annual averages). The prin-
cipal advantage to this model is its simplicity, which allows a better understanding of
the different processes and faster computations. It features a consistent wind-driven
circulation with gyres, equatorial and western boundary currents; a coherent temper-
ature and salinity field and thermocline, as well as convective processes. However, the
coarse resolution does not reproduce a proper Gulf Stream or deep water formation at
high latitude. Furthermore, the overturning circulation appeared to be really sensitive
to the diffusivity parameters and the presence of extremes temperature values in the
forcing (see appendix A for an analysis of the circulation and sensitivity of the model).
5.1 Freshwater Injection
Freshwater is added at the north boundary of our basin, in the form of an increase
of precipitation on a strip of 0.6' in latitude from the east boundary to the west
one. Evaporation is increased over the rest of the basin to conserve the total salinity.
Freshwater is added as an anomaly in the salt flux between the atmosphere and the
ocean in that area.
The study is more the one of the propagation of salt anomaly rather than the pathway
of freshwater, because no real freshwater is added into the ocean (no volume changes).
Furthermore, the increased evaporation process will also drive changes in the salt
distribution. However, thanks to the very small variation in evaporation compared
to the addition of freshwater at high latitudes, the increased evaporation process is
negligible for the main question studied.
5.1.1 Experiment A
In this first experiment, we add 0.1Sv of freshwater over 20 years. Some of it is
driven into the subpolar gyre and accumulates on the western boundary. During the
first winter it starts to "freeze". The reader is reminded that in our set-up, ice is not
actually formed during the freezing process. Therefore, salt is not released in the ocean
(no effect on buoyancy), and the surface waters are not isolated from atmospheric
forcings. Here, "freezing" means that water temperatures cannot be smaller than
a certain value, therefore, an implicit heat flux is introduced with the atmosphere
and the ocean is getting warmer. It is far from being a proper representation of a
real sea ice formation. Furthermore, the freezing process cannot be explained by the
fact that freshwater freezing point is higher than the one of the sea-water, because
real freshwater fluxes are not used and the freezing temperature does not depend
on salinity in our model. Freezing is a consequence of the input of buoyancy, which
by reducing the density of the surface waters, increases stratification and reduces
convection on the northern boundary. The water stays at the surface and becomes
cold enough to freeze. In fact, even if some of the freshwater signal is driven into the
subpolar and then the subtropical gyre, the strongest fresh signal stays at the surface
at high latitude.
The latter effect is that the weaking of the meridional circulation decreases the amount
of warm water driven to the Pole, thus enhancing the freezing process during the
winter at the northern boundary. Therefore, the freezing process in our model can be
considered as a consequence of the weakening of the overturning circulation. North
of 20'N, the water becomes colder (up to -1500m) and fresher (up to -800m). The
subtropical gyre loses 7'C after 20 years of freshwater input, the subpolar 3C and
the northern boundary 5C.
The overturning circulation, if the freshwater input is maintained, will eventually
disappear. It would unlikely be restored after the shutdown of the freshwater input
(at least it does not show any sign of it in the first 50 years after the shutdown of the
hosing experiment). The buoyancy added at high latitude has still a strong signature
after 50 years.
5.1.2 Experiment B
In this second experiment, we add 0.0lSv of freshwater over 20 years. Same qualita-
tive observation than in experiment A.
5.1.3 Experiment C
We add 0.001Sv of "freshwater" at the northern boundary during 150 years. In this
case, the "freshwater" leaves the surface layer and mixes, preventing its freezing.
We recall that, even if the system reached a steady state, we can still notice a drift
in temperature and salinity. At a given depth, the drift over 10 years has an average
order of magnitude of circa 10-3 C for temperature and 10- for salinity. Figure
5-1 shows that for both tracers, there is a critical depth, where the sign of the drift
changes. Below 1300m, the ocean becomes warmer and below 800m, it becomes
saltier. After the freshwater input, the salinity drift is reversed (within the first
year), while the one in temperature remains roughly the same. The water above the
critical depth of 800m is becoming saltier with the freshwater input. This can be
explained by the fact that the evaporation-precipitation forcing is balanced over the
basin. This means that more salt is added to the ocean over almost the whole basin
in order to compensate the freshwater input at high latitude. Therefore, the salt
signature of the surface water shows that the freshwater is not staying at the surface,
but is rather rapidly spread into the deep ocean (deeper than 800m).
Here, a latitudinal limit where the evolution of salinity was shifting could also be
defined. North of 40'N, the ocean is getting fresher while getting saltier southern
from this limit.
Therefore our basin can be divided into areas or boxes in which the overall behavior
are similar. We set a boundary at 40'N and 800m deep. Figure 5-2 depicts the evo-
lution in each boxes of the averaged salinity for the first 50 years of the experiment.
In box 2 (40'N to 75'N and surface to 800m, - 6% of the total volume), the nearest
one from the input, the freshening is decreasing in the first 10 years, while in the
box 4 below (40'N to 75' N and 800m to bottom, ~ 20% of the total volume) it is
getting much faster. After this period, in box 1, the freshening accelerates, to finally
slow down after 30 years, where it starts to get saltier again. Again, we conclude that
freshwater is not staying at the surface, but is rapidly spread below the mixed layer
(within the first year).
In box 1 (15'S to 400 N and surface to 800m, - 16% of the total volume), salinity is
increasing, with a faster increase between 10 and 30 years of freshwater addition at
high latitude.
In box 3 (15'S to 40* N and 800m to bottom, ~ 58% of the total volume), during the
first 30 years, no changes can be noticed. The salinity is slightly increasing. After
this period, the increase gets slower: the freshwater reached that area.
Considering the expected drift that would have occured in each box and the relative
volume of each box, the salt anomaly is seen mostly in box 1 and box 4. After 50
years, the consequence of the evaporation increase is stored south of 40' N and in
the upper 800m, while the consequence of the precipitation increase is mostly stored
north of the subtropical gyre in the deep ocean. The freshwater anomaly has the ten-
dency to spread to the west part of the basin when it moves southward. It reaches the
northern boundary of the subpolar gyre (circa 45'N to 60'N) after 2 years, and then
is driven into it. The middle of the subpolar gyre is becoming significantly fresher
after 5 years. At 45'N, the shift in salinity occurs after 10 years. The freshwater
reached the northern boundary of the subtropical gyre (not shown here).
So during the first 10 years, freshwater moves southward, accumulating mostly on
the western boundary, but also moves into the deep ocean (Figures 5-4 and 5-5). The
freshwater anomaly does not stay in the surface layer. It is likely that the strong
convective processes which occur at high latitude enhance the effect of vertical ad-
vection. In fact, after one year only, we can already notice a significant change in
salinity below 800m. The freshwater is not staying in the mixed layer. While moving
downward, salt is driven to the surface.
Between 39'N and 450N, the ocean is almost immediately getting slightly saltier. This
immediate salt signature is likely to be the consequence of the increase of evaporation
overall the basin necessary to balance the increased precipitation on the northern
boundary. After 10 to 20 years the salt decreases until it reaches its normal state.
Freshwater reached this area.
South of 40'N and up to 800m (box1), the water is getting saltier. After 10 years, the
increase in salt is getting faster. This means than, when freshwater moves southward,
salt is driving out from the north to the south. By studying the evolution of the
zonal average of salinity in the subtropical gyre (Figure 5-6), we learn that freshwater
is coming from the surface layers first but also from the bottom of the ocean likely
through water formed at high latitude. The freshwater signature does not stay at the
surface, it spreads into the deep ocean.
The overall tendency is that the system seems to be willing to converge toward a
steady state. However, after a computation of 200 years with additional freshwater,
it is still in a transient mode. Figure 5-3 shows the salinity profiles at 72'N after
one year of freshwater addition (magenta) versus what the salinity distribution would
have been without this addition (black). The signature of the freshwater is stronger
on the west part of the basin.
The influence of the freshwater on the circulation is small. The isotherms and iso-
halines (cf Figure A-8) undergo some changes in depth, but of 50m at most. The
overturning is slighlty decreasing, especially at high latitude, but of 0.3Sv at most.
The changes in the velocity at the surface occurs principaly on the western boundary.
But even there, they are negligible (104 m/s at most, that is 1 %). Those changes
have to be the consequence of the changes in the tracers field, because there is no
feedback on the atmosphere in our model, so the wind field remains the same.
5.2 Passive Tracer Injection
The experiment undertaken here is similar to the one of Wunsch and Heimbach (2008).
The passive tracer can be compared to a dye injected at the surface over a finite area
of the oceans (the North Atlantic boundary in our case) for 50 years. The process
is started when the steady-state is reached, that is, the one before the freshwater
injection, and is done without the additional freshwater forcing at high latitude.
In fact, it seemed more judicious to keep the atmospheric heat and evaporation-
precipitation fluxes that lead to the steady state in order to see if a really small
freshwater introduction could be compare to a passive tracer one.
In this experiment, the "dye" is completely passive, having no dynamical, chemical, or
biological interactions and the color is just notional (Wunsch and Heimbach, 2008).
The Relax Boundary Conditions (RBCS) package enables the injection of dye by
relaxing the passive tracer concentration to a given value over the area chosen for the
injection. For a passive tracer C at every grid point the tendency is modified so that:
dC dC M~s
-C C - (C - Crbc) (5.2.1)dt dt rC
with Mbc a mask, TT the relaxation time and Cbc the values relaxed to.
In our case, Mbc = 1 at the northern boundary and Mbc= 0 anywhere else. Trbc= 1,
and the relaxation time r is initially set to 3 days. As no dye is taken off the ocean
during this experiment (there is no gas exchange with the atmosphere and no real
freshwater fluxes is used, preventing a dilution of dye), the final steady state is known,
and is C = 1 mol/m 3 everywhere. We notice that the boundary condition can be
compared to a flux that is decreasing as the concentration value is getting closer to
the one it is relaxed to, which is Crbc 1.
The evolution of the passive tracer at any given location satisfies the following three-
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dimensional time-evolution equation:
6C #6t-+ V-VC-V(K.VC) = 0 (5.2.2)
with C the tracer concentration, V the velocity field and K the diffusivity matrix
If we consider only the vertical dimension, Equation 5.2.2 becomes:
6C 6C 62C
+ wu - K,- = 0 (5.2.3)
6t 6z 6Z2
with K, the vertical diffusion coefficient. The steady process (that is, the one where
the time-dependence becomes negligible and the advection balance the diffusion) is
an asymptotic one.
Its time-scale T - D is T .03)2 10-5 3000 years at depth. However, thanksK, 5
to the convective process, it should be faster at high latitude. Figure 5-8 shows the
evolution of concentration profiles through years for the subpolar gyre (Figure 5-
8(a)) and at high latitude (Figure 5-8(b)). At high latitude, the concentration is
reaching a minimum around 400m. This might be a consequence of the increasing
vertical velocity with depth, until a maximum value is reached at 1500m and 72'N
(the northern boundary) where the vertical velocity decreases again toward the sea
floor. In the subpolar gyre, the dye concentration peaks at ~ 1300m deep, which
might correspond to the North Atlantic Deep Water (NADW).
By the combined process of advection/diffusion, some of the dye signal spreads from
the surface to the bottom of the ocean on the northern boundary thanks to the
high vertical downwellings combined to convective processes. Some of it reaches the
bottom of the ocean in less than a year, while at the surface, the dye is driven to the
south mainly on the western boundary by the subpolar gyre.
It is at a depth of 1500m that the southward signal is maximum (see Figure 5-9).
This can be explained by the fact that, in the subpolar gyre, the vertical velocity is
upward from the bottom to a depth of 1500m, while it is downward from the surface
to this critical depth. Therefore, the dye can not be driven deeper than that point.
This maximum also corresponds to the NADW equilibrium depth. The dye seems
to spread more rapidly in the vertical than in the horizontal, but this is because the
horizontal scale (10000km) is much larger than the vertical one (4km). Some of the
dye that has reached the bottom of ocean at high latitude might also be readvected
upward by upwellings.
In our set-up, the passive tracer is relaxed to C = 1 at the northern boundary surface.
Figure 5-10 shows that after the 50 years of integration, the system is in a transient
state, which is consistent with Wunsch and Heimbach (2008), where it was found
that in the case of a Dirichlet boundary condition, within the North Atlantic itself,
hundreds of years are required to achieve local equilibrium at depth. We also notice
that the surface concentration at high latitude has an asymptotic behavior toward
C = 0.5. This might be a consequence of the very short relaxation time TT which
is set to 3 days. In fact, when TT is increased, the concentration grows to higher
values in the first 5 years. rT should have been properly set to quantify the time to
equilibrium or uniformity in the case of a Dirichlet boundary condition C = 1. In
fact, because of the high relaxation time, the actual concentration imposed at the
surface is closer to C = 0.5.
5.3 Discussion
The freshwater injection in the active tracer experiment is simulated by an increased
precipitation rate at high latitude, which is balanced by increased evaporation in the
rest of the basin to conserve salinity. This means that the circulation is affected by
both the increased buoyancy at high latitude but also by the decreased buoyancy in
the rest of the surface basin. Because the precipitation increase is balanced on an
area much larger (the injection of "freshwater" occurs on 0.2% of the total area), we
might consider the supply of salt impact on the circulation negligible. However, its
impact on the evolution of tracer concentration has to be considered, especially on the
surface layers. In the passive tracer experiment, no dye is taken off the surface of the
ocean. The pathway of the dye is the consequence of its input at high latitude only.
The final equilibrium is a steady state with uniform concentration. In the case of the
active tracer however, the final equilibrium is spatially inhomogenous. Furthermore,
at the end of the 6200 years spin-up, temperature and salinity were still drifting. In
fact, when heat and salt are conserved in the ocean, no absolute steady-state can be
reached in a numerical model. The salt perturbation at high latitude and the drift
in salinity still observed at the end of the spinup have been hard to separate, due to
the small amplitude of the perturbation. The pathways of the freshwater have been
determined by the evolution of the salinity at several locations of the ocean. The
comparison between active and passive tracers has been therefore more difficult.
We notice that in both cases, the tracer is rapidly driven into the deep ocean, thanks
to downward vertical velocities near the northern boundary and convective processes.
After 50 years, both the freshwater signal and the dye are mostly seen north of 40'N,
that is, north of the suptropical gyre, and below the thermocline. Furthermore, they
both have the tendency to be driven to the south on the western boundary at the
surface. While it is not possible to compare the relative variations of the two tracers
to their steady-state values, it is possible to observe the time taken for an anomaly to
reach a certain area of the ocean. For example, Figure 5-6 shows that the freshwater
anomaly reaches 29'N at 1375m after approximately 40 years, which is consistent with
the dye experiment (Figure 5-10(a)). Figure 5-11 depicts the evolution of the salinity
during the first 50 years in the freshwater experiment and the evolution of the dye
concentration during the same period in the passive tracer experiment at different
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locations of the ocean. A decrease in salinity indicates that the freshwater signal
reached that latitude. Note that the salinity values decrease toward the top of the
y-axis. While the freshwater signal spreads in the ocean, a salinity anomaly can also
be observed, in particular at low latitude and in the upper layers. We observe that the
times when the dye concentration becomes significantly bigger than zero and when
the salinity drops are synchronous within a few years, at least below the thermocline.
From these observations, we conclude that the time-scales for the freshwater and the
passive tracers to reach an area are roughly the same, at least in the North Atlantic
box considered here and for the 50 years studied. Note that a few-year lag in the
first critical years of the injection could lead to large differences as the system reaches
equilibrium. On the other hand, for a small perturbation of active tracer, the longer
we wait the more diffusive the system gets and thus the dynamical properties of the
active tracer should weaken and the behavior of the freshwater should become closer
to the one of a passive tracer.
Our study of a 20-inodel of a North Atlantic box allows the study of pathways from
a freshwater and a dye discharge at high latitude. The short period studied - 150
years for the active tracer and 50 years for the passive one - only gives insights on the
very beginning of the transient state, which is likely to be the most critical on the
circulation. Our rectangular, one hemisphere basin appeared to have an overturning
circulation very sensitive to the parameters chosen for the set-up (in particular the
vertical diffusivity). Therefore, it has been hard to define a set-up simple enough
to be easily understood while including the features necessary to properly study the
problem, that is for example, a stable overturning and the presence of boundary
currents.
The coarse resolution used here, useful because allowing significantly faster runs, fails
to describe accurately the Gulf Stream (whose signature starts to disappear north
of Cape Hatteras). Our set-up, which does not include bathymetry or the Southern
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Ocean, does not claim to give realistic quantitative results on time-scales. However,
it allows us to compare the behavior of passive and active tracers.
While a passive tracer does not affect the flow - it can be compared to a dye injected
into the ocean - the variation in buoyancy implied by the freshwater injection does.
However, it appeares that pathways and time-scales during 50 years of tracer addition
at high latitude are similar for both the active and passive tracers and that the
freshwater input has not a significant influence on the circulation. In the time interval
considered, the tracer signal is mainly advected toward the bottom of the ocean by
convective processes or advected southward at the surface by surface currents. After
50 years, most of both tracers are seen north of the subtropical gyre and below the
thermocline. We conclude that, when the amount of active tracer is small enough (the
amazon river discharge is - 0.2Sv, while the freshwater discharge here is of 0.001Sv)
its behavior can roughly be compared to the one of a passive tracer, at least in the
convection zone studied and during the time-frame of 50 years considered.
To properly study the influence of a small discharge of freshwater at high latitude,
real freshwater fluxes would need to be used and ice would need to be included in
the model. Important questions such as the influence of a volume discharge at the
surface, the propagation of such a signal in the ocean, the feedback of the formation
of a real sea-ice (e.g. release of salt in the ocean, prevention of direct atmospheric
exchanges) are not studied here. Furthermore, the system undergoing a buoyancy
perturbation (active tracer injection) at high latitude surface seems to start to tend
toward a steady state after a few hundreds of years. The circulation does not undergo
changes that would deeply modify its essence. It would be interesting to run the model
long enough to allow an estimate of the time necessary for the system to reach a new
steady state, and to compare it with the equilibrium of a passive tracer.
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Figure 5-1: Drift of tracer profile vs depth (m), the reference is the end of the spinup. On the left, temperature (*C)
and on the right salinity. In plain lines, the drift before the freshwater input, X(tref) - X(tref - iAt); in dashed lines,
the drift with the additional freshwater X(tref + iAt) - X(tref) with At = 10 years
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Figure 5-2: Evolution of salinity through time in 4 boxes. Box 1: southern boundary to 404N and upper 800m; box 2:
404N to northern boundary and upper 800m; box 3: southern boundary to 40'N and 800m to bottom; box 4: 40*N
to northern boundary and 800m to bottom; e before freshwater input, - with freshwater input
latitude: 72 N
Figure 5-3: Salinity profiles (versus depth) at 724N, one year after the beginning of the freshwater experiment (in
magenta) and at the steady-state (in black) -- West boundary, - Middle of basin, * East boundary, - zonal
average
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Figure 5-4: Salinity at high latitude 72'N (zonal average) - before freshwater input, - with freshwater input
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Figure 5-5: Salinity in the subpolar gyre 56'N (zonal average) - before freshwater input, - with freshwater input
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Figure 5-6: Salinity in the subtropical gyre 29'N (zonal average) - before freshwater input, - with freshwater input
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Figure 5-7: Salinity anomaly (compare to the first year of injection) temporal evolution.
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Figure 5-8: Evolution of zonally averaged passive tracer concentration vs depth through time (mol/m 3 ). One profile
plotted per year. On the left, concentration in the subpolar gyre (564N); on the right, concentration at the northern
boundary (72'N)
Figure 5-9: Zonal average of the passive tracer concentration after 50 years (mol/m 3 )
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Figure 5-10: Temporal evolution of the passive tracer concentration (mol/m 3 )
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Figure 5-11: Salinity and dye concentration zonal average evolution during the first 50 years of the injection for three
different latitudes (top: 29'N, middle: 55*N, bottom: 71'N). Note that the salinity decreases toward the top of the
y-axis.
108
Chapter 6
Conclusion
Our study on the time-scales of passive tracers in the ocean using the transition ma-
trix has given satisfying results. The matrix method developed by Khatiwala et al.
(2005), allows fast computation of passive tracers' steady and transient states by de-
riving, from a GCM, the state transition matrix of the discretized advection-diffusion
equation. The transition matrix is computed by applying Green functions as bound-
ary conditions at the surface. The method reproduces consistent pathways of dye in
the ocean except for the details of the circulation in the Southern Ocean. No GCM
will ever reproduce accurately this complex reality, and despite the defects related
to the quite high diffusivity in the thermocline, the absence of sea-ice and the coarse
resolution which leads to a misrepresentation of the deep-water formation at high
latitudes, several robust inferences can be made about the interpretation of paleo-
ceanographic data.
Dye is injected at the surface of different regions (North Atlantic, North Pacific
and Southern Ocean) and three different boundary conditions are studied here: 1)
"Dirichlet-Heaviside", C =1 is imposed in the injection region and a no-flux BC
is applied everywhere else, the equilibrium is of uniform concentration C = 1; 2)
"Neumann-rectangular pulse", a large flux is imposed in the injection region during
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a year and a no-flux BC is applied everywhere else, the final equilbirium is of uniform
concentration C = 1; 3) "Neumann-Heaviside", a flux is maintained in the injection
region and a no-flux BC imposed everywhere else, the final equilibrium is a linear in-
crease in the tracer concentration. The ocean displays important non-uniform tracer
distributions on time-scales of up to several thousands of years. Our results using
a Dirichlet-Heaviside boundary condition are consistent with the similar study per-
formed by Wunsch and Heimbach (2008) with a 1-resolution MITgcm modified by
the ECCO project, except for input of tracers in the Southern Ocean: the North
Atlantic leads the equilibrium with the mid-Pacific the furthest away.
We observe that the nature of the boundary condition has a significant influence on
time-scales. One can ask what would be the "correct" boundary condition to use for
a given passive tracer, and if any such boundary condition could reproduce properly
the complex processes occuring while a tracer is transported from the surface to the
deep ocean through the mixed layer. The fact that the Dirichlet-Heaviside boundary
condition gives longer times to equilibrium than the Neumann-rectangular pulse here
can be explained by the time-scale of the BC, the Heaviside function being much
richer at low frequencies. Furthermore, the concentration rate of change depends on
the horizontal and vertical concentration gradients, which are very large when all the
dye required to reach a uniform steady-state C =1 is introduced in the ocean during
a single year. To reach a given concentration for the first time, time-scales in the
Neumann-Heaviside experiments are much longer that in the Neumann-rectangular
pulse. It means than when introducing a fixed amount of passive tracer in the ocean,
the time required for an area of the ocean to reach a given concentration increases
as the time-scale of the step increases as well, and this even far from the injection
region. If land-ice is melting during one year, the time-scales of the glacioeustatic
signal will not be the same than if the melting is spread over 1000 years for example.
Even with a flux of tracer as a boundary condition at the surface, the ocean displays
110
time-lags of hundreds to thousands of years in the global ocean three-space dimen-
sions. Our brief study on the influence of the decay constant on times to equilibrium
for a "Dirichlet-Heaviside" BC further illustrates that their is no single definition of
time-scales in the ocean. For a radioactive tracer with a short half-life (T/ 2) such as
3H (TI/ 2 =12 years), the tracer amount reaching the Pacific will not be detectable
by an instrument while a smaller decay constant such as the one of radiocarbon
(T1/ 2 =5730 years) leads to "tracer ages" significantly shorter than their respective
times to equilibrium.
Our preliminary results on time-scales of active tracers using a 20-grid resolution
global circulation model limited to the North Atlantic box show no significant dif-
ferences between a small injection of freshwater (0.001Sv) and of passive dye within
the first 50 years of the experiments: the pathways as well as the times required for
a change in salinity versus dye concentration are similar. However, any differences in
just a few years in this critical period could lead to strong differences in the time to
equilibrium. Furthermore, due to the coarse resolution of the model, the absence of
sea ice, bathymetry and seasonal cycles, the results need to be considered with care.
These are exploratory results and further study of the global ocean including sea-ice
and real freshwater input should be performed.
Past climate reconstruction from paleodata are critical to understanding of climate
variability. Therefore, each inference should be made carefully and in consideration
of the uncertainties characteristic of the proxy itself as a record of climate, but also
of the inaccuracies related to the dating method. Paleostudies such as the one of
Skinner and Shackleton (2005) and Lea et al. (2000) are two examples of the multiple
attempts to describe the last deglaciation on a regional scale. The several thousand
of years time-lags observed within the 6 '0 signals (a record for oceanic tempera-
ture, glacioeustatic signal and the local water composition) of the tropical Atlantic
and Pacific floors, or between the 6180 signal of the tropical Pacific surface and the
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temperature changes in the Antarctic, could be explained by the time required by a
passive tracer signal to travel in the ocean and the uncertainties related to dating,
as well as a change in ocean circulation. Again, we are not denying here the conclu-
sions of the paleocommunity, but rather emphasizing that caution is necessary when
making inference based on uncertain paleoceanographic data. Interpretations of pa-
leoclimatic records need to be carefully undertaken, especially in the current context
of climate change.
Further comparison could be made on oceanic time-responses to active and passive
tracers. Higher resolution as well as sea ice should be incorporated in the model for an
improved representation of circulation in the Southern Ocean, deep-water formation
at high latitudes and boundary currents. Furthermore, the modern ocean is likely to
be different from the past oceans, and the melting or formation of ice is likely to have
perturbed the ocean circulation at a global and regional scale. It would be interesting
to study the time-scales sensitivity to transient changes in the ocean circulation that
have likely occured during past glaciations and deglaciations.
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Appendix A
Circulation in a 2' model
The North Atlantic ocean circulation studied is the one of the present day, as esti-
mated by using a 2' horizontal resolution, 23-vertical layer model with a one hour
time-step. The North Atlantic is considered to be a rectangular basin delimited from
70'W to 11'W and from 15'S to 75'N, with no bathymetry. The layers used for the
vertical range have thicknesses from 10m at the surface to 250m at depth, giving a
maximum model depth of 3,750m. The underlying numerical code is that of Marshall
et al. (1994) as modified by the ECCO project in the interim, and includes the Large
et al. (1994) mixed layer formulation' and the Gent and McWilliams (1990) eddy-flux
parameterization 2. The files used can be found on the MITgcm website3 . The model
is forced with heat and freshwater fluxes (seasonal cycles) and wind stresses (annual
average) customized from the National Center for Environmental Prediction (NCEP,
see section A.1).
1 "Kpp" package in the MITgcm2
"Gmredi" package in the MITgcm
3http://mitgcm.org/viewvc/MITgcm/MITgem/verification/tutorial-global-oce-latlon/
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A. 1 More about the forcing files and the runs
The forcing files used were computed form Charmaine King's NCEP files of year
1992 to 2006. With the help of Gael Forget, climatological monthly mean fields for
each variable (heat fluxes, evaporation-precipitation, shortwave radiation and wind
stresses) were computed. A mask was applied to select the data over the Atlantic
Ocean only, and the data were then zonally averaged. The profiles of the different
variable were smoothed and the annual spatial mean removed to get balanced files.
Then, they were repeated zonally over the whole basin, which means that the cli-
matological fields were zonally independent at that point. The model was run in a
perpetual loop, starting the forcing over again every year.
However, with this computation, extremes values had a tendency to disappear, which
turned out to be a problem in our effort to maintain an overturning circulation.
To overcome this, instead of arbitrarily increasing the range of temperature in lati-
tude (by making the winter colder at high latitude and increasing the temperature at
the tropics), we preferred to let the model calculate the heat and freshwater forcing
necessary to allow the sea surface temperature and salinity to converge toward a more
realistic value.
Therefore, we introduced relaxation. This means that the sea surface temperature
and salinity were restored to predefined values, thus creating additional heat and salt
fluxes at the surface of the ocean. At each time-step, a relaxation term is computed,
with x aii arbitrary tracer:
X= - "- (A.1.1)
Trelax
This term is added in the tracer equation at time-step n
X(n) X(n) + AG-"2 (A.1.2)
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where G is the tendency due to advection, diffusion and forcing.
The relaxation term is added in form of a tracer flux into the forcing part of the
tendency, which is equivalent to adding a tracer flux to the regular forcing.
For example, if the temperature at time-step n is bigger than the relaxation temper-
ature, the relaxation term will be negative, and the temperature at time-step n + 1
will be smaller than what it would have been without relaxation. In terms of heat
exchange at the surface of the ocean, it means that heat is released in the atmosphere
to conserve the global ocean/atmosphere heat budget. So the resulting heat flux into
the ocean is reduced.
The larger is Trelax, the more the relaxation tends to be fast. However, it also means
that the difference between the tracer value from one time-step to the other can be
too big, thus leading to computation problems (the model can blow up).
The restoring values are zonal average computed from Forget (2009), as well as the
tracer initial distribution. The use of unequal time-steps in the tracer and momentum
equations considerably reduces the cost in time (Bryan, 1984), which allowed us to
run the first spinup for 12000 years.
Then, we recomputed the freshwater and heat fluxes forcing files from the heat and
salinity fluxes diagnosed by the model and we used the final state of this spinup to
recompute the initial tracer distribution. This appeared to be critical in the presence
or not of freezing during the first 100 years. Ice was not actually formed during this
period. The freezing was allowed to prevent the temperature from becoming smaller
than the freezing point of sea water (-1.9'C). Like the restoring process, if the tem-
perature computed by the model gets under the freezing point, the model restores the
temperature to the freezing point, and heat is released into the ocean, like a freezing
process. However, no salt is released into the ocean as it would be if real ice were
formed. The ocean is becoming warmer.
If the initial distribution of temperature at high latitude is too cold, the warm water
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advected from the tropics to the north does not have time to become warm enough
to compensate the cooling from the atmosphere at high latitude, and the freezing
process starts. After some decades, because of the warming of the ocean, the tem-
perature gets above the freezing point, the tracer spatial mean stabilizes.
With the new forcing and tracers initial condition files, we run the model again for
6000 years, until the model reached a steady state. For both spinups, we used an
increased tracer time-step of 24 hours and a momentum time-step of 400s, which al-
lowed faster runs. The use of "distorted physics" considerably speads up the approach
to steady-state, but the equilibration of temperature and salinity in the deep ocean
is rate limited by the slow diffusion of tracers along and across isopycnals (Khatiwala
et al., 2005). Therefore, we were used to run the model with an equal time-step of 1
hour in the tracer and momentum equations for an additional hundred of years before
studying the temperature and salinity field.
The use of relaxation process is hard to justify physically, especially the restoring
of sea surface salinity, because no salt can actually be released into the atmosphere.
However, this method was used here only to get "realistic" forcing values while allow-
ing sufficient latitudinal temperature gradients to drive the overturning circulation in
our model box.
A.2 Circulation
We run the model for 6200 years with the forcing previously computed. After this
period, the model has reached a steady state. However, a drift in temperature and
salinity could still be noticed. Figure 5-1 shows that the spatial mean drift at a given
depth over 100 years is of order 10-3 for salinity and 10-2 C for temperature, which
can be considered as negligible. We observe a critical depth where the mean is not
drifting. Over ~< 600m, the ocean is becoming fresher and saltier below it. The
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critical depth for temperature is circa 1300m. The water is becoming colder over this
limit, while becoming warmer below it. The drift is ~5 times bigger in the subsurface
water than in the deep ocean for both tracers. This means that salt and heat are
diffused from the surface layers to the bottom of the ocean.
A.2.1 Wind-driven Circulation
The winds have only a zonal component (Figure A-1(a)), which was a zonal average.
This was sufficient to reproduce a realistic wind-driven circulation with a Subpolar
and a Subtropical gyres, a North Equatorial Current and an Equatorial Counter-
Current (Figure A-1(b)). However, that way, the equatorial currents tend to be
zonal, thus the meridional advection of tracers resulting from the direct effect of
winds is less important than in reality. Therefore, it is much easier to understand
the freshwater/heat effects on the meridional overturning circulation. The tracers
(temperature and salinity) in shallow-waters mainly recirculate into the gyres.
The following equation gives the zonal transport Qhoizontal in Sv for each time-step
t and at each grid point of longitude x and latitude y:
Qhorizontai(x, y, t) = / v(x, y, z, t)A(y, z) dz dx (A.2.1)
Jw. boundary sur face
with v the meridional velocity and A the surface of the grid cell vertical side, which
is zonally independent. The model allows a stronger flow-field on the west boundary.
Figure A-2(b) shows the signature of a boundary current at the surface and of an equa-
torial current and Figure A-2(a) the intensity of the flow field on the west-boundary
(at 65'W). We notice two shallow currents: the North Equatorial Current and the
Equatorial Counter-Current, and the one of the subtropical gyre between 20'N and
40 N . It is the strongest around 30 N, which approx. matches the latitude of Cape
Hatteras 35'N, where the Gulf Stream leaves the American coast. The temperature
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Figure A-1: Wind-driven circulation. On the left, the wind forcing variations over latitude (no unit plotted). On the
right, the horizontal transport (in Sv) computed by averaging the streamfunction over depth (equation A.2.1)
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Figure A-2: Horizontal flow field intensity. On the left, a profile of zonal velocity (m/s) on the western boundary
(65*W). On the right, the zonal velocity at the surface (m/s)
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(figure A-3(a)) and salinity (figure A-3(b)) fields at the surface approximately match
the latitudinal repartition of the heat and freshwater forcing, but not the zonal one
(figure A-4). The tracer field is consistent with the circulation. The presence of a
the Gulf Stream brings an anomaly of temperature on the western boundary (figure
A-4(a) vs figure A-3(a)). Between 30 and 45'N, warm water is moving north on the
western boundary, while the average of the heat fluxes over one year indicates a cool-
ing compare to the middle of the basin at the same latitude. Furthermore, at high
latitude, the cooling is more important on the eastern boundary (figure A-4(a), but
the coldest waters actually are on the western boundary (figure A-3(a)). This can
be explained by the Gulf Stream, which advects warm water from the tropics to the
north, and then the north east when it leaves Cape Hatteras. The warm water comes
from the equatorial current system, and recirculates in the North Atlantic subtropi-
cal gyre. Moreover, between 30'N and 50'N the latitudinal temperature and salinity
gradients at the surface are the strongest, the isotherms outcrop and the isopycnal
slopes are the steepest (Figure A-7(b)). This leads to an increase in the geostrophic
flow intensity.
Temperature (C) salinity (PSU)
30 37
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Figure A-3: Tracers at the surface. On the left, temperature ('C). On the right, salinity.
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Figure A-4: Surface forcings annual average. On the left, heat flux (W/m 2 ). On the right, evaporation-precipitation
(m/s).
A.2.2 The effect of buoyancy forcing and seasonal cycles
The seasonal cycles in the forcings leading to a variation in circulation are mostly due
to heat flux variations. In fact, their seasonal variations (compared to the latitudinal
variation of the annual mean) are much more important than the one in freshwater
(- 300% vs ~ 50%, figure A-5). During the winter, at high latitude, the surface waters
Figure A-5: Seasonal variation of forcing zonal average.
evaporation-precipitation (m/s) vs latitude.
On the left, heat flux (W/m 2 ) vs latitude. On the right,
are becoming colder but the increase in precipitation does not counter-balance it.
Thus, the surface water becomes denser than the underlaying ones and the convection
process starts. The boundary layer depth diagnosed by the model which is the depth
of the layer mixed by KPP (bulk Richardson criterion) is spatially and monthly
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dependent. It is the deepest on the north west of the basin during February and
March (when it reaches the bottom), and is as deep as 1500m during January and
April.
By studying the mixed layer depth (depth under which the variation in density to the
surface is bigger than aO.80C with a the thermal expansion coefficient), it appears
that the stratification decreases strongly from December to May, in the area north of
40'N. This consists in another signature of the convection which takes place at high
latitude during the winter, and allows cold water to be driven into the deep ocean.
The following equation gives the meridional transport Qoverturning in Sv for each time-
step t and at each grid point of latitude y and depth z:
/z EastQoverturning(Y, z, t) = est v(x, y, z, t)A(y, z) dx dz (A.2.2)
surface West
with v the meridional velocity and A the surface of the grid cell vertical side, which
is zonally independent.
The transport is approximately 1OSv, which is a little bit weaker than the 12Sv
argued by Colling (2001) (figure A-6). The overturning does not show a significant
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Figure A-6: Meridional transport or meridional overturning circulation (MOC) (in Sv) computed by integrating the
streamfunction over depth (equation A.2.2)
seasonal behavior. The maximum of the overturning has a maximum amplitude of
0.4Sv, and depends of the latitude. In the real world, the variation of the winds
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pattern at the tropics is the principle source of seasonal variation in the overturning
pattern. In our set-up, the winds are limited to a very simple spatial scheme, and do
not contain a seasonal cycle.
A.2.3 Thermocline Structure
The so-called "main thermocline" (Vallis, 2000) is divided into a ventilated thermo-
cline (Luyten et al., 1983) and an "internal boundary layer" which lies immediately
below the ventilated thermocline (Salmon, 1990, Stommel and Webster, 1962, Young
and Ierley, 1986). In the ventilated thermocline, the process is essentially advective,
and in the internal thermocline, the process is essentially diffusive (Vallis, 2006).
latitude: 72'N
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Figure A-7: Thermocline structure. On the left, salinity profiles at 72'N. On the right, temperature zonal mean ('C).
Figure A-7(b) shows a deepening of the thermocline around 30'N, which correspond
to the subtropical gyre. From this and the velocity field (figure A-2(a)), we deduce
that the subtropical gyre has a signature from the surface to a depth of 1000m.
From the west boundary to the east one, the water is getting saltier and warmer
(figure A-7(a)). Furthermore, the seasonal variation of salinity is stronger at high
latitude (indeed, it is where the seasonal forcing in evaporation and precipitation is
the strongest) and on the western boundary for the deepest layers. One can deduce
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that a variation in the salinity forcing at high latitude will have a stronger signature
on the western boundary, which happens indeed (section 5.1). At high latitude and
below 2000m, the waters are slighty fresher on the boundaries than in the rest of the
basin (figure A-7(a)). There is a "storage" of freshwater on the boundaries.
A.2.4 Vertical Velocity
Vertical velocity is the strongest on the boundaries, north of 15'N (figure A-9). Its
intensity is between 1 to 4m per day at most. On the western boundary, there are
upwellings over 2' in longitude. On the northern boundary, downwellings are very
localized in latitude (1 -65km) but spread zonally and over depth on the whole
basin (2m per day at most). On the eastern boundary, vertical velocity is strong over
2' in longitude, but has not the same behavior through the water column. Over the
depth of 1500m, the motion is downward while below it, the motion is upward.
There are also a significant downwelling processes in the subtropical gyre, which are
the consequence of the Ekman pumping induced by the wind stress. Its intensity is
of 30cm per day at most and is maximum at 1000m depth.
The following equation gives the vertical velocity induced by the wind stress r at the
surface:
WE(Z = 0) -A A ( ) (A.2.3)
pf
with f the coriolis parameter and p the water density .
With f ~ 10-4 s- 1, p ~ 103 kg/rm3 , T 102 N/m2 and L = 100OOkm, WE(Z =
0) ~ 10-6M/s, which matches the order of magnitude of the vertical velocity in the
subtropical gyre. The annual variation of the vertical velocity does not emphazise
a seasonal cycle. The convective process induced by KPP may not be seen through
vertical velocities in the model.
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A.2.5 Sensitivity to diffusivity
Our model has a strong sensitivity to vertical eddy diffusivity k,, which parameterizes
the turbulent vertical mixing caused by the motion of small eddies (less than 1km
wide). In fact, a higher vertical eddy diffusivity leads to a stronger thermohaline
circulation (THC), which is the circulation driven by the density gradient resulting
from the precipitation and temperature forcings at the surface. This is consistent
with Vallis (2000). However, it appeared that this property was true only with the
existence of a proper convection, parameterized in our model by the K-Profile Pa-
rameterization for Vertical Mixing ("KPP" scheme of Large et al., 1997).
A higher background diffusivity increases the vertical mixing thus reducing the strat-
ification in the thermocline, which is becoming thicker. The model behavior is con-
sistent with Nilsson and Brostrom (2003). The enhancement of vertical diffusivity
leads to a deepening of the thermocline, which amplifies the THC. In fact, when the
vertical diffusivity is higher, the stratification decreases especially in the main ther-
mocline. Therefore, the potential energy necessary to lift a parcel of water decreases,
thus enhancing the small scale vertical mixing. The enhancement of the overturning
happens in spite of a weakening of the meridional temperature gradient.
To conclude, a decreased equator-to-Pole surface density difference can imply stronger
rather than weaker THC (Nilsson and Brostrom, 2003).
However, if there is no restoring, that means, if the atmospheric forcing remains the
same, without a proper parameterization of convection, the ocean is getting warmer
and warmer when we increase the diffusivity. To understand this process, the code of
the convective adjustment scheme was studied and tested. In fact, it is much easier
to understand than the one of the K-Profile Parameterization although less efficient.
At each tracer time-step and for a water column, the scheme calculates the density
of a layer and the layer underneath. If the density on the top layer is higher (instable
case), the tracers (salinity and temperature) are convectively mixed by adding to
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the current tracer value the volume-layer-weighted tracer difference between the two
layers. This assures static stability.
By increasing the vertical diffusivity, more heat diffuses from the surface at low lati-
tude, the ocean is getting warmer while the cooling by the atmosphere of high latitude
surface water remains the same. Therefore, it is likely because of an increase of in-
stability at high latitude and thus of the convection, that we observe an enhanced
overturning circulation.
If the convection is too slow, surface water at high latitude cools and is not convected
into the deep ocean (which is not a realistic solution). Note that the overturning
circulation decreases by this process. Heat is stored at high latitude, which spreads
in the mid ocean (500 to 1000m) to the south by increasing the vertical diffusivity.
This creates a new instability at mid-latitude, and the overturning moves southward.
This experiment, even if not physically realistic, shows that the overturning is highly
dependant indeed of the convective processes at high latitude.
By decreasing the vertical diffusivity (to a value of k, as low as 10-m 2 .s-), the
abyss fills with the densest available water resulting from convection. This is consis-
tent with Vallis (2000). In our set-up however, the THC does not only get weaker
but eventually disappears. In fact, the vertical diffusivity does not allow a sufficient
warming of the cold water formed at high latitude. Therefore, it is likely that the
convective processes become weaker and the mixed layer thiner during the winter in
this region.
To conclude, a higher diffusivity enhances the heating of dense water below the inter-
nal thermocline, thus increasing the convection and the THC. However, it is important
to have a proper parameterization of the convection to observe those results.
Vallis (2000) states that in the presence of wind and thus Ekman pumping, the over-
turning is consistent with two scaling regimes. At small value of k, the meridional
overturning circulation scales as the one-half power of diffusivity and at larger values
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as the two-thirds power. The critical value where the cross-over appears is:
kv W 3/2 f L2 1/ ( A.2.4)
E gaAT
with WE the imposed Ekman pumping velocity, f the Coriolis parameter, L the
horizontal distance across the sloping thermocline, AT the imposed meridional tem-
perature difference across the thermocline, a the thermal expansion coefficient and g
the acceleration of gravity.
For values of a = 2 x 10-4 K- 1, f = 10-4 s--, L = 5000km, g = 10m.s- 2 , AT = 20 K
and WE - 10 6 M.- 1 , the critical value for kv is 2.5 x 10 4 m 2 .S- 1. This means that
for large values of k,, the diffusive scaling dominates and for small values of k,, the
wind effected scaling holds. In our set-up, kv = 5 - 10- 5m 2 .S-1, which implies that
we are in a wind-effected scaling: the meridional overturning circulation scales as the
one-half power of diffusivity. This is consistent with what we obtain for two values
of diffusivity (figure A-10).
A.2.6 Eddy Parameterization
In order to parameterize the transport of tracers by baroclinic eddies, we use the
Gent-McWiliams-Redi Eddy Parameterization ("GMRedi"). The Redi scheme takes
over the diffusion along isosurfaces (isentropic surfaces), and thus does not affect the
density distribution. The GM scheme adiabatically re-arranges tracers through an
advective flux (bolus transport), function of the slope of the isosurfaces. In our set-up,
we use the Griffies Skew-flux parameterization. This means that the bolus flux (eddy-
induced transport) is re-written in terms of a skew-diffusive flux (directed normal to
the tracer gradient which means along the isosurfaces) (Griffies, 1998). This is consis-
tent with Vallis (2006). He states that, in a model, the transport by baroclinic eddies
must be parameterized in terms of properties of the mean flow. Furthermore, any
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flux can be decomposed into a component across isosurfaces (diagradient diffusion)
and a component along isosurfaces (Skew-flux). Both components are effected by dif-
fusion. The first one mixes tracers along isopycnals by using a symmetric diffusivity
tensor (Redi) and the latter is equivalent to an advection by using an antisymmetric
diffusivity tensor that has no effect on the variance of the tracer (Skew-flux).
According to Vallis (2006), an eddy-transport advection rotates the isopycnal sur-
faces until the slope is zero, reducing the available potential energy (which has been
transfered into kinetic energy).
Consequently, the eddy transport, by increasing the meridional mixing of tracers, has
the tendency to inhibit the THC. If the GMRedi coefficients are set as too strong,
the isopycnals become horizontal, thus decreasing the horizontal density gradient and
the overturning circulation.
A.2.7 Boundary condition
The boundary conditions are set as follows: at the sides there is a free-slip bound-
ary condition 4 but at the bottom, the condition is no-slip, which means that there
is dissipation. We noticed that the vertical velocities are quite large on the north
boundary (up to 2m per day), where we add the freshwater. This can have a strong
influence on the results. Therefore, it was necessary to study the impact of the no-slip
boundary condition we choose at the sides.
The difference in vertical velocity between a free-slip and a no-slip boundary condition
on the northern boundary is negligible (less than 3% in the first 1000m). Further-
more, we do not notice a significant difference in the streamfunctions either. The
horizontal transport is a little bit weaker on the western boundary though, especially
in the subpolar gyre (up to 3%). At last, the changes in the tracers distribution is
also slight. The north of the subtropical gyre is slightly warmer from 30'N to 50'N
4 noslipsides=.false in data file
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and outside of this area it is getting colder (less than 1% change in temperature).
This could be a consequence of the small slowing down of the barotropic transport.
A.2.8 Implicit free surface
In our set-up, an implicit free surface is used. In contrary to the rigid-lid surface, it
includes the effects of long-wavelength surface gravity waves, which are travelling in
the ocean and carrying information about perturbation that happened at the other
hand of the basin. Thus, they could be particularly important in the context of our
study.
However, the model does not take into account the variation of volume due to the
surface fluctuation. It diagnoses some salt and heat fluxes between the atmosphere
and the ocean.
Therefore, if this loss is not added back to the ocean, the salinity and temperature
means keep decreasing with time, making harder a comparison between the steady
state and the first years after a small freshwater perturbation, because the drift -
which occurs anyway because it is not possible to reach a complete steady state -
would be too important regarding to the perturbation.
To overcome this, we set linFSConserveTr=.true in the data file. This flag allows the
model to add back the loss due to the free surface to the ocean.
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Figure A-8: Tracer profiles (depth vs longitude) at different latitude. On the left, temperature ('C). On the right,
salinity.
129
latitude: 72 N
Figure A-9: Vertical velocity at 1400m (m/s)
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Figure A-10: Maximum meridional overturning circulation in center of domain (on the left) and internal thermocline
thickness (on the right) for two values of k, tested with our model. The dashed line is proportional to k1 (Vallis,
2000).
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