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CONFORMAL INVARIANTS MEASURING THE BEST
CONSTANTS FOR GAGLIARDO-NIRENBERG-SOBOLEV
INEQUALITIES
JEFFREY S. CASE
Abstract. We introduce a family of conformal invariants associated to a
smooth metric measure space which generalize the relationship between the
Yamabe constant and the best constant for the Sobolev inequality to the best
constants for Gagliardo-Nirenberg-Sobolev inequalities ‖w‖q ≤ C‖∇w‖θ2‖w‖
1−θ
p .
These invariants are constructed via a minimization procedure for the weighted
scalar curvature functional in the conformal class of a smooth metric measure
space. We then describe critical points which are also critical points for vari-
ations in the metric or the measure. When the measure is assumed to take a
special form — for example, as the volume element of an Einstein metric —
we use this description to show that minimizers of our invariants are only crit-
ical for certain values of p and q. In particular, on Euclidean space our result
states that either p = 2(q−1) or q = 2(p−1), giving a new characterization of
the GNS inequalities whose sharp constants were computed by Del Pino and
Dolbeault.
1. Introduction
Understanding the best constants in analytic inequalities plays an important role
in geometric analysis and the many fields it interacts with. Perhaps the most famous
example comes via the Sobolev inequality and its importance in the resolution of
the Yamabe problem. The classical Sobolev inequality on the Euclidean space Rn
states that there is a constant CS such that
(1.1) ‖w‖22n
n−2
≤ CS‖∇w‖
2
2
for all w in the Sobolev space L21(R
n). On the other hand, given a compact Rie-
mannian manifold (Mn, g) with n ≥ 3, the Yamabe problem asks when one can find
a metric of constant scalar curvature in the conformal class [g], and is equivalent
to finding a smooth function which realizes the Yamabe constant
(1.2) σ1(g) =
{∫
(|∇w|2 + n−24(n−1)Rw
2) dvol
(
∫
w
2n
n−2 dvol)
n−2
n
: 0 6= w ∈ L21(M)
}
,
whereR denotes the scalar curvature of g. By the definition of the Yamabe constant,
it is unsurprising that the Sobolev inequality should play an important role in
the analysis of the Yamabe problem. What is surprising is the importance of
knowing the sharp constant CS in (1.1): The standard resolution of the Yamabe
problem [2, 35, 40, 42] requires showing that for a compact manifold not conformally
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equivalent to the standard sphere, the Yamabe constant is strictly less than C−1S ,
the Yamabe constant of the standard sphere.
That the sharp constant CS in the Sobolev inequality is the reciprocal of the
Yamabe constant (1.2) on the sphere is intuitively clear due to its conformal invari-
ance and geometric interpretation; one expects the sharp constant to be realized
by the function
(1.3) w(x) =
(
1 + |x|2
)−n−22 ,
which is the conformal factor relating the Euclidean metric g0 to a constant cur-
vature metric g = w
4
n−2 g0 on the n-sphere. That this is indeed the case was first
proven by Aubin [3] and Talenti [39], and since then many different proofs, focusing
on different interpretations of the Sobolev constant, have appeared. Particularly
noteworthy from the perspective of this article is the recent rearrangement-free
proof given by Frank and Lieb [23], which relies only on the conformal invari-
ance and as such, leads to a proof of the equivalent inequality in the Heisenberg
group [24].
The connection between sharp Sobolev inequalities and problems in conformal
geometry also appears in the consideration of higher order conformally covariant
operators. More precisely, there is a close connection between Sobolev inequalities
of the form ‖w‖2 2n
n−2k
≤ C‖∇kw‖22 and the study of conformally covariant operators
with leading order term (−∆)k. Again, specific powers of the functions (1.3) can be
shown to be extremal functions for these Sobolev inequalities, which is easily seen
from the geometric perspective. For details and references, we refer to the recent
survey by Chang [17].
One goal of this article is to pursue the connection between conformal geometry
and another family of Sobolev-type inequalities, namely the Gagliardo-Nirenberg-
Sobolev (GNS) inequalities
(1.4) ‖w‖q ≤ C‖∇w‖
θ
2 ‖w‖
1−θ
p
for 1 ≤ p ≤ q ≤ 2nn−2 , where θ is determined by scaling; i.e. (1.4) is invariant under
dilations of Rn. This inequality includes as special cases the Sobolev inequality
when q = 2nn−2 and Gross’ logarithmic Sobolev inequality [26] in the limiting case
p, q → 2 (cf. [22]).
While the sharp constants for the GNS inequalities (1.4) are not known in gen-
eral, they have been computed for two special families of exponents by Del Pino
and Dolbeault [22]. Explicitly, they computed the best constants for the family
(1.5) ‖w‖2t ≤ C‖∇w‖
θ
2‖w‖
1−θ
t+1
with t ∈ (1, nn−2 ], and also for the family
(1.6) ‖w‖t+1 ≤ C‖∇w‖
θ
2‖w‖
1−θ
2t
with t ∈ [ 12 , 1); indeed, this also includes in the limiting case t→ 1 the best constant
in the logarithmic Sobolev inequality. The extremal functions are
(1.7) w(x) = (1 + |x|2)−
1
t−1
for the inequalities (1.5) and
(1.8) w(x) = (1− |x|2)
− 1
t−1
+
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for the inequalities (1.6). These functions admit natural interpretations in terms of
the conformal equivalence of Euclidean space with the sphere and with hyperbolic
space, respectively. In particular, one is naturally led to wonder if there are Yamabe-
type constants on a conformal manifold which are equivalent on Euclidean space
to the best constants in the GNS inequalities (1.4), and if these constants can be
used to “explain” the special nature of the families (1.5) and (1.6). We note that a
different explanation has recently been given by Agueh [1] using ideas from optimal
transportation, based upon the transport-based derivation of the best constants in
these inequalities by Cordero-Erausquin, Nazaret and Villani [21].
Due to the three different norms appearing in a general GNS inequality, an
important task in formulating the desired Yamabe-type constants is to find a suit-
able interpretation of these norms. One way to approach this problem is by using
smooth metric measure spaces (cf. [11, 21]). In this way, we will arrive at confor-
mal invariants associated to smooth metric measure spaces which are the desired
Yamabe-type constants. At present, there does not seem to be a consensus on what
it means to study a smooth metric measure space as an object in conformal geom-
etry (cf. [12, 18]). For this reason, the second goal of this article is to articulate a
geometrically natural formulation of conformal transformations of smooth metric
measure spaces, with our conformal invariants as a model for the utility of this
perspective.
As a geometric object, a smooth metric measure space is a Riemannian manifold
(Mn, g) together with a smooth measure e−φ dvolg — that is, φ ∈ C
∞(M) and dvolg
is the Riemannian volume element — and a dimensional parameterm ∈ [0,∞]. The
role of the dimensional parameterm is to specify that e−φ dvolg should be regarded
as an (m + n)-dimensional measure. As will be made precise in Section 2.1, this
allows one to introduce a curvature tensor Ricmφ which, via the inequality Ric
m
φ ≥
Kg, characterizes the curvature-dimension bound CD(K,m + n) [5]. Viewed this
way, there are two known Yamabe-type constants already defined on smooth metric
measure spaces, namely Perelman’s ν-entropy [32] and the author’s m-energy [13].
Perelman’s ν-entropy can be regarded as a geometric invariant associated to
smooth metric measure spaces with m = ∞. From an analytic viewpoint, the ν-
entropy is closely related to the logarithmic Sobolev inequality. A key observation
of Perelman is that the ν-entropy is monotone along the Ricci flow, and plays an
important role in the study of Type I singularities. From a geometric viewpoint,
this allows one to establish the crucial noncollapsing property of such singularities,
in many ways exemplifying the close connections between Sobolev inequalities, log-
arithmic Sobolev inequalities, and isoperimetric inequalities.
The author’s m-energy can be regarded as the analogous geometric invariant for
arbitrary m. In the simplest case where φ = 0 and m < ∞, the m-energy is the
constant
(1.9) σ1,2 = inf


(∫
(|∇w|2 + m+n−24(m+n−1)Rw
2) dvol
) (∫
w2
)m/n
(∫
w
2(m+n)
m+n−2
)(m+n−2)/n

 ,
where the infimum is taken over all 0 6= w ∈ L21(M) and R is the scalar curvature
of g. These constants are closely related to a different family of GNS inequalities
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than those studied by Del Pino and Dolbeault [22], namely
(1.10) ‖w‖ 2(m+n)
m+n−2
≤ C‖∇w‖θ2‖w‖
1−θ
2 .
Additionally, the constants σ1,2 are closely related to the Sobolev inequalities one
can deduce for smooth metric measure spaces satisfying Ricmφ ≥ g; see [13] for
details. Moreover, they clearly generalize the Yamabe constant (1.2), and can
be easily shown to yield Perelman’s ν-entropy by differentiating at the endpoint
m = ∞ (cf. [13, 22]). Like the ν-entropy, the constants σ1,2 were introduced as
natural geometric invariants which control local noncollapsing, as needed to address
the convergence question considered in [13].
One interesting fact, which is closely related to the difficulty of computing the
best constants for general GNS inequalities (1.4), is that the constant σ1,2 is better
behaved on hyperbolic space than Euclidean space. In the language of [13], this
is because hyperbolic space is the only spaceform admitting a nontrivial quasi-
Einstein metric. A slightly different perspective on this will be given in Section 5,
where the behavior of GNS inequalities on spaceforms is classified by the sign of the
curvature. A more detailed description of the special nature of the constants σ1,2
on hyperbolic space, as well as their interpretation in Euclidean space, is contained
in forthcoming work of Chang, Yang and the author [15].
In this article, we introduce a family of conformal invariants generalizing the
constants σ1,2 in such a way that they include all of the GNS inequalities (1.4) when
evaluated on the standard Euclidean space. Like σ1,2, our constants are defined as
infima of certain natural quotients involving a weighted analogue of the total scalar
curvature functional. We will call these quotients conformal GNS functionals, and
as will be made precise in Section 2.1 and Section 4, they only depend on the
conformal class of a smooth metric measure space. By studying the variational
properties of the conformal GNS functionals, we will then be able to classify those
constants for which minimizers are critical points for variations of the metric or the
measure, when the measure itself takes a special form; for details, see Section 5. In
particular, restricted to Rn with its standard flat metric and Lebesgue measure, our
results give the following characterization of the family of GNS inequalities (1.5)
studied by Del Pino and Dolbeault [22].
Theorem 1.1. The only GNS inequalities (1.4) for which extremal functions are
also critical points of the conformal GNS functional (4.1) for variations in the
metric or the measure are the families (1.5) and (1.6).
After introducing the aforementioned conformal invariants, the proof of Theo-
rem 1.1 hinges upon two observations. The most important observation is that
minimizers which are critical for variations of the metric give, via a pointwise con-
formal transformation, smooth metric measure spaces for which the Bakry-E´mery
Ricci tensor is a (not necessarily constant) multiple of the metric. This is a weak-
ening of the usual condition that a smooth metric measure space be quasi-Einstein
(cf. [14, 16]), but nevertheless imposes strong restrictions on the underlying smooth
metric measure space.
The second observation is that, because of the variational structure of our con-
stants, there are divergence-type formulæ which hold for minimizers of the constants
which are critical for variations in the metric or the measure. In order to give what
we feel is a conceptually and notationally simple proof and application of these
formulæ, we will introduce and use some basic aspects of the tractor calculus from
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conformal geometry [4] to this problem. For our purposes, the tractor calculus pro-
vides a convenient vector bundle in which to perform our computations; for details,
see Section 2.2. In particular, we will derive in Section 3 a divergence-type equa-
tion which gives a local formulation of Obata’s argument classifying constant scalar
curvature metrics on compact conformally Einstein manifolds, which we expect to
be of independent interest.
Another interesting aspect of the family of GNS inequalities (1.5) is that they
are stable, in the sense that if a function ξ almost satisfies equality in (1.5), then ξ
is close to a function of the form (1.7). For example, Bianchi and Egnell [9] showed
that there is a dimensional constant α such that
(1.11) α inf‖∇(ξ − w)‖2 ≤ CS‖∇ξ‖2 − ‖ξ‖ 2n
n−2
for all ξ ∈ L21(R
n), where the infimum is taken over all functions w which real-
ize equality in the Sobolev inequality (1.1). Using a nice tensorization argument,
Bakry has shown that this stability result can be extended to the family of GNS
inequalities (1.5) (see [6, 11]). Given that the proof of (1.11) depends in an impor-
tant way on computing the second variation of the Yamabe functional on Rn, it
is natural to wonder if Theorem 1.1 states anything about the stability of general
GNS inequalities. We do not treat this question here, but rather leave it as an
interesting open question.
This article is organized as follows.
In Section 2, we give the relevant background for our geometric perspective on
the GNS inequalities. First, in Section 2.1, we explain the principles underlying the
study of smooth metric measure spaces as objects in conformal geometry. Second,
in Section 2.2, we describe the basic aspects of the tractor calculus as we will use
them here.
In Section 3, we state and prove the aforementioned divergence-type formula
localizing Obata’s argument, and give a brief discussion on some possible interpre-
tations and generalizations of the result.
In Section 4, we introduce the general Yamabe-type constants on smooth metric
measure spaces which, when taken together, characterize the best constants in the
GNS inequalities (1.4). For simplicity, we will initially restrict our attention to GNS
inequalities (1.4) for which q ≥ 2. From their definition, they will easily be seen to
share the same basic properties of the Yamabe constant, namely their conformal
invariance and their relation to the analogue of the conformal Laplacian on smooth
metric measure spaces.
In Section 5, we prove stronger versions of Theorem 1.1 for general smooth
metric measure spaces. First, Theorem 5.4 concerns itself with minimizers of the
conformal GNS functionals which are also critical points for variations in the metric.
Second, Theorem 5.7 concerns itself with minimizers which are also critical points
for variations in the measure. Specializing to the case of Euclidean space with its
standard measure then recovers Theorem 1.1.
In Section 6, we describe the modifications one must make so that our results
also include the case q < 2, and in particular the characterization of the extremal
functions (1.8).
Acknowledgments. I would like to thank Alice Chang and Paul Yang for our
many illuminating conversations on the interplay between conformal geometry and
functional inequalities.
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2. Background
2.1. Smooth Metric Measure Spaces and Conformal Geometry. In order
to make precise the relationship between conformal geometry and the family of
GNS inequalities (1.5), we will need to make use of the notion of a smooth metric
measure space and discuss in particular conformal transformations of such objects.
To the best of the author’s knowledge, there is not a clear consensus as to what
the latter idea should mean. In light of this, we hope that the results of this article
can help to clarify this situation (cf. [12, 14, 18]).
Definition 2.1. A smooth metric measure space is a four-tuple (Mn, g, e−φ dvol,m),
where (Mn, g) is an oriented Riemannian manifold, dvol is the corresponding Rie-
mannian volume element, φ ∈ C∞(M), and m ∈ [0,∞] is a dimensional parameter.
In the special case m = 0, we require φ to be a constant.
The role of the dimensional parameter m is to specify that the measure e−φ dvol
should be regarded as a (m + n)-dimensional measure. This is precisely the sense
in which smooth metric measure spaces appear as motivation in the work of Bakry
and E´mery [5], and has led both to a successful generalization of many aspects
of comparison geometry to smooth metric measure spaces (e.g. [7, 34, 41]) and to
a successful synthetic notion of Ricci curvature lower bounds on metric measure
spaces [28, 37, 38].
For the purposes of this article, it is enough to know what are the appropriate
weighted analogues of the Laplacian, the Ricci curvature, and the scalar curvature
on a smooth metric measure space.
Definition 2.2. Let (Mn, g, e−φ dvol,m) be a smooth metric measure space. The
weighted Laplacian ∆φ, the Bakry-E´mery Ricci curvature Ric
m
φ , and the weighted
scalar curvature Rmφ are given by
∆φw = ∆w − 〈∇φ,∇w〉
Ricmφ = Ric+∇
2φ−
1
m
dφ⊗ dφ
Rmφ = R+ 2∆φ−
m+ 1
m
|∇φ|2
for all w ∈ C2(M), where our sign convention is ∆ = tr∇2.
The weighted Laplacian is formally self-adjoint with respect to the given measure,
and serves as the natural modification of the usual (rough) Laplacian. The Bakry-
E´mery Ricci curvature appears when one tries to generalize the Bochner inequality
to the weighted setting, and is what gives rise to the characterization of e−φ dvol
as an (m + n)-dimensional measure (cf. [5, 34, 41]). In this general context, the
weighted scalar curvature seems to be relatively new, and seems to have first been
introduced in [12]. It is introduced so that the quasi-Einstein condition Ricmφ = λg
for a constant λ is precisely the Euler-Lagrange equation for the weighted total
scalar curvature functional, in analogy with Perelman’s introduction of R∞φ in his
celebrated work on the Ricci flow [32].
In order to carry out a meaningful discussion of the conformal geometry of a
smooth metric measure space, we must define what it means for two smooth metric
measure spaces to be conformally equivalent.
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Definition 2.3. Two smooth metric measure spaces (Mn, g, e−φ dvolg,m) and
(Mn, h, e−ψ dvolh,m) are pointwise conformally equivalent if there is a function
f ∈ C∞(M) such that
(2.1)
(
Mn, h, e−ψ dvolh,m
)
=
(
Mn, e−
2
m+n−2 fg, e−
m+n
m+n−2fe−φ dvolg,m
)
.
In particular, note that the formula for the conformal change of the measure is
as the formula for the conformal change of the Riemannian volume element of an
(m+ n)-dimensional manifold, as desired by our interpretation of the dimensional
parameter m. Note also that the above definition makes sense in the case m =∞,
though now a “conformal transformation” is simply a change of measure.
For our purposes, we will be most interested in studying smooth metric measure
spaces with m < ∞. In this case, a more intuitive perspective on the rule (2.1) is
available: If one denotes the measure instead by vm dvolg, one has the conformal
equivalence
(2.2) (Mn, g, vm dvolg,m) ∼
(
Mn, e2sg, (esv)m dvole2sg,m
)
.
In other words, v can be naturally regarded as a conformal density (see Section 2.2),
and we can simply denote a smooth metric measure space by the triple
(2.3) (Mn, g, vm dvol)
for 0 < v ∈ C∞(M), with the dimensional parameter encoded in our notation for
the measure.
As we discuss pointwise conformal transformations for smooth metric measure
spaces, it will be convenient to introduce some additional notation to succinctly
express the effect of a conformal transformation on certain geometric quantities
associated to a smooth metric measure space. In particular, we adapt our notation
so that the computations of [12, 14] can be used here with minimal reinterpretation.
Definition 2.4. Let (Mn, g, vm dvol) be a smooth metric measure space and let
u = e
f
m+n−2 be a smooth function onM . Then the weighted measure dω, the Bakry-
E´mery Ricci curvature Ricmf,φ, and the weighted scalar curvature e
2f
m+n−2Rmf,φ of the
conformally equivalent smooth metric measure space (2.1) are given by
dω = u−m−nvm dvol
Ricmf,φ = R+∇
2(f + φ) +
1
m+ n− 2
df ⊗ df −
1
m
dφ⊗ dφ+
1
m+ n− 2
∆f+φf g
Rmf,φ = trg Ric
m
f,φ+m∆f+φ
(
f
m+ n− 2
+
φ
m
)
.
Additionally, for convenience we introduce the notation
dρ = u2−m−nvm dvol, β =
f
m+ n− 2
+
φ
m
.
In particular, this allows us to write the total weighted scalar curvature of the
smooth metric measure space (2.1) as∫
M
Rmf,φdρ.
Recall that on a Riemannian manifold, there is an operator L, called the con-
formal Laplacian, which is uniquely defined by requiring that it is conformally co-
variant, is equal to −∆ plus a zeroth order term, and L(1) evaluates to a constant
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multiple of the scalar curvature [17]. Due to these properties, this operator plays
an important role in the problem of prescribing scalar curvature within a conformal
class; i.e. the Yamabe problem. Unsurprisingly, there is a weighted analogue of the
conformal Laplacian which enjoys the same properties.
Definition 2.5. Let (Mn, g, vm dvol) be a smooth metric measure space. The
weighted conformal Laplacian Lmφ is the operator
Lmφ = −∆φ +
m+ n− 2
4(m+ n− 1)
Rmφ .
It is straightforward to check (cf. [14]) that this operator is conformally covariant,
in the sense that
(2.4) Lmφ
[
e2sg, e(m+n)svm dvol
]
= e−
m+n+2
2 s ◦ Lmφ [g, v
m dvol] ◦ e
m+n−2
2 s,
and thus Lmφ has the same qualitative properties as the usual conformal Laplacian.
Indeed, one can use the above formula to immediately deduce that, in the setting
of Definition 2.4 and with ξ = u−
m+n−2
2 ,
Rmf,φ =
4(m+ n− 1)
m+ n− 2
ξ−
m+n+2
m+n−2Lmφ ξ.
Remark 2.6. Rewriting (2.4) with s = − fm+n−2 , one realizes that Perelman’s op-
erator L∞φ = −∆φ +
1
4R
∞
φ is conformally covariant,
L∞φ
[
g, e−f−φ dvol
]
= e
f
2 ◦ L∞φ
[
g, e−φ dvol
]
◦ e−
f
2 ,
providing arguably the most natural perspective on how Perelman’s operator fits
into the framework of smooth metric measure spaces and conformal geometry (cf.
[12, 13, 18, 19]).
2.2. Basic Aspects of the Tractor Calculus. For the remainder of this article,
we will only be interested in studying smooth metric measure spaces with m <∞.
In this case, the equivalence relation (2.2) allows one to regard smooth metric
measure spaces as objects in conformal geometry. In particular, by regarding the
best constants in the GNS inequalities (1.5) as conformal invariants, we can hope
to use tools from conformal geometry to better understand them. For the purposes
of this article, the tool we are most interested in is the tractor calculus. In order to
keep our exposition simple, we shall only introduce the tractor calculus as a useful
set of vector bundles on a Riemannian manifold, and instead refer the reader to the
references [4, 8, 10] for more formal treatments.
To begin, let (Mn, c) be a conformal manifold; that is, c = [g] for some Rie-
mannian metric g, where h ∈ [g] if and only if there is a smooth function s such
that h = e2sg. The conformal density bundle of weight w is the trivial line bundle
whose sections σ ∈ E [w] are functions σ : c×M → R satisfying
σ
(
e2sg, x
)
= ews(x)σ (g, x) .
These spaces give a convenient way to describe functions which change with confor-
mal transformations as powers of the conformal factor, and also provide a convenient
way to express conformally covariant operators. For example, the property (2.4)
can be expressed as
(2.5) Lmφ : E
[
−
m+ n− 2
2
]
→ E
[
−
m+ n+ 2
2
]
.
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In one sense, the fundamental object of the tractor calculus is the standard
tractor bundle, which is a vector bundle together with a metric and a connection
which are canonically associated to a conformal manifold. For our purposes, we
can and will ignore how it is associated to a conformal class.
Definition 2.7. Let (Mn, g) be a Riemannian manifold. The standard tractor
bundle T is the rank n+2 vector bundle R⊕TM⊕R. Given a section I ∈ T = Γ(T ),
we will denote
(2.6) I = (ρ , ω , σ) ,
so that ρ, σ ∈ C∞(M) and ω ∈ X(M) is a vector field.
The tractor metric h is the Lorentzian metric obtained by polarizing
(2.7) h(I, I) = 2σρ+ g(ω, ω),
where I is as in (2.6).
The canonical tractor connection ∇ is the connection defined by
(2.8) ∇xI = (∇xρ− P (ω) , ∇xω + σP (x) + ρx , ∇xσ − g(ω, x))
for all x ∈ X(M), where again I is as in (2.6), ∇ on the right hand side is the
Levi-Civita connection, and P is the Schouten tensor,
P =
1
n− 2
(
Ric−
R
2(n− 1)
g
)
.
The splitting operator L : E [1]→ T is the operator
(2.9) Lσ =
(
−
1
n
(∆σ + Jσ) , ∇σ , σ
)
,
where J = trP = R2(n−1) is the trace of the Schouten tensor.
Note in particular that h is a metric connection, ∇h = 0. From a geometric
perspective, there are some important implications one can derive from the tractor
Lu corresponding to a density u ∈ E [1].
Proposition 2.8 (cf. [25]). Let (Mn, g) be a Riemannian manifold with standard
tractor bundle T , and let u ∈ E [1] be positive. Then
(1) The scalar curvature R(u−2g) of the metric u−2g is given by
R(u−2g) = −n(n− 1)|Lu|2,
where we have denoted by | · | the norm corresponding to the tractor metric
h, |I|2 = h(I, I). In particular, R(u−2g) has constant scalar curvature if
and only if |Lu|2 is constant.
(2) The metric u−2g is Einstein if and only if ∇Lu = 0.
Remark 2.9. These results are actually local. In particular, if one removes the
requirement that u be positive, the results still hold for the metric u−2g wherever
it is defined; i.e. away from the zeroes of u. Thus one can talk about “almost
Einstein metrics” as densities u ∈ E [1] such that ∇Lu = 0, as in [25]. This per-
spective appears in understanding the minimizers (1.8) of the family (1.6) of GNS
inequalities.
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The second claim of Proposition 2.8 is the one we are most interested in, and in
many ways exemplifies the importance of the tractor calculus to conformal geom-
etry. First, the T ∗M ⊗ TM component of ∇Lu according to the definition (2.8)
is
(2.10)
(
uP +∇2u
)
0
=
1
n− 2
(
Ric(u−2g)
)
0
,
where S0 denotes the traceless part of a symmetric (0, 2)-tensor and Ric(u
−2g) is
the Ricci curvature of the metric u−2g. This makes it obvious that if ∇Lu = 0,
then u−2g is Einstein. The converse of this statement is typically interpreted as the
statement that the standard tractor connection prolongs the overdetermined PDE
corresponding to finding u such that (2.10) vanishes. Denoting by X the useful
tractor (1, 0, 0) ∈ T ⊗ E [1], this is equivalent to the following useful lemma.
Lemma 2.10. Let (Mn, g) be a Riemannian manifold and let I ∈ T be such that
∇I = α⊗X for some one-form α. Then α = 0.
Another useful benefit of Proposition 2.8 is that it implies that the space of
(almost) Einstein metrics in a conformal class is a finite dimensional vector space.
Indeed, in Euclidean space, one can give a basis for the standard tractor bundle
in terms of orthonormal parallel tractors. Explicitly, letting x1, . . . , xn denote the
standard Cartesian coordinates on Rn and letting r2 = |x|2 denote the square-
distance from the origin, the set
(2.11)
{
L
(1 + r2
2
)
, L(x1), . . . , L(xn), L
(1− r2
2
)}
of tractors forms a parallel orthonormal basis, with the first tractor having length
−1 and the rest having length 1. Using Proposition 2.8, this allows one to easily
realize Sn andHn as conformally equivalent to Rn, and will allow us to easily deduce
the form of the minimizers of the GNS inequalities (1.5) and (1.6) discovered by
Del Pino and Dolbeault; see Remark 5.3.
Finally, to translate between the tensorial expressions for the Bakry-E´mery Ricci
tensor and the weighted scalar curvature of a smooth metric measure space and the
tractorial expressions which we will use in our proofs, the following computation
from [14] will be useful.
Proposition 2.11. Let (Mn, g, vm dvol) be a smooth metric measure space and let
u = e
f
m+n−2 determine a pointwise conformal change as in (2.1). Then it holds that(
Ricmf,φ
)
0
= (m+ n− 2)v∇(Lu)−mu∇(Lv)
−
1
n
((m+ n− 2)〈∇(Lu), Lv〉 −m〈∇(Lv), Lu〉)X
Rmf,φ −m∆ρβ = −(m+ n− 1)nu
−2|Lu|2 +mn(uv)−1〈Lu,Lv〉
Rmf,φ − (m+ n)∆ρβ = −(m+ n− 2)n(uv)
−1〈Lu,Lv〉+ (m− 1)nv−2|Lv|2.
3. A Useful Tractor Lemma
A key idea of the proof of Theorem 1.1 is to use the corresponding Euler-Lagrange
equations to show that a minimizer must be of the form (1.7), from which it fol-
lows that the GNS inequality in question is of the form (1.5). It turns out that
this observation can be generalized to arbitrary smooth metric measure spaces for
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which the measure has been specially chosen, as we will show in Theorem 5.7.
A straightforward proof of this fact can be made by making use of the following
lemma.
Lemma 3.1. Let (Mn, g) be a Riemannian manifold such that there exists a parallel
tractor Lv ∈ T . Then given any tractor Lu ∈ T , at each point p ∈ M for which
u(p), v(p) 6= 0, it holds that
(3.1) un−2δ
(
u2−n∇〈Lu,Lv〉
)
−
vn−1
2u
δ
(
v2−n∇|Lu|2
)
= −
v
u
|∇Lu|2,
where δY = tr(Z 7→ ∇ZY ) is the divergence of a vector field Y .
Proof. To begin, denote x = − 1n (∆u+Ju), so that Lu = (x,∇u, u). By definition,
it holds that
(3.2)
1
2
∇|Lu|2 = (uP +∇2u+xg)(∇u)+u(∇x−P (∇u)) = ∇∇u∇u+x∇u+u∇x.
First, using that Lv is parallel, we compute that
∇〈Lu,Lv〉 = 〈∇Lu,Lv〉 = (uP +∇2 + xg)(∇v) + v(∇x− P (∇u))
= (uP +∇2 + xg)(∇v −
v
u
∇u) +
v
2u
∇|Lu|2,
(3.3)
where the last equality follows from (3.2).
Next, it is straightforward to check that
δ(uP +∇2u+ xg) = −(n− 1)(∇x− P (∇u)).
Taking the divergence of (3.3), it then follows that
∆〈Lu,Lv〉 = 〈uP +∇2u+ xg,∇2v −
v
u
∇2u〉+
v
2u
∆|Lu|2 +
1
2u
〈∇|Lu|2,∇v −
v
u
∇u〉
− 〈∇v −
v
u
∇u, (uP +∇2u+ xg)(u−1∇u) + (n− 1)(∇x− P (∇u))〉
= −
v
u
|uP +∇2u+ xg|2 +
n− 2
u
〈∇v −
v
u
∇u, (uP +∇2u+ xg)(∇u)〉
+
v
2u
∆|Lu|2 −
n− 2
2u
〈∇v −
v
u
∇u,∇|Lu|2〉
where the second equality uses (3.2) and the fact that Lv is parallel via the general
identity(
v(uP +∇2u+ xg)− u(vP +∇2v −
1
n
(∆v + Jv)g
)
0
=
(
v∇2u− u∇2v
)
0
.
Using (3.2) to eliminate the second summand in the second equality and rewriting
the equation to make clear the divergence structure yields (3.1). 
It is instructive to reformulate Lemma 3.1 in tensorial language.
Corollary 3.2. Let (Mn, g) be an Einstein manifold satisfying Ric = (n − 1)λg,
let u ∈ C∞(M) be a positive function, and let Rˆ denote the scalar curvature of the
metric gˆ = u−2g. Then, in terms of the metric g, it holds that
1
(n− 2)2
|Ric(gˆ)0|
2
=
1
n
un−1δ
(
u2−n(∆u+ nλu)
)
−
n(n− 1)
2
∆Rˆ.
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Proof. By Proposition 2.8, the assumption that (Mn, g) is Einstein implies that
L(1) is parallel. Applying Lemma 3.1 together with the formulæ in Definition 2.7
then yields the result. 
For our purposes, the most important observation about Lemma 3.1 is that
|∇Lu|2 is nonnegative and vanishes if and only if u−2g is an Einstein metric. Thus, if
one is in a situation where the left hand side of (3.1) can be written as the divergence
of an integrable vector field, one immediately concludes that Lu is parallel.
As is made clear by Corollary 3.2, Lemma 3.1 is a slight generalization of the local
identity used by Obata to classify on compact manifolds constant scalar curvature
metrics which are conformally Einstein [31]. A potentially interesting observation,
which we will not prove here, is that Lemma 3.1 is easily generalized to the weighted
tractor bundles introduced by the author [14]. Moreover, the equivalent tensor
formulations makes sense in the limit m → ∞, where it is the elliptic version of
Perelman’s local monotonicity formula for his W-functional [32].
Given that Lemma 3.1 generalizes to weighted tractor bundles, one might also
hope that Lemma 3.1 generalizes to other parabolic geometries, or at least other
|1|-graded parabolic geometries (see [10] for examples). Evidence that this should
be the case is found in the generalization by Jerison and Lee [27] of Obata’s theorem
to the setting of CR geometry. In particular, this might lead to a new derivation
of the identity used by Jerison and Lee to make this generalization.
4. The Conformal Gagliardo-Nirenberg-Sobolev Functional
Let us now define the conformal invariants which give the sharp constants in
GNS inequalities (1.4) when restricted to the standard Euclidean space.
Definition 4.1. Let (Mn, g, vm dvol) be a smooth metric measure space and fix k ∈
(0, m+n+22 ]. The conformal Gagliardo-Nirenberg-Sobolev functional Qk[g, v
m dvol]
is given by
(4.1) Qk[g, v
m dvol](w) =
F(w)
(∫
M
w
2(m+n−k)
m+n−2 vm−k
)p
(∫
w
2(m+n)
m+n−2 vm dvol
)q ,
where F is the energy functional corresponding to the weighted conformal Lapla-
cian,
F(w) =
∫
M
wLmφ w v
m dvol,
p = 2mnk , and q =
2m+k(n−2)
nk .
Note that, if w = e−f/2, then
(4.2) F(w) =
m+ n− 2
4(m+ n− 1)
∫
M
Rmf,φdρ.
By the conformal covariance of the weighted conformal Laplacian (2.4), it is clear
that the conformal GNS functional is conformally invariant, in the sense that
Qk
[
e2sg, e(m+n)svm dvolg
] (
e−
m+n−2
2 sw
)
= Qk [g, v
m dvolg] (w) .
This is most easily checked by regarding w as a conformal density, w ∈ E
[
−m+n−22
]
,
and noting that each integrand (including the measure) has total conformal weight
zero.
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Like the relationship between the Yamabe functional and the sharp Sobolev
constant (corresponding above to m = 0), the relationship between the conformal
GNS functionals and the sharp constant in the GNS inequalities (1.4) are made by
finding the infimum of the conformal GNS functional over all nonvanishing functions
w ∈ L21(M).
Definition 4.2. Let (Mn, g, vm dvol) be a smooth metric measure space and fix
k ∈ (0, m+n+22 ]. The GNS constant σ1,k = σ1,k(g, v
m dvol) is
σ1,k = inf
06=w∈L21(M)
Qk(w).
Note that, if one takes M to be noncompact and v or Rmφ to be unbounded,
one must be careful about what is meant by “w ∈ L21(M).” For the purposes of
this article, we will only consider the cases where v and Rmφ are bounded, so that
this becomes a nonissue. In particular, on the standard Euclidean space, the above
definition is an equivalent formulation of the best constant in a GNS inequality.
Lemma 4.3. Let (Rn, g, 1m dvol) be the standard Euclidean space for some m ∈
[0,∞) and k ∈ (0, m+n+22 ]. Then, with σ1,k the GNS constant of (R
n, g, 1m dvol),
it holds that
‖w‖q ≤ σ
−
(m+n−2)nk
(m+n)(2m+k(n−2))
1,k ‖∇w‖
θ
2 ‖w‖
1−θ
p
holds with q = 2(m+n)m+n−2 and p =
2(m+n−k)
m+n−2 and θ determined by scaling. In particu-
lar, the special family (1.5) of GNS inequalities studied by Del Pino and Dolbeault
corresponds to the case k = 1.
Proof. This follows immediately from the definition of the conformal GNS func-
tional and the GNS constant σ1,k. 
In order to prove Theorem 1.1, as well as its more general forms stated in Sec-
tion 5, the following variational formulæ for the conformal GNS functionals will be
useful.
Proposition 4.4. Let (Mn, g, vm dvol) be a smooth metric measure space and fix
k ∈ (0, m+n+22 ]. Suppose that w = e
−f/2 is a critical point of the functional w 7→
Qk[g, v
m dvol](w). Then w satisfies
(4.3) Rmf,φ + 2(m+ n− k)µu
k−2v−k = (m+ n)λu−2,
where
(4.4) µ =
m
∫
Rmf,φdρ
(m+ n− 2)nk
∫
(u/v)kdω
, λ =
(2m+ k(n− 2))
∫
Rmf,φdρ
(m+ n− 2)nkω(M)
.
If it also holds that (w, v) is a critical point of the functional (w, v) 7→ Qk[g, v
m dvol](w),
then it holds that
(4.5) Rmf,φ −m∆ρβ + n(2− k)µu
k−2v−k = nλu−2.
If instead (g, w) is a critical point of the functional (g, w) 7→ Qk[g, v
m dvol](w),
then it holds that
(4.6) Ricmf,φ+(2− k)µu
k−2v−kg = λu−2g.
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Proof. For convenience, denote F =
∫
Rmf,φ, dρ,
ω0 =
∫
M
w
2(m+n)
m+n−2 vm dvol, ωk =
∫
M
w
2(m+n−k)
m+n−2 vm−k dvol,
and consider a compactly-supported variation (δg, δf, δφ) of (g, f, φ). Using (4.2),
we may thus write
δQk =
(m+ n− 2)ωpk
4(m+ n− 1)ωq0
(
δF +
pF
ωk
δωk −
qF
ω0
δω0
)
.
On the one hand, it is straightforward to check that
δω0 = −
∫
M
[
−
1
2
tr δg +
m+ n
m+ n− 2
δf + δφ
]
w
2(m+n)
m+n−k vm dvol
δωk = −
∫
M
[
−
1
2
tr δg +
m+ n− k
m+ n− 2
δf +
m− k
m
δφ
]
w
2(m+n−k)
m+n−2 vm−k dvol .
On the other hand, it is shown in [12, Proposition 4.18] that
δF = −
∫
M
[
〈Ricmf,φ−
1
2
Rmf,φg, δg〉+R
m
f,φδf + (R
m
f,φ − 2∆ρβ)δφ
]
dρ.
Combining these formulæ yields the claimed Euler-Lagrange equations. 
Remark 4.5. As a cautionary note, our convention in defining µ in (4.4) differs from
the more usual convention in the quasi-Einstein literature (cf. [12]).
Remark 4.6. The cases m = 1 and k = 1 of (4.5) and (4.6) give examples of a
different type of critical metric which has recently been considered by Miao and
Tam [29, 30]. Namely, if (4.5) and (4.6) hold, then it is straightforward to check
that the smooth metric measure space (Mn, u−2g, u−n−1v dvolg, 1) satisfies
vRic−∇2v +∆v g = (n− 1)µ g.
With µ = 11−n , this is precisely the equation satisfied by a critical point of the
volume functional restricted to the class of constant scalar curvature metrics with
prescribed boundary data on a compact manifold with boundary; see [29].
Let us conclude this section with two useful observations. First, on compact
smooth metric measure spaces, minimizers of the GNS constants always exist.
Proposition 4.7. Let (Mn, g, vm dvol) be a compact smooth metric measure space
with m ∈ [0,∞), and fix k ∈ (0, m+n+22 ]. Then there exists a positive function
w ∈ C∞(M) such that σ1.k(g, v
m dvol) = Qk(w).
Proof. This is a well-known consequence of the resolution of the Yamabe problem [2,
35, 40, 42] in the case m = 0 and the fact that when m > 0, the Euler-Lagrange
equation (4.3) is equivalently
m+ n− 2
4(m+ n− 1)
Lmφ w + 2(m+ n− k)µv
−kw
m+n+2−2k
m+n−2 = (m+ n)λw
m+n+2
m+n−2 ;
in particular, it has subcritical Sobolev exponent, and is thus easily solved using a
standard minimization argument (cf. [22]). 
Second, if a minimizer of a GNS constant is also critical for variations in the
metric, then it is critical for variations in the measure.
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Lemma 4.8. Let (Mn, g, vm dvol) be a smooth metric measure space and let w ∈
C∞(M) be a minimizer of the GNS constant σ1,k(g, v
m dvol). If w is also critical
for variations in the metric, then it is critical for variations in the measure.
Proof. Let ξ, ψ be two smooth, compactly-supported functions, defining the vari-
ation (g, etξu, etψv), where u = w−
2
m+n−2 . By the conformal invariance of the
conformal GNS functional and the conformal equivalence(
g, etξu, etψv
)
∼
(
e−2tψg, et(ξ−ψ)u, v
)
,
we see that ξ and ψ determine a variation of (g, w). Hence
d
dt
Qk
[
g, (e−tξv)m dvolg
] (
(etψu)−
m+n−2
2
)
= 0,
as desired. 
5. Solutions Which Are Critical in More Than One Way
Let us now turn to proving Theorem 1.1 by considering more generally minimiz-
ers of the constants σ1,k(g, v
m dvol) which are also critical for variations in g or v.
By using the tractor calculus, we will arrive at simple proofs of our results. To that
end, the following reformulation of Proposition 4.4 will be useful.
Proposition 5.1. Let (Mn, g, vm dvol) be a smooth metric measure space, and
suppose that w = u−
m+n−2
2 is a critical point of the conformal GNS functional for
variations in w.
(1) If also w is a critical point of the conformal GNS functional for variations
in v, then it holds that
(m+ n− 2)kλv2 = −k(m+ n− 1)(m+ n− 2)v2|Lu|2(5.1)
+m(m− 1)(2− k)u2|Lv|2
+ 2(k − 1)m(m+ n− 2)uv〈Lu,Lv〉
(m+ n− 2)kµukv2−k = −m(m+ n− 2)uv〈Lu,Lv〉+m(m− 1)u2|Lv|2.(5.2)
(2) If also w is a critical point of the conformal GNS functional for variations
in g, then it holds that
0 = (m+ n− 2)v∇(Lu)−mu∇(Lv)
−
1
n
((m+ n− 2)〈∇(Lu), Lv〉 −m〈∇(Lv), Lu〉)X.
Remark 5.2. If one only assumes that u corresponds to a critical point of a conformal
GNS functional for variations of w, then it holds that
(m+ n)λv2 − 2(m+ n− k)µukv2−k
= −(m+ n)(m+ n− 1)v2|Lu|2 + 2m(m+ n− 1)uv〈Lu,Lv〉
−m(m− 1)u2|Lv|2.
(5.3)
Remark 5.3. Note that (5.3) easily verifies that the functions (1.7) are critical
functions for the corresponding conformal GNS functional. Indeed, for the stan-
dard Euclidean space (Rn, g, 1m dvol), we have that |Lv|2 = 0, while the the GNS
inequality (1.5) corresponds to finding σ1,1. Thus, if one can find u ∈ E [1] such that
|Lu|2 and 〈Lu,Lv〉 are negative constants, then (5.3) holds with λ, µ > 0. Using
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the properties of the basis (2.11), it is easy to check that this holds if and only if
there are constants a0, . . . , an, an+1 such that
u = a0
1 + r2
2
+
n∑
i=1
aix
i + an+1
1− r2
2
,
a0 > 0, and a
2
0 − a
2
n+1 >
∑n
i=1 a
2
i , giving the entire family (1.7) of minimizers. To
show that these are the only such solutions to (5.3), and thus extremal functions,
one can proceed as in [22] by invoking results of Pucci and Serrin [33] and of Serrin
and Tang [36].
Proof. From Proposition 4.4, it follows easily that
nk(m+ n− 2)λu−2 = k(m+ n− 2)
(
Rmf,φ −m∆ρβ
)
+m(2− k)
(
Rmf,φ − (m+ n)∆ρβ
)
nk(m+ n− 2)µuk−2v−k = m
(
Rmf,φ − (m+ n)∆ρβ
)
0 = (Ricmf,φ)0.
The result then follows from Proposition 2.11. 
With Proposition 5.1 in hand, we are now in a position to classify the GNS con-
stants whose minimizers are also critical for variations in the metric or the measure,
under the additional assumption that the underlying smooth metric measure space
(Mn, g, vm dvol) is such that v−2g is an Einstein metric, or equivalently, that Lv is
parallel. First, if the minimizers are also critical for variations of the metric, then
there are three possibilities.
Theorem 5.4. Let (Mn, g, vm dvol) be a smooth metric measure space such that
Lv ∈ T is parallel. Suppose that w = u−
m+n−2
2 is a critical point of the conformal
GNS functional for variations of g and w, and moreover, assume that Qk(w) > 0.
Then Lu ∈ T is parallel. Moreover, |Lu|2 < 0, and one of the three mutually
exclusive statements is true.
(1) uv is constant; in particular, |Lv|
2 < 0.
(2) k = 1 and |Lv|2 = 0.
(3) k = 2 and 〈Lu,Lv〉 = 0; in particular, |Lv|2 > 0.
Remark 5.5. In tensorial language, Theorem 5.4 states that if (Mn, g, 1m dvol) is
a smooth metric measure space such that g is Einstein, the GNS constant satisfies
σ1,k > 0, and an extremal function w for σ1,k is also a critical point of the conformal
GNS functional for variations of the metric and the measure, then the metric gˆ =
w
4
m+n−2 g is Einstein with positive scalar curvature and one of the three mutually
exclusive statements is true.
(1) w is constant, and in particular, g has positive scalar curvature.
(2) k = 1 and g is Ricci flat.
(3) k = 2 and g has negative scalar curvature.
This is why we say that σ1,2 is better behaved on hyperbolic space than on Euclidean
space.
Proof. If ∇(Lv) = 0, then it follows from (5.3) that ∇Lu = α ⊗ X for some one-
form α. By Lemma 2.10, we thus have that ∇(Lu) = 0. Thus the inner products
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|Lu|2, 〈Lu,Lv〉, and |Lv|2 are all constant. By Lemma 4.8 and (5.1), we then see
that
(5.4) a
(u
v
)2
+ 2b
(u
v
)
+ c = 0,
with the constants a, b, c given by
a = m(m− 1)(2− k)|Lv|2
b = m(m+ n− 2)(k − 1)〈Lu,Lv〉
c = (m+ n− 2)k
(
λ+ (m+ n− 1)|Lu|2
)
.
(5.5)
Since Qk(w) > 0, it follows that λ, µ > 0. In particular, if
u
v is not constant, then
it must be the case that a = b = c = 0, giving the last two cases of the theorem. If
instead uv is constant, it follows immediately from (5.1) and (5.2) that |Lu|
2 < 0,
as desired. 
Remark 5.6. As the proof makes clear, the positivity assumption Qk(w) > 0 is only
needed to establish the signs of the various inner products between Lu and Lv.
Let us now suppose additionally that (Mn, g, vm dvol) is such that v−2g is Ricci
flat, with the goal of understanding minimizers for GNS constants which are also
critical for variations in the measure. By Theorem 5.4, we know that unless k =
1, the minimizers of the conformal GNS functional will not be critical points for
variations in the metric g. We show that they will not even be minimizers for
variations in the density v = 1, thus establishing Theorem 1.1 as a corollary.
Theorem 5.7. Let (Mn, g, vm dvol) be a smooth metric measure space such that
v−2g is Ricci flat and suppose that w = u−
m+n−2
2 is a critical point of the conformal
GNS functional Qk with respect to variations of w and v, and moreover suppose
that Qk(w) > 0. Then k = 1 and Lu is parallel.
Proof. By the assumption on v, we may apply Proposition 5.1 to see that
−2(k − 1)µ
(u
v
)k
= λ+ (m+ n− 1)|Lu|2
−kµ
(u
v
)k−1
= m〈Lu,Lv〉.
(5.6)
In particular, if k = 1, we see that both |Lu|2 and 〈Lu,Lv〉 are constant, at
which point Lemma 3.1 immediately yields that Lu is parallel. In fact, Lemma 3.1
and (5.6) together also imply that k = 1. To see this, first observe that
∇|Lu|2 = −
2k(k − 1)µ
m+ n− 1
(u
v
)k−1
∇
u
v
∇〈Lu,Lv〉 = −
k(k − 1)µ
m
(u
v
)k−2
∇
u
v
.
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For brevity, denote C = k(k−1)µm(m+n−1) and X = v∇u− u∇v. Then Lemma 3.1 yields
−
v
u
|∇Lu|2 = C
[
(m+ n− 1)un−2δ
(
uk−nv−kX
)
−mu−1vn−1δ
(
uk−1v1−k−nX
) ]
= C
[
δX + (k −m− n)u−1〈X,∇u〉 − (k −m)v−1〈X,∇v〉
]
= Cum+n−2v−mδ
(
uk−m−nvm−kX
)
.
(5.7)
Thus |∇Lu|2 is a pure divergence.
Finally, the assumption that u is a minimizer of the conformal GNS functional
implicitly includes the assumptions that∫
M
|∇u|2u−m−nvm dvol,
∫
M
|∇v|2u2−m−nvm dvol,
∫
M
u2−m−nvm−2 dvol <∞.
Integrating (5.7) with respect to u2−m−nvm
(
u
v
)1−k
dvol then implies that |∇Lu|2
vanishes. In particular, Lu is parallel, and hence by Theorem 5.4, k = 1, as
desired. 
6. Concluding Remarks
Let us conclude by making precise how to use our methods to understand GNS
inequalities (1.4) in the full range 1 ≤ p ≤ q ≤ 2nn−2 . In particular, we will also give
a variational characterization of the second family (1.6) of GNS inequalities whose
sharp constants were computed by Del Pino and Dolbeault [22].
The main observation is that in our definitions of a smooth metric measure space
and geometric notions associated to them, the constraint m ≥ 0 is not actually
needed; we only require that m+ n− 2 6= 0. An important special case is when we
take m ∈ [−∞, 2− n). For example, it is this perspective which Chen [20] used to
construct new examples of conformally compact Einstein manifolds, and which the
author [13] used to prove a precompactness theorem for quasi-Einstein manifolds.
Recall our definition of the GNS constants
σ1,k
(
g, e−φ dvol,m
)
= inf


F(w)
(∫
M
w
2(m+n−k)
m+n−2 vm−k
)p
(∫
w
2(m+n)
m+n−2 vm dvol
)q

 ,
where p = 2mnk , q =
2m+k(n−2)
nk , and the infimum is taken over all nonzero w ∈
L21(M). This makes sense if we instead suppose thatm ≤ −n−2 and k ∈ [0,−
2m
n−2 ].
Indeed, on Rn for this range of m and k, σ1,k is equivalent to the sharp constant
in the GNS inequality
(6.1) ‖w‖ 2(m+n−k)
m+n−2
≤ C‖∇w‖θ2‖w‖
1−θ
2(m+n)
m+n−2
.
In other words, combined with Lemma 4.3 for the case m ≥ 0, we see that the
conformal GNS constants do include all cases of the sharp constants in the GNS
inequalities (1.4). Moreover, just like in the case m ∈ [0,∞], taking k = 1 in (6.1)
recovers the second family (1.6) studied by Del Pino and Dolbeault [22].
Now, a quick check of the proofs of Proposition 2.11, Theorem 5.4, and The-
orem 5.7 reveals that the assumption m ≥ 0 is unnecessary; one need only be
careful in considering the relationship between the signs of λ and µ and of the
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inner products involving Lu and Lv. In particular, a straightforward modification
of Remark 5.3 shows that in the case k = 1, extremal functions for the family (1.6)
of GNS inequalities can be constructed from the function
w(x) =
(
1− |x|2
)−m+n−22
+
,
which is the conformal factor of the hyperbolic metric on the ball B(1), and we again
have the characterization of the family (1.6) as the only family of GNS inequalities
of the form (6.1) whose extremal functions are also critical points for variations in
the metric or the measure.
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