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Kurzfassung 
Die Bildqualität aktueller Verfahren zur Kompression und Interpolation von Videosignalen mittels 
vektorgestützter Techniken ist in hohem Maße von der Genauigkeit der Bewegungsschätzung ab-
hängig. Dies gilt insbesondere für die bewegungsvektorgestützte Bildformatkonversion. Hier führen 
fehlerhafte Vektoren zu deutlich sichtbaren Interpolationsfehlern, die nicht durch ein zusätzliches 
Fehlersignal, wie es im Bereich der Bildcodierung zur Verfügung steht, korrigiert werden können. 
In der Vergangenheit wurden vektorgestützte Interpolationsverfahren in Fernsehempfängern mit 
Kathodenstrahlröhren verwendet, um Störungen wie das Kantenflackern oder Großflächenflimmern 
durch eine Verdopplung der Bildwiederholrate von 50 Hz auf 100 Hz zu reduzieren. Heutzutage 
werden diese Techniken in modernen Hold-Type Displays (LCD oder Plasma) zur Reduzierung der 
Bewegungsunschärfe eingesetzt. Da die Bewegungsunschärfe durch eine Verkürzung der Haltezeit 
verringert werden kann, werden Fernsehgeräte mit einer Bildwiederholrate von 200 Hz angeboten. 
Bei der Wiedergabe von Filmmaterial (24p) werden in diesem Fall nach jedem Originalbild sieben 
interpolierte Bilder angezeigt, welche die durch einen Betrachter wahrgenommene Bildqualität we-
sentlich beeinflussen. Fehler im Bewegungsvektorfeld, die zu Artefakten in den interpolierten Bil-
dern führen, müssen daher durch eine qualitativ hochwertige Bewegungsschätzung in Kombination 
mit einer fehlertoleranten Interpolation auf ein Minimum reduziert werden. 
In dieser Arbeit wird das Konzept einer iterativen bidirektionalen Bewegungsschätzung in Kombi-
nation mit einer vektorgestützten Zwischenbildinterpolation vorgestellt. Die adaptive, fehlertoleran-
te Interpolation ermöglicht durch den bildbereichsanhängigen Einsatz speziell angepasster gewich-
teter Medianfilter eine signifikante Verbesserung der resultierenden Bildqualität. Dies gilt insbe-
sondere in den für die menschliche Wahrnehmung kritischen Auf- und Verdeckungsbereichen, wel-
che im Bereich der Kanten bewegter Objekte liegen. Das resultierende Gesamtsystem zur empfän-
gerseitigen vektorgestützten Aufwärtskonversion wird anhand verschiedener Methoden detailliert 
analysiert und bewertet. Ein umfangreicher Vergleich mit herkömmlichen Algorithmen zur Bewe-
gungsschätzung und Zwischenbildinterpolation belegt die hohe Qualität des neuen Konzepts. 
Die zahlreichen Parameter der Bewegungsschätzung und Bildinterpolation werden mit Hilfe einer 
neuartigen Umgebung zur multikriteriellen Optimierung in Hinblick auf konkurrierende Gütekrite-
rien Pareto-optimal angepasst. Zu diesem Zweck stehen unterschiedliche Optimierungsstrategien, 
zur Verfügung, welche frei kombiniert und konfiguriert werden können, so dass eine sehr gute 
Adaption der Optimierungsumgebung an ein spezifisches Problem gewährleistet ist. 

   1 
1 Einleitung und Motivation 
Im Verlauf der letzten Jahre wurden klassische Röhrenfernsehgeräte (CRT)1 durch Displays mit 
Flüssigkristall- (LCD)2 oder Plasma-Technik (PDP)3 verdrängt. Anfangs konnten sich diese neuen 
Displaytechnologien im Wesentlichen auf Grund ihres besseren Formfaktors etablieren, während 
die Bildqualität zunächst schlechter als bei CRTs war. Heutzutage werden diese allerdings in den 
meisten Qualitätsaspekten, wie z. B. Bildauflösung, Helligkeit, Kontrast oder Flimmern, durch 
LCDs übertroffen. Darüber hinaus konnten die Produktionskosten stark reduziert werden, so dass 
vor allem LCDs seit längeren den Massenmarkt bedienen. Flüssigkristalldisplays gehören zur Klas-
se der sog. Hold-Type-Displays, bei denen das jeweils aktuelle Bild für nahezu die gesamte aus der 
Bildwiederholrate resultierende Zeit dargestellt wird. Auf Grund dieser Haltecharakteristik wird das 
von CRTs bekannte Artefakt des Großflächenflimmerns vollständig beseitigt. Allerdings entsteht 
ein neues Artefakt in Form der Bewegungsunschärfe4, welches auf die spezifischen Displayeigen-
schaften und das menschliche visuelle System (HVS)5 zurückzuführen ist. In Abbildung 1.1 wird 
der Einfluss der Bewegungsunschärfe an einem still stehenden und einem bewegten Bild gezeigt. 
(a) Still stehendes Bild (b) Globale Bewegung (10 Pixel/Frame) 
Abbildung 1.1: Darstellung des Detailverlustes auf Grund von Bewegungsunschärfe. 
                                                 
1 Engl.: CRT = Cathode Ray Tube 
2 Engl.: LCD = Liquid Crystal Display 
3 Engl.: PDP = Plasma Display Panel 
4 Engl.: Motion-Blur 
5 Engl.: HVS = Human Visual System 
2 1  Einleitung und Motivation 
In den letzten Jahren wurden zahlreiche Verfahren und Technologien entwickelt, mit denen die Be-
wegungsunschärfe reduziert werden kann. Dabei ist ein Trend zu immer komplexeren Systemen der 
Videosignalverarbeitung zu erkennen. Zu den qualitativ hochwertigen Ansätzen zählt die bewe-
gungsvektorgestützte, zeitliche Formatkonversion, die eine Erhöhung der Bildwiederholrate durch 
das Einfügen interpolierter Zwischenbilder gestattet. Diese Technik wurde bereits in der Vergan-
genheit erfolgreich bei CRTs eingesetzt, um dort störende Flimmerartefakte zu beseitigen [1, 2]. 
Eine bewegungsvektorgestützte Formatkonversion stellt sehr hohe Anforderungen an die Bewe-
gungsschätzung, da falsche Vektoren zu Interpolationsfehlern in den Zwischenbildern führen kön-
nen. Diese Artefakte werden in der Regel störender empfunden als die Bewegungsunschärfe. 
Die Bestimmung von Bewegungsinformationen ist ein zentraler Bestandteil vieler Anwendungen 
der Bildsignalverarbeitung. Bei der Bewegungsschätzung soll die Bewegung von Objekten in einer 
Bildsequenz nach Betrag und Richtung erfasst werden. Daher finden sich insbesondere im Bereich 
der Videokompression eine Vielzahl unterschiedlicher Algorithmen zur Bewegungsschätzung, da 
hier die zeitliche Redundanz in Videosequenzen erfolgreich genutzt werden kann, um hohe Codier-
gewinne zu erzielen. Dabei verwenden alle aktuellen Videokompressionsstandards wie beispiels-
weise MPEG-4 oder H.264, ein blockbasiertes, hybrides Codierkonzept [3]. Die Bewegungsschät-
zung wird allerdings auch in anderen Anwendungen der Videosignalverarbeitung eingesetzt, wie 
z. B. zur bewegungskompensierten Rauschreduktion oder der räumlichen und zeitlichen Bildfor-
matkonversion. Ein Vergleich der verschiedenen Anwendungen zeigt einen wesentlichen Unter-
schied bezüglich der Qualitätsanforderungen an eine Bewegungsschätzung: Im Fall der Videocodie-
rung wird die Bewegungsinformation zur Kompensation der Bewegung von Objekten verwendet, so 
dass nur noch ein Differenzsignal codiert und übertragen werden muss. Das Ziel der Bewegungs-
schätzung ist hier lediglich die Minimierung des Differenzsignals, um die Codiereffizienz zu ver-
bessern. Es ist somit nicht zwingend erforderlich die reale Bewegung der Objekte in einer Videose-
quenz zu bestimmen. Bei anderen Anwendungen, wie z. B. der zeitlichen Formatkonversion, ist es 
hingegen unbedingt erforderlich, die tatsächliche Objektbewegung zu bestimmen, da anderenfalls 
starke Qualitätseinbußen zu verzeichnen sind [4]. Auf Grund dieser unterschiedlichen Anforderun-
gen existieren viele anwendungsspezifische Algorithmen zur Bewegungsschätzung. 
Von besonderer Bedeutung ist in diesem Zusammenhang auch die Auswahl und Abstimmung der 
meist zahlreichen Parameter der einzelnen in einem System eingesetzten Algorithmen. Hierbei ist 
eine Anpassung der algorithmischen Parameter an die visuellen Eigenschaften der menschlichen 
Wahrnehmung erforderlich. In vielen Fällen kann das resultierende Optimierungsproblem, auf 
Grund der nichtlinearen menschlichen visuellen Wahrnehmungseigenschaften (z. . Wahrnehmung 
von Kanten und Objekten) oder der hohen Komplexität des Entwurfsraums, nicht analytisch gelöst 
werden. Daher werden häufig heuristisch, probabilistische Optimierungsmethoden zur Lösung der-
artiger Probleme verwendet. 
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1.1 Zielsetzung 
Im Rahmen dieser Arbeit wird ein neues Prinzip zur bidirektionalen Bewegungsschätzung in Kom-
bination mit einer vektorgestützten Interpolation vorgestellt. Dabei werden Techniken angewandt, 
die eine adaptive Interpolation bei gleichzeitiger Kompensation fehlerhafter Bewegungsvektoren 
gestatten. Das neue Konzept besteht im Wesentlichen aus den Modulen Bewegungsschätzung und 
Zwischenbildinterpolation. Ergänzt werden diese Module durch unterschiedliche Module zur Vor- 
und Nachverarbeitung der Bild- und Vektordaten. Die einzelnen Algorithmen, die für diese Module 
entwickelt wurden, werden vorgestellt, detailliert analysiert und in ihren Eigenschaften mit Refe-
renzimplementierungen aus der Literatur verglichen. Dabei werden einerseits die algorithmischen 
Aspekte der Module und andererseits der Einfluss der jeweiligen Konfigurationsparameter auf die 
resultierende Bildqualität diskutiert. 
Die Bewegungsschätzung erfolgt mit Hilfe eines prädiktiven Block-Matching-Algorithmus, der die 
Bewegungsinformation bidirektional bestimmt und speziell auf den Einsatzzweck der Zwischenbil-
dinterpolation optimiert wurde. Die Redundanz der bidirektionalen Bewegungsvektorfelder wird 
dabei erfolgreich zur Verbesserung der Toleranz gegenüber fehlerhaften Bewegungsvektoren einge-
setzt. Zur Interpolation der Zwischenbilder wird eine neuartige bewegungsvektorgestützte nichtli-
neare Technik vorgestellt, die bildbereichsanhängig speziell angepasste gewichtete Medianfilter 
verwendet. Die adaptive, fehlertolerante Interpolation ermöglicht dadurch beispielsweise in den für 
die menschliche Wahrnehmung kritischen Auf- und Verdeckungsbereichen eine signifikante Ver-
besserung der resultierenden Bildqualität. 
Die zahlreichen Parameter der Bewegungsschätzung und Bildinterpolation werden mit Hilfe einer 
im Rahmen dieser Arbeit entwickelten Umgebung zur multikriteriellen Optimierung in Hinblick auf 
konkurrierende Gütekriterien Pareto-optimal abgestimmt. Die hohe Qualität der resultierenden Er-
gebnisse wird durch den Vergleich mit mehreren Referenzimplementierungen belegt. 
1.2 Aufbau der Arbeit 
In Kapitel 2 wird zunächst das Problem der Bewegungsunschärfe am Beispiel von LC-Displays 
unter Berücksichtigung der psychovisuellen Eigenschaften betrachtet. Im Anschluss werden unter-
schiedliche Referenzverfahren zur zeitlichen Formatkonversion präsentiert, mit deren Hilfe die Be-
wegungsunschärfe reduziert werden kann. Abschließend werden mehrere Metriken zur objektiven 
Bewertung der Interpolationsqualität vorgestellt und beim Vergleich der Interpolationsverfahren 
eingesetzt. 
Da die qualitativ hochwertigen Interpolationsverfahren bewegungsvektorgestützt sind, erfolgt in 
Kapitel 3 eine detaillierte Analyse unterschiedlicher Algorithmen zur Bewegungsschätzung und der 
damit verbundenen Probleme. Der Schwerpunkt des Kapitels liegt dabei auf Algorithmen zur 
Schätzung der tatsächlichen Objektverschiebung. Es werden sowohl algorithmische Eigenschaften 
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als auch die vielfältigen Parameter zahlreicher Referenzverfahren betrachtet und mittels spezieller 
Metriken bewertet. 
In Kapitel 4 wird die im Rahmen dieser Arbeit entwickelte Optimierungsumgebung vorgestellt, 
welche die Optimierung von Konfigurationsparametern beliebiger Applikationen unter Berücksich-
tigung mehrerer Bewertungskriterien, wie z. B. unterschiedliche Bildqualitätsmaße oder spezifische 
Hardwarekosten, ermöglicht. Zu diesem Zweck stehen unterschiedliche Optimierungsstrategien, 
wie z. B. Evolutionäre Algorithmen oder gradientenbasierte Verfahren, zur Verfügung. Diese Ver-
fahren können dabei frei kombiniert und konfiguriert werden, so dass eine optimale Adaption der 
Optimierungsumgebung an ein spezifisches Problem gewährleistet ist. Um einen hohen Durchsatz 
bei der Evaluation unterschiedlicher Parameterkombination zu erzielen, kann diese rechenintensive 
Aufgabe parallel verarbeitet und zusätzlich auf ein Rechnernetz verteilt werden. 
Im Anschluss wird in Kapitel 5 zunächst ein prädiktiver Block-Matching-Algorithmus in Hinblick 
auf eine zeitliche Zwischenbildinterpolation optimiert. Des Weiteren werden Strategien zur Erzeu-
gung und Integration zusätzlicher sogenannter Kandidatenvektoren diskutiert, die beispielsweise 
durch eine globale, modellbasierte Bewegungsschätzung oder eine objektbasierte Nachverarbeitung 
eines existierenden Bewegungsvektorfeldes bestimmt werden. Danach wird ein neuartiges iteratives 
Konzept einer bidirektionalen Bewegungsschätzung vorgestellt. Auf diesen Ergebnissen aufbauend 
erfolgen die Beschreibung der adaptiven und fehlertoleranten Zwischenbildinterpolation sowie der 
quantitative Vergleich mit Referenzimplementierungen. 
Den Abschluss der Arbeit bildet Kapitel 6 mit einer Zusammenfassung der Ergebnisse. 
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2 Anforderungen an eine zeitliche 
Formatkonversion 
2.1 Problemstellung und psychovisuelle Grundlagen 
Die Bewegungsunschärfe bei Hold-Type-Displays führt zu einer geringeren Schärfe bei der Wie-
dergabe bewegter Bilder. Die daraus resultierende geringere dynamische Auflösung ist zum einen 
auf die Displayeigenschaften und zum anderen auf die Art und Weise zurückzuführen, mit der 
Menschen bewegte Objekte wahrnehmen. 
2.1.1 Dynamische Auflösung von Hold-Type-Displays 
Eine Videosequenz entspricht einem mehrdimensionalen diskreten Signal, das aus örtlich und zeit-
lich abgetasteten Luminanz- bzw. Farbwerten zusammengesetzt ist. Zur Rekonstruktion eines über-
tragenden Videosignals wandelt ein Display die diskreten, digitalen Werte in Licht um. Dazu wer-
den bei LCDs einzelne unabhängige Segmente, die in Form einer Matrix angeordnet sind, in ihrer 
Helligkeit variiert, indem die Durchlässigkeit der Kristalle für polarisiertes Licht verändert wird. 
Die Durchlässigkeit kann dabei über die Kristallausrichtung gesteuert werden, welche durch Anle-
gen einer elektrischen Spannung variiert werden kann. Das bei Flüssigkristalldisplays erforderliche 
polarisierte Licht wird durch eine Kombination bestehend aus Hintergrundbeleuchtung, wie z. B. 
Kaltkathodenröhre oder LEDs, und Polarisationsfiltern erzeugt. 
Die Rekonstruktion eines Videosignals kann allgemein durch die örtlich-zeitliche Impulsantwort 
des Displays beschrieben werden. Unter der Annahme, dass die örtliche Signalrekonstruktion bei 
LCDs heutzutage nahezu perfekt ist [5], steht bei der Analyse des im Vergleich zu CRTs reduzier-
ten dynamischen Auflösungsvermögens die zeitliche Rekonstruktion im Vordergrund. Die zeitliche 
Impulsantwort eines LCDs, auch als zeitliche Apertur bezeichnet, wird wesentlich durch das sog. 
Sample-and-Hold (S&H) Verhalten des Matrixdisplays, das Ansprechverhalten des verwendeten 
Flüssigkristallmaterials (LC) und die Hintergrundbeleuchtung bestimmt. Abbildung 2.1a zeigt die 
zeitliche Apertur eines LCDs für unterschiedliche LC-Reaktionszeiten (LC-RT). Die resultierende 
Bewegungsunschärfe kann bei hochwertigen Displays allerdings nur zu einem geringen Teil auf die 
LC-Trägheit zurückgeführt werden, da der Einfluss der Kristalle durch Techniken wie beispielswei-
se Overdrive (OD) [6] stark reduziert werden kann. Die Overdrive-Technik erzeugt ein Über-
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schwingen des Videosignals im Falle einer Luminanzänderung, so dass das LC-Material den ge-
wünschten Zielwert innerhalb einer Frame-Periode schneller erreichen kann. Ein Maß zur quantita-
tiven Bestimmung der Bewegungsunschärfe ist die sog. Normalized-Blurred-Edge-Time (N-BET) 
[7], die in Abbildung 2.1b für unterschiedliche LC-Reaktionszeiten wiedergegeben ist. Es ist deut-
lich zu erkennen, dass der Einfluss der Overdrive-Technik mit zunehmender Geschwindigkeit des 
LC-Materials nachlässt. Das S&H-Verhalten und die Reaktion des HVS werden somit bei aktuellen 
Displays (LC-RT < 5ms) zu den maßgeblichen Faktoren der Bewegungsunschärfe. 
  
a) Zeitliche Apertur b) Bewegungsunschärfe (N-BET) 
Abbildung 2.1: a) Zeitliche Apertur und b) Bewegungsunschärfe eines LCDs in Abhängigkeit 
von der LC-Reaktionszeit und Overdrive-Technik [8]. 
Die aus der Haltecharakteristik und der menschlichen Wahrnehmung resultierende Bewegungsun-
schärfe kann anhand der in Abbildung 2.2 gezeigten horizontal örtlich-zeitlichen Frequenzspektren 
eines (bewegten) Objektes erläutert werden. Die einzelnen Spektren zeigen dabei die verschiedenen 
Stationen von der Aufnahme über die Wiedergabe bis hin zur Wahrnehmung eines Bildes. Das 
Spektrum eines horizontal bewegten Objektes (b) unterscheidet sich dabei von dem eines unbeweg-
ten (a) in der ݂௫-݂௧-Ebene durch eine Scherung im Frequenzbereich. Der Grad dieser Scherung ist 
proportional zur Geschwindigkeit ݒ des Objektes durch die Beziehung ݂௧ ൌ ݒ ∙ ݂௫ gegeben [9]. 
Die Aufnahme eines bewegten Objekts mit Hilfe einer Kamera führt zu einer zeitlichen Abtastung 
des kontinuierlichen Eingangssignals (Licht), da eine Abbildung auf einzelne Bilder erfolgt. Als 
Folge dieser Abtastung entstehen die in (c) gezeigten Wiederholspektren, die bei klassischen CRT-
Monitoren zu Großflächenflimmern führen können. Die zeitliche Haltecharakteristik eines LC-
Displays kann unter Vernachlässigung der LC-Schaltzeiten im Zeitbereich durch eine Rechteck- 
und daher im Frequenzbereich durch eine si-Funktion beschrieben werden. Es ergibt sich somit eine 
Halte-Apertur mit der Dauer einer Frame-Periode, die bei der Darstellung eines bewegten Objekts 
zu einer Dämpfung der zeitlich hochfrequenten Signalanteile (d) führt. Die aus der zeitlichen Tief-
passfilterung resultierende Dämpfung wird in Abbildung 2.2 durch die in Grauwerten kodierten 
Spektren (dunkel = geringe Dämpfung, hell = hohe Dämpfung) visualisiert. 
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Abbildung 2.2: Spektrale Beschreibung der Bewegungsunschärfe auf einem Display mit Hal-
techarakteristik unter Vernachlässigung von Display-Schaltzeiten [10]. 
Unter der Annahme einer näherungsweise gleichförmigen Objektbewegung besitzt das HVS die 
Fähigkeit, in eine Bewegung einzufallen, indem die Augen der Bewegung folgen. Aus der Bewe-
gungsverfolgung resultiert eine Änderung der Auflösungscharakteristik des Gesichtssinns, die sich 
in einer Scherung der Empfindlichkeit entlang der Bewegungstrajektorie äußert (e). Für die zugehö-
rige Scherungsachse ݂ௗ des Gesichtssinns gilt daher [9]: 
݂ௗ ൌ ඥሺ݂௫ሻଶ ൅ ሺ݂௧ሻଶ ൌ ݂௫ ∙ ඥ1 ൅ ݒଶ . (2.1)
Da die Scherung des Gesichtssinns die Scherung, die aus der Objektbewegung resultiert, kompen-
siert, entsteht auf der Retina ein unbewegtes Bild des Objekts. Auf Grund der Tiefpasscharakteristik 
des HVS und der Displayübertragungsfunktion werden die Wiederholspektren nicht mehr vom Be-
trachter wahrgenommen, so dass sich das in (f) gezeigte Spektrum ergibt. Durch die Dämpfung der 
Displayübertragungsfunktion wird neben den Wiederholspektren (d) auch das Originalspektrum 
beeinträchtigt. Dies zeigt sich im direkten Vergleich des unbewegten Bildes (a) mit dem wahrge-
nommenen Bild (f), welches sich durch eine Dämpfung hoher Ortsfrequenzen unterscheidet. Die 
Tiefpasscharakteristik der Displayübertragungsfunktion führt somit in Kombination mit der Bewe-
gungsverfolgung des HVS zu einer geschwindigkeitsabhängigen örtlichen Tiefpassfilterung im 
wahrgenommenen Bild [11], die sich in Form einer Bewegungsunschärfe zeigt. Das Ausmaß der 
Unschärfe ist dabei proportional zur Geschwindigkeit des bewegten Objekts und zur Breite der zeit-
lichen Apertur des Displays. 
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2.1.2 Displaybasierte Verfahren zur Reduktion der Bewegungsunschärfe 
Zur Reduktion der Bewegungsunschärfe können bild- und displaybasierte Verfahren einzeln oder 
kombiniert eingesetzt werden. Aktuelle bildbasierte Verfahren kompensieren die Dämpfung hoher 
Ortsfrequenzen (siehe Abbildung 2.2) durch eine inverse Filterung der Bilddaten [10] und erreichen 
so eine Reduktion der Bewegungsunschärfe. Bei displaybasierten Verfahren wird dies durch eine 
Verkürzung der Darstellungsdauer der einzelnen Bilder erreicht, da dadurch die Breite der zeitli-
chen Displayapertur verringert wird. Da die im Rahmen dieser Arbeit betrachtete bewegungsvek-
torgestützte, zeitliche Formatkonversion zur Klasse der displaybasierten Verfahren gehört, werden 
diese im Folgenden näher betrachtet. 
Scanning-Backlight 
Beim Scanning-Backlight (SB) [12] wird eine kontinuierlich leuchtente Hintergrundbeleuchtung 
durch eine sequentiell getaktete Beleuchtung ersetzt, die während eines Teils der Frame-Periode 
ausgeschaltet wird. Die Breite der zeitlichen Apertur und somit das Ausmaß der Bewegungsun-
schärfe ist beim SB näherungsweise proportional zur Einschaltdauer. Die Einschaltdauer kann al-
lerdings nicht beliebig verringert werden, da dies in Kombination mit einer zu hohen LC-
Reaktionszeit zu Artefakten wie Ghosting [12] führen kann, wenn die Beleuchtung bereits einge-
schaltet wird bevor das LC-Material den gewünschten Zustand eingenommen hat. Beim SB-
Verfahren ist daher auf eine optimale Abstimmung der Einschaltdauer und Synchronisation auf die 
LC-Reaktionszeit und Displayansteuerung zu achten. Des Weiteren werden durch die Verkürzung 
der Leuchtdauer die Helligkeit und der Kontrast negativ beeinflusst. Dieser Nachteil kann bei deut-
lich höheren Kosten durch den Einsatz von beispielsweise Hot-Cathode-Fluorescent-Lamps 
(HCFL) zur Hintergrundbeleuchtung kompensiert werden, deren Lichtausbeute etwa um den Faktor 
drei größer ist als bei den sonst gebräuchlichen Cold-Cathode-Fluorescent-Lamps (CCFL). Eine 
weitere Alternative stellt die Verwendung einer LED-Hintergrundbeleuchtung dar, welche eine ho-
he Beleuchtungsstärke und einen hohen dynamischen Kontrast ermöglicht. 
Der wesentliche Nachteil beim SB besteht allerdings darin, dass durch die Taktung der Hinter-
grundbeleuchtung bei einer typischen Bildwiederholrate von 50 Hz Großflächenflimmern entsteht, 
wie es von CRT-Monitoren bekannt ist. Dieses als sehr störend empfundene Artefakt ist bei qualita-
tiv hochwertigen Displays inakzeptabel, so dass SB nur in Kombination mit Bildwiederholraten von 
100 Hz und mehr in Frage kommt (siehe im Folgenden High-Frame-Rate). 
Black- und Gray-Frame-Insertion 
Beim Black-Frame-Insertion (BFI) [13] wird die Breite der zeitlichen Apertur verringert, indem die 
Bilder einer Eingangssequenz nur für einen Teil ihrer Frame-Periode angezeigt werden und für die 
restliche Zeit das Display auf schwarz geschaltet wird. Die Haltedauer der schwarzen Bilder ent-
spricht in der Regel der halben Frame-Periode, so dass das Ausmaß der Bewegungsunschärfe durch 
BFI in etwa halbiert werden kann. Das BFI-Verfahren ist insbesondere im unteren Preissegment 
weit verbreitet, da keine aufwändige Signalverarbeitung oder Ansteuerung des Displays und auch 
kein Display mit höherer Bildwiederholrate erforderlich ist. Das Display muss sich lediglich nach 
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jedem Bild für eine bestimmte Zeit auf schwarz schalten lassen. Dadurch wird allerdings ein kon-
stanter Grauwert erzeugt, der durch die sich ändernden Bilder der Eingangssequenz in seiner Inten-
sität moduliert wird. Als Konsequenz werden wie bereits beim SB zum einen Helligkeit und Kon-
trast des Displays verschlechtert und zum anderen kann durch die Intensitätsmodulation Großflä-
chenflimmern entstehen. Eine Vermeidung von Großflächenflimmern ist auch hier durch die Kom-
bination mit Displays, die eine Bildwiederholrate von 100 Hz und mehr aufweisen, möglich. 
Eine Verbesserung der Lichtausbeute im Vergleich zu BFI kann durch Gray-Frame-Insertion (GFI) 
[14] erzielt werden. Bei dieser aufwändigeren Methode ist allerdings ein Display mit höherer Bild-
wiederholrate von z. B. 100 Hz bei einer 50 Hz Eingangssequenz erforderlich, da jedes Originalbild 
doppelt verwendet wird. Dabei wird unter Erhalt der Gesamtintensität in der ersten Frame-Periode 
das Originalbild so hell und in der zweiten so dunkel wie möglich angezeigt. Die sich daraus erge-
bende zeitliche Displayapertur ist aber nicht mehr unabhängig vom Grauwert, so dass sich lediglich 
in dunkleren Bildregionen eine Reduktion der Bewegungsunschärfe ergibt [11]. 
High-Frame-Rate 
In sog. High-Frame-Rate (HFR) Displays wird ähnlich wie bei GFI die Haltedauer durch eine er-
höhte Bildrate von z. B. 100 Hz oder 200 Hz reduziert. Bei HFR wird allerdings ein Originalbild 
nicht mehrfach (gefiltert) angezeigt, sondern es werden die Bilder einer zeitlichen Formatkonversi-
on verwendet. Die zeitliche Apertur eines 100 Hz HFR-Displays ist dabei vergleichbar mit der eines 
50 Hz BFI-Displays bei einer Haltedauer von 50% der Frame-Periode [11]. In Abbildung 2.3 wird 
die gemessene Bewegungsunschärfe eines 100 Hz HFR-Displays im Vergleich zu einem Display 
mit der halben Bildwiederholrate gezeigt. Durch HFR kann die Unschärfe in diesem Beispiel etwa 
halbiert werden. Bei einer Bildwiederholrate von 240 Hz soll nach [15] keine Bewegungsunschärfe 
mehr wahrzunehmen sein. Da die Bewegungsunschärfe allerdings nicht nur von der Displayapertur, 
sondern auch von der örtlichen Apertur und der Geschwindigkeit bewegter Objekte innerhalb einer 
Bildsequenz abhängt, sollte die Allgemeingültigkeit dieser Aussage kritisch betrachtet werden. 
 
Abbildung 2.3: Bewegungsunschärfe eines LCDs in Abhängigkeit von der LC-Reaktionszeit 
und Overdrive bei einer Bildwiederholrate von 50 Hz und 100 Hz [8]. 
Die Reduktion der Bewegungsunschärfe ist bei HFR im Vergleich zu BFI mit deutlich höheren 
Kosten verbunden, da neben einer komplexen (bewegungskompensierten) Formatkonversion ein 
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Display mit hoher Bildwiederholrate erforderlich ist. Der entscheidende Vorteil von HFR gegen-
über anderen displaybasierten Techniken ist allerdings, dass weder die Lichtausbeute reduziert noch 
Großflächenflimmern erzeugt wird. 
Eine Verbesserung der resultierenden Bildqualität setzt allerdings voraus, dass die Formatkonversi-
on keine neuen Artefakte erzeugt, die im schlimmsten Fall störender empfunden werden als die 
ursprüngliche Bewegungsunschärfe. Eine Grundvoraussetzung ist daher, dass eine bewegungskom-
pensierte Formatkonversion verwendet wird, da statische oder bewegungsadaptive Verfahren [2], 
die lediglich Bilder wiederholen oder durch zeitlich gewichtete Mittelung berechnen, nicht den An-
forderungen des HVS genügen. Durch die Eigenschaft der menschlichen Wahrnehmung in eine 
kontinuierliche Bewegung einzufallen (vergleiche Kapitel 2.1.1), wird der Bewegungsverlauf von 
Objekten prädiziert. Eine Wiederholung der Originalbilder führt daher beispielsweise bei einer be-
wegten Kante zu einer Doppelkontur, da neben der tatsächlich auf dem Display gezeigten Kante 
auch die prädizierte Kante wahrgenommen wird. Im Folgenden werden unterschiedliche Algorith-
men zur bewegungskompensierten, zeitlichen Formatkonversion näher betrachtet. 
2.2 Bestehende Verfahren zur zeitlichen Formatkonversion 
Der technologische Fortschritt der letzten Jahre in den Bereichen Videoaufnahme, Codierung, Spei-
cherung, Übertragung und letztlich der Wiedergabe hat zu einer hohen Anzahl unterschiedlicher 
Videoformate geführt, die sich vor allem in ihrer örtlich-zeitlichen Auflösung unterscheiden. Eine 
Übersicht über einige aktuelle HDTV und SDTV Formate zeigt Tabelle 2.1.  
Format Horizontale Pixel Bildzeilen Scan-Modus Bildwiederholrate [Hz] 
H
D
T
V
 1080p 1920 1080 Progressive 24; 25; 29,97; 30 
1080i 1920 1080 Interlaced 25; 29,97; 30 
720p 1280 720 Progressive 24; 25; 29,97; 30; 50; 59,94; 60 
SD
T
V
 
576p 720 576 Progressive 24; 25; 50 
576i 720 576 Interlaced 25 
480p 720 480 Progressive 24; 29,97; 30; 59,94; 60 
480i 720 480 Interlaced 29,97; 30 
PAL6 720 576 Interlaced 25 (50 Halbbilder/s) 
NTSC7 704 480 Interlaced 29,97 (59,94 Halbbilder/s) 
Film   Progressive 24 
Tabelle 2.1: Überblick über einige aktuelle durch EBU/ETSI8 standardisierte DVB-Formate9 und 
klassische Formate wie PAL, NTSC oder Kinofilm. 
                                                 
6 PAL = Phase Alternating Line, europäisches Farbfernsehsystem 
7 NTSC = National Television System Committee, amerikanische Farbfernsehsystem 
8 EBU = European Broadcasting Union, ETSI = European Telecommunications Standards Institute 
9 DVB = Digital Video Broadcasting 
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Aus der Vielfalt der Formate resultiert der Bedarf, das örtlich-zeitliche Abtastraster des einen For-
mats in das Raster eines anderen Formats zu überführen. Dieser als Formatkonversion bezeichnete 
Prozess ist erforderlich, wenn beispielsweise das in Europa verwendete PAL-Format auf einem mo-
dernen Display im 1080p-Format (Full HD) wiedergegeben werden soll. In diesem Fall ist zunächst 
eine Anpassung des Scan-Modus erforderlich, da aktuelle Matrix-Displays die empfangenen Bilder 
progressiv, also in Vollbildern, und nicht wie klassische Röhrenfernseher im Zeilensprungverfahren 
halbbildweise (engl. Interlaced) wiedergeben. Falls die übertragenen Halbbilder aus unterschiedli-
chen zeitlichen Lagen stammen und sich daher nicht einfach alternierend zusammensetzen lassen, 
werden wie in Abbildung 2.4 gezeigt durch das sog. Deinterlacing [2, 16] die nicht übertragenen 
Bildzeilen mit Hilfe der örtlich und zeitlich benachbarten Bildzeilen der Zeilensprungsequenz inter-
poliert. Um den örtlichen Versatz der zeitlich benachbarten Bildzeilen, der durch Objekt- oder Ka-
merabewegung entstehen kann, zu vermeiden, sind bewegungskompensierende Deinterlacing-
Verfahren [16, 17] empfehlenswert. 
 
a) Zeilensprungsequenz; nicht übertragene Zeilen sind schwarz gezeichnet 
  
b) Deinterlacing ohne Bewegungskompensation c) Deinterlacing mit Bewegungskompensation 
Abbildung 2.4: Deinterlacing einer Zeilensprungsequenz. 
Im Anschluss an diese örtlich-zeitliche Konversion ist bei dem angeführten Beispiel eine örtliche 
Aufwärtskonversion erforderlich, welche die Bildauflösung und das Seitenverhältnis anpasst. Dazu 
werden zunächst die eventuell vorhandenen schwarzen Bildränder entfernt. Diese Ränder entstehen, 
wenn beispielsweise ein Film, der mit dem Seitenverhältnis 16:9 aufgenommen wurde, in einem 
Videoformat mit dem Verhältnis 4:3 übertragen wird. Im Anschluss an diese Beschneidung erfolgt 
die Skalierung der Bilddaten auf die native Auflösung des verwendeten Displays. 
Falls die Abtastrate des zeitlichen Rasters erhöht werden muss, um beispielsweise eine Vollbildrate 
von 50 Hz auf einem HFR-Display mit 100 oder 200 Hz darzustellen, ist eine Bildratenkonversion 
erforderlich. Bei dieser zeitlichen Formatkonversion werden Bilder zeitlich versetzt zwischen den 
Originalbildern einer Sequenz eingefügt (Abbildung 2.5). 
n n + 1
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Abbildung 2.5: Zeitliche Formatkonversion (50 Hz nach 100 Hz) durch Einfügen zeitlich ver-
setzter Zwischenbilder. 
2.2.1 Grundprinzip einer zeitlichen Formatkonversion 
Die zeitliche Formatkonversion stellt ein komplexes algorithmisches Problem dar, weil die zur In-
terpolation der Zwischenbilder benötigte zeitliche Information nicht vorhanden ist. Aus diesem 
Grund wurden früher einfache Ansätze verfolgt, bei denen beispielsweise Bilder mehrfach wieder-
holt oder die Zwischenbilder über den gewichteten Mittelwert der benachbarten Bilder berechnet 
wurden. Auf Grund der bereits diskutierten Eigenschaft des HVS in die Bewegung von Objekten 
einzufallen und diese zu prädizieren, ist für eine qualitativ hochwertige Bildratenkonversion eine 
Kompensation der Bewegung erforderlich. Anderenfalls entstehen in der Wahrnehmung eines Be-
trachters stark störende Artefakte, welche die Bildqualität negativ beeinflussen. Im Folgenden wer-
den daher ausschließlich bewegungskompensierte Algorithmen zur zeitlichen Formatkonversion 
betrachtet. Ein Überblick über statische oder bewegungsadaptive Verfahren kann [2, 16] entnom-
men werden. 
Eine bewegungskompensierte Formatkonversion setzt sich im Wesentlichen aus den in Abbil-
dung 2.6 gezeigten und im Folgenden beschriebenen drei Komponenten Bewegungsschätzung, Vek-
torfeldprojektion und der eigentlichen Zwischenbildinterpolation zusammen. 
 
Abbildung 2.6: Kernkomponenten einer bewegungskompensierten, zeitlichen Formatkonversion. 
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Bewegungsschätzung 
Bei einer bewegungskompensierten Interpolation müssen die innerhalb einer Bildsequenz bewegten 
Objekte entlang ihrer Bewegungstrajektorie an die entsprechende zeitliche Position des Zwischen-
bildes verschoben werden. Die Projektion einer Trajektorie, die den Bildinhalt zweier benachbarter 
Bilder verbindet, in die Bildebene, liefert den in Abbildung 2.7 gezeigten zugehörigen Bewegungs- 
bzw. Verschiebungsvektor	ݒԦ. 
 
Abbildung 2.7: Bewegungstrajektorie und zugehöriger Bewegungsvektor eines bewegten Objekts. 
Die Kenntnis der tatsächlichen Bewegungsvektoren ermöglicht folglich die Interpolation der Bild-
daten an jeder beliebigen Position zwischen zwei benachbarten Bildern. Eine fehlerfreie Interpolati-
on setzt allerdings voraus, dass die Bewegungsvektoren die tatsächliche Verschiebung des Bildin-
halts korrekt beschreiben. Diese entscheidende Anforderung kann in der Praxis allerdings nur in 
seltenen Fällen eingehalten werden, da die Schätzung der tatsächlichen Objektbewegung in realen 
Bildsequenzen nicht immer möglich ist. Typische Probleme resultieren z. B. aus der Auf- und Ver-
deckung von Bildbereichen, transparenten Objekten, Beleuchtungsänderungen oder nicht translato-
rischen Bewegungen wie Rotation oder Kamera-Zoom. Eine nähere Betrachtung der mit einer Be-
wegungsschätzung verknüpften Probleme findet in Kapitel 3 statt. 
Vektorfeldprojektion 
Eine Bewegungsschätzung liefert für jeden Bildpunkt der Position ݔԦ genau einen Bewegungsvektor 
ݒԦ in der zeitlichen Lage ݊ des aktuell betrachteten Bildes	ܨ. Für eine vektorgestützte Zwischenbil-
dinterpolation muss allerdings für jeden Bildpunkt im zu interpolierenden Bild ein eindeutiger Vek-
tor existieren. Mit Hilfe dieser Vektoren können die korrespondierenden Bildpunkte der benachbar-
ten Originalbilder adressiert werden, um einen interpolierten Bildpunkt zu berechnen. Da die Zwi-
schenbilder um den Faktor ߙ	 ሺ0 ൏ ߙ ൏ 1ሻ	verschoben an der Position ݊ ൅ ߙ liegen, muss eine 
Verschiebung der Vektorfelder unter Berücksichtigung dieses Faktors erfolgen. Bei einer typischen 
Erhöhung der Bildrate von 50 Hz auf 100 Hz hat	ߙ den Wert 0,5. 
n
n + 1
n + 
aktuelles Bild
nachfolgendes Bild
interpoliertes Bild
Bewegungsvektor
Bewegungstrajektorie
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Bei der als Vektorfeldprojektion bezeichneten Verschiebung werden zunächst die Vektoren mit 
dem Faktor ߙ multipliziert, um die Vektorlänge der neuen Zwischenbildposition anzupassen: 
ݒԦఈሺݔԦ, ݊ሻ ൌ ߙ ∙ 	ݒԦሺݔԦ, ݊ሻ. (2.2)
Anschließend werden die projizierten Vektoren ݒԦ௣ bestimmt, indem alle Vektoren ݒԦ ausgehend von 
ihrer Position ݔԦ um den zugehörigen Bewegungsvektor ݒԦఈ an die neue Zwischenbildposition ver-
schoben werden: 
ݒԦ௣ሺݔԦ ൅ ݒԦఈሺݔԦ, ݊ሻ, ݊ ൅ ߙሻ ൌ ݒԦሺݔԦ, ݊ሻ. (2.3)
Auf- und Verdeckungsproblem bei der Vektorfeldprojektion 
Durch die Vektorfeldprojektion können Bereiche im Vektorfeld entstehen, die aufgedeckt oder ver-
deckt werden (Abbildung 2.8). Im Fall einer Aufdeckung zeigt ausgehend von einer Position ݔԦ im 
ursprünglichen Vektorfeld ܸ kein Vektor ݒԦఈ auf den entsprechenden Bildpunkt im projizierten Vek-
torfeld, so dass Aufdeckungsbereichen durch die Projektion kein Bewegungsvektor zugewiesen 
wird. Im Gegensatz dazu zeigen bei einer Verdeckung mehrere Vektoren auf denselben Punkt. In 
dem in Abbildung 2.8 gezeigten Beispiel könnte dem Verdeckungsbereich daher sowohl der Vektor 
des im Vordergrund bewegten Objektes ݒԦை als auch der des Hintergrundes ݒԦு zugewiesen werden. 
 
Abbildung 2.8: Bildratenkonversion durch Einfügen von zeitlich versetzten Zwischenbildern. 
Damit aus den in Abbildung 2.8 gezeigten Bildern ܨሺ݊ሻ und ܨሺ݊ ൅ 1ሻ und dem projizierten Vek-
torfeld ௣ܸ ein interpoliertes Zwischenbild ܨሺ݊ ൅ ߙሻ ohne störende Artefakte im Auf- und Verde-
ckungsbereich erzeugt werden kann, müssen diesen Bereichen innerhalb der Vektorfeldprojektion 
die korrekten Bewegungsvektoren des Vorder- oder Hintergrundes zugewiesen werden. Eine feh-
lende oder falsche Zuordnung führt in der Regel zu Interpolationsfehlern (s. Kapitel 3.2.3). Für die 
im Folgenden verwendete Referenzimplementierung einer Vektorfeldprojektion gilt in Auf- und 
Verdeckungsbereichen: 
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 Falls durch Verdeckung einer Position mehrere Vektoren zugewiesen würden, entscheidet 
ein Vergleich, welcher Vektor ausgewählt wird. Zu diesem Zweck wird der aktuelle Bild-
punkt mit dem vektoriell adressierten Bildpunkt des Nachbarbildes durch Bildung der abso-
luten Differenz verglichen. Derjenige Vektor, welcher die Vorder- oder Hintergrundbewe-
gung besser beschreibt, führt bei diesem Vergleich zu einer niedrigeren Differenz und wird 
dementsprechend verwendet. 
 In Aufdeckungsbereichen wird der Bewegungsvektor des nicht projizierten Vektorfeldes 
ܸሺ݊ሻ verwendet. Die daraus resultierende Interpolationsqualität ist in den meisten Fällen 
deutlich besser als beispielsweise bei der Verwendung des Nullvektors [18]. 
Komplexere Strategien zur Behandlung von Auf- und Verdeckungsbereichen, die durch die Vek-
torfeldprojektion entstehen, werden in Kapitel 5.4.2 vorgestellt. 
Bewegungskompensierte Zwischenbildinterpolation 
Mit Hilfe des projizierten Vektorfeldes ௣ܸ kann ein bewegungskompensiertes Zwischenbild 
ܨሺ݊ ൅ ߙሻ interpoliert werden. Zu diesem Zweck verwenden die im nächsten Abschnitt vorgestellten 
linearen und nicht-linearen Interpolationsverfahren, wie in Abbildung 2.9 gezeigt, die vektoriell 
adressierten Pixel der benachbarten Bilder. Unter Berücksichtigung der durch den Faktor ߙ	 
ሺ0 ൏ ߙ ൏ 1ሻ definierten relativen Position des Zwischenbildes gilt für diese Pixel: 
ܨ௉ሺݔԦ, ݊ ൅ ߙሻ ൌ ܨ൫ݔԦ െ ߙ ∙ ݒԦ௣ሺݔԦ, ݊ ൅ ߙሻ, ݊൯ und (2.4)
ܨேሺݔԦ, ݊ ൅ ߙሻ ൌ ܨ൫ݔԦ ൅ ሺ1 െ ߙሻ ∙ ݒԦ௣ሺݔԦ, ݊ ൅ ߙሻ, ݊ ൅ 1൯. (2.5)
Mit ܨ௉ werden im Folgenden die vektoriell adressierten Pixel des vorangegangenen (engl. Previous) 
und mit ܨே die Pixel des nachfolgenden (engl. Next) Bildes an der zeitlichen Bildposition ݊ ൅ ߙ 
bezeichnet. 
 
Abbildung 2.9: Vektorielle Adressierung der Pixel benachbarter Bilder bei einer bewegungs-
kompensierten Zwischenbildinterpolation. 
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2.2.2 Lineare Interpolationsverfahren 
Bewegungskompensierte Bildwiederholung 
Die einfachste Form einer bewegungskompensierten Interpolation repräsentiert die bewegungskom-
pensierte Bildwiederholung (MCR)10 [19]. Bei diesem Verfahren wird ein Zwischenbild ausschließ-
lich mit Hilfe der vektoriell adressierten Pixel des vorangegangenen oder nachfolgenden Bildes 
erzeugt: 
ܨெ஼ோሺݔԦ, ݊ ൅ ߙሻ ൌ ܨ௉ሺݔԦ, ݊ ൅ ߙሻ	oder (2.6)
ܨெ஼ோሺݔԦ, ݊ ൅ ߙሻ ൌ ܨேሺݔԦ, ݊ ൅ ߙሻ. (2.7)
Falsche Bewegungsvektoren führen daher mit hoher Wahrscheinlichkeit zu Interpolationsfehlern, 
da das Verfahren auf Grund der direkten linearen Verknüpfung mit einem Nachbarbild weder feh-
lertolerant ist noch eine Verschleierung der Fehler stattfindet. 
Bewegungskompensierte Bildmittelung 
Eine Verbesserung der Interpolationsqualität kann durch die bewegungskompensierte Bildmittelung 
(MCA)11 [19] erzielt werden. Bei diesem Verfahren werden die vektoriell adressierten Pixel beider 
benachbarter Bilder linear durch Mittelung verknüpft: 
ܨெ஼஺ሺݔԦ, ݊ ൅ ߙሻ ൌ 12 ൫ܨ௉ሺݔԦ, ݊ ൅ ߙሻ ൅ ܨேሺݔԦ, ݊ ൅ ߙሻ൯. (2.8)
Falls sich die Pixel ܨ௉ und ܨே z. B. auf Grund falscher Bewegungsvektoren oder in Auf- und Ver-
deckungsbereichen deutlich voneinander unterscheiden, führt die aus der Mittelung resultierende 
Tiefpasscharakteristik des Verfahrens zu einer Verschleierung des Fehlers. Eine vollständige Besei-
tigung des Artefakts findet durch diese lineare Kombination unterschiedlicher Prädiktionen aller-
dings nicht statt, da der Bildbereich unscharf wahrgenommen wird. 
2.2.3 Nicht-lineare Interpolationsverfahren 
Durch lineare Interpolationsmethoden können Artefakte auf Grund falscher Bewegungsvektoren in 
ihrer Sichtbarkeit lediglich abgeschwächt, aber nicht vollständig entfernt werden. Aus diesem 
Grund verwenden aktuelle Implementierungen meist nicht-lineare Verfahren, die ein Artefakt unter 
bestimmten Bedingungen vollständig entfernen können. Um dies zu ermöglichen, werden zur Inter-
polation eines einzelnen Pixels zunächst mehrere Pixel aus Nachbarbildern mittels unterschiedlicher 
Bewegungsvektoren ausgewählt. Innerhalb dieser sich durch die Auswahl ergebenden Stichprobe 
ist nun derjenige Wert gesucht, welcher die Probe am besten approximiert und gleichzeitig Ext-
remwerte (Ausreißer) eliminiert. Zu diesem Zweck wurden die zu den Rangordnungsfiltern gehö-
renden Medianfilter [20] entwickelt. 
                                                 
10 MCR = Motion Compensated Picture Repetition 
11 MCA = Motion Compensated Picture Averaging 
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Ein Wert ݔ෤ ist Median einer Stichprobe, wenn höchstens die Hälfte der Elemente einen kleineren 
Wert und höchstens die Hälfte einen größeren Wert als ݔ෤ hat. Zur Bestimmung des Median werden 
die Elemente der Stichprobe zunächst sortiert. Bei einer ungeraden Anzahl an Elementen entspricht 
der Median gerade dem mittleren Element dieser sortierten Folge. Falls eine gerade Anzahl an Ele-
menten vorliegt, entsprechen die beiden mittleren Elemente dem Median. Bei kardinal skalierten 
Größen wird allerdings üblicherweise das arithmetische Mittel der beiden mittleren Werte verwen-
det. Der Median einer geordneten Stichprobe von ݊ Werten ݔ௜, ݅ ൌ 1,… , ݊ wird somit folgender-
maßen definiert: 
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Stationäre Median-Filterung 
Videosequenzen weisen häufig stationäre Bildbereiche auf. Als Beispiele können feststehende 
Texteinblendungen vor einem bewegten Objekt oder der nicht bewegte Hintergrund einer Spre-
cherszene genannt werden. Eine bewegungskompensierte Bildmittelung (2.8) würde im Falle fal-
scher Bewegungsvektoren einen Interpolationsfehler erzeugen, der in einem eigentlich stationären 
Bildbereich besonders stark auffällt. 
Diese Art von Interpolationsfehler kann durch die stationäre Medianfilterung (SMF) [19] vermie-
den werden, da bei der Interpolation zusätzlich zum gemittelten Wert ܨெ஼஺ die beiden nicht bewe-
gungskompensierten Pixel der Nachbarbilder an der betrachteten Position innerhalb eines 3-Tap-
Medianfilters berücksichtigt werden: 
ܨௌெிሺݔԦ, ݊ ൅ ߙሻ ൌ ሼܨெ஼஺ሺݔԦ, ݊ ൅ ߙሻ; ܨሺݔԦ, ݊ሻ; ܨሺݔԦ, ݊ ൅ 1ሻሽ. (2.10)
Falls ein zu interpolierendes Pixel aus einem stationären Bereich stammt und die beiden nicht be-
wegungskompensierten Pixel den gleichen Wert aufweisen, kann der durch einen falschen Bewe-
gungsvektor bestimmte Wert ܨெ஼஺ erfolgreich unterdrückt werden. Die Anwendung dieses Filters 
kann allerdings in bewegten, texturierten Bereichen zu einer deutlichen Verschlechterung der Inter-
polationsqualität führen. In diesen Bereichen unterscheiden sich die drei berücksichtigten Pixelwer-
te meist deutlich voneinander, so dass der Interpolationsprozess instabil wird und die resultierenden 
Pixelwerte unbeständig schwanken. 
Dynamische Median-Filterung 
Der Qualitätsverlust der stationären Medianfilterung ist in den meisten Fällen so groß, dass durch 
die sog. dynamische Median-Filterung (DMF) [19] im Durchschnitt ein besseres Interpolationser-
gebnis erzielt werden kann. Bei dieser Form der Interpolation werden über ein 3-Tap-Medianfilter 
die beiden bewegungskompensierten Pixel ܨ௉ und	ܨே, sowie der Mittelwert 	ܨ஺௏ீ der nicht bewe-
gungskompensierten Pixelwerte an der betrachteten Position verknüpft: 
ܨ஽ெிሺݔԦ, ݊ ൅ ߙሻ ൌ ܯܧܦሼܨ௉ሺݔԦ, ݊ ൅ ߙሻ; ܨேሺݔԦ, ݊ ൅ ߙሻ; ܨ஺௏ீሺݔԦ, ݊ ൅ ߙሻሽ. (2.11)
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Der Wert 	ܨ஺௏ீ ist dabei definiert durch: 
ܨ஺௏ீሺݔԦ, ݊ ൅ ߙሻ ൌ 12 ሺܨሺݔԦ, ݊ሻ ൅ ܨሺݔԦ, ݊ ൅ 1ሻሻ. (2.12)
Sofern der Bewegungsvektor die Verschiebung korrekt beschreibt, werden die beiden bewegungs-
kompensierten Pixel ܨ௉ und	ܨே in etwa den gleichen Wert aufweisen und somit den nicht bewe-
gungskompensierten Mittelwert ܨ஺௏ீ unterdrücken. Falls allerdings der Bewegungsvektor die tat-
sächliche Verschiebung nicht korrekt beschreibt, wird mit hoher Wahrscheinlichkeit der nicht be-
wegungskompensierte Mittelwert 	ܨ஺௏ீ dem Median entsprechen, so dass ein Überblenden zwi-
schen den benachbarten Originalbildern erfolgt. Die dadurch entstehende Unschärfe wird in der 
Regel von einem Betrachter als wenig störend empfunden, als die erratischen Artefakte, die durch 
falsche Bewegungsvektoren entstehen können. 
2.3 Objektive Bewertung der zeitlichen Formatkonversion 
Die objektive Bewertung von Verfahren zur zeitlichen Formatkonversion ist ein komplexes Prob-
lem, welches von unterschiedlichen Faktoren abhängt. Dazu zählen die angewandte Methodik mit 
der eine Messung erfolgt und die verwendeten Testsequenzen, welche einen starken Einfluss auf 
das Ergebnis und die daraus gezogenen Schlussfolgerungen haben können. Das Hauptproblem stel-
len allerdings auch nach jahrelanger Forschung die zur Verfügung stehenden Bewertungsmetriken 
dar, die das höchst nichtlineare menschliche Wahrnehmungssystem nach wie vor nur unzureichend 
abbilden. Die Korrelation zwischen der subjektiven Wahrnehmung eines geschulten oder unge-
schulten Betrachters ist insbesondere bei kritischen Testsequenzen häufig nur gering. Subjektive 
Tests haben allerdings den entscheidenden Nachteil, dass sie sich nicht in einen automatisierten 
Optimierungsprozess, wie er im Rahmen dieser Arbeit verwendet wird, integrieren lassen. Darüber 
hinaus ermöglichen die Maßzahlen, die mittels objektiver Kriterien bestimmt werden, eine bessere 
Vergleichbarkeit der untersuchten Algorithmen. 
2.3.1 Bewertungsmethodik 
Bei der objektiven Bewertung der zeitlichen Formatkonversion wird das interpolierte Ergebnis mit 
einer Referenzsequenz verglichen, welche die gewünschte zeitliche Abtastrate aufweist. Neben der 
Sequenz mit der Ausgangsbildrate muss daher die zugehörige Sequenz mit der Zielbildrate vorhan-
den sein. Dies ist allerdings in der Regel nicht der Fall, da normalerweise auf original Fernseh- oder 
Filmmaterial mit den entsprechenden zeitlichen Abtastraten von beispielsweise 25 Vollbildern pro 
Sekunde zurückgegriffen wird. Die zugehörigen Sequenzen mit einer höheren Bildrate von z. B. 
100 Hz oder 200 Hz sind daher meist nicht verfügbar. 
Um ein Sequenzpaar mit Ausgangs- und Zielbildrate zu erhalten, wird daher üblicherweise die Ori-
ginalsequenz als Referenz verwendet und die zur Konversion benötigte Eingangssequenz wird aus 
dieser durch zeitliche Unterabtastung generiert. Wenn beispielsweise eine Bildratenkonversion mit 
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dem Verhältnis 1:2 evaluiert werden soll, wie sie bei einer typischen Konversion von 50 Hz nach 
100 Hz erforderlich ist, entsteht die Eingangssequenz durch zeitliche Unterabtastung mit dem Fak-
tor zwei. Abbildung 2.10 zeigt die beschriebene Bewertungsmethodik anhand des angeführten Bei-
spiels in Form eines Blockdiagramms. Der entscheidende Vorteil dieser Methodik liegt darin be-
gründet, dass jede verfügbare Bildsequenz zur Evaluation verwendet werden kann und somit eine 
große Datenbasis zur Verfügung steht. Allerdings weist diese Methodik auch einen gravierenden 
Nachteil auf, da durch die zeitliche Unterabtastung die Geschwindigkeit bewegter Objekte inner-
halb der Sequenzen vervielfacht wird. Bei der Auswahl der Referenzsequenzen sollte daher darauf 
geachtet werden, dass die Objektverschiebungen nach einer zeitlichen Unterabtastung immer noch 
in einem typischen Bereich liegen. 
 
Abbildung 2.10: Objektive Bewertung einer zeitlichen Formatkonversion mit dem Faktor 1:2 am 
Beispiel einer 50 Hz Eingangssequenz. 
Als Testmaterial werden im Folgenden unterschiedliche Sequenzen verwendet, die z. T. internatio-
nal gebräuchlich sind und ein breites Spektrum typischer Bewegungsformen, wie beispielsweise 
translatorische Bewegungen, Beschleunigungen, Kamerazoom, Kameraschwenk oder Rotationen, 
wiederspiegeln. Im Anhang A.1 finden sich Beispielbilder und Erläuterungen zu den einzelnen hier 
verwendeten Sequenzen. 
2.3.2 Objektive Metriken zur Qualitätsmessung 
Zur objektiven Bewertung der Bildqualität wurden in der Vergangenheit zahlreiche Metriken ent-
wickelt, die allerdings häufig anwendungsbezogen sind. Insbesondere im Bereich der Bildcodierung 
wurden in den letzten Jahren zahlreiche spezialisierte Metriken vorgestellt, die z. B. die quantitative 
Bewertung von Block-Artefakten, wie sie bei der Bildcodierung entstehen können, ermöglichen. 
Diese auf spezielle Anwendungsprobleme angepassten Metriken können meist nicht zur Bewertung 
der interpolierten Zwischenbilder einer zeitlichen Formatkonversion genutzt werden, da die adres-
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sierten Probleme nicht kompatibel sind. Aus diesem Grund werden im Folgenden Metriken ver-
wendet, die nicht auf bestimmte Fehlertypen spezialisiert sind. 
Mean-Squared-Error (MSE) 
Der sog. Mean-Squared-Error (MSE) ist eine Metrik aus dem Bereich der statistischen Mathematik 
und beschreibt die Abweichung eines Schätzers von dem zu schätzenden Wert durch Messung der 
mittleren quadratischen Abweichung. Für den Vergleich interpolierter Bilder ܨ௜௧௣ mit den zugehöri-
gen Referenzbildern ܨ௥௘௙ gilt daher für das Bild	݊ einer Sequenz: 
ܯܵܧ൫ܨ௜௧௣, ܨ௥௘௙, ݊൯ ൌ 1|ܹ| ෍ ቀܨ௜௧௣ሺݔԦ, ݊ሻ െ ܨ௥௘௙ሺݔԦ, ݊ሻቁ
ଶ
∀௫Ԧ∈ௐ
. (2.13)
Häufig wird zur Messung ein Fenster ܹ verwendet, welches die Randbereiche eines Bildes aus-
spart, da diese z. B. nicht dargestellt werden. Die Mittelung erfolgt daher nur über die |ܹ| Pixel des 
betrachteten Messfensters. 
Ein geringer MSE bedeutet allgemein, dass gleichzeitig die statistische Verzerrung und die Varianz 
des Schätzers gering sind. Die Schätzwerte liegen somit im Mittel in der Nähe des zu schätzenden 
Wertes und weisen nur eine geringe Streuung auf. In dem hier betrachteten Fall sind daher übli-
cherweise Verfahren zur Bildratenkonversion zu bevorzugen, die einen kleineren MSE aufweisen. 
Es muss dabei allerdings immer bedacht werden, dass dieser im Vergleich kleinere Wert aus einer 
geringeren Verzerrung oder einer geringeren Varianz der interpolierten Werte resultieren kann. 
Welcher Faktor für die menschliche Wahrnehmung der Qualität einer bestimmten Testsequenz aus-
schlaggebend ist wird dabei nicht berücksichtigt und kann somit zu Fehlentscheidungen führen. 
Peak-Signal-to-Noise-Ratio (PSNR) 
Die sog. Peak-Signal-to-Noise-Ratio (PSNR) bestimmt die Fehlerbildleistung zwischen dem inter-
polierten Bild und dem idealen Referenzbild, indem das Verhältnis zwischen der Leistung der ma-
ximalen Signalamplitude und der Leistung der Bildstörung betrachtet wird. Der PSNR kann somit 
direkt aus dem MSE abgeleitet werden, so dass bei einer maximalen Signalamplitude ܣ gilt: 
ܴܲܵܰ൫ܨ௜௧௣, ܨ௥௘௙, ݊൯ ൌ 10 ∙ logଵ଴ ቆ ܣ
ଶ
ܯܵܧሺܨ௜௧௣, ܨ௥௘௙, ݊ሻቇ ሾdBሿ . (2.14)
Im hier betrachteten Fall entspricht ܣ gerade dem maximal möglichen Grauwert eines Bildes. Bei 
der üblichen Codierung der Bilddaten mit 8-Bit pro Pixel ergibt sich der Wert ܣ ൌ 255. Da in der 
PSNR-Metrik die MSE-Metrik im Nenner steht, approximiert ein interpoliertes Zwischenbild das 
zugehörige Referenzbild umso besser, je höher der PSNR-Wert ist. 
Structural-Similarity-Measurement (SSIM) 
Die bisher betrachteten Metriken weisen häufig eine zu geringe Korrelation in Bezug auf die durch 
das HVS wahrgenommene Bildqualität auf [21-23]. In der Vergangenheit wurden daher zahlreiche 
Metriken entwickelt, die vom MSE abgeleitet wurden und Fehler in Abhängigkeit von ihrer Sicht-
barkeit bestrafen. Exemplarisch sei hier der sog. Subjective-Mean-Square-Error (SMSE) [24] ge-
nannt, welcher die örtliche Tiefpass-Charakteristik des HVS durch eine lokale Mittelwertbildung 
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der Bildinformation nachempfindet. Allerdings wurde in [16] gezeigt, dass diese Metrik eine 
schlechtere Korrelation mit der subjektiv wahrgenommenen Bildqualität als MSE und PSNR auf-
weist. Daher wird der SMSE in dieser Arbeit nicht verwendet, obwohl diese Metrik in der Vergan-
genheit häufig zur Bewertung von Algorithmen zur Formatkonversion eingesetzt wurde [16, 18]. 
Ein neuer Ansatz zur Bestimmung der Bildqualität eines gestörten Bildes im Vergleich zu einem 
Referenzbild wurde in [25] vorgestellt. Der sog. Structural-Similarity-Measurement (SSIM) Index 
bestimmt die Qualität eines gestörten Bildes, indem die Veränderung der strukturellen Bildinforma-
tion einer Szene gemessen wird. Der SSIM berücksichtigt somit die Tatsache, dass sich die visuelle 
Wahrnehmung in hohem Maße an der Strukturinformation eines Bildes orientiert. Abbildung 2.11 
zeigt dies exemplarisch für unterschiedliche Bildstörungstypen. 
 
a) Originalbild b) Kontraständerung  
SSIM = 0,9059 
c) Helligkeitsänderung 
SSIM = 0,9878 
 
d) JPEG-Bildkompression 
SSIM = 0,7283 
e) Unschärfe 
SSIM = 0,8034 
f) Impulsrauschen 
SSIM = 0,7570 
Abbildung 2.11: Vergleich unterschiedlicher Bildstörungen am Beispiel des Bildes Cameraman. 
Alle gestörten Bilder weisen im Vergleich zum Originalbild einen PSNR-Wert 
von 24,3 dB auf, obwohl die wahrgenommene Bildqualität stark variiert. Mit 
Hilfe der SSIM-Metrik kann dem hingegen eine differenzierte Qualitätsbeurtei-
lung erfolgen. 
Obwohl die Bilder (b-f) der Abbildung 2.11 alle einen identischen PSNR-Wert von 24,3 dB im 
Vergleich zum Referenzbild (a) aufweisen, ist die wahrgenommene Bildqualität sehr verschieden. 
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Die Qualität der Bilder (b-c) wird als deutlich besser empfunden, da die Kontrast- bzw. Helligkeits-
änderungen im Gegensatz zu den Störungen in den Bildern (d-f) die Strukturinformation des Bildes 
nur geringfügig verändern. In [25] wurde anhand einer umfangreichen Testreihe gezeigt, dass der 
SSIM-Index eine bessere Korrelation zur subjektiven Wahrnehmung aufweist, als PSNR oder Sarn-
off-JND [26]. Aus diesem Grund wird im weiteren Verlauf dieser Arbeit neben der stark verbreite-
ten PSNR-Metrik, die eine gute Vergleichbarkeit zu bestehenden Arbeiten ermöglicht, auch der 
SSIM-Index zur quantitativen Bewertung eingesetzt. 
Der SSIM-Index definiert die strukturelle Information eines Bildes als jene Attribute, welche die 
Objektstruktur unabhängig von Helligkeit und Kontrast repräsentieren. Die Metrik setzt sich daher 
aus den drei Teilfunktionen zum Vergleich der Helligkeit	ܮሺݔԦ, ݊ሻ, des Kontrastes	ܥሺݔԦ, ݊ሻ und der 
Struktur	ܵሺݔԦ, ݊ሻ zusammen: 
ܵܵܫܯ൫ܨ௜௧௣, ܨ௥௘௙, ݊൯ ൌ 1|ܹ| ෍ ܮ௜௧௣,௥௘௙ሺݔԦ, ݊ሻ
஑
∀௫Ԧ∈ௐ
∙ ܥ௜௧௣,௥௘௙ሺݔԦ, ݊ሻஒ ∙ ௜ܵ௧௣,௥௘௙ሺݔԦ, ݊ሻஓ	. (2.15)
Um Helligkeits- und Kontrastunterschieden innerhalb eines Bildes entgegenzuwirken, erfolgt eine 
lokale Berechnung der einzelnen Komponenten. Zu diesem Zweck wird eine 11 ൈ 11 Pixel große 
Region ܴ definiert, welche den aktuell betrachteten Bildpunkt umgibt: 
ܴ ൌ ቄቀݎ௫ݎ௬ቁቚ െ 5 ൑ ݎ௫ ൑ 5 ∧ െ5 ൑ ݎ௬ ൑ 5ቅ . (2.16)
Der Vergleich der Helligkeitsinformation erfolgt mit Hilfe der geschätzten mittleren Intensität an 
der betrachteten Position. Die einzelnen Luminanzwerte aus der Region ܴ werden dazu mit einer 
Gaußschen Gewichtungsfunktion ݓሺݎԦሻ multipliziert, deren Standardabweichung den Wert 1,5 hat 
und deren Summe auf den Wert eins normalisiert wurde: 
ߤ௞ሺݔԦ, ݊ሻ ൌ ෍ ݓሺݎԦሻ ∙ ܨ௞ሺݔԦ ൅ ݎԦ, ݊ሻ
∀௥Ԧ∈ோ
. (2.17)
Für den Vergleich der Helligkeit des interpolierten Bildes ܨ௜௧௣	und des Referenzbildes ܨ௥௘௙	wird die 
folgende symmetrische und durch den Wert 1 beschränkte Funktion verwendet: 
ܮ௜௧௣,௥௘௙ሺݔԦ, ݊ሻ ൌ 2 ∙ ߤ௜௧௣
ሺݔԦ, ݊ሻ ∙ ߤ௥௘௙ሺݔԦ, ݊ሻ ൅ ܭ௅
ߤ௜௧௣ሺݔԦ, ݊ሻଶ ൅ ߤ௥௘௙ሺݔԦ, ݊ሻଶ ൅ ܭ௅ . (2.18)
Durch die hier und im Folgenden verwendeten Konstanten ܭ können Instabilitäten vermieden wer-
den, wenn der Nenner nahe Null ist. Der Kontrast einer Bildregion kann analog mit Hilfe der Stan-
dardabweichung geschätzt werden: 
ߪ௞ሺݔԦ, ݊ሻ ൌ ඨ෍ݓሺݎԦሻ ∙ ൫ܨ௞ሺݔԦ ൅ ݎԦ, ݊ሻ െ ߤ௞ሺݔԦ, ݊ሻ൯ଶ
௥Ԧ∈ோ
. (2.19)
Für die zugehörige Vergleichsfunktion gilt daher: 
ܥ௜௧௣,௥௘௙ሺݔԦ, ݊ሻ ൌ 2 ∙ ߪ௜௧௣
ሺݔԦ, ݊ሻ ∙ ߪ௥௘௙ሺݔԦ, ݊ሻ ൅ ܭ஼
ߪ௜௧௣ሺݔԦ, ݊ሻଶ ൅ ߪ௥௘௙ሺݔԦ, ݊ሻଶ ൅ ܭ஼ . (2.20)
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Im Anschluss an die Luminanz- und Kontrastkorrektur erfolgt die Berechnung der Strukturüberein-
stimmung. Zu diesem Zweck wird die Korrelation der betrachteten Bildregionen bestimmt: 
ߪ௞,௟ሺݔԦ, ݊ሻ ൌ ෍ ݓሺݎԦሻ ∙ ൫ܨ௞ሺݔԦ ൅ ݎԦ, ݊ሻ െ ߤ௞ሺݔԦ, ݊ሻ൯ ∙ ൫ܨ௟ሺݔԦ ൅ ݎԦ, ݊ሻ െ ߤ௟ሺݔԦ, ݊ሻ൯
∀௥Ԧ∈ோ
	. (2.21)
Die Vergleichsfunktion zur Ermittlung der strukturellen Übereinstimmung lautet somit: 
௜ܵ௧௣,௥௘௙ሺݔԦ, ݊ሻ ൌ ߪ௜௧௣,௥௘௙
ሺݔԦ, ݊ሻ 	൅ ܭௌ
ߪ௜௧௣ሺݔԦ, ݊ሻ ∙ ߪ௥௘௙ሺݔԦ, ݊ሻ ൅ ܭௌ . (2.22)
In Übereinstimmung mit [25] ergibt sich der SSIM-Index mit ߙ ൌ ߚ ൌ ߛ ൌ 1 und ܭௌ ൌ ܭ஼ 2⁄  zu: 
ܵܵܫܯ൫ܨ௜௧௣, ܨ௥௘௙, ݊൯
ൌ 1|ܹ| ෍
ሺ2 ∙ ߤ௜௧௣ሺݔԦ, ݊ሻ ∙ ߤ௥௘௙ሺݔԦ, ݊ሻ ൅ ܭ௅ሻ ∙ ሺ2 ߪ௜௧௣,௥௘௙ሺݔԦ, ݊ሻ ൅ ܭ஼ሻ
ሺߤ௜௧௣ሺݔԦ, ݊ሻଶ ൅ ߤ௥௘௙ሺݔԦ, ݊ሻଶ ൅ ܭ௅ሻ ∙ ሺߪ௜௧௣ሺݔԦ, ݊ሻଶ ൅ ߪ௥௘௙ሺݔԦ, ݊ሻଶ ൅ ܭ஼ሻ∀௫Ԧ∈ௐ
	. (2.23)
Die Konstanten ܭ௅ und ܭ஼ wurden in [25] heuristisch ermittelt und orientieren sich an der maxima-
len Signalamplitude ܣ die hier den Wert 255 aufweist: 
ܭ௅ ൌ ሺ0,01 ∙ 255ሻଶ ൌ 6,5025				und (2.24)
ܭ஼ ൌ ሺ0,03 ∙ 255ሻଶ ൌ 58,5225	. (2.25)
Da die einzelnen Teilfunktionen des SSIM-Index auf Grund der jeweiligen Normalisierung durch 
den Wert 1 begrenzt sind, kann auch die Gesamtfunktion nur diesen Maximalwert annehmen, wenn 
die zu vergleichenden Bilder exakt übereinstimmen. 
Mittelung über mehrere interpolierte Bilder 
Bei allen betrachteten Metriken erfolgt die Berechnung über ܰ Bilder einer Sequenz mit abschlie-
ßender Mittelung, so dass gilt: 
ܯܵܧതതതതതത ൌ 1ܰ෍ܯܵܧ൫ܨ௜௧௣, ܨ௥௘௙, ݊൯
ே
௡ୀଵ
	, (2.26)
ܴܲܵܰതതതതതതതത ൌ 1ܰ෍ܴܲܵܰ൫ܨ௜௧௣, ܨ௥௘௙, ݊൯
ே
௡ୀଵ
, (2.27)
ܵܵܫܯതതതതതതത ൌ 1ܰ෍ܵܵܫܯ൫ܨ௜௧௣, ܨ௥௘௙, ݊൯
ே
௡ୀଵ
	. (2.28)
2.4 Quantitativer Vergleich bestehender Verfahren 
Bevor im weiteren Verlauf dieser Arbeit die vorgestellten Algorithmen zur Formatkonversion zur 
quantitativen Bewertung von Algorithmen zur Bewegungsschätzung eingesetzt werden, erfolgt ein 
Vergleich der einzelnen Verfahren. In Abbildung 2.12 sind daher die ܵܵܫܯതതതതതതത und ܴܲܵܰതതതതതതതത-Werte einer 
zeitlichen Formatkonversion mit dem Faktor 1:2 für die vier vorgestellten Interpolationsalgorithmen 
wiedergegeben. Da bei allen acht verwendeten Testsequenzen jeweils der Durchschnittswert der 
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Metriken über 20 interpolierte Zwischenbilder bestimmt wurde, zeigt Abbildung 2.12 zusätzlich die 
jeweilige Standardabweichung in Form eines Fehlerindikators. Des Weiteren wurden identische 
Bewegungsvektorfelder verwendet, die mit Hilfe eines prädiktiven Block-Matching-Verfahrens12 
generiert wurden. Eine Übersicht der verwendeten Testsequenzen ist Anlage A.1 zu entnehmen. 
 
a) ܴܲܵܰതതതതതതതത [dB] 
 
b) ܵܵܫܯതതതതതതത 
Abbildung 2.12: Quantitative Bewertung der vorgestellten Verfahren zur Zwischenbildinterpola-
tion anhand unterschiedlicher Testsequenzen. 
                                                 
12 Prädiktives Block-Matching (siehe Kapitel 5.1) mit folgenden Einstellungen: 1 Iteration, unidirektional, Blockgröße 
8 ൈ 8 ohne Blockerweiterung, Pixelgenauigkeit, keine globale Bewegungsschätzung, Blockerosion 
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Bezüglich beider untersuchter Qualitätskriterien erzielen die bewegungskompensierte Bildmittelung 
(MCA) (2.8) und die dynamische Medianfilterung (DYN) (2.11) die besten Interpolationsergebnis-
se. Die gemessenen Unterschiede sind bei diesen Verfahren relativ gering und bestätigen die Ergeb-
nisse aus [16]. Die Qualität der bewegungskompensierten Bildwiederholung (MCR) (2.6) und ins-
besondere der stationären Medianfilterung (STA) (2.10) fallen dahingegen deutlich schlechter aus. 
Auf Grund einer vergleichbaren Komplexität scheiden diese Verfahren aus den nachfolgenden Be-
trachtungen aus. Der direkte Vergleich der SSIM und PSNR-Ergebnisse zeigt darüber hinaus, dass 
die Tendenz der Qualitätsbewertung für die einzelnen Sequenzen übereinstimmt. Allerdings ver-
zerrt die hohe Dynamik des PSNR sowohl die Darstellung als auch den über alle Sequenzen ermit-
telten Durchschnittswert viel stärker, als dies bei der SSIM-Metrik der Fall ist. 
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3 Analyse von Algorithmen zur 
Bewegungsschätzung 
Algorithmen zur Bewegungsschätzung können grundsätzlich in pixel-, block- und objektbasierte 
Verfahren, die entweder im Frequenz- oder Zeitbereich angesiedelt sind, unterteilt werden. Eine 
detaillierte Übersicht unterschiedlicher Verfahren wird z. B. in [2] gegeben. Da die Bewegungs-
schätzung in vielen Anwendungen den größten Teil der Rechenleistung erfordert, dominieren in den 
meisten Anwendungen die im Zeitbereich angesiedelten Block-Matching-Algorithmen auf Grund 
ihrer vielfältigen Optimierungs- und Parallelisierungsmöglichkeiten [27]. Die wesentlichen Grund-
lagen dieser Algorithmen und verwandter Techniken werden im weiteren Verlauf dieses Kapitels 
vermittelt. 
3.1 Bewegungsschätzung durch Block-Matching 
3.1.1 Full-Search-Algorithmus 
Bei der Bewegungsschätzung mittels Block-Matching (BM) wird jedes Bild ܨሺ݊ሻ einer Sequenz in 
gleich große, nicht überlappende Blöcke unterteilt. Jeder Block ܤ umgibt jeweils ein zentrales Pixel 
an der Position ݔԦ ൌ ሺݔ, ݕሻ் und umfasst bei einer Blockgröße ܾ௫ ൈ ܾ௬ folgende Pixelpositionen: 
ܤሺݔԦሻ ൌ ቄ݌Ԧ ቚݔ െ ௕ೣଶ ൑ ݌௫ ൑ ݔ ൅
௕ೣ
ଶ , ݕ െ
௕೤
ଶ ൑ ݌௬ ൑ ݕ ൅
௕೤
ଶ ቅ . (3.1)
Für jeden Block ܤሺݔԦሻ wird im vorherigen oder nachfolgenden Bild ܨሺ݊ െ 1ሻ oder ܨሺ݊ ൅ 1ሻ ein 
ähnlicher Block gesucht, indem der Block im Nachbarbild relativ zur aktuellen Position ݔԦ um einen 
Verschiebungsvektor ݒԦሺݔԦ, ݊ሻ verschoben und eine Schätzfunktion berechnet wird. Mit Hilfe dieser 
Funktionen wird die Übereinstimmung der Bildsignale meist über die Luminanzwerte des aktuellen 
und des verschobenen Blocks durch eine frei definierbare Norm wie der absoluten oder der quadra-
tischen Differenz ermittelt (siehe Kapitel 3.4.1). Allgemein gilt für diese als Displaced Frame Dif-
ference (DFD) bezeichneten Schätzfunktionen: 
DFDሺݒԦ, ݔԦ, ݊ሻ ൌ ෍ ‖ܨሺ݌Ԧ, ݊ሻ, ܨሺ݌Ԧ േ ݒԦ, ݊ േ 1ሻ‖ .
∀௣Ԧ∈஻ሺ௫Ԧሻ
 (3.2)
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Zur Bestimmung des besten Verschiebungsvektors wird eine Menge ܥ unterschiedlicher Kandida-
tenvektoren Ԧܿ untersucht. Bei der Definition der Kandidatenmenge wird bei den meisten Algorith-
men der eingeschränkte Geschwindigkeitsbereich realer Bildsequenzen berücksichtigt. Im einfachs-
ten Fall ergeben sich die Kandidatenvektoren direkt aus allen erlaubten relativen Verschiebungen 
innerhalb eines Suchbereichs ܵ mit den Abmessungen	ݏ௫ ൈ ݏ௬: 
ܥிௌ ൌ ܵிௌ ൌ ቄ Ԧܿ ቚି௦ೣଶ ൑ ܿ௫ ൑
௦ೣ
ଶ , ି
௦೤
ଶ ൑ ܿ௬ ൑
௦೤
ଶ ቅ . (3.3)
Diese Suchstrategie wird üblicherweise als Full-Search (FS), Brute-Force oder Exhaustive-Search 
Block-Matching bezeichnet. Abbildung 3.1 stellt dieses BM-Prinzip an zwei aufeinander folgenden 
Bildern einer Sequenz für eine Bewegungsschätzung vom Bild ݊ zum Bild ݊ ൅ 1 dar. 
Im weiteren Verlauf dieser Arbeit wird grundsätzlich angenommen, dass die gewählte Schätzfunk-
tion eine zu minimierende Fehlerfunktion ist. Der beste Verschiebungsvektor ݒԦሺݔԦ, ݊ሻ entspricht 
somit demjenigen Kandidatenvektor Ԧܿ, welcher die gewählte Schätzfunktion DFD innerhalb des 
Suchbereichs minimiert: 
ݒԦሺݔԦ, ݊ሻ ൌ bestDFD൫ܥሺݔԦ, ݊ሻ൯ ൌ ൛ Ԧܿ ∈ ܥหDFDሺ Ԧܿ, ݔԦ, ݊ሻ ൑ DFD൫ Ԧ݀, ݔԦ, ݊൯∀ Ԧ݀ ∈ ܥൟ	. (3.4)
Der Vektor ݒԦ wird abschließend allen Pixelpositionen des zugehörigen Blocks zugewiesen: 
∀݌Ԧ ∈ ܤሺݔԦሻ:	ݒԦሺ݌Ԧ, ݊ሻ ൌ ݒԦሺݔԦ, ݊ሻ	. (3.5)
Der FS-Algorithmus bietet auf Grund seiner geringen Komplexität eine hohe Regularität und emp-
fiehlt sich daher besonders für Hardware-Implementierungen [27]. Allerdings ist die Anzahl an Ba-
sisoperationen (Op), die zur Bestimmung eines Bewegungsvektors erforderlich sind, sehr groß. Bei 
einem CCIR Standard TV-Signal mit 50 Hz Halbbild-Wiederholrate und einer Auflösung von 
288720  Bildpunkten pro Halbbild ergeben sich für einen 3232  Pixel großen Suchbereich be-
reits 10616,8 MOp/s [2]. Aus diesem Grund wurden zahlreiche optimierte Block-Matching-
Algorithmen entwickelt, welche mit einer möglichst geringen Zahl an DFD-Berechnungen versu-
chen, den optimalen Verschiebungsvektor zu bestimmen. 
 
Abbildung 3.1: Grundprinzip des Block-Matching-Algorithmus. 
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3.1.2 Klassische, optimierte Block-Matching-Algorithmen 
Auf Grund der großen Bedeutung von Block-Matching-Algorithmen in der Videosignalverarbei-
tung, wurden zahlreiche optimierte Verfahren entwickelt, die insbesondere den Rechenaufwand 
minimieren und die (anwendungsspezifische) Qualität maximieren sollen. Da die Suche nach dem 
Minimum der Schätzfunktion bei BM-Algorithmen einem zweidimensionalen Optimierungsprob-
lem entspricht, wurden in der Vergangenheit unterschiedliche mathematische Lösungsstrategien 
vorgeschlagen. Eine Übersicht über optimierte Verfahren, wie sie im Bereich der Formatkonversion 
und Videocodierung eingesetzt werden, zeigt Tabelle 3.1. Die wichtigsten Unterscheidungsmerk-
male optimierter Block-Matching-Algorithmen werden im Folgenden näher erläutert. Eine umfang-
reiche Analyse dieser Algorithmen im Bereich der Videocodierung kann [28] entnommen werden. 
Ein wesentliches Unterscheidungsmerkmal optimierter BM-Algorithmen ist die verwendete Such-
strategie. Die meisten schnellen Suchverfahren reduzieren die hohe Anzahl an Basisoperationen des 
FS-Algorithmus, indem nur ein ausgewählter Teil des Suchbereichs verwendet wird, um den besten 
Verschiebungsvektor zu ermitteln. Der Suchbereich kann dabei entweder fest vorgegeben oder sze-
nenabhängig bestimmt werden. Im Rahmen dieser Arbeit wurden neben dem FS-Algorithmus un-
terschiedliche optimierte BM-Algorithmen mit festem Suchbereich als Referenzverfahren imple-
mentiert, deren Suchstrategie im Folgenden kurz erläutert wird. 
Fester  
Suchbereich 
Hierarchische 
Verfahren 
Prädiktive  
Verfahren 
2DLS 
[29] 
Mehrschrittsuche
[30] 
Räumliche Prädiktion 
[31] 
TSS 
[32] 
Gauß-Pyramide 
[33] 
Zeitliche Prädiktion 
[34] 
CDS 
[31] 
Pixel-Auflösung
[35] 
3DRS 
[4] 
OTS 
[31] 
Mean-Pyramid 
[36] 
PPBM 
[1] 
Tabelle 3.1: Grobe Unterscheidung von Block-Matching-Algorithmen. 
One at a Time Search (OTS) 
Beim OTS-Algorithmus [31] wird die Menge der möglichen Verschiebungsvektoren durch die Un-
terteilung des Suchprozesses in eine horizontale und anschließende vertikale Suche reduziert. Zu-
nächst wird lediglich die horizontale Komponente des Verschiebungsvektors ݒ௫ bestimmt, indem 
ausgehend von der aktuellen Blockposition ausschließlich horizontal nach einem lokalen Minimum 
innerhalb des Suchbereiches der Breite ݏ௫ gesucht wird. Für diesen ersten Suchschritt ergibt sich die 
folgende Menge möglicher Kandidatenvektoren: 
ܥை்ௌ,௫ ൌ ቄቀܿ௫0 ቁ ቚି
௦ೣ
ଶ ൑ ܿ௫ ൑
௦ೣ
ଶ ቅ	. (3.6)
Derjenige Kandidatenvektor dieser Menge, welcher die gewählte Schätzfunktion minimiert, defi-
niert die horizontale Vektorkomponente ݒ௫. Die anschließende Suche nach der vertikalen Vektor-
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komponente ݒ௬ erfolgt unter Beibehaltung der bereits ermittelten horizontalen Verschiebung, so 
dass sich folgende Kandidatenvektoren beim zweiten Suchschritt ergeben: 
ܥை்ௌ,௬ ൌ ቄቀ
ݒ௫ܿ௬ቁ ቚି
௦೤
ଶ ൑ ܿ௬ ൑
௦೤
ଶ ቅ	. (3.7)
Um die Wahrscheinlichkeit einer vorzeitigen Stagnation des Suchprozesses an einem lokalen Mi-
nimum zu reduzieren, kann der OTS-Algorithmus iterativ ausgeführt werden. In diesem Fall werden 
die Verschiebungsvektoren der vorangegangenen Schätzung als Startpunkt einer weiteren Iteration 
mit verkleinertem Suchbereich verwendet. 
Bei einer Suchbereichsgröße von 3232  Pixel und einer Iteration ergibt sich beim OTS-
Algorithmus eine Reduktion der Operationenzahl pro Pixel um den Faktor 16,25 gegenüber dem 
FS-Algorithmus. 
Conjugate Direction Search (CDS) 
Der CDS-Algorithmus [31] reduziert die erforderliche Operationenzahl, indem die horizontale und 
vertikale Suche des OTS-Algorithmus nicht vollständig, sondern jeweils nur in die Richtung in der 
sich das erste lokale Minimum andeutet, durchgeführt wird. Sobald das erste lokale Minimum ge-
funden wird, bricht der Algorithmus die Suche ab. 
Die Reduktion des Rechenaufwands ist daher nicht mehr konstant, sondern variiert in Abhängigkeit 
von der Position der ersten lokalen Minima bei einem Suchbereich der Größe 3232  Pixel zwi-
schen 29,3 und 204,8 im Vergleich zum FS-Algorithmus. 
Zweidimensionale logarithmische Suche (2DLS) 
Der 2DLS-Algorithmus [29] vergleicht in jedem Schritt fünf sternförmig angeordnete Vergleichs-
blöcke mit dem Referenzblock ausgehend von der Mitte des Suchbereichs. Die vier horizontal und 
vertikal angeordneten Blöcke liegen dabei im Abstand von 2k Pixel )( Zk  verschoben auf der 
horizontalen und vertikalen Achse. Solange das Minimum der DFD-Vergleiche auf den vier äuße-
ren Positionen liegt, wird die entsprechende Position zum neuen Zentralpunkt des nächsten Such-
schritts. Falls der beste DFD-Wert im Mittelpunkt des Suchsterns liegt, wird eine Suche mit halbier-
ter Schrittweite 2k-1 fortgesetzt, solange die Schrittweite größer eins ist. Erst wenn diese minimale 
Schrittweite erreicht wird, werden abschließend alle den zentralen Block umgebenden acht Nach-
barpositionen auf der Suche nach dem minimalen DFD-Wert überprüft. 
Die maximale Reduktion der erforderlichen Rechenoperationen beträgt im Vergleich zum FS-
Algorithmus daher bei einer initialen Schrittweite von vier Pixel (drei Iterationen) 53,9. 
3.2 Probleme der Bewegungsschätzung 
Die Qualität eines Bewegungsvektorfeldes ist bei Block-Matching-Algorithmen stark von der Ein-
haltung bestimmter Randbedingungen abhängig. Zu diesen Bedingungen gehört, dass 
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 eine zeitlich und örtlich gleichbleibende Beleuchtung zwischen benachbarten Bildern be-
steht, 
 bewegte Objekte größer als die verwendete Blockgröße sind, 
 Objektverschiebungen nur im Pixelraster stattfinden und 
 sich die Objekte innerhalb einer Bildsequenz nur translatorisch bewegen. 
Diese Randbedingungen werden in praktisch allen Anwendungen verletzt. So weisen typische Vi-
deosequenzen üblicherweise nicht nur translatorische Bewegungen, sondern z. B. auch Zoom- oder 
Rotationsbewegungen auf. Die Auswirkung dieser Probleme auf die Vektorfeldqualität kann aller-
dings, wie im weiteren Verlauf dieser Arbeit gezeigt wird, durch unterschiedliche algorithmische 
Verbesserungen deutlich reduziert werden. 
3.2.1 Korrespondenzproblem 
In Bildsequenzen können regelmäßige, periodische Strukturen z. B. in Form von Texturen auftreten. 
In Abbildung 3.2 sind exemplarisch mehrere Texturen aus typischen Testsequenzen wiedergegeben. 
Falls eine Sequenz mit einer zu geringen zeitlichen Abtastrate aufgenommen wurde, kann es bei der 
Bewegungsschätzung mit einem BM-Algorithmus in Bereichen, die periodische Strukturen aufwei-
sen, zu Zuordnungsproblemen kommen. Dies liegt daran, dass durch die Periodizität verschiedene 
gleichwertige Optima im DFD-Gebirge entstehen, welche keine eindeutige Identifizierung des bes-
ten Verschiebungsvektors ermöglichen. 
 
a) Housepan b) Wheel c) Fussball d) Bikechase 
Abbildung 3.2: Exemplarische Texturen aus unterschiedlichen Testsequenzen. 
Dieses sog. Korrespondenzproblem wird in Abbildung 3.3 an zwei aufeinander folgenden Bildern, 
die ein bewegtes Schachbrettmuster zeigen, verdeutlicht. Das Korrespondenzproblem verhindert in 
diesem Beispiel die Bestimmung eines eindeutigen Verschiebungsvektors, da innerhalb des Suchbe-
reichs acht Kandidatenvektoren existieren, die den minimalen DFD-Wert ergeben. 
Um bei realen Sequenzen, die periodische Strukturen beinhalten, die tatsächlichen Bewegungsvek-
toren und keine sog. Aliasvektoren zu bestimmen, werden in Kapitel 3.5 unterschiedliche Strategien 
betrachtet, mit denen dem Korrespondenzproblem begegnet werden kann. 
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a) Block-Matching-auf einer periodischen Struktur b) DFD-Werte im Suchbereich 
Abbildung 3.3: Der BM-Algorithmus findet bei einem bewegten Schachbrettmuster (a) inner-
halb des Suchbereiches mehrere gleichwertige Minima im DFD-Gebirge (b). 
3.2.2 Bildfensterproblem 
Damit eine relative Bewegung zwischen aufeinander folgenden Bildern erkannt werden kann, muss 
die Bildhelligkeit innerhalb des Bildfensters inhomogen sein. Bewegungen können nur orthogonal 
zu Kanten bestimmt werden, weshalb bei einer homogenen Helligkeitsverteilung, wie sie Abbil-
dung 3.4a zeigt, keine eindeutige Bewegung registriert werden kann. 
a) DFD bei homogener Helligkeitsverteilung b) DFD bei 1D-Luminanzgradienten 
c) DFD bei 2D-Luminanzgradienten d) Bildausschnitt mit Referenzblöcken 
Abbildung 3.4: Bildfensterproblem mit mehrdeutiger Verschiebung bei einer homogenen Hel-
ligkeitsverteilung (a) und an einer Kante (b). Abbildung (c) zeigt eine eindeutige 
Verschiebung an einer Ecke. 
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Falls eine Helligkeitsverteilung in lediglich eine Richtung vorliegt (Abbildung 3.4b), können nur 
Bewegungen in eben diese Richtung zuverlässig geschätzt werden. Erst mit einem Luminanzgradi-
enten in zwei Bewegungsrichtungen kann demnach eine zweidimensionale Bewegungsbestimmung 
erfolgen [37]. Dies wird in Abbildung 3.4c am Beispiel einer bewegten Ecke skizziert. Die Lö-
sungsansätze für das Bildfensterproblem entsprechen weitestgehend denen des Korrespondenzprob-
lems und werden daher ebenfalls in Kapitel 3.5 behandelt. 
3.2.3 Okklusionsproblem 
Durch die Projektion einer dreidimensionalen Szene in die Bildebene können sich einzelne Objekte 
gegenseitig überlagern oder den Hintergrund verdecken. Abbildung 3.5a zeigt dies am Beispiel der 
Sequenz Sailorpan, in der sich mehrere Personen vor einem statischen Hintergrund nach rechts be-
wegen. Da die Bildinformation der Okklusionsbereiche jeweils nur in einem der benachbarten Bil-
der vorhanden ist, können in Bereichen die aufgedeckt oder verdeckt werden keine zuverlässigen 
Bewegungsvektoren über den Vergleich direkt benachbarter Bilder bestimmt werden. In 
Abbildung 3.5b wird dies durch die deutlich erhöhten DFD-Werte der resultierenden Bewegungs-
vektoren in den Okklusionsbereichen visualisiert. 
Das Okklusionsproblem kann bei der hier betrachteten bewegungskompensierten Interpolation von 
Zwischenbildern zu deutlichen Artefakten führen, wenn die Vektoren in Auf- und Verdeckungsbe-
reichen nicht die tatsächliche Verschiebung beschreiben. Da Okklusionsbereiche immer durch Ob-
jektkanten begrenzt werden und diese für die menschliche Wahrnehmung von Bildern von besonde-
rer Bedeutung sind [22], kann das Okklusionsproblem die wahrgenommene Bildqualität in hohem 
Maße beeinflussen. Aus diesem Grund wurden unterschiedliche Strategien zur Verbesserung der 
Vektorfeld- und der resultierenden Interpolationsqualität entwickelt, die im weiteren Verlauf dieser 
Arbeit erläutert werden. 
 
a) Aufdeckung (rot) und Verdeckung (grün) in einer Bildfolge b) DFD-Werte der resultierenden 
Bewegungsvektoren 
Abbildung 3.5: Okklusionsproblem durch Auf- und Verdeckung in aufeinanderfolgenden Bil-
dern der Sequenz Sailorpan (a). Die Zuverlässigkeit der Bewegungsvektoren 
sinkt insbesondere in Verdeckungsbereichen, was durch deutlich höhere DFD-
Werte der resultierenden Bewegungsvektoren (b) belegt wird. 
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3.3 Objektive Metriken zur Bestimmung der Vektorfeldqualität 
Die Qualität eines Bewegungsvektorfeldes kann entweder mit Hilfe objektiver Metriken oder durch 
subjektive Bewertung sowohl indirekt als auch direkt ermittelt werden. Im Fall einer indirekten 
Qualitätsbestimmung erfolgt eine anwendungsbezogene Bewertung, indem das Vektorfeld bei-
spielsweise zur Formatkonversion oder Bildcodierung verwendet wird. Die resultierenden interpo-
lierten oder kodierten Bilder werden anschließend subjektiv durch Testpersonen bewertet oder, wie 
in Kapitel 2.3 beschrieben, mit Referenzbildern über objektive Metriken verglichen. 
Im Gegensatz dazu wird bei einer direkten Bestimmung der Qualität z. B. ein subjektiver Vergleich 
mit Hilfe einer Visualisierung des Vektorfeldes durchgeführt. Bei einem Vergleich der in Abbil-
dung 3.6 gezeigten Bewegungsvektorfelder kann beispielsweise eine höhere Homogenität und eine 
geringere Anzahl Ausreißer im Vektorfeld (b) festgestellt werden, was auf eine bessere Qualität 
hindeutet. Diese Form der Beurteilung kann insbesondere bei der Entwicklung und Optimierung 
von Algorithmen zur Bewegungsschätzung hilfreich sein, da grobe Fehler oder Schwächen eines 
Verfahrens direkt sichtbar werden und dem Bildinhalt konkret zugeordnet werden können. Eine 
exakte Analyse eines Vektorfeldes ist mit Hilfe direkter subjektiver Verfahren allerdings nicht mög-
lich, da beispielsweise der Betrag oder die Richtung nur näherungsweise auf ihre Richtigkeit beur-
teilt werden können. 
Im Folgenden werden zwei Metriken vorgestellt, mit deren Hilfe die Qualität eines Vektorfeldes in 
Bezug auf dessen Übereinstimmung mit der tatsächlichen Objektbewegung beurteilt werden kann. 
  
a) b) 
Abbildung 3.6: Visualisierung von Bewegungsvektorfeldern unterschiedlicher BM-Algorithmen 
durch eine farbliche Codierung der Bewegungsinformation und Vektorpfeile. 
Zur besseren Orientierung und Zuordnung kann diese Information transparent 
über die Bilder der Eingangssequenz gelegt werden. 
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3.3.1 Übereinstimmung mit tatsächlicher Objektverschiebung 
In [4] wurde der sog. Modified Mean Squared Error (M2SE) zur Messung der Übereinstimmung 
von geschätzten Bewegungsvektoren und der tatsächlichen Objektbewegung vorgestellt. Die Metrik 
basiert auf der Annahme, dass Bewegungsvektoren außerhalb des zeitlichen Intervalls in dem sie 
bestimmt wurden bessere Interpolationsergebnisse erzielen, wenn sie die tatsächliche Objektver-
schiebung beschreiben. 
Aus diesem Grund erfolgt bei der Berechnung des M2SE eine zeitliche Extrapolation der Bewe-
gungsvektoren, in dem das Vektorfeld ܸሺ݊ሻ, welches zwischen dem aktuellen Bild ܨሺ݊ሻ und dem 
nachfolgenden Bild ܨሺ݊ ൅ 1ሻ bestimmt wurde, auch zur Adressierung von Pixeln im Bild ܨሺ݊ െ 1ሻ 
verwendet wird. Es werden hier allerdings keine neuen Zwischenbilder interpoliert. Stattdessen 
wird das zum Vektorfeld ܸሺ݊ሻ gehörende Bild ܨሺ݊ሻ aus den Nachbarbildern neu berechnet. Dazu 
wird eine modifizierte Form der MCA-Interpolation (2.8) eingesetzt: 
ܨ୑ଶୗ୉ሺ݊ሻ ൌ 12 ൫ܨሺݔԦ െ ݒԦሺݔԦ, ݊ሻ, ݊ െ 1ሻ ൅ ܨሺݔԦ ൅ ݒԦሺݔԦ, ݊ሻ, ݊ ൅ 1ሻ൯ . (3.8)
Das interpolierte Bild ܨ୑ଶୗ୉ሺ݊ሻ wird anschließend mit Hilfe der MSE-Metrik mit dem Originalbild 
ܨሺ݊ሻ verglichen. Der M2SE berechnet sich daher folgendermaßen: 
ܯ2ܵܧሺ݊ሻ ൌ ܯܵܧሺܨ୑ଶୗ୉, ܨ, ݊ሻ ൌ 1|ܹ| ෍ ൫ܨ୑ଶୗ୉ሺݔԦ, ݊ሻ െ ܨሺݔԦ, ݊ሻ൯
ଶ
∀௫Ԧ∈ௐ
. (3.9)
Um eine bessere Vergleichbarkeit mit den PSNR-Ergebnissen einer Zwischenbildinterpolation zu 
ermöglichen, wird im Folgenden die PSNR-Metrik mit der M2SE-Interpolationsmethodik zum sog. 
Modified-PSNR (MPSNR) kombiniert: 
ܯܴܲܵܰሺ݊ሻ ൌ ܴܲܵܰሺܨ୑ଶୗ୉, ܨ, ݊ሻ ൌ 10 ∙ logଵ଴ ቆ ܣ
ଶ
ܯܵܧሺܨ୑ଶୗ୉, ܨ, ݊ሻቇ . (3.10)
Im Vergleich zu der in Kapitel 2.3 vorgestellten Methodik zur Bestimmung der Qualität einer zeitli-
chen Formatkonversion erfolgt bei der M2SE-Interpolation keine Änderung der Bildrate. Aus die-
sem Grund ist auch keine zeitliche Unterabtastung der verwendeten Testsequenzen zur Generierung 
eines Sequenzpaares, bestehend aus Referenz- und Eingangssequenz, erforderlich. Der wesentliche 
Vorteil der M2SE-Methodik besteht somit darin, dass die Bewegungsschätzung auf Sequenzen mit 
der ursprünglichen Bildrate erfolgt und daher keine künstliche Beschleunigung der Objektbewe-
gung durch die zeitliche Unterabtastung entsteht. Des Weiteren wird keine Vektorfeldprojektion 
benötigt, da die Bewegungsvektoren bereits die gewünschte zeitliche Lage aufweisen. Aus diesem 
Grund können die gemessenen Interpolationsfehler direkt Fehlern der Bewegungsschätzung zuge-
ordnet werden. 
Die M2SE-Methodik weist allerdings auch einen gravierenden Nachteil auf. Bei der gewählten li-
nearen, zeitlichen Extrapolation besteht nur dann eine hohe Korrelation zwischen der tatsächlichen 
Objektverschiebung und dem geschätzten Bewegungsvektor, wenn die Szene ausschließlich nicht 
beschleunigte, translatorische Bewegungen beinhaltet. Bei beschleunigten Bewegungen oder nicht 
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translatorischen Bewegungen wie Kamera-Zoom oder Rotation führt die Extrapolation zwangsläu-
fig zu Interpolationsfehlern, selbst wenn das Vektorfeld die tatsächliche Bewegung beschreibt. 
3.3.2 Messung der Vektorfeldhomogenität 
Bei einer bewegungskompensierten Formatkonversion können Inkonsistenzen innerhalb des ge-
schätzten Bewegungsvektorfeldes zu störenden Interpolationsfehlern führen. Diese können die 
wahrgenommene Bildqualität so stark beeinträchtigen, dass ein nicht bewegungskompensiertes Bild 
bevorzugt werden würde. Die Konsistenz und damit Homogenität eines Vektorfeldes ist daher ein 
wichtiges Kriterium bei dessen Bewertung. 
In [4] wurde der sog. Vector-Field-Smoothness-Indicator (VFSI) zur Bestimmung der Vektorfeld-
homogenität vorgestellt. Bei dieser Metrik werden die lokalen Differenzen der horizontalen und 
vertikalen Vektorkomponente innerhalb einer Achter-Nachbarschaft ܱ ൌ ൛݋Ԧหെ1 ൑ ݋௫ ൑ ൅1,െ1 ൑
݋௬ ൑ ൅1ൟ akkumuliert und normalisiert: 
ܸܨܵܫሺ݊ሻ ൌ 	 ෍ ෍ 8 ∙ |ܹ||∆௫ሺݔԦ, ݋Ԧ, ݊ሻ| ൅ ห∆௬ሺݔԦ, ݋Ԧ, ݊ሻห∀௢ሬԦ∈ை∀௫Ԧ∈ௐ
, (3.11)
∆௫ሺݔԦ, ݋Ԧ, ݊ሻ ൌ ݒ௫ሺݔԦ, ݊ሻ െ ݒ௫ ൬ݔԦ ൅ ൬݋௫ ∙ ܾ௫݋௬ ∙ ܾ௬൰ , ݊൰ , 
∆௬ሺݔԦ, ݋Ԧ, ݊ሻ ൌ ݒ௬ሺݔԦ, ݊ሻ െ ݒ௬ ൬ݔԦ ൅ ൬݋௫ ∙ ܾ௫݋௬ ∙ ܾ௬൰ , ݊൰ . 
(3.12)
Je höher das VFSI-Kriterium ausfällt, desto besser ist die gemessene Homogenität des Vektorfeldes. 
Das VFSI-Kriterium muss grundsätzlich mit einem zusätzlichen Qualitätsmaß kombiniert werden, 
welches eine Aussage über die Genauigkeit des Vektorfeldes zulässt, da die optimale Homogenität 
einer Testsequenz unbekannt ist. Wenn durch zwei unterschiedliche Algorithmen Bewegungsvek-
torfelder generiert werden, die z. B. bei einer Zwischenbildinterpolation zu einem näherungsweise 
identischen PSNR-Wert führen, dann ist es sehr wahrscheinlich, dass das homogenere Vektorfeld 
die tatsächliche Objektverschiebung besser beschreibt und daher zu einer besseren Bildqualität 
führt. Aus diesem Grund wird im Folgenden bei der Analyse von Algorithmen zur Bewegungs-
schätzung auch die VFSI-Metrik berücksichtigt. 
3.3.3 Quantitativer Vergleich klassischer Block-Matching-Algorithmen 
Um einen fairen Vergleich zwischen den unterschiedlichen Algorithmen zu ermöglichen, wurden 
im weiteren Verlauf dieses Kapitels sofern nicht anders angegeben, die in Tabelle 3.2 aufgelisteten 
Einstellungen zur Messung und Bewertung der Vektorfeldqualität verwendet. Der Vergleich der 
bislang vorgestellten, klassischen Block-Matching-Algorithmen in Abbildung 3.7 zeigt, dass sich 
die einzelnen Verfahren deutlich in Bezug auf die gemessene Genauigkeit (a-c) und Homogenität 
(d) der resultierenden Vektorfelder unterscheiden. Insbesondere die Bewegungsvektorfelder des FS-
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Algorithmus weisen erwartungsgemäß im Durchschnitt die höchste Genauigkeit auf. Da die Zuver-
lässigkeit der geschätzten Bewegungsvektoren bei den aufwandreduzierten Verfahren deutlich ge-
ringer als beim FS-Algorithmus ausfällt, können diese Verfahren auch nicht durch eine höhere Ho-
mogenität überzeugen. Dies ist darauf zurückzuführen, dass die Stagnation in lokalen Minima viel-
fach zu erratischen und inhomogenen Bewegungsvektorfeldern führt. Die resultierende Qualität ist 
allerdings selbst beim FS-Algorithmus unzureichend für eine qualitativ hochwertige zeitliche For-
matkonversion. Aus diesem Grund wird im Folgenden der Einfluss der jeweiligen Konfigurations-
parameter auf die Vektorfeldqualität näher untersucht. 
 FS OTS CDS 2DLS 
Blockgröße 16 ൈ 16
Suchbereichsgröße 32 ൈ 32 ሺെ16 ൑ s୶,୷ ൏ 16ሻ 
DFD Summend Absolute Difference (SAD) 
Interpolationsalgorithmus Motion Compensated Average (MCA) 
Anzahl interpolierter Bilder 20 
Interpolationsverhältnis 1:2 
Tabelle 3.2: Grundeinstellungen für den quantitativen Vergleich der BM-Algorithmen 
 
Abbildung 3.7a: Quantitative Bewertung der vorgestellten Block-Matching-Verfahren anhand 
unterschiedlicher Testsequenzen und der Metrik ܴܲܵܰതതതതതതതത୑େ୅. 
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Abbildung 3.7b: Quantitative Bewertung der vorgestellten Block-Matching-Verfahren anhand 
unterschiedlicher Testsequenzen und der Metrik 	ܵܵܫܯതതതതതതത୑େ୅. 
 
Abbildung 3.7c: Quantitative Bewertung der vorgestellten Block-Matching-Verfahren anhand 
unterschiedlicher Testsequenzen und der Metrik ܯܴܲܵܰതതതതതതതതതത. 
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Abbildung 3.7d: Quantitative Bewertung der vorgestellten Block-Matching-Verfahren anhand 
unterschiedlicher Testsequenzen und der Metrik ܸܨܵܫതതതതതതത. 
3.4 Parameter klassischer Block-Matching-Algorithmen 
Die resultierende Vektorfeldqualität hängt bei den bislang vorgestellten klassischen BM-
Algorithmen wesentlich von der Wahl der Suchbereichs- und Blockgröße, sowie der verwendeten 
Schätzfunktion ab. Aus diesem Grund wird der individuelle Einfluss für die unterschiedlichen Ver-
fahren im Folgenden näher betrachtet. 
3.4.1 Suchbereichsgröße 
Die Suchbereichsgröße ܵ ist ein entscheidender Parameter von Block-Matching-Algorithmen mit 
fester Suchbereichsgröße, da diese zum einen wesentlich den erforderlichen Rechenaufwand be-
stimmt und zum anderen starken Einfluss auf die resultierende Vektorfeldqualität haben kann. Bei 
der Betrachtung der Vektorfeldqualität muss zwischen der erreichbaren Genauigkeit und Homoge-
nität unterschieden werden. Damit eine hohe Genauigkeit erzielt werden kann, muss ein ausrei-
chend großer Suchbereich gewählt werden, da anderenfalls die in einer Videosequenz auftretenden 
maximalen Geschwindigkeiten nicht erfasst werden können. 
Abbildung 3.8a zeigt den Zusammenhang zwischen der Suchbereichsgröße und der mit Hilfe des 
mittleren PSNR bestimmten Genauigkeit für unterschiedliche Algorithmen. Es ist dabei deutlich zu 
erkennen, dass CDS und 2DLS frühzeitig in lokalen Minima stagnieren und daher größere Suchbe-
reiche zu keiner Qualitätsverbesserung führen. Dem hingegen erreicht der FS- und der OTS-
Algorithmus die höchste Genauigkeit bei einer Suchbereichsgröße von 56 ൈ 56	px bzw. 32 ൈ
32	px. Bei der Wahl eines größeren Suchbereichs sinkt die Genauigkeit wieder, da Fehlschätzungen 
auf Grund der größeren Kandidatenvektorzahl zunehmen. Darüber hinaus führt eine größere Anzahl 
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unterschiedlicher Kandidatenvektoren auch zu einem inhomogeneren Vektorfeld, dessen Inkonsis-
tenzen eine stärkere Abweichung von der tatsächlichen Objektbewegung zur Folge haben 
(Abbildung 3.8d). 
 
Abbildung 3.8a: Einfluss der Suchbereichsgröße auf die Genauigkeit von Bewegungsvektorfel-
dern klassischer Block-Matching-Algorithmen anhand der Metrik ܴܲܵܰതതതതതതതത୑େ୅. 
 
Abbildung 3.8b: Einfluss der Suchbereichsgröße auf die Genauigkeit von Bewegungsvektorfel-
dern klassischer Block-Matching-Algorithmen anhand der Metrik 	ܵܵܫܯതതതതതതത୑େ୅. 
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Abbildung 3.8c: Einfluss der Suchbereichsgröße auf die Genauigkeit von Bewegungsvektorfel-
dern klassischer Block-Matching-Algorithmen anhand der Metrik 		ܯܴܲܵܰതതതതതതതതതത. 
 
Abbildung 3.8d: Einfluss der Suchbereichsgröße auf die Homogenität von Bewegungsvektorfel-
dern klassischer Block-Matching-Algorithmen anhand der Metrik 	ܸܨܵܫതതതതതതത. 
An dieser Stelle ist allerdings der Vergleich der PSNR- und der MPSNR-Metrik von Bedeutung, da 
im letztgenannten Fall keine Unterabtastung der Referenzsequenz erforderlich ist. Aus diesem 
Grund wird bei der MPSNR-Messung die Geschwindigkeit bewegter Objekte nicht erhöht, so dass 
ein etwa halb so großer (Interpolationsverhältnis 1:2) Suchbereich ausreicht, um die bestmöglichen 
Vektorfelder zu generieren. 
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3.4.2 Blockgröße, Blockerweiterung und Pixel-Unterabtastung 
Der durch einen BM-Algorithmus bestimmte Verschiebungsvektor ݒԦ wird den Pixelpositionen des 
gesamten zugehörigen Blocks zugewiesen (3.5). Die gewählte Blockgröße 	ܾ௫ ൈ ܾ௬ beeinflusst da-
her wechselseitig die Zuverlässigkeit und das Auflösungsvermögen der Suche: Eine Vergrößerung 
des Blocks steigert die Zuverlässigkeit und Homogenität des Vektorfeldes, während das Auflö-
sungsvermögen und die Genauigkeit verringert wird. Objektkanten oder Objekte, die kleiner als die 
gewählte Blockgröße sind, werden daher bei zunehmender Blockgröße schlechter aufgelöst. Ande-
rerseits führen die in Kapitel 3.2 beschriebenen Probleme wie das Korrespondenz- und Bildfenster-
problem bei kleinen Blockgrößen häufiger zu Schätzfehlern, so dass sich eine schlechtere Korrela-
tion zur tatsächlichen Objektbewegung ergibt. Dieser Zusammenhang wird in Abbildung 3.9 für 
Blockgrößen von 4 ൈ 4	px bis 64 ൈ 64	px wiedergegeben. 
Um das bessere Auflösungsvermögen kleinerer Blöcke mit der höheren Zuverlässigkeit größerer 
Blöcke zu kombinieren, können sogenannte Blockerweiterungen (Wide-Blocks) verwendet werden. 
In diesem Fall wird zur DFD-Berechnung ein größerer Block ܹሺݔԦሻ mit den Abmessungen 	ݓ௫ ൐
	ܾ௫ und 	ݓ௬ ൐ 	ܾ௬ verwendet und der resultierende Bewegungsvektor wird den Pixel des umschlos-
senen kleineren Blocks ܤሺݔԦሻ zugewiesen. Bei der hier betrachteten Anwendung konnte allerdings 
durch den Einsatz von Blockerweiterungen kein Qualitätsgewinn erzielt werden. Abbildung 3.9 
zeigt dies exemplarisch für den FS-Algorithmus bei einer Blockgröße von 8 ൈ 8	px und 16 ൈ 16	px 
und einer Wide-Blockgröße von bis zu 64 ൈ 64	px. 
 
Abbildung 3.9a: Einfluss der Blockgröße auf die Genauigkeit ሺܴܲܵܰതതതതതതതത୑େ୅ሻvon Bewegungsvek-
torfeldern klassischer Block-Matching-Algorithmen. 
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Abbildung 3.9b: Einfluss der Blockgröße auf die Homogenität ሺܸܨܵܫതതതതതതതሻ von Bewegungsvektorfel-
dern klassischer Block-Matching-Algorithmen. 
Um den höheren Rechenaufwand, der durch die überlappenden Wide-Blocks entsteht, zu reduzie-
ren, kann eine Unterabtastung der bei der DFD-Berechnung verwendeten Pixelpositionen erfolgen. 
Die Pixel, welche bei der DFD-Berechnung berücksichtigt werden, sollten möglichst homogen über 
den Block verteilt werden, um die Zuverlässigkeit des resultierenden DFD-Wertes nicht zusätzlich 
zu vermindern (Abbildung 3.10). 
 
Abbildung 3.10: Blockerweiterung eines 44 Pixel großen Blocks auf 88 Pixel. Durch die Pixel-
Unterabtastung um den Faktor 4 entspricht der Rechenaufwand dem eines 44 
Pixel großen Blocks. 
Block-Erosion 
Block-Matching-Algorithmen bestimmen für alle Pixel eines Blocks jeweils nur einen Bewegungs-
vektor. Diskontinuitäten im Vektorfeld können bei der bewegungskompensierenden Interpolation 
von Zwischenbildern zu deutlich sichtbaren Block-Artefakten führen. Dieses Problem lässt sich 
durch eine Nachverarbeitung des Vektorfeldes durch eine Filterung nach [4] reduzieren, welche die 
festen Blockgrenzen eliminiert und das Vektorfeld an unregelmäßige Strukturen anpasst ohne dabei 
die Konturen zu verwischen. Jeder Block wird dabei in vier Subblöcke unterteilt und erhält einen 
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eigenen Vektor, welcher sich aus dem Median der Vektoren zweier örtlich benachbarter Blöcke und 
dem eigentlichen Block ergibt. Für den Vektor ஻ܸா,ଵ aus Abbildung 3.11 gilt daher: 
஻ܸா,ଵሺݔԦ, ݊ሻ ൌ ൮
ܯ݁݀ ൜ݒ௫ ቀݔԦ െ ቀܾ௫0 ቁ , nቁ , ݒ௫ሺݔԦ, nሻ, ݒ௫ ൬ݔԦ െ ൬
0
ܾ௬൰ , n൰ൠ
ܯ݁݀ ൜ݒ௬ ቀݔԦ െ ቀܾ௫0 ቁ , nቁ , ݒ௬ሺݔԦ, nሻ, ݒ௬ ൬ݔԦ െ ൬
0
ܾ௬൰ , n൰ൠ
൲ . (3.13)
1 2
3 4
 
Abbildung 3.11: Blockunterteilung bei der Block-Erosion. 
Da die Median-Berechnung für die horizontalen und vertikalen Bewegungsvektoren getrennt er-
folgt, muss bei der Zuweisung eines Vektorpaares an einen Sub-Block darauf geachtet werden, dass 
kein Vektor entsteht, der nicht einem tatsächlichen Schätzergebnis entspricht. Dies kann durch fol-
gende Nebenbedingung sichergestellt werden: 
݂݅	 ቆ ஻ܸா,ଵሺݔԦ, ݊ሻ ് ܸ ቀݔԦ െ ቀܾ௫0 ቁ , ݊ቁ ∧ ஻ܸா,ଵሺݔԦ, ݊ሻ ് ܸ ൬ݔԦ െ ൬
0
ܾ௬൰ , ݊൰ቇ then 
 ஻ܸா,ଵሺݔԦ, ݊ሻ ൌ ܸሺݔԦ, ݊ሻ . 
(3.14)
Der Prozess der Block-Erosion wird solange rekursiv mit den berechneten Subblöcken wiederholt, 
bis sie eine horizontale oder vertikale Ausdehnung von einem Bildpunkt haben. 
3.4.3 Schätzfunktionen 
Block-Matching-Algorithmen berechnen für jeden Block und jeden durch die Suchstrategie vorge-
gebenen Kandidatenvektor die Schätzfunktion (3.2), um durch deren Minimierung den besten Ver-
schiebungsvektor zu ermitteln (3.4). Der hohe Grad der Wiederholung führt dazu, dass diese Be-
rechnung bei vielen BM-Algorithmen den wesentlichen Teil der Rechenleistung bzw. der Imple-
mentierungskosten beansprucht. Aus diesem Grund wurden zahlreiche Schätzfunktionen entwickelt, 
die sich in der Qualität der gefundenen (lokalen) Minima und den Kosten unterscheiden. 
Im Folgenden werden die am weitesten verbreiteten Schätzfunktionen vorgestellt und quantitativ 
bewertet. 
Summend Absolute Difference (SAD) und Mean Absolute Difference (MAD) 
Die aus Aufwandgründen am häufigsten verwendete Schätzfunktion ist die Summend Absolute Dif-
ference (SAD), welche die Betragsdifferenzen der Luminanzwerte des Referenz- und des Ver-
gleichsblocks aufsummiert: 
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DFDௌ஺஽ሺݒԦ, ݔԦ, ݊ሻ ൌ ෍ |ܨሺ݌Ԧ, ݊ሻ െ ܨሺ݌Ԧ േ ݒԦ, ݊ േ 1ሻ| .
∀௣Ԧ∈஻ሺ௫Ԧሻ
 (3.15)
Falls die DFD-Werte unterschiedlicher Blockgrößen verglichen werden sollen, muss eine Normie-
rung des SAD-Ergebnisses in Abhängigkeit von der Pixelanzahl |ܤ| des verwendeten Blocks vor-
genommen werden. Diese als Mean Absolute Difference (MAD) bezeichnete Norm berechnet sich 
demnach folgendermaßen: 
DFDெ஺஽ሺݒԦ, ݔԦ, ݊ሻ ൌ 1|ܤ| DFDௌ஺஽ሺݒԦ, ݔԦ, ݊ሻ . (3.16)
Summend Squared Error (SSE) und Mean Squared Error (MSE) 
Etwas bessere Schätzergebnisse können häufig mit der als Summend Squared Error (SSE) bzw. 
Mean Squared Error (MSE) bezeichneten quadratischen Differenzfunktion erzielt werden, die eine 
optimale Minimierung der Differenzenergie gestattet: 
DFDௌௌாሺݒԦ, ݔԦ, ݊ሻ ൌ ෍ ሺܨሺ݌Ԧ, ݊ሻ െ ܨሺ݌Ԧ േ ݒԦ, ݊ േ 1ሻሻଶ ,
∀௣Ԧ∈஻ሺ௫Ԧሻ
 (3.17)
DFDெௌாሺݒԦ, ݔԦ, ݊ሻ ൌ 1|ܤ| DFDௌௌாሺݒԦ, ݔԦ, ݊ሻ . (3.18)
Normalized Cross Correlation Function (NCCF) 
Die normierte Kreuzkorrelationsfunktion (NCCF) wird bei der Signalanalyse eingesetzt, um die 
Korrelation zwischen zwei Signalen zu beschreiben, die zeitlich versetzt sind. Somit eignet sich 
diese Norm, um die Korrelation zwischen zwei Blöcken aus benachbarten Bildern zu bestimmen: 
DFDே஼஼ிሺݒԦ, ݔԦ, ݊ሻ ൌ
∑ ܨሺ݌Ԧ, ݊ሻ ∙ ܨሺ݌Ԧ േ ݒԦ, ݊ േ 1ሻ∀௣Ԧ∈஻ሺ௫Ԧሻ
ට∑ ܨሺ݌Ԧ, ݊ሻଶ∀௣Ԧ∈஻ሺ௫Ԧሻ ∙ ∑ ܨሺ݌Ԧ േ ݒԦ, ݊ േ 1ሻଶ∀௣Ԧ∈஻ሺ௫Ԧሻ
. (3.19)
Da es sich bei der NCCF um eine Gütefunktion und nicht wie bei SAD und SSE um eine Fehler-
funktion handelt, wird der Maximalwert im sog. Korrelationsgebirge gesucht. 
Der wesentliche Vorteil der normierten Kreuzkorrelationsfunktion gegenüber SAD und SSE besteht 
darin, dass durch die Normalisierung des Ergebnisses mit Hilfe der Signalenergie der Einfluss einer 
Helligkeitsänderung auf das Schätzergebnis reduziert werden kann. Andererseits ist der erforderli-
che Rechenaufwand um ein vielfaches höher, so dass die NCCF nur selten verwendet wird. 
Quantitativer Vergleich 
Der Vergleich der Schätzfunktionen in Abbildung 3.12 zeigt, dass in Abhängigkeit vom verwende-
ten Algorithmus die DFD-Berechnung entweder mit Hilfe der SSE- oder der SAD-Schätzfunktion 
zu den besten Ergebnissen führt. Die Unterschiede zwischen beiden Verfahren sind allerdings ver-
hältnismäßig gering, so dass der SAD-Norm auf Grund der geringeren rechnerischen Komplexität 
der Vorzug gegeben werden sollte. Die NCCF-Norm kann bei der hier betrachteten Anwendung im 
Ortsbereich nicht überzeugen. Mit Hilfe einer normierten Korrelation ist allerdings im Frequenzbe-
reich eine qualitativ hochwertige Schätzung möglich, wie in Kapitel 3.5.2 gezeigt wird. 
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b) 
 
Abbildung 3.12: Quantitativer Vergleich unterschiedlicher Schätzfunktionen. 
3.5 Algorithmen zur Schätzung der tatsächlichen Objektbewegung 
Bewegungsvektoren, die zur bewegungsvektorgestützten räumlichen oder zeitlichen Interpolation 
(siehe Kapitel 2) von Bildern verwendet werden sollen, müssen die tatsächliche Objektbewegung 
(engl. True-Motion) beschreiben. Die bislang diskutierten BM-Algorithmen können diese für eine 
Interpolation entscheidende Anforderung nicht garantieren, da ein Verschiebungsvektor, der zu ei-
nem minimalen DFD-Wert führt, nicht zwangsläufig die tatsächliche Objektbewegung beschreiben 
muss. Diese Schlussfolgerung wird exemplarisch in Abbildung 3.13 für die mit dem FS-
Algorithmus ermittelten Bewegungsvektoren zweier unterschiedlicher Blöcke visualisiert. 
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a) Bildbereich b) DFD-Werte Block I. c) DFD-Werte Block II. 
Abbildung 3.13: Die Bilder (b) und (c) zeigen die mit dem FS-Algorithmus ermittelten DFD-
Werte für zwei exemplarische Blöcke aus der Testsequenz Housepan (a). Im 
Fall des Blocks I. beschreibt der Vektor, der den minimalen DFD-Wert ergibt, 
nicht die tatsächliche Objektbewegung. Beim Block II. kann hingegen die tat-
sächliche Verschiebung über den minimalen DFD-Wert ermittelt werden. 
Falsche Schätzungen können beispielsweise auf die Verwendung eines zu kleinen Suchbereichs 
zurückgeführt werden, da in diesem Fall nur ein lokales Minimum mit Hilfe der Schätzfunktion 
ermittelt wird. Des Weiteren können Korrespondenz- und Bildfensterproblem (Kapitel 3.2) die ein-
deutige Bestimmung des richtigen Verschiebungsvektors erschweren. Der negative Einfluss von 
Fehlschätzungen auf ein zeitlich interpoliertes Zwischenbild zeigt Abbildung 3.14 am Beispiel des 
Bewegungsvektorfeldes des FS-Algorithmus. 
 
a) Bild der Testsequenz b) Bewegungsvektorfeld c) Interpoliertes Zwischenbild 
Abbildung 3.14: a) Bei der Testsequenz Housepan erfolgt ein diagonaler Kameraschwenk von 
rechts-oben nach links-unten. b) Das zugehörige Bewegungsvektorfeld eines FS-
Algorithmus weist deutliche Abweichungen von der tatsächlichen Objektbewe-
gung auf. c) Im zeitlich interpolierten Zwischenbild führen die falschen Vekto-
ren zu deutlich sichtbaren Interpolationsfehlern. 
Um eine bessere Korrelation zwischen den geschätzten Verschiebungsvektoren und der tatsächli-
chen Objektbewegung zu realisieren, wurden unterschiedliche Strategien entwickelt, die entweder 
den Suchprozess oder die resultierenden Vektoren modifizieren. Alle Ansätze beruhen dabei auf der 
Annahme, dass Bewegungsvektorfelder eine geringe örtliche Variation aufweisen, da in vielen Fäl-
len großflächige Bildbereiche mit identischen Vektoren existieren. Darüber hinaus weisen Objekte 
innerhalb einer Bildsequenz üblicherweise eine Kontinuität ihrer Bewegung auf, so dass die Bewe-
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gungsvektorfelder neben einer geringen örtlichen auch eine geringe zeitliche Variation besitzen. Im 
Folgenden werden unterschiedliche Strategien diskutiert, um direkt bei der Bewegungsschätzung 
eine hohe Homogenität des resultierenden Bewegungsvektorfeldes zu erzielen. 
3.5.1 Hierarchische Bewegungsschätzung 
Hierarchische BM-Algorithmen sind iterative Verfahren, welche zunächst initiale Bewegungsvekto-
ren in einer groben Auflösung bestimmen und diese anschließend schrittweise mit einer höheren 
Auflösung verfeinern. Zu diesem Zweck verwenden diese Algorithmen in den einzelnen Bearbei-
tungsebenen unterschiedliche Auflösungen der Eingangsdaten und/oder verschiedene Blockgrößen. 
Abbildung 3.15 skizziert diese beiden Varianten einer hierarchischen Bewegungsschätzung. 
a) 
b) 
Abbildung 3.15: Illustration einer hierarchischen Bewegungsschätzung. a) Das initiale Vektorfeld 
wird auf einer Bildsequenz niedriger Auflösung ermittelt und der nächsten Ebe-
ne zur Initialisierung der folgenden Bewegungsschätzung übergeben. b) Die 
Bildauflösung bleibt konstant, stattdessen wird die Blockgröße in jeder Ebene 
reduziert, um eine Verfeinerung des Vektorfeldes zu erzielen. 
Die Wahl der Suchstrategie und der zugehörigen Parameter differenziert die zahlreichen hierarchi-
schen Algorithmen (siehe Tabelle 3.1). Einige Verfahren variieren darüber hinaus die Suchstrategie 
oder die Parameter in den einzelnen Ebenen. Die Reduktion der Anzahl an Kandidatenvektoren und 
deren Länge ermöglicht beispielsweise die Generierung homogenerer Bewegungsvektorfelder, da 
ausgehend von einer für einen großen Bildbereich geltenden Initialschätzung nur noch eine Verfei-
nerungen der Vektoren in kleinen Schritten erfolgt. Im Folgenden wird mit der Mehrschrittsuche ein 
typisches hierarchisches Block-Matching-Verfahren vorgestellt. 
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Hierarchische Mehrschrittsuche (HMS) 
Beim HMS-Algorithmus [30] wird die Auflösung der Suche schrittweise erhöht, indem der Abstand 
der betrachteten Kandidatenvektoren verringert wird. Die Kandidatenvektoren sind dabei mit äqui-
distantem Abstand in einem quadratischen Muster um die Position des aktuellen Blocks angeordnet. 
Während die Anzahl an Kandidatenvektoren konstant bleibt, wird der Abstand zwischen den Kan-
didaten schrittweise verringert. Somit ähnelt der HMS-Algorithmus dem in Abbildung 3.15a skiz-
zierten Prinzip einer hierarchischen Suche, da die Unterabtastung des Suchbereichs mit einer Re-
duktion der Auflösung verglichen werden kann. Der Blockvergleich findet allerdings auf den Origi-
nalbildern bei voller Auflösung statt. 
Aus dem initialen Abstand zwischen den Suchpositionen ܽ, resultiert die Anzahl erforderlicher 
Suchschritte ݊, da der Abstand in jedem Schritt um ein Pixel reduziert wird. Die Größe des Suchbe-
reichs wird daher zum einen über die Anzahl erforderlicher Suchschritte und zum anderen über die 
Anzahl der jeweils betrachteten Suchpositionen gesteuert, so dass gilt: 
ݏ௫,௬ ൌ 1 ൅ ሺܽ െ 1ሻ ݊ሺ݊ ൅ 1ሻ2 . (3.20)
Der Rechenaufwand ist somit abhängig von der Anzahl der Suchpositionen und der Schrittweite. 
Bei drei Suchschritten und 7 ൈ 7 Suchpositionen (max. Suchbereich 37 ൈ 37 px) werden z. B. 147 
Kandidaten berücksichtigt. Der Rechenaufwand gegenüber dem FS wird in diesem Fall um den 
Faktor 9,3 verringert. 
Die resultierende Vektorfeldqualität ist stark von der gewählten Anzahl an Suchschritten und Such-
positionen abhängig. Wie der Vergleich in Abbildung 3.16 zeigt, sinkt der mittlere PSNR-Wert bei 
steigender Iterationszahl. Dies ist darauf zurückzuführen, dass der Abstand zwischen den initialen 
Suchpositionen proportional zur Iterationszahl ansteigt und der Suchprozess somit eher in lokalen 
Minima stagniert. Der Vergleich mit dem FS-Algorithmus zeigt, dass beim HMS-Algorithmus ein 
deutlich größerer maximaler Suchbereich gewählt werden muss, um ein vergleichbares Qualitätsni-
veau zu erreichen. Da in diesem Fall die Anzahl verwendeter Suchpositionen ansteigt, verringert 
sich die maximale Rechenaufwandsersparnis deutlich in Abhängigkeit von der Iterationszahl. 
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b) 
 
Abbildung 3.16: Quantitativer Vergleich des HMS- mit dem FS-Algorithmus bei unterschiedli-
chen Suchbereichsgrößen und zwei bis vier Suchschritten. 
3.5.2 Phase Plane Correlation 
Die in [38] vorgestellte Phase Plane Correlation (PPC) ist ein zweistufiges, hybrides Verfahren zur 
Bestimmung der tatsächlichen Objektverschiebung. In der ersten Stufe wird mit Hilfe einer Phasen-
korrelation für verhältnismäßig große Blöcke von typischerweise 128	 ൈ 128 px, die sich meistens 
gegenseitig überlappen, eine feste Anzahl an Kandidatenvektoren bestimmt. Diese Kandidatenvek-
toren werden anschließend in der zweiten Stufe innerhalb eines Block-Matching mit deutlich gerin-
gerer Blockgröße von beispielsweise 8	 ൈ 8 px verwendet, um das resultierende Vektorfeld zu be-
stimmen. 
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Die Phasenkorrelation basiert auf dem Verschiebungssatz der Fourier-Transformation. Dementspre-
chend wird die Verschiebung zweier Bildsignale ܨሺݔԦ, ݊ሻ und ܨሺݔԦ, ݊ ൅ 1ሻ aus der Phasendifferenz 
der zugehörigen Fourier-Transformierten bestimmt. Die Berechnung und demzufolge auch die 
Transformation erfolgt dabei blockweise unter Verwendung der zweidimensionalen Diskreten Fou-
rier-Transformation (2D-DFT). Für Blöcke ܤሺݔԦ, ݊ሻ der Größe ܾ௫ ൈ ܾ௬, welche die aktuelle Position 
ݔԦ umgeben gilt daher: 
ܩ൫ Ԧ݂, ݊൯ ൌ ृ௕ೣ,௕೤൫ܨሺݔԦ, ݊ሻ൯ ൌ ଵሺଶ௕ೣାଵሻ൫ଶ௕೤ାଵ൯∑ ܨሺݔԦ, ݊ሻ ∙ e
ିଶ஠୨൬೛ೣ∙೑ೣమ್ೣశభା
೛೤∙೑೤
మ್೤శభ൰∀௣Ԧ∈஻ሺ௫Ԧ,௡ሻ  . (3.21)
In dieser Gleichung werden die diskreten zweidimensionalen örtlichen Frequenzen durch Ԧ݂ ൌ
ሺ݂௫, ݂௬ሻ் gekennzeichnet. Damit sich die örtlich aufeinanderfolgenden Eingangsdaten der benach-
barten Blöcke nicht gegenseitig überlagern und beeinträchtigen, sollte eine Vorfilterung der Ein-
gangsblöcke z. B. durch ein Raised-Cosine-Filter erfolgen. 
Die Fourier-transformierte ܩ൫ Ԧ݂, ݊൯ kann unter Verwendung der ሺ2ܾ௫ ൅ 1ሻ ൈ ൫2ܾ௬ ൅ 1൯ großen 
Amplitudenmatrix หܩ൫ Ԧ݂, ݊൯ห und Phasenmatrix ߮൫ Ԧ݂, ݊൯ folgermaßen umgeschrieben werden: 
ܩ൫ Ԧ݂, ݊൯ ൌ หܩ൫ Ԧ݂, ݊൯ห ∙ e୨ఝ൫௙Ԧ,௡൯ . (3.22)
Falls sich ein Objekt rein translatorisch um den Verschiebungsvektor ݒԦ bewegt, so besteht zwischen 
den zugehörigen Luminanzwerten der folgende Zusammenhang: 
ܨሺݔԦ, ݊ሻ ൌ ܨሺݔԦ െ ݒԦ, ݊ െ 1ሻ . (3.23)
Im Frequenzbereich ergibt sich auf Grund des Verschiebungssatzes der Fourier-Transformation in 
diesem Fall: 
ܩ൫ Ԧ݂, ݊൯ ൌ ܩ൫ Ԧ݂, ݊ െ 1൯ ∙ eିଶ஠୨∙ሺ௫∙௙ೣା௬∙௙೤ሻ . (3.24)
Mit Hilfe der normierten Phasenkorrelationsfunktion ܲ൫ Ԧ݂, ݊൯ kann die aus der Verschiebung resul-
tierende Phasendifferenz zwischen den transformierten Signalen berechnet werden: 
ܲ൫ Ԧ݂, ݊൯ ൌ ீ൫௙Ԧ,௡൯∙ீ∗൫௙Ԧ,௡ିଵ൯หீ൫௙Ԧ,௡൯ห∙หୋ൫௙Ԧ,௡ିଵ൯ห ൌ e
୨ቀఝ൫௙Ԧ,௡൯ିఝ൫௙Ԧ,௡ିଵ൯ቁ ൌ eିଶ஠୨∙ሺ௫∙௙ೣା௬∙௙೤ሻ . (3.25)
Nach der Rücktransformation in den Ortsbereich mit Hilfe der inversen 2D-DFT ृ௕ೣ,௕೤ିଵ  ergibt sich 
die Phasendifferenzmatrix	ܲܦሺݔԦ, ݊ሻ: 
ܲܦሺݔԦ, ݊ሻ ൌ ृ௕ೣ,௕೤ିଵ ቀܲ൫ Ԧ݂, ݊൯ቁ . (3.26)
Die Positionen der Maxima in dieser Matrix entsprechen dabei den Verschiebungen innerhalb des 
betrachteten Blocks. Die ݇ besten Kandidatenvektoren für das anschließende Block-Matching kön-
nen daher durch die Suche nach ݇ Maxima in der Phasendifferenzmatrix ermittelt werden. 
Quantitativer Vergleich 
Die resultierende Vektorfeldqualität ist beim PPC-Algorithmus sowohl von der bei der FFT-
Transformation verwendeten Blockgröße, als auch von der beim anschließenden BM verwendeten 
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Blockgröße abhängig. Die FFT-Blockgröße kann dabei mit der Größe des Suchbereichs beim FS-
Algorithmus verglichen werden, da alle potentiell möglichen Verschiebungen aus der Größe der 
Phasendifferenzmatrix resultieren. Der Vergleich der Genauigkeit der Bewegungsvektorfelder für 
unterschiedliche FFT-Blockgrößen in Abbildung 3.17a zeigt, dass bei einer FFT-Blockgröße von 
128	 ൈ 128 px mit 50-prozentiger Überlappung der Nachbarblöcke die besten Schätzergebnisse 
erzielt werden können. Die Wahl der BM-Blockgröße ist auf Grund der hohen Qualität der Kandi-
datenvektoren aus dem ersten Suchschritt in Bezug auf den mittleren PSNR-Wert von geringer Be-
deutung. Allerdings wirkt sich die BM-Blockgröße stark auf die Vektorfeldhomogenität aus, so 
dass größere Blockgrößen mit beispielsweise 16	 ൈ 16 px bevorzugt werden sollten. 
a) 
 
b) 
 
Abbildung 3.17: Einfluss der aus der FFT-Blockgröße resultierenden Suchbereichsgröße auf die 
Vektorfeldqualität bei ݇ ൌ 5 Kandidatenvektoren im Vergleich zum FS-
Algorithmus. 
20
22
24
26
28
30
32
34
32 64 128 256
PS
N
R [
dB
]
Suchbereich (FFT‐Blockgröße)
PPC FS
0,00
0,50
1,00
1,50
2,00
2,50
3,00
3,50
4,00
32 64 128 256
VF
SI
Suchbereich (FFT‐Blockgröße)
FS PPC
3.5  Algorithmen zur Schätzung der tatsächlichen Objektbewegung 53 
 
Ein weiterer wesentlicher Parameter zur Steuerung der Vektorfeldqualität ist die Anzahl der Kandi-
datenvektoren, die aus der Phasendifferenzmatrix bestimmt werden und beim abschließenden BM 
verwendet werden. Abbildung 3.18 zeigt, dass beim Einsatz von acht Kandidatenvektoren der mitt-
lere PSNR-Wert in die Sättigung übergeht. Von einer weiteren Erhöhung der Anzahl an Kandida-
tenvektoren ist abzuraten, da die Homogenität in diesem Fall kontinuierlich abnimmt. 
Der Vergleich mit den Ergebnissen des FS-Algorithmus aus Abbildung 3.9 zeigt, dass der PPC-
Algorithmus Vektorfelder mit einer signifikant höheren Genauigkeit generiert. Der mittlere PSNR-
Wert übertrifft bei der Verwendung von acht Kandidatenvektoren das beste Ergebnis des FS-
Algorithmus um etwa 1,65dB. Gleichzeitig weist das Vektorfeld eine höhere Homogenität auf, was 
durch einen um etwa 27% höheren VFSI-Wert belegt wird. Der PPC-Algorithmus eignet sich somit 
deutlich besser zur Generierung von Bewegungsvektorfeldern für eine Zwischenbildinterpolation 
als BM-Algorithmen nach dem FS-Prinzip. 
 
Abbildung 3.18: Einfluss der Anzahl an Kandidatenvektoren auf die Vektorfeldqualität bei einer 
konstanten FFT- und BM-Blockgröße von 128	 ൈ 128 px bzw. 8	 ൈ 8 px. 
3.5.3 Prädiktive Bewegungsschätzung 
Eine Alternative zur Bestimmung erfolgversprechender Kandidatenvektoren mit Hilfe eines hierar-
chischen BM-Algorithmus besteht in der Verwendung sog. örtlicher oder zeitlicher Prädiktionsvek-
toren. Unter der Annahme, dass Objekte innerhalb einer Bildsequenz eine Kontinuität ihrer Bewe-
gung aufweisen und größer als die verwendeten Blöcke sind, liefern Vektoren aus der örtlichen und 
zeitlichen Nachbarschaft eines betrachteten Blocks eine Vorhersage (Prädiktion) für den gesuchten 
Bewegungsvektor. In Abhängigkeit von der Abarbeitungsreihenfolge der Blöcke, stehen bei der 
Wahl der örtlichen Prädiktionsvektoren nur bestimmte Nachbarschaftspositionen zur Verfügung. 
Bei einer Abarbeitungsfolge, die zeilenweise von links nach rechts verläuft, kommen beispielsweise 
nur diejenigen Blöcke in Frage, die links und oberhalb der aktuellen Blockposition liegen. Die Wahl 
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zeitlicher Prädiktionsvektoren unterliegt im Gegensatz dazu keinerlei kausalen Einschränkungen. 
Dementsprechend können zeitliche Prädiktoren frei aus dem Bewegungsvektorfeld einer zeitlich 
vorangegangenen Schätzung ausgewählt werden. Abbildung 3.19 skizziert die möglichen erlaubten 
Prädiktorpositionen für die beschriebene Abarbeitungsreihenfolge der einzelnen Blöcke. 
 
Abbildung 3.19: Mögliche örtliche und zeitliche Prädiktorpositionen. 
Der ausgewählte Prädiktionsvektor wird anschließend als Startpunkt einer lokalen Suche verwen-
det, um einer Änderung des Bewegungsvektors folgen zu können. Die verwendete Suchstrategie ist 
dabei beliebig wählbar und kann beispielsweise der logarithmischen Suche [29] oder speziell darauf 
abgestimmten Algorithmen entsprechen. Die Anzahl der verwendeten Kandidatenvektoren sollte 
bei diesem rekursiven Optimierungsprozess allerdings stark im Vergleich zu den in Kapitel 3.1 vor-
gestellten Verfahren reduziert werden, um Inkonsistenzen im Vektorfeld zu vermeiden. 
Unterscheidung unterschiedlicher Prädiktionsstrategien 
Einen entscheidenden Einfluss auf die resultierende Vektorfeldqualität haben die Anzahl der örtli-
chen und zeitlichen Prädiktionsvektoren und deren Anordnung. Im einfachsten Fall wird lediglich 
ein einziger örtlicher Prädiktor als Ausgangspunkt der lokalen Suche verwendet, der beispielsweise 
dem Bewegungsvektor des linken Nachbarblocks entspricht: 
݌Ԧௌ,஺ሺݔԦ, ݊ሻ ൌ ݒԦ ቀݔԦ െ ቀܾ௫0 ቁ , ݊ቁ	. (3.27)
Diese Form der Prädiktion hat allerdings den gravierenden Nachteil einer eindimensionalen Kon-
vergenz. Im Bereich der orthogonal zur Prädiktionsrichtung verlaufenden Kanten eines bewegten 
Objektes führt dies zu einer schrittweisen, langsamen Annäherung zum tatsächlichen Bewegungs-
vektor. Die resultierende Bildqualität wird daher in diesen für die menschliche Wahrnehmung kriti-
schen Bereich meist deutlich beeinträchtigt. 
Eine Verbesserung des Konvergenzverhaltens kann folglich durch die Verwendung eines zweiten 
örtlichen Prädiktors erzielt werden, dessen Prädiktionsrichtung beispielsweise orthogonal zum ers-
ten Prädiktor angeordnet ist: 
݌Ԧௌ,஻ሺݔԦ, ݊ሻ ൌ ݒԦ ൬ݔԦ െ ൬ 0ܾ௬൰ , ݊൰	. (3.28)
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In vielen Fällen wird durch die orthogonale Anordnung der Prädiktoren die Konvergenz zum tat-
sächlichen Bewegungsvektor wenigstens bei einem Prädiktor abgeschlossen sein. Die zweidimensi-
onale Prädiktion ermöglicht somit ein konsistentes Bewegungsvektorfeld auf Grund des rekursiven 
Suchprozesses und gleichzeitig eine schnelle Konvergenz im Bereich der Kanten bewegter Objekte 
durch die Verwendung separater, orthogonaler Prädiktoren.  
Das Prinzip separater Prädiktoren wird in Abbildung 3.20 näher erläutert. Abbildung 3.20a zeigt 
den eindimensionalen Luminanzverlauf eines mit der Geschwindigkeit ݒԦ୭ୠ୨	in horizontaler Rich-
tung bewegten Objektes. Die Teilbilder (b) und (c) visualisieren das resultierende Vektorfeld bei 
einer Prädiktion von der linken bzw. rechten Seite. Das Profil der Vektorfelder verdeutlicht die 
langsame örtliche Konvergenz beginnend beim Nullvektor hin zum tatsächlichen Bewegungsvektor. 
In Abbildung 3.20d werden die beiden separat ermittelten Vektorfelder geeignet kombiniert, so dass 
das resultierende Vektorfeld genau auf die Objektkanten beschränkt wird. 
a) 
 
b) 
c) 
d) 
Abbildung 3.20: Verwendung separater Prädiktoren [4]. 
Da zwischen zeitlich benachbarten Bewegungsvektorfeldern auf Grund der Kontinuität der Bewe-
gung der einzelnen Objekte üblicherweise eine hohe Korrelation besteht, kann die Konvergenz zum 
gesuchten Bewegungsvektor durch zusätzliche zeitliche Prädiktoren weiter verbessert werden. Da-
mit die zeitlichen Prädiktoren eine gute Vorhersage ermöglichen können, werden sie parallel zu den 
örtlichen Prädiktoren im Abstand von ݎ Blöcken angeordnet: 
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݌Ԧ்,஺ሺݔԦ, ݊ሻ ൌ ݒԦ ቀݔԦ ൅ ݎ ∙ ቀܾ௫0 ቁ , ݊ െ 1ቁ , (3.29)
݌Ԧ்,஻ሺݔԦ, ݊ሻ ൌ ݒԦ ൬ݔԦ ൅ ݎ ∙ ൬ 0ܾ௬൰ , ݊ െ 1൰ . (3.30)
Durch den Faktor ݎ kann das Maß der Vorausschau und damit der Grad der Beschleunigung des 
Konvergenzprozesses bei dieser dreidimensionalen Prädiktion beeinflusst werden. Allerdings muss 
dabei berücksichtigt werden, dass mit zunehmendem Abstand ݎ die Zuverlässigkeit der zeitlichen 
Prädiktion sinkt, da die Korrelation geringer wird. Durch Experimente konnte ein optimaler Ab-
stand von ݎ ൌ 2 für unterschiedliche Blockgrößen ermittelt werden. 
Örtliche und zeitliche Prädiktion bei klassischen Block-Matching-Algorithmen 
Im Rahmen dieser Arbeit wurde der FS-Algorithmus und die daraus abgeleiteten optimierten BM-
Algorithmen um eine ein-, zwei- und dreidimensionale Prädiktionsstrategie erweitert. Bei der ein-
dimensionalen Prädiktionsstrategie wird neben dem Prädiktor ݌Ԧௌ,஺ (3.27) zusätzlich der Nullvektor 
zur Prädiktion verwendet, um einen schnellen Wechsel z. B. an einer Objektgrenze zu einem nicht 
bewegten Hintergrund zu ermöglichen. Die Kandidatenvektormenge ܥଵୈ lautet demnach: 
ܥଵୈሺݔԦ, ݊ሻ ൌ ቄ0ሬԦ, ݒԦ ቀݔԦ െ ቀܾ௫0 ቁ , ݊ቁቅ	. (3.31)
Bei der zweidimensionalen Prädiktion wird diese Kandidatenmenge folglich um den Prädiktor ݌Ԧௌ,஻ 
(3.28) ergänzt: 
ܥଶୈሺݔԦ, ݊ሻ ൌ ܥଵୈሺݔԦ, ݊ሻ ∪ ݒԦ ൬ݔԦ െ ൬ 0ܾ௬൰ , ݊൰ . (3.32)
Im Fall einer dreidimensionalen örtlich-zeitlichen Prädiktion wird die Menge ܥଶୈ um die zeitlichen 
Prädiktoren ݌Ԧ்,஺ und ݌Ԧ்,஻ im Abstand ݎ ൌ 2 erweitert: 
ܥଷୈሺݔԦ, ݊ሻ ൌ ܥଶୈሺݔԦ, ݊ሻ ∪ ൜ݒԦ ቀݔԦ ൅ 2 ∙ ቀܾ௫0 ቁ , ݊ െ 1ቁ , ݒԦ ൬ݔԦ ൅ 2 ∙ ൬
0
ܾ௬൰ , ݊ െ 1൰ൠ	. (3.33)
Der resultierende Prädiktionsvektor ݌Ԧ wird in allen drei Fällen mit Hilfe einer Schätzfunktion be-
stimmt, indem der Prädiktionsvektor mit dem niedrigsten DFD-Wert ausgewählt wird (3.4). Ausge-
hend vom ermittelten Prädiktionsvektor ݌Ԧ erfolgt eine Aktualisierung (engl. Update) dieses Vektors 
durch den jeweiligen Block-Matching-Algorithmus. 
Mit Hilfe der beschriebenen Prädiktionsstrategien kann die Qualität klassischer Block-Matching-
Algorithmen in Hinblick auf eine Formatkonversion deutlich verbessert werden, da die geschätzte 
Bewegung durch den rekursiven Optimierungsprozess bei gleichzeitiger Reduktion der Anzahl an 
Kandidatenvektoren eher der tatsächlichen Bewegung entspricht. Dies wird durch die in 
Abbildung 3.21 gezeigten PSNR- und VFSI-Ergebnisse belegt, da sich sowohl die Genauigkeit als 
auch die Homogenität der Vektorfelder verbessert. Insbesondere die 3D-Prädiktion führt zu einer 
signifikanten Steigerung der Qualität bei allen betrachteten Algorithmen. Es ist dabei auffallend, 
dass die bislang klar unterlegenen Algorithmen OTS und CDS durch die Prädiktion zum FS-
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Algorithmus aufschließen und ihn sogar in Bezug auf die Homogenität der Vektorfelder auf Grund 
der weiter reduzierten Kandidatenvektorzahl übertreffen. 
a) 
 
b) 
 
Abbildung 3.21: Vektorfeldqualität klassischer BM-Algorithmen bei Verwendung unterschiedli-
cher Prädiktionsstrategien (Blockgröße 8	 ൈ 8 px, Suchbereich mit Prädiktion 
12	 ൈ 12 px, Suchbereich ohne Prädiktion 64	 ൈ 64 px). 
Die Prädiktion ermöglicht eine deutliche Verkleinerung des erforderlichen Suchbereichs. Dennoch 
ist die resultierende Vektorfeldqualität nach wie vor stark von diesem Parameter abhängig, wie Ab-
bildung 3.22 exemplarisch für den FS-Algorithmus zeigt. Ab einer Suchbereichsgröße von 8	 ൈ
8 px gehen die PSNR-Werte bei Verwendung der 3D-Prädiktion in die Sättigung über. Größere 
Suchbereiche sollten demnach nicht verwendet werden, da dies zu einer geringeren Homogenität 
des Vektorfeldes führt. 
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a) 
 
b) 
 
Abbildung 3.22: Abhängigkeit der Vektorfeldqualität beim FS-Algorithmus von der Suchbe-
reichsgröße bei unterschiedlichen Prädiktionsstrategien (Blockgröße 16	 ൈ 16 
px). 
Des Weiteren zeigt Abbildung 3.23, dass die optimale Blockgröße beim FS-Algorithmus in Bezug 
auf die PSNR-Metrik bei Verwendung der 2D- und 3D-Prädiktionsstrategie bei 12	 ൈ 12 px liegt. 
Im Vergleich zur Konfiguration ohne bzw. mit 1D-Prädiktionstrategie ergibt sich daher eine Halbie-
rung der optimalen Blockhöhe und -breite, so dass eine höhere Ortauflösung realisiert werden kann. 
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a) 
 
b) 
 
Abbildung 3.23: Abhängigkeit der Vektorfeldqualität beim FS-Algorithmus von der Blockgröße 
bei unterschiedlichen Prädiktionsstrategien (Suchbereichsgröße 12	 ൈ 12 px). 
Im Folgenden werden zwei prädiktive BM-Algorithmen vorgestellt, die durch optimierte Suchstra-
tegien eine weitere Steigerung der Vektorfeldgenauigkeit und -Homogenität ermöglichen. 
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3D-Rekursive Suche 
Die 3D-Rekursive Suche (3DRS) [4] ist ein Block-Matching-Algorithmus mit örtlich-zeitlicher 
Prädiktion. Das Verfahren existiert in unterschiedlichen Ausführungen, die sich im Wesentlichen in 
der Position und Anordnung der Prädiktionsvektoren sowie der Zusammensetzung und Auswahl der 
Kandidatenvektoren unterscheiden [39, 40]. In der ursprünglichen Form werden zwei diagonal an-
geordnete unabhängige Schätzer A und B verwendet, die jeweils einen örtlichen und einen zeitli-
chen Prädiktor verwenden: 
݌Ԧௌ,஺ଷୈୖୗሺݔԦ, ݊ሻ ൌ ݒԦ஺ ൬ݔԦ ൅ ൬
െܾ௫
െܾ௬൰ , ݊൰, 
݌Ԧ்,஺ଷୈୖୗሺݔԦ, ݊ሻ ൌ ݒԦ ൬ݔԦ ൅ 2 ∙ ൬
ܾ௫
ܾ௬൰ , ݊ െ 1൰	, 
݌Ԧௌ,஻ଷୈୖୗሺݔԦ, ݊ሻ ൌ ݒԦ஻ ൬ݔԦ ൅ ൬
ܾ௫
െܾ௬൰ , ݊൰	, 
݌Ԧ்,஻ଷୈୖୗሺݔԦ, ݊ሻ ൌ ݒԦ ൬ݔԦ ൅ 2 ∙ ൬
െܾ௫
ܾ௬ ൰ , ݊ െ 1൰ . 
(3.34)
Zur Bestimmung des Bewegungsvektors innerhalb der Schätzer A und B wird jeweils eine Kandi-
datenvektormenge für den aktuell betrachteten Block aufgestellt, die sich aus dem Nullvektor, dem 
jeweiligen örtlichen und zeitlichen Prädiktor und der Addition des örtlichen Prädiktionsvektors mit 
einem Update-Vektor ݑሬԦ zusammensetzt: 
ܥଷ஽ோௌ,஺ሺݔԦ, ݊ሻ ൌ ቄ0ሬԦ, ݌Ԧௌ,஺ଷୈୖୗሺݔԦ, ݊ሻ, ݌Ԧ்,஺ଷୈୖୗሺݔԦ, ݊ሻ, ݌Ԧௌ,஺ଷୈୖୗሺݔԦ, ݊ሻ ൅ ݑሬԦቅ , 
ܥଷ஽ோௌ,஻ሺݔԦ, ݊ሻ ൌ ቄ0ሬԦ, ݌Ԧௌ,஻ଷୈୖୗሺݔԦ, ݊ሻ, ݌Ԧ்,஻ଷୈୖୗሺݔԦ, ݊ሻ, ݌Ԧௌ,஻ଷୈୖୗሺݔԦ, ݊ሻ ൅ ݑሬԦቅ . 
(3.35)
Der zu addierende Update-Vektor ݑሬԦ ist Element der Menge ܷଷ஽ோௌ, die nach einem bestimmten 
Schema oder (pseudo-) zufällig durchlaufen wird: 
ܷଷ஽ோௌ ൌ ቄቀ01ቁ , ቀ
0
െ1ቁ , ቀ
0
2ቁ , ቀ
0
െ2ቁ , ቀ
1
0ቁ , ቀ
െ1
0 ቁ , ቀ
3
0ቁ , ቀ
െ3
0 ቁቅ . (3.36)
Um eine unabhängige Konvergenz der Schätzer A und B zu gewährleisten, wird der Kandidaten-
vektor mit dem besten DFD-Wert als Bewegungsvektor des jeweiligen Schätzers übernommen und 
separat in den Vektorfeldern ஺ܸ bzw. ஻ܸ gespeichert. Während die zeitlichen Prädiktoren aus dem 
resultierenden Vektorfeld ܸ entnommen werden, stammen die örtlichen Prädiktoren des Schätzers 
A aus dem Vektorfeld ஺ܸ und dementsprechend beim Schätzer B aus ஻ܸ. Abschließend werden die 
DFD-Werte der resultierenden Vektoren der beiden Schätzer verglichen und der bessere dieser Vek-
toren wird dem betrachteten Block im Vektorfeld ܸ zugewiesen. 
Parallel Prädiktives Block-Matching 
Das Parallel Prädiktive Block-Matching (PPBM) [1, 41] ähnelt dem 3DRS-Algorithmus, verwendet 
allerdings eine unterschiedliche Prädiktoranordnung, eine größere Anzahl Update-Vektoren und 
einen speziellen Regelsatz zur Auswahl des resultierenden Bewegungsvektors der unabhängigen 
Schätzer A und B. Des Weiteren verwenden die zeitlichen Prädiktoren der beiden Schätzer eben-
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falls die separat gespeicherten Vektoren ஺ܸ bzw. ஻ܸ und nicht wie beim 3DRS das finale Bewe-
gungsvektorfeld ܸ. Für die Prädiktionsvektoren gilt beim PPBM somit: 
݌Ԧௌ,஺୔୔୆୑ሺݔԦ, ݊ሻ ൌ ݒԦ஺ ቀݔԦ ൅ ቀെܾ௫0 ቁ , ݊ቁ , 
݌Ԧ்,஺୔୔୆୑ሺݔԦ, ݊ሻ ൌ ݒԦ஺ ቀݔԦ ൅ 2 ∙ ቀܾ௫0 ቁ , ݊ െ 1ቁ	, 
݌Ԧௌ,஻୔୔୆୑ሺݔԦ, ݊ሻ ൌ ݒԦ஻ ൬ݔԦ ൅ ൬
0
െܾ௬൰ , ݊൰	, 
݌Ԧ்,஻୔୔୆୑ሺݔԦ, ݊ሻ ൌ ݒԦ஻ ൬ݔԦ ൅ 2 ∙ ൬
0
ܾ௬൰ , ݊ െ 1൰ . 
(3.37)
Im Gegensatz zum 3DRS- werden beim PPBM-Algorithmus alle Vektoren der Update-
Vektormenge ܷ௉௉஻ெ zur Aktualisierung des örtlichen Prädiktors verwendet, so dass für die Kandi-
datenvektormenge der Schätzer A und B gilt: 
ܥ௉௉஻ெ,஺ሺݔԦ, ݊ሻ ൌ ൜݌Ԧௌ,஺୔୔୆୑ሺݔԦ, ݊ሻ, ݌Ԧ்,஺୔୔୆୑ሺݔԦ, ݊ሻ, ቄ∀ݑሬԦ ∈ ܷ௉௉஻ெ|݌Ԧௌ,஺୔୔୆୑ሺݔԦ, ݊ሻ ൅ ݑሬԦቅൠ , 
ܥ௉௉஻ெ,஻ሺݔԦ, ݊ሻ ൌ ൜݌Ԧௌ,஻୔୔୆୑ሺݔԦ, ݊ሻ, ݌Ԧ்,஻୔୔୆୑ሺݔԦ, ݊ሻ, ቄ∀ݑሬԦ ∈ ܷ௉௉஻ெ|݌Ԧௌ,஻୔୔୆୑ሺݔԦ, ݊ሻ ൅ ݑሬԦቅൠ . 
(3.38)
Die Update-Vektormenge setzt sich hier nach [1] aus acht Updatevektoren zusammen: 
ܷ௉௉஻ெ ൌ ቄቀ10ቁ , ቀ
െ1
0 ቁ , ቀ
0
1ቁ , ቀ
0
െ1ቁ , ቀ
4
0ቁ , ቀ
െ4
0 ቁ , ቀ
0
4ቁ , ቀ
0
െ4ቁቅ . (3.39)
Beim PPBM-Algorithmus wird ebenfalls derjenige Kandidatenvektor mit dem besten DFD-Wert als 
Verschiebungsvektor ݒԦ஺ bzw. ݒԦ஻ des jeweiligen Schätzers übernommen und separat in den Vek-
torfeldern ஺ܸ bzw. ஻ܸ gespeichert: 
ݒԦ஺ሺݔԦ, ݊ሻ ൌ bestDFD ቀܥ௉௉஻ெ,஺ሺݔԦ, ݊ሻቁ , 
ݒԦ஻ሺݔԦ, ݊ሻ ൌ bestDFD ቀܥ௉௉஻ெ,஻ሺݔԦ, ݊ሻቁ . 
(3.40)
Der wesentliche Unterschied zum 3DRS besteht in der abschließenden Auswahl des resultierenden 
Bewegungsvektors für einen aktuell betrachteten Block. Während beim 3DRS ein einfacher DFD-
Vergleich zur Entscheidung verwendet wird, nutzt PPBM einen speziellen Regelsatz zur Auswahl 
des resultierenden Vektors der beiden Prädiktoren. Diese Plausibilitätsregeln bevorzugen Vektoren, 
die sich bereits innerhalb eines Schätzers bewährt haben: 
1. Sind die Vektoren beider Schätzer für einen Block identisch, so wird dieser ausgewählt. 
2. Sind die Vektoren unterschiedlich, so wird gegen die Konvergenzrichtung geprüft, ob bei 
einem Schätzer zweimal der gleiche Vektor auftritt. Ist dies der Fall, wird davon ausgegan-
gen, dass es sich in dieser Richtung schon um einen auskonvergierten Bereich handelt. Der 
entsprechende Vektor wird daher ausgewählt. 
3. Sonst wird der betragsmäßig kleinere Vektor gewählt. 
In formeller Schreibweise lauten die Plausibilitätsregeln folglich: 
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FUNCTION	ܾ݁ݏݐܴݑ݈݁ ൫ݒԦ஺ሺݔԦ, ݊ሻ, ݒԦ஻ሺݔԦ, ݊ሻ൯ 
 IF	൫ݒԦ஺ሺݔԦ, ݊ሻ ൌൌ ݒԦ஻ሺݔԦ, ݊ሻ൯	THEN ݒԦ஺஻ሺݔԦ, ݊ሻ ൌ ݒԦ஺ሺݔԦ, ݊ሻ 
 ELSE	IF	 ቀݒԦ஺ሺݔԦ, ݊ሻ ൌൌ ݌Ԧௌ,஺ುುಳಾሺݔԦ, ݊ሻቁ 	THEN	ݒԦ஺஻ሺݔԦ, ݊ሻ ൌ ݒԦ஺ሺݔԦ, ݊ሻ 
 ELSE	IF	 ቀݒԦ஻ሺݔԦ, ݊ሻ ൌൌ ݌Ԧௌ,஻ುುಳಾሺݔԦ, ݊ሻቁ 	THEN	ݒԦ஺஻ሺݔԦ, ݊ሻ ൌ ݒԦ஻ሺݔԦ, ݊ሻ 
 ELSE	IF	ሺ|ݒԦ஺ሺݔԦ, ݊ሻ| ൑ |ݒԦ஻ሺݔԦ, ݊ሻ|ሻ	THEN	ݒԦ஺஻ሺݔԦ, ݊ሻ ൌ ݒԦ஺ሺݔԦ, ݊ሻ 
 ELSE	ݒԦ஺஻ሺݔԦ, ݊ሻ ൌ ݒԦ஻ሺݔԦ, ݊ሻ 
 RETURN	ݒԦ஺஻ሺݔԦ, ݊ሻ 
END 
(3.41)
Abschließend wird der resultierende Bewegungsvektor über einen DFD-Vergleich des Vektors ݒԦ஺஻ 
und des Nullvektors bestimmt: 
ݒԦሺݔԦ, ݊ሻ ൌ bestDFD൫bestRule	൫ݒԦ஺ሺݔԦ, ݊ሻ, ݒԦ஻ሺݔԦ, ݊ሻ൯, 0ሬԦ൯. (3.42)
Individuelle Gewichtung der Prädiktoren 
Die Qualität einer prädiktiven Bewegungsschätzung ist entscheidend von der Zuverlässigkeit der 
verwendeten Prädiktoren abhängig. Dabei ist zu berücksichtigen, dass die Zuverlässigkeit zeitlicher, 
räumlicher und sonstiger Prädiktoren (z. B. Nullvektor) stark variieren kann. Aus diesem Grund 
werden die einzelnen Prädiktoren bei Verfahren wie 3DRS und PPBM individuell gewichtet, indem 
zum jeweiligen DFD-Wert ein statischer Bestrafungswert ߨ hinzuaddiert wird: 
DFD௉ሺݒԦ, ݔԦ, ݊ሻ ൌ 	DFDሺݒԦ, ݔԦ, ݊ሻ ൅ ߨ	. (3.43)
Falls die verwendete DFD-Metrik nicht auf die Größe des verwendeten Blocks normiert wird, wie 
dies beispielsweise bei den Metriken SAD und SSE der Fall ist, wird der Bestrafungswert mit der 
Pixelanzahl |ܤ| des verwendeten Blocks multipliziert. 
Bei 3DRS und PPBM werden somit drei unterschiedliche Bestrafungswerte zur Gewichtung der 
DFD der örtlichen ሺߨ௦ሻ und zeitlichen ሺߨ்ሻ Prädiktoren sowie des Nullvektors	ሺߨ௓ሻ verwendet. In 
Kapitel 5.1.2 werden weitere Strategien zur dynamischen Bestrafung der DFD-Werte diskutiert, die 
mit dieser statischen Gewichtung kombiniert werden können. 
Quantitativer Vergleich von 3DRS- und PPBM-Algorithmus 
Die Algorithmen 3DRS und PPBM können grundsätzlich über eine Vielzahl unterschiedlicher Pa-
rameter konfiguriert werden. Dazu zählen beispielsweise die Besetzung der Update-Vektormenge, 
die Position der Prädiktoren oder die Wahl der Bestrafungswerte zur Gewichtung der Prädiktoren. 
Um eine bessere Vergleichbarkeit mit anderen Arbeiten zu gewährleisten, werden daher zunächst 
die zuvor beschriebenen Standardeinstellungen, die den entsprechenden Publikationen entnommen 
wurden, verwendet. Der Vergleich der Vektorfeldqualität beider Verfahren für unterschiedliche 
Blockgrößen in Abbildung 3.24 zeigt, dass der 3DRS-Algorithmus eine geringfügig höhere Interpo-
lationsgenauigkeit als der PPBM-Algorithmus ermöglicht. Da das Maximum beim 3DRS allerdings 
bei einer kleineren Blockgröße als beim PPBM auftritt, weist der PPBM im direkten Vergleich der 
besten Konfiguration eine höhere Homogenität auf. 
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Der wesentliche Vorteil dieser beiden optimierten prädiktiven Algorithmen im Vergleich zum FS-
Algorithmus mit 3D-Prädiktion besteht darin, dass durch die drastische Reduktion an Kandidaten-
vektoren die Rechenkomplexität verringert werden kann. Des Weiteren weisen die Vektorfelder 
dadurch eine höhere Vektorfeldhomogenität auf, so dass eine geringere Anzahl vereinzelter, stören-
der Ausreißer vorhanden ist. Die Interpolationsgenauigkeit ist allerdings beim 3DRS- und PPBM-
Algorithmus signifikant schlechter als beim prädiktiven FS-Algorithmus, so dass die höhere Vek-
torfeldhomogenität nur einen geringen Stellenwert besitzt. 
a) 
 
b) 
 
Abbildung 3.24: Abhängigkeit der Vektorfeldqualität beim 3DRS- und PPBM-Algorithmus von 
der Blockgröße im Vergleich zum FS-Algorithmus mit 3D-Prädiktion und einer 
Suchbereichsgröße von 12	 ൈ 12 px. 
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Im Gegensatz zu nicht prädiktiven Algorithmen (s. Abbildung 3.9) kann bei den hier gezeigten prä-
diktiven Algorithmen die Vergrößerung der Match-Blockgröße durch den Einsatz von Blockerwei-
terungen eine signifikante Verbesserung der Vektorfeldqualität erzielt werden. Abbildung 3.24 zeigt 
dies exemplarisch für die Algorithmen 3DRS und PPBM bei einer Blockgröße von 8	 ൈ 8 px und 
einer Match-Blockgröße von bis zu 32	 ൈ 32 px. 
Fazit 
Auf Grund der vielfältigen Konfigurationsparameter und Optimierungsmöglichkeiten kann die Qua-
lität dieser Verfahren noch deutlich verbessert werden. Die Größe des bei einer Optimierung zu 
berücksichtigenden Entwurfsraums und die hohe Komplexität des Optimierungsproblems führen 
allerdings dazu, dass zum einen Brute-Force-Lösungsansätze an der zur Verfügung stehenden Re-
chenzeit scheitern und zum anderen rein heuristische Ansätze meist nur suboptimale Ergebnisse 
liefern. Im folgenden Kapitel wird daher zunächst eine im Rahmen dieser Arbeit entwickelte Opti-
mierungsumgebung vorgestellt, mit deren Hilfe algorithmische Parameter in Bezug auf mehrere 
Gütekriterien wie PSNR und VFSI optimiert werden können. Im Anschluss werden in Kapitel 5 
zahlreiche Möglichkeiten zur Verbesserung der Vektorfeldqualität am Beispiel des PPBM-
Algorithmus und unter Verwendung der Optimierungsumgebung diskutiert. 
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4 Entwicklung einer Umgebung zur 
multikriteriellen Parameteroptimierung 
Das Ziel einer Optimierung ist die Bestimmung optimaler Parameter eines meist komplexen Sys-
tems. Die damit verbundene Suche nach dem optimalen Zustand gehört zu den fundamentalen Prin-
zipien der Natur und kann in vielfältiger Art und Weise, z. B. anhand der „Biologischen Evolution“ 
[42], welche zu einer besseren Anpassung von Individuen an ihre Umgebung führt, beobachtet wer-
den. Neben natürlichen Prozessen, die sich als Optimierungsproblem beschreiben lassen, existieren 
vielfältige Probleme in den verschiedenen Disziplinen der angewandten Mathematik, die durch die 
Optimierung der Parameter einer oder mehrerer Funktionen und unter Berücksichtigung eines oder 
mehrerer Kriterien gelöst oder zumindest approximiert werden können [43]. 
4.1 Grundlagen multikriterieller Optimierung 
Optimierungsprobleme lassen sich allgemein in globale und lokale Probleme unterteilen, bei denen 
Kriterien f in Abhängigkeit von Parameterkombinationen Tnxxx ),,,( 21 x  entweder minimiert 
oder maximiert werden sollen. Wird exemplarisch ein einzelnes Kriterium f in Abhängigkeit von 
zwei unabhängigen Parametern x1 und x2 betrachtet, kann der Verlauf dieser zweidimensionalen 
Funktion als Gütegebirge mit lokalen und globalen Minima und Maxima visualisiert werden 
(Abbildung 4.1). 
 
Abbildung 4.1: Lokale und globale Optima einer zweidimensionalen Funktion. 
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4.1.1 Globale und lokale Optimierung 
Das Ziel einer globalen Optimierung [44] besteht allgemein darin, die besten Parameterkombinatio-
nen x* einer Menge X unter Berücksichtigung der Kriterien   Y mfffF ,,, 21   im Bewertungs-
raum Y und somit die globalen Optima zu finden. Die einzelnen Kriterien werden durch mathema-
tische Funktionen, den sogenannten Zielfunktionen, ausgedrückt. Während der Wertebereich Y einer 
Zielfunktion Yf X:  Teilmenge der reellen Zahlen sein muss ( RY ), kann der Definitionsbe-
reich des sogenannten Problemraumes X von f praktisch jeden Elementtypen, wie z. B. Zahlen, 
oder Bitstrings, repräsentieren. Der Typ des Problemraumes X wird dementsprechend passend zum 
betrachteten Optimierungsproblem gewählt. 
Globale Optimierungsalgorithmen können grundsätzlich in deterministische und probabilistische 
Ansätze unterteilt werden. Deterministische Algorithmen werden üblicherweise dann verwendet, 
wenn eine deutliche, bekannte Abhängigkeit zwischen den einzelnen Parametern X),,,( 21 nxxx   
und den resultierenden Lösungen der m Zielfunktionen F besteht. Auf Grund der genauen Kenntnis 
des zugrundeliegenden Problems, ist in diesem Fall eine effiziente Suche z. . mit den in Abbil-
dung 4.2 genannten deterministischen Ansätzen möglich. Da deterministische Algorithmen grund-
sätzlich nicht von Zufallsprozessen abhängen, liefern sie bei unveränderten Eingangsdaten immer 
das gleiche Resultat nach einer identischen Abfolge einzelner Rechenschritte. 
Falls die Abhängigkeiten eines Optimierungsproblems unbekannt sind, diese eine zu hohe Komple-
xität aufweisen oder die Dimensionalität des Problemraums sehr groß ist, kann ein deterministischer 
Ansatz zu einer (nahezu) vollständigen Suche führen. Eine Lösung ist dann meist schon bei verhält-
nismäßig einfachen Problemen unmöglich, da die Rechenzeit polynomial mit der Größe des Prob-
lemraums ansteigt. In diesen Fällen eignen sich insbesondere probabilistische Ansätze die dem 
Monte-Carlo-Prinzip (MC) [45] folgen (Abbildung 4.2), da solche Verfahren einen Abtausch zwi-
schen der Genauigkeit des Ergebnisses und der Rechenzeit ermöglichen. Dies bedeutet implizit, 
dass die gefundenen Lösungen nicht unbedingt globale Optima repräsentieren. Diese meist nur ge-
ringfügig schlechteren Lösungen können allerdings in endlicher Zeit gefunden werden. MC-
Methoden basieren allgemein auf sehr häufig durchgeführten Zufallsexperimenten, deren Ergebnis-
se mit Hilfe der Wahrscheinlichkeitstheorie numerisch gelöst werden. Die einzelnen Suchschritte 
probabilistischer Algorithmen werden durch heuristische Funktionen [46] bestimmt, welche z. B. 
durch Auswertung der bisher berechneten Zielfunktionswerte entweder festlegen welches Element x 
als nächstes verwendet oder wie ein neues Element gebildet werden soll. Zu den bekanntesten Ver-
tretern probabilistisch, heuristischer Algorithmen gehört die Klasse der Evolutionären Algorithmen 
(EA) [47]. Diese Verfahren führen die Elemente einer Lösungsmenge (genannt Population) durch 
iterative Anwendung von Reproduktions- und Selektionsoperatoren, welche das Verhalten der bio-
logischen Evolution imitieren, sukzessive an die Optima heran. Eine detaillierte Betrachtung Evolu-
tionärer Algorithmen findet in Kapitel 4.3 statt. 
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Abbildung 4.2: Algorithmen zur globalen Optimierung. 
Bei einer lokalen Optimierung wird ausgehend von einem vorgegebenen Startpunkt in der umlie-
genden Nachbarschaft das nächstgelegene Minimum bzw. Maximum einer Zielfunktion f gesucht. 
Das so ermittelte Optimum muss daher bei einem multimodalen Gütegebirge nicht dem globalen 
Optimum entsprechen. Auf Grund der hohen Konvergenzgeschwindigkeit lokaler Optimierungsver-
fahren zum benachbarten (lokalen) Optimum, werden diese meist schneller und genauer lokalisiert 
als mit globalen Verfahren. Aus diesem Grund werden lokale und globale Optimierungsverfahren 
teilweise kombiniert. Solche hybriden Ansätze können bei einigen Anwendungen von den individu-
ellen Vorteilen der globalen und lokalen Optimierung profitieren (siehe Kapitel 4.4). 
4.1.2 Multikriterielle Zielfunktionen und Pareto-Optimalität 
Falls nur eine einzelne Zielfunktion f optimiert werden soll, entsprechen die optimalen Parameter-
kombinationen *X*x  je nach Aufgabenstellung gerade dem Minimum oder Maximum dieser 
Funktion (siehe z. B. Abbildung 4.1). Globale Optimierungstechniken können allerdings auch zur 
Optimierung von Problemen verwendet werden, bei denen eine Menge F, bestehend aus Fm   
Zielfunktionen fi, betrachtet wird. Jede einzelne Zielfunktion fi repräsentiert somit ein zu optimie-
rendes Kriterium [48].  
 RX  iii ymiyfF ,0::    . (4.1)
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Bei diesen sogenannten multikriteriellen Optimierungsproblemen kann es auf Grund von sich wi-
dersprechenden Kriterien, wie z. B. Maximierung der Qualität und Minimierung der Kosten in ei-
nem Produktionsprozess, unterschiedliche Möglichkeiten geben, ein Optimum zu definieren. Diese 
unterschiedlichen Definitionen können sich z. B. aus einer individuellen Gewichtung der einzelnen 
Kriterien durch einen Entscheidungsträger ergeben und resultieren somit in unterschiedlichen Men-
gen optimaler Parameterkombinationen X *X*x . 
 
Abbildung 4.3: Optimierungsproblem mit zwei Zielfunktionen. 
Exemplarisch wird in Abbildung 4.3 ein multikriterielles Optimierungsproblem mit zwei zu maxi-
mierenden Zielfunktionen  21, ffF   gezeigt. Da die globalen Optima der Zielfunktionen unter-
schiedliche Parameterwerte RX2,1ˆx  aufweisen, stellt jeder als optimal angesehene Parameter 
xˆ  einen Kompromiss zwischen den konkurrierenden Zielfunktionen dar. 
Gewichtete Summe 
Die einfachste Möglichkeit eine optimale Menge X* zu bestimmen, besteht darin, die gewichtete 
Summe )(xv  aller Zielfunktionen Ffi   zu berechnen. Die einzelnen Zielfunktionen fi können da-
bei mit Hilfe der Faktoren wi individuell gewichtet werden, so dass für die gewichtete Summe gilt:  



Ff
ii
i
fwv )()( xx   . (4.2)
Multikriterielle Probleme werden somit auf eine einzelne Zielfunktion reduziert, so dass für die 
Menge optimaler Parameterkombinationen gilt:  
X xxxx ** )()(* vvX   . (4.3)
Wesentliche Nachteile dieser Variante bestehen darin, dass bereits vor der Optimierung eine Ge-
wichtung festgelegt werden muss und dass bei Zielfunktionen mit unterschiedlicher Steigung die 
Funktionen in Abhängigkeit vom betrachteten Intervall der Parameter x mit unterschiedlichem Ge-
wicht berücksichtigt werden. Ferner ist die additive Verknüpfung von Zielfunktionen mit verschie-
denen Maßeinheiten problematisch. 
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Pareto-Optimalität 
Eine Möglichkeit diese Probleme zu umgehen bzw. zu verlagern, bietet die Bestimmung der opti-
malen Menge X* nach dem Prinzip der sogenannten Pareto-Optimalität [48]. Diese Methode be-
stimmt eine Menge unterschiedlicher Lösungen durch einen optimalen Abtausch der konkurrieren-
den Zielfunktionen. Der Begriff der Optimalität ist in diesem Zusammenhang stark an das Domi-
nanzprinzip gekoppelt. Demnach wird ein Element x1 gegenüber einem Element x2 präferiert 
 21 xx  , wenn wenigstens der Wert einer Zielfunktion fj für x1 besser ist als für x2 und alle anderen 
Zielfunktionswerte nicht schlechter sind:  
)()(0:
)()(0:
21
2121
xfxfmjj
xfxfmiixx
jjjj
iiii




  . (4.4)
Durch den Faktor i  kann hierbei individuell gesteuert werden, ob eine Zielfunktion fi minimiert 
oder maximiert werden soll:  




i
i
i f
f
 von gMaximierun,1
 von gMinimierun,1   . (4.5)
Daraus folgt, dass ein Element X*x  Pareto-optimal ist, wenn es nicht durch ein anderes Element 
im Problemraum X dominiert wird:  
** xxxx :* XX  òX   . (4.6)
Üblicherweise wird die Menge X* als Pareto-Menge oder Pareto-Front bezeichnet. Abbildung 4.4 
visualisiert exemplarisch ein einfaches multikriterielles Optimierungsproblem, bei dem die Parame-
ter X T, xx )( 21x  in Bezug auf zwei Zielfunktionen Y }{ 21, ffF  optimiert werden sollen. 
Da beide Zielfunktionen in diesem Beispiel maximiert werden müssen, bilden die Elemente der 
Pareto-Menge }{ 543
* xxx ,,X   die eingezeichnete Pareto-Front. Die Elemente }{ 21 xx ,  repräsentie-
ren hier eine durch *X  dominierte Menge. 
 
Abbildung 4.4: Multikriterielles Optimierungsproblem. 
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Da die Elemente der Pareto-Menge lediglich eine Partial-13 und keine Totalordnung14 aufweisen, 
dominiert keines dieser Elemente ein anderes Element der Menge. Aus diesem Grund muss ein Ent-
scheidungsträger abschließend das Element auswählen, welches seinen Vorstellungen am besten 
entspricht. Zu diesem Zweck können durch den Entscheidungsträger Kostenfunktionen definiert 
werden, welche z. B. die Zielfunktionswerte der Menge mRY   auf reelle Zahlen R abbilden. 
4.1.3 Iterativer Optimierungsprozess 
Die Aufgabe eines Optimierungsalgorithmus besteht darin, möglichst effektiv diejenigen Elemente 
Xx  innerhalb des Problemraums zu finden, die zur optimalen Menge *X  gehören. In den meis-
ten realen Optimierungsproblemen wird der Problemraum durch Nebenbedingungen (z. B. Wort-
breite eines Registers, Fließkommagenauigkeit, etc.) beschränkt, so dass bei der Suche nur die Ele-
mente eines Lösungsraums XS  berücksichtigt werden dürfen, da nur diese Elemente gültige Lö-
sungen darstellen. In der Genetik wird die Summe aller äußerlich feststellbaren Merkmale eines 
Individuums als Phänotyp bezeichnet. In Anlehnung an diese Definition werden Problem- bzw. 
Lösungsraum als Phänom und mögliche Lösungskandidaten XS x  als Phänotyp bezeichnet. 
Suchraum und Suchfunktion 
Auf Grund der Tatsache, dass der Typ der Lösungskandidaten (z. . reelle Zahlen, Ausstattungs-
merkmale, Farben, etc.) vom jeweiligen Problem abhängig ist, kann eine direkte Suche nach opti-
malen Elementen im Lösungsraum eine problemspezifische Anpassung der Optimierungsalgorith-
men erfordern. Daher ist häufig eine zusätzliche Unterscheidung zwischen dem Lösungsraum S 
und dem zugehörigem Suchraum G erforderlich, um existierende Optimierungsalgorithmen, welche 
meist auf die Verarbeitung reeller Zahlen, ganzer Zahlen oder Bitstrings spezialisiert sind, direkt 
verwenden zu können. Da die Elemente Gg  des Suchraums die Information des Phänotyps x ko-
dieren, werden sie auch als Genotyp und der Suchraum als Genom bezeichnet.  
Falls sich Suchraum und Problemraum unterscheiden, ist eine sog. Genotyp-Phänotyp-Abbildung 
zur Transformation der Datentypen (4.7) erforderlich. Damit jedes mögliche Element des Lösungs-
raumes auch im Suchraum gefunden werden kann, muss diese Abbildungsfunktion die Eigenschaft 
der Surjektivität erfüllen, die besagt, dass Bild- und Zielmenge übereinstimmen. Falls die Funktion 
                                                 
13 Eine zweistellige Relation R definiert eine Partialordnung, wenn sie reflexiv, transitiv und antisymmetrisch ist. Dies 
bedeutet, wenn M eine Menge und R  M  M eine zweistellige Relation auf M ist, dann heißt R  
 reflexiv, wenn xRxMx :  gilt, 
 transitiv, wenn zRxzRyyRxMzyx  :,,  gilt und 
 antisymmetrisch, wenn yxxRyyRxMyx  :,  gilt. 
Die Operatoren  und  sind Beispiele für eine Partialordnung auf der Menge der komplexen Zahlen C. 
14 Eine zweistellige Relation R definiert eine Totalordnung, wenn sie die Eigenschaften einer Partialordnung aufweist 
und zusätzlich total ist. Dies bedeutet, dass für zwei beliebige Elemente a, b einer Grundmenge mit a  b stets eine der 
beiden möglichen Relationen a R b oder b R a erfüllt ist. Während die Elemente der reellen Zahlen R beispielsweise 
eine Totalordnung aufweisen, können für komplexe Zahlen C höchstens Partialordnungen definiert werden. 
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auch bijektiv, also eindeutig umkehrbar ist, kann zusätzlich die Umkehrfunktion gpm-1 gebildet 
werden:  
gxxgxg   )(gpm)gpm(: 1XSG   . (4.7)
Um im resultierenden Suchraum G optimale Parameterkombinationen finden zu können, muss eine 
Menge S an Suchoperationen (4.8) definiert werden, die unter Berücksichtigung von k Argumenten 
ein Element des Raumes auswählt. Damit jeder Punkt Gg  durch die Anwendung der Suchopera-
tion aus S gefunden werden kann, ist die Vollständigkeit der Menge S erforderlich: 
GG kS :suche    . (4.8)
Optimierungsalgorithmus 
Ein Optimierungsproblem lässt sich allgemein als Quadrupel gpm),,,( SFS  definieren, welches 
aus dem Problemraum X bzw. dem beschränkten Lösungsraum XS  , den Zielfunktionen F, den 
Suchoperationen S und eventuell aus der Genotyp-Phänotyp-Abbildung gpm zur Erzeugung des 
Suchraums G zusammengesetzt ist (Abbildung 4.5). 
 
Abbildung 4.5: Exemplarisches Optimierungsproblem gpm),,,( SFS . 
Aufgrund der geforderten Surjektivität von gpm und der Vollständigkeit der Suchoperationen S, 
kann ein Optimierungsalgorithmus bei einem Problem gpm),,,( SFS  wenigstens ein (existieren-
des) lokales Optimum *lx  finden, da – notfalls in unendlich langer Zeit – jedes Element des Such-
raumes G erreicht werden kann. 
Die meisten globalen Optimierungsverfahren lokalisieren die Optima im Bewertungsraum durch die 
iterative Evaluation, also der iterativen Berechnung der Zielfunktionen, einer Menge an Lösungs-
kandidaten. Um eine zielgerichtete, stetige Verbesserung der sich ergebenden Lösungsmenge X* zu 
realisieren, werden üblicherweise einige der bis dahin besten Elemente durch einen Selektionspro-
zess bestimmt und bei der Suche nach neuen Lösungskandidaten berücksichtigt. Im Falle einer mul-
tikriteriellen Optimierung sind die bei der Evaluation bestimmten Zielfunktionswerte aus Y aller-
dings Vektoren in Rm. Da ein direkter Vergleich dieser Vektoren, wie bereits am Beispiel der Pare-
to-Optimalität gezeigt, nicht möglich ist, wird der Bewertungsraum Y durch eine sog. Fitnessfunk-
tion v auf positive reelle Zahlen R+ abgebildet. Eine Fitnessfunktion zur Berechnung der Fitness-
72 4  Entwicklung einer Umgebung zur multikriteriellen Parameteroptimierung 
werte  RV)(xv  der betrachteten Elemente x entspricht dabei einer frei wählbaren Rechenvor-
schrift. Die iterative Ausführung der Einzelschritte Evaluation, Fitnesszuweisung, Selektion und 
Suche wird in Abbildung 4.6 visualisiert. 
 
Abbildung 4.6: Iterativer Optimierungsprozess. 
4.2 Konzeption einer generischen Optimierungsumgebung 
Komplexe Systeme der Signalverarbeitung entstehen meist durch die Kombination unterschiedli-
cher algorithmischer Komponenten. Exemplarisch sei hier auf ein System zur Formatkonversion 
verwiesen, das sich z. B. aus einer Bewegungsschätzung, (nicht-) linearen Filtern und einer Zwi-
schenbildinterpolation zusammensetzen kann (Abbildung 4.7). Jede Komponente verfügt dabei über 
unterschiedliche Freiheitsgrade, die sich individuell über Konfigurationsparameter festlegen lassen 
und beispielsweise Auswirkung auf die resultierende Qualität oder die Implementierungskosten 
haben. Bei einer Bewegungsschätzung können dies die Wahl der Suchstrategie oder die Blockgröße 
sein. 
 
Abbildung 4.7: Exemplarisches System zur Evaluation einer Formatkonversion. 
Häufig werden die Abhängigkeiten zwischen den Konfigurationsparametern der einzelnen algo-
rithmischen Komponenten nicht bekannt sein, da z. B. eine zu hohe Komplexität vorliegt, keine 
analytische Beschreibung möglich ist oder das Expertenwissen fehlt. Die Wahl der „richtigen“ Kon-
figurationsparameter führt somit zu einem globalen Optimierungsproblem, zu dessen Lösung pro-
babilistisch, heuristische Verfahren verwendet werden können. In [49, 50] wurden z. B. Evolutionä-
re Algorithmen zur Optimierung linearer und nichtlinearer Filter einer Zwischenbildinterpolation, 
unter Berücksichtigung einer einzigen Zielfunktion (Peak Signal to Noise Ratio), verwendet. Da 
dieser Ansatz nicht zur Lösung multikriterieller Probleme geeignet ist, können keine weiteren Op-
timierungsziele, wie z. B. die erforderliche Rechenleistung oder spezifische Hardware-Kosten, 
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gleichzeitig berücksichtigt werden. Es existieren allerdings zahlreiche Software-Bibliotheken [51, 
52], die sich zur Lösung multikriterieller Probleme verwenden lassen. Der Einsatz dieser Bibliothe-
ken erfordert allerdings Expertenwissen bezüglich der Auswahl und Verwendung der Optimie-
rungsalgorithmen, deren Kombination zu einem geschlossenen Optimierungsprozess und des ei-
gentlichen Optimierungsproblems. Vorteilhaft an der resultierenden engen Anbindung an das jewei-
lige Problem ist, dass die Lösungsstrategien optimal angepasst werden können. Diese Anpassung 
stellt allerdings einen zeitaufwändigen und fehlerträchtigen Prozess dar, der sich wiederholt, sobald 
sich das Optimierungsproblem ändert. 
Diese Problematik wurde durch die in [53] präsentierte Plattform „PISA“, welche eine textbasierte 
Schnittstelle für Optimierungsalgorithmen zur Verfügung stellt, eingegrenzt. Hierbei wird der Op-
timierungsprozess in zwei Module unterteilt. Das erste Modul beinhaltet dabei alle Komponenten, 
die für das Optimierungsproblem spezifisch sind, wie z. B. die Problembeschreibung, die Evaluati-
on der Lösungskandidaten oder die Bildung neuer Kandidaten (Suche). Das zweite Modul umfasst 
mit der Fitnesswert-Berechnung und der Selektion optimaler Lösungskandidaten die unabhängigen 
Komponenten, welche bei der Optimierung eines Problems nicht (zwangsläufig) angepasst werden 
müssen. Ein Entwickler hat allerdings bei der Erstellung des ersten Moduls immer noch die kom-
plexe Aufgabe, passende Suchstrategien zur Bildung neuer Lösungskandidaten zu programmieren 
und diese in sein Optimierungsproblem zu integrieren. Des Weiteren ist eine Anpassung der eige-
nen Applikation an die textbasierte PISA Schnittstelle erforderlich. 
4.2.1 Abstraktion des Optimierungsprozesses 
Die Optimierung eines Problems ist daher auch mit der Plattform PISA nicht ohne größeren Pro-
grammieraufwand, der wiederum Expertenwissen voraussetzt und fehlerträchtig ist, möglich. Aus 
diesem Grund wurde im Rahmen dieser Arbeit eine generische und damit flexible Optimierungs-
umgebung entwickelt [54, 55], mit deren Hilfe die Parameter unterschiedlicher Applikationen unter 
Berücksichtigung mehrerer Zielfunktionen optimiert werden können. Dabei kann bei der Entwick-
lung und Optimierung von Algorithmen auf verschiedene Strategien, welche sowohl die Suche nach 
neuen Lösungskandidaten als auch die Selektion optimaler Kandidaten umfasst, zurückgegriffen 
werden, ohne diese Komponenten fest in die bestehende Applikation integrieren zu müssen. Dies 
reduziert mögliche Fehlerquellen und beschleunigt den Optimierungsablauf wesentlich, da keine 
Software-Modifikationen an den Applikationen vorgenommen werden müssen. Des Weiteren er-
möglicht es die einfache Verwendung komplexer Optimierungstechniken, ohne dass tiefere Kennt-
nisse bezüglich dieser Techniken erforderlich sind. 
Der Optimierungsprozess wird daher zunächst durch die drei Hauptkomponenten Suche, Evaluation 
und Selektion, sowie den zugehörigen Schnittstellen, abstrahiert (Abbildung 4.8). Die Fitnesswert-
zuweisung erfolgt dabei innerhalb des Selektionsprozesses, da die Rechenvorschrift üblicherweise 
Teil des Selektionsalgorithmus ist. Zur optimalen Adaption des Such- und Selektionsprozesses an 
ein konkretes Problem, stehen zahlreiche modular implementierte Verfahren, z. B. aus dem Bereich 
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der Evolutionären Algorithmen, zur Verfügung, die frei kombiniert, individuell konfiguriert und um 
neue Verfahren erweitert werden können (Kapitel 4.3). 
 
Abbildung 4.8: Abstraktion des Optimierungsprozess. 
Das eigentliche Optimierungsproblem wird durch die Evaluationskomponente abstrahiert. Diese 
beinhaltet alle Applikationen, die zur Abbildung einzelner Parameterkombination Xx  über frei 
wählbare Zielfunktionen Ffi   auf den Bewertungsraum Y erforderlich sind (4.1). Lediglich diese 
problemspezifischen Applikationen zur Evaluation müssen von einem Entwickler bereitgestellt 
werden. Eine Anpassung der bestehenden Applikationen oder eine feste Integration der Optimie-
rungsalgorithmen ist somit nicht erforderlich. 
4.2.2 Generischer Aufbau der Optimierungsumgebung 
Die neu entwickelte Optimierungsumgebung wurde in der Programmiersprache JAVA implemen-
tiert, so dass eine hohe Portabilität, Flexibilität und Unabhängigkeit bei der Auswahl der Plattform 
gewährleistet ist. Die Plattformunabhängigkeit unterstützt die modulare Kombination von Optimie-
rungsstrategien mit beliebigen Applikationen, die auf unterschiedlichen Systemen ausführbar sein 
können. Damit jede beliebige Applikation, welche über die Kommandozeile oder eine Datei gesteu-
ert werden kann, Teil des Evaluationsprozesses wird, ist eine generische Schnittstelle zwischen den 
einzelnen Komponenten erforderlich. Über diese Schnittstelle werden während des Optimierungs-
prozesses die Veränderungen der Konfigurationsparameter Xx  der einzelnen beteiligten Applika-
tionen und die Auswertungen der implementierten Zielfunktionen Ffi   gesteuert. 
Zu diesem Zweck müssen zunächst die einzelnen beteiligten Evaluationskomponenten charakteri-
siert werden. Dazu werden alle Applikationen, zum Beispiel in Bezug auf ihre Parameter und deren 
erlaubte Definitionsbereiche, durch eine flexible XML-Beschreibung (EXtensible Markup Langu-
age) [56] spezifiziert. XML bietet dabei den Vorteil einer bekannten Auszeichnungssprache, die 
eine strukturierte Beschreibung der Komponenten ermöglicht. Die syntaktische Korrektheit der ein-
zelnen Beschreibungen wird durch entsprechende XML-Schemata [57] gewährleistet, in denen die 
Dokumentstruktur, sowie mögliche Datentypen und Wertebereiche definiert werden. Exemplarisch 
wird in Quelltext 4.1 die XML-Charakterisierung zweier Parameter unterschiedlichen Datentyps 
gezeigt. Während der Wertebereich des ersten Parameters durch Angabe eines Intervalls beschränkt 
wird, erfolgt dies beim zweiten, optionalen Parameter durch eine explizite Werteliste. 
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<parameter id=“param1“> <!-- Parameter (reel) --> 
 <double>1.2</double> <!-- Default-Wert --> 
 <rangeDouble> <!-- Wertebereich mit Ober- und Untergrenze --> 
  <min>-2.5</min> 
  <max>3.5</max> 
 </rangeDouble> 
</parameter> 
<parameter id=“param2“ optional=“true“>  <!-- Optionaler Parameter (ganzzahlig) --> 
 <integer>2</integer> <!-- Default-Wert --> 
 <rangeInteger> <!-- Wertebereich mit Listenelementen --> 
  <list> 
   <integer>1</integer> 
   <integer>2</integer> 
   <integer>3</integer> 
  </list> 
 </rangeInteger> 
</parameter> 
Quelltext 4.1: Exemplarische XML-Charakterisierung von zwei Programmparametern. 
Zu den wichtigsten Konfigurationsmöglichkeiten gehören bei XML-Beschreibungen für Applikati-
onen des Evaluationsmoduls: 
 Pfad und Name der beschriebenen Applikation, 
 Parameterdefinitionen, 
o Datentyp: Reelle und ganze Zahlen, Bitstrings, Flags und Listen (Text oder Zahlen), 
o Default-Wert, 
o Wertebereich, 
 Definition von Ports (Datei, Standard Ein- und Ausgabe), 
 Kennzeichnung optionaler Parameter und Ports, 
 Definition des Kommandozeilenarguments für Parameter und Ports. 
Damit eine Suche nach optimalen Parameterkombinationen durch die gewählten Suchoperationen S 
(4.8) bei allen zur Verfügung stehenden Datentypen im Suchraum G gewährleistet ist, werden hier 
die Datentypen in Abhängigkeit von S durch eine automatische Genotyp-Phänotyp-Abbildung gpm 
(4.7) in einen kompatiblen Datentyp transformiert. Falls die Suchoperationen auf die Verarbeitung 
binärer Daten spezialisiert sind, erfolgt beispielsweise eine automatische Umwandlung reeller und 
ganzer Zahlen in eine geeignete binäre Zahlendarstellung wie beispielsweise dem Gray-Code. 
Ausgehend von diesen Applikationsbeschreibungen können die einzelnen Komponenten durch eine 
XML-Beschreibung zur gewünschten Evaluationskomponente, welche letztlich den zu optimieren-
den Algorithmus und die benötigten Zielfunktionen implementiert, verknüpft werden. Die einzelnen 
Applikationen werden zu diesem Zweck innerhalb dieser Beschreibung instanziiert und konfigu-
riert. Die Konfiguration umfasst dabei z. B. die Modifikation von Default-Werten, die Eingrenzung 
von Wertebereichen oder das Aktivieren optionaler Parameter. Die Verknüpfungen zwischen den 
Ein- und Ausgängen werden durch unidirektionale Datenströme nach dem FIFO-Prinzip (Pipes) 
realisiert, so dass die einzelnen Applikationen, die jeweils in einem separaten Thread ausgeführt 
werden, ihre Bearbeitungsroutine erst starten, wenn die zugehörige vorherige Applikation ein Er-
gebnis geliefert hat. Bei komplexen Algorithmen, bei denen häufig mehrere parallel ausführbare 
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Komponenten existieren, wird somit insbesondere auf Mehrprozessorsystemen durch paralleles 
Abarbeiten ein höherer Durchsatz erzielt. 
Um Fehlerquellen zu reduzieren und die Übersichtlichkeit bei der teilweise sehr umfangreichen 
Beschreibung der Evaluationskomponente zu verbessern, können Konstanten definiert werden, um 
beispielsweise Ports zu verknüpfen oder Default-Werte zu setzen. Des Weiteren existieren unter-
schiedliche Typen von Variablen um Parameter zu bündeln, Sequenzen von Eingangsdaten zu defi-
nieren oder die Ergebnisse der verwendeten Metriken zu speichern. Die wesentlichen Aufgaben der 
XML-Beschreibung der Evaluationskomponente bestehen somit in der 
 Instanziierung der benötigten Applikationen, 
o Modifikation der Default-Werte,  
o Einschränkung der Wertebereiche, 
o Aktivierung oder Deaktivierung optionaler Parameter, 
o Verknüpfung der zusammengehörenden Ports, 
 Definition interner Konstanten und Variablen: 
o Konstanten: Verknüpfung von Ports oder zentrale Definition von Parameterwerten, 
o Variablen: Bündelung mehrerer Parameter, die während des Optimierungsprozesses 
über die Variable jeweils identische Parameter zugewiesen bekommen, 
o Sequenzvariablen: Definition einer Sequenz von Eingangsdaten, die zur Evaluierung 
jeder einzelnen Parameterkombination vollständig durchlaufen wird, 
o Ergebnisvariablen: Speicherung des Ergebnisses der verwendeten Metriken. 
Die Auswahl und Konfiguration der Such- und Selektionskomponente erfolgt ebenfalls in Form 
einer XML-Beschreibung, die den Rahmen des Optimierungsprozesses bildet. Neben der Festle-
gung, welche Verfahren konkret z. B. zur Suche oder Selektion von Parameterkombinationen ver-
wendet werden sollen, werden Einstellungen bzgl. der Iterationszahl des Prozesses oder der Festle-
gung der zu variierenden und somit zu optimierenden Parameter vorgenommen. Die meisten mögli-
chen Einstellungen sind allerdings direkt von den gewählten Optimierungsalgorithmen abhängig, 
die in den folgenden Kapiteln 4.3 bis 4.6 näher erläutert werden. 
4.3 Integration Evolutionärer Algorithmen 
Evolutionäre Algorithmen (EA) gehören zur Klasse der probabilistisch, heuristischen Optimie-
rungsverfahren, die sich an den Mechanismen der biologischen Evolution [42] anlehnen und diese 
auf technische Systeme übertragen. Sie werden wie auch andere zufallsabhängige Suchstrategien 
(Tabu Search, Simulated Annealing, Ant Colony Optimization, etc.) insbesondere bei Problemen 
mit komplexen Parameterräumen und vielen Nebenoptima verwendet, bei denen klassische Opti-
mierungsverfahren wie beispielsweise die Gradientensuche versagen. Im Rahmen dieser Arbeit 
wurden ausschließlich multikriterielle Evolutionäre Algorithmen (MOEA, engl.: Multi-Objective 
Evolutionary Algorithm) untersucht und in die Umgebung zur Pareto-Optimierung integriert. 
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4.3.1 Abstraktion der biologischen Evolution 
Evolutionäre Algorithmen orientieren sich an dem Prinzip des „Survival of the Fittest“ der Dar-
win’schen Evolutionstheorie [42, 58]. Dieses Prinzip besagt, dass diejenigen Individuen überleben, 
die sich durch adaptive Spezialisierung am besten an ihre Umwelt anpassen. Der Grad ihrer Anpas-
sung wird durch die individuelle Fitness bestimmt. Die biologische Evolution kann durch Manipu-
lation des Erbgutes selbst komplexe Lebensformen und Organismen an ihre Umwelt- und Lebens-
bedingungen anpassen und ihnen so bessere Überlebens- und Fortpflanzungschancen ermöglichen. 
Diese optimale Anpassung der Lebewesen an ihren Lebensraum kann als komplexer Optimierungs-
prozess interpretiert werden. Um die wesentlichen Mechanismen der biologischen Evolution (Re-
produktion und Selektion) erfolgreich auf technische Probleme übertragen zu können, ist die Abs-
traktion des Evolutionsprozesses und seiner Mechanismen erforderlich. 
 
Abbildung 4.9: Abstraktion eines evolutionären Optimierungsprozesses. 
In Evolutionären Algorithmen entspricht der Suchraum G dem Genom, also der Gesamtheit der 
vererbbaren Informationen einer Zelle, die dort als Desoxyribonukleinsäure (DNS) vorliegt. Aus 
diesem Grund korrespondieren die Elemente Gg  mit biologischen Genotypen. Während in der 
Natur Lebewesen auf Basis ihres Genotyps durch den Vorgang der Embryogenese entstehen, wer-
den die als Phänotyp bezeichneten Individuen Xx  als Instanz ihres Genotyps durch die Genotyp-
Phänotyp-Abbildung gpm (4.7) erzeugt. Die Optimierung findet wie auch in der Natur in Form ei-
nes iterativen Prozesses statt, bei dem in jedem Schritt versucht wird, bessere Individuen zu erzeu-
gen, die am Ende zu optimal angepassten Lösungen führen. Die einzelnen Schritte des in Abbil-
dung 4.9 gezeigten Optimierungsprozesses werden im Folgenden näher erläutert. 
4.3.2 Evaluation und Fitnesszuweisung 
Zu Beginn des Optimierungsprozesses wird eine Initialpopulation erstellt. Dies geschieht in den 
meisten Fällen, indem für die zu optimierenden Parameter eines Individuums zufällige Werte gene-
riert werden, die innerhalb des jeweiligen Definitionsbereichs liegen. Der Prozess kann allerdings 
auch mit festgelegten Initialwerten gestartet werden, die beispielsweise aus einem vorherigen Opti-
mierungsdurchlauf stammen und weiter verbessert werden sollen. Anschließend folgt die Evaluati-
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on der einzelnen Individuen durch Berechnung der Zielfunktionswerte, welche die Bestimmung der 
Fitness v(x) ermöglichen. Da Evolutionäre Algorithmen immer sogenannte Populationen P, also 
Mengen einzelner Individuen XG Px , betrachten, resultiert der Fitnesswert eines Individu-
ums meist aus dem relativen Vergleich der Zielfunktionswerte einer Population P durch einen frei 
wählbaren Vergleichsoperator cmp:  
  PPv   xx RVcmp,,   . (4.9)
Die Definition eines zu minimierenden Fitnesswertes )cmp,,( Pv x  kann in vielfältiger Form erfol-
gen (siehe Abbildung 4.10). Eine Variante repräsentiert der Dominanzrang, der die Anzahl der In-
dividuen angibt, die ein Individuum dominieren. Im Gegensatz dazu gibt die Dominanzzahl die An-
zahl derjenigen Individuen an, welche von einem bestimmten Individuum dominiert werden. Bei 
der Dominanztiefe wird die Population in mehrere Fronten unterteilt, wobei die Tiefe angibt, wel-
cher Front ein Individuum zugeordnet ist. 
 
Abbildung 4.10: Fitnesszuweisung nach den Prinzipien Dominanzrang, -zahl und -tiefe. 
4.3.3 Selektion 
Diejenigen Individuen, welche die schlechteste Fitness aufweisen, werden durch einen Selektions-
prozess aus der aktuellen Population entfernt, was mit dem Aussterben einer Art in der Natur ver-
glichen werden kann. Die Selektion führt somit zu einer zielgerichteten Evolution, die über mehrere 
sog. Generationen durchgeführt wird. 
Evolutionsstrategie 
In Anlehnung an eine Notation der Evolutionsstrategien (ES) [59] werden beim Generationsüber-
gang von einer Population Pi zur nachfolgenden Population Pi+1 die  
 Anzahl der Eltern die sich fortpflanzen dürfen mit  und 
 die Anzahl der durch Reproduktion gebildeten Nachkommen mit  bezeichnet. 
Es können nun zwei grundsätzliche Strategien zur Bildung der nächsten Generation Pi+1 unterschie-
den werden: 
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 (, )-Strategie (engl.: extinctive selection):  
Es werden    Nachkommen aus den vorhandenen  Genotypen der Eltern gebildet. Der 
anschließende Selektionsprozess berücksichtigt bei dieser Strategie ausschließlich die  bes-
ten Individuen der Kind-Population P . Es sterben somit sowohl die bisherigen  Eltern, als 
auch die    unterlegenen Nachkommen aus (Abbildung 4.11). 
 
Abbildung 4.11: (, )-Selektionsstrategie. 
 ( + )-Strategie (engl.: preservative selection):  
Aus den   Nachkommen und ihren  Eltern wird zunächst eine gemeinsame Population der 
Größe  +  gebildet. Die nachfolgende Generation entsteht durch Selektion der  besten 
Individuen dieser gemischten Population. Gut angepasste Eltern können somit bei dieser 
Strategie erhalten bleiben. 
 
Abbildung 4.12: ( + )-Selektionsstrategie. 
Unabhängig von der verwendeten Evolutionsstrategie (, ) oder ( + ) ist es somit in jeder Gene-
ration erforderlich, aus einer bestehenden Population mittels Selektion eine Population P  gut an-
gepasster Eltern-Individuen zu bilden, die sich mit Hilfe von Reproduktionsoperatoren (siehe Kapi-
tel 4.3.4) fortpflanzen dürfen und somit die nächste Kind-Population P  erzeugen. 
Elternselektion 
Die Auswahl der  Eltern-Individuen kann im einfachsten Fall durch die Abschneideselektion 
(engl.: truncation selection) erfolgen [60]. Dieser Algorithmus wählt aus einer Population P jeweils 
die t <  besten Individuen (mehrfach) aus und übernimmt diese in die Eltern-Population P . 
Dadurch werden niemals die in Bezug auf ihren Fitnesswert unterlegenen  - t Individuen bei der 
Bildung neuer Individuen berücksichtigt. Bei der Abschneideselektion ist daher die Wahrschein-
lichkeit, dass schwächere Individuen durch stärkere ersetzt werden, größer als bei anderen Selekti-
onsverfahren. 
Im Falle der weit verbreiteten Turnierselektion (engl.: tournament selection) [61] werden schwäche-
re Individuen nicht zwangsläufig sofort aussortiert, da die Auswahl der  Individuen aus der Popu-
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lation P durch einen Zufallsprozess gesteuert wird. Dabei wird -mal zufällig ein Individuum aus P 
ausgewählt und anschließend in Form eines Turniers (k-1)-mal gegen ebenfalls zufällig entnomme-
ne Individuen verglichen. Nur der Gewinner dieses Turniers darf zur Reproduktion verwendet wer-
den. In vielen Selektionsverfahren wird das sog. Binary-Tournament Verfahren mit k = 2 eingesetzt, 
bei dem jeweils ein Turniervergleich für jedes zufällig ausgewählte Elternindividuum vorgenom-
men wird. Durch Vergrößerung der Anzahl der Vergleiche k kann der sog. Selektionsdruck erhöht 
werden, da sich Individuen mit guter Fitness häufiger im Turnier durchsetzen können und somit 
häufiger bei der Reproduktion eingesetzt werden. 
Elitäre Selektion 
Auf Grund von nicht-deterministischen Selektionsprozessen können auch bei der ( + )-Strategie 
gut angepasste Eltern-Individuen aussterben. Aus diesem Grund verwenden die meisten aktuellen 
Selektionsverfahren [62, 63] das sog. Elitismus-Prinzip, durch dass die besten  Individuen in einer 
zweiten, als Archiv bezeichneten, Population A gespeichert werden und somit in der nächsten Gene-
ration erhalten bleiben (Abbildung 4.13). Das Archiv darf dabei nicht nur als externer Speicher, 
welcher in jeder Generation i aktualisiert wird, verwendet werden, sondern muss aktiv in die Fit-
nesszuweisung und Selektion eingebunden werden [64]. 
 
Abbildung 4.13: Elitäres Verfahren mit Umgebungs- und Elternselektion. 
Der gesamte Selektionsprozess wird daher bei elitären Verfahren in die bereits vorgestellte Eltern-
selektion und die Umgebungsselektion unterteilt. Mit Hilfe der Umgebungsselektion wird dabei aus 
der gemischten Population ii APP )(    das aktualisierte Archiv Ai+1 gebildet, welches üblicher-
weise nur noch die nicht dominierten Individuen beinhaltet. Bei der Umgebungsselektion wird so-
mit entschieden, welche der gespeicherten und der neu generierten Individuen im Archiv aufbe-
wahrt werden. Die Elternselektion kann anschließend direkt auf dem Archiv Ai+1 erfolgen, um die 
nächste Eltern-Population zu bilden. 
Der Vorteil elitärer Verfahren besteht in der garantierten Konvergenz, da ein einmal gefundenes 
globales Optimum nicht mehr verloren gehen kann. Allerdings besteht auch eine höhere Wahr-
scheinlichkeit, dass der Konvergenzprozess durch lokale Optima gestört wird. Des Weiteren kann 
die Berücksichtigung von archivierten Individuen bei der Elternselektion zu einer Lösungsmenge 
geringer Diversität führen, wenn beispielsweise eine relativ kleine Region des Bewertungsraumes 
durch verhältnismäßig viele Individuen des Archivs repräsentiert wird (Abbildung 4.14). Diese 
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Überrepräsentation führt dazu, dass neu generierte Kind-Individuen mit steigender Wahrscheinlich-
keit ebenfalls im Bereich dieser Region liegen und daher nur ein Teilbereich der globalen Pareto-
Front gefunden wird. 
 
Abbildung 4.14: Diversität der Lösungsmenge. 
Diversität der Lösungsmenge 
Zur Verbesserung der Diversität werden üblicherweise Archive fester Größe verwendet [62, 63]. 
Sobald das Archiv die maximale Anzahl optimaler Individuen aufgenommen hat, können neue In-
dividuen nur durch Verdrängung der bereits vorhandenen aufgenommen werden. Falls aber bereits 
alle Individuen eine Partialordnung aufweisen, kann durch Fitnesswerte, die lediglich die Dominanz 
berücksichtigen, keine Auswahl mehr getroffen werden. In diesem Fall muss ein weiteres Kriterium 
zur Beschneidung (engl.: pruning) des Archivs verwendet werden. Um die Diversität der Lösungs-
menge zu steigern, können z. B. diejenigen Elemente entfernt werden, die im Fitnessraum V in ei-
ner Region hoher örtlicher Dichte liegen. Um eine möglichst gute Approximation der gesamten 
Pareto-Front zu gewährleisten, sollten Randpunkte nicht durch die Beschneidung entfallen. 
Implementierte Selektionsverfahren 
Zur Selektion Pareto-optimaler Individuen stehen in der Optimierungsumgebung vier elitäre Ver-
fahren zur Verfügung: 
 SEMO-2 - Simple Evolutionary Multi-objective Optimizer [65], 
 FEMO - Fair Evolutionary Multi-objective Optimizer [65], 
 SPEA-2 - Strength Pareto Evolutionary Algorithm [62], 
 NSGA-II - Non-dominated Sorting Genetic Algorithm [63]. 
Bei den Selektionsmodulen SEMO-2 und FEMO handelt es sich um vergleichsweise einfache Ver-
fahren, die nur das Prinzip der Pareto-Dominanz (4.4) berücksichtigen, während SPEA-2 und 
NSGA-II bei der Fitnessberechnung zusätzlich die Diversität mit Hilfe von Dichteberechnungen 
bzw. Dichteapproximationen berücksichtigen. Exemplarisch soll hier der Ablauf des SPEA-2 Algo-
rithmus näher betrachtet werden: 
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Input: iP  Nachkommenpopulation in der i-ten Generation  
iA  Archiv der Größe N 
Output: 1iP  Elternpopulation 
Schritt 1:  Mische die Nachkommen iP  und das Archiv iA  zur Population 
ii APP )(   . 
Schritt 2: Fitnesszuweisung: Berechne die Fitnesswerte der Individuen aus iP  anhand Dominanz-
rang, Dominanzzahl und der Distanz zum k-ten nächsten Nachbarn. 
Schritt 3: Umgebungsselektion: Kopiere alle nicht-dominierten Individuen aus iP  in das Archiv 
1iA . Überschreitet die Größe von 1iA  den Wert N, reduziere 1iA  durch iteratives Ent-
fernen des Individuums mit dem kleinsten Abstand zum k-ten Nachbarn. Ist die Größe 
von 1iA  kleiner als N, fülle 1iA  mit den besten dominierten Individuen aus iP  auf. 
Schritt 4: Elternselektion: Wähle  Individuen aus 1iA  als Eltern durch Turnierselektion aus und 
füge sie 1iP  hinzu. 
Neben der Auswahl des Selektionsverfahrens, kann in der Optimierungsumgebung die Größe der 
Elternpopulation  und der Kindpopulation , die Elternselektion und gegebenenfalls die Archiv-
größe N konfiguriert werden. Eine detaillierte Beschreibung der implementierten Verfahren kann 
[66] entnommen werden. 
4.3.4 Reproduktion 
Zu Beginn des Optimierungsprozesses ist es erforderlich, eine Initialpopulation zu generieren. Falls 
keine Lösungskandidaten, z. B. aus einer früheren Optimierung, vorhanden sind, um gezielt neue 
Kandidaten herzuleiten, müssen Suchoperationen der Menge S mit der Wertigkeit k = 0 (4.8) ver-
wendet werden. Die Genotypen Gx  der Initialpopulation werden daher üblicherweise durch zu-
fällige Parameterkombinationen erzeugt. 
Im weiteren Verlauf des Optimierungsprozesses müssen jeweils im Anschluss an die Elternselekti-
on neue Lösungskandidaten generiert werden. In Anlehnung an biologische Fortpflanzungsmecha-
nismen werden die dazu verwendeten Suchfunktionen bei Evolutionären Algorithmen als Repro-
duktionsoperatoren bezeichnet. Zur Reproduktion stehen Operatoren zur Rekombination und Muta-
tion zur Verfügung. 
Rekombination 
Bei der Rekombination wird ein neuer Genotyp Gx  durch die deterministische oder probabilisti-
sche Kombination von mindestens zwei existierenden Genotypen der Elternpopulation erzeugt. 
Dieser Mechanismus korrespondiert daher mit der sexuellen Fortpflanzung in der Natur. In Abhän-
gigkeit von der Parameterrepräsentation der Individuen im Suchraum G und der Struktur des Be-
wertungsraumes Y können diskrete oder intermediäre Verfahren angewendet werden. 
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Im Fall der diskreten Rekombination findet bei den Parameterwerten der Eltern-Individuen ein di-
rekter Austausch in Form einer Kreuzung (engl.: crossover) zur Bildung der Nachkommen statt. 
Exemplarisch sei dies am sog. „Single Point Crossover“ Operator erläutert: 
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ppp xxx x  werden hier an genau einem 
Schnittpunkt },,2,1{ nk   unterteilt und gegeneinander vertauscht, um die Kinder-Individuen 2,1cx  
zu erzeugen (Abbildung 4.15). Die Position des Schnittpunktes k wird gleichverteilt angenommen. 
 
Abbildung 4.15: Diskrete Rekombination durch „Single Point Crossover“. 
Bei intermediären Verfahren zur Rekombination kommt es im Vergleich zur diskreten Variante zu 
einer gemischten Merkmalsausprägung der einzelnen Parameter der Kind-Individuen, die von bei-
den Eltern-Individuen gleichzeitig beeinflusst werden. Als Spezialfall der intermediären Rekombi-
nation werden die Parameterwerte eines neuen Individuums als arithmetischer Mittelwert der jewei-
ligen Parameterwerte der Eltern berechnet. Die allgemeine Form einer intermediären Rekombinati-
on [67] kann folgendermaßen formuliert werden: 
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Die intermediäre Rekombination kann somit Nachkommen an jedem beliebigen Punkt innerhalb 
eines Hyperwürfels erzeugen, der durch die Parameterwerte der Eltern-Individuen aufgespannt wird 
(Abbildung 4.16). Die genaue Größe des Würfels hängt dabei vom Wert d ab. Für d = 0 entspricht 
der mögliche Bereich der Kinder-Individuen gerade dem Hyperwürfel der Eltern. Allerdings liegen 
die meisten produzierten Nachkommen nicht auf den Grenzen des Hyperwürfels, so dass allein 
durch die iterative Anwendung der intermediären Rekombination eine sukzessive Verkleinerung 
des Suchraums erfolgt. Um diesen Effekt zu vermeiden, sollte ein größeres Intervall für den Skalie-
rungsfaktor c gewählt werden. Nach [68] ergibt sich bei einem Wert d = 0,25 ein durch die Nach-
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kommen aufgespannter Bereich, der nach vielen Iterationen näherungsweise dem Hyperwürfel der 
Eltern entspricht. 
 
Abbildung 4.16: Suchraum einer intermediären Rekombination. 
Eine Übersicht der Rekombinationsverfahren, welche in der hier entwickelten Optimierungsumge-
bung ausgewählt werden können, kann Tabelle 4.1 entnommen werden. Nähere Details zu den ein-
zelnen Verfahren sind den Arbeiten [69] und [70] zu entnehmen. 
Rekombination Typ Eltern () Referenz 
Single Point Crossover diskret 2 [68] 
Uniform Crossover diskret [71] 
Intermediate Recombination intermediär [67] 
Intermediate Line Recombination intermediär
Simulated Binary Crossover (SBX) intermediär [72] 
Blended Crossover (BLX) intermediär [73] 
Simplex Crossover (SPX) intermediär n + 1 [74] 
GUO Crossover (GTX) intermediär  2 [75] 
Tabelle 4.1: Übersicht der verfügbaren Rekombinationsverfahren. 
Mutation 
Die Mutation wird zur Bildung eines neuen Genotyps Gg  durch Modifikation eines einzelnen 
existierenden Genotyps verwendet. Die Form der Modifikation ist abhängig von der betrachteten 
Anwendung und kann deterministisch oder probabilistisch erfolgen. Mutationsoperatoren werden 
im Allgemeinen auf die durch Rekombination erzeugten Nachkommen angewendet. Das genetische 
Material der Individuen wird dabei mit einer gewissen (geringen) Wahrscheinlichkeit verändert und 
erhält so die Diversität einer Population. Je nach Bedarf kommen hier verschiedene Methoden zum 
Einsatz, die vereinfacht in binäre und reelle Mutationsoperatoren unterschieden werden können. 
Die Mutation von binären Parametern kann durch die Inversion einzelner Bits erfolgen. Bei der in 
Abbildung 4.17 visualisierten „One Bit“-Mutation wird beispielsweise genau ein zufällig ausge-
wähltes Bit i invertiert: 
},...,2,1{2mod)1( nixx pi
c
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Abbildung 4.17: „One Bit“-Mutation. 
Bei der Mutation reeller Parameter werden meistens Zufallswerte zu den Parameterwerten des El-
tern-Individuums addiert. Exemplarisch sei hier der „Breeder Genetic Algorithm“ (BGA) [67] näher 
betrachtet, bei dem ein Parameter xi eines Individuums mit einer Wahrscheinlichkeit p zur Mutation 
ausgewählt wird. Bei der BGA-Mutation wird üblicherweise p = 1/n verwendet, so dass im Durch-
schnitt ein Parameter eines Individuums verändert wird. Zum Parameterwert pix  wird dann ein zu-
fällig erzeugter Wert addiert: 
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Während die gleichverteilte Variable s bei der BGA-Mutation das Vorzeichen der Änderung fest-
legt, wird durch den Term )()( dri    die Größe des Mutationsschrittes bestimmt. Der Mutations-
schritt hängt dabei vom Skalierungsfaktor r und dem Definitionsbereich [ai, bi] des Parameters xi 
ab, sowie von der Wahl der Präzisionsvariable k, welche die minimale Schrittweite 2-k festlegt. Die 
Mutationsschrittweite liegt somit im Intervall [ρi 2-k, ρi], wobei kleine Werte, die Individuen in un-
mittelbarer Nähe zum Elternteil xp ergeben, bevorzugt werden (Abbildung 4.18). 
 
Abbildung 4.18: BGA-Mutation bei zwei Parametern. 
Neben der Verwendung einer festen minimalen Mutationsschrittweite, besteht die Möglichkeit die 
Schrittweite an den Verlauf des Optimierungsprozesses anzupassen [76]. Dadurch können bei-
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spielsweise zu Beginn der Optimierung lokale Optima durch die Verwendung einer größeren 
Schrittweite überwunden werden. Erfolgt dann eine schrittweise Verkleinerung in Abhängigkeit 
von den bereits durchgeführten Mutationen, können Optima genauer lokalisiert werden. 
Eine Übersicht der Mutationsverfahren, welche in der Optimierungsumgebung ausgewählt werden 
können, kann Tabelle 4.2 entnommen werden. Nähere Details sind den Arbeiten [69] und [70] zu 
entnehmen. 
Mutation Typ Referenz
One Bit binär [51] 
Independent Bit binär
BGA reell [67] 
DBGA reell 
DBGA Random reell 
Polynomial reell [72] 
Logarithmic reell [77] 
TVM reell [76] 
Tabelle 4.2: Übersicht der verfügbaren Mutationsverfahren. 
Ein Evolutionärer Algorithmus, der lediglich eine Mutation und keine Rekombination verwendet, 
entspricht einer asexuellen Fortpflanzung der einzelnen Individuen mit nur einem Elternteil pro 
Kind. Diese Art der Reproduktion (nur Mutation) ist möglich und effizienter als ein Evolutionärer 
Algorithmus lediglich mit Rekombination. Mit Hilfe der Rekombination können jedoch – je nach 
Lage der Eltern – Distanzen im Parameterraum überbrückt werden, die die Streuweiten einer ge-
wöhnlichen Mutation weit überschreiten [67]. 
4.4 Hybridisierung globaler und lokaler Strategien 
4.4.1 No-Free-Lunch Theorem 
Evolutionäre Algorithmen gehören zu einer Klasse sehr allgemeiner Suchverfahren, welche für eine 
Vielzahl unterschiedlicher Probleme gute Optimierungsergebnisse ermöglichen. Diese Verfahren 
können allerdings bei bestimmten Problemen durch spezialisierte Verfahren deutlich z. B. in Bezug 
auf die Genauigkeit der gefundenen Lösungen oder die Konvergenzgeschwindigkeit übertroffen 
werden. Dieser Sachverhalt wurde durch das No-Free-Lunch Theorem (NFL) [78] für Such- und 
Optimierungsalgorithmen formalisiert (Abbildung 4.19). Das Theorem besagt, dass bei der Betrach-
tung der Menge aller mathematisch möglichen Probleme, alle Suchalgorithmen im Durchschnitt 
gleich gut oder gleich schlecht sind. Ein Suchverfahren kann beispielsweise implizite Annahmen 
über die Art des zu lösenden Problems enthalten, die zu einer besseren Performanz bei der Klasse 
von Problemen führt, auf die diese Annahmen zutreffen. 
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Abbildung 4.19: Exemplarische Visualisierung des No-Free-Lunch Theorems für Such- und Op-
timierungsalgorithmen. 
Aus diesem Grund stehen in der entwickelten Optimierungsumgebung neben unterschiedlichen 
Verfahren aus dem Bereich der Evolutionären Algorithmen sowohl rein stochastische Suchverfah-
ren, als auch Gradientensuchverfahren zur lokalen Optimierung zur Verfügung. Gradientensuchver-
fahren eignen sich insbesondere bei Zielfunktionsräumen Y, die - zumindest abschnittsweise - stetig 
und monoton sind, da sie in diesem Fall eine deutlich höhere Konvergenzgeschwindigkeit als bei-
spielsweise Evolutionäre Algorithmen ausweisen. Da sich abhängig vom Ort im Suchraum oder 
dem Fortschritt der Optimierung unterschiedliche Strategien als optimal erweisen können, führen 
bei vielen Optimierungsproblemen hybride Suchstrategien, die z. B. globale und lokale Verfahren 
kombinieren, zu besseren Ergebnissen und das in kürzerer Zeit. 
In den folgenden Unterkapiteln werden zunächst die in der Optimierungsumgebung verwendeten 
Methoden zur lokalen Optimierung erläutert. Anschließend folgt die Beschreibung der Epsilon-
Constraint-Methode, die bei multikriteriellen Problemen zur Hybridisierung der verwendeten loka-
len Verfahren mit Evolutionären Algorithmen verwendet werden kann. 
4.4.2 Implementierung von Verfahren zur lokalen Optimierung 
Gradientenverfahren sind numerische Optimierungsmethoden zur lokalen, nichtlinearen Optimie-
rung. Durch die Berechnung eines Gradienten ist es möglich, die Suche in die Richtung der stärks-
ten Steigung hin zum Optimum zu verlagern, bis keine Verbesserung mehr erzielt werden kann. Der 
Gradient einer Funktion ersetzt bei mehrdimensionalen Problemen die einfache Ableitung einer 
Funktion in Richtung der jeweiligen Dimension. 
Für den Fall, dass der Gradient aus mathematischen Gründen nicht berechnet werden kann, existie-
ren ableitungsfreie Suchverfahren, die keine direkte Gradientenberechnung verwenden. Diese Ver-
fahren können somit auch zur Optimierung von Funktionen verwendet werden, die nicht stetig-
differenzierbar sind. Ableitungsfreie Verfahren bestimmen die Suchrichtung meist durch die Evalu-
ierung und den Vergleich einiger ausgesuchter Punkte in der Umgebung. 
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Downhill-Simplex 
Der innerhalb der Optimierungsumgebung zur Verfügung stehende Downhill-Simplex-Algorithmus 
[79] gehört zur dieser Klasse der ableitungsfreien Gradientensuchverfahren und kann zur Optimie-
rung nichtlinearer, multidimensionaler Funktionen verwendet werden. Trotz der verhältnismäßig 
schlechten, in etwa linearen Konvergenzrate des Verfahrens, eignet es sich häufig auf Grund seiner 
Einfachheit und Robustheit. 
Die Basis des Downhill-Simplex-Algorithmus bildet ein Simplex, eine geometrische Figur, die bei 
N  Dimensionen aus 1N  Eckpunkten aufgespannt wird. Die daraus resultierenden Liniensegmen-
te und Polygonflächen sind Teile des Simplex (Abbildung 4.20). Jeder Eckpunkt des Simplex be-
steht aus einem Parametersatz x und dem zugehörigen Funktionswert f(x) der zu optimierenden 
Funktion. Sofern ein bestimmter Punkt des Simplex als Ursprung betrachtet wird, sind durch die N  
anderen Punkte Vektoren gegeben, die einen N  dimensionalen Vektorraum in Y aufspannen. Zu 
Beginn des Verfahrens wird ein Startsimplex aus zufällig bestimmten Punkten ermittelt. 
 
Abbildung 4.20: Dreidimensionaler Simplex. 
Der eigentliche Suchalgorithmus versucht aus dem gegebenen Startsimplex Punkte zu generieren, 
die näher am Optimum liegen. Dazu wird zunächst ermittelt, wie nah jeder einzelne Punkt des 
Simplex am Optimum liegt, so dass sowohl der Punkt bekannt ist, der das Optimum am besten ap-
proximiert, als auch der Punkt, der am weitesten davon entfernt ist. Anschließend wird versucht den 
schlechtesten Punkt am Mittelpunkt des Simplex zu reflektieren (Reflexion). Sollte bei dieser Ope-
ration ein Punkt gefunden werden, der besser ist als alle anderen Punkte des Simplex, wird ein wei-
terer, größerer Schritt in dieselbe Richtung vollzogen (Expansion), wobei der schlechteste Punkt 
immer ersetzt wird, wenn ein besserer gefunden wurde. Sobald ein Optimum gefunden wurde, wird 
das Simplex in transversaler Richtung kontrahiert (Kontraktion). Für den Fall, dass eine Art Nadel-
öhr entdeckt wurde, kontrahiert das Simplex in alle Richtungen um den bisher besten Punkt. Die 
beim Downhill-Simplex-Algorithmus verwendeten Grundoperationen zeigt Abbildung 4.21. 
 
Abbildung 4.21: Grundoperationen des Downhill-Simplex-Algorithmus. 
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Sequentiell Quadratische Programmierung (SQP) 
Die numerischen Verfahren zur Sequentiellen Quadratischen Programmierung (SQP) gehören ge-
genwärtig zu den modernsten Methoden zur Lösung nichtlinearer, restringierter Optimierungsprob-
leme. Diese Form restringierter Probleme ist dadurch charakterisiert, dass eine Zielfunktion f unter 
m nichtlinearen Gleichungs- und Ungleichungsnebenbedingungen c minimiert werden muss. Die 
Restriktionen begrenzen somit die erlaubte Lösungsmenge der Zielfunktion: 
mmic
mic
f
ei
ei
n
,1,0)(
,,1,0)(:
)(min





x
xx
x
R
Y
  . 
(4.14)
Im Gegensatz zum Downhill-Simplex-Algorithmus werden bei der Sequentiellen Quadratischen 
Programmierung in jedem Iterationsschritt die Gradienten der Zielfunktion und der Nebenbedin-
gungen im aktuellen Punkt berechnet. Aus diesem Grund müssen Zielfunktion und Nebenbedin-
gungen mehrfach stetig-differenzierbar sein. 
SQP-Verfahren [80] basieren auf der sukzessiven Lösung quadratischer Teilprobleme, die durch 
eine quadratische Approximation der das Optimierungsproblem beschreibenden Lagrange-Funktion 
und durch eine Linearisierung der Nebenbedingungen entstehen. Die Optimalitätsbedingungen ei-
nes restringierten Optimierungsproblems sind hierbei durch die so genannten Kuhn-Tucker-
Bedingungen [81] gegeben. Diese notwendigen Optimalitätsbedingungen beinhalten die Aussage, 
dass in einem Minimum der Gradient der Lagrange-Funktion Null sein muss. Als hinreichendes 
Kriterium für ein Minimum kann dabei die Forderung der positiv definiten Hesse-Matrix der Lag-
range-Funktion verwendet werden. Auf diese Weise kann ein allgemeines Optimierungsproblem 
auf ein quadratisches reduziert und die nichtlinearen Restriktionen in lineare umgewandelt werden. 
Derartige Unterprobleme können mit Hilfe von quadratischen Programmen, wie dem hier verwen-
deten dualen Algorithmus von Goldfarb und Idnani [82], gelöst werden. 
Eine genaue Beschreibung des SQP-Algorithmus und ein Vergleich mit dem Downhill-Simplex-
Algorithmus kann [83] entnommen werden. 
4.4.3 Epsilon-Constraint Methode 
Die beschriebenen Gradientensuchverfahren können nicht direkt zur Pareto-Optimierung verwendet 
werden, da es sich um lokale Optimierungsverfahren handelt, die genau eine Zielfunktion f berück-
sichtigen können. Da Evolutionäre Algorithmen bei einem Optimierungsproblem mit nur einer Ziel-
funktion im Allgemeinen deutlich langsamer als Gradientensuchverfahren konvergieren, wurde in 
der Optimierungsumgebung ein hybrider Ansatz implementiert, welcher die Vorteile beider Verfah-
ren kombiniert [84, 85]. 
Um eine Hybridisierung von Evolutionären Algorithmen und Gradientensuchverfahren auch bei 
multikriteriellen Optimierungsproblemen zu ermöglichen, wird in der Optimierungsumgebung eine 
modifizierte Epsilon-Constraint Methode [84] verwendet. Bei dieser Methode wird das multikriteri-
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elle Optimierungsproblem als Problemstellung mit nur einem Optimierungskriterium formuliert. 
Ein multikriterielles Minimierungsproblem mit Fm   Zielfunktionen und r restringierten Parame-
tern ist allgemein durch folgenden Aufbau gekennzeichnet: 
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Bei der Epsilon-Constraint Methode wird dieses Optimierungsproblem so formuliert, dass ein Kri-
terium fi(x) als Hauptziel festgelegt wird und die restlichen Kriterien auf einen bestimmten Bereich 
rε  beschränkt werden. Das modifizierte Optimierungsproblem wird demnach folgendermaßen spe-
zifiziert: 
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Der Vektor jε  beinhaltet dabei 1m  obere Schranken für die Funktionswerte jf . Falls ein Mini-
mierungsproblem mit zwei Optimierungszielen zu lösen ist, bedeutet dies, dass z. B. 2f  zur Opti-
mierung ausgewählt wird und 1f  als Nebenbedingung bezüglich einer Schranke mit 11 f  behan-
delt wird. Abbildung 4.22 zeigt das Prinzip der Epsilon-Constraint-Methode grafisch an Hand drei 
unterschiedlicher Schranken. Falls die Nebenbedingung 1f  durch a  beschränkt ist, beinhaltet le-
diglich das linksseitige Gebiet erlaubte Lösungen zur Minimierung von 2f . Im gezeigten Beispiel 
wäre die optimale Lösung daher durch den Punkt A gegeben. Die Wahl des ε -Vektors ist somit 
entscheidend für die möglichen resultierenden Lösungen. Für den Fall das b  als Schranke gewählt 
wird, existieren für das dargestellte Problem keine Lösungen im erlaubten Bereich. Hingegen wären 
bei einer Beschränkung durch c alle Lösungen im gesamten Suchraum möglich und folglich der 
Punkt C die Lösung des Optimierungsproblems. 
 
Abbildung 4.22: Exemplarische Anwendung der Epsilon-Constraint Methode an einem Minimie-
rungsproblem mit zwei Optimierungszielen. 
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Modifizierte Epsilon-Constraint-Methode 
Die Anzahl der Elemente des ε -Vektors steigt mit der Anzahl der Optimierungskriterien. Insofern 
ist es schwierig, einen optimalen ε -Vektors zu bestimmen, der zu einer Verbesserung der Lösungs-
kandidaten führt, ohne die Diversität der Pareto-Front zu verschlechtern. Deshalb wurde in der Op-
timierungsumgebung eine modifizierte Epsilon-Constraint-Methode [85] integriert, bei der sowohl 
der ε -Vektor, als auch das festgelegte Hauptoptimierungsziel fortlaufend geändert werden. Dazu 
werden aus der aktuellen Population verschiedene Parameterkombinationen zufällig ausgewählt. 
Für diese Parameterkombination wird zufällig ein Optimierungsziel als Hauptkriterium festgelegt 
und mit allen restlichen Kriterien der ε -Vektor bestimmt. Dabei werden die aktuellen Funktions-
werte der restlichen Optimierungsziele als Schranken eingetragen. So wird erreicht, dass das 
Hauptkriterium jeder selektierten Parameterkombination optimiert wird, ohne dass sich die anderen 
Kriterien vom Optimum entfernen. 
Hybridisierung 
Da das multikriterielle Optimierungsproblem durch die Epsilon-Constraint Methode auf ein restrin-
giertes Problem mit einer Zielfunktion reduziert wird, kann zur Optimierung dieser verbleibenden 
Zielfunktion eines der schneller konvergierenden Gradientensuchverfahren angewendet werden. Bei 
einer hybriden Kombination aus Evolutionären Algorithmen und Gradientensuchverfahren werden 
dabei die Startpunkte (Individuen) der lokalen Suche in festgelegten Abständen dem Archiv A des 
verwendeten Evolutionären Algorithmus zufällig entnommen und für eine definierte maximale An-
zahl Suchschritte optimiert. Falls durch die lokale Suche ein Individuum gefunden werden kann, 
welches nicht die Schranken des ε -Vektors verletzt und somit eine Pareto-optimale Verbesserung 
bisheriger Individuen darstellt, wird dieses Individuum dem Archiv hinzugefügt. 
4.5 Verwendung unterschiedlicher Populationsmodelle 
Evolutionäre Algorithmen haben im Vergleich zu spezialisierten Optimierungsverfahren eine relativ 
geringe Konvergenzgeschwindigkeit hin zur globalen Pareto-Front. Aus diesem Grund müssen ver-
hältnismäßig viele Individuen evaluiert werden, um eine gute Approximation der Pareto-Front zu 
gewährleisten. Um die daraus resultierenden hohen Rechenzeiten zu reduzieren, wird in der hier 
implementierten Umgebung zur Pareto-Optimierung die inhärente Parallelität Evolutionärer Algo-
rithmen genutzt. Zu diesem Zwecke werden die Evaluationen der  Individuen einer Kindpopulati-
on innerhalb eines Rechnernetzes verteilt und auf den jeweiligen Mehrprozessormaschinen parallel 
ausgeführt (Kapitel 4.6). Da der maximale Parallelitätsgrad in diesem Fall durch die Größe der 
Kindpopulation  begrenzt wird, wurden zusätzlich komplexere Populationsmodelle untersucht und 
implementiert, welche einen höheren Parallelitätsgrad ermöglichen und zu einer höheren Güte der 
Lösungsmenge führen können. 
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Eine Klassifikation unterschiedlicher Populationsmodelle kann durch die Unterscheidung der 
Reichweite der Elternselektion erfolgen [86]. Bei dieser Form der Klassifikation ergibt sich eine 
Unterteilung in 
 globales Modell, 
 regionales Modell und 
 lokales Modell. 
Beim globalen Modell findet die Elternselektion innerhalb der gesamten Population statt 
(Abbildung 4.23a). Dieses Modell entspricht somit der (, ) oder ( + )-Selektion klassischer 
Evolutionärer Algorithmen, wie sie in Kapitel 4.3.3 beschrieben wurde. Im Fall des regionalen Mo-
dells ist die Gesamtpopulation in voneinander getrennte Unterpopulationen unterteilt 
(Abbildung 4.23b). Die Reichweite der Elternselektion ist somit auf die jeweilige Unterpopulation 
begrenzt. Falls die Auswahl der Eltern lediglich in der lokalen Nachbarschaft einer Gesamtpopula-
tion stattfindet, handelt es sich um ein lokales Modell (Abbildung 4.23c). 
   
a) Globales Modell b) Regionales Modell c) Lokales Modell 
Abbildung 4.23: Klassifikation der Populationsmodelle bezüglich der Selektionsreichweite. 
Im Folgenden wird das in der Umgebung zur Pareto-Optimierung implementierte regionale Popula-
tionsmodell näher betrachtet. Eine detaillierte Beschreibung des lokalen Populationsmodells kann 
[68] entnommen werden. 
4.5.1 Entwurf eines regionalen Populationsmodells 
Bei einem regionalen Modell wird eine Gesamtpopulation in  Unterpopulationen der Größe  un-
terteilt. Die Größe der Gesamtpopulation entspricht somit    Individuen, wenn alle Unterpopula-
tionen die gleiche Anzahl Individuen aufweisen. Die Selektion und Fitnessberechnung findet nur 
regional zwischen den Individuen der jeweiligen Unterpopulation statt. In jeder Unterpopulation 
wird somit ein eigenständiger Evolutionärer Algorithmus mit einer in ihrer Reichweite beschränk-
ten Selektion ausgeführt. 
Neben der guten Parallelisierbarkeit des regionalen Populationsmodells, die zu einer besseren Aus-
lastung der verfügbaren Rechenressourcen und somit einer Reduktion der Simulationszeit führen 
kann, spricht auch eine mögliche qualitative Verbesserung des Optimierungsergebnisses für die 
Verwendung dieses Modells. In zahlreichen Untersuchungen konnte gezeigt werden [68, 86, 87], 
dass bei einer Vielzahl untersuchter Optimierungsprobleme durch ein regionales Populationsmodell 
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eine deutliche Reduktion der erforderlichen Evaluationen zum Erreichen gleichwertiger Ergebnisse 
erzielt werden kann. Die in diesen Vergleichen verwendeten Populationen des globalen Referenz-
modells entsprachen dabei der Größe der Gesamtpopulation    der regionalen Modelle. 
Die Anzahl der Unterpopulationen und deren Größe sind vom jeweiligen Optimierungsproblem, der 
Anzahl der zu optimierenden Parameter n ( nxxx ,,, 21  ) und der Anzahl m der Zielfunktionen 
},,,{ 21 mfffF   abhängig. In [68] wurden Richtwerte für monokriterielle Optimierungsprobleme 
(m = 1) angegeben, die hier auf den multikriteriellen Fall (m > 1) übertragen wurden. Für die An-
zahl der Unterpopulationen ergibt sich folgender Richtwert: 
  en]Population[mn    . (4.17)
Für die Größe der Unterpopulationen (Kindpopulation) gilt: 
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Die Größe der Gesamtpopulation    wächst somit näherungsweise linear über der Problemkom-
plexität n  m. Bei elitären Selektionsverfahren kann die Archivgröße  innerhalb der einzelnen Un-
terpopulationen an der Größe der Gesamtpopulation ausgerichtet werden: 
]Individuen[    . (4.19)
Diese heuristischen Richtwerte sollten unbedingt durch problemspezifisches Wissen und Tests an 
ein gegebenes Optimierungsproblem und die verwendete Rechnerarchitektur angepasst werden, um 
eine optimale Performanz des Verfahrens zu ermöglichen. 
Migration zwischen Unterpopulationen 
Um eine Synergie zwischen den einzelnen Unterpopulationen zu ermöglichen, wird die Untertei-
lung der Populationen in einem festgelegten Generationsintervall durchbrochen, indem Informatio-
nen zwischen den Unterpopulationen ausgetauscht werden. Dieser Informationsaustausch wird 
durch die Migration einzelner Individuen von einer Population zu einer benachbarten Population 
realisiert. 
Ein wesentlicher Vorteil des regionalen Populationsmodells besteht darin, dass bei einem eher rest-
riktiven Informationsaustausch, die Diversität der Lösungen innerhalb der Unterpopulationen länger 
erhalten bleibt, als dies bei einem vergleichbaren globalen Modell möglich wäre. Dies liegt insbe-
sondere daran, dass bei einer einheitlichen Gesamtpopulation die Individuen von Generation zu 
Generation untereinander immer ähnlicher werden, da schwächere Individuen, welche die Diversität 
der Menge erhalten, früher durch die Selektion aus der Gesamtpopulation entfernt werden und so-
mit eine geringere Chance haben, sich positiv zu entwickeln. Eine geringere Diversität führt wiede-
rum zu einer nachlassenden Effektivität der Rekombination, welche maßgeblich für die Exploitation 
des Lösungsraums verantwortlich ist, so dass sich beide Effekte beim globalen Modell negativ ver-
stärken können. 
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Die Migration hängt von unterschiedlichen Parametern ab, welche das Maß und die Geschwindig-
keit des Informationsaustausches innerhalb der Gesamtpopulation beeinflussen. Die Wahl der Mig-
rationsparameter steuert daher, ob sich Unterpopulationen entweder eher unabhängig voneinander 
oder ähnlich wie eine große Gesamtpopulation entwickeln. Es können die folgenden Parameter un-
terschieden werden: 
 Nachbarschaftsverhältnis (Migrationstopologie), 
 Häufigkeit der Migration (Migrationsintervall), 
 Anteil der migrierenden Individuen (Migrationsrate) und 
 Auswahl der migrierenden Individuen (Migrationsauswahl und -auslese). 
Migrationstopologie 
Die Verbindungen zwischen den Unterpopulationen, auf denen die Individuen von einer Population 
zu einer anderen abwandern können, werden durch die Migrationstopologie definiert. Die Wahl der 
Migrationstopologie hängt bei einem verteilten System üblicherweise von der Topologie der Rech-
nerarchitektur ab, so dass sich vollständige, Ring- oder Nachbarschaftstopologien als geeignet er-
weisen können. In der Umgebung zur Pareto-Optimierung wird grundsätzlich eine vollständige To-
pologie verwendet, so dass Individuen uneingeschränkt zwischen allen Unterpopulationen migrie-
ren können. Die Zielpopulation der einzelnen migrierenden Individuen wird dabei jeweils zufällig 
bestimmt. 
Migrationsintervall und Migrationsrate 
Die Informationsmenge, welche zwischen den Unterpopulationen in Form von migrierenden Indi-
viduen ausgetauscht wird, resultiert aus der Häufigkeit der Migration und der Anzahl der abwan-
dernden Individuen. Die Häufigkeit wird dabei durch das Migrationsintervall  definiert, welches 
eine fest definierte Zahl von Generationen angibt, in der sich die Unterpopulationen isoliert entwi-
ckeln. Nach [68] kann für das Migrationsintervall die Größe der Unterpopulationen in Generationen 
als Richtwert verwendet werden: 
]enGeneration[    . (4.20)
Die Anzahl der abwandernden Individuen wird durch die Migrationsrate  definiert. Um eine Ver-
gleichbarkeit über verschiedene Populationsgrößen gewährleisten zu können, sollte sich dieser Wert 
anteilig an der jeweiligen Populationsgröße orientieren: 
]Individuen[%20     . (4.21)
Migrationsauswahl und Migrationsauslese 
Die Auswahl der migrierenden Individuen einer Population kann entweder zufällig oder unter Be-
rücksichtigung der Fitnesswerte der Individuen erfolgen. In diesem Fall werden bei der Migrations-
auswahl die besten Individuen einer Unterpopulation selektiert. Um den migrierenden Individuen 
einen Platz innerhalb der Zielpopulation zuweisen zu können, werden dort mit Hilfe einer Migrati-
onsauslese entweder zufällig ausgewählte Individuen oder die bezüglich ihrer Fitness schlechtesten 
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Individuen entfernt. Durch die Berücksichtigung der Fitnesswerte kann bei der Migrationsauswahl 
und -auslese ein zusätzlicher Selektionsdruck in Richtung besserer Individuen ausgeübt werden. 
Bei den hier ausschließlich betrachteten elitären Selektionsverfahren findet die Migrationsauswahl 
nicht wie sonst üblich zwischen den Individuen der Elternpopulationen, sondern zwischen den in 
den jeweiligen Archiven gespeicherten Individuen statt. Damit die Unterpopulationen dabei nicht 
geschwächt werden, verbleibt in der Optimierungsumgebung in jedem Archiv eine Kopie des mig-
rierenden Individuums. Des Weiteren wird die anschließende Migrationsauslese durch die Fitness-
berechnung und Umgebungsselektion des jeweiligen Selektionsverfahrens der Unterpopulationen 
realisiert, so dass vorhandene Individuen einer Population ausschließlich durch bessere migrierende 
Individuen ersetzt werden. Dadurch wird verhindert, dass bereits gefundene Optima durch nicht-
deterministische Prozesse verloren gehen können. Abbildung 4.24 skizziert die in der Umgebung 
zur Pareto-Optimierung implementierte Migration von Individuen zwischen den Archiven der Un-
terpopulationen. 
 
Abbildung 4.24: Migration von Individuen zwischen Unterpopulationen im regionalen Modell. 
4.5.2 Kombination unterschiedlicher Optimierungsmethoden 
Bereits in Kapitel 4.4 wurde mit Hinblick auf die NFL-Theoreme eine hybride Suche, bestehend aus 
globalen (Evolutionäre Algorithmen, Stochastische Suche) und lokalen Suchverfahren (SQP, 
Downhill-Simplex), für das globale Populationsmodell motiviert. Das regionale Modell ermöglicht 
nun auf einfache Weise eine konsequente Weiterentwicklung dieser Schlussfolgerungen, indem 
innerhalb der Unterpopulationen unterschiedliche Optimierungsmethoden eingesetzt werden. Diese 
Methoden können sich dabei sowohl in ihrer Parametrierung, wie z. B. der Mutationsschrittweite, 
oder in Bezug auf die verwendeten Verfahren zur Suche nach neuen Individuen und deren Selektion 
unterscheiden. 
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Die Kombination unterschiedlicher Optimierungsmethoden und die Migration zwischen den einzel-
nen Unterpopulationen wird in Abbildung 4.25 exemplarisch für zwei Evolutionäre Algorithmen 
und eine Gradientensuche skizziert. Die resultierende gemischte Population nach der letzten Gene-
ration besteht dabei aus den Archiven der jeweiligen Unterpopulation. Mit Hilfe einer finalen Selek-
tion, die durch die Fitnessberechnung und Umgebungsselektion der Verfahren NSGA-II oder 
SPEA-2 realisiert werden kann, ist es möglich, die resultierende Pareto-Menge zu bestimmen. 
 
Abbildung 4.25: Kombination unterschiedlicher Optimierungsmethoden beim regionalen Popula-
tionsmodell mit finaler Selektion der resultierenden Individuen. 
Durch die Kombination unterschiedlicher Strategien und der Migration guter Individuen zwischen 
den Unterpopulationen können in Abhängigkeit von der Position im Suchraum und dem Fortschritt 
der Optimierung angepasste Methoden verwendet werden. Die Synergie, die durch die Migration 
zwischen den Populationen entsteht, führt im Vergleich zur Verwendung einer einzigen Strategie 
bei vielen Problemen zur schnelleren Konvergenz und besseren Lokalisierung der Optima [88, 89]. 
Die Kombination unterschiedlicher Optimierungsmethoden kann darüber hinaus bei Problemen 
hilfreich sein, für welche die optimale Methode zunächst nicht bekannt ist. In diesem Fall können 
beispielsweise besonders robuste Verfahren mit solchen kombiniert werden, welche bei ähnlichen 
Problemen zu guten Ergebnissen geführt haben. Eine abschließende Analyse des individuellen Er-
folges der verwendeten Strategien anhand des Konvergenzverhaltens der einzelnen Unterpopulatio-
nen ermöglicht eine Optimierung der Strategieauswahl und der individuellen Parametrierung. 
4.5.3 Konkurrierende Unterpopulationen 
In der bisherigen Betrachtung des regionalen Populationsmodells verwenden die einzelnen Unter-
populationen jeweils Kindpopulationen der Größe , so dass in jeder Generation und Population 
eine identische Anzahl Funktionsevaluationen durchgeführt wird. Bei der Kombination unterschied-
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licher Optimierungsmethoden wird somit den erfolgreichen und erfolglosen Strategien der gleiche 
Anteil der in Form von Rechenzeit zur Verfügung stehenden Ressourcen bereitgestellt. 
Dieses Verhalten widerspricht den Prinzipien der natürlichen Evolution, da dort erfolgreichen Popu-
lationen üblicherweise mehr Ressourcen zur Verfügung stehen, was deren Fortpflanzung und Ent-
wicklung begünstigt. Aus diesem Grund sollten im regionalen Modell die unterschiedlichen Opti-
mierungsmethoden um freie Ressourcen konkurrieren [90]. Eine Verteilung der Ressourcen Re-
chenzeit und Speicherbedarf kann direkt über die jeweilige Größe der Kindpopulationen erfolgen, 
da sich diese proportional zur Anzahl erforderlicher Funktionsevaluationen pro Individuum verhält. 
Bestimmung der Rangordnung der Unterpopulationen 
Um die Verteilung der Ressourcen zwischen den  Unterpopulationen zu ermöglichen, erfolgt hier 
zunächst die Bestimmung des individuellen Erfolges einer Population im Verhältnis zur Gesamtpo-
pulation. Zu diesem Zweck wird in einem festgelegten Konkurrenzintervall  eine Rangordnung r  
der Unterpopulationen bestimmt. 
Zunächst wird die Rangordnung rj aller Individuen x innerhalb der Archive Aj der Unterpopulatio-
nen j anhand der absteigend sortierten Liste der Fitnesswerte vj (4.9) berechnet: 
  N )(mit),(rank)( xxxx jjjjA rAvrj   . (4.22)
Anhand dieser Rangordnung werden die q besten Individuen der Unterpopulationen durch Ab-
schneideselektion ausgewählt: 
 qrAU jjj  )(xx   . (4.23)
Die selektierten Individuen der Unterpopulationen bilden die Gesamtmenge U: 
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Innerhalb dieser Menge U findet die Bewertung der einzelnen Individuen mit einer Fitnessfunktion 
v statt, die hier der Fitnessberechnung aus den Verfahren NSGA-II oder SPEA-2 entspricht. Aus 
den einzelnen Fitnesswerten wird die durchschnittliche Fitness jv  der jeweiligen Unterpopulation j 
in Bezug auf alle Individuen der Menge U bestimmt: 
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(4.25)
Die Rangordnung der Unterpopulationen jr  ergibt sich aus dem direkten Vergleich der durch-
schnittlichen Fitnesswerte: 
 jj vr rank   . (4.26)
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Der ermittelte Rang jr  kann innerhalb weniger Generationen i teilweise stark schwanken, wenn 
beispielsweise die Suchstrategien in den Unterpopulationen ähnliche Individuen generieren [68]. 
Um die daraus resultierende hohe Dynamik bei der über den Rang bestimmen Ressourcenverteilung 
zu reduzieren, erfolgt in der Optimierungsumgebung eine rekursive Filterung der Rangordnung über 
die Generationenzahl: 
  iiririr jjj ],1;0[mit)()1()()(   . (4.27)
Bei der Verwendung typischer Werte für den Filterkoeffizienten  von etwa 0,9 orientiert sich die 
im Folgenden beschriebene Ressourcenverteilung am Trend der Rangordnungen und nicht an kurz-
zeitigen Änderungen. 
Steuerung der Ressourcenverteilung 
Anhand des ermittelten Ranges (4.27) erfolgt hier die Ressourcenverteilung zwischen den Unterpo-
pulationen über die Größe der Kindpopulationen mit Hilfe eines nichtlinearen Rankings. Das ver-
wendete Ranking-Verfahren ermöglicht dabei eine erfolgsabhängige Ressourcenverteilung, die über 
den Verteilungsindex  1;0  gesteuert wird. Je größer  gewählt wird, desto mehr Ressourcen 
werden den erfolgreichen Unterpopulationen zugewiesen. Damit Unterpopulationen nicht vollstän-
dig aussterben, kann ein Unterpopulationsminimum ];0[ 1   definiert werden. 
Der Ressourcenanteil ]1;0[  einer Unterpopulation berechnet sich unter Berücksichtigung der 
Anzahl Unterpopulationen , dem Unterpopulationsminimum  und dem Verteilungsindex  anhand 
ihres Ranges r zu: 
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Abbildung 4.26 zeigt exemplarisch die Ressourcenverteilung für  = 5 Unterpopulationen bei einem 
Unterpopulationsminimum  = 5% für unterschiedliche Verteilungsindizes . Falls  = 0 gewählt 
wird, erhalten alle Unterpopulationen den gleichen Ressourcenanteil. Es findet somit keine erfolgs-
abhängige Verteilung statt. Für den Sonderfall  = 1 erhalten die  – 1 unterlegenen Populationen 
lediglich das Unterpopulationsminimum  an Ressourcen zugeteilt, während die eine überlegene 
Population alle verbleibenden Ressourcen erhält. 
Die Geschwindigkeit mit der die Umverteilung der Ressourcen stattfindet, ist dabei von der Größe 
des Konkurrenzintervalls  abhängig. Die maximale Ressourcenänderung ergibt sich somit für jede 
Unterpopulation aus der Differenz der bisher zugeteilten und den neu veranschlagten Ressourcen: 
))(())((ˆ ,    irir jjiij   . (4.29)
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Abbildung 4.26: Ressourcenverteilung zwischen 5 Unterpopulationen bei unterschiedlichen Ver-
teilungsindizes  und einem Unterpopulationsminimum von  = 5%. 
Die Umverteilungsgeschwindigkeit kann zusätzlich über die Konkurrenzrate  beeinflusst werden, 
welche den relativen Ressourcenanteil definiert, den eine Unterpopulation bei einer Verteilung ma-
ximal abgeben muss. Unter Berücksichtigung der Konkurrenzrate ergibt sich die folgende Ressour-
cenänderung: 
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Bei einer Umverteilung unter Berücksichtigung der Konkurrenzrate ist es somit erforderlich, zu-
nächst die Ressourcen der unterlegenen Populationen zu reduzieren und anschließend die verblei-
benden freien Ressourcen anteilig unter den überlegenen Populationen aufzuteilen. 
Abbildung 4.27 skizziert den Einfluss der Konkurrenzrate  auf die Ressourcenverteilung für  = 5 
Unterpopulationen und einem konstanten Verteilungsindex  = 0,5. Da für den Fall  = 0 keine 
Umverteilung der Ressourcen stattfindet, entspricht die eingezeichnete Ressourcenverteilung der 
Ausgangsverteilung. Dementsprechend findet bei  = 100% eine vollständige Umverteilung der 
Ressourcen statt. 
In Anlehnung an [68] können folgende Richtwerte für das Konkurrenzintervall , die Konkurrenz-
rate  und das Unterpopulationsminimum  verwendet werden: 
nen][Generatio%20     , (4.31)
opulation]der Unterpn [Ressource%10   , (4.32)
sourcen][Gesamtres%5   . (4.33)
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Um einen optimalen Wettbewerb um die Ressourcen zwischen den Unterpopulationen zu ermögli-
chen, sollten diese heuristischen Richtwerte unbedingt durch problemspezifisches Wissen und Tests 
an ein gegebenes Optimierungsproblem und die verwendete Rechnerarchitektur angepasst werden. 
 
Abbildung 4.27: Einfluss der Konkurrenzrate  auf die Ressourcenverteilung bei einem konstan-
ten Verteilungsindex  = 0,5. 
4.6 Parallelisierung und Verteilung 
Globale, multikriterielle Optimierungsprobleme sind in den meisten Fällen sehr rechenintensiv. 
Dies liegt zum einen an der hohen Komplexität des Bewertungsraumes, auf Grund der Berücksich-
tigung mehrerer Zielfunktionen, als auch an der relativ geringen Konvergenzgeschwindigkeit globa-
ler Optimierungsalgorithmen. Diese Gründe führen dazu, dass eine verhältnismäßig große Anzahl 
Individuen generiert und evaluiert werden muss, um eine gute Approximation der globalen Pareto-
Front zu erhalten. 
In den vorangegangenen Kapiteln wurden mit der Hybridisierung von Evolutionären Algorithmen 
mit Gradientensuchverfahren (Kapitel 4.4) und der Verwendung eines regionalen Populationsmo-
dells unter Verwendung unterschiedlicher, konkurrierender Verfahren (Kapitel 4.5) bereits Techni-
ken zur Verbesserung der Konvergenzeigenschaften vorgestellt. Neben diesen algorithmischen 
Verbesserungen, welche ausschließlich die Reproduktion und Selektion betreffen, erlauben popula-
tionsbasierte Optimierungsverfahren wie Evolutionäre Algorithmen auf einfache Weise eine deutli-
che Beschleunigung der meist rechenintensiven Evaluation der Individuen. Da zwischen den Evalu-
ationen der Individuen einer Population kein kausaler Zusammenhang existiert, ist eine gegenseitige 
Beeinflussung unmöglich. Die Evaluationen können somit nebenläufig ausgeführt werden, indem 
sie auf unabhängige Prozesse oder Threads verteilt werden (Abbildung 4.28). 
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Abbildung 4.28: Nebenläufige Evaluation der Individuen. 
Um eine effektive Reduktion der zur Evaluation einer gesamten Population benötigten Ausfüh-
rungszeit zu erreichen, ist die parallele Ausführung der Prozesse bzw. Threads auf mehreren Aus-
führungseinheiten erforderlich. Zu diesem Zweck können beispielsweise Systeme verwendet wer-
den, die Simultaneous Multithreading (SMT) oder Symmetric Multiprocessing (SMP) unterstützen. 
Insbesondere SMP-Systeme, die durch Multicore-Prozessoren und/oder die Kombination mehrerer 
CPUs mit einem gemeinsamen Hauptspeicher realisiert werden können, sind heutzutage weit ver-
breitet (Abbildung 4.29). 
 
Abbildung 4.29: Exemplarisches SMP-System mit zwei Dual-Core CPUs. 
Eine weitere Möglichkeit die Ausführungszeit zu reduzieren, bietet die Verteilung der Evaluation 
auf eine Menge unabhängiger Prozessoren, die über keinen gemeinsamen Speicher verfügen und 
deshalb durch den Austausch von Nachrichten über ein Netzwerk interagieren (Abbildung 4.30). Es 
gibt unterschiedliche Gründe, die für den Einsatz eines verteilten Systems sprechen, wie beispiels-
weise die sehr gute Skalierbarkeit der Gesamtleistung, ein günstiges Verhältnis aus Kosten und Re-
chenleistung, eine geringere Fehleranfälligkeit durch Redundanz oder die vielfältigen Möglichkei-
ten zur Lastverteilung. Es gibt allerdings auch vielfältige Gründe, die gegen den Einsatz sprechen, 
wie z. B. ein erhöhter Synchronisations- und Kommunikationsaufwand oder der erforderliche 
Schutz gegen Übertragungsfehler und Teilausfälle des Systems. Bei einem verteilten Optimierungs-
system kann dabei der zusätzliche Kommunikationsaufwand zum wesentlichen Ausschlusskriterium 
werden, wenn die zur Kommunikation benötigte Zeit die zur Evaluation eines Individuums benötig-
te Rechenzeit übersteigt. 
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Abbildung 4.30: Verteiltes System mit über ein Netzwerk kommunizierenden SMP-CPUs. 
Um eine optimale Anpassung der Optimierungsumgebung an das Optimierungsproblem und das zur 
Verfügung stehende Rechnersystem zu ermöglichen, kann die Evaluation bei Bedarf auf eine belie-
bige Anzahl Rechner verteilt und dort parallel abgearbeitet werden. Alternativ besteht allerdings 
auch die Möglichkeit, lediglich die Evaluation auf einem einzigen Rechner parallel abzuarbeiten, 
wenn beispielsweise eine Verteilung auf Grund des zusätzlichen Kommunikationsaufwandes ineffi-
zient ist. 
4.6.1 Architekturen verteilter Anwendungen 
Zur Implementierung einer verteilten Anwendung existieren unterschiedliche Ansätze, um Teilauf-
gaben des jeweiligen Algorithmus auf die verschiedenen verfügbaren Rechenknoten zu verteilen. 
Zu den gängigsten Implementierungen eines verteilten Optimierungssystems zählen Client-Server-
und Peer-to-Peer-Architekturen. 
Client-Server- und Master-Servant- Architektur 
Ein Client-Server-System besteht üblicherweise aus einem bzw. wenigen Servern, die einer Viel-
zahl von Clients bestimmte Dienste anbieten (Abbildung 4.31a). Um den Einsatz dieser Architektur 
zur verteilten Evaluation der Individuen einer Population zu ermöglichen, wird dieses Konzept hier 
in modifizierter Form als Master-Servant-Architektur betrachtet. In dieser modifizierten Form wer-
den viele verteilte Rechner, die als Rechenknoten fungieren und von einem einzigen zentralen Kno-
ten angesprochen werden, verwendet (Abbildung 4.31b). Die als Servant bezeichneten Rechenkno-
ten besitzen dabei die Charakteristiken eines Servers und sind darauf optimiert, fortlaufend rechen-
intensive Aufgaben ohne großen Kommunikationsaufwand entgegen zu nehmen, zu bearbeiten und 
die Ergebnisse zum Auftraggeber (Master bzw. Client) zurück zu schicken. Die koordinierende Rol-
le in einem Master-Servant-System übernimmt somit ein einziger Master-Rechner. 
Bei einer verteilten Optimierung wird auf den Servants somit ausschließlich die Evaluation der In-
dividuen ausgeführt, während der Master die Individuen durch Reproduktion generiert, diese auf die 
verfügbaren Servants verteilt und anschließend die Fitnesszuweisung und Selektion der Individuen 
vornimmt. Des Weiteren stehen dem Master Kontrollmechanismen zur Verfügung, um Datenzugrif-
fe zu synchronisieren oder Ausfälle von Rechenknoten abzufangen. Im Gegensatz zu einem kon-
ventionellen Client-Server-System liegt bei dieser modifizierten Architektur die algorithmische 
Komplexität auf Seite des Clients. 
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a) Client-Server b) Master-Servant 
Abbildung 4.31: Client-Server- und Master-Servant-Architektur. 
Durch die feingranulare Verteilung der Evaluation jedes Individuums ermöglicht die Master-
Servant-Architektur eine sehr gute Skalierbarkeit und somit eine optimale Anpassung zwischen der 
verfügbaren Hardware und dem Optimierungsproblem. Durch die zentrale Steuerung der Optimie-
rung durch einen Master besteht allerdings die Gefahr, dass dieser zum Flaschenhals innerhalb des 
Gesamtsystems wird. Eine Reduktion der Rechenlast auf dem Master kann beispielsweise dadurch 
erfolgen, dass neben der Evaluation auch die Reproduktion verteilt wird. In diesem Fall steigen al-
lerdings die ausgetauschte Datenmenge und die algorithmische Komplexität auf Seite der Servants 
an, da nicht nur ein einzelnes Kindindividuum, sondern zwei Elternindividuen ausgetauscht werden 
müssen, aus denen mit Hilfe von Reproduktionsoperatoren erst die Kinder erzeugt werden. Des 
Weiteren erfolgt bei jeder verteilten Evaluation eine Kommunikation zwischen dem Master und 
dem jeweiligen Servant, so dass im Vergleich zu anderen Architekturen, wie z. B. Peer-to-Peer, ein 
verhältnismäßig hoher Kommunikationsoverhead entsteht. 
Peer-to-Peer-Architektur 
Bei einer Peer-to-Peer (P2P) Architektur [91] existiert kein spezieller Knoten der Aufgaben verteilt 
oder Netzwerk-Ressourcen verwaltet (Abbildung 4.32). Stattdessen werden Aufgaben gleichmäßig 
auf alle Rechenknoten (Peers) verteilt. Die P2P-Architektur eignet sich somit insbesondere zur Im-
plementierung eines verteilten regionalen Populationsmodells. In diesem Fall können die Unterpo-
pulationen vollständig auf die Peers verteilt werden. Bei dieser grobgranularen Verteilung würde 
somit nicht nur die Evaluation, sondern der gesamte Optimierungsprozess auf die Rechenknoten 
verteilt. Die Migration einzelner Individuen findet in diesem Fall über das P2P-Netzwerk statt. 
Ein wesentlicher Vorteil der P2P-Architektur ist somit, dass lediglich zu Beginn (Initialpopulation) 
und am Ende (finale Selektion) einer Optimierung Aufgaben von einem zentralen Knoten über-
nommen werden müssen, so dass eine sehr geringe Gefahr besteht, dass einzelne Knoten einen Fla-
schenhals bilden. Des Weiteren findet bei dieser Architektur lediglich während der Migration eine 
Kommunikation zwischen den einzelnen Rechenknoten statt, so dass auch eine Verteilung bei An-
wendungen möglich wird, bei denen die zur Evaluation benötigte Zeit geringer, als die zum Daten-
austausch erforderliche Zeit, z. B. bei einer Master-Servant-Architektur, ist. 
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Abbildung 4.32: Peer-to-Peer-Architektur. 
Der wesentliche Nachteil der Peer-to-Peer- gegenüber der Master-Servant-Architektur besteht aller-
dings in der schlechteren Skalierbarkeit des Systems auf Grund der grobgranularen Verteilung über 
die Unterpopulationen des regionalen Modells. Ferner können bei konkurrierenden Unterpopulatio-
nen einzelne Rechenknoten stärker belastet werden, da sie bei Erfolg zunehmend mehr Individuen 
der Gesamtpopulation erhalten. In diesem Fall werden die einzelnen Peers unterschiedlich stark 
belastet, so dass Wartezeiten entstehen können, wenn zum Zeitpunkt einer Migration oder Ressour-
cenverteilung einzelne Peers die ihnen zugeteilte Individuenzahl noch nicht evaluiert haben. Die 
feingranulare Master-Servant-Architektur ermöglich in diesem Fall eine deutlich effizientere Last-
verteilung. 
4.6.2 Implementierung einer Master-Servant-Architektur 
Bei den im Rahmen dieser Arbeit betrachteten Optimierungsproblemen ist die zur Evaluation der 
Individuen benötigte Rechenzeit um ein vielfaches größer, als die zur Kommunikation benötigte 
Zeit. Daher wurde der Master-Servant-Architektur auf Grund der besseren Skalierbarkeit und Last-
verteilung der Vorzug gegenüber der Peer-to-Peer-Architektur gegeben. 
Master-Servant-Kommunikation 
Die Kommunikation zwischen dem Master und den einzelnen Servants erfolgt innerhalb der Opti-
mierungsumgebung direkt über die Netzwerkprotokolle TCP/IP. Aus diesem Grund müssen dem 
Master die IP-Adressen und der verwendete Kommunikationsport der einzelnen verfügbaren Ser-
vants bekannt gemacht werden. Mit Hilfe einer XML-Datei werden nicht nur die Kommunikations-
parameter der Servants festgelegt, sondern zusätzlich Angaben über die Anzahl der zur Verfügung 
stehenden Prozessoren gemacht, so dass eine optimale Lastverteilung auf die Prozessoren eines 
verteilten SMP-Systems ermöglicht wird. 
Die Evaluation eines Individuums kann in der Optimierungsumgebung aus einer Vielzahl unter-
schiedlicher Programmaufrufe bestehen, welche den zu optimierenden Algorithmus und die ver-
wendeten Metriken implementieren (Kapitel 4.2.2). Um die Komplexität der Servants auf ein Mi-
nimum zu reduzieren, werden diesem direkt die auszuführenden Programmanweisungen mit den 
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Parametern des jeweiligen Individuums über ein serialisiertes Objekt übergeben. Um den Kommu-
nikationsaufwand zu minimieren, können mehrere Individuen bzw. serialisierte Objekte in einem 
Aufgabenpaket vom Master an einen Servant übergeben werden. 
Parallelisierung der Evaluation 
Da einem Servant somit mehr Individuen zur Evaluation übergeben werden, können als Prozessor-
kerne zur Verfügung stehen, verfügt jeder Servant über eine eigene Warteschlange (FIFO), welche 
die zu evaluierenden Individuen zwischenspeichert. Die Abarbeitung der Warteschlange erfolgt in 
den einzelnen Servants durch die sequentielle Entnahme der Elemente, sobald ein Prozessorkern 
frei wird. Jedes Element wird anschließend in einem Thread gekapselt und auf dem frei gewordenen 
Prozessorkern ausgeführt. 
Priorisierte Lastverteilung im Master-Servant-Netz 
Damit die Servants kontinuierlich mit zu evaluierenden Individuen versorgt werden können, werden 
innerhalb des Masters alle Kindindividuen, die aus einer Population oder aus mehreren Unterpopu-
lationen stammen können, in einer Prozesswarteliste gesammelt (Abbildung 4.33). Zuvor wird al-
lerdings überprüft, ob ein Individuum eventuell bereits früher generiert und evaluiert wurde. In die-
sem Fall wird eine erneute rechenintensive Evaluation vermieden, indem das Evaluationsergebnis 
aus einer Datenbank entnommen und dem Individuum direkt zugewiesen wird. In der Prozesswarte-
liste stehen somit ausschließlich Individuen, die noch nicht evaluiert wurden. 
 
Abbildung 4.33: Verteilung der zu evaluierenden Individuen auf die freien Ressourcen eines  
Master-Servant-Netzes. 
Mit Hilfe eines Arbiters werden die Individuen der Warteliste durch den Master auf freie Rechen-
ressourcen der Servants verteilt. Sobald ein Servant die an ihn übergebenen Individuen bearbeitet 
hat, werden die Ergebnisse an den Master übermittelt und der Servant kann neue Aufgaben über-
nehmen. Dieser steady-state Ansatz führt dazu, dass die einzelnen Servants nicht auf die Beendi-
gung der Berechnungen der anderen Servants warten müssen und daher theoretisch immer ausgelas-
tet sind. 
Die Arbitrierung ist in Form einer priorisierten Lastverteilung implementiert, welche die Länge der 
Warteliste, die Anzahl verfügbarer Prozessorkerne des jeweiligen Servants und die Performanz der 
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Prozessoren berücksichtigt. Dadurch wird sichergestellt, dass das Servantnetz optimal belastet und 
Wartezeiten reduziert werden. Die Priorisierung der Servants erfolgt in Form eines gewichteten 
Rankings, welches die Performanz der Prozessoren aus der durchschnittlich zur Evaluation eines 
Individuums benötigten Rechenzeit berücksichtigt.  
Lokale und globale Synchronisation des Optimierungsprozesses 
In definierten Abständen ist eine Synchronisation des Optimierungsprozesses erforderlich, um die 
Selektion in den Populationen, die Migration der Individuen zwischen Unterpopulationen und eine 
Anpassung der Ressourcenverteilung vornehmen zu können. Da bei jeder Synchronisation uner-
wünschte Wartezeiten entstehen können, sollten diese auf ein Minimum reduziert werden. Aus die-
sem Grund erfolgt innerhalb der Optimierungsumgebung eine Unterteilung in lokale und globale 
Synchronisation. 
Die lokale Synchronisation findet innerhalb jeder Unterpopulation unabhängig von allen anderen 
Populationen nach jeder Generation statt, damit die Fitnessberechnung und Selektion durchgeführt 
werden kann. Erst wenn auf Grund des gewählten Konkurrenzintervalls  oder des Migrationsinter-
valls  eine gemeinsame Fitnessberechnung der Individuen unterschiedlicher Unterpopulationen 
durchgeführt werden muss, findet wie in Abbildung 4.34, gezeigt eine globale Synchronisation der 
Unterpopulationen statt. Innerhalb der einzelnen Populationen können die Generationen somit über 
den maximal möglichen Zeitraum unabhängig voneinander durchlaufen werden. 
 
Abbildung 4.34: Lokale und globale Synchronisation des Optimierungsprozesses. 
Nicht alle in der Optimierungsumgebung zur Verfügung stehenden Optimierungsstrategien sind an 
das Generationsschema Evolutionärer Algorithmen gebunden. Im Fall der mittels Hybridisierung 
integrierten Gradientensuchverfahren (Kapitel 4.4) ist der Verlauf vielmehr von den berechneten 
Suchschritten und deren Stagnation abhängig, so dass eine asynchrone Behandlung möglich wäre. 
Die lokalen Gradientensuchverfahren sind allerdings zum einen auf Startpunkte in Form von guten 
Individuen aus der globalen Suche angewiesen und zum anderen sollen die lokal optimierten Indi-
viduen wieder an den globalen Suchprozess zurückgegeben werden. Aus diesem Grund erfolgt z. B. 
bei den Gradientensuchverfahren eine globale Synchronisation zum jeweils nächsten möglichen 
Migrationszeitpunkt. 
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4.7 Verifikation der Optimierungsumgebung 
Das Ziel der Pareto-Optimierung multikriterieller Optimierungsprobleme ist die Konvergenz der 
Lösungen im Bewertungsraum zur globalen Pareto-Front und die Aufrechterhaltung der Diversität 
innerhalb der Lösungsmenge. Die Lösungen der approximierenden Front sollen dabei einerseits 
breit und ausgeglichen gestreut sein und andererseits der globalen Pareto-Front möglichst nah 
kommen. Bei der multikriteriellen Optimierung besteht die Schwierigkeit, eine angemessene und 
aussagekräftige Methode zur Messung der Qualität einer Lösungsmenge zu bestimmen, um unter-
schiedliche Optimierungsverfahren vergleichen zu können. Die Bewertung von Optimierungsstrate-
gien zur Lösung monokriterieller Probleme ist im Gegensatz dazu sehr einfach zu realisieren: Je 
kleiner (größer) der Wert der Zielfunktion bei einem Minimierungsproblem (Maximierungsprob-
lem) nach einer festen Anzahl an Funktionsevaluationen ist, desto besser ist das Optimierungsver-
fahren. Bei multikriteriellen Optimierungsproblemen hingegen ist die Qualität der approximieren-
den Pareto-Front ausschlaggebend, welche von mehreren Faktoren, wie dem Abstand zur globalen 
Pareto-Front oder der Diversität der Lösungsmenge, abhängig ist. Um die Qualität einer Lösungs-
menge bezüglich der genannten Kriterien zu messen, ist es jedoch erforderlich, die globale Pareto-
Front zu kennen. In der Praxis ist dies meist nicht der Fall, da die globale Pareto-Menge bei einem 
realen Optimierungsproblem nicht oder nur sehr aufwändig zu bestimmen ist. Daher werden die 
approximierenden Pareto-Fronten häufig anhand von Grafiken verglichen [92]. Da bei den hier 
verwendeten Testproblemen [92, 93] die globalen Pareto-Fronten bekannt sind, wurde neben dem 
grafischen Vergleich auch eine quantitative Analyse mit Hilfe des Epsilon-Indikators [94] durchge-
führt. 
4.7.1 Multikriterielle Testprobleme 
Die Analyse und Verifikation der Optimierungsumgebung wurde mit Hilfe der in [92, 93] vorge-
stellten Testprobleme durchgeführt, die typische Probleme einer multikriteriellen Optimierung si-
mulieren. Diese Probleme können zum einen die Konvergenz zur Pareto-Front und zum anderen die 
Diversität der Pareto-Menge beeinflussen. 
Konvergenz zur Pareto-Front 
Die Konvergenz eines Optimierungsverfahrens ist stark vom zugrundeliegenden Bewertungsraum 
abhängig. Häufig anzutreffende Probleme sind Multimodalität, Täuschung oder isolierte Optima. 
Im Falle der Multimodalität existieren auf Grund zahlreicher Optima mehrere Fronten im Bewer-
tungsraum, so dass eine Konvergenz zu einer lokalen Front und eine Stagnation des Suchprozesses 
möglich sind (Abbildung 4.35a). Im Falle einer Täuschung existieren mindestens zwei Optima, von 
denen eines das globale Optimum ist. Der Bewertungsraum ist so strukturiert, dass das täuschende 
(nicht globale) Optimum anstatt des globalen Optimums begünstigt wird (Abbildung 4.35b). Ein 
Optimum wird als isoliert bezeichnet, wenn es von einem neutralen Bewertungsraum, der nur ge-
ringe oder keine Rückschlüsse auf die Lage des Optimums zulässt, umgeben ist (Abbildung 4.35c). 
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a) Multimodalität b) Täuschung c) Isolierte Optima 
Abbildung 4.35: Problematische Eigenschaften eines Bewertungsraumes. 
Diversität der Pareto-Menge 
Die Diversität der Pareto-Menge ist wesentlich von der (Nicht-) Konvexität, Unstetigkeit oder Un-
gleichförmigkeit der Pareto-Front abhängig. Im Falle einer konvexen Pareto-Front tendieren viele 
Selektionsverfahren, welche Ihren Fitnesswert mit Hilfe der Anzahl der dominierenden Lösungen 
ermitteln (z. B. SPEA2), zu mittleren Lösungen. Die Benachteiligung der Randbereiche der Pareto-
Front durch den Selektionsprozess führt somit zu einer geringeren Diversität der Lösungsmenge. 
Bei allen Optimierungsalgorithmen muss ein Kompromiss zwischen dem Grad der Exploration15 
und der Exploitation16 bei der Suche nach neuen Lösungen eingegangen werden. Falls die meisten 
neuen Individuen mittels Exploitation generiert werden, kann die Unstetigkeit einer Pareto-Front 
dazu führen, dass nicht alle stückweise stetigen Regionen der Front durch den Suchprozess gefun-
den werden. Des Weiteren kann durch die Abbildung der Parameterkombinationen aus dem Such-
raum in den Bewertungsraum in einzelnen Teilbereichen eine Überrepräsentation einer Region ent-
stehen. Falls die Optimierungsalgorithmen zu diesen Bereichen höherer Dichte tendieren, wird eine 
solche ungleichförmige Pareto-Front nur gebietsweise erfasst. 
Aufbau der Testprobleme 
Die grundlegenden Eigenschaften multikriterieller Probleme können schon an Hand von zwei Be-
wertungskriterien gezeigt werden. Des Weiteren lassen sich die Ergebnisse in diesem zweidimensi-
onalen Fall besser grafisch darstellen und bewerten, als dies bei Berücksichtigung weiterer Bewer-
tungskriterien möglich wäre. Aus diesem Grund beschränken sich die hier verwendeten Minimie-
rungsprobleme [92, 93] auf zwei Kriterien f1 und f2. Die einzelnen Probleme bestehen jeweils aus 
drei Teilfunktionen, durch die gezielt die genannten Probleme der Konvergenz und Diversität simu-
liert werden können. Der Aufbau der Testprobleme sieht wie folgt aus: 
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(4.34)
                                                 
15 Exploration: Die Suche nach neuen Individuen in bislang nicht untersuchten Bereichen des Suchraums. 
16 Exploitation: Aus bestehenden Individuen werden durch kleine Parameteränderungen neue Individuen generiert, die 
nahe an der bestehenden Lösung liegen. 
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Dabei stellt der Vektor x  eine Parameterkombination dar, die aus m Parametern besteht. Jede der 
drei beteiligten Funktionen f1, g und h adressiert spezielle Probleme, so dass ein gezielter und kon-
trollierter Test der Optimierungsalgorithmen möglich ist: 
 Die Diversität der Pareto-Front kann durch Wahl der Funktion f1 (z. B. nicht-linear oder 
mehrdimensional), 
 die Konvergenz zur globalen Pareto-Front durch die Funktion g (z. B. multimodal) und 
 die (Nicht-) Konvexität der Front durch die Funktion h beeinflusst werden. 
Der Aufbau der einzelnen Testprobleme ist darüber hinaus so gestaltet, dass sich die globale Pareto-
Front analytisch bestimmen lässt. Eine genaue Definition der einzelnen Testprobleme kann dem 
Anhang A.2 entnommen werden. 
Quantitative Bewertung durch den Epsilon-Indikator 
Mit Hilfe des additiven, binären Epsilon-Indikators Iε+ [94] können zwei Mengen A und B in Bezug 
auf ihre gegenseitige Dominanz untersucht und quantitativ bewertet werden. Der Indikator ermög-
licht somit den direkten Vergleich von zwei approximierenden Pareto-Mengen oder den Vergleich 
mit der z. B. analytisch berechneten Menge einer globalen Pareto-Front. 
Bei einem Minimierungsproblem mit n Bewertungskriterien dominiert ein Individuum der Menge A 
mit dem Bewertungsvektor ),,,( 21
A
n
AAA yyy y  ein Individuum der Menge B mit dem Vektor 
),,,( 21
B
n
BBB yyy y  bezüglich des Epsilon-Indikators, wenn für ein gegebenes 0  gilt: 
 BiAi yyni    :1    . (4.35)
Das bedeutet, dass ein Ergebnisvektor yA einen anderen Vektor yB dominiert, wenn zu jedem Ele-
ment von yB ein Wert ε addiert werden kann und der resultierende Vektor immer noch von yA 
(schwach) dominiert wird. Der Epsilon-Indikator ),( BAI   entspricht daher dem kleinstmöglichen 
ε für das mindestens ein Ergebnis aus B von einem Ergebnis aus A dominiert wird: 
B
B
BA
A
B
BA
B
B
A
BAB
i
A
ini
BAI
B  
BA,    yy
yy
yyyy
yy
y
yy



   max),(
 min
max
,
1,






  . 
(4.36)
In Tabelle 4.3 sind die sich ergebenden möglichen Relationen zwischen zwei Mengen A und B und 
der resultierende Wertebereich des Indikators aufgelistet. 
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Relation Dominanz Indikator 
BA  
(strikt dominierend) 
jedes BB y  wird strikt durch wenigstens ein AA y  
dominiert 
0),(  BAI  
BA  
(dominierend) 
jedes BB y  wird durch wenigstens ein AA y  domi-
niert 
Bewertung 
nicht möglich 
BA  
(besser) 
jedes BB y  wird schwach durch wenigstens ein AA y  
dominiert und es gilt BA  0),(
0),(




ABI
BAI

  
BA  
(schwach dominierend) 
jedes BB y  wird schwach durch wenigstens ein AA y  
dominiert 
0),(  BAI  
BA ||  
(nicht vergleichbar) 
zwischen A, B und B, A liegt keine schwache Dominanz 
vor 0),(
0),(




ABI
BAI

  
Tabelle 4.3: Relationen zwischen zwei Mengen A und B mit dem resultierenden Wertebereich des 
additiven, binären Epsilon-Indikators. 
Beim Vergleich mit der globalen Pareto-Menge *X , ist eine approximierende Lösungsmenge A 
demnach besser, je kleiner der zugehörige Indikator ),( *XAI   ist. Abbildung 4.36 skizziert den 
Verlauf des Indikators über die Generationenzahl am Beispiel des Testproblems T2 für unterschied-
liche Optimierungsstrategien. An Hand dieses Beispiels kann gezeigt werden, dass die unterschied-
lichen Strategien sich deutlich in ihrer Konvergenzgeschwindigkeit hin zur globalen Pareto-Front 
und der Genauigkeit der Approximation unterscheiden können. 
 
Abbildung 4.36: Entwicklung des additiven, binären Epsilon-Indikators Iε+ über die Generatio-
nenzahl am Beispiel des Testproblems T2 für verschiedene Optimierungsstrate-
gien. 
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Dieser Zusammenhang wird auch durch den Vergleich unterschiedlicher Rekombinations- und Mu-
tationsoperatoren in Kombinationen mit der SPEA2-Selektion anhand des additiven, binären Epsi-
lon-Indikators Iε+ für die Testprobleme T1 bis T6 in Tabelle A.2 des Anhangs deutlich. Je nach be-
trachtetem Testproblem ergeben sich unterschiedliche optimale Kombinationen der Operatoren. Mit 
Ausnahme der Testprobleme T4 und T5 erzielt die Kombination aus BLX-Rekombination und Lo-
garithmic-Mutation sehr gute Ergebnisse. Diese Operatorkombination wird auch im weiteren Ver-
lauf dieser Arbeit zur Optimierung der Parameter von Algorithmen zur Bewegungsschätzung er-
folgreich eingesetzt. 
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5 Systematische Optimierung einer 
Bewegungsschätzung und 
Bildinterpolation 
Die Qualität der Bewegungsvektorfelder, welche mit den in Kapitel 3 erläuterten Algorithmen zur 
Bewegungsschätzung erzeugt wurden, ist für eine qualitativ hochwertige zeitliche Bildinterpolation 
nach wie vor unzureichend. An Hand detaillierter Analysen konnte gezeigt werden, dass Block-
Matching-Algorithmen mit örtlicher und zeitlicher Prädiktion ein hohes Potenzial besitzen, so dass 
hier durch systematische Optimierung eine signifikante Qualitätssteigerung erzielt werden kann. Im 
weiteren Verlauf dieses Kapitels werden daher unterschiedliche Ansätze zur Optimierung einer prä-
diktiven Bewegungsschätzung diskutiert. Ausgangspunkt der zunächst betrachteten intrinsischen 
Optimierung ist der in Kapitel 3.5.3 vorgestellte PPBM-Algorithmus. Das daraus hervorgehende 
Verfahren bildet im Anschluss den Kern vielfältiger extrinsischer Optimierungen. 
5.1 Optimierung einer prädiktiven Bewegungsschätzung 
5.1.1 Optimierung des Algorithmus 
Auf Grund der vollständigen Unabhängigkeit der orthogonalen Schätzer A und B beim klassischen 
PPBM-Algorithmus, werden die zeitlichen Prädiktoren aus den separaten Vektorspeichern ஺ܸ und 
஻ܸ bezogen. Simulationen mit zahlreichen Testsequenzen haben allerdings gezeigt, dass durch diese 
Trennung das Konvergenzverhalten und folglich die Qualität der Bewegungsvektorfelder beein-
trächtigt wird. Signifikant bessere Ergebnisse in Hinblick auf die Genauigkeit und insbesondere die 
Homogenität der Vektorfelder werden erzielt, wenn die zeitlichen Prädiktoren aus dem resultieren-
den Vektorfeld ܸ der vorangegangenen Schätzung entnommen werden und somit auf die vollstän-
dig unabhängige Konvergenz der Prädiktoren verzichtet wird (s. Abbildung 5.1). Für die zeitlichen 
Prädiktionsvektoren dieser optimierten Variante des PPBM-Algorithmus gilt somit: 
݌Ԧ்,஺୓୔୆୑ሺݔԦ, ݊ሻ ൌ ݒԦ ቀݔԦ ൅ 2 ∙ ቀܾ௫0 ቁ , ݊ െ 1ቁ , 
݌Ԧ்,஻୓୔୆୑ሺݔԦ, ݊ሻ ൌ ݒԦ ൬ݔԦ ൅ 2 ∙ ൬
0
ܾ௬൰ , ݊ െ 1൰ . 
(5.1)
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Zur besseren Unterscheidung dieses im Folgenden weiter optimierten Algorithmus von bestehenden 
Verfahren wird die Bezeichnung Optimiertes Prädiktives Block-Matching (OPBM) verwendet. 
Plausibilitätsregeln 
Eine weitere Verbesserung der Vektorfeldqualität kann durch eine Optimierung der Plausibilitätsre-
geln erreicht werden, mit deren Hilfe der resultierende Bewegungsvektor für einen aktuell betrach-
teten Block aus den Vektorfeldern ஺ܸ bzw. ஻ܸ entnommen wird. Das Grundprinzip, nach dem die 
Plausibilitätsregeln Vektoren bevorzugen, die sich bereits innerhalb eines Schätzers bewährt haben, 
bleibt dabei unverändert. Allerdings wird die letzte Regel, welche in der ursprünglichen Version 
betragsmäßig kleinere Vektoren bevorzugt, gegen einen direkten DFD-Vergleich ersetzt: 
FUNCTION	ܾ݁ݏݐܴݑ݈݁′ ൫ݒԦ஺ሺݔԦ, ݊ሻ, ݒԦ஻ሺݔԦ, ݊ሻ൯ 
 IF	൫ݒԦ஺ሺݔԦ, ݊ሻ ൌൌ ݒԦ஻ሺݔԦ, ݊ሻ൯	THEN ݒԦ஺஻ሺݔԦ, ݊ሻ ൌ ݒԦ஺ሺݔԦ, ݊ሻ 
 ELSE	IF	 ቀݒԦ஺ሺݔԦ, ݊ሻ ൌൌ ݌Ԧௌ,஺ುುಳಾሺݔԦ, ݊ሻቁ 	THEN	ݒԦ஺஻ሺݔԦ, ݊ሻ ൌ ݒԦ஺ሺݔԦ, ݊ሻ 
 ELSE	IF	 ቀݒԦ஻ሺݔԦ, ݊ሻ ൌൌ ݌Ԧௌ,஻ುುಳಾሺݔԦ, ݊ሻቁ 	THEN	ݒԦ஺஻ሺݔԦ, ݊ሻ ൌ ݒԦ஻ሺݔԦ, ݊ሻ 
 ELSE	ݒԦ஺஻ሺݔԦ, ݊ሻ ൌ bestDFD൫ݒԦ஺ሺݔԦ, ݊ሻ, ݒԦ஻ሺݔԦ, ݊ሻ൯ 
 RETURN	ݒԦ஺஻ሺݔԦ, ݊ሻ 
END 
(5.2)
Die Ergebnisse in Abbildung 5.1 zeigen, dass dieser modifizierte Regelsatz einen günstigen Kom-
promiss in Bezug auf die erreichte Genauigkeit und Homogenität der Vektorfelder ermöglicht. 
Randbereichsbehandlung 
Die örtlichen und zeitlichen Prädiktoren liegen horizontal und vertikal um mindestens eine Block-
position versetzt zur aktuell betrachteten Position. Aus diesem Grund können ohne spezielle Modi-
fikationen des Algorithmus oder der Eingangsbilder keine Bewegungsvektoren im Randbereich 
bestimmt werden, da die zugehörigen örtlichen oder zeitlichen Prädiktoren außerhalb des Bildbe-
reichs liegen würden. Folglich weisen Prädiktoren, die aus diesem Randbereich bezogen werden, 
keine direkte Korrelation zur tatsächlichen Bewegung auf. Die iterative Berechnung der einzelnen 
Bewegungsvektoren kann daher vom Bildrand ausgehend zu einer Fehlerfortpflanzung führen, die 
auf ungeeignete Prädiktoren aus den Randbereichen zurückgeführt werden kann. Auf Grund der 
räumlichen und zeitlichen Kontinuität natürlicher Bewegungen sind die Bewegungsvektoren direkt 
benachbarter Blöcke zur Initialisierung der Randbereiche eines Vektorfeldes gut geeignet. Wie die 
Ergebnisse in Abbildung 5.1 zeigen, kann durch diese einfache Randbereichsbehandlung bereits 
eine deutliche Qualitätsverbesserung erzielt werden. 
Insgesamt ergibt sich durch die gezeigten Modifikationen eine Verbesserung der Genauigkeit der 
resultierenden Vektorfelder beim OPBM-Algorithmus um durchschnittlich 1,5 dB bei einer gleich-
zeitigen Steigerung der Homogenität um 21% gegenüber dem ursprünglichen PPBM-Algorithmus. 
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a) ܴܲܵܰതതതതതതതത୑େ୅ [dB] 
b) ܸܨܵܫതതതതതതത 
Abbildung 5.1:  Ergebnisse der Optimierung des PPBM-Algorithmus mittels Modifikation der 
zeitlichen Prädiktion, der Plausibilitätsregeln und der Randbereichsbehandlung. 
Blockgröße, Blockerweiterungen und Pixel-Unterabtastung 
Der Vergleich in Abbildung 5.2 zeigt, dass die höchste Genauigkeit des Bewegungsvektorfeldes bei 
der standardmäßig verwendeten Blockgröße von 8 ൈ 8 px erzielt wird. Die Genauigkeit kann aller-
dings auch hier wie beim PPBM-Algorithmus durch die Vergrößerung der Match-Blockgröße wei-
ter gesteigert werden. Das beste Ergebnis liefert bei beiden gezeigten Algorithmen eine Match-
Blockgröße von 24 ൈ 24 px. 
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a) ܴܲܵܰതതതതതതതത୑େ୅ [dB] 
b) ܸܨܵܫതതതതതതത 
Abbildung 5.2: Abhängigkeit der Vektorfeldqualität beim PPBM- und optimierten OPBM-
Algorithmus von der (Match-) Blockgröße. 
Durch die in Kapitel 3.4.2 erläuterte Pixel-Unterabtastung bei der DFD-Berechnung kann die durch 
die Blockerweiterung ansteigende Rechenkomplexität reduziert werden. Abbildung 5.3 zeigt dies 
exemplarisch für eine Blockgröße von 8 ൈ 8 px bei einer Match-Blockgröße von 24 ൈ 24 px. Auf 
Grund der verhältnismäßig großen Match-Blockgröße führen selbst Schrittgrößen von 6 px bei der 
DFD-Berechnung nur zu sehr geringen Qualitätsverlusten. 
Der Vergleich der Rechenkomplexität in Abbildung 5.3a zeigt, dass der aus der Vergrößerung der 
Match-Blockgröße resultierende Mehraufwand durch die Pixel-Unterabtastung deutlich reduziert 
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werden kann. Während die gewählten Blockgrößen bei der DFD-Berechnung ohne Unterabtastung 
(Schrittgröße = 1 px) zu einem Anstieg der erforderlichen Rechenoperationen um den Faktor 9 im 
Vergleich zum Block-Matching mit 8 ൈ 8 px (Match-) Blockgröße führen, kann beispielsweise bei 
einer Schrittgröße von 6 px eine Reduktion des Mehraufwands auf den Faktor 1,5 erzielt werden. 
Gleichzeitig wird eine Verbesserung des PSNR um 0,63 dB und des VFSI um 40% realisiert. 
a) ܴܲܵܰതതതതതതതത୑େ୅ [dB] 
b) ܸܨܵܫതതതതതതത 
Abbildung 5.3: Abhängigkeit der Vektorfeldqualität des OPBM-Algorithmus von der Schritt-
größe bei der DFD-Berechnung für eine Blockgröße von 8 ൈ 8 px und eine 
Match-Blockgröße von 24 ൈ 24 px. Abbildung a) zeigt ergänzend die Re-
chenkomplexität als Vielfaches der bei einer Block- und Match-Blockgröße von 
8 ൈ 8 px erforderlichen Operationen bei der DFD-Berechnung. 
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5.1.2 Optimierte Schätzfunktionen 
Die in Kapitel 3.4.1 betrachteten Schätzfunktionen berücksichtigen lediglich den Unterschied in der 
Intensitätsverteilung der betrachteten Blöcke, um den am besten geeigneten Bewegungsvektor aus 
einer Kandidatenmenge auszuwählen. Die Annahme einer (lokalen) Kontinuität der Bewegung und 
somit einer geringen örtlichen und zeitlichen Variation des Vektorfeldes wird durch diese Schätz-
funktionen nicht berücksichtigt. 
Homogenitätsmaß 
Das Vektorfeld eines Objektes ist bei translatorisch bewegten Objekten normalerweise betrags- und 
richtungshomogen. Die Schätzfunktion sollte daher die lokale Homogenität bzw. Inhomogenität 
berücksichtigen, die durch den betrachteten Kandidatenvektor hervorgerufen wird. Dies kann bei-
spielsweise durch eine Bestrafung erfolgen, die proportional zur lokalen Inhomogenität ist. In allen 
bekannten Ansätzen werden dazu die Differenzen Δ௫ und Δ௬ der benachbarten Vektoren kompo-
nentenweise getrennt betrachtet: 
∆௫ሺݔԦ, ݋Ԧ, ݊ሻ ൌ ݒ௫ሺݔԦ, ݊ሻ െ ݒ௫ ൬ݔԦ ൅ ൬݋௫ ∙ ܾ௫݋௬ ∙ ܾ௬൰ , ݊൰ , 
∆௬ሺݔԦ, ݋Ԧ, ݊ሻ ൌ ݒ௬ሺݔԦ, ݊ሻ െ ݒ௬ ൬ݔԦ ൅ ൬݋௫ ∙ ܾ௫݋௬ ∙ ܾ௬൰ , ݊൰ . 
(5.3)
Mit Hilfe des Vektors ݋Ԧ werden in dieser Formel die benachbarten Blöcke adressiert. In Abhängig-
keit von der gewählten Bearbeitungsreihenfolge der einzelnen Blöcke kann sich ein Kausalitäts-
problem bei der Auswahl der Nachbarblöcke ergeben. Bei einer Bearbeitungsreihenfolge von links 
oben nach rechts unten können beispielsweise nur die Blöcke berücksichtigt werden, die links bzw. 
oberhalb der aktuellen Blockposition liegen. Dementsprechend werden in dem hier beschriebenen 
Fall die Vektoren ݋Ԧ aus der Menge ܱ ൌ ሼሺെ1,0ሻ୘, ሺ0, െ1ሻ୘ሽ zur Adressierung der Nachbarblöcke 
verwendet. 
Um einerseits bereits geringe Abweichungen bestrafen zu können und andererseits größere Abwei-
chungen nicht zu stark zu bestrafen, wird eine abschnittsweise definierte Bestrafungsfunktion nach 
[95] verwendet. Abweichungen, die Unterhalb des Schwellwertes ுܶ liegen, werden dabei quadra-
tisch bestraft, während größere Abweichungen linear berücksichtigt werden: 
݄௫,௬ሺݒԦ, ݔԦ, ݋Ԧ, ݊ሻ ൌ ቊ ∆௫,௬ሺݔԦ, ݋Ԧ, ݊ሻ
ଶ : ห∆௫,௬ሺݔԦ, ݋Ԧ, ݊ሻห ൏ ுܶ
2 ுܶ ∙ ห∆௫,௬ሺݔԦ, ݋Ԧ, ݊ሻห െ ுܶଶ : ห∆௫,௬ሺݔԦ, ݋Ԧ, ݊ሻห ൒ ுܶ . (5.4)
Bei der Bestrafung von Inhomogenitäten innerhalb eines Vektorfeldes muss berücksichtigt werden, 
dass die Homogenitätsbedingung nur innerhalb der Objektgrenzen gilt, da an den Objektkanten häu-
fig ein Übergang zu einem andersartig bewegten Bildbereich existiert. Aus diesem Grund wird ein 
gewichtetes Homogenitätsmaß verwendet, welches die Kantenintensität in Richtung des jeweiligen 
Nachbarblocks berücksichtig [96]. Um den Einfluss lokaler Inhomogenitäten zu reduzieren, wird 
die Kantenintensität auf Basis der tiefpassgefilterten Eingangsbilder ܨఓ ermittelt: 
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ܨఓሺݔԦ, ݊ሻ ൌ 1|ܤሺݔԦሻ| ෍ ܨሺ݌Ԧ, ݊ሻ∀௣Ԧ∈஻ሺ௫Ԧሻ
	. (5.5)
Das Kantengewicht w ist auf den Wertebereich ሾ0; 1ሿ normiert, wobei der Wert 0 der sicheren De-
tektion einer Kante entspricht und folglich der Wert 1 signalisiert, dass an der betrachteten Stelle 
keine Kante vorhanden ist. Mit Hilfe des Parameters ܶீ  kann die Sensitivität der Kantenerkennung 
optimiert werden: 
ݓሺݔԦ, ݋Ԧ, ݊ሻ ൌ maxቌ0; 1 െ abs ቀܨఓ
ሺݔԦ, ݊ሻ െ ܨఓሺݔԦ ൅ ݋Ԧ, ݊ሻቁ
ܶீ ቍ . (5.6)
Das Homogenitätsmaß ுܲ bestimmt sich letztlich aus der Summe der gewichteten Differenzen der 
vektoriellen Komponenten: 
ுܲሺݒԦ, ݔԦ, ݊ሻ ൌ ෍ ݓሺݔԦ, ݋Ԧ, ݊ሻ ∙ ቀ݄௫ሺݒԦ, ݔԦ, ݋Ԧ, ݊ሻ ൅ ݄௬ሺݒԦ, ݔԦ, ݋Ԧ, ݊ሻቁ
∀௢ሬԦ∈ࡻ
. (5.7)
Längenmaß 
In Videosequenzen sind häufig periodische Strukturen z. B. in Form von Texturen vorhanden, die 
zu dem in Kapitel 3.2.1 beschriebenen Korrespondenzproblem führen können. Da in diesem Fall 
kein eindeutiges Optimum im DFD-Gütegebirge bestimmt werden kann, führt die Mehrdeutigkeit 
der Struktur zu einem erratischen Schätzergebnis. Diesem Problem wird üblicherweise durch die 
Bestrafung der Schätzfunktion mit Hilfe eines Längenmaßes begegnet: 
௅ܲሺݒԦ, ݔԦ, ݊ሻ ൌ |ݒ௫ሺݔԦ, ݊ሻ| ൅	 หݒ௬ሺݔԦ, ݊ሻห . (5.8)
Diese Form der Bestrafung basiert auf dem Grundgedanken, dass am Rande einer periodischen 
Struktur der optimale Verschiebungsvektor ermittelt werden kann. Die längenabhängige Bestrafung 
verhindert daher, dass sich ein Vektor auf Grund der Periodizität der Struktur verändert. Die zu-
sammengesetzte Schätzfunktion ergibt sich somit aus dem jeweiligen DFD-Wert und seiner stati-
schen Gewichtung ߨ sowie der gewichteten Summe des Homogenitäts- und Längenmaßes: 
DFD௉ሺݒԦ, ݔԦ, ݊ሻ ൌ 	DFDሺݒԦ, ݔԦ, ݊ሻ ൅ ߨ ൅ ߟ ∙ ுܲሺݒԦ, ݔԦ, ݊ሻ ൅ ߣ ∙ ௅ܲሺݒԦ, ݔԦ, ݊ሻ . (5.9)
Mit Hilfe der Gewichtungsfaktoren ߨ, ߟ und ߣ kann eine individuelle Anpassung der statischen und 
dynamischen Gewichtung an den verwendeten BM-Algorithmus, die jeweilige DFD-Schätzfunktion 
und die Zielapplikation vorgenommen werden, um optimale Schätzergebnisse zu ermöglichen. Die 
Wahl der freien Parameter der Gewichtungsfunktionen hat großen Einfluss auf die Genauigkeit und 
Homogenität des resultierenden Bewegungsvektorfeldes. Unter Verwendung der in Kapitel 4 prä-
sentierten Optimierungsumgebung konnten Pareto-optimale Parameterkombinationen bestimmt 
werden. Die Ergebnisse der Optimierung in Abbildung 5.4 zeigen, dass durch die statische Gewich-
tung der DFD-Ergebnisse der einzelnen Prädiktoren durch die Parameter ߨௌ, ߨ்	und ߨ௓ ein optima-
ler Kompromiss zwischen den PSNR- und VFSI-Werten ermöglicht wird. Im Fall der dynamischen 
Gewichtung der DFD-Werte unter zusätzlicher Berücksichtigung des Homogenitäts- und Längen-
maßes und der zugehörigen Parameter ߟ, ߣ, ுܶ und ܶீ  kann erwartungsgemäß die Homogenität der 
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Vektorfelder signifikant verbessert werden. Analog bedeutet dies, dass hier bei gleich bleibender 
Homogenität die Genauigkeit um bis zu 1,1 dB gesteigert werden kann. 
 
Abbildung 5.4: Vergleich der statischen und dynamischen Gewichtung der Prädiktor-DFD-
Werte des OPBM-Algorithmus unter Verwendung Pareto-optimaler Kombinati-
onen der Parameter ߨௌ, ߨ்	und ߨ௓ sowie ߟ, ߣ, ுܶ und ܶீ . 
5.1.3 Gruppierte Update-Vektormenge 
Die Konvergenz hin zum tatsächlichen Bewegungsvektor erfolgt bei den hier betrachteten prädikti-
ven Block-Matching-Algorithmen durch die Korrektur der örtlichen Prädiktionsvektoren mittels 
Addition so genannter Update-Vektoren einer Menge U (s. Kapitel 3.5.3). Die Update-
Vektormenge U muss an die jeweilige Anwendung angepasst werden, um einen optimalen Kom-
promiss zwischen der Qualität der Bewegungsschätzung und der erforderlichen Rechenkomplexität 
zu erreichen. Die Größe und die Besetzung der Menge ist dabei stark von der Auflösung des Bild-
materials abhängig, da beispielsweise die höheren relativen Geschwindigkeiten in HD- im Ver-
gleich zu PAL-Bildmaterial größere Update-Vektoren erfordern, um eine Konvergenz innerhalb 
weniger Schritte zum tatsächlichen Bewegungsvektor zu ermöglichen. Beim klassischen PPBM-
Algorithmus wird standardmäßig die Update-Vektormenge UPPBM (3.39) verwendet, welche aus 
acht horizontal und vertikal verteilten Korrekturvektoren mit den Beträgen 1 und 4 zusammenge-
setzt ist. Eine Verbesserung der Vektorfeldqualität hinsichtlich der Genauigkeit und Homogenität 
kann durch eine Optimierung der Update-Vektormenge erreicht werden. 
Beim optimierten OPBM-Algorithmus wird zu diesem Zweck eine gruppierte Update-Vektormenge 
eingesetzt. Dabei werden die Update-Vektoren zu Untergruppen Ui zusammengefasst, die entweder 
vollständig verwendet werden oder aus denen eine Anzahl Vektoren ui zufällig entnommen (Ver-
wendung des Operators #) werden kann: 
ܷ୓୔୆୑ ൌ ሼ ଵܷ, ܷଶ#ݑଶ, … , ௜ܷ#ݑ௜ሽ	. (5.10)
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Die Gruppierung der Update-Vektoren ermöglicht eine gezielte Einflussnahme, mit welcher Häu-
figkeit bestimmte Vektoren zur Korrektur verwendet werden. Es ist somit beispielsweise möglich, 
kleine Vektoren zur Erhöhung der Genauigkeit der lokalen Suche häufiger zu verwenden, als große 
Vektoren, die hauptsächlich zur Beschleunigung des Konvergenzprozesses und zur Überwindung 
lokaler Minima der DFD-Funktion erforderlich sind. Des Weiteren ermöglicht dieses Prinzip eine 
flexible Steuerung des erforderlichen Rechenaufwandes über die Anzahl der insgesamt verwendeten 
Vektoren. 
Exemplarisch wurden ca. 200 unterschiedliche Gruppierungen mit 1 bis 12 horizontal und vertikal 
angeordneten Korrekturvektoren (Betrag 1, 4 und 8) untersucht und mit der Update-Vektormenge 
des PPBM-Algorithmus verglichen. Neben dem jeweiligen PSNR- bzw. VFSI-Wert ist in Abbil-
dung 5.5 bei ausgesuchten Ergebnissen die Anzahl an Kandidatenvektoren der zugehörigen Update-
Menge angegeben. Die Analyse der Pareto-optimalen Update-Vektormengen zeigt, dass durch die 
schrittweise Vergrößerung dieser Menge die Genauigkeit des Vektorfeldes zu Lasten der Homoge-
nität verbessert werden kann. Allerdings verschlechtert sich das Resultat sobald mehr als 7 Korrek-
turvektoren verwendet werden. Dieses Ergebnis wird in Abbildung 5.5 durch die Darstellung der 
PSNR-optimalen Update-Vektormengen mit minimaler Anzahl Kandidatenvektoren hervorgeho-
ben. Eine qualitative Verbesserung kann somit nicht durch die stetige Vergrößerung der Update-
Vektormenge erzielt werden, sondern nur durch eine optimale Auswahl und Gruppierung der Vek-
toren sowie einer individuellen Gewichtung der einzelnen Gruppen. Durch die Verwendung der hier 
neu eingeführten gruppierten Update-Vektormenge kann somit die resultierende Qualität der Menge 
UPPBM hinsichtlich Genauigkeit und Homogenität sowie der Anzahl verwendeter Update-Vektoren 
übertroffen werden. Die in Abbildung 5.5 hervorgehobenen Update-Vektormengen sind in 
Tabelle 5.1 zusammengefasst. 
 
Abbildung 5.5: Vergleich unterschiedlicher Update-Vektormengen mit 1 bis 12 horizontal und 
vertikal angeordneten Korrekturvektoren und den Beträgen 1, 4 und 8. 
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Id Update-Vektormengen UId | UId | PSNR [dB] VFSI
Standard UV 
1 {0:-1;0:1;-1:0;1:0;0:-4;0:4;-4:0;4:0} 8 30,18 1,86 
Pareto-optimale UV 
2 {0:-1;0:1;-1:0;1:0}#1 1 27,27 2,83 
3 {0:-1;0:1;-1:0;1:0}#2 2 28,38 2,64 
4 {0:-1;0:1;-1:0;1:0}#3 3 28,69 2,54 
5 {0:-1;0:1;-1:0;1:0} 4 29,26 2,48 
6 {0:-1;0:1;-1:0;1:0}; {0:-4;0:4;-4:0;4:0}#1 5 29,78 2,13 
7 {0:-1;0:1;-1:0;1:0}; {0:-4;0:4;-4:0;4:0}#2 6 29,92 2,01 
8 {0:-1;0:1;-1:0;1:0}; {0:-4;0:4;-4:0;4:0}#3 7 29,98 1,95 
9 {-1:0;1:0;0:-1;0:1;-4:0;4:0}; {0:-4;0:4;-8:0;8:0;0:-8;0:8}#1 7 30,28 1,90 
PSNR-optimale UV mit minimaler Vektorenzahl 
10 {0:-1;0:1;-1:0;1:0;0:-4;0:4;-4:0;4:0;0:-8;0:8;-8:0;8:0}#1 1 28,58 1,85 
11 {-1:0;1:0;-4:0;4:0}#1; {0:-1;0:1;0:-4;0:4;-8:0;8:0;0:-8;0:8}#1 2 29,38 1,80 
12 {0:-1;0:1;-1:0;1:0}#2; {0:-4;0:4;-4:0;4:0;0:-8;0:8;-8:0;8:0}#1 3 29,57 1,89 
13 {-1:0;1:0}; {0:-1;0:1;-4:0;4:0}#1; {0:-4;0:4;-8:0;8:0;0:-8;0:8}#1 4 29,91 1,87 
14 {-1:0;1:0}; {0:-1;0:1;-4:0;4:0}#2; {0:-4;0:4;-8:0;8:0;0:-8;0:8}#1 5 30,03 1,89 
15 {0:-1;0:1;-1:0;1:0}; {0:-4;0:4;-4:0;4:0}#1; {0:-8;0:8;-8:0;8:0}#1 6 30,11 1,87 
16 {-1:0;1:0;0:-1;0:1;-4:0;4:0}; {0:-4;0:4;-8:0;8:0;0:-8;0:8}#2 8 30,21 1,80 
17 {-1:0;1:0;0:-1;0:1;-4:0;4:0}; {0:-4;0:4;-8:0;8:0;0:-8;0:8}#3 9 30,13 1,74 
18 {0:-1;0:1;-1:0;1:0;0:-4;0:4;-4:0;4:0}; {0:-8;0:8;-8:0;8:0}#2 10 30,12 1,67 
19 {-1:0;1:0;0:-1;0:1;-4:0;4:0}; {0:-4;0:4;-8:0;8:0;0:-8;0:8}#5 11 30,09 1,67 
20 {0:-1;0:1;-1:0;1:0;0:-4;0:4;-4:0;4:0;0:-8;0:8;-8:0;8:0} 12 29,89 1,54 
Tabelle 5.1: Ausgewählte Update-Vektormengen (UV) aus Abbildung 5.5. 
5.1.4 Subpixelgenaue Bewegungsschätzung 
Durch eine Bewegungsschätzung mit Pixelgenauigkeit erfolgt eine relativ grobe Quantisierung der 
tatsächlichen Objektbewegung. Aus diesem Grund werden bei qualitativ hochwertigen Anwendun-
gen häufig Algorithmen zur Bewegungsschätzung mit Subpixelgenauigkeit eingesetzt, um eine hö-
here Orts-, Richtungs- und Geschwindigkeitsauflösung des resultierenden Bewegungsvektorfeldes 
zu erreichen. Beim hier betrachteten Block-Matching-Algorithmus kann die tatsächliche Objektver-
schiebung mit Subpixelgenauigkeit bestimmt werden, indem die Update-Vektormenge um Vekto-
ren, die eine Subpixelverschiebung ermöglichen, ergänzt wird. Mit Hilfe einer bilinearen Interpola-
tion werden dabei die erforderlichen Zwischenwerte für eine Subpixelverschiebung ሺݏ௫, ݏ௬ሻ் inner-
halb des zweidimensionalen, regulären Rasters der Eingangsbilder ܨሺݔԦሻ bestimmt: 
ܨ௦௨௕ ቆݔԦ ൅ ቀ
ݏ௫ݏ௬ቁቇ ൌ ሾ1 െ ݏ௫ ݏ௫ሿ
ۏێ
ێێ
ۍ ܨሺݔԦሻ ܨ ቆݔԦ ൅ ቀ01ቁቇ
ܨ ቆݔԦ ൅ ቀ10ቁቇ ܨ ቆݔԦ ൅ ቀ
1
1ቁቇےۑ
ۑۑ
ې
൤1 െ ݏ௬ݏ௬ ൨ 
mit	ݏ௫,௬ 	 ∈ ሾ0; 1ሿԹ	. 
(5.11)
Exemplarisch wurden hier die Update-Vektormengen U1 und U9 aus Tabelle 5.1 um subpixelgenaue 
Vektoren erweitert. Die Zusammensetzung der Update-Mengen und die zugehörigen Ergebnisse 
sind Tabelle 5.2 und Abbildung 5.6 zu entnehmen. 
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Id Update-Vektormengen UId | UId | PSNR [dB] VFSI
1 {0:-1;0:1;-1:0;1:0;0:-4;0:4;-4:0;4:0} 8 30,18 1,86 
1a {-0,25:0;0,25:0;0:-0,25;0:0,25}#1  U1 9 30,34 1,92 
1b {-0,25:0;0,25:0;0:-0,25;0:0,25}#2  U1 10 30,29 1,96 
1c {-0,25:0;0,25:0;0:-0,25;0:0,25}#3  U1 11 30,31 1,98 
1d {-0,25:0;0,25:0;0:-0,25;0:0,25}  U1 12 30,36 2,04 
9 {-1:0;1:0;0:-1;0:1;-4:0;4:0}; {0:-4;0:4;-8:0;8:0;0:-8;0:8}#1 7 30,28 1,90 
9a {-0,25:0;0,25:0;0:-0,25;0:0,25}#1  U9 8 30,41 1,96 
9b {-0,25:0;0,25:0;0:-0,25;0:0,25}#2  U9 9 30,40 1,99 
9c {-0,25:0;0,25:0;0:-0,25;0:0,25}#3  U9 10 30,45 2,01 
9d {-0,25:0;0,25:0;0:-0,25;0:0,25}  U9 11 30,45 2,06 
Tabelle 5.2: Ergänzung der Update-Mengen U1 und U9 um Vektoren mit Subpixelgenauigkeit. 
a) ܴܲܵܰതതതതതതതത୑େ୅ [dB] 
b) ܸܨܵܫതതതതതതത 
Abbildung 5.6: Vergleich der Vektorfeldqualität bei unterschiedlichen Update-Vektormengen 
mit Subpixelgenauigkeit. 
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Der Qualitätsgewinn fällt im Mittel über die betrachteten Testsequenzen relativ gering aus. Dies ist 
darauf zurückzuführen, dass die Qualität nur bei einzelnen Sequenzen durch die zusätzliche Subpi-
xelgenauigkeit bei der Bewegungsschätzung überdurchschnittlich gesteigert werden kann und teil-
weise sogar beeinträchtigt wird. In Abbildung 5.7 wird dies am Beispiel der Differenz zwischen 
dem PSNR-Wert der Update-Vektormenge U9 und den Werten der daraus abgeleiteten Mengen U9a 
bis U9d gezeigt. Während bei den Testsequenzen Bikechase und Fussball Verbesserungen um ca. 
0,5 dB durch eine Bewegungsschätzung mit Subpixelgenauigkeit möglich sind, verschlechtert sich 
der PSNR-Wert bei der Sequenz Outbreak um bis zu 0,2 dB. 
 
Abbildung 5.7: Vergleich der Differenz zwischen dem PSNR-Wert der Update-Vektormenge U9 
(keine Subpixelgenauigkeit) und den Werten der daraus abgeleiteten Mengen 
U9a bis U9d für unterschiedliche Testsequenzen. 
5.1.5 Iterative, hierarchische Bewegungsschätzung 
Prädiktive Algorithmen zur Bewegungsschätzung unterscheiden sich im Vergleich zu nicht-
prädiktiven Verfahren darin, dass die Schätzung einem Konvergenzprozess entspricht. Ausgehend 
von der durch die örtlichen und/oder zeitlichen Prädiktoren bestimmten Verschiebung erfolgt die 
schrittweise Annäherung an die tatsächliche Objektverschiebung durch eine lokale Suche. Insbe-
sondere bei komplexen Bewegungsmustern innerhalb einer Bildsequenz oder hohen relativen Ob-
jektgeschwindigkeiten kann der Konvergenzprozess nicht abgeschlossen werden, da die jeweilige 
Prädiktion zu schlecht bzw. die lokale Suche zu begrenzt ist. Die vorangegangenen Untersuchungen 
haben gezeigt, dass beispielsweise durch eine Vergrößerung der Menge der Update-Vektoren nur 
bedingt eine Verbesserung erzielt werden kann. Dies ist darauf zurückzuführen, dass eine zu große 
Anzahl Kandidatenvektoren zu einer höheren Irregularität des Vektorfeldes führt und somit die 
Wahrscheinlichkeit, die tatsächliche Objektverschiebung zu bestimmen, sinkt. 
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Diesem Problem kann durch eine iterative, prädiktive Bewegungsschätzung begegnet werden. Nach 
der initialen Schätzung der Objektverschiebung auf einem Eingangsbildpaar können beliebig viele 
weitere Schätzungen auf diesem Bildpaar zur weiteren Verfeinerung des Vektorfeldes vorgenom-
men werden. Dies wird dadurch erreicht, dass nach der initialen Schätzung die Bewegungsvektoren 
der jeweils vorangegangenen Schätzung des gleichen Zeitschritts zur Prädiktion verwendet werden 
und nicht die Vektoren des vorherigen Zeitschritts. Die zusätzlichen Iterationen der Bewegungs-
schätzung erfolgen jeweils entgegengesetzt zur Bearbeitungsfolge der vorangegangenen Schätzung 
(Scanrichtung), um den Konvergenzprozess zusätzlich zu unterstützen und zu einer weiteren Ver-
besserung der Vektorfeldqualität beizutragen. 
Durch die Wahl unterschiedlicher Parameter bei den einzelnen iterativen Schätzungen entsteht eine 
hierarchische Bewegungsschätzung. Dies ermöglicht beispielsweise die optimale Abstimmung der 
Parameter für die statische und dynamische Gewichtung der DFD-Werte, die Wahl unterschiedli-
cher Update-Vektormengen oder die Verwendung variierender Block- und Match-Blockgrößen in 
den einzelnen Iterationen. Die Größe des resultierenden Entwurfsraumes ist allerdings sehr groß 
und kann nur noch mit entsprechenden Optimierungswerkzeugen (s. Kapitel 4) beherrscht werden. 
In Abbildung 5.8 sind die Simulationsergebnisse für bis zu drei Iterationen wiedergegeben. Mit 
Hilfe der Optimierungsumgebung wurden die 7, 14 bzw. 21 Parameter zur Gewichtung der DFD-
Werte der einzelnen Iterationen des OPBM-Algorithmus optimal aufeinander abgestimmt. Es ist 
deutlich zu erkennen, dass durch die zusätzlichen Iterationen sowohl die PSNR- als auch die VFSI-
Werte signifikant verbessert werden können. Bei gleich bleibender Homogenität kann der PSNR-
Wert beispielsweise durch eine zweite Iteration um bis zu 1,4 dB gesteigert werden kann. 
 
Abbildung 5.8: Vergleich der Vektorfeldqualität des OPBM-Algorithmus mit unterschiedlicher 
Iterationszahl und individuell angepassten Parametern zur dynamischen Gewich-
tung der DFD-Werte. 
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5.2 Integration zusätzlicher Kandidatenvektoren 
In Kapitel 3.2 wurden unterschiedliche Problemfälle beschrieben, welche die Qualität einer Block-
Matching basierten Bewegungsschätzung negativ beeinflussen können. Insbesondere die Randbe-
dingung, dass sich Objekte innerhalb einer Bildsequenz nur translatorisch bewegen dürfen, wird 
üblicherweise verletzt, da Bildsequenzen meist aus einer Überlagerung unterschiedlichster lokaler 
und globaler Bewegungsmuster bestehen. Diese komplexen Bewegungen können durch Block-
Matching-Algorithmen prinzipbedingt nicht optimal erfasst werden. Bessere Ergebnisse können 
hier vielfach durch alternative Ansätze, wie z. B. eine globale Bewegungsschätzung, erzielt werden. 
Um diese Limitierungen zu begrenzen, kann die Kandidatenvektormenge des hier betrachteten prä-
diktiven Block-Matching-Algorithmus um zusätzliche Vektoren ݒԦ஼೔ erweitert werden: 
ݒԦሺݔԦ, ݊ሻ ൌ bestDFDቌ
bestRuleᇱ൫ݒԦ஺ሺݔԦ, ݊ሻ, ݒԦ஻ሺݔԦ, ݊ሻ൯,
0ሬԦ,
ݒԦ஼భ, … , ݒԦ஼ಿ
ቍ . (5.12)
Damit eine optimale Integration der zusätzlichen Kandidatenvektoren gewährleistet ist, erfolgt auch 
hier eine individuelle Gewichtung der zugehörigen DFD-Werte. Im Folgenden werden zwei unter-
schiedliche Ergänzungen der Kandidatenvektormenge betrachtet. 
5.2.1 Integration einer globalen, modellbasierten Bewegungsschätzung 
Die innerhalb einer Videosequenz auftretenden Bewegungen können grundsätzlich in lokale und 
globale Bewegungen differenziert werden. Während eine lokale Bewegung durch die Verschiebung 
eines in der Videosequenz vorhandenen Objektes entsteht, resultiert die globale Bewegung aus der 
Bewegung der zur Aufnahme verwendeten Kamera. Da die globale Bewegung lediglich lokal durch 
Objektbewegungen überlagert wird, verwenden einige Algorithmen zur Bewegungsschätzung  das 
Vektorfeld eines globalen Bewegungsmodells als zusätzlichen Kandidatenvektor [39]. Die Kame-
rabewegung ist im Gegensatz zur Objektbewegung meist auf wenige Freiheitsgrade wie Kamera-
schwenk, -zoom, und -rotation reduziert, so dass eine Beschreibung durch einfache geometrische 
Modelle möglich ist. 
Globale Objektbewegung 
Um die globale Objektbewegung durch ein geometrisches Modell zu beschreiben, müssen die zu-
gehörigen Modellparameter bestimmt werden. Dies kann durch eine direkte Schätzung erfolgen, 
indem die Bewegungsparameter ۯ durch Minimierung der Differenzenergie der bewegungskom-
pensierten Nachbarbilder einer Videosequenz berechnet werden: 
minۯ ∑ ൫ܨሺݔԦ, ݊ሻ െ ܨሺۯ ∙ ݔԦ, ݊ െ 1ሻ൯ଶ∀௫Ԧ  . (5.13)
Abbildung 5.9 visualisiert den Zusammenhang zwischen korrespondierenden Punkten ݌௜ ↔ ݌̂௜ zwi-
schen zwei benachbarten Bildern für den Fall einer geometrischen Transformation. 
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Abbildung 5.9: Punktkorrespondenzen zwischen benachbarten Bildern beschreiben die globale 
Bewegung auf Grund einer geometrischen Transformation. 
Da bei komplexen Modellen bis zu acht Bewegungsparameter bestimmt werden müssen, sollten zur 
Lösung entsprechende Optimierungsalgorithmen und vorinitialisierte Parameterwerte verwendet 
werden. Eine Alternative Form zur Bestimmung der Parameter repräsentieren die sog. Feature-
basierten Algorithmen [97], welche die Korrespondenz zwischen wenigen sog. Feature-Punkten in 
benachbarten Bildern bestimmen. Die Feature-Punkte werden meist durch spezielle Detektoren, wie 
z. B. den Harris-Detektor [98], bestimmt. Es besteht allerdings auch die Möglichkeit, die Punktkor-
respondenz aus einem initialen Vektorfeld eines vorangegangen Block-Matching zu gewinnen. Hier 
wird ein kombiniertes Verfahren eingesetzt, welches zunächst über ein vorangegangenes Vektorfeld 
initialisiert wird. Anschließend wird die Position der Feature-Punkte durch eine lokale Suche ver-
feinert. 
Affines Bewegungsmodell 
Zur modellbasierten Beschreibung der Bewegung können unterschiedlich komplexe Modelle ver-
wendet werden. Um die eingangs genannten Freiheitsgrade einer Kamerabewegung abzudecken, ist 
ein zweidimensionales affines Bewegungsmodell erforderlich. Die affine Bewegung eines Punktes 
ሺݔ, ݕሻ் zum Punkt ሺݔො, ݕොሻ் kann in einem zweidimensionalen Euklidischen Raum ॱଶ unter Verwen-
dung der 2 ൈ 2 Transformationsmatrix ۯ ൌ ሼܽ௞௟ሽ und dem Translationsvektor ݐԦ ൌ ൫ݐ௫, ݐ௬൯் be-
schrieben werden. Da zwischen dem betrachteten Korrespondenzpunkt ሺݔො, ݕොሻ் und dem zu berech-
nenden Punkt eine Abweichung auf Grund ungenauer Modellparameter entstehen kann, wird dies 
durch eine unterschiedliche Nomenklatur berücksichtigt. Der mit Hilfe des Bewegungsmodells be-
rechnete Punkt wird daher ሺݔ′, ݕ′ሻ் bezeichnet, so dass für das affine Modell gilt: 
൬ݔᇱݕ′൰ ൌ ቀ
ܽ଴଴ ܽ଴ଵܽଵ଴ ܽଵଵቁ ∙ ቀ
ݔ
ݕቁ ൅ ൬
ݐ௫ݐ௬൰ . (5.14)
Mit Hilfe der Transformationsmatrix ۯ können die elementaren Operationen Rotation, nicht-
isotrope Skalierung und Scherung beschrieben werden. Falls bestimmte Operationen nicht durch 
das gewünschte Modell abgedeckt werden müssen, können Vereinfachungen vorgenommen wer-
den. Falls beispielsweise lediglich eine isotrope Skalierung sowie keine Scherung gefordert wird, 
kann das affine 6-Parametermodell aus (5.14) auf ein 4-Parametermodell reduziert werden: 
൬ݔᇱݕ′൰ ൌ ቀ
ܽ଴ ܽଵെܽଵ ܽ଴ቁ ∙ ቀ
ݔ
ݕቁ ൅ ൬
ݐ௫ݐ௬൰ . (5.15)
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Damit diese Gleichungssysteme mit Methoden der Linearen Algebra auf direktem Wege gelöst 
werden können, erfolgt üblicherweise eine Transformation der Euklidischen Koordinaten ሺݔ, ݕሻ்	in 
die homogenen Koordinaten ሺݓ ∙ ݔ, ݓ ∙ ݕ, ݓሻ் eines projektiven Raums ℙଶ. In diesem Fall kann der 
Translationsvektor ݐԦ in die Transformationsmatrix integriert werden, so dass die affine Bewegung 
(5.14) mit ݓ ൌ 1 durch folgende Matrix-Vektor-Multiplikation beschrieben werden kann: 
൭
ݔᇱ
ݕᇱ
1
൱ ൌ ൭
ܽ଴଴ ܽ଴ଵ ݐ௫ܽଵ଴ ܽଵଵ ݐ௬
0 0 1
൱ ∙ ቆ
ݔ
ݕ
1
ቇ . (5.16)
Zur Bestimmung der sechs Bewegungsparameter sind somit mindestens drei korrespondierende 
Koordinatenpaare ሺݔ௜, ݕ௜, 1ሻ் ↔ ሺݔො௜, ݕො௜, 1ሻ் in homogenen Koordinaten erforderlich: 
ۉ
ۈۈ
ۇ
ݔଵ ݕଵ 1 0 0 00 0 0 ݔଵ ݕଵ 1ݔଶ ݕଶ 1 0 0 0
0 0 0 ݔଶ ݕଶ 1ݔଷ ݕଷ 1 0 0 00 0 0 ݔଷ ݕଷ 1ی
ۋۋ
ۊ
∙
ۉ
ۈۈ
ۇ
ܽ଴଴ܽ଴ଵݐ௫ܽଵ଴ܽଵଵݐ௬ ی
ۋۋ
ۊ
ൌ
ۉ
ۈ
ۈ
ۇ
ݔොଵ
ݕොଵ
ݔොଶ
ݕොଶ
ݔොଷ
ݕොଷی
ۋ
ۋ
ۊ
 . (5.17)
Die gesuchten Bewegungsparameter werden hier mit Hilfe des Gauß‘schen Eliminationsverfahrens 
berechnet. 
Quantitative Bewertung 
Die globale Bewegungsschätzung wurde unter Verwendung der Update-Vektormengen U1 bis U9 
aus Tabelle 5.1 untersucht, um den Einfluss der absoluten Anzahl an Kandidatenvektoren zu erfas-
sen. Des Weiteren wurde der Gewichtungsfaktor des DFD-Wertes des jeweiligen globalen Bewe-
gungsvektors in einem großen Wertebereich variiert. 
Die Ergebnisse in Abbildung 5.10 zeigen deutlich, dass die Genauigkeit des Bewegungsvektorfel-
des durch den zusätzlichen Kandidatenvektor einer globalen Schätzung höchstens geringfügig ver-
bessert werden kann. Allerdings kann erwartungsgemäß der VFSI-Wert zum Teil signifikant auf 
Grund der hohen Homogenität globaler Bewegungsvektorfelder gesteigert werden. Dabei besteht 
eine deutliche Abhängigkeit von der absoluten Anzahl betrachteter Kandidatenvektoren: Bei zu-
nehmender Größe der verwendeten Update-Vektormenge sinkt der Einfluss des globalen Bewe-
gungsvektors. 
Die Qualität des globalen Bewegungsvektorfeldes ist stark von den verwendeten Feature-Punkten 
abhängig. Falls beispielsweise ein fehlerhafter Bewegungsvektor aus einer initialen Schätzung oder 
der Bewegungsvektor eines bewegten Objektes verwendet wird, um eine Punktkorrespondenz zu 
bestimmen, werden die Bewegungsparameter die tatsächliche globale Bewegung nur unzureichend 
beschreiben. In Kapitel 5.3 werden daher Methoden präsentiert, die dieser Problematik entgegen-
wirken. 
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Abbildung 5.10: Einfluss der Integration einer globalen Bewegungsschätzung in den OPBM-
Algorithmus auf die Vektorfeldqualität unter Berücksichtigung unterschiedlicher 
Update-Vektormengen und einer Variation des Gewichtungsfaktors der DFD-
Werte der globalen Schätzung. 
5.2.2 Integration einer Phasenkorrelation 
Die Kandidatenvektormenge des OPBM-Algorithmus wurde um bis zu zehn Vektoren einer Pha-
senkorrelation erweitert. Vom zweistufigen, hybriden PPC-Algorithmus aus Kapitel 3.5.2 wurde 
dabei die erste Stufe verwendet, in der über die Korrelation der Fourier-transformierten Bildsignale 
sich überlappender großer Blöcke (hier: 128	 ൈ 128 px) Kandidatenvektoren bestimmt werden. Die 
anschließende zweite Stufe, wird durch die Weitergabe dieser Vektoren an die Kandidatenvek-
tormenge des prädiktiven Block-Matching-Algorithmus ersetzt. 
Die Ergebnisse in Abbildung 5.11 zeigen, dass durch die Integration des besten Kandidatenvektors 
der Phasenkorrelation eine deutliche Verbesserung des VFSI-Wertes um ca. 50% bei gleichzeitiger 
Steigerung des PSNR-Wertes um 0,34 dB möglich ist. Durch die Ergänzung der Kandidatenvek-
tormenge um weitere Vektoren der Phasenkorrelation kann die Genauigkeit des Vektorfeldes zu-
nächst geringfügig verbessert werden. Die maximal mögliche Homogenität verschlechtert sich da-
bei allerdings zunehmend, so dass hier höchstens vier zusätzliche Kandidaten berücksichtigt werden 
sollten. 
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Abbildung 5.11: Einfluss der Anzahl zusätzlicher Kandidatenvektoren einer Phasenkorrelation 
auf die Vektorfeldqualität des OPBM-Algorithmus. 
5.3 Meta-Informationsgestützte Bewegungsschätzung 
Verschiedene Ansätze zur Bewegungsschätzung suchen neben der Bestimmung der Bewegungsin-
formationen alleine auf Basis einer Grauwert-Ähnlichkeit auch weitere aus dem Bild extrahierbare 
(Meta-) Informationen über Objekte [99, 100], hervorstechende Bildmerkmale (Feature Points) 
[101], Farben, Konturen, etc. mit einzubeziehen. Wegen der z. T. moderaten Qualität dieser Zusatz-
informationen muss dies sehr konservativ erfolgen, da sonst die Gefahr einer gravierenden Ver-
schlechterung der Vektorfeldqualität besteht. Die wesentliche Herausforderung besteht dabei in 
einer fehlertoleranten Berücksichtigung dieser Informationen. Hierbei muss vermieden werden, 
dass es zu "Schaltartefakten" beim Umschalten zwischen den, auf unterschiedlichen Schätztechni-
ken beruhenden, Verfahren kommt. 
Im Rahmen dieser Arbeit wurde ein allgemeines Konzept zur Meta-Informationsgestützten Bewe-
gungsschätzung erforscht [102, 103], welches die genannten Forderungen erfüllt. Dieses allgemeine 
Konzept wurde aus dem in [99, 104, 105] vorgestellten Algorithmus abgeleitet, bei dem die Schät-
zergebnisse eines prädiktiven Block-Matching-Verfahrens mit den Ergebnissen eines objektbasiert-
nachverarbeiteten Vektorfeldes fehlertolerant kombiniert werden. 
5.3.1 Allgemeine Struktur 
Um Fehler, die bei der Extraktion und Kombination von Meta-Informationen entstehen können, zu 
kompensieren, wurde ein Konzept entwickelt, das jeden Bewegungsvektor einer Verifikation unter-
zieht. Diese erfolgt in Form einer Iteration der gesamten Bewegungsschätzung unter Rückkopplung 
der zuvor ermittelten Bewegungsvektoren. 
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Die gesamte Methodik ist in Abbildung 5.12 skizziert: Zunächst erfolgt eine initiale Bewegungs-
schätzung zum Zeitpunkt ݊ im Modul M଴. Das resultierende Vektorfeld ଴ܸ,୑ೖሺ݊ሻ und das aktuelle 
Eingangsbild ܨሺ݊ሻ werden anschließend parallel den verschiedenen Meta-Informationsgestützten 
Nachverarbeitungsmodulen M௞  zugeführt. Das initial geschätzte Vektorfeld und die aus der Nach-
verarbeitung der Module M௞ resultierenden Vektorfelder ଴ܸ,୑ೖሺ݊ሻ werden als Prädiktoren für eine 
zweite, selektierende Bewegungsschätzung im Modul M଴ eingesetzt. 
Um Schaltartefakte zu vermeiden, wird für jeden Bildpunkt aus der gebildeten Kandidatenvek-
tormenge derjenige ausgewählt, welcher die gewählte Fehlerfunktion, wie z. B. die DFD, minimiert. 
Es erfolgt somit kein hartes Umschalten zwischen den Vektorfeldern der unterschiedlichen Verfah-
ren für einzelne Blöcke oder sogar ganze Bilder. Der beschriebene Vorgang kann iterativ fortgesetzt 
werden und zeichnet sich durch inhärente Robustheit aus: Die resultierende Vektorfeldqualität fällt 
im ungünstigsten Fall auf die Qualität des initial geschätzten Vektorfeldes zurück. Durch die Rück-
kopplung der nachverarbeiteten Bewegungsvektoren in Form von zeitlichen Prädiktoren, kann die 
Qualität der Vektoren sukzessive verbessert werden. 
 
Abbildung 5.12: Blockschaltbild eines allgemeinen Meta-Informationsgestützten Verfahrens zur 
Bewegungsschätzung. 
Das resultierende Bewegungsvektorfeld ଴ܸ,୑ೖሺ݊ሻ des beschriebenen Verfahrens zur Meta-Infor-
mationsgestützten Bewegungsschätzung lässt sich zum Zeitpunkt ݊ in der Iteration ݅ folgenderma-
ßen beschreiben: 
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௜ܸାଵ,୑బሺ݊ሻ ൌ ൜ݒԦ௜ାଵ,ெబሺݔԦ, ݊ሻ ฬݔԦ ∈ ܹ, ݒԦ௜ାଵ,ெబሺݔԦ, ݊ሻ ൌ ݒԦ௜,ெೖሺݔԦ, ݊ሻ,
݇ ൌ arg min௝ୀ଴…ே ൬DFD ቀݒԦ௜,ெೕሺݔԦ, ݊ሻ, ݔԦ, ݊ቁ൰ൠ 
mit 
 ௜ܸ,ெೖሺ݊ሻ: Vektorfeld des Moduls k, 
ݒԦ௜,ெೖሺݔԦ, ݊ሻ: Verschiebungsvektor an Bildposition ݔԦ, 
 ܹ: Menge aller Bildpunktpositionen ݔԦ, 
 ܰ: Anzahl der Verarbeitungsmodule ܯ. 
(5.18)
Die Meta-Informationsgestützte Bewegungsschätzung ermöglicht in dieser Form zum einen die 
gezielte Kompensation von Schwächen des verwendeten Block-Matching-Algorithmus durch dedi-
zierte Nachverarbeitung und zum anderen die gegenseitige Kompensation von Fehlern der einge-
setzten Nachverarbeitungskonzepte. So kann z. B. das Vektorfeld von bewegten Objekten durch 
eine objektbasierte Nachverarbeitung homogenisiert werden. Gleichzeitig ist es möglich, durch die 
Erkennung von Sonderfällen wie Kamera-Zoom, Bildrotation oder Kamera-Pan Einfluss auf die 
globale Struktur des Vektorfeldes zu nehmen. Exemplarisch wird im Folgenden ein Verfahren zur 
Meta-Informationsgestützten Bewegungsschätzung präsentiert, welches die Integration von Objek-
tinformationen nutzt, um die Qualität der Bewegungsvektorfelder zu verbessern. 
5.3.2 Integration einer objektbasierten Vektorfeldnachbearbeitung 
Das hohe Potenzial einer objektbasierten Nachverarbeitung eines Bewegungsvektorfeldes zeigt die 
folgende Überlegung: Betrachtet werde die ideale vektorgestützte Interpolation eines bewegten Ob-
jektes, wie es in Abbildung 5.13a dargestellt ist. Für eine Formatkonversion ist es unter Berücksich-
tigung der visuellen Wahrnehmungseigenschaften akzeptabel, wenn das bewegte Objekt an einer 
geringfügig verschobenen Position als vollständig erhaltenes Objekt interpoliert wird 
(Abbildung 5.13b). Falls dem hingegen das sich translatorisch bewegende Objekt von verschiede-
nen Bewegungsvektoren abgedeckt wird, so ergeben sich durch die an unterschiedliche Positionen 
interpolierten Objektteile stark störende Artefakte (Abbildung 5.13c). 
 
a) Ideale Interpolation b) Fehlerhafte aber homogene 
Vektoren 
c) Fehlerhafte und inhomogene 
Vektoren 
Abbildung 5.13: Einfluss von Inhomogenitäten auf eine Formatkonversion. 
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Wie in den Kapiteln 3.2 und 3.3 beschrieben, ist die Konsistenz von Objekten ein wesentliches Kri-
terium bei der Beurteilung einer vektorgestützten Interpolation. Viele Algorithmen zur Bewegungs-
schätzung erzeugen jedoch mehr oder minder inhomogene Vektorfelder. Das Ziel der objektbasier-
ten Nachverarbeitung ist daher, die Genauigkeit der Vektorfelder zu erhalten, aber gleichzeitig de-
ren Homogenität auf Objektebene zu steigern. 
Objektbasierte Vektorfeldnachbearbeitung 
Bei dem in [99, 104, 105] vorgestellten Verfahren zur objektbasierten Nachverarbeitung von Bewe-
gungsvektorfeldern wird die Objektinformation parallel zur Bewegungsschätzung mittels Bildseg-
mentierung aus den Eingangsbilddaten gewonnen. In der Nachverarbeitung wird diese Information 
für eine Analyse der statistischen Verteilung der Bewegungsvektoren innerhalb der Objektgrenzen 
genutzt. Darauf aufbauend kann das Bewegungsvektorfeld durch die Anwendung dedizierter Re-
geln auf Objektebene homogenisiert werden. Innerhalb des Homogenisierungsprozesses werden die 
am häufigsten auftretenden so genannten Majoritätsvektoren der gefundenen Objekte identifiziert 
und mit Hilfe des Regelsatzes klassifiziert. Anhand dieser Regeln wird dann entschieden, in wel-
cher Weise selten vorkommende Vektoren homogenisiert werden können. Die Anzahl der zur Ho-
mogenisierung verwendeten Majoritätsvektoren und folglich die Anzahl der Homogenisierungsre-
geln kann frei gewählt werden. 
 
Abbildung 5.14: Blockschaltbild einer Meta-Informationsgestützten Bewegungsschätzung mit 
objektbasierter Nachverarbeitung. 
Die beschriebene Vektorfeldoptimierung wird in Abbildung 5.14 anhand der Testsequenz „Bi-
kechase“ visualisiert. Die verwendete Sequenz zeigt einen schnellen Kameraschwenk und Partial-
bewegungen von Radfahrern in die Bildebene hinein. Bei den dargestellten Bewegungsvektorfel-
dern sind Betrag und Richtung der Vektoren in Falschfarben codiert. Ausgehend von dem initialen 
Bewegungsvektorfeld, das noch sehr viele Inkonsistenzen aufweist, kann durch die Integration von 
Objektinformationen (in Abbildung 5.14 ebenfalls durch eine Falschfarbendarstellung visualisiert) 
eine deutliche Optimierung und Homogenisierung des resultierenden Bewegungsvektorfeldes er-
zielt werden. 
Eingangssequenz
Objektinformation
Optimierte 
Bewegungsvektoren
Initiale Bewegungsvektoren
Bewegungs-
schätzung (OPBM)
i
)(nF
)(,
..0
nV
kMi
Nk

)(
0,
nV Mi
Block-Erosion
Objektbasierte 
Nachver-
arbeitung
Globale 
Bewegungs-
schätzung
134 5  Systematische Optimierung einer Bewegungsschätzung und Bildinterpolation 
Quantitative Bewertung 
Um eine bessere Vergleichbarkeit mit anderen hier betrachteten Konzepten zur Bestimmung und 
Optimierung von Bewegungsvektorfeldern zu gewährleisten, wurde bei der quantitativen Bewer-
tung ausschließlich die objektbasierte Nachverarbeitung in das beschriebene Meta-Informations-
gestützte Verfahren zur Bewegungsschätzung integriert. Die Bildsegmentierung erfolgte dabei 
durch einen Rainfalling-Watershed-Algorithmus in Kombination mit einer Regionen-Verschmel-
zung [99]. Das initiale Bewegungsvektorfeld wurde mit Hilfe des OPBM-Algorithmus generiert 
(vgl. Kapitel 5.1.2). Bei der Bestimmung Pareto-optimaler Parameterkombination wurden insge-
samt 14 freie Parameter berücksichtigt: Die sieben Parameter der initialen Bewegungsschätzung zur 
dynamischen Gewichtung der Prädiktor-DFD-Werte wurden dabei um vier Parameter des Segmen-
tierungsalgorithmus, zwei Parameter der objektbasierten Vektorfeldnachbearbeitung und einen Pe-
nalty-Parameter der zweiten, selektierenden Bewegungsschätzung ergänzt. 
 
Abbildung 5.15: Vektorfeldqualität der Meta-Informationsgestützten Bewegungsschätzung mit 
objektbasierter Nachverarbeitung im Vergleich zum OPBM-Algorithmus für 
verschiedene Pareto-optimale Parameterkombinationen. 
Durch die iterative Validierung der Bewegungsvektoren der objektbasierten Nachverarbeitung kön-
nen mit dem Meta-Informationsgestützten Verfahren qualitativ hochwertige Bewegungsvektorfel-
der generiert werden (Abbildung 5.15), welche das initiale Vektorfeld hinsichtlich Genauigkeit und 
Homogenität übertreffen. Dieses Verfahren ermöglicht somit die erfolgreiche Verknüpfung von 
Bewegungsinformationen, die auf unterschiedliche Art und Weise generiert oder nachverarbeitet 
wurden. Die einzelnen Verfahren können dabei ihre individuellen Stärken, wie z. B. bei der objekt-
basierten Nachverarbeitung die hohe Homogenität der Bewegungsvektoren in zusammenhängenden 
Bildbereichen, ausspielen. Gleichzeitig können die jeweiligen Schwächen erfolgreich durch die 
lokale Validierung unterdrückt werden. 
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5.4 Bidirektionale Bewegungsschätzung 
Das Okklusionsproblem wurde bereits in Kapitel 3.2.3 als ein Kernproblem der bewegungsvektor-
gestützten Zwischenbildinterpolation identifiziert. Entlang der Kanten sich bewegender Objekte 
zeigen sich in interpolierten Zwischenbildern häufig die in Abbildung 5.16 gezeigten Störungen. 
Dieses als Halo bezeichnete Artefakt ist auf Grund der Lage im Kantenbereich für die menschliche 
Wahrnehmung äußerst kritisch, da sich das HVS bei der Betrachtung und Verfolgung bewegter Ob-
jekte vor allem an Kanten orientiert [22]. 
Im Folgenden wird ein Konzept zur bewegungsvektorgestützten Zwischenbildinterpolation vorge-
stellt, das aus aufeinander abgestimmten Algorithmen zur Bewegungsschätzung, Vektorfeldprojek-
tion und Bildinterpolation besteht. Dieses neue Konzept ermöglicht insbesondere in den Okklusi-
onsbereichen eine signifikante Reduktion der Artefakte in den interpolierten Zwischenbildern und 
folglich eine deutlich bessere resultierende Bildqualität. 
 
a) Bewegungsvektorfeld b) Interpoliertes Zwischenbild 
Abbildung 5.16: a) Das Bewegungsvektorfeld ist transparent über das interpolierte Zwischenbild 
gelegt. b) Fehlerhafte Vektoren im Randbereich der im Vordergrund bewegten 
Person führen zum sog. Halo-Artefakt. 
5.4.1 Entwurf einer bidirektionalen Bewegungsschätzung 
Die bislang diskutierten Verfahren zur Bewegungsschätzung bestimmen die zur Interpolation von 
Zwischenbildern erforderliche Verschiebungsinformation ausschließlich durch unidirektionale 
Schätzung zwischen zwei benachbarten Bildern. Folglich können, wie in Kapitel 2.2.1 näher erläu-
tert, für aufgedeckte Bereiche keine Bewegungsvektoren bestimmt werden und die Vektoren ver-
deckter Bereiche sind nicht eindeutig, da mehrere Vektoren den gleichen Punkt im Zwischenbild 
adressieren. Dies ist darauf zurückzuführen, dass bei einer Bildsequenz mit im Vordergrund beweg-
ten Objekten der Hintergrund nur in einem von zwei benachbarten Bildern vorhanden ist. Folglich 
können diesen Bereichen bei der Projektion nur heuristisch ermittelte Bewegungsvektoren zugewie-
sen werden. 
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Abbildung 5.17: Kompensation der Auf- und Verdeckungsbereiche bei Überlagerung der proji-
zierten Vektorfelder einer bidirektionalen Bewegungsschätzung. 
Eine deutliche Verbesserung der Vektorfeldqualität ist möglich, wenn ein zweites Vektorfeld durch 
eine Bewegungsschätzung in entgegengesetzter Richtung bestimmt wird. Wenn beide Vektorfelder 
die tatsächliche Objektbewegung beschreiben, kompensieren sich bei einer Überlagerung der proji-
zierten vorwärts und rückwärts geschätzten Vektorfelder ௣ܸ,ி und ௣ܸ,஻ die Auf- und Verdeckungs-
bereiche. Die bidirektionale Bewegungsschätzung ermöglicht in diesem Fall, wie in Abbildung 5.17 
gezeigt, eine eindeutige Vektorzuordnung. Die Vektorfelder der Vor- und Rückwärtsschätzung 
werden hier jeweils mit Hilfe des in Kapitel 5.1 beschriebenen OPBM-Algorithmus erzeugt. 
Verschachtelung der Vor- und Rückwärtsschätzung 
Um das Synergiepotential der Vor- und Rückwärtsschätzung optimal nutzen zu können, werden die 
beiden Bewegungsschätzungen nicht unabhängig voneinander ausgeführt [106], sondern über ihre 
resultierenden Vektorfelder verknüpft. Zu diesem Zweck werden die Bewegungsvektoren der ein-
zelnen Schätzungen wechselseitig als Basis der zeitlichen Prädiktion verwendet. 
Da die bewegten Objekte entweder die gleiche zeitliche Lage oder den gleichen Bewegungsvektor 
aufweisen (vgl. Abbildung 5.17), führt diese Verknüpfung zu einer beschleunigten Konvergenz der 
Schätzung und einer verbesserten Genauigkeit der resultierenden Bewegungsvektorfelder. Das be-
deutet, dass die Rückwärtsschätzung nicht das eigene Vektorfeld der vorangegangenen Schätzung 
஻ܸሺ݊ െ 1ሻ, sondern das Vektorfeld der Vorwärtsschätzung ிܸሺ݊ െ 1ሻ zur Bestimmung der zeitli-
chen Prädiktoren verwendet. Dementsprechend wird das Vektorfeld ஻ܸሺ݊) zur Bestimmung der 
zeitlichen Prädiktionsvektoren der Vorwärtsschätzung genutzt. Zusätzliche Iterationen der Bewe-
gungsschätzung, die entgegengesetzt zur Bearbeitungsfolge der vorangegangenen Schätzung (Scan-
richtung) erfolgen sollten, können den Konvergenzprozess zusätzlich unterstützen und zu einer wei-
teren Verbesserung der Vektorfeldqualität beitragen. Die Verschachtelung der einzelnen Schritte 
der bidirektionalen Bewegungsschätzung ist in Abbildung 5.18 skizziert. 
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Abbildung 5.18: Verschachtelung der bidirektionalen, iterativen Bewegungsschätzung über die 
zeitliche Prädiktion. 
5.4.2 Vektorfeldprojektion mit Okklusionsbehandlung 
Bislang wurde bei der Vektorfeldprojektion eines bidirektionalen Vektorfeldes angenommen, dass 
sich die Felder der Vor- und Rückwärtsschätzung lediglich in ihrer zeitlichen Lage unterscheiden. 
In der Praxis weichen die Bewegungsvektoren in Okklusionsbereichen allerdings oft deutlich von-
einander ab, so dass keine vollständige Kompensation der Auf- und Verdeckungsbereiche durch 
eine Überlagerung der projizierten Vektorfelder möglich ist. Aus diesem Grund wird hier die durch 
eine bidirektionale Schätzung entstehende Redundanz der Bewegungsinformation bewahrt, indem 
aus den Vektorfeldern der Vor- und Rückwärtsschätzung jeweils ein eigenständiges, projiziertes 
Feld generiert wird. Die Entscheidung, welches Vektorfeld an einer bestimmten Position die Bewe-
gung zuverlässiger beschreibt, wird in die anschließende fehlertolerante Interpolation verlagert. 
Zunächst erfolgt die Projektion der Vektorfelder nach (2.3) mit gleichzeitiger Behandlung der Ver-
deckungsbereiche: Falls durch Verdeckung einer Position mehrere Vektoren zugewiesen werden 
würden, wird der resultierende Vektor über einen DFD-Vergleich bestimmt (s. Kapitel 2.2.1). An-
schließend werden den aufgedeckten Bereichen, denen bislang keine Bewegungsvektoren zugeord-
net werden konnten, Vektoren mit Hilfe eines Median-Filters zugewiesen. Das Filter bekommt den 
nicht projizierten Vektor des jeweiligen Feldes an der betrachteten Position, zwei bereits projizierte 
Vektoren aus der umliegenden Nachbarschaft und zwei Vektoren aus den nicht projizierten Vek-
torfeldern der Vor- und Rückwärtsschätzung aus benachbarten Zeitschritten als Eingangswerte 
übergeben. Die letztgenannten Vektoren wurden dabei so gewählt, dass sie mit hoher Wahrschein-
lichkeit die Bewegung des aufgedeckten Hintergrunds beschreiben. Im Falle der Vorwärtsschätzung 
gilt somit für projizierte Vektoren in Aufdeckungsbereichen: 
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. (5.19)
Im Falle der Rückwärtsschätzung gilt in Aufdeckungsbereichen analog: 
ݒԦ௣,஻ሺݔԦ, ݊ሻ ൌ ܯܧܦ
ۉ
ۈۈ
ۈ
ۇ
ݒԦ௣,஻ ቀݔԦ െ ቀ10ቁ , ݊ቁ
ݒԦ௣,஻ ቀݔԦ െ ቀ01ቁ , ݊ቁ
ݒԦ஻ሺݔԦ, ݊ሻ
ݒԦ஻ሺݔԦ, ݊ െ 1ሻ
ݒԦிሺݔԦ, ݊ െ 1ሻ ی
ۋۋ
ۋ
ۊ
. (5.20)
Damit in der Zwischenbildinterpolation eine angepasste Behandlung der Auf- und Verdeckungsbe-
reiche möglich ist, wird die aus der Projektion hervorgehende Information dem Interpolator zu-
sammen mit dem projizierten, bidirektionalen Vektorfeld übergeben. Durch Überlagerung der Auf- 
und Verdeckungsinformation der Vor- und Rückwärtsschätzung können die in Tabelle 5.3 aufgelis-
teten neun Bereiche unterschieden werden. Während die ersten fünf Möglichkeiten einer Überlage-
rung direkt aus der Vektorfeldprojektion idealer Bewegungsvektoren resultieren, können die übri-
gen vier Fälle nur auftreten, wenn sich die Vektoren der Vor- und Rückwärtsschätzung nicht nur in 
ihrer zeitlichen Lage, sondern auch in Betrag und/oder Richtung unterscheiden (vgl. 
Abbildung 5.17). Auf Basis der Unterscheidung aus Tabelle 5.3 können im Folgenden optimale 
Interpolationsvorschriften für die Pixel Fxx der einzelnen Bereiche Rxx definiert werden. 
 Vorw. Rückw. Pixel Bereich Erläuterung 
1.) E E FEE REE Identische Vektoren mit unterschiedli-
cher zeitlicher Lage führen bei der Pro-
jektion zu eindeutigen Bereichen und 
wechselseitigen Auf- und Verdeckun-
gen. 
2a.) E A FEA REA 
2b.) A E FAE RAE 
3a.) E V FEV REV 
3b.) V E FVE RVE 
4a.) A V FAV RAV In Betrag und/oder Richtung unter-
schiedliche Vektoren führen zu Wider-
sprüchen bei der Auf- und Verdeckung.
4b.) V A FVA RVA 
5.) V V FVV RVV 
6.) A A FAA RAA 
E: Vektoren aus Bereichen mit eindeutiger Zuordnung 
A: Vektoren aus Aufdeckungsbereichen 
V: Vektoren aus Verdeckungsbereichen 
Fxy: Interpoliertes Pixel aus dem Bereich xy 
Rxy: Alle Pixel des Bereichs xy 
Tabelle 5.3: Unterscheidung der projizierten Vektoren aus Vor- und Rückwärtsschätzung. 
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5.5 Adaptive und fehlertolerante Zwischenbildinterpolation 
Zur Interpolation der Pixel Fxy eines Zwischenbildes werden in den in Tabelle 5.3 differenzierten 
Bereichen jeweils angepasste (gewichtete) Median-Filter verwendet. Durch die Redundanz der bidi-
rektionalen Bewegungsinformation weist das neue Interpolationsverfahren eine gute Fehlertoleranz 
gegenüber falschen Bewegungsvektoren auf, so dass eine Verbesserung der Interpolationsgenauig-
keit im Vergleich zu anderen Verfahren erzielt wird, die lediglich unidirektionale Bewegungsvekto-
ren verwenden oder keine dedizierte Unterscheidung bei der Interpolation in Okklusionsbereichen 
vornehmen. 
Im häufigsten Fall, wenn sowohl der Vektor der Vor- als auch der Rückwärtsschätzung eindeutig 
ist, wird ein 4-Tap Median-Filter zur Interpolation verwendet. Dieses Filter beinhaltet ausgehend 
von der Position ݔԦ für beide projizierten Vektoren ݒԦ௣,ி und ݒԦ௣,஻ die vor- und rückwärts adressierten 
Luminanzwerte der benachbarten Bilder: 
ܨி஻ሺݔԦ, ݊ ൅ ߙሻ ൌ ܨሺݔԦ െ ߙ ∙ ݒԦ௣,ிሺݔԦ, ݊ ൅ ߙሻ, ݊ሻ, (5.21)
ܨிிሺݔԦ, ݊ ൅ ߙሻ ൌ ܨሺݔԦ ൅ ሺ1 െ ߙሻ ∙ ݒԦ௣,ிሺݔԦ, ݊ ൅ ߙሻ, ݊ ൅ 1ሻ, (5.22)
ܨ஻஻ሺݔԦ, ݊ ൅ ߙሻ ൌ ܨሺݔԦ ൅ ߙ ∙ ݒԦ௣,஻ሺݔԦ, ݊ ൅ ߙሻ, ݊ሻ, (5.23)
ܨ஻ிሺݔԦ, ݊ ൅ ߙሻ ൌ ܨሺݔԦ െ ሺ1 െ ߙሻ ∙ ݒԦ௣,஻ሺݔԦ, ݊ ൅ ߙሻ, ݊ ൅ 1ሻ. (5.24)
Durch die Multiplikation der Vektoren mit dem Faktor  in (5.21) bis (5.24) oder der Verwendung 
einer Update-Vektormenge mit subpixelgenauen Vektoren (s. Kapitel  5.1.4) können Bewegungs-
vektoren Zwischengitterpositionen adressieren. In diesem Fall werden die zur Interpolation benötig-
ten Luminanzwerte mittels bilinearer Interpolation aus den die Zwischengitterposition umgebenden 
Werten berechnet. 
In verkürzter Schreibweise gilt für ein Pixel ܨாா an der Position ݔԦ ∈ ܴாா im Zwischenbild ݊ ൅ ߙ: 
1.) ܨாா ൌ ܨொ஽ସ ൌ ܯܧܦሺܨி஻; ܨிி; ܨ஻஻; ܨ஻ிሻ. (5.25)
Auf Grund der geraden Anzahl an Filter-Taps wird der minimale und maximale Luminanzwert un-
terdrückt. Folglich wird einem Pixel ܨாா in diesem Fall der Mittelwert der beiden verbleibenden 
Luminazwerte zugewiesen. Falls sich die beiden gemittelten Werte z. B. auf Grund falscher Vekto-
ren oder Änderungen der Beleuchtungssituation deutlich unterscheiden sollten, reduziert die Tief-
pass-Charakteristik des Filters den Interpolationsfehler zu Lasten der Bildschärfe. Die Interpolation 
des Luminanzwertes ܨாா erfolgt somit durch eine vektorgestützte, fehlertolerante Mittelung. 
Da die Vektorfeldprojektion das Vektorfeld in Aufdeckungsbereichen aus räumlich und zeitlich 
benachbarten Vektoren generiert, die in den meisten Fällen aus Regionen mit eindeutiger Zuord-
nung stammen, werden die Pixel ܨா஺ und ܨ஺ா ebenfalls nach (5.25) interpoliert: 
2.) ܨா஺ ൌ ܨ஺ா ൌ ܨொ஽ସ. (5.26)
In Bildbereichen, in denen je ein Vektor aus einem eindeutigen Bereich sowie einem Verdeckungs-
bereich stammt, wird ein Median-Filter mit 7 Taps verwendet. Die beiden Luminanzwerte aus dem 
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vorangegangenen und dem nachfolgenden Originalbild, welche nicht durch den aus dem Verde-
ckungsbereich stammenden Vektor adressiert werden, sind hier im Vergleich zur Interpolation nach 
(5.25) mit einem höheren Gewicht vertreten. Das gewichtete Median-Filter berücksichtigt daher die 
in den meisten Fällen höhere Zuverlässigkeit der Bewegungsvektoren, die nicht aus Verdeckungs-
bereichen stammen. Zusätzlich wird der Luminazwert ܨெ஼஺ସ, welcher einer Mittelung aller vier 
vektoriell adressierter Pixel entspricht, als siebtes Filterelement verwendet: 
ܨெ஼஺ସ ൌ 0,25 ∙ ሺܨி஻ ൅ ܨிி ൅ ܨ஻஻ ൅ ܨ஻ிሻ. (5.27)
Der Wert ܨெ஼஺ସ setzt sich üblicherweise dann durch, wenn sich die einzelnen Luminanzwerte signi-
fikant unterscheiden. Im Vergleich zur Interpolation ܨொ஽ସ weist dieses Filter eine stärkere Tief-
pass-Charakteristik auf, da mögliche Ausreißer nicht ausgeschlossen werden. Für die sich somit 
ergebenden Median-Filter der Bildpunkte ܨா௏ und ܨ௏ா gilt folglich: 
3a.) ܨா௏ ൌ ܯܧܦሺ2 ◊ ܨி஻; 2 ◊ ܨிி; ܨ஻஻; ܨ஻ி; ܨெ஼஺ସሻ, (5.28)
3b.) ܨ௏ா ൌ ܯܧܦሺܨி஻; ܨிி; 2 ◊ ܨ஻஻; 2 ◊ ܨ஻ி; ܨெ஼஺ସሻ. (5.29)
Die Interpolationsfilter der Pixel ܨ஺௏ und ܨ௏஺ entsprechen weitestgehend den Filtern (5.28) und 
(5.29). Allerdings haben Simulationen gezeigt, dass hier durch die Verwendung des Luminanzwer-
tes ܨொ஽ସ anstelle von ܨெ஼஺ସ etwas bessere Interpolationsergebnisse erzielt werden können. Für die 
kaskadierten Median-Filter der Bildpunkte ܨ஺௏ und ܨ௏஺ gilt daher: 
4a.) ܨ஺௏ ൌ ܯܧܦሺ2 ◊ ܨி஻; 2 ◊ ܨிி; ܨ஻஻; ܨ஻ி; ܨொ஽ସሻ, (5.30)
4b.) ܨ௏஺ ൌ ܯܧܦሺܨி஻; ܨிி; 2 ◊ ܨ஻஻; 2 ◊ ܨ஻ி; ܨொ஽ସሻ. (5.31)
Falls beide Vektoren aus einem Verdeckungsbereich stammen sollen, müssen sich die Vektoren in 
Betrag und/oder Richtung unterscheiden. Aus diesem Grund gehen alle vier vektoriell adressierten 
Luminanzwerte mit gleichem Gewicht in die Filterung ein. Als fünftes Filterelement wird auch hier 
der Wert ܨெ஼஺ସ verwendet: 
5.) ܨ௏௏ ൌ ܨொ஽ହ ൌ ܯܧܦሺܨி஻; ܨிி; ܨ஻஻; ܨ஻ி; ܨெ஼஺ସሻ. (5.32)
Im umgekehrten Fall, wenn beide Vektoren aus einem Aufdeckungsbereich stammen sollen, be-
rücksichtigt das verwendete 5-Tap Median-Filter neben den bewegungsvektorgestützten Werten 
ܨிி, ܨ஻஻ und ܨொ஽ସ die nicht verschobenen Luminanzwerte der betrachteten Position der benach-
barten Bilder ܨሺ݊ሻ und ܨሺ݊ ൅ 1ሻ: 
6.) ܨ஺஺ ൌ ܯܧܦሺܨிி; ܨ஻஻; ܨொ஽ସ; ܨሺ݊ሻ; ܨሺ݊ ൅ 1ሻሻ. (5.33)
Zusammengefasst gilt für die Median-basierte Interpolation mit Okklusionsbehandlung (MBIO) in 
verkürzter Schreibweise für ein Pixel ܨெ஻ூை an der Position ݔԦ im Zwischenbild ݊ ൅ ߙ: 
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ܨெ஻ூை ൌ
ە
ۖ
ۖ
ۖ
۔
ۖ
ۖ
ۖ
ۓܯܧܦሺܨி஻; ܨிி; ܨ஻஻; ܨ஻ிሻ , ݓ݁݊݊ ݔԦ ∈ ሼܴாா ∪ ܴா஺ ∪ ܴ஺ாሽ
ܯܧܦሺ2 ◊ ܨி஻; 2 ◊ ܨிி; ܨ஻஻; ܨ஻ி; ܨெ஼஺ସሻ , ݓ݁݊݊ ݔԦ ∈ ܴா௏
ܯܧܦሺܨி஻; ܨிி; 2 ◊ ܨ஻஻; 2 ◊ ܨ஻ி; ܨெ஼஺ସሻ , ݓ݁݊݊	ݔԦ ∈ ܴ௏ா
ܯܧܦሺ2 ◊ ܨி஻; 2 ◊ ܨிி; ܨ஻஻; ܨ஻ி; ܨொ஽ସሻ , ݓ݁݊݊	ݔԦ ∈ ܴ஺௏
ܯܧܦሺܨி஻; ܨிி; 2 ◊ ܨ஻஻; 2 ◊ ܨ஻ி; ܨொ஽ସሻ , ݓ݁݊݊	ݔԦ ∈ ܴ௏஺
ܯܧܦሺܨி஻; ܨிி; ܨ஻஻; ܨ஻ி; ܨெ஼஺ସሻ , ݓ݁݊݊	ݔԦ ∈ ܴ௏௏
ܯܧܦሺܨிி; ܨ஻஻; ܨொ஽ସ; ܨሺ݊ሻ; ܨሺ݊ ൅ 1ሻሻ , ݓ݁݊݊ ݔԦ ∈ ܴ஺஺
 . (5.34)
5.6 Quantitativer Vergleich 
Bidirektionale Bewegungsschätzung 
Durch die Erweiterung des in Kapitel 5.1 vorgestellten OPBM-Algorithmus um eine zweite, zeitlich 
entgegen gerichtete Schätzung kann die Qualität der resultierenden Bewegungsvektorfelder deutlich 
verbessert werden. Die Ergebnisse in Abbildung 5.19a und b belegen eine PSNR-Steigerung um 
0,96 dB bei einem gleichzeitigen Homogenitätsgewinn von 19%. Durch die in Abbildung 5.18 er-
läuterte Verschachtelung der Vor- und Rückwärtsschätzung steigt der PSNR-Wert im Durchschnitt 
um weitere 0,47 dB von ursprünglich 30,18 dB auf 31,61 dB an. Die hier vorgestellte bidirektionale 
Bewegungsschätzung ermöglicht somit in Kombination mit einer angepassten Zwischenbildinterpo-
lation einen signifikanten Qualitätsgewinn. 
 
Abbildung 5.19a:  Vektorfeldqualität (PSNR) des bidirektionalen OPBM-Algorithmus mit und oh-
ne Verschachtelung der Vor- und Rückwärtsschätzung im Vergleich zum unidi-
rektionalen Algorithmus. 
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Abbildung 5.19b:  Vektorfeldqualität (VFSI) des bidirektionalen OPBM-Algorithmus mit und ohne 
Verschachtelung der Vor- und Rückwärtsschätzung im Vergleich zum unidirek-
tionalen Algorithmus. 
Die Simulationsergebnisse aus Abbildung 5.20 zeigen, dass auch im Falle der bidirektionalen 
Schätzung die optimale Blockgröße des OPBM-Algorithmus in Bezug auf den PSNR-Wert bei 
8 ൈ 8 px liegt. Allerdings kann hier im Vergleich zur unidirektionalen Schätzung nur eine relativ 
geringe Qualitätssteigerung durch die Vergrößerung des Match-Blocks erzielt werden. 
 
Abbildung 5.20a:  Abhängigkeit der Vektorfeldqualität (PSNR) beim uni- und bidirektionalen 
OPBM-Algorithmus von der (Match-) Blockgröße. 
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Abbildung 5.20b:  Abhängigkeit der Vektorfeldqualität (VFSI) beim uni- und bidirektionalen 
OPBM-Algorithmus von der (Match-) Blockgröße. 
Die Qualität des bidirektionalen Algorithmus wurde analog zu den Untersuchungen in Kapitel 5.1.3 
in Abhängigkeit von ca. 200 unterschiedlichen Gruppierungen mit 1 bis 12 horizontal und vertikal 
angeordneten Korrekturvektoren (Betrag 1, 4 und 8) bestimmt. Der Vergleich der Ergebnisse in 
Abbildung 5.21 zeigt, dass die Pareto-Front der bidirektionalen Bewegungsschätzung die Front der 
unidirektionalen Schätzung strikt dominiert. Die bisherige Schlussfolgerung, welche besagt, dass 
durch die schrittweise Vergrößerung der Update-Vektormenge die Genauigkeit des Vektorfeldes zu 
Lasten der Homogenität verbessert werden kann, gilt auch im hier betrachteten Fall. Eine Ver-
schlechterung der Resultate tritt allerdings auf, sobald mehr als 8 Korrekturvektoren verwendet 
werden. Dieses Ergebnis wird in Abbildung 5.21 durch die Darstellung der PSNR-optimalen Up-
date-Vektormengen mit minimaler Anzahl Kandidatenvektoren hervorgehoben. Eine qualitative 
Verbesserung kann somit auch hier nicht durch die stetige Vergrößerung der Update-Vektormenge 
erzielt werden, sondern nur durch eine optimale Auswahl und Gruppierung der Vektoren sowie ei-
ner individuellen Gewichtung der einzelnen Gruppen. Die in Abbildung 5.21 hervorgehobenen Up-
date-Vektormengen sind in Tabelle 5.4 zusammengefasst. 
Die Qualität der Bewegungsvektorfelder kann auch beim bidirektionalen OPBM-Algorithmus durch 
Einführung weiterer Iterationen gesteigert werden. Mit Hilfe der Optimierungsumgebung wurden 
erneut die nun bis zu 42 Parameter zur Gewichtung der DFD-Werte der einzelnen Iterationen opti-
mal aufeinander abgestimmt. Die Qualitätssteigerung fällt bei gleichbleibender Homogenität des 
Vektorfeldes allerdings geringer als bei der unidirektionalen Schätzung aus (Abbildung 5.22). Dies 
ist darauf zurückzuführen, dass durch die Verschachtelung der Vor- und Rückwärtsschätzung be-
reits zwei Iterationen auf einem betrachteten Bildpaar stattfinden. Konvergenzprozesse können da-
her schon in diesem ersten zweigeteilten Schritt beschleunigt oder abgeschlossen werden. 
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Abbildung 5.21: Vergleich der Vektorfeldqualität des uni- und bidirektionalen OPBM-
Algorithmus bei Verwendung unterschiedlicher Update-Vektormengen. 
Id Update-Vektormengen UId | UId | PSNR [dB] VFSI
Standard UV 
1 {0:-1;0:1;-1:0;1:0;0:-4;0:4;-4:0;4:0} 8 31,60 2,33 
Pareto-optimale UV 
2 {0:-1;0:1;-1:0;1:0}#1 1 29,77 3,24 
3 {0:-1;0:1;-1:0;1:0}#2 2 30,39 3,07 
4 {0:-1;0:1;-1:0;1:0}#3 3 30,64 3,01 
5 {0:-1;0:1;-1:0;1:0} 4 31,11 2,89 
6 {0:-1;0:1;-1:0;1:0}; {0:-4;0:4;-4:0;4:0}#1 5 31,38 2,59 
7 {0:-1;0:1;-1:0;1:0}; {0:-4;0:4;-4:0;4:0}#2 6 31,48 2,49 
9 {-1:0;1:0;0:-1;0:1;-4:0;4:0}; {0:-4;0:4;-8:0;8:0;0:-8;0:8}#1 7 31,65 2,38 
21 {-1:0;1:0;0:-1;0:1;-4:0;4:0}; {0:-4;0:4;-8:0;8:0;0:-8;0:8}#2 8 31,66 2,29 
PSNR-optimale UV 
10 {0:-1;0:1;-1:0;1:0;0:-4;0:4;-4:0;4:0;0:-8;0:8;-8:0;8:0}#1 1 30,71 2,49 
11 {-1:0;1:0;-4:0;4:0}#1; {0:-1;0:1;0:-4;0:4;-8:0;8:0;0:-8;0:8}#1 2 31,16 2,39 
12 {-1:0;1:0;-4:0;4:0}#2;{0:-1;0:1;0:-4;0:4;-8:0;8:0;0:-8;0:8}#1 3 31,30 2,39 
13 {-1:0;1:0}; {0:-1;0:1;-4:0;4:0}#1; {0:-4;0:4;-8:0;8:0;0:-8;0:8}#1 4 31,52 2,42 
14 {-1:0;1:0}; {0:-1;0:1;-4:0;4:0}#2; {0:-4;0:4;-8:0;8:0;0:-8;0:8}#1 5 31,55 2,42 
22 {-1:0;1:0}; {0:-1;0:1;-4:0;4:0}#3; {0:-4;0:4;-8:0;8:0;0:-8;0:8}#1 6 31,61 2,40 
23 {-1:0;1:0;0:-1;0:1;-4:0;4:0;-8:0;8:0}; {0:-4;0:4;0:-8;0:8}#1 9 31,63 2,23 
24 {-1:0;1:0;0:-1;0:1;-4:0;4:0}; {0:-4;0:4;-8:0;8:0;0:-8;0:8}#4 10 31,62 2,20 
19 {-1:0;1:0;0:-1;0:1;-4:0;4:0}; {0:-4;0:4;-8:0;8:0;0:-8;0:8}#5 11 31,61 2,16 
20 {0:-1;0:1;-1:0;1:0;0:-4;0:4;-4:0;4:0;0:-8;0:8;-8:0;8:0} 12 31,49 2,02 
Tabelle 5.4: Ausgewählte Update-Vektormengen (UV) aus Abbildung 5.21. 
Von besonderer Bedeutung ist der in Abbildung 5.22 gezeigte Vergleich der bidirektionalen Schät-
zung mit einer Iteration und der unidirektionalen Bewegungsschätzung mit zwei Iterationen, da 
beide Varianten in Bezug auf den Schätzprozess eine identische Rechenkomplexität aufweisen. Bei 
gleich bleibender Homogenität des resultierenden Vektorfeldes erzielt die bidirektionale Variante 
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des OPBM-Algorithmus ein um bis zu 0,9 dB besseres Ergebnis. Der Vergleich mit der unidirekti-
onalen Variante bei lediglich einer Iteration fällt mit einer Steigerung des PSNR-Wertes um 2,2 dB 
noch deutlicher aus. Die unidirektionale Bewegungsschätzung wird somit eindeutig auch bei Ver-
wendung mehrerer Iterationen von der bidirektionalen Schätzung dominiert. 
 
Abbildung 5.22: Vergleich der Vektorfeldqualität des uni- und bidirektionalen OPBM-
Algorithmus mit unterschiedlicher Iterationszahl und individuell angepassten Pa-
rametern zur Gewichtung der DFD-Werte. 
Adaptive und fehlertolerante Zwischenbildinterpolation 
Die hier vorgestellte bidirektionale Bewegungsschätzung kann das zuvor gezeigte Potenzial erst 
durch die Verwendung der speziell angepassten Projektion des Vektorfeldes und die darauf aufbau-
ende Interpolation der Zwischenbilder vollständig ausschöpfen. In Abbildung 5.23 werden unter-
schiedliche Interpolationsfilter, welche jeweils das Vektorfeld des OPBM-Algorithmus erhalten, 
verglichen. Als Referenz werden das Interpolationsergebnis des MCA-Algorithmus in Kombination 
mit der unidirektionalen Bewegungsschätzung, sowie die Ergebnisse mehrerer nicht-adaptiver In-
terpolationsalgorithmen, die auf die Informationen eines bidirektionalen Vektorfeldes zugreifen 
können, in den Vergleich einbezogen. Eine Übersicht dieser Verfahren liefert Tabelle 5.5. 
Bezeichnung Interpolationsvorschrift  
MCA (uni) ܨெ஼஺ ൌ 0,5 ∙ ሺܨி஻ ൅ ܨிிሻ (2.8) 
MCA (bi) ܨெ஼஺,	௕௜ ൌ 0,5 ∙ ሺܨிி ൅ ܨ஻஻ሻ - 
MCA4 ܨெ஼஺ସ ൌ 0,25 ∙ ሺܨி஻ ൅ ܨிி ൅ ܨ஻஻ ൅ ܨ஻ிሻ (5.27) 
MED4 ܨொ஽ସ ൌ ܯܧܦሺܨி஻; ܨிி; ܨ஻஻; ܨ஻ிሻ (5.25) 
MED5 ܨொ஽ହ ൌ ܯܧܦሺܨி஻; ܨிி; ܨ஻஻; ܨ஻ி; ܨெ஼஺ସሻ (5.32) 
MBIO ܨெ஻ூை (5.34) 
Tabelle 5.5: Übersicht der Interpolationsalgorithmen des in Abbildung 5.23 gezeigten Vergleichs. 
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Abbildung 5.23: Quantitativer Vergleich der in Tabelle 5.5 aufgelisteten Verfahren zur Zwi-
schenbildinterpolation unter Verwendung des Vektorfeldes des uni- bzw. bidi-
rektionalen OPBM-Algorithmus. 
Der gemessene Qualitätsgewinn der MBIO-Interpolation ist im Vergleich zu den Algorithmen 
MCA4, MED4 und MED5, welche ebenfalls das Vektorfeld des bidirektionalen OPBM-
Algorithmus verwenden, im Durchschnitt und nicht weiter differenzierter Betrachtung relativ ge-
ring. Dies ist darauf zurückzuführen, dass diese Interpolationsvorschriften Bestandteil des MBIO-
Algorithmus sind und in Abhängigkeit von der Auf- und Verdeckungsinformation ausgewählt wer-
den. Da die in Tabelle 5.3 unterschiedenen Interpolationsbereiche teilweise einen relativ geringen 
Anteil der Bildfläche einnehmen, wird der in diesen Bereichen durch den adaptiven Algorithmus 
realisierte Qualitätsgewinn bei einer Mittelung über die gesamte Bildfläche schwach durch die 
PSNR-Metrik ausgedrückt. Der durchschnittliche Flächenanteil der einzelnen Bereiche an der Ge-
samtfläche ist in Abbildung 5.24 für die hier verwendeten Testsequenzen wiedergegeben. 
 
Abbildung 5.24: Durchschnittlicher Anteil der einzelnen in Tabelle 5.3 unterschiedenen Bildbe-
reiche an der gesamten Bildfläche bei den hier verwendeten Testsequenzen (Bi-
kechase bis Wheel). Randbereiche werden hierbei nicht berücksichtigt. 
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Da die Auf- und Verdeckungsbereiche in Kantennähe bewegter Objekte liegen, ist die dort erzielte 
Interpolationsqualität für die menschliche Wahrnehmung von besonderer Bedeutung. Aus diesem 
Grund erfolgt in Abbildung 5.25 der Vergleich der Simulationsergebnisse differenziert anhand der 
neun unterschiedenen Interpolationsbereiche. In dieser Darstellung wird der in einzelnen Teilberei-
chen erzielte signifikante Qualitätsgewinn von bis zu 0,42 dB im Vergleich zum nächst besten In-
terpolationsergebnis deutlich. 
 
Abbildung 5.25: Differenzierter quantitativer Vergleich der unterschiedlichen Interpolationsalgo-
rithmen in Abhängigkeit vom jeweiligen Bildbereich (s. Tabelle 5.3). 
Durch die hier präsentierte bidirektionale Bewegungsschätzung mit Verschachtelung der Vor- und 
Rückwärtsschätzung und Optimierung aller Parameter kann in Kombination mit einer Vektorfeld-
projektion mit Okklusionsbehandlung und einer adaptiven, fehlertoleranten Interpolation ein signi-
fikant besseres Ergebnis als mit allen betrachteten Vergleichsverfahren erzielt werden. 
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6 Zusammenfassung 
Eine qualitativ hochwertige Bewegungsschätzung und die darauf aufbauende vektorgestützte Inter-
polation von Zwischenbildern sind für viele Anwendungen der Videosignalverarbeitung von hoher 
Bedeutung. Das im Rahmen dieser Arbeit entwickelte Konzept einer bidirektionalen Bewegungs-
schätzung weist in Kombination mit einer adaptiven fehlertoleranten Interpolation viele neue vor-
teilhafte Eigenschaften auf. 
Die Bewegungsschätzung erfolgt hier mit Hilfe eines prädiktiven Block-Matching-Algorithmus, der 
die Bewegungsinformation bidirektional bestimmt. Der Algorithmus und die zugehörigen Konfigu-
rationsparameter wurden in Hinblick auf die nachfolgende Zwischenbildinterpolation optimiert. Auf 
Grund der hohen Anzahl unterschiedlicher Parameter und der Erfordernis mehrere konkurrierende 
Gütekriterien zu berücksichtigen, wurde das System mittels einer neuartigen Umgebung zur multik-
riteriellen Optimierung Pareto-optimal abgestimmt. 
Die aus der bidirektionalen Bewegungsschätzung resultierende Redundanz der Vektorfelder wird 
sowohl in der Projektion der Bewegungsvektoren in das zeitliche Raster der Zwischenbilder als 
auch in der eigentlichen Interpolation erfolgreich zur Verbesserung der Toleranz gegenüber fehler-
haften Bewegungsvektoren eingesetzt. Zur Interpolation der Zwischenbilder wird eine neuartige 
bewegungsvektorgestützte nichtlineare Technik verwendet, die bildbereichsanhängig speziell ange-
passte gewichtete Medianfilter einsetzt. Die adaptive fehlertolerante Interpolation ermöglicht 
dadurch beispielsweise in den für die menschliche Wahrnehmung kritischen Auf- und Verde-
ckungsbereichen eine signifikante Verbesserung der resultierenden Bildqualität. 
Die Wirksamkeit des Gesamtkonzepts, bestehend aus Bewegungsschätzung, Vektorfeldprojektion 
und Zwischenbildinterpolation sowie der Optimierung der Konfigurationsparameter mit Hilfe der 
Optimierungsumgebung, wurde durch den Vergleich mit zahlreichen Referenzverfahren aus der 
Literatur bestätigt. Insbesondere in kritischen Bildsequenzen mit komplexen und schnellen Bewe-
gungsformen erweist sich das entwickelte Konzept als sehr robust und qualitativ überlegen. 
Eine Auswahl relevanter Simulationsergebnisse, die im Rahmen dieser Arbeit präsentiert wurden, 
ist abschließend in Abbildung 6.1 zusammengefasst. Der Vergleich belegt die Verbesserung der 
interpolierten Zwischenbilder durch die bidirektionale Bewegungsschätzung OPBM anhand der 
signifikanten Steigerung des über acht Bildsequenzen gemittelten PSNR-Wertes um 1,9 dB gegen-
über dem besten Referenzverfahren aus der Literatur (PPC). 
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Abbildung 6.1: Abschließender Vergleich der resultierenden Bildqualität einer Zwischenbildin-
terpolation in Abhängigkeit von im Rahmen dieser Arbeit vorgestellten Algo-
rithmen zur Bewegungsschätzung. 
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A Anhang 
A.1 Übersicht der verwendeten Testsequenzen 
Im Folgenden werden die in dieser Arbeit verwendeten Testsequenzen aufgelistet. Zu jeder ver-
wendeten Sequenz sind jeweils drei Bilder zu den Zeitpunkten n = 0, 20 und 40 angegeben. Des 
Weiteren werden die mittels unidirektionalem PPBM- und bidirektionalem OPBM-Algorithmus 
bestimmten Bewegungsvektorfelder zum Zeitpunkt n = 20 gezeigt. Die Bewegungsvektoren sind 
dabei sowohl durch Falschfarben als auch Vektorpfeile dargestellt. 
Bikechase 
 
n = 0 n = 20 n = 40 
  
PPBM (n = 20) OPBMbidir (n = 20) 
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Biketrip 
 
n = 0 n = 20 n = 40 
  
PPBM (n = 20) OPBMbidir (n = 20) 
Fußball 
 
n = 0 n = 20 n = 40 
  
PPBM (n = 20) OPBMbidir (n = 20) 
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Housepan 
 
n = 0 n = 20 n = 40 
,  
PPBM (n = 20) OPBMbidir (n = 20) 
Matrix 
 
n = 0 n = 20 n = 40 
  
PPBM (n = 20) OPBMbidir (n = 20) 
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Outbreak 
 
n = 0 n = 20 n = 40 
  
PPBM (n = 20) OPBMbidir (n = 20) 
Sailorpan 
 
n = 0 n = 20 n = 40 
  
PPBM (n = 20) OPBMbidir (n = 20) 
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Wheel 
 
n = 0 n = 20 n = 40 
  
PPBM (n = 20) OPBMbidir (n = 20) 
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A.2 Multikriterielle Testprobleme 
Genereller Aufbau der Testprobleme T1 bis T6 [92, 93]: 
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Im Folgenden werden die sechs verwendeten Testprobleme im Detail vorgestellt. Zusätzlich ist in 
Abbildung A.2 bis Abbildung A.7 neben der globalen Pareto-Front der jeweiligen Testfunktion das 
Ergebnis einer Parameteroptimierung mit der vorgestellten Optimierungsumgebung eingezeichnet. 
Die jeweilige Optimierung wurde mit den in Tabelle A.1 genannten Einstellungen durchgeführt. 
 T1, T2, T3, T6 T4 T5 
Maximale Individuenzahl 20000 
Größe der Initialpopulation 300 
Anzahl Eltern und Nachkommen 20 
Selektor SPEA2 
 Tournament-Selektion 2 
 Archivgröße 150 
Rekombination Uniform Crossover Intermediate Line Single Point Crossover
 Wahrscheinlichkeit 0,9 
Mutation Polynomial Independent-Bit 
 Wahrscheinlichkeit 0,01 0,5 
Gradientensuche SQP keine 
 Start-Generation 250 
 Generationsintervall 50 
 Individuen pro Generation 10 
 Max. Anzahl Evaluationen 50 
Tabelle A.1: Einstellungen der Optimierungsumgebung 
A.2.1 T1: Konvexität 
Die Pareto-optimale Front ist beim Testproblem T1 durch g(x) = 1 gegeben und hat einen konvexen 
Verlauf (Abbildung A.2). Die Elemente der Lösungsmenge sind gleichförmig über den Suchraum 
verteilt. 
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Abbildung A.2: Konvexe Pareto-Front der Testfunktion T1. 
A.2.2 T2: Nicht-Konvexität 
Die Pareto-optimale Front ist beim Testproblem T2 durch g(x) = 1 gegeben und hat einen konkaven 
Verlauf (Abbildung A.3). Die Elemente der Lösungsmenge sind gleichförmig über den Suchraum 
verteilt. 
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Abbildung A.3: Konkave Pareto-Front der Testfunktion T2. 
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A.2.3 T3: Unstetigkeit 
Mit Hilfe der Funktion T3 kann die Diversität der Lösungsmenge im Falle einer unstetigen Pareto-
Front überprüft werden. Die Pareto-optimale Front ist durch g(x) = 1 gegeben und besteht aus ab-
schnittsweise stetigen, konvexen Bereichen (Abbildung A.4). 
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Abbildung A.4: Stückweise stetige Pareto-Front der Testfunktion T3. 
A.2.4 T4: Multimodalität 
Durch die Funktion g wird beim Problem T4 eine sehr große Anzahl (219) lokaler Pareto-Fronten 
generiert, welche die Konvergenz zur globalen Pareto-Front behindern. Die globale Pareto-Front ist 
durch g(x) = 1 gegeben. 
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Abbildung A.5: Pareto-Front der Testfunktion T4. 
A.2.5 T5: Täuschung 
Im Gegensatz zu allen anderen verwendeten Testproblemen repräsentiert die Parameterkombination 
x beim Problem T5 einen Binärstring, so dass mit diesem Testproblem insbesondere diskrete Re-
kombinations- und binäre Mutationsverfahren getestet werden können. Die globale Pareto-Front ist 
durch g(x) = 10 gegeben und besteht aus einer konvexen Anordnung diskreter Punkte 
(Abbildung A.6). Durch die nicht-lineare Funktion v(x) werden zahlreiche lokale Fronten gebildet, 
welche ein Optimierungsverfahren täuschen können. 
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Abbildung A.6: Konvexe Anordnung der diskreten Pareto-Menge der Testfunktion T5. 
A.2.6 T6: Ungleichförmigkeit 
Beim Testproblem T6 sind die Lösungen ungleichförmig entlang der Pareto-Front verteilt und häu-
fen sich im Bereich f1(x) = 1. Des Weiteren ist die Dichte der Individuen nahe der Pareto-Front ge-
ringer als bei den Individuen, die weiter von der Front entfernt liegen. Die konkav gekrümmte Pare-
to-Front ist durch g(x) = 1 gegeben (Abbildung A.7). 
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Abbildung A.7: Konkave Pareto-Front mit ungleichförmiger Dichteverteilung der Testfunktion 
T6; zur besseren Visualisierung der Ungleichförmigkeit ist zusätzlich das Opti-
mierungsergebnis ohne zusätzliche SQP-Gradientensuche wiedergegeben. 
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A.2.7 Vergleich unterschiedlicher Operatorkombinationen 
 
Tabelle A.2: Vergleich unterschiedlicher Rekombinations- und Mutationsoperatoren in Kombinati-
onen mit der SPEA2-Selektion anhand des additiven, binären Epsilon-Indikators Iε+ für 
die Testprobleme T1 bis T6 nach 20.000 simulierten Individuen. 
Testproblem Rekombination BGA DBGA Logarithmic Polynomial TVM Independent Bit OneBit DBGA Random Mittelwert
BLX 0,0015 0,0014 0,0013 0,0018 0,0014 0,0015 0,0022 0,0018 0,0016
GTX 0,8105 0,3203 0,1883 0,3750 0,8550 0,2884 1,2519 1,1940 0,6604
Intermediate 0,4698 0,1348 0,2778 0,0148 0,6748 0,4687 0,6121 0,2922 0,3681
Line 0,4698 0,1348 0,2778 0,0148 0,6748 0,4687 0,6121 0,2922 0,3681
SBX 0,0615 0,0389 0,0330 0,0261 0,0834 0,0772 0,0622 0,0871 0,0587
Single Point 0,4562 0,2385 0,1727 0,4535 0,7154 0,5916 0,7652 0,2966 0,4612
SPX 2,4051 2,4051 1,3506 2,4051 2,1466 2,4051 2,1268 2,4051 2,2062
Uniform 0,1799 0,2264 0,2335 0,4126 0,6072 0,1784 0,5530 0,2513 0,3303
Mittelwert 0,6068 0,4375 0,3169 0,4630 0,7198 0,5599 0,7482 0,6025
BLX 0,0029 0,0023 0,0027 0,0018 0,0031 0,0032 0,0030 0,0025 0,0027
GTX 2,5240 0,5933 1,1026 1,0037 2,6910 1,4195 3,1341 2,4355 1,8630
Intermediate 0,9808 0,6055 1,7953 0,0399 1,9440 1,7368 1,9523 0,9965 1,2564
Line 0,9808 0,6055 1,7953 0,0399 1,9440 1,7368 1,9523 0,9965 1,2564
SBX 0,3901 0,4607 1,0066 0,2478 0,3841 0,3282 0,3121 0,3050 0,4293
Single Point 1,2940 1,0738 0,9369 2,0265 1,8432 1,8345 1,8684 1,0099 1,4859
SPX 3,9774 3,8792 2,1344 3,9774 3,9774 3,9774 3,9774 3,9774 3,7348
Uniform 1,4750 0,7427 0,0525 0,9249 1,7180 1,3022 1,4785 0,9700 1,0830
Mittelwert 1,4531 0,9954 1,1033 1,0327 1,8131 1,5423 1,8348 1,3367
BLX 0,0006 0,0002 0,0015 0,0013 0,0005 0,0006 0,0005 0,0010 0,0008
GTX 0,7802 0,4244 0,2469 0,2054 0,8373 0,4167 0,7056 1,0124 0,5786
Intermediate 0,2306 0,1849 0,0493 0,0252 0,4186 0,2324 0,2415 0,2309 0,2017
Line 0,2306 0,1849 0,0493 0,0252 0,4186 0,2324 0,2415 0,2309 0,2017
SBX 0,0334 0,0343 0,0176 0,0489 0,0486 0,0331 0,0232 0,0414 0,0351
Single Point 0,2471 0,1263 0,1301 0,2420 0,2629 0,2044 0,4015 0,0726 0,2109
SPX 2,1310 2,1310 0,6336 2,1310 2,1310 2,0048 2,1310 2,1310 1,9280
Uniform 0,1583 0,0075 0,1583 0,2097 0,2044 0,1529 0,2044 0,0238 0,1399
Mittelwert 0,4765 0,3867 0,1608 0,3611 0,5402 0,4097 0,4936 0,4680
BLX 1,2573 7,6095 3,2156 3,4139 6,0686 4,8274 1,4951 7,6653 4,4441
GTX 2,8738 16,5905 11,3495 10,8623 33,4185 2,7756 12,0768 18,2399 13,5234
Intermediate 1,5807 5,6827 2,2999 3,5451 3,2984 1,9140 1,9376 1,4321 2,7113
Line 1,5807 5,6827 2,2999 3,5451 3,2984 1,9140 1,9376 1,4321 2,7113
SBX 9,6349 15,5514 9,9022 15,3492 15,9490 11,8750 21,3421 16,1544 14,4698
Single Point 2,6868 8,3072 9,6148 15,5485 22,2949 8,0951 24,8689 8,9353 12,5439
SPX 0,0000 1,5240 0,6742 1,7442 0,0000 2,3323 0,0000 0,0000 0,7843
Uniform 1,8661 10,4111 13,0399 13,4141 13,6153 7,8313 15,7577 10,2259 10,7702
Mittelwert 2,6850 8,9199 6,5495 8,4278 12,2429 5,1956 9,9270 8,0106
BLX 5 6 3 5 5 4 6 5 4,88
GTX 6 5 1 6 6 4 6 6 5,00
Intermediate 5 4 1 6 4 6 5 5 4,50
Line 5 4 1 6 4 6 5 5 4,50
SBX 6 5 6 6 6 5 7 5 5,75
Single Point 10 8 1 10 10 9 10 8 8,25
SPX 5 5 1 6 5 4 5 5 4,50
Uniform 9 10 10 10 10 9 10 7 9,38
Mittelwert 6,38 5,88 3,00 6,88 6,25 5,88 6,75 5,75
BLX 0,0128 0,0108 0,0108 0,0108 0,9212 0,0108 0,9212 0,9212 0,3524
GTX 0,0108 0,0108 0,0108 0,0108 0,7043 0,0108 0,0108 0,0108 0,0975
Intermediate 2,6337 4,0526 2,7824 0,5846 5,0016 4,2693 4,5768 3,4690 3,4213
Line 2,6337 4,0526 2,7824 0,5846 5,0016 4,2693 4,5768 3,4690 3,4213
SBX 1,3231 1,2860 1,1442 1,3864 1,3285 1,3085 1,5526 1,5800 1,3637
Single Point 3,7714 3,0817 0,0108 3,6756 5,0585 4,5286 5,1600 3,7238 3,6263
SPX 6,1418 6,6557 5,3843 6,5482 6,5058 5,8883 6,2022 6,0874 6,1767
Uniform 2,7732 3,9579 0,0108 3,6624 4,9604 4,5517 5,2771 4,2622 3,6820
Mittelwert 2,4126 2,8885 1,5171 2,0579 3,6852 3,1046 3,5347 2,9404
T4
T5
T6
Mutation
T1
T2
T3
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