Abstract-We consider the noisy write-once memory (WOM) model to capture the behavior of data-storage devices such as flash memories. The noisy WOM is an asymmetric channel model with non-causal state information at the encoder. We show that a nesting of non-linear polar codes achieves the corresponding Gelfand-Pinsker bound with polynomial complexity.
I. INTRODUCTION
Write-once memory is a model for data-storage devices, where a set of binary cells are used to store data, and the cell levels can only increase when the data is rewritten. This model was first proposed in [13] , and it is related to earlier models for channel coding with state information [4] , [11] . The WOM model was recently identified as a good model for flash memories, where rewriting delays expensive block erasures and by that leads to better preservation of cell quality and higher performance [8] , [15] .
In this paper we propose a coding scheme for WOM that incorporates error-correction capabilities to protect from noise in the process of writing data to the memory. We consider a stochastic model of writing noise due to Heegard [6] , and propose the first coding scheme that achieves the capacity of the model with polynomial complexity. The coding scheme is based on a nesting of non-linear polar codes.
The majority of previous work on WOM codes do not consider error correction, e.g., in [14] where an algebraic zero-error capacity-achieving coding scheme was presented. A different capacity-achieving scheme, based on polar coding, was proposed in [1] . In contrast, there is little work available when errors are considered. For example, in [3] a capacityachieving coding scheme was presented which corrects a negligible fraction of errors. Further, previous work by the authors [9] proposes a non-capacity-achieving solution based on high-rate polar codes. Other non-capacity-achieving errorcorrecting WOM schemes were proposed in [15] , [16] .
The main contribution of this work is the derivation of a nested polar coding scheme for the noisy WOM channel, with an asymptotically-optimal rate and polynomial complexity. As typically with polar coding schemes, the algorithmic complexity of the proposed scheme is given as O(n log n) under a decoding error probability of 2 −Ω(n 1/2−δ ) for a block length n and any δ > 0.
Comparing with the capacity-achieving polar WOM coding scheme of [1] , we make two important contributions. First, the scheme of this paper poses a capability to correct errors, while the scheme in [1] did not have this capability. Second, the scheme in [1] requires a large amount of randomness to be shared between the encoder and the decoder. The scheme that we propose in this paper requires a significantly smaller amount of randomness to be shared. In fact, under the reasonable approximation of the cell states to be i.i.d., the requirement for shared randomness is completely removed. The reduction of shared randomness is done by the use of non-linear polar codes as proposed in [7] .
We note that the coding scheme presented in this paper is very similar to the scheme presented in [5] , for communication in broadcast channels. While we were unaware of the result of [5] and developed the scheme independently, this paper also has two contributions that were not shown in [5] . First, we connect the scheme to the application of data storage and flash memories, that was not considered in the previous work. Second, the analysis in [5] holds for channels that exhibit a certain technical condition of degradation. In this paper we show that the model of WOM with writing noise in fact exhibit the required degradation condition, and by that show that the scheme achieves the capacity of the considered model.
II. WOM CHANNEL MODEL
A WOM is composed of n cells, where each cell has a state from some finite alphabet. In this paper we assume that the alphabet is {0, 1}. The reason for this is that polar codes are better understood with binary codeword symbols. However, there is no other fundamental difficulty to extend the results of the paper to non-binary alphabets (see, e.g., [1] ). The main property of the WOM is that a cell at state 0 can change its state to 1, but once the cell state is 1, it cannot be changed anymore. The state of the cells is known to a user that wishes to store information on the memory. If some of the cells are in state 1, a code is required for the reliable storage of information, since not every sequence of n bits can be stored directly.
We consider a stochastic i. Fig. 1 . Here X and Y are Bernoulli random variables that correspond to the input and output of a single bit in the memory. If the cell state S is 1, the output Y will be 1 as well, regardless of the value of the input X, corresponding to a stuck bit. Otherwise, if the cell state S is 0, we assume that the memory exhibits a symmetric writing error with crossover probability α. This behavior is summarized by
Finally, in our model of study, we limit the number of cells that the encoder attempts to change from 0 to 1 in the memory. This limitation lends itself naturally to the application of WOM to settings in which multiple writes are considered. We express this limitation by a parameter ϵ that bounds the expectation of the input X given that S = 0 as follows
The capacity of the WOM model is given in the following theorem.
Theorem 1. [6, Theorem 4] The capacity of the memory described by ( 1), ( 2), and ( 3) 
The nested polar coding scheme of this paper achieves the capacity of Theorem 1. The presentation of the scheme requires some notation from polar coding.
III. POLAR CODING NOTATION
For a positive integer n,
Let n be a power of 2. Define a matrix G n = G ⊗ log 2 n where G =
and ⊗ denotes the Kronecker power.
A subset of the rows of G n serves as a generator matrix in linear polar coding schemes. Let U n 1 be the product
A subset of the coordinates of the vector U n 1 will contain the message to be stored in the memory. Our analysis uses the Bhattacharyya parameters. For a conditional distribution P Y|X , where X is a Bernoulli random variable, the Bhattacharyya parameter is defined by
. The Bhattacharyya parameter serves as an upper bound on the decoding error probability in polar codes for symmetric settings. Similarly, define the conditional Bhattacharyya parameter as Z(X|Y)
The conditional Bhattacharyya parameter serves as a decoding error probability bound in polar codes for asymmetric settings. Note that the Bhattacharyya parameter and the conditional Bhattacharyya parameter are equal if X is distributed uniformly.
IV. CODING SCHEME
We start by presenting a rough overview of our coding technique followed by a formal presentation. The achievability of Theorem 1 is shown in [4] , [6] by random coding. The distribution by which the codewords are drawn in this achievability proof is called the capacity-achieving distribution, and it is used in our scheme. We denote this distribution by P X|S . According to the proof of [6, Theorem 4], we have
Our construction is based on a combination of two methods: non-linear polar coding [7] and nested polar coding [10] . Nonlinear polar codes allow to achieve the capacity of asymmetric channels and sources. In nested polar coding for GelfandPinsker-type problems, the encoder first compresses the state using a lossy source code, and then transmits the compressed state together with the source message using a channel code. The consideration of the compressed state in the choice of codeword allows the conditional distribution of the codeword given the state to approximate the capacity-achieving distribution of Equation (4).
Let s n 1 , u n 1 , x n 1 and y n 1 be the realizations of the random variables S n 1 , U n 1 , X n 1 and Y n 1 , respectively. In a channel polar coding scheme, a vector u n 1 is used for representing the source message and a frozen vector. The channel input is the codeword x n 1 = u n 1 G n . The coding scheme polarizes the conditional entropies H(U i |U In addition, in non-linear polar codes, the vector U n 1 is also polarized with respect to the conditional entropies H(U i |U i−1 1 ). We take advantage of these three different polarizations of the vector U n 1 in our coding scheme. It is useful to define the polarized sets according to the conditional Bhattacharyya parameter, as follows:
1 . Note that those sets are not disjoint. The relation between the sets is depicted in Fig. 2 .
The proposed coding scheme takes advantage of the polarized sets as follows. First, the encoder performs a lossy compression of the state s n 1 by the method of [7] . The compression is performed according to an information set I S , defined to be the set of coordinates that are not in the union B ∪ C. The complement of the information set with respect to [n] is denoted as I c S = B ∪ C. Each bit u i for i ∈ I S is set randomly to a value u with probability P U i |U , and therefore they do not affect the joint distribution (X n 1 , S n 1 ). For that reason we can place the source message in those coordinates. Since we also need the message to be decoded reliably given Y n 1 , we restrict it to the coordinates in the set A, which are almost deterministic given
. Taking both restrictions into account, we set the coordinates of u n 1 in the intersection A ∩ B to be equal to the source message.
The rest of the coordinates of u n 1 are set by the encoder according to a set of Boolean functions, as in [7] . Since this set of functions describes the code, it is known to both the encoder and the decoder. 
: almost deterministic given
: almost deterministic given A Fig. 2 . Different polarizations of U n 1 = X n 1 G n .
coordinate i ∈ I S can be decoded reliably only if i ∈ A, since we do not use Boolean functions for the set I S . Therefore, a reliable decoding requires I S to be a subset of A. While we do not know if this fact always holds, we can show that the set difference I S \ A is very small. Therefore, our strategy is to store the vector u I S \A in additional cells. Since we show that the fraction |I S \ A|/n approaches zero for large n, this strategy will not affect the asymptotic rate of the scheme or the expected weight of the codewords. The additional cells should be coded as well to ensure their reliability. In this paper we assume that the additional cells are protected by a non-linear channel polar code, without utilizing the state information at the encoder. We do not discuss the details of the coding of the additional cells. However, we note that since the block length of the additional cells is much smaller than the main block length, the probability of decoding error at the additional cells is higher. In particular, the probability of decoding error at the additional cells is 2 −Ω(n 1/2−δ ) for any δ ′ > δ, while the decoding error probability in the main block of cells is O(2 −n 1/2−δ ), as in standard polar codes. The details of this issue are discussed in the longer version of this paper [2] . We now describe the coding scheme formally.
Construction 2. Encoding
Input: a message m k 1 ∈ {0, 1} k and a state s n 1 ∈ {0, 1} n .
Output: a codeword x n 1 ∈ {0, 1} n .
, 
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Let n ′ be the number of additional cells needed to store the vector u I S \A . The main theorem of this paper addresses the properties of Construction 2.
Theorem 3. Let the message m k 1 be distributed uniformly. Then for any constants δ ′ > δ > 0 and ϵ ′ > ϵ > 0, there exists a set of Boolean functions λ I S \(A∩B) for which Construction 2 satisfies the following:
1) The rate of the scheme is asymptotically optimal. For-
3) The decoding error probability is 2 −Ω(n 1/2−δ ′ ) . 4) The encoding and decoding complexities are O(n log n).
Due to space limitations, we skip the detailed proof of Theorem 3, and refer the reader to the longer version of this paper [2] . In this short version we only prove the rate optimality of the codes (claim 1 of Theorem 3).
V. OPTIMALITY OF THE RATE
To prove claim 1 of Theorem 3, we combine two separate claims. First, we show in Subsection V-A that the fraction of additional cells is negligible, and next, in Subsection V-B, we show that the rate of the main block is asymptotically optimal. Together the two results prove claim 1 of Theorem 3.
A. Fraction of Additional Cells is Negligible
The vector u I S \A is stored on n ′ additional cells. To ensure a reliable storage, a polar coding scheme requires only a linear amount of redundancy in |I S \ A|. Therefore, to show that the additional cells do not affect the rate and codeword weight of the scheme, it is enough to show that lim n→∞ |I S \ A|/n = 0. To show this, we use an idea from the proof of [10, Theorem 15] . Consider the set
By the definition of the sets above,Ī S ⊆ I S . Therefore, by the distributivity of intersection over union, we have
To show that lim n→∞ |A c ∩ I S |/n = 0, we start by showing thatĪ S ⊆ A, which implies that |A c ∩Ī S | = 0, and therefore that 
Y,i ). 
Theorem 4 implies that Z(U i |U
To define such channel W, we first claim that
Equation (6) follows directly from Equation (4) since
Next, we claim that
for any x ∈ {0, 1}, and therefore that
where (a) follows from the law of total probability, (b) follows from the definition of conditional probability, and (c) follows from Equations (2) and (6) . Denote the first coordinate of the random variableỸ bỹ Y 1 ≡X ⊕ X, and the first coordinate ofỹ by y 1 . The same notation is used also forS ands. Since
is not a function of x and is in [0, 1], we can define W as following:
ifs 1 =ỹ 1 and (s, y) = (0, 1)
We show next that Eq. (5) holds for W defined above: 1 =X ⊕ X, (e) follows from the independence of (X, Y) andX, (f) and (g) follow from the law of total probability, and (h) follows from the independence of (X, S) andX. So the channel W satisfies Equation (5) and thus the lemma holds.
B. The Rate of the Main Block
We need to show that lim n→∞ k/n = (1 − β) [ 
=H(X|S) − H(X|Y).
Heegard showed in [6] VI. DISCUSSION We presented a capacity-achieving coding scheme for noisy write-once memories. The model of noisy WOM in this paper differs from the model in [9] by the fact that here cells with state s = 1 are not prone to errors. For the error model in [9] , we were not able to prove a channel degradation analogous to Lemma 6 and hence the results obtained in [9] are sub-optimal. A recent chaining method described in [12] implies efficient capacity-achieving coding schemes without the degradation requirement. Thus, the chaining method could be useful for the error model of [9] . However, the use of the chaining method comes at the price of a lower code rate in the finite blocklength regime.
