Brain-derived neurotrophic factor (BDNF) has been reported to play a critical role in modulating plasticity in developing sensory cortices. In the visual cortex, maturation of neuronal circuits involving GABAergic neurons has been shown to trigger a critical period. To date, several classes of GABAergic neurons are known, each of which are thought to play distinct functions. Of these, parvalbumin (PV)-containing, fast-spiking (FS) cells are suggested to be involved in the initiation of the critical period. Here, we report that BDNF plays an essential role in the normal development of PV-FS cells during a plastic period in the barrel cortex. We found that characteristic electrophysiological properties of PV-FS cells, such as low spike adaptation ratio, reduced voltage sags in response to hyperpolarization, started to develop around the second postnatal week and attained adult level in several days. We also found that immunoreactivity against PV was also acquired after the similar developmental time course. Then, using BDNF(Ϫ/Ϫ) mice, we found that these electrophysiological as well as chemical properties were underdeveloped or did not appear at all. We conclude BDNF regulates the development of electrophysiological and immunohistochemical characteristics in PV-FS cells. Because BDNF is suggested to regulate the initiation of plasticity, our results strongly indicate that BDNF is involved in the regulation of the critical period by promoting the functional development of PV-FS GABAergic neurons.
Introduction
The neurotrophin family of growth factors has been identified as being key regulatory factors for survival, neuronal differentiation, axonal as well as dendritic growth, and synaptic formation (Thoenen, 1995; Lewin and Barde, 1996) . In addition to such classical roles, recent studies have revealed that neurotrophins also promote specific forms of synaptic plasticity during the postnatal period (Kovalchuk et al., 2004; Nagappan and Lu, 2005) . In the visual cortex, where activity-dependent plasticity has been studied extensively, the overexpression of brain-derived neurotrophic factor (BDNF) has been shown to accelerate the critical period of plasticity (Huang et al., 1999; Fagiolini et al., 2004; Hensch, 2005) . Recently, initiation of the critical period has been reported to be triggered by the maturation of the GABAergic neuronal network, especially those of parvalbumin (PV)-containing, fast-spiking (FS) GABAergic neurons that elicit ␣1 subunit-mediated responses in the postsynaptic membrane (Hensch, 2005) . In fact, GABAergic neurons are highly heterogeneous groups of cells and are classified into subpopulations, each of which appear to be implicated in specific functional roles (Kawaguchi and Kubota, 1997; Markram et al., 2004) . BDNFoverexpression mice have been reported to have increased numbers of PV cells, but it was not clear how physiological properties of PV cells develop normally and how they are regulated by BDNF, which seems to be quite relevant to the observed acceleration of the critical period by an excess of BDNF (Huang et al., 1999) . Another sensory cortical area that also exhibits activitydependent plasticity with the critical period is the rodent barrel cortex, where the early critical period for thalamocortical synapses lasts until the first postnatal week, which is then followed by another plastic period for intracortical synapses in layer 4 and/or layer 4 -2/3 connections (Stern et al., 2001; Bender et al., 2003) . Such "late" plasticity is primarily supposed to underlie the usedependent change of cortical representation, or map plasticity for whiskers (Feldman and Brecht, 2005) . Thus, it is of particular interest to understand whether BDNF has any regulatory effect on the maturation of FS neurons, specifically whether BDNF promotes the acquisition of electrophysiological and/or chemical characteristics and, if so, at what stage of development. Might this be related to known plastic periods? To answer these questions, we first identified the normal development of several properties of FS cells that are innervated from the thalamus in layer 4 and then compared them with BDNF(Ϫ/Ϫ) mice. We found that electrophysiological and chemical properties of thalamorecipient FS cells attain maturation around the second postnatal week and BDNF is required for its maturation, thus providing evidence that BDNF regulates functional map plasticity throughout the maturation of FS GABAergic neurons.
Materials and Methods
Animals. The experimental protocols were approved by the Ethics Review Committee for Animal Experimentation of the National Institute of Neuroscience. A line of BDNF(Ϫ/Ϫ) mice was maintained on a C57BL/6J genetic background by heterozygote males, which were backcrossed onto the C57BL/6J females continuously at least seven generations before homozygotes were produced. BDNF(ϩ/ϩ) littermate mice were used as controls for all experiments (histology and electrophysiology). All experiments using the BDNF(Ϫ/Ϫ) mice phenotype were analyzed under double-blind conditions with no knowledge of genotype. Data were analyzed by a colleague who had not been informed about the phenotype analysis.
Electrophysiology. Brain slices (350 -500 m thickness) were prepared from BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ) mice using a rotor slicer as described previously (Agmon and Connors, 1991; Itami et al., 2001 ). Mice (7-30 d old) were anesthetized deeply with Ethrane (0.9 ml/kg body weight; Abbott Labs, Abbott, IL) and decapitated. The brain was rapidly transferred to ice-cold oxygenated slicing artificial CSF (ACSF) consisting of the following (in mM): 230 sucrose, 3 KCl, 1.2 NaH 2 PO 4 , 10 MgSO 4 , 26 NaHCO 3 , and 10 glucose. Thalamocortical slices were immediately transferred to a holding chamber where they remained submerged in oxygenated recording ACSF consisting of the following (in mM): 124 NaCl, 3 KCl, 26 NaHCO 3 , 1.3 MgSO 4 , 2 CaCl 2 , 1.2 NaH 2 PO 4 , and 10 glucose, pH 7.4 (295-305 mOsm). Slices were preincubated for at least 1 h at room temperature, and each slice was transferred to a recording chamber placed on the stage of an upright microscope (27-30°C).
Whole-cell current-clamp recordings were obtained from visually identified layer 4 barrel neurons using infrared differential interference contrast optics. Micropipettes (5-7 M⍀) were pulled from borosilicate glass capillary tubings (Sutter Instruments, Novato, CA). Patch pipette solutions contained (in mM) 105 K-gluconate, 30 KCl, 10 HEPES, 0.5 EGTA, 0.5 MgCl 2 , 12 Na-phosphocreatine, 3 Mg-ATP, and 0.5 Na 2 -GTP, pH 7.3 (295 mOsm). Responses were recorded using an Axopatch 200B amplifier (Molecular Devices, Palo Alto, CA), low-pass filtered at 5 kHz (NF Corporation, Yokohama, Japan), digitally sampled at 10 kHz, and monitored with pClamp software (Molecular Devices) running on a Pentium personal computer. To isolate neurons innervated by the thalamus, a concentric bipolar stimulating electrode was placed on the ventrobasal nucleus of the thalamus, and only recordings from cells in which thalamic stimulation was able to elicit EPSPs were used for analysis. Resting potentials were measured just after the patched membranes were ruptured. Input resistances and time constants of cells were determined by passing hyperpolarizing current pulses (duration, 500 ms) inducing voltage shifts of 6 -15 mV negative to the resting potentials.
Data analysis. The spike frequency adaptation ratio was defined as the ratio of the first interspike interval divided by the average of the last three interspike intervals during a 500-ms-long spike train. Current-voltage ( I-V) relationships were then examined at various membrane values by injecting a series of square current pulses (500 ms, Ϫ20 pA, 10 steps) to reach steady state. The amplitude of afterhyperpolarization (AHP) was measured as a voltage difference between the baseline and the first negative peak after the action potentials at the threshold, where only a single action potential was elicited by depolarizing current injection (Porter et al., 2001) . Results are presented as mean Ϯ SEM. In statistical tests, p Ͻ 0.05 was considered significant.
Immunohistochemistry. Mouse pups [postnatal day 4 (P4) to P30] were anesthetized deeply with Ethrane. The brains were removed, cut into a thalamocortical block (ϳ1 cm thickness), and fixed for two overnight periods in 2% paraformaldehyde (PFA) in phosphate-buffered solution (PB; 0.2 M), followed by cryoprotection by immersion in 30% sucrose. The brains were mounted in Tissue-Tek Cryomold (Sakura Finetek Japan, Tokyo, Japan) and frozen rapidly on dry ice. Thalamocortical blocks were sectioned at a thickness of 40 -50 m on a cryostat (Leica, Wetzlar, Germany) and mounted on glass slides precoated with Vecta-Bond (Vector Laboratories, Burlingame, CA). The sections were washed in Trisbuffered saline (TBS; 30 mM Tris-HCl, pH 7.4, 150 mM NaCl, and 0.1% Tween 20), incubated in blocking solution (4% normal goat serum and 1% bovine serum albumin in TBS) for 90 min at room temperature, and incubated for two overnight periods at 4°C with the primary antibody. The antibodies used were rabbit anti-PV (1:5000; Swant, Bellinzona, Switzerland) and rabbit anti-calbindin D-28k (CB; 1:5000; Swant). After rinsing with TBS, the sections were incubated for 2 h at room temperature with a biotinylated secondary antibody (1:200, goat anti-rabbit; Vector Laboratories), which was then followed by the ABC procedure (ABC elite kit; Vector Laboratories). Every sixth section was stained for cytochrome oxidase activity by incubating the sections in a solution containing 0.01% cytochrome c (Sigma-Aldrich, St. Louis, MO) and 0.05% 3,3Ј-diaminobenzidine (Sigma-Aldrich) in 0.1 M PB, pH 7.4, to determine the anterior and posterior boundaries of the barrel cortex.
Cell counting. To quantify the number of PVϩ and CBϩ cells in the somatosensory cortex, nonstereological count methods were used to compare the number of neuronal bodies stained with immunohistochemistry in BDNF(Ϫ/Ϫ) and BDNF(ϩ/ϩ) littermate mice. Counts were performed on digitized images obtained from thalamocortical slices as used for electrophysiology including the barrel area captured with an ORCA-ER digital camera (Hamamatsu Photonics, Hamamatsu, Japan) on an Axiophot 2 microscope (Zeiss, Jena, Germany). Immunopositive cells in the barrel cortex across all the layers were counted. Brains from three different mice for each genotype, four to five sections per animal, were analyzed. Because BDNF(Ϫ/Ϫ) mice hardly survive past P14, obtaining those animals older than P14 was quite difficult, but we had a single BDNF(Ϫ/Ϫ) mouse that survived until P19 in the past 2 years; thus, the data from that mouse were also included. Photomicrographs were obtained from randomly selected areas containing all layers of the somatosensory tissue, as well as from three different thalamocortical sections (45 m thickness; areas used for electrophysiology), using a 40ϫ objective. Labeled neurons were counted across all of the layers in BDNF(Ϫ/Ϫ) and BDNF(ϩ/ϩ) tissue at a different age. For CB counts, heavily labeled CBϩ cells were quantified excluding cells in layer 2-3, because pyramidal cells also exhibit CB immunoreactivity in layer 2-3 (Alcantara et al., 1993) .
Morphological identification. For immunohistochemical and morphological characterization of recorded cells, 0.5% neurobiotin was included in the pipette solutions. After whole-cell recordings, the slices containing neurobiotin-loaded cells were fixed by immersion in 4% PFA containing 0.2% picric acid in 0.2 M PB for 1 h at room temperature. This was followed by incubation in PB containing 5% sucrose and Triton X-100 (Sigma-Aldrich) for 30 min. The tissue was frozen with dry ice and thawed in PB. The slices were again incubated in PB containing 0.5% Triton X-100, frozen with dry ice, and thawed in PB to help antibodies penetrate deeper into the slice. The slices were immersed in 4% normal goat serum for 90 min and incubated in a solution for 3 d at 4°C with the rabbit polyclonal antibody against PV (1:5000; Swant). After three rinses in TBS, the slices were incubated for two overnight periods with the following secondary antibodies: anti-rabbit IgG cyanine 5 (1:200; Chemicon, Temecula, CA) and streptavidin-fluorescein (RPN 1232, 1:200; Amersham Biosciences, Piscataway, NJ). After three rinses in TBS and PBS, the slices were then embedded with FluoroGuard antifade reagent (Bio-Rad, Hercules, CA), coverslipped, and sealed with Paper Bond (Kokuyo, Osaka, Japan).
Morphological analysis. Images of the fluorescently labeled cells were obtained using a confocal laser-scanning microscope using a 60ϫ objective (TCS-SP2; Leica). Confocal images were reconstructed by projection to an XY plane, which was then traced and exported to electronic files. The number of primary dendrites and the total number of dendritic branches were counted, which often extended out of layer 4 and reached layers 2/3 and 5 vertically (approximately Ͻ1000 mm) and neighboring barrel columns horizontally (approximately Ͻ700 mm). Total dendritic length and total axonal length were measured using NIH Image software. For statistical analysis, Student's t test was used. p Ͻ 0.05 was considered significant.
Results

Electrophysiological properties that characterize inhibitory and excitatory neurons
Our first aim was to distinguish inhibitory cells from excitatory ones based on morphology and electrophysiology. For this purpose, we performed whole-cell patch recording using biocytin-or neurobiotinfilled electrodes. Recorded cells were then determined as either excitatory or inhibitory by their morphological properties ( Fig. 1 A) . Those cells having spines, either exhibiting a typical pyramidal-shaped soma with apical and basal dendrites or a small round-shaped cell body with rather symmetrical dendrites, were judged as pyramidal or spiny stellate cells and designated as being excitatory cells (Saint Marie and Peters, 1985; Schubert et al., 2003) . The rest were judged as inhibitory cells, which consisted of a variety of cell types such as bitufted, basket, and bipolar cells (Woolsey et al., 1975) . We injected currents (depolarizing and hyperpolarizing) into each cell, and three aspects of the cellular response to the injected currents were analyzed in detail with the aim of characterizing the development of intrinsic property in cortical neurons. We first focused on the spike number in response to an increasing amount of depolarizing currents for the duration of 500 ms. Data showed that the responses of inhibitory cells were clearly distinct from those of excitatory cells throughout the development period observed by us. As shown in Figure  1 B, inhibitory cells increased spike numbers as the injected current increased throughout the development in the present study. In contrast, excitatory cells were characterized by a sudden decrease in the number of spikes in response to injections of increasing current steps. Such a sudden reduction in spike number is referred to as "spike adaptation" or "spike accommodation." Previous studies have shown that certain kinds of K channels, such as KV3.1 and KV3.2, which are lacking or found in only small amounts in inhibitory cells, are involved in the generation of spike accommodation (Massengill et al., 1997; Martina et al., 1998) . In mice older than 2 weeks of age, spike threshold and the number of spikes per injected current also helped to distinguish inhibitory from excitatory cells. Inhibitory cells needed consistently larger currents to reach spike threshold and exhibited a higher rate of spike number per injected current. This is closely related to the observation that inhibitory cells of that age had lower input resistance than those of excitatory cells (185 Ϯ 16 and 115 Ϯ 9 M⍀ for excitatory and inhibitory cells, respectively). Second, we examined spike adaptation ratio that was also helpful in discriminating between excitatory and inhibitory cells. The inset in Figure 1C illustrates the definition of spike adaptation ratio. Because the higher value of this index indicates less adaptation, we call this "spike ratio" (SR) instead of "adaptation ratio" because it is more commonly referred to. Figure 1C plots Beierlein et al., 2003) . We measured the amplitude of the largest negative peak (see Materials and Methods), which occurred at 3.5 Ϯ 3.1 ms (n ϭ 18) in inhibitory cells and at 21.0 Ϯ 6.6 ms (n ϭ 21) in excitatory cells. We found that AHP was substantially larger in inhibitory cells throughout development (Fig. 1D,E) . This is consistent with previous work that was performed in slightly older animals (P9 -P18) (Porter et al., 2001) . In their study, cells with AHPs Ͼ10 mV were all inhibitory. In our experiments, of 48 inhibitory cells, only 4 cells exhibited an AHP Ͻ10 mV (6 mV at P8, 9 mV at P9, 9 mV at P11, and 9.5 mV at P12), and conversely, all of the excitatory cells exhibited an AHP Ͻ9 mV. In conclusion, we judged recorded cells as inhibitory when they met the following criteria: (1) the number of spikes increased without sudden drop over a range of up to 1000 pA of injected current (500 pA in mice younger than P10 because young cells are less tolerant to large current); and (2) AHP was Ͼ10 mV. Using such criteria, we identified 112 cells as inhibitory from a total of 153 cells.
Developmental changes in adaptation ratio in inhibitory cells
Inhibitory cells were further classified into two subclasses depending on the extent of adaptation (Fig. 2 B) : one exhibiting substantial adaptation (SR Ͻ 0.8) and the other exhibiting less or no adaptation (0.8 Ͻ SR). The former corresponds to regularspiking nonpyramidal cells, and the latter corresponds to FS cells (Kawaguchi, 1995; Gibson et al., 1999; Porter et al., 2001) . We next examined the development of the SR from P7 to P26. Figure  2 A shows three examples from young animals (P7-P9), all of which exhibit more or less adapting responses. Detailed analysis revealed that before P10, none of the cells had an SR Ͼ0.8. Consequently, there are no FS cell (n ϭ 32) at this age (Fig. 2C, left) , as far as we could tell from the cell population studied. Nonadapting cells were first encountered at P14. The fraction of adapting cells increased thereafter (Fig. 2C) . We also found that immature cells often showed voltage sag in response to a large hyperpolarizing current (Fig. 2 A, arrowheads) , the amplitude of which decreased with age. mV/300 pA; n ϭ 15) and aged (older than P14; slope, 3 mV/ 300 pA; n ϭ 15) animals. The same tendency can be clearly observed in Figure 2 E, where amplitudes of voltage sag in individual cells were plotted against age.
Developmental changes in the expressions of Ca-binding proteins
Cortical inhibitory neurons are subdivided into several groups according to the peptides contained (Hof et al., 1999; Markram et al., 2004) . Of these, PV is reported to associate with the cells exhibiting a high SR value (Massengill et al., 1997; Rudy et al., 1999; Rudy and McBain, 2001 ). To confirm this, electrophysiological experiments were followed by immunohistochemical staining using an antibody against PV (Fig. 3A-F ) . We found that none of the PV-negative cells had an SR value Ͼ0.8 (Fig. 3G) . As for the PV-positive cells, only 2 of 21 cells had SR values Ͻ0.8, and the difference was statistically significant (0.8 Ϯ 0.03 and 0.62 Ϯ 0.02 for PV-positive and -negative cells, respectively; p Ͻ 0.01, unpaired t test). Thus, we confirmed that a high SR and PV immunoreactivity were associated during development in the mouse layer 4 barrel cortex.
We then asked the question as to whether the fraction of PVimmunoreactive cells increases with age and, if so, whether it goes parallel with physiological development as observed above. To answer this question, we investigated the developmental change in PV immunoreactivity (Fig. 4A, left) , which was performed in thinner thalamocortical sections including the barrel cortex as electrophysiological experiments were performed. PV-immunopositive cells were barely seen at P7; they started to appear around P10, but only weakly. At P13, strongly immunopositive cells could be seen mainly in layer 4, and afterward they were seen across all the layers. On the other hand, CB immunoreactivity exhibited a distinct developmental profile; calbindin-positive cells were abundant at neonate (P4), but then the number of immunoreactive cells dramatically reduced until the second postnatal week (Fig. 4A, right) . From this point, it stayed almost constant throughout P30, as clearly seen in Figure 4B , where immunopositive cells were counted across the layers in the barrel cortex.
Electrophysiological discrimination of excitatory and inhibitory cells in BDNF(؊/؊) mice BDNF has been reported to have a crucial effect on the development of inhibitory neurons (Jones et al., 1994; Cellerino et al., 1996; Altar et al., 1997; Marty et al., 1997; Huang et al., 1999; Berghuis et al., 2004; Patz et al., 2004) . Here, we attempted to investigate whether developmental aspects of electrophysiological properties, as we had seen so far, were also affected by BDNF. For this purpose, we first tested whether the criteria we used to discriminate between excitatory and inhibitory cells in BDNF(ϩ/ϩ) animals would still be appropriate in BDNF(Ϫ/Ϫ) mice. Thus, we basically repeated the same analysis as we showed in Figure 1 , where we examined electrophysiological properties on morphologically identified excitatory and inhibitory cells in BDNF(Ϫ/Ϫ) mice. Figure 5A plots the number of action potentials in response to depolarizing current injection, as in Figure  1 B, in BDNF(Ϫ/Ϫ) mice. As can be seen in this graph, we confirmed that morphologically identified excitatory cells again exhibited a sudden decrease in the number of action potentials while increasing depolarizing current injections in both age groups. Arrows in the abscissa indicate the threshold current for action potentials, which confirmed that inhibitory cells had higher thresholds in the older age group (P14 -P16), as was the case in BDNF(ϩ/ϩ) mice (Fig. 1 B) . The SR in BDNF(Ϫ/Ϫ) mice also showed the similar tendency during development (Fig. 5B ). There was a tendency that the ratio decreased or negatively correlated with age in excitatory cells (slope, Ϫ0.051; r ϭ 0.69; p ϭ 0.12), whereas it was rather unchanged in inhibitory cells (slope, Ϫ0.0046; r ϭ 0.35; p ϭ 0.63). We did not see a slight increase with age in the SR as seen in the inhibitory cells from BDNF(ϩ/ϩ) mice (Fig. 1C) ; this point is to be analyzed further in more detail later. AHP was also analyzed in BDNF(Ϫ/Ϫ) mice and confirmed that AHP was substantially larger in inhibitory cells as in BDNF(ϩ/ϩ) mice. As shown in Figure 5C , of the total of 22 morphologically identified inhibitory cells, only 3 cells exhibited an AHP with an amplitude of Ͻ10 mV, whereas none of the excitatory cells had an AHP Ͼ10 mV in amplitude. These experiments allowed us to conclude that the criteria used for discriminating excitatory and inhibitory cells in BDNF(ϩ/ϩ) mice could still be appropriate in BDNF(Ϫ/Ϫ) mice.
Delayed maturation of electrophysiological properties in BDNF(؊/؊) mice
Because in the BDNF(Ϫ/Ϫ) mice we failed to observe a slight increase in the SR (Fig.  5B ) that was seen in BDNF(ϩ/ϩ) mice (Fig.  1C) , we suspected that BDNF might have some effect on the development of the SR. As shown in Figure 6A , the overall shape of the distribution histogram of the SR obtained from BDNF(Ϫ/Ϫ) mice looked similar to that of the BDNF(ϩ/ϩ) animals. However, the cumulative histogram ( (Fig. 2C) , the difference may become apparent only after the second postnatal week. To test this, we compared cumulative curves of both BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ) mice at three different developmental stages (P7-P10, P11-P14, and P15-P17). In BDNF(ϩ/ϩ) mice (Fig. 6B,  left) , we found that only the P15-P17 group was statistically different (KolmogorovSmirnov test, p Ͻ 0.05) from the remaining two groups, whereas in BDNF(Ϫ/Ϫ), the P15-P17 curve was not significantly different (Kolmogorov-Smirnov test, p Ͼ 0.05). An age-matched comparison between BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ) also confirmed that the difference was only seen at P15-P17 (Fig. 6C ). This result demonstrated that cells with higher SR values appeared after around the second postnatal week in BDNF(ϩ/ϩ)but not in BDNF(Ϫ/Ϫ) mice. Because BDNF(Ϫ/Ϫ) mice barely survive past the second postnatal week, we were unable to determine whether those cells were doomed not to appear or were only developmentally delayed.
Subsequently, we examined whether BDNF had any effect on the development of the hyperpolarization-activated voltage sag. The amplitude of the voltage sag in cortical inhibitory neurons was larger in young animals (Fig. 2 D) , and analysis of the I-V relationship identified a slope of 20 mV/300 pA before P13, which dramatically decreased to 3 mV/300 pA after P14 (Fig. 2C) . In BDNF(Ϫ/Ϫ) mice, voltage sag was still large at P14 -P16 (slope, 15 mV/300 pA), which is almost comparable to that of BDNF(ϩ/ϩ) animals before P13 (Fig. 6 D, see Fig. 2 D) . An agematched comparison of the voltage sag in response to constant 400 pA hyperpolarizing current between BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ) mice older than P7-P18 revealed that statistical significance was only seen at P15-P18, but not in age group P7-P10 or P11-P14 (Fig. 6 E) .
Delayed maturation of PV immunoreactivity in BDNF(؊/؊) mice
PV immunoreactivity was closely associated with a high SR (Fig. 3) . Thus, we next examined whether BDNF may affect PV immunoreactivity itself (Huang et al., 1999) . Figure 7A shows the result of immunohistological staining of PV in BDNF(Ϫ/Ϫ) mice at four representative ages. We found that PV-positive cells did not appear before P9, and only slightly detectable staining was first observed at P10. The indication that the loss of staining before P10 was not caused by an artificial failure of staining processes, but rather to a lack of immunoreactivity of barrel cells, was obtained by strong staining of thalamic reticular (RTN) cells in the same section (Fig. 7M ) . We found that staining in RTN cells was rather constant throughout the development. Thus, we counted RTN cells in the same section, too, as an internal control for staining quality when we counted immunopositive cells in the barrel cortex across the layers. At P16 and P19, cortical layers 1-3 seemed thinner than to be expected from younger slices. In fact, BDNF has been shown to predominantly affect the development of excitatory cells, including pyramidal cells, thus altering the entire neocortical microcircuit (McAllister et al., 1995 (McAllister et al., , 1999 . This is consistent with previous findings (Gorski et al., 2003) using forebrain-specific BDNF knock-out mice in which they found that cortical layer 2/3 became thinner from ϳ3 weeks of age. They determined, however, that this was not attributable to the loss of any type of cortical cells but caused by a retraction of dendritic processes. Figure 7Q other words, the appearance of PVpositive cells was delayed by several days, which seemed specific to the barrel area because no such delay was seen in RTN cells. A detailed comparison between BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ) mice is also available in supplemental Figure 1 (available at www.jneurosci.org as supplemental material).
We have seen that the SR of BDNF(Ϫ/Ϫ) mice remained immature at P15-P17 (Fig. 6C, right ; see also Fig. 5B ). At this age, on the other hand, PV immunoreactivity reached levels seen in mature animals (supplemental Fig. 1 , available at www.jneurosci.org as supplemental material). Such a small but clear disparity could imply that the development of SR and PV immunoreactivity proceeds independently. It would also predict that at least some of the PV-positive cells at this age might have an SR value Ͻ0.8. This prediction actually turned out to be the case, as demonstrated in Figure 8 A-G, in which all of the PV-positive cells (n ϭ 6) we examined so far had an SR Ͻ0.8, as summarized in Figure 8G . This result makes a clear difference from that of the BDNF(ϩ/ϩ) animals shown in Figure 3 . Similarly, an increase in the SR and the disappearance of voltage sag seemed to develop independently, because in BDNF(Ϫ/Ϫ) mice, some cells with a high SR (Ͼ0.8) exhibited a large voltage sag (Ͼ5 mV) (Fig. 8 H) . Figure 8 I illustrates the quantitative comparison of voltage sags in cells showing a high SR (Ͼ0.8) between BDNF(ϩ/ϩ) (n ϭ 21) and BDNF(Ϫ/Ϫ) (n ϭ 5) mice, and the difference was significant [2.7 Ϯ 0.4 and 6.8 Ϯ 1.8 for BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ), respectively; p Ͻ 0.01, unpaired t test]. These results suggest that BDNF was involved in the development of PV immunoreactivity, the maturation of the SR, and the extinction of voltage sags in response to hyperpolarization but that these properties were controlled independently. We also examined whether other electrophysiological properties such as maximum spike frequency and spike threshold might be significantly different between BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ) mice showing a high SR, but we did not find any significant differences in these properties (Fig.  8 J, K ) .
Effect of BDNF on the morphological properties of inhibitory neurons
The electrical behavior of a given neuron has been shown to be strongly correlated with the morphology of the neuron (Kawaguchi, 2001 ). Thus, we next studied the effect of BDNF on the morphological properties of PV-positive cells. For this purpose, electrophysiological recordings were followed by histological staining of neurobiotin that was filled in the cell from the patch electrode. We then compared any morphological differences between BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ) mice. In total, 16 neurons from BDNF(ϩ/ϩ) mice and 13 neurons from BDNF(Ϫ/Ϫ) mice were successfully reconstructed, 16 of which [8 each from BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ)] are presented in Figure 9A . We counted the number of primary dendrites and dendritic branches and measured total dendritic length and total axonal length throughout the layers in the barrel cortex. Statistical tests indicated that there were significant differences in the number of primary dendrites, total dendritic length, and the number of dendritic branches between the BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ) mice (Student's t test, p Ͻ 0.05). In contrast, we failed to find a significant difference in total axonal length between the two strains.
Discussion
In the present study, we determined three main findings: (1) that electrophysiological and chemical properties of FS cells in the layer 4 barrel cortex reached nearly adult levels around the second postnatal week; (2) that these properties of FS cells were delayed in the absence of BDNF; (3) that BDNF promoted the development of dendritic arborization but not that of axons in the FS cells. Collectively, these findings indicated to us that BDNF has a pivotal role in the normal development of FS cells by acting on immature PV-positive cells. Before discussing the implications of our results, we will discuss the validity of the identification of the cell types concerned because this forms the basis of the current study.
Distinguishing inhibitory from excitatory cells by electrophysiological properties
To distinguish inhibitory interneurons from excitatory cells, we first relied on morphological characteristics. We then found that some electrophysiological features were closely associated with spike pattern as well as certain morphological characteristics. For example, morphologically identified excitatory neurons exhibited strong spike adaptation (McCormick et al., 1985; ChagnacAmitai and Connors, 1989; Connors and Gutnick, 1990; Schubert et al., 2003) , whereas inhibitory neurons were characterized by prominent AHP (Porter et al., 2001; Beierlein et al., 2003) . Electrical properties such as spike adaptation and AHP are closely related to certain types of K channels expressed in each cell type (Massengill et al., 1997; Lau et al., 2000) . Adaptation is dependent on a rapidly inactivating A-type K channel that is presumably encoded by the Kv4 superfamily (Kv 4.2/4.3) and is found to be abundant in excitatory cells (Martina et al., 1998) . In contrast, single-cell reverse transcription-PCR experiments revealed that almost all (89%) inhibitory interneurons contained Kv3 (Kv3.1, Kv3.2) subunit transcripts that are thought to assemble together to make fast delayed rectifier K channels, which were reported to (Wright et al., 1997) . In each graph, data were split into three age groups to show that the P15-P17 curve is shifted to the left in BDNF(ϩ/ϩ) animals, whereas such an age-dependent shift is not seen in BDNF(Ϫ/Ϫ) mice. C, For age-match comparison, the cumulative plot in B was further reconstructed at each age group, showing that only the P15-P17 curve is shifted to the left in BDNF(ϩ/ϩ) mice (left) and the rest of the two curves at P7-P10 and P11-P14 exhibited no difference. D, I-V relationship for voltage sags in BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ) mice at P14 -P16. E, Differential age-dependent changes between BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ) mice in the amplitude of voltage sags in response to hyperpolarizing current (300 pA). Error bars indicate SEM. PND, Postnatal day. *p Ͻ 0.05, unpaired t test.
underlie less adapting spiking behavior (Rudy and McBain, 2001; Toledo-Rodriguez et al., 2005) . These channels have been shown to be present in layer 4 FS cells in the barrel cortex (Massengill et al., 1997; Chow et al., 1999) . In addition, Kv3.1/Kv3.2 is also responsible for prominent AHP Lau et al., 2000) . Thus, such cell type-specific distribution of particular K channels that account for two major electrophysiological characteristics such as less adaptation and AHP provides a reasonably strong logical bases on which we could rely for identification of cells either excitatory or inhibitory.
What mechanism underlies the impairment of electrophysiological properties?
We have shown that in BDNF(Ϫ/Ϫ) mice, the emergence of cells with a high SR (Ͼ0.8) was strongly suppressed after the second postnatal week (Fig. 6 B, C) . Moreover, we did not see extinction of the voltage sag elicited by a hyperpolarizing current (Fig.  6 D, E) . Voltage sag was dependent on HCN1/2 channels (Santoro et al., 2000) and was also larger in BDNF(Ϫ/Ϫ) cells at this stage of development. BDNF may regulate the function of these K channels by either trafficking these channels to or from the membrane surface (Heusser and Schwappach, 2005) or by modulating them via phosphorylation or dephosphorylation (Moreno et al., 1995) . In fact, recent studies have reported that BDNF is capable of modulating the function of K channels by tyrosine phosphorylation via TrkB receptors (Tucker and Fadool, 2002) . Interestingly, further study also reported that such BDNF modulation of K channels is dependent on age and previous sensory experience in the olfactory bulb (Colley et al., 2004) . We have previously shown that BDNF-dependent activation of silent synapses may occur through the regulation of glutamate receptor trafficking in the thalamocortical synapses . Although K channels are actually subject to trafficking, it would be of great interest to assess whether BDNF could modulate the trafficking of K channels.
Effects of BDNF on dendrites versus axon
We saw a significant reduction in the number of primary dendrites, total dendritic length, and the number of dendritic branches in BDNF(Ϫ/Ϫ) compared with BDNF(ϩ/ϩ) mice, in addition to the previous report that BDNF has a predominant effect on the development of pyramidal neurons (McAllister et al., 1995 (McAllister et al., , 1999 Horch et al., 1999) . In contrast, we did not see a significant difference in total axonal length between them. This seems to indicate that BDNF has more profound effects on the development of dendrites than axons, as suggested previously (Kohara et al., 2003) . This may be apparently consistent with a previous study (Gorski et al., 2003) in which they found that cortical layer 1-3 became thinner because of shrinkage of dendrites in BDNF(Ϫ/Ϫ) mice whose BDNF was deleted only in forebrain. However, because we injected dye in slice preparation with limited thickness (350 -500 mm), another possible explanation might be that BDNF has more profound effects on proximal rather than distal part of neurites. Then, we might have overlooked severe effects of BDNF on distal axonal ends, at least some of which occurred out of the slices.
BDNF, GABA maturation, and relevance to plasticity in the barrel cortex In the visual cortex, the strength of synaptic transmission among neurons can be altered or can be very plastic in an activity- dependent manner at a certain period of time during development, or a critical period. Recent experiments have shown that maturation of cortical GABAergic networks triggers the start of the critical period (Fagiolini et al., 2004) . Meanwhile, BDNFoverexpression mice have been found to exhibit accelerated maturation of the GABAergic network, in parallel with the critical period, or precocious start and early decline of plasticity (Huang et al., 1999) . Of the diverse range of GABAergic neuron types, large basket cells eliciting a1 subunit-mediated synaptic responses, or FS cells, have been shown to be responsible for the expression of plasticity (Hensch, 2005) . On the other hand, the rodent barrel cortex also exhibits activity-dependent plasticity within the critical period, where projections from layer 4 -2/3, or connections within layer 2/3, were suggested to be important for plasticity to occur. We provide evidence that BDNF plays an essential role in the normal acquisition of electrophysiological and chemical properties in FS GABAergic neurons in layer IV. Under the condition that secretion of BDNF in the barrel cortex is dependent on sensory inputs, our findings could suggest a role for BDNF as a possible link between sensory inputs and the maturation of GABAergic network for plasticity to occur in the barrel cortex. By what mechanism does the maturation of GABAergic cells, especially FS cells, contribute to synaptic plasticity? In the barrel cortex, spike timings of presynaptic cells in layer 4, with regard to the excitatory postsynaptic response elicited in layer 2/3, have been shown to be important in determining the direction and strength of the plasticity (Celikel et al., 2004) . FS cells in layer 4 were postulated to exert feedforward inhibition on postsynaptic excitatory relay cells in layer 4 that provide excitatory inputs to layer 2/3 cells. Thus, the maturation of FS cells (left) and BDNF(Ϫ/Ϫ) (right) mice. J, K, Similarly, the maximum frequency (J ) and spike threshold current (K ) were compared in the nonadapting cells between BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ) mice. There were no significant differences in these parameters: the maximum frequency was 147.9 Ϯ 7.0 and 122.2 Ϯ 15.7 Hz/nA ( p ϭ 0.13, unpaired t test) for BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ) mice, respectively; the spike threshold current was 0.40 Ϯ 0.02 and 0.30 Ϯ 0.04 nA ( p ϭ 0.063, unpaired t test) for BDNF(ϩ/ϩ) and BDNF(Ϫ/Ϫ) mice, respectively.
could theoretically contribute to plasticity by providing improved regulation of spike timing in presynaptic layer 4 cells.
In conclusion, we have described the development of several properties associated with GABAergic neurons in layer 4 barrel cortex. We then provided evidence that BDNF was required for the normal development of FS cells. Because the maturation of GABAergic cells is thought to be essential for activity-dependent plasticity to begin, our findings provide a possible link between BDNF and plasticity in the cerebral cortex. 
