Abstract-Special attention has been paid to SI (speaker identification) of whispered speech with perceptible mood. The database is developed for SI of whispers with different purposes. To prove the efficiency of delivering the speaker's feelings, the perceptual test is carried out on the whispered speech, and the A-V (Arousal-Valance) space is introduced to judge the speaker's status. The LFA (Latent Factor Analysis) algorithm, following the classification of the speaker's mood, is introduced in detail and proved to be efficient. The proposed SI scheme with modified spectrum parameters provides much more satisfactory accuracy than the baseline system.
I. INTRODUCTION
Speaker identification (SI), an attractive area of human-computer interaction or affective computing [1] , can often be classified into closed-set and open-set recognition. Technically, it is operated in text-dependent or text-independent case. For decades, scientists dug into feature extraction [2] as well as the speaker modeling [3] to improve the performance of SI, and the Speaker Recognition Evaluations (SRE) were held annually by the National Institute of Standard and Technology (NIST) to test the up to date techniques. Till now, the Linear Prediction Coefficients (LPC), Linear Prediction Cepstral Coefficients (LPCC), Mel-frequency Cepstral Coefficients (MFCC) and pitch are most widely used parameters for SI, while its identified model can be summarized as follows: template model, codebook model, statistic model and artificial neural network model [4] .
However, the performance of SI deteriorates greatly when the mismatch appears between training set and test set, either by man-made or by technical restriction. For instance, the voice varies when psychological change or physiological change occurs by the speaker. This can be commonly found in judicial and police field. The channel mismatch is another of the main reasons for the low accuracy of SI, sometimes caused by the recording channel itself, sometimes by the background noise, etc. In recent years, speaker recognition systems in emotional talking environments have been taken into account, so as to make the human-computer interface more adaptive. Some improved schemes for SI have been demonstrated to be efficient in this case.
A certain kind of disguised voice, named whispered speech, produced psychologically or physiologically, has aroused more and more interests recently. As to daily life, with the widespread of the cellular phone, people whisper so as to reduce the amount of speech being spilt out. To public safety, whispered speech is often encountered for criminal analysis. And to laryngectomees, whisper is the only means of articulation. Apart from the studies on its acoustic features [5, 6] , such as endpoint detecting, abstraction of formant frequencies and the corresponding bandwidths, etc, its applications have also been paid more attention to, for instance, its reconstruction, recognition, speaker identification and so on [7, 8] . In terms of its particular utterance, its applications become more complicated. The chief characters of whispered speech are: 1) Without the vocal cords' vibration, exhalation is the source of excitation of whispered speech. Hence, there is no fundamental frequency. 2)
As a manner of breath articulation, it has much lower SNR (Signal to Noise Ratio). Thus it is more easily to be affected by surroundings. 3) When whispering, the mentality of the enunciator is varied and susceptible. All of these special aspects might greatly influence the accuracy of the speaker identification system. Therefore, it is valuable to investigate the SI scheme for the whispered speech.
This work is devoted to studying text-independent speaker identification of whispered speech with perceptive mood in the closed-set.
In the literatures, relatively few studies focused on SI with particular state of speakers, including emotion, stimulation, etc. Shanhin focused on using emotion and gender cues for SI in emotional talking environments, applying hidden Markov models (HMMs), second-order circular hidden Markov models (CHMM2s) and suprasegmental hidden Markov models (SPHMMs) [9, 10] . On the feature level, Jawarkar compared the MFCC, Linear spectral frequency (LSF), Teager energy based mel cepstral coefficients (TMFCC) and Temporal energy based mel cepstral coefficients (TESBCC). He proposed the MFCC-LSF and TESBCC-LSF to identify the speaker of emotional speech [11] . Krothapalli introduced the Neural Network based feature transformation framework for developing emotion independent SI system [12] . As to the compensation techniques, Raja proposed the scheme based on identification and removal of stressed vector, excitation suppression approach, and combination of multiple features as well [13] . What's more, Yang investigated this work for years. Pitch deviation-based cepstrum compensation (PDCC) [14] , virtual HD (High Difference from neutral, with large pitch offset) model adopting missing feature theory [15] , UBM Component Fuzzy SVM (UCFSVM) [16] are all demonstrated to be efficient by her group. She also proved the Similar Neighbor Phenomenon [17] , which enables us to apply the Factor Analysis (FA) [18] or feature transmission (neutral-emotion) valuable for SI under various speakers' states.
As to speaker recognition of whispered speech, a Speech Mode Independent (SMI) Universal Background Model (UBM) built by collecting real neutral features and pseudo whispered features generated with Vector Taylor Series (VTS), or via Constrained Maximum Likelihood Linear Regression (CMLLR) model adaptation was proposed by Fan [19] . He also suggested that the performance loss for SI in neutral/whisper mismatched conditions was focused on phonemes other than lowenergy unvoiced consonants [20] . Furthermore, some new features based on frequency warping were proved to be potential [21, 22] . Jin compared performances between normal and whispered speech mode in clean and noisy environment under matched and mismatched training conditions, and described the impact of feature warping and throat microphone on noise reduction [23] . Lin developed the whisper sensitive cepstral coefficient (WSCC) for whisper's SI [24] . Zhao tested the efficiency of instantaneous frequency [25] and adaptive fractional Fourier transformation cepstral coefficients (A-FRCC) [26] for SI of whispered speech. Compensation techniques combined with SVM-FA (Support Vector Machine -Factor Analysis) were also illustrated by his team [26] .
Questions are: 1) How does the sentiment of speaker influence the performance of SI for whispered speech? 2) How to describe the state of whispered speaker with perceptive mood? 3) How to eliminate the effects of speakers' various states to improve the capability of SI for whispers? Our main contribution in this work is focused on these aspects. The database is developed for SI of whispered speech, including 200 speakers, with 6 emotional states, yet not typically. Perceptual test verifies the ability of delivering mood from whispered speech. A reliable suggestion to define the state of whispered speaker is proposed here, and the scheme for SI in this case is investigated.
The remainder of this paper is organized as follows. The next section describes the database and perception test on whispered speech. Section 3 points an efficient way to illustrate and classify the mood of whispers.
Overview of Latent Factor Analysis (LFA) Based Speaker Identification is introduced in Section 4. Section 5 demonstrates the results obtained in this work and their discussions. Concluding remarks are given in Section 6.
II. SPEECH DATABASE AND PERCEPTION TEST

A. Development of SI Database for Chinese Whispered Speech
As to Chinese, which has the largest amount of speakers in the world, attentions must be paid to the initials, finals and tones when designing the corpus. Thus the manuscript chosen should be elaborate and comprehensive [27] . With regard to the joint factor analysis of speaker identification, channels and personal influence should also be considered. c. Speech for text-independent SI with emotional expression including 8 phases and 16 sentences. In particular, in order to study the differences in emotional expression between different tones, every two sentences are chosen for each tone.
2) Channels for recording 8 Channels are chosen for the database so as to study their influences for speaker verification. Briefly, they are computer based, communicational mode and record pen collected.
3) Emotion Expression As whispered speech expresses weaker feelings than the voiced one, 6 emotions are designed in this section, named, afraid, amazed, angry, calm, happy and sad, shortly recorded as "AF", "AM", "AN", "CA", "HA", and "SA". Note, that they might not be as strict as expressed in voiced speech, they are labeled according to the speaker's feeling.
Recording Procedure 1) Participants 200 college students in School of Physics, Soochow University participated voluntarily in this database, including 160 males and 40 females, aging from 20 to 23. All of them are native Chinese speakers, without any symptom of language disorder. The origins of them spread widely in China, from the north to the south, from the west to the east. Hence, most of their utterances are somewhat affected by their dialects, which can be qualified for speaker identification.
2) Procedure A. Participants are asked to read the strings of numbers and the sentences for text-dependent SI through the Hand-hold microphone 5times, both in voiced and whispered speech. The sampling frequency is 44100Hz and the quantization is 16-bit. The number and sentence files are saved separately.
B. Participants are asked to read the 45 sentences in whispered speech through 8 channels, with the first 10 sentences voiced. 44100Hz and 16-bit of Desk-top, Handhold, Wear and Earplug microphones, 8000Hz sampling frequency and 16-bit quantization of the mobile phones and the record pens. The speech signals collected through the mobile phones are saved as AMR files, while others are all in WAV format. Plenty of rests are allowed during the pause of this process.
C. Participants are induced by the technicians to express the phases and sentences mentioned above in 6 emotions upon their own feelings.
B. Perception Test
The perception test is carried on Section C of the database to determine whether the whispered speech can deliver feelings as the voiced one. 10 students participated in this work and were asked to decide the state of the speaker from what they heard.
Different Performances between Single Tonal Sentences
As shown in Table 1 , the total accuracy of emotional perception on single tonal Chinese whispered speech is 55%, which indicates the feasibility of its feeling classification. Furthermore, it is obvious that fallingraising and falling tones transfer emotions better than the high-level and raising ones.
Emotion Perception from Whispered Speech
The experiment on emotional phrases and sentences doesn't show apparent differences between them. Table 2 shows the results of the perception test which indicates that "angry", "sad" and "afraid" are more easily to be perceived than "happy", "calm" and "afraid".
Statistics of Misperception from Emotion Perception Test of Chinese Whispered Speech
The conclusions of misperception listed in Table 3 are:
•Angry, sad, calm and happy are easily to be assumed as amazed. Hence, the accuracy of amazed is the lowest.
•The distance between happy and angry must be far, as they are hardly to be confused.
•Sad is almost at the middle point between afraid and clam, as they are most likely to be taken as sad.
In terms of the misperception statistics, a space could be drawn to illustrate the relationship between 6 emotions. The closer ones are tend to be confused. Shown in Fig. 1 , "amazed" is around the center of this map as it has the lowest accuracy. And the distance ( ) is determined by (1), considering the misperception values. 
III. CLASSIFICATIONS OF SPEAKER'S STATE FACTOR FROM WHISPERED SPEECH WITH PERCEPTIVE MOOD
A. Feature Extraction
Just like the identification of emotions from the voiced speech, the 3-levels A-V Factor analysis might also rely on the spectral features rather than time domain parameters, as they are more stable and steady. All of the features in this paper are extracted in frequency domain.
Modified Spectral Parameters 
a. The Ratio of Low Frequency Energy indicates the percentage of low frequency spectrum energy to the whole frequency domain.
b. The Spectral Flatness Measurements (SFM) shows the stability of speech signal. It is determined according to:
Where, N is the segments of frequency domain. c. The Spectral Center (SC), as another parameter of speech spectrum, is determined by:
d. Formant estimation plays an important role in speech technique. It is indispensable in almost every aspect of speech signal processing. As to whispered speech, without vocal cord vibration, formant estimation is obviously significant. The flow chart of formant abstraction can be found in [28] . And the abstracted parameters are F1 to F4.
e. As mentioned above, MFCC, generally acknowledged to be the most effective feature for SI or emotion recognition, is also taken here. Steps for abstracting MFCC are illustrated in [29] .
f. Like the AM-FM (Amplitude ModulationFrequency Modulation) Model, the Sinusoidal Model of speech signal can be extensively applied in formant tracking, speech synthesis, speech recognition, etc. It can round the restriction of non-linear phenomenon, such as time-variable damping, unsteady airflow in the vocal track as so on.
The Sinusoidal Model of speech signal can be presented as:
Where, M indicates the total number of speech frames, whose serial number is k.
expresses the sinusoidal model with L-order.
Here, L=10, and are the amplitude and phase of the jth sinusoidal model according to the frequency track.
The Auditory Model considers the process of hearing, and was developed to many aspects of speech technology. From 20Hz to 20kHz, frequency range of audibility, is divided into 24 Critical Bands, according to: 
Global Statistics of Spectrum Parameters
It is reported that the global parameters might be more effective than the segment based ones for emotion recognition. Hence, the parameters mentioned in the above section are all tracked and smoothed for global statistical calculation.
Define the discrete form of the curve as , besides maximum, minimum, range, mean and variance, Shimmer, Reg_Coff and Sqr_Err are also calculated. Reg_Coff stands for the coefficient of linear regression, which reflects the general trend of the curve. 
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B. Classification of Speaker's State Factor from Whispered Speech
On the basis of the Arousal-Valence (AV) space, all of the perceptive mood can be illustrated by AV Factors. For instance, "AN", indicating anger, can be noted as ApVn, which means positive to Arousal, while negative to Valenc. Hence, all of the whispers can be re-labeled.
The diagram for classification of speaker's state factor from whispered speech is shown in Figure 1 . In the training section, feature extraction is followed by Principle Component Analysis (PCA), which aims at reducing the useless parameters and improving the recognition rate. Then the BP Neural Network is applied here as a classifier. In the recognition part, the A and V factors are determined respectively, which can make us find the point in the AV space.
Figure 2. Diagram for Classification of Speaker's State
Factor from Whispered Speech
As another point of view, this classification program is vaguer than emotion recognition. While for whispered speech, whose information carrying capacity is much weaker, this might be an efficient way to determine its perceptive mood. The results of this experiment are listed in Table 5 , which proved the effectiveness of the parameters mentioned in Section III, Part A. It can be drawn that the Auditory Model is superior to the Sinusoidal Model, which demonstrated that the judgment of mood might depend more on the auditory perception.
IV. OVERVIEW OF LFA BASED SPEAKER IDENTIFICATION
The Latent Factor Analysis (LFA) was introduced by Patrick Kenny to make the channel compensation both in speech recognition and speaker identification [30] [31] [32] . It is a model of speaker and session variability in GMM's [33] . The word "session", to Kenny et al., indicates the channel variability. However, it can also be applied to eliminate the influence of speaker's sentiment.
To a certain speaker s, stands for its emotionindependent supervector, while depends on the speaker's state. Thus, the speaker and emotion-dependent supervector is expressed as:
The GMM of target speaker is obtained by adapting the parameters of the Universal Background Model (UBM), which is trained from larger numbers of speaker utterances [33] . This structure contains N mixture components and the dimension of the acoustic vector is D. Hence, the dimension of the supervector is 
is the observable variable, while X is the hidden variable. Hence, 
E (Expectation) Step
To each session e , get the first and second order statistics according to the model parameters and training data. (27) Go to Step 2 for iterative process till convergence.
V. EXPERIMENTS AND DISCUSSIONS
A. Cross-Validation of SI for Whispered Speech with Perceptible Mood
Experiments were carried out on the database mentioned in Section 2. 50 speakers were chosen in this section, including 25 males and 25 females. According to the Arousal-Valence (AV) space, the sentiment of speaker (or perceptible mood) can be noted as A+V-, A+V+, A0V-and A0V0 respectively. Here, "A0V0" stands for unbiased emotional talking environment, while "A+V+" represents active sentiment both in arousal and valance value, namely, happy. Furthermore, "A+V-" includes anger and astonishment, and "A0V-" denotes frightfulness and sadness. The total utterances constructed here is 7200 = 50(speakers)  24 (sentences/phrases)  6(emotions). Please note, "A+V-"
and "A0V-" include double amount of utterances compared to "A0V0" and "A+V+".
The GMM is applied here for speaker identification [34] and the parameters abstracted are the MFCC1-24. This experiment contains 4 subsections. In each part, the training procedure is conducted on the utterances of the same sentiment, while tests are carried on the later part of the database. The performance of this baseline system is listed in Table 6 .
According to Table 6 , it can be easily concluded that: 1) When the training set is in the unbiased talking environment, the worst performance comes out, which indicates that the perceptible mood will influence the accuracy of SI for whispered speech greatly.
2) Although the training set of "A+V-" is twice larger than that of "A+V+", the results do not show significant differences.
3) All of the accuracies from female speakers are better than that of male ones, which might indicate that women are more expressive than men in this database.
4) The performance of SI relies greatly on the matching degree between training and test sets. In this section, we can infer that "A+V+" and "A+V-" sets are closer than the remainder ones on the A-V space.
B. LFA based SI for Whispered Speech with Perceptible Mood
In this section, the UBM structure contains 512 mixture components, while the dimension of the acoustic vector differs in different subsections, mentioned below. 20 speakers (10 males and 10 females) with 144 utterances each person, are chosen for training the LFA matrix. Tests are carried on the same 50 speakers in Section V, Part A. System 1 is the baseline system. All of the training data are used to develop the GMM-UBM.
represent weight, mean and variance of each Gaussian structure. And the speaker models are trained with the principle of MAP (Maximum A posteriori Probability). The features abstracted here are MFCCs and the dimension is 24.
The models of System 2-4 are LFA based ones. Shown in Figure 2 , the MAP algorithm is applied to get the parameters of each training subset (A0V0, A+V+, A+V-, A0V-), noted as 1-4. In recognition part, the abstracted features should be first classified with the algorithm mentioned in Section III. Then, the feature mapping method is computed on the parameters x to eliminate the sentiments of speakers and the modified features are denoted as y . Finally, the modified parameters are judged by the speaker model. System 2 applies MFCC for speaker identification, and system 3 combines MFCC with Bark Spectrum. However, system 4 utilizes MFCC with the global statistics of Bark, BSFM and BSC. As mentioned in Table 7 , system 4 gets better performance to the remainder ones. Compared to 1, it improves the accuracy of SI by almost 50%. 
VI. CONCLUSION
In this work, we focus on the speaker identification of whispered speech with different feelings. As to its particular utterance, it might be more complicated to achieve satisfactory accuracy.
The perceptual test indicates that whispers can deliver the speaker's feelings while much weaker than the voiced ones. Hence, it may not be efficient to classify the exact emotions for whispers. On this point of view, the A-V space is introduced here to judge the speaker's status. Different features are studied for this purpose. The global statistics of modified spectrum parameters are demonstrated to be efficacious.
The LFA algorithm for SI of whispered speech with perceptible mood is introduced in detail and proved to be efficient. Much higher accuracy is obtained with the modified spectrum parameters than the baseline system. The LFA algorithm is an excellent method not only for different channels but also for various speakers' sentiments. In addition, further study will be devoted to SI of whispers under different circumstances, including channels and speaker's status.
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