Cross-spectral iris recognition represents the ability of the system to identify the iris images acquired in different electromagnetic spectrums. An iris captured in the near-infrared spectrum (NIR) is matched with an iris obtained in the visual light spectrum (VIS) to boost the recognition performance. In cross-spectral iris recognition, the illumination factor between NIR and VIS images significantly degrades the recognition performance. Therefore, the existing method only achieved recognition performance with an equal error rate (EER) larger than 5%, and it is a challenging issue for cross-spectral performance to have EER below 5%. In this paper, we improve iris recognition performance by concatenating the Gradientfacesbased normalization technique (GRF) to a standard (conventional) iris recognition method to alleviate the illumination effect. In addition, we integrate the GRF with a Gabor filter, a difference of Gaussian (DoG) filter, and texture descriptors, namely a binary statistical image feature (BSIF) and a local binary pattern (LBP). The experimental results show that the GRF can boost the cross-spectral iris recognition performance with an EER equals to 1.69%. In addition, the best cross-spectral iris recognition performance is achieved when the GRF is integrated with the Gabor filter and the BSIF.
I. INTRODUCTION
In recent decades, iris recognition has received considerable interest in human identification [1] , [2] . Iris recognition is considered as one of the most accurate biometric identification systems [3] - [5] . A human iris is highly distinctive, because each person has different spatial patterns in the iris. Therefore, the iris is appropriate for personal identification. Previously, iris recognition utilized an iris image captured on the visual light spectrum (VIS) at 400-750 nm wavelength or on the near-infrared spectrum (NIR) at 750-1400 nm wavelength [6] - [8] . Nowadays, iris recognition is explored in the cross-spectral domain, to boost recognition performance [9] - [11] . Cross-spectral iris recognition is defined as the ability to match images acquired in different electromagnetic spectrums [12] .
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Cross-spectral iris recognition employs the additional information contained in both NIR and VIS spectrums and wavelengths [13] . Therefore, the identification and authentication become more optimal [14] . Figure 1 depicts the differences between the VIS and the NIR iris images. The iris patterns are clearly apparent in VIS imaging. For light-pigmented irises, the iris textures are highlighted using VIS imaging. However, the iris recognition under VIS imaging is affected by reflections from the cornea. Meanwhile, the iris recognition in NIR imaging is more robust compared to VIS imaging because of fewer reflections; however, the NIR imaging dismisses almost all of the prominent pattern or patterns of the pigment melanin in the iris. In this case, cross-spectral iris matching schemes are considered as some of the most accurate recognition frameworks [15] . In crossspectral iris matching, the information captured at each NIR and VIS wavelengths is different. Therefore, proposing the same representation of the iris in both NIR and VIS imaging is a great challenge [16] . [43] ).
The existing cross-spectral iris matching methods result in insufficient recognition performance, with EER > 5% [17] . This is due to the illumination factor that degrades the recognition performance. The Illumination indicates the amount of the light that is reflected or is radiated from a peculiar area in an image [18] , [19] . The NIR and the VIS imaging have nonuniform brightness due to varying light conditions, causing degradation. These lighting conditions affect the recognition accuracy of the iris. Thus, there is a need to develop a representative feature descriptor in VIS as well as in NIR imaging, and to develop descriptors invariant to illumination.
To overcome the illumination factor, photometric normalization techniques are applied [20] . Photometric normalization aims to reduce illumination variation in order to increase the performance of iris recognition [21] . Photometric normalization has been found to be useful to improve robustness in face recognition [22] . Photometric normalization was previously used as a pre-processing step in face recognition [23] , [24] , and when photometric normalization is combined with suitable descriptors, this combination achieved promising results [25] . The photometric normalization enhances the features with the same statistical properties. Therefore, the successful cross-spectral iris recognition depends on the best combination of photometric normalization techniques and the descriptors.
In this paper, we propose a novel framework of cross-spectral iris matching using an integration of Gradientface-based normalization (GRF). GRF is applied to overcome the illumination variation. GRF utilizes an image gradient in describing the inherent structure of the iris pattern [26] . GRF computes the inherent structure of image data by considering the pixel neighborhood. The structures of the NIR and VIS imaging are similar and represent the same subject, although the NIR and VIS iris appearance are different. Our preliminary works in [25] combined the GRF with Binary Statistical Image Feature (BSIF) and Difference of Gaussian (DoG) filter. In this study, we concatenated the GRF with a Gabor filter, a DoG filter, BSIF, and local texture descriptors, namely an LBP, to obtain the best integration descriptors.
This method is the first in the literature that implements the GRF to reduce illumination variation in cross-spectral iris recognition. The contributions of this paper are: 1. A novel feature extraction method for cross-spectral iris matching that is illumination invariant and representative in both NIR and VIS imaging, based on integrated Gradientface-based normalization and the texture descriptors. 2. An improvement of cross-spectral iris recognition performance with integrated features using decision fusion. The organization of the rest of this paper is as follows. Section 2 describes the related works. Section 3 explains the proposed framework in this study. Results and discussion are given in Section 4, and the conclusion is summarized in Section 5. 
II. RELATED WORK
Because of the accuracy of an iris recognition system depends on feature extraction and matching, a representative feature descriptor is required in cross-spectral iris matching. Recently, Oktiana et al. [27] , described several features based on the representation of NIR and VIS imaging. LBP and BSIF descriptors are two such descriptors that accurately extract the texture pattern of the iris in a cross-spectral system. Vyas and Kanumuri [28] proposed a simpler descriptor using template partitioning. The 2D Gabor filter bank is used to compute the iris pattern at various scales and orientation. Thus, each iris template is dividing into sub-blocks using the difference of variance (DoV) features. The DoV features are invariant from noise caused by illumination and position shifting. However, this method does not perform well in the cross-spectral domain, with an EER of 31.08%. This is because of the largely unrelated information comprised in NIR and VIS images.
Abdullah et al. [29] employed a 1D log-Gabor-filter with three different descriptors, namely Gabor difference of Gaussian (G-DoG), Gabor binarized statistical image features (G-BSIF), and Gabor multiscale weberface (G-MSW) to increase the matching accuracy. The proposed approach resulted in an EER of 6.8%.
According to Sequeira et al. [16] the more accurate performance of cross-spectral iris recognition is reported at EER 6.81% which presented in [29] . Recently, Wang and Kumar [17] conducted cross-spectral iris recognition using convolutional neural networks (CNN). The corresponding image features are learned automatically by CNN.
The CNN-based features are generally sparse and result in compact iris template representations. Experimental results demonstrated that the CNN-based method resulted in crossspectral iris recognition with an EER of 5.39%.
Thus far, all studies [16] , [27] - [29] assessed cross-spectral iris recognition performance in order to improve matching accuracy. Since the development of large-scale national identity program has increased in line with the demand for more accurate and robust biometric system. Hence, an accurate cross-spectral iris recognition approach with a lower EER is required.
III. METHOD
The proposed framework is illustrates in Figure 2 . NIR imaging is used for testing and VIS imaging is used for training. For the VIS image, the experiment was carried out under the red channel, because the red channel provides more textural information of the iris pattern than other channels [29] .
A. SEGMENTATION
In the segmentation step, features that provide information of the iris texture are taken from an image. The purpose of segmentation is to localize a valid iris part of an image and eliminate non-essential information i.e. pupil, sclera, eyelid, eyelashes, and skin [30] . Different parts of the human eyes are shown in Figure 3 . Originally, an iris is segmented by detecting the pupillary boundary and the iris boundary [31] . However, the pupillary boundary and the iris boundary are noncircular. Hence active contour is often used to detect them. In this study, the circular Hough transform (CHT) is adapted to segment the circular part of the NIR and VIS iris images. For segmentation and normalization process we used publicly available implementation of the same methods as Wang and Kumar [17] , Vyas and Kanumuri [28] and Abdullah et al. [29] , which was used to accommodate the method comparison since this paper focus on the feature extraction process. The Hough transform is a standard image analysis algorithm that is used for determining the geometric object present in an image, by searching for lines and circles [32] . The iris is segmented as in [33] , according to the following steps:
1. Generate an edge map from iris image I by using canny edge detection. 2. Compute the iris boundary by biasing the gradient of I in the vertical direction. 3. Compute the pupil boundary of I by weighting the vertical and horizontal gradients equally. 4. Set the value of the iris and pupil radius range manually. For the PolyU database, the pupil radius ranges from 28 to 75 pixels and the iris radius ranges from 90 to 150 pixels. 5. Calculate the centre coordinates of I , the centre coordinates of the pupil, the radius of the iris, and the radius of the pupil by performing the Hough transform for the iris boundary first, and then for the pupil boundary within the iris region as follows:
In the above equation,
Meanwhile, x c , y c are the centre coordinates of I , r is the radius of I , and x j , y j represent the edge point, for j = 1, 2, . . . n. The parameter g represents:
6. Perform linear Hough transform using Radon transform to isolate the eyelids. 7. Isolate the eyelashes using a simple thresholding method, since the eyelashes are quite darker than other portions. 8. Obtain the segmented iris image (I s ).
B. NORMALIZATION
The purpose of the normalization step is to prepare a segmented image for the feature extraction steps [34] . The normalization transforms the shape of the iris into fixed dimensions [35] . The successful segmented images result in the doughnut shape iris. Therefore, the normalization step is performed by unwrapping the circular region into a rectangular block of constant dimensions, in order to allow comparisons. Daugman's rubber sheet normalization technique was employed in this study. Figure 4 represents the Daugman's rubber sheet normalization. Daugman's normalization method converts a segmented iris texture within the iris region from cartesian to polar coordinates (r, θ) using [33] :
where:
In the above, I s (x, y) is the segmented iris region and (x, y) are the cartesian coordinates, while (r, θ) are the corresponding normalized polar coordinates; x p , y p , x i , y i are coordinates of the pupil and iris boundaries along the θ direction. After the normalization stages, the normalized iris image has dimensions of 20 × 240 pixels. Figure 5 illustrates the segmentation and normalization results for NIR and VIS images. 
C. FEATURE EXTRACTION
Comprehensive study demonstrates that a standalone descriptor is not sufficient for cross-spectral iris recognition. The modality factors such as different wavelengths, illumination variations, and different sensors, cause the variations in iris appearance. Therefore, the iris recognition performance is decreased [29] . In this study, we integrated the photometric normalization technique with the feature descriptor and the filtering. We explored the GRF to remove the illumination factor. The BSIF is used to classify the iris texture in the NIR and VIS images. Furthermore, the DoG is used as a bandpass filter which can suppress frequency aliasing and noise caused by the difference of NIR and VIS wavelengths.
The matching performance is based on the all matching results from the GRF, the BSIF, and the DoG. The limitation of one method will be covered by another method. Thus, a combination of these methods can boost matching results. In addition, we explore the integration of the 1D log-Gabor filter with this method. The Gabor filter is known to be robust to illumination variation, imaging contrast, and camera gain, by using the phase information rather than amplitude.
1) GRADIENTFACE-BASED NORMALIZATION (GRF)
The GRF technique is a photometric normalization technique based on image gradient orientation. The GRF technique computes the orientation of the image gradients in each pixel of the normalized iris image. Thus, the GRF uses the computed iris representation as an illumination invariant version of the normalized iris image. The GRF has advantages for edge detecting over pixel domains. Since the GRF is a gradient-based normalization, it can represent the prominent structure of the iris image by considering the relationship between neighbouring pixel points. The GRF calculation, as described in [26] , is as follows:
1. Let the normalized iris image is I N , generate the smoothen of I N by convolving with Gaussian kernel function:
where: I : the smoothen of I N * : the convolution operator σ : standard deviation G: Gaussian kernel as in
2. Calculate the gradient of the image I N by convolving smoothed image I with the derivative of the Gaussian kernel function in the x, y directions.
3. Calculate the illumination insensitivity using:
4. Obtain the Gradientface G.
2) BINARY STATISTICAL IMAGE FEATURE (BSIF)
The BSIF calculates the normalized iris NIR and VIS images into a binary code string, by binarizing the response of a linear filter with a threshold at zero [37] . In the neighbouring pixel, the binary code value is acknowledged as a local descriptor of the image intensity pattern. Thus, the histograms of the pixels code are generated to extract the texture properties within the normalized iris sub-region. Each bit of the normalized NIR and VIS images are correlated with the different filters used. The number of filters used depends on the length of the bit string. The statistical independence of the filter responses from a training set of natural image patches is maximized to generate the set of filters. Previous works proved that the appropriate size and number of the filter are 7 × 7 with 8 bits [29] . The BSIF computation, as described in [25] , is as follows: 1. Generate the response filter of the normalized iris image I N with size l × l as follows:
where: s i : response filter W i : linear filter, W = uv u: n × n square matrix which calculated via ICA v: matrix canonical processing i: number of patches 2. Compute the binarized feature b i using
3) DIFFERENCE OF GAUSSIAN (DOG)
The Difference of Gaussian (DoG) filtering reduces aliasing and noise in the normalized NIR and VIS iris images by suppressing the highest spatial frequencies without eliminating fine spatial detail of the iris pattern [38] . The DoG performs as a bandpass filter by utilizing a Gaussian filter to produce a normalized image. A band-pass filter is obtained by subtracting two Gaussians with different Gaussian kernels that eliminate all frequencies between the frequencies cut-off of the two Gaussians. The image feature located between this frequency band is extracted by setting inner and outer of Gaussian values, the DoG can tolerate difficult lighting conditions. The best recognition is achieved when the inner and outer Gaussian value is set from 1.0 to 2.0 [29] . The DOG calculation, as described in [27] , is as follows: 1. Compute the smoothed image by convolving the normalized iris image I N with two Gaussian kernels having different standard deviations:
where I (x, y), G(x, y) represent original image and smoothen image respectively, and σ is the Gaussian kernel which is defined as
2. Compute the normalized image by subtracting the two smoothen images; and 3. Obtain the bandpass filter by setting σ 0 = 1 and σ 0 = 2.
4) ONE-DIMENSIONAL LOG GABOR FILTER
The integration of One-dimensional (1D) log-Gabor filters with the proposed GRF methods aims to extract the frequency information which represents the VIS and NIR iris texture. Log-Gabor filters is a bandpass filter, the background brightness will not affect the extraction of the pure phase information of iris texture because no DC components will pass the filters [39] . The 1-D log-Gabor filter is expressed as [40] :
where f 0 is centre frequency and σ is bandwitdh of the filter.
5) LOCAL BINARY PATTERN (LBP)
The LBP is used to extract the VIS and NIR iris textures based on texture spectrums. The texture differences between NIR and VIS iris images can be identified by the grayscale value of each pixel [38] . Thus, the value of each neighbouring pixel is compared with the centre pixel. In our experiment, we used 3 × 3-pixel neighbourhoods resulted in 8-bit code based on the number of 8 pixels around the centre pixel. The LBP computation, as described in [27] , is as follows:
where p (u) = 1, u ≥ 0 0, otherwise
In the above, c and n represents a central pixel and 8 neighbours of the central pixel, respectively. The 3 × 3 neighbour's pixel is thresholded by the centre pixel. If the neighbour's pixel is greater than the centre pixel then the value is 1 and is 0 otherwise. VOLUME 7, 2019 
D. MATCHING
The matching is a process of comparing the testing iris template against the training iris templates using Hamming distance (HD) in order to obtain the similarity score. The similarity score is a single numerical value that represents the degree of similarity between two iris templates [35] . The HD is a measurement metrics that used to determine the bit similarity between two iris templates. Two iris patterns are from different iris patterns if the HD value is above the threshold. Otherwise, if the HD value is below the threshold, the two iris patterns are identic. The threshold represents a reference value to determine whether the matching score is genuine or an impostor. The genuine score is a matching score between two iris templates originated from the same user. Meanwhile, a matching score between two iris templates originated from the different user is known as an impostor. The threshold can be expressed as follows [32] : (15) In the above equation,
T :
the reference threshold µ s : means of intraclass HD distributions µ D : means of interclass HD distributions σ s : standard deviations of intraclass HD distributions σ D : standard deviations of interclass HD distributions HD is calculated according to [26] :
In the above, T 1 , T 2 , represent the bit wise of template 1 and template 2, respectively. N is the number of bits in the template; mask 1 , mask 2 are corresponding noise masks for each template, respectively. The Matching performance is evaluated using false acceptance rate (FAR), false rejection rate (FRR), and genuine acceptance rate (GAR). The FAR is an impostor score falling below the threshold (wrongly accept). Otherwise, FRR is defined as a genuine score that exceeds the threshold (wrongly rejected). The genuine score falling below the threshold is called GAR. The computation of FAR, FRR, and recognition rate are shown in Eqs. (17) , (18) 
The final decision is obtained by fusing the GRF matching result, the BSIF matching result, and the DoG matching result using ''AND'' rules according to [29] : 
E. PERFORMANCE EVALUATION
The iris recognition performance is evaluated using the EER and a receiver operating characteristic (ROC) curve. The EER represents the error rate at which the FAR equals the FRR. The best recognition system results in a lower EER. Meanwhile, the ROC curve represents the trade-off between the GAR and the FAR. A ROC curve from a good iris recognition system will be located near the top of the graph (high GAR) for most FAR [42] .
IV. EXPERIMENTAL SETUP
In this section, we describe the database and the experimental procedure for evaluating the experiments. The experiments were carried out using Poly U Iris Database [43] . Poly U Iris Database is a bi-spectral iris database. The iris images are acquired under NIR and VIS wavelengths from left and right eyes. The database consists of 209 subjects. Each subject contains 15 right-eyes images and left-eyes images. In total, there are 12,540 iris images with image dimension of 640 × 480. The database has a low-quality image sample because of iris occlusion and poor lighting conditions. This experiment was carried out based on the popular IrisCode approach [44] . The experiment was conducted using 75 subjects with the iris template dimension of 20 × 240. For the testing, 26 [16] , which comprised 20 images out of 175 images, in this experiment, we selected 26 images out of 209 as testing and 75 images as training to reduce the computational effort of comparing all images. For inter-class (different subject comparison) matching, 26 randomly chosen NIR images of one eye pattern were compared against 75 VIS images of all the other eye patterns (of the same side). For the intra-class comparison (same subject comparison), every NIR image was compared against each VIS image of the same eye pattern.
V. PERFORMANCE EVALUATION AND DISCUSSIONS
In this section, the implementation of GRF into the crossspectral iris recognition domain is evaluated using the BSIF and LBP descriptors. The comparison of GRF with another photometric normalization was conducted using Multi Scale Weberface (MSW) normalization. In addition, we also investigate the integrated GRF with 1D log-Gabor filters in order to boost recognition performance.
A. CROSS-SPECTRAL IRIS RECOGNITION USING GRF An ideal biometric system results in a lower EER with a higher GAR. Figure 6 demonstrates the performance of cross-spectral iris matching using GRF and without GRF. Both standalone descriptors, i.e. BSIF and LBP, resulted in a higher EER and a lower GAR. However, when the GRF was integrated with these descriptors, it resulted in better recognition performances. The proposed GRF yields small EER and large GAR values for both descriptors. The gradient-based normalization works better with local texture descriptors such as LBP and BSIF. Figure 7 describes the effect of applying GRF to the VIS image and NIR image. GRF used to provide the edge present in VIS and NIR images. GRF detect the smaller and liner edges present in the texture of the iris. Moreover, the shadow caused by specular reflection can be minimized through GRF because GRF extracts the illumination insensitive from the gradient domain. Combining the GRF with the spatial texture of LBP and BSIF features result in an edge image containing the more exceptional edge present in the iris texture. Consequently, the iris pattern is well recognized. In this work we concern with recognition performance rather than the image itself. Therefore, we evaluate the impact of iris recognition performance by applying GRF as feature enhancement not as preprocessing.
We conclude that the integration of the GRF with BSIF and LBP descriptors can boost the recognition performance. The best combination is achieved when the GRF is integrated with the BSIF descriptor, resulting in an EER of 1.69%. Figure 8 illustrates the performance of GRF compared to another photometric normalization that is illumination invariant, namely MSW. The MSW, BSIF, and DoG combination method generates a large FAR and small GAR. This is because the MSW is a threshold based photometric normalization. MSW computes the salient pattern of an image by calculating the ratio between the relative intensity difference of the current pixel to its neighbour and the intensity of the current pixel. Otherwise, the combination of GRF, BSIF, and DoG methods resulted in larger GAR and small FAR. The GRF is a gradient-based orientation which considers the relationship of neighbouring pixel points and is therefore, suitable to be combined with texture features such as BSIF, which extract the statistical features from NIR and VIS images.
B. PERFORMANCE COMPARISON OF GRF AND MSW
It can be observed from Table 1 that the integration of GRF decreases the EER about 6.9% for the BSIF descriptors and 19.4% for the LBP descriptors. In addition, the descriptor that integrated with GRF results in large GAR values. Among all the comparisons, the combination of GRF and BSIF resulted in the best cross-spectral recognition performance with 1.69 % EER at 96.92% GAR.
C. CROSS-SPECTRAL IRIS RECOGNITION USING 1D GABOR FILTER AND INTEGRATION OF GRF
Earlier works demonstrated that, the 1D log-Gabor filters are often integrated with several feature descriptors due to the Gabor filter have good theoretical properties. Therefore, we explore to concatenate the Gabor filter with the GRF methods to accomplish a robust cross-spectral iris recognition. Furthermore, the phase information of the Gabor filter is robust against illumination variations, camera gain, and imaging contrast. Hence, we evaluated the concatenation of the 1D log-Gabor filter with the aforementioned methods. Figure. 9 shows the performance of the concatenation Gabor filter with GRF approach. By using the Gabor filter, the GRF results in a higher recognition performance. A Gabor filter improves the accuracy of the GRF approach by about 10%. The most accurate cross spectral iris recognition is achieved using the combination of Gabor GRF, Gabor BSIF, and Gabor DoG, with an EER of 1.02% at a GAR of 98.97% as shown in Table 2 .
However, the proposed GRF failed in images that have non-linear intensity variations caused by specular reflections, such as in the 10 th image. The recognition error was caused by specular reflection which was misrecognized by GRF as an edge of iris texture. Therefore, the system cannot find the gradient correlation between NIR and VIS iris images.
VI. CONCLUSION AND FURTHER WORK
In this paper, an illumination invariant cross-spectral iris matching framework is proposed using the integration of GRF. The best framework is achieved using the combination of a Gabor GRF fused with BSIF descriptors and DoG filtering with an EER of 1.02% at GAR 98.97%. The experimental results showed that the GRF is appropriate to be combined with the local texture descriptor, the bandpass filter, and the Gabor Filter. Therefore, it is reasonable to conclude that the proposed GRF can perform very well, when it is integrated with the different descriptors. However, further research is required to conduct a combination of GRF with global descriptors, to obtain a more discriminant feature in cross-spectral iris recognition.
