Abstract. The Morse-Smale complex is an effective topology-based representation for identifying, ordering, and selectively removing features in scalar-valued data. Several algorithms are known for its effective computation, however, common problems pose practical challenges for any feature-finding approach using the Morse-Smale complex. We identify these problems and present practical solutions: (1) we identify the cause of spurious critical points due to simulation of simplicity, and present a general technique for solving it; (2) we improve simplification performance by reordering critical point cancellation operations and introducing an efficient data structure for storing the arcs of the complex; (3) we present a practical approach for handling boundary conditions.
Introduction
Scientific data is becoming increasingly complex, and sophisticated techniques are required for its effective analysis and visualization. The Morse-Smale (MS) complex is an efficient data structure that represents the complete gradient flow behavior of a scalar function, and can be used to identify, order, and selectively remove features. Although several algorithms are known for its computation, achieving an efficient implementation is still a challenge. Key optimizations remain un-addressed in the literature without which computation of the complex might have a memory footprint that grows past practical limits, simplification times that take days instead of seconds, and undesirable artifacts on the boundaries. We examine the causes of such problems and present the necessary techniques for overcoming them. M into regions clustering integral lines that share common origin and destination. In Morse-Smale functions, the integral lines only connect critical points of different indices.
Each critical point of index n is the origin of a set of integral lines that forms an ascending d − n-manifold. Symmetrically, it is the destination of a set of integral lines that forms a descending n-manifold. All ascending and descending manifolds of a Morse-Smale function intersect transversely. Therefore, given two critical points a and b, where the index of a is one less than the index of b, the intersection of the ascending manifold of a and the descending manifold of b is either empty or a 1-manifold. The critical points and these 1-manifolds are called nodes and arcs. The one-skeleton formed by the nodes and arcs forms the combinatorial structure of the MS complex. The combinatorial structure contains much of the semantic information of f , and is useful for simplification and feature identification. The neighborhood of a node a of an MS complex Γ is the set of nodes N a that are connected to a by an arc in Γ .
Cancellations
A function f is simplified by repeated cancellation of pairs of critical points. The local change in the MS complex leads to a smoothing of the gradient vector field and hence of the function f . A cancellation operation is valid (i.e., it can be realized by a local perturbation of the gradient vector field) for a pair of critical points if and only if there exists exactly one arc connecting them in the complex. Therefore, the indices of the two critical points must differ by one. Also, any critical point pair that is connected by multiple arcs represents a configuration known as a strangulation or a pouch, for which there is no direct perturbation of the gradient that removes the critical point pair. The atomic cancellation operations that are the basis for simplifying an MS complex were characterized in Gyulassy et al. [6] for complexes of general dimensions:
Cancellation: Let Γ be an MS complex for a scalar function defined on a closed dmanifold M. Let l and u be the lower and upper nodes of an arc a in Γ , with indices i and i + 1, respectively. Let A l be the set of arcs that have l as one end point, A u the set of arcs that have u as one end point, N l the set of nodes in the neighborhood of l, and N u the set of nodes in the neighborhood of u.
The combinatorial cancellation of (l, u) changes the combinatorial structure of the MS complex and is based on these two steps:
1. Creation of a new arc connecting every critical point of indices i + 1 in N l to every critical point of index i in N u , and adding them to Γ . 2. Removal of arcs in A l and A u , and removal of l and u from the complex. Figure 1 shows this operation for a two-dimensional MS complex. The cancellation operation creates and destroys several arcs in the MS complex, and therefore an efficient data structure representing the nodes and arcs is necessary to handle the operations involved. Let a = (l, u) be an arc that is canceled, n be the number of critical points of index i + 1 in N l , and m be the number of critical points of index i in N u . In the fist step of canceling a, n × m new arcs are added to the MS complex. Each arc that is created must be inserted into the set of arcs of the nodes at its endpoints, resulting in O(n × m) INSERT operations. In the second step, the arcs connecting with the canceled nodes are removed from the complex. Each arc that is removed from the complex must be deleted from the set of arcs of the nodes at its endpoints, resulting in O(|A l | + |A u |) DELETE operations. Therefore, a data structure for storing the arcs at each node must support efficient INSERT and DELETE operations.
In previous implementations [6, 9, 7] , all arcs connected to a node were stored in a linked list. INSERT operations were performed in constant time, however, the DELETE operations were linear time in the number of arcs |A n | connected to a node n. Therefore, the total running time for a cancellation was O((n × m) + ((|A l | + |A u |) × A m )) where m is the node with the largest number |A m | of connected arcs in N u ∪ N l .
The first term in this running time can lead to a quadratic increase in the number of arcs in the complex: not only does it create n × m new arcs, but every index-i node in N u has m arcs added to its set of connected nodes, and every index-(i + 1) node in N l has n arcs added. Therefore, future cancellations between pairs of these nodes become more costly. Therefore, performing k cancellations in a naive ordering can therefore lead to an actual kn × km cost. Such situations often arise when large flat regions have many adjacent 0-persistence arcs, as is the case in most integer-valued data. The second term in the running time can also be prohibitive, as nodes with a large number of connected arcs (high valence) slow the cancellation of every node that is connected to it. In fact, a linear-time DELETE operation in the number of arcs connected to a node leads to quadratic-time cancellations in the number of arcs connected to each endpoint.
Data Sets
The timing and memory performance statistics presented throughout this paper were generated on an off-the-shelf 2.21GHz AMD Athlon processor with 2.0Gb memory. Data sets were chosen to stress particular aspects of the MS complex construction algorithm. The data sets used and the particular challenge posed by each are summarized in Table 1 . The data sets used for the generation of the timing data presented in this paper were selected to examine particular aspects of performance.
Improved Simulation of Simplicity
An interpolated function derived from real-life data is not necessarily Morse-Smale.
One particular property necessary for algorithms computing the MS complex is differentiability, i.e., vertices have pairwise distinct value, and hence no "flat" regions exist. Edelsbrunner and Mücke [4] introduced simulation of simplicity to resolve Differentiability is simulated by assigning a strictly increasing ordering to vertices. Typically this is achieved with a pre-sort of the data, and vertex a has lower value than a vertex b if and only if it has lower index in the sorted array. In this manner, the order given by distinct data values is preserved, and an ordering for same-valued vertices is created. This sorting can be done implicitly, as shown in figure 2. While this simple simulation of simplicity breaks ties and provides a complete ordering of the vertices of a data set, it introduces critical points that only exist due to index comparison. Figure 2 illustrates a scalar function with flat regions, where such an ordering produces spurious critical points at the boundaries of the flat regions. Although such critical points can be detected as noise and removed through simplification, they introduce a significant processing and data size overhead when computing the MS complex.
We improve the standard simulation of simplicity by introducing a new sorting order for the vertices that uses a greedy region-growing approach to eliminate the extra critical points due to flat regions. Our technique uses two priority queues to create a sorting order: the first, simpleOrder, returns the lowest unprocessed element ordered by function value and index in the data structure; the second, b f sOrder, has the same ordering, but only contains unprocessed vertices that are neighboring previously processed vertices. When a query asks for the lowest unprocessed vertex, the top elements of simpleOrder and b f sOrder are compared, and the one with lower function value is returned. If they have the same function value, the top element of b f sOrder is returned. When a vertex is processed, all of its unprocessed neighbors are added to b f sOrder.
In this manner, the ordering corresponds to the insertion time of a vertex in a floodfill of the ascending manifolds of a function. It is a greedy technique that crosses flat regions in a breadth-first search, and therefore prevents extra minima from appearing. Note that it is not necessary to build the sorting order explicitly when using an algorithm based on region growing, since often these algorithms only use the ordering to extract the lowest unprocessed element. This same ordering is particularly effective for ordering cells in the computation of a discrete gradient field. For example, in the algorithm presented by Gyulassy et al. [6] , cells of each dimension d are iterated, and local minima correspond to critical cells of index d. The performance of this algorithm, number of critical points found, and memory footprint are summarized in Table 5 . Although this method was primarily designed to help overcome the flat regions in integer-valued data, a large improvement was also seen in the porous data set, a floating-point data set. This behavior indicates that discretizing a function makes it very sensitive to the ordering of cells, even when the original values are reasonably distinct floating-point numbers.
Efficient Cancellations
We use the description of the atomic cancellation operations provided in Gyulassy et al. [6] as a basis for examining the necessary major improvements to enable simplification of the MS complex in practice. We increase the performance of cancellations by introducing a data structure for constant-time DELETE operations, and also present several strategies for preventing a dramatic increase in the number of arcs due to the potential kn × km new arcs created in a saddle-saddle cancellation.
Efficient Data Structure
We use a double-linked list to store the set of arcs A n connected to a node n. The IN-SERT operation can be done in constant time, since new arcs are always inserted at the beginning of the list. A DELETE operation in a linked list requires finding the element to remove, the previous element, and the next element, and reconnecting to remove the element. Finding an element is linear in the size of the list, while reconnecting is constant. A key observation is that in a cancellation operation, finding an arc in A n is done in constant time, since the arc element is previously identified during an iteration of the arcs of its other endpoint. The previous and next elements must still be found, and in a double-linked list this is done in constant time. Therefore, the entire DELETE of an arc takes constant time in a cancellation operation. This behavior represents an improvement over the linear time for the linked list used in previous implementations [6] . Figure 3 illustrates the data structure used to store the nodes and arcs of the MS complex. Although this data structure is 1.4 times larger than a single-linked list, the majority of the memory footprint of a complex is taken up by the geometry components, such as storing the set of line segments that define an arc. In fact, for a typical complex, the additional space required by the arcs to store the double-linked list is only 0.1%. Table 2 compares the performance of using a standard linked list versus a double-linked list.
Cancellation Strategy
Simplification of a function is achieved by repeated cancellation of critical point pairs. The ordering of critical point pairs is defined by persistence, which quantifies the importance of the topological feature associated with a pair. The persistence of a critical point pair is the absolute difference in value of f between the two points. Typically, in this ordering, the arc with the lowest persistence is canceled first. However, such an ordering can lead to a memory footprint that grows past practical limits, due to the creation of kn × km new arcs. Instead, we design a strategy to determine when a cancellation can be delayed, based on conditions imposed on the neighborhood of the critical points to be canceled. We still maintain the property that all cancellations must be valid, i.e., the pair of nodes is connected by exactly one arc, and the arc to be canceled has the lowest persistence of any in the neighborhood around the two nodes.
Limit n × m A straightforward technique to prevent the dramatic increase in memory is to delay a cancellation until the number of new arcs it would create, n × m, is below some threshold t. Arcs are initially ordered by persistence. However, if canceling the arc with lowest persistence were to create more than t new arcs, the arc can be be removed from the ordering and put in a delayed list, and the next arc in the ordering is selected for cancellation. Cancellation of arcs in the neighborhood of delayed arcs can reduce the number of arcs incident at the nodes at either endpoint. Delayed arcs are canceled as soon as they create fewer than t new arcs. Table 3 shows the memory footprint and running times for several data sets as a function of t. While lower t values generally improve performance, they can lead to artifacts in the form of low persistence arcs that are perpetually delayed. When t is too high, the memory cost and run time increases, sometimes preventing the termination of the algorithm. However, t should be chosen as high as possible to keep the number of artifacts small.
Global Valence Control
The valence of a node is the number of arcs that have it as an endpoint. Nodes with a high valence are expensive to cancel, and tend to generate many new arcs, leading to more high-valence nodes. We present a strategy to prevent the creation of high-valence nodes by delaying the cancellation of arcs that lead to the creation of a high-valence node. When an arc is canceled, the valence of nodes in a neighborhood around the canceled pair changes. Let n be the number of index-(i + 1) nodes in the neighborhood N l of the lower node, m be the number of index-i nodes in the neighborhood N u of the upper node. Let a i ∈ N l be a node in the neighborhood of the lower node, and b i ∈ N u be a node in the neighborhood of the upper node, and define V (a) to return the valence of node a. We define the weight of an arc as W (a) = max(max(V (a i ) + m|a i ∈ N l ), max(V (b i ) + n|b i ∈ N u )). Intuitively this value is the largest valence that canceling a would create. A cancellation is delayed if the weight of the arc is greater than a threshold t. Table 4 shows the memory footprint and running times for several datasets as a function of t. As with the new arc limiting method, lower t values correspond to higher performance and an increased number of artifacts. Computing V (a i ) requires storage of the valence at each node, and an update of it whenever the neighborhood changes.
Boundary Conditions
The MS complex is well-defined for scalar functions on manifolds without boundary. Boundaries of a manifold present problems in computation of the MS complex, since Table 3 . For each data set, we provide as a function of t: the time required to cancel up to 20% persistence, the maximum number of arcs in the complex, and the number of low-persistence artifacts that could not be cancelled, delaying arcs whose cancellation would generate more than n × m new arcs. In general, a higher threshold results in longer run times, a larger memory footprint, but fewer artifacts. Blanks indicate non-termination. The MS complexes were generated using the improved simulation of simplicity from Sect. 5. Table 5 . The total number of critical points identified using a slice-by-slice computation of the discrete gradient. The top row lists the numbers of critical points found when the standard simulation of simplicity is used to order cells. The bottom row shows the numbers of critical points identified with the on-the-fly ordering.
they require special rules for the identification and simplification of critical points and cells. In practice, it is much easier to simulate the domain being a manifold without boundary, avoiding the special boundary cases. When the data is periodic, the underlying manifold has no boundary, and the MS complex is well-defined. When the data is not periodic, some other interpretation of the manifold must be used. Two standard techniques for removing the boundary of a manifold are one-point compactification and mirroring. Figure 4 illustrates how each boundary condition implies a different underlying space.
In one-point compactification, a vertex with infinite persistence is added for every boundary component, with every boundary cell attached to its corresponding vertex. While this can be simulated in practice, it can lead to artifacts, such as minima on the boundary disappearing and 1-saddles on the interior have arcs that connect outside the data. Additionally, the simulated vertices will necessarily have high valence, leading to slower execution times, and often require special data structures.
In mirrored boundary conditions, a copy of the underlying manifold is attached to itself along its boundary cells. This technique has the advantage of not introducing high-valence nodes, and small features near the boundary are preserved. However, it is often impractical to keep a redundant copy of the "mirrored" complex due to memory limitations. One solution is to modify the data structure of cells crossing the boundary, since differences between the MS complex on the original manifold and the complex on the mirrored manifold will be restricted to a neighborhood around the boundary. The biggest problem with this technique is that cancellation operations (in particular saddlesaddle cancellations) are not necessarily symmetric, therefore, canceling a node on the boundary with a node in the interior can lead to inconsistencies between the complex of the original manifold and the mirrored complex, and the technique loses its intuitive appeal.
A simple solution is possible in practice. We avoid picking a particular technique to remove the boundary by enforcing the condition that gradient flow not cross the boundary. This is done by computing the discrete gradient first on the boundary, then the interior of the domain. Additionally, when canceling critical points, boundary nodes are only canceled with other boundary nodes, and interior nodes with interior nodes. Therefore, the flow touching the boundary from the interior will always end at a critical point on the boundary, and flow touching the boundary from "outside" will end at a boundary critical point, effectively isolating the interior of the data. One major advantage of this technique is that it requires no special conditions for finding critical points and cells of the MS complex. The disadvantage is that small features on the boundary are often preserved, since they can not be canceled with interior critical points. In practice, this is an effective technique that works for most cases. Any boundary artifacts can usually be removed from consideration by careful filtering of the MS complex.
Conclusions
We present practical techniques that make computing and simplifying MS complexes possible in practice. Using the improved simulation of simplicity results in a more efficient implementation, especially in data sets with large flat regions, since it reduces the initial number of critical points found. In the case of the hydrogen dataset, the improved simulation of simplicity generated 200 times fewer critical cells than the standard simulation of simplicity. While particularly designed for computing MS complexes using a discrete approach, this simulation of simplicity can be applied to any topology-based technique to reduce the initial number of low-persistence critical points found. The techniques presented for reordering cancellations make it possible to simplify an MS complex without entering a situation where unregulated cancellations lead to memory usage that exceed practical capabilities. The double-linked list we use to store the connectivity of the 1-skeleton of the MS complex further provides a decrease in run-time complexity of cancellation operations. Finally, we present a simple solution to enable a simple implementation when boundaries are present. The techniques we have presented make possible computation and simplification of the MS complex. For example, without the improved simulation of simplicity, the MS complex of the hydrogen data set has almost one million low-persistence critical points. Simplification of this large complex does not terminate without using a re-ordering strategy for cancellations. The hydrogen data set is a small data set with fewer than 100 persistent critical points, and the MS complex can be computed and simplified in under a minute when using the techniques discussed in this paper. These techniques are simple solutions to practical problems in designing efficient implementations of algorithms to compute and simplify the MS complex.
