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Reconstruction in one dimension from unlabeled Euclidean
lengths
Robert Connelly ∗ Steven J. Gortler† Louis Theran‡
Abstract
Let G be a 3-connected graph with n vertices and m edges. Let p be a randomly chosen
mapping of these n vertices to the integer range [1..2b] for b ≥ m2. Let l be the vector of
m Euclidean lengths of G’s edges under p. In this paper, we show that, WHP over p, we can
efficiently reconstruct both G and p from l. In contrast to this average case complexity, this
reconstruction problem is NP-HARD in the worst case. In fact, even the labeled version of this
problem (reconstructing p given both G and l) is NP-HARD. We also show that our results
stand in the presence of small amounts of error in l, and in the real setting with approximate
length measurements.
Our method is based on older ideas that apply lattice reduction to solve certain SUBSET-
SUM problems, WHP. We also rely on an algorithm of Seymour that can efficiently reconstruct
a graph given an independence oracle for its matroid.
1. Introduction
Let p be a configuration of n points pi on the real line. Let G be a graph with n vertices and m
edges. For each edge i j in G, we denote its Euclidean length as ℓi j(p) := |pi − p j|. We denote
by l = ℓ(p), the m-vector of all of these measured lengths. In a labeled reconstruction problem
we assume that G is 2-connected, we are given G and l, and we are asked to reconstruct p. In a
unlabeled reconstruction problem we assume that G is 3-connected, we are just given l (we are
not even given n), and we are asked to reconstruct G and p.
As explained below, when these connectivity conditions are not satisfied, then the reconstruc-
tion problems are almost always ill posed, and there will simply not be enough information for
any algorithm (efficient or not) to uniquely determine the reconstruction. In the labeled setting,
these problems are generally well posed as soon as G is 2-connected [3]. In the unlabeled setting,
these problems are generally well posed as soon as G is 3-connected [8]. Even when well-posed,
and discretely defined, these problems are very hard to solve computationally; indeed, even the
labeled problem for integers in one dimension is (strongly) NP-HARD [15].
Two and three dimensional labeled and unlabeled reconstruction problems often arise in set-
tings such as sensor network localization and molecular shape determination. These problems are
even harder than the one dimensional setting studied here. But due to the practical importance of
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these applications, many heuristics have been studied, especially in the labeled setting. There do
exist polynomial time algorithms that have guarantees of success, but only on restricted classes
of graphs and configurations. For example, labeled problems can be solved with semi-definite
programming if the underlying graph-configuration-pair happens to be "universally rigid" [18].
Labeled problems in d-dimensions can be solved with with greedy algorithms if the underlying
graph happens to be "d-trilateral". This means that the graph has an edge set that allows one
to localize one or more Kd+2 subgraphs, and then iteratively glue vertices onto already-localized
subgraphs using d + 1 edges, (and unambiguously glue together already localized subgraphs) in
a way to cover the entire graph. There is also a huge literature on the related problem of low-
rank matrix completion. Typically, those results assume randomness in choice of matrix sample
locations, roughly corresponding to the graph G in our setting.
Unlabeled problems are much harder, with fewer viable approaches. When the underlying
graph happens to be "d-trilateral" [6, 9]. then an unlabeled problem in d ≥ 2 can be solved
with using a combinatorial search in O(mk) time, where k is a large fixed exponent for each
dimension [6, 9]. (In one dimension, it is actually required that the graph is 2-trilateral, instead
of 1-trilateral in order for this to work [6] .)
The unlabeled reconstruction problem in the one dimensional integer setting also goes by
names such as “the turnpike problem” and the “partial digest problem”. Theoretical work on
these problems has typically been worst case analysis and often only apply to the complete graph
(e.g. [2, 11, 17]).
In this paper we present an algorithm that can provably solve the one dimensional unlabeled
(and thus, also the labeled) reconstruction problems in polynomial time, for each fixed, appro-
priately minimally connected graph, WHP over random p as long as we have sufficient accuracy
of the length measurements. The algorithm is based on combining the LLL lattice reduction algo-
rithm [4, 10, 12] together with the graphical matroid reconstruction algorithm of Seymour [16].
The limiting factor of our algorithm in practice is its reliance on having sufficient bits of accuracy
in the measurements of l. But the existence of such an efficient algorithm with these theoretical
guarantees was surprising to us. Even though the required precision grows with the number of
edges, we give an explicit bound. This is in contrast with theoretical results about generic config-
urations often found in rigidity theory, which are non quantitative in an integer setting or in the
presence of noise.
1.1. Connectivity assumption
Labeled setting:
Clearly we can never detect a translation or reflection of p in the line, so we will only be
interested in recovery of the configuration up to such congruence.
In the labeled setting, if i is a cut vertex of G, then we can reflect the positions of one of the
cut components across pi without changing l. Such a flip is invisible to our input data. To avoid
such partial reflections, we must assume that G is 2-connected.
For more information about when labeled reconstruction problems are generally well posed
in the real setting, in 2 and higher dimensions, see [3, 7].
Unlabeled Setting:
In the unlabeled setting, we can never detect a renumbering of the points in p along with a
corresponding vertex renumbering in G, so we will be unconcernedwith such isomorphic outputs.
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Figure 1: The 2-swap operation. The graphs, (a) and (d) are 2-isomorphic but not isomorphic.
Note that the edge lengths are unchanged under a 2-isomorphism.
In the unlabeled setting, if i is a cut vertex of G, then we can cut the vertex set at i and then
glue back one of the cut components at a different vertex completely (with its points in one of two
orientations) without changing l. Next, suppose i, j form a vertex cut set of G, then we can cut G
at i and j and then glue back one of the components in reverse (See Figure 1) without changing
l. To avoid such swapping, we must assume that G is 3-connected.
For more information about when unlabeled reconstruction problems are generally well posed
in the real setting, in 2 and higher dimensions, see [6, 8].
1.2. Integer setting
Moving to an algorithmic setting, we will now assume that the points are placed at integer lo-
cations in the set [1...B], with B = 2b for some b. For the labeled problem, we will want an
algorithm that takes as input G and integer vector l, and outputs p (up to congruence). For the
unlabeled problem, we will want an algorithm that takes as input the integer vector l, and outputs
G (up to vertex labeling) and p (up to congruence).
Even the labeled problem is strongly NP-HARD by a result of Saxe [15]. Interestingly, one
of his reductions is from SUBSET-SUM. This is a problem that, while hard in the worst case, can
be efficiently solved, using the Lenstra-Lenstra-Lovász (LLL) lattice reduction algorithm [12], for
most instances that have sufficiently large integers [10]. Indeed, we will take cue from this insight
and use LLL to solve both the labeled and unlabeled reconstruction problems.
We say that a sequence, Am, of events in a probability space occurs with high probability as
m→∞ (WHP) if Pr[Am] = 1− o(1). Here is our basic result.
Theorem 1.1. Let G be a 3-connected (resp. 2-connected) graph. Let b ≥ m2. Let each pi be chosen
uniformly and randomly in [1..2b]. Then there is a polynomial time algorithm that succeeds, WHP,
on the unlabeled (resp. labeled) reconstruction problems.
Both the success probability and the convergence rate can be estimated more explicitly (see
below). However, what we can prove seems to be pessimistic, especially if we have some extra
information about the number of vertices. Experiments (see below) show that our algorithm
succeeds with very high probability on randomly chosen p even with significantly fewer bits. In
part, this is because the LLL algorithm very often outperforms its worst case behavior [13] on
random input lattices.
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1.3. Errors in input
To move towards a numerical setting, we need to differentiate between the geometric data in p
and its combinatorial sign data. The combinatorial sign data, will be represented by an orientation
σp (see definitions below), which represents, for each edge, which vertex is to left side and
which is on right side in the configuration p. We will say that a reconstruction algorithm succeeds
combinatorially if it correctly outputs G and σp. Once we have the correct combinatorial data,
we can simply apply a linear least squares algorithm to get a good estimate of p.
To model error we consider the case where there may be {−1,0,1} error, added adversarially,
to each of the ℓi j integer measurements.
Theorem 1.2. Let G be a (sufficiently connected) graph. Let b ≥ m2. Let each pi be chosen uniformly
and randomly in [1..2b]. Then, in both the labeled and unlabeled settings, there is a polynomial time
algorithm that, WHP, combinatorially succeeds on the noisy reconstruction problems.
Failure modes of our algorithm are discuss in Section 4.
1.4. Real setting
Theorem 1.2 can be used in the setting where p is not integral to begin with, but rather is real
valued, and with each pi in the real-range [1..B], with uniform probability. In this case our l is
not integral either, but we can simply round it to the nearest integer, giving us l′. This l′ will, in
fact, be a {−1,0,1} noisy version of the lengths obtain from p′, the configuration where p has
been rounded to the integers. Hence, our noisy theorem applies to this integer input.
Since we are rounding to the nearest integer over l, and our values have the range [1..B],
this essentially means that we are requiring b-bits of measurement accuracy in our real valued
measured l.
1.5. Basic ideas
Consider a simple cycle in G, thought of an cyclic ordered list of vertices. As we walk along this
cycle in p, some of the edges go to the right and some to the left. If we sum up the Euclidean
lengths of these edges, with a appropriate sign, determined by the vertex ordering on the line,
and denoted by σp, the sum must equal 0, since the cycle closes up. Thus, these ±1s must form
a "small-integer" relation on length vector l. Indeed there is such a small integer relation on
l corresponding to any cycle in G. These cycle relations will form a linear space Sσp of linear
relations on l, of dimension c := m− n+ 1 (the dimension of the cycle space of G).
On the other hand, suppose our pi have been chosen uniformly and randomly from a set of
sufficiently large integers. Then we should not expect there to be any other "accidental" small
integer relations on l, that are not in Sσp .
The problem of finding the smallest integer relations on l is NP-HARD. Fortunately, the LLL
basis-reduction algorithm can be used to find, in polynomial time (and acceptably fast in practice),
a basis of integer relations that are within a factor of 2(m−1)/2 of the smallest such basis. This factor
may turn our small relations in Sσp to "medium sized" integer relations on l. But when starting
with sufficiently large integers, we still do not expect there to be any other accidental medium
sized integer relations on l that are not in Sσp . Thus by using LLL, we can recover the space Sσp ,
WHP.
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This is exactly the approach discovered by Lagarias and Odylyzko [10] to solve knapsack
problemsWHP, over sufficiently large integer inputs. A simpler analysis of this method is described
by Frieze [4], which we will build upon here. Recently in [5, 22], this exact same approach has
been carefully applied to recover an unknown discrete signal from multiple large integer linear
measurements. (The case of multiple measurements is also briefly suggested at the end of [4]).
As described by [22], this approach can even work in the presence of sufficiently small amounts
of noise. We will only deal with constant sized noise in our setting. Indeed, as shown in [22], the
optimal algorithm should always truncate enough bits, so that the noise is effectively constant
sized.
The main difference between our setting and that of [10] and [22], is that in our case, we are
looking for c linearly independent small/medium relations in one random data vector, instead
of just a single relation in one or more random data vectors. Another technical difference we
will need to deal with explicitly, is that our probability statements are over random generating
p, instead of random data vectors l. And in particular, our the process going from p to l has an
absolute value, making it not quite linear.
Once we recover Sσp , our next task is use this space to recover the graph G. For this, we will
use a polynomial time algorithm of Seymour [16] that is able to construct a graph when given
an efficient "matroid oracle" (ie. a cycle detector). We show below how we can use a matrix
representation of Sσp to implement such a matroid oracle for G.
Once we have G, our next task is to use G and Sσp together to compute σp itself. This can be
done, by iterating over simple cycles in G to greedily determine the left/right orientation of its
edges in p.
Finally, we can use G, σp and l to determine the positions of each of the pi. In the noiseless
case, this can be done by traversing a spanning tree of G and laying out the points. In the noisy
case, this step can be solved as a least squared problem.
input : l
output: (G, p)
1 Sσp ← ComputeRelations(l);
2 G← Seymour(Sσp);
3 σp ← ComputeOrientation(G, Sσp);
4 p← Layout(G, σp, l);
5 return (G,p);
Algorithm 1: The full Algorithm
2. Graph theoretic preliminaries
First we set up some graph-theoretic background.
2.1. Graphs, orientations, and measurements
In this paper, G = (V, E) will denote a simple, undirected graph with n vertices and m edges. For
a natural number n ∈ N, define the notation [n] := {1, . . . ,n}. We will need to associate vertices
and edges with columns and rows of matrices, so, for convenience we fix bijections between V
and [n] and E and [m].
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Definition 2.1. Let G = (V, E) be an undirected simple graph with n vertices and m edges. We
denote undirected edges by {i, j}, with i, j ∈ V .
An orientation σ of G is a map that assigns each undirected edge {i, j} of G to exactly one of
the directed edges (i, j) or ( j, i); i.e., σ({i, j}) ∈ {(i, j), ( j, i)}. Informally, σ assigns one endpoint
of each edge to be the tail and the other to be the head.
An oriented graph Gσ is a directed graph obtained from an undirected graph G and an orien-
tation σ of G by replacing each undirected edge {i, j} of G with σ({i, j}). 
We are usually interested in a pair (G,p) where G has n vertices and p is a configuration of n
points (p1, . . . ,pn) on the line. Such a pair has a natural ordering of G associated with it:
Definition 2.2. Let (G,p) denote a graph with n vertices and p a configuration of n points. Define
the configuration orientation σp by
σp({i, j}) =
¨
(i, j) if pi < p j
( j, i) otherwise
(for all {i, j} ∈ E)
We say that an orientation σ of G is vertex consistent if σ = σp for some configuration p. 
There are 2m possible orientations, but many fewer are vertex consistent:
Lemma 2.3. Let G be a graph with n vertices. There are at most n! vertex consistent orientations of
G.
Proof. The orientation σp is completely determined by the permutation of {1, . . . ,n} induced by
the ordering of the pi on the line.
Definition 2.4. Let G be a graph with n vertices and m edges. For i 6= j, both in V , a signed edge
incidence vector e(i, j) has n coordinates indexed by V ; all the entries are zero except for the ith,
which is −1 and the jth, which is +1. (So that e(i, j) = −e( j,i)).
Given a graph G and an orientation σ of G, the signed edge incidence matrix Mσ(G) has as its
rows the vectors eσ({i, j}), over all of the edges {i, j} of G.
Let ρ be a simple cycle in G. A signed cycle vector wρ,σ of ρ in G
σ has m coordinates indexed
by E. Coordinates corresponding to edges not in ρ are zero. Fixing a traversal order of ρ, for an
edge {i, j} of ρ the {i, j}th entry of the vector is 1 if the traversal agrees with σ({i, j}) and −1
if the traversal disagrees. (Signed cycle vectors are not unique, since multiplication by −1 will
produce the vector associated with traversing the cycle in the other direction.)
If we have fixed some p, we can shortenwρ,σp towρ (with no explicit orientation written). 
A basic fact is:
Proposition 2.5 (see e.g, [14, Chapter 5]). Let G be a connected graph with n vertices and m edges
and σ an orientation of G. The cokernel of Mσ(G) over R has dimension c := m − n + 1 and is
spanned by signed cycle vectors of simple cycles in G.
Definition 2.6. Let G be a graph and σ an orientation of G. The signed cycle space Sσ is the
cokernel of Mσ(G). We can form a basis for Sσ where each of the c basis vectors is the cycle
vector of a simple cycle of G. We call such a collection of simple cycles, a cycle basis of Gσ. The
cycle vectors of such a cycle basis will remain a basis under any orientation σ. Thus we can also
call such a collection of simple cycles: a cycle basis of G. 
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Note that if we flip the orientations of all of the edges, then the signed cycle space does not
change.
With this terminology, we can now describe a family of linear maps related to edge length
measurements.
Definition 2.7. Let G be a graph with n vertices and σ and orientation of G. We define the
oriented measurement map ℓσ : R
n → Rm by
ℓσ(p){i, j} :=
¨
p j − pi if σ({i, j}) = (i, j)
pi − pi if σ({ j, i}) = ( j, i)
For any choice of σ, ℓσ is a linear map.
We also define the measurement map ℓ by
ℓ(p){i, j} = |p j − pi|
The measurement map is only piecewise linear. 
This next lemma follows from direct computation.
Lemma 2.8. Let (G,p) be a graph and a configuration. Then
ℓσp(p){i, j} = |p j − pi|
for all edges {i, j} of G. In other words, ℓσp(p) = ℓ(p).
As a consequence, we get
Lemma 2.9. Let (G,p) be a graph with n vertices and p a configuration of n points. Then
Mσ(G)p = ℓσ(p)
Mσp(G)p = ℓ(p)
Proof. We directly compute that Mσ(G)p = ℓσ(p). For the second line, from Lemma 2.8, ℓ(p) =
ℓσp(p).
Lemma 2.10. Let (G,p) be a graph with n vertices and p a configuration of n points. Let ρ be a
simple cycle of G. Let wρ be its signed cycle vector in G
σp . Then
wTρℓ(p) = 0
Proof. By Lemma 2.9, ℓ(p) is in the column span of Mσp . By Proposition 2.5, wTρ = w
T
ρ,σp
anni-
hilates the column span of Mσp .
3. The algorithm
In this section we describe the algorithm in detail and develop the tools required for its analysis.
We will focus on the harder, unlabeled setting, and afterwards describe the various simplifications
the can be applied in the labeled case.
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3.1. The sampling model
The algorithm has the following parameters. We have a precision b ∈ N. There is fixed graph G
with n vertices and m edges.
Our algorithm takes as input l = ℓ(p) + ǫ, where p is selected uniformly at random among
configurations of n points with coordinates in {1, . . . , 2b} (i.e., b-bit integers) and ǫ is an error
vector in {−1,0,1}m.
The algorithm does not have access to n, only m (via the number of coordinates in l). All the
probability statements are taken with respect to p, which is not part of the input. This complicates
the probabilistic analysis a little bit, relative to [4, 10], but much remains similar.
3.2. Reconstruct Sσp
In this section, we will show how, WHP, to reconstruct Sσp from l. Our main tool will be the LLL
algorithm [12], as used by [10], and analyzed by [4].
Definition 3.1. For any vector r in Zm define the lattice Lat(r) of in Zm+1 as the integer span of
the columns of the following (m+ 1)-by-m matrix
Lat(r) :=

Im
rT

where Im is the m×m identity matrix. 
Remark 3.2. Frieze [4] multiplies the last row of Lat(r) by a large constant. We do not do that,
so we can easily deal with noise. ♦
In our algorithm we will work over the lattice Lat(l), where l is our noisy length measurement
vector.
input : l
output: Sσp
1 m← |l|;
2 Λ← LLL(Lat(l));
3 basis← threshold(Λ,p2m2m/2);
4 Sσp ← truncate(basis);
5 return (Sσp);
Algorithm 2: The ComputeRelations Algorithm
Lemma 3.3. Any vector xˆ := [x; f ] in Zm+1 is in Lat(r) iff we have f = rTx.
We use the ";" symbol to denote vertical concatenation.
Proof. xˆ= Lx.
Definition 3.4. Let G be a fixed graph. A configuration p determines the orientation σp and then
the orientation Gσp of G. We will use ρ to denote a simple cycle in G. For any such cycle ρ, let
wρ be its signed cycle vector in G
σp consisting of coefficients in entries in {−1,0,1}. Recall that
the signs in wρ are determined by σp. 
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Lemma 3.5. [wρ; 0] ∈ Zm+1 is in Lat(ℓ(p)).
Let ǫ be a {−1,0,1}m be a fixed noise vector, and let l := ℓ(p) + ǫ. Then wˆρ := [wρ; eρ] is in
Lat(l) where eρ := l
Twρ = ǫ
Twρ.
Proof. This follows from Lemmas 2.10 and 3.3.
Lemma 3.6. We have ‖wˆρ‖2 ≤
p
2n.
Proof. Since wρ is the signed cycle vector of a simple cycle, it has at most n non-zero ±1 entries.
Hence ‖wˆρ‖22 = ‖wρ‖22 + |eρ|2 ≤ 2n.
Definition 3.7. Let us fix a cycle basis for G. This gives us a collection c := m − n + 1 linearly
independent wρ that span S
σp (See Proposition 2.5 and Definition 2.6). This also gives us a
corresponding collection of c linearly independent wˆρ vectors. If we take the space spanned by
these wˆρ and truncate the m+ 1st coordinate, we obtain the space S
σp . 
Combined with Lemmas 3.5 and 3.6 we obtain:
Lemma 3.8. Lat(l) contains at least c : m−n+1 linearly independent, integer vectors each of norm
at most
p
2n.
Definition 3.9. Let us run the LLL integer basis reduction algorithm on Lat(l). The LLL algorithm
takes in Lat(l) and outputs, in polynomial time, an integer basis for Lat(l) that is “not too large”.
Let us call the output basis Λ. 
Lemma 3.10. Λ contains contains at least c linearly independent, integer vectors each of norm at
most
p
2n2m/2.
Proof. Let xˆ1...xˆc be any set of c linearly independent vectors in Lat(l). Let M := maxi ||xˆi||.
Under the LLL algorithm [12, Proposition 1.12], the norms of the c smallest vectors in Λ are
bounded above by 2(m−1)/2M . We simplify m−1 to m. Meanwhile we can make M ≤p2n using
Lemma 3.8.
Since we don’t know c in advance, We will argue that for sufficiently large b then, WHP over
p, for any ǫ, we have that any vector in Lat(ℓ(p) + ǫ) of norm ≤ p2m2m/2 must be in the space
spanned by our c vectors: wˆρ. We call any vector of this size or less, medium sized. (We replacep
2n2m/2 by
p
2m2m/2 since the latter is something the algorithm knows, so we can use it as a
threshold.) If this happens, then we can recover Sσp (the space spanned by our wρ vectors) from
Λ by simply taking the linear span of the vectors in Λ with norm smaller than this threshold, and
truncating the m+ 1st coordinate.
To this end, we flip our focus around. Let us fix ǫ. Let us fix any single vector xˆ := [x; f ] ∈
Z
m+1. This next Proposition, which is our main estimate (proven below), bounds the probability,
for p chosen uniformly at random, that xˆ ∈ Lat(ℓ(p) + ǫ) and is not in the span of the wˆρ.
Proposition 3.11. Let ǫ be fixed. For any fixed xˆ, the probability, over p, that xˆ ∈ Lat(ℓ(p)+ǫ) and
xˆ 6∈ span(wˆρ) is at most 2
nn!
B .
Meanwhile, there is a limited number of medium sized xˆ.
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Definition 3.12. The discrete ball of radius k in Rd is Zd ∩{x ∈ Rd : ‖x‖2 ≤ k}. The discrete cube
of radius k is the set Zd ∩ {x ∈ Rd : ‖x‖∞ ≤ k}.
For any given radius, the discrete ball is contained in the discrete cube by the general relation
‖x‖∞ ≤ ‖x‖2. 
Lemma 3.13. The d-dimensional discrete ball of radius k has at most (2k + 1)d = (1+ 12k )
d(2k)d
(2k+ 1)d ≤ (3k)d points.
Proof. The cube of radius k has side length 2k, so it contains (2k + 1)d points. Since the size of
the discrete cube bounds that of the discrete ball, we are done.
We need the following specific corollary in our analysis of the algorithm.
Corollary 3.14. The (m + 1)-dimensional discrete ball of radius (2m)1/22m/2 contains at most
2m
2/22O(m logm) vectors.
Proof. Apply Lemma 3.13 with d = m+ 1 and k = (2m)1/22m/2 to bound the size of the discrete
ball by  
3(2m)1/22m/2
m+1 ≤ 2m(m+1)2 2m+12 3(m+1)mm+12 = 2m2/22O(m logm)
This 2m
2/2 will ultimately be the dominant term in our bounds.
Lemma 3.15. The probability, over p, that there is an ǫ and that there is xˆ ∈ Lat(ℓ(p) + ǫ) where
xˆ is not in the span of the wˆρ and ‖xˆ‖2 ≤ (2m)1/22m/2 is at most 2
m2/2 2O(m logm)
B
Proof. This follows from a union bound over all possible xˆ (Corollary 3.14) and 3m choices for ǫ.
Using Proposition 3.11 we have
2m
2/2 2O(m log n) 3m2nn!
B
=
2m
2/2 2O(m logm)
B
This estimate tells us how to pick b to guarantee a high probability of success.
Lemma 3.16. Let b ≥ (12 + δ)m2 for fixed δ > 0. For m sufficiently large (depending on δ), the
probability, over p, that there is an ǫ and that there is xˆ ∈ Lat(ℓ(p) + ǫ) where xˆ is not in the span
of the wˆρ and of medium norm, is at most
1
2δm2/2
Proof. For sufficiently large m, the quantity 2m
2/22O(m logm) is bounded by 2(
1
2+
δ
2 )m
2
. The proba-
bility of the event in the statement (using Lemma 3.15) is then at most
2(
1
2+
δ
2 )m
2
2(
1
2+δ)m
2
=
1
2δm
2/2
This completes the analysis of the first step in our algorithm:
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Proposition 3.17. For all δ > 0, there is an M ∈ N and a polynomial time algorithm that correctly
computes, for any 3-connected graph G with n vertices and m≥ M edges, the space Sσp from l, with
probability at least 1−2−δm2/2. Here probabilities are over p chosen uniformly among configurations
of n integer points from {1, . . . B}, where B = 2b and b ≥ (12 +δ)m2.
Proof. By construction, the algorithm returns the medium sized vectors in the basis Λ, with norm
at most
p
2m2m/2.
From Lemma 3.10, the algorithm must return at least c such linearly independent, medium
sized vectors.
We have b ≥ (12 +δ)m2 for some δ > 0. By Lemma 3.16, with probability at least 1−2−δm
2/2,
all the returned vectors are in the span of our wˆρ, a c-dimensional space. Thus, in this case, it
must return exactly c vectors, giving us a basis for the c-dimensional space spanned by the wˆρ.
After truncating the m+ 1st coordinate, we must get a basis for Sσp (see Definition 3.7).
The LLL algorithm runs in polynomial time [12].
3.2.1. Proof of Proposition 3.11 Nowwe develop the proof of Proposition 3.11. In what follows
G and ǫ are always fixed. The fact that the map ℓ() includes an absolute value complicates the
analysis. We will deal with this by enumerating over fixed graph orientations σ, as ℓσ() is a linear
map.
Our main tool will be the following simple fact.
Lemma 3.18. Let A be a d-dimensional affine subset of Rm. The number of points in the discrete
cube [−1...B]m of radius k intersected with A is at most (B + 2)d ≤ (2B)d .
Proof. Let Cm be the discrete cube of the statement. define C d similarly. The projection of A onto
the the first d coordinates by forgetting the last m − d coordinates is a bijective (if not, pick a
different coordinate subspace), and in particular injective, affine map that sends points in A∩Cm
to points C d . It follows that |A∩ Cm| ≤ |C d | = (B + 2)d . Since B ≥ 2, then B + 2≤ 2B.
We use the range [−1...B]m because these are the possible lengths ℓ(p) for p in [1..B]n with
{−1,0,1} errors.
Definition 3.19. Fix ǫ, xˆ. Fix a vertex consistent orientation σ. For each ρ in our cycle basis of
G, recall that wρ,σ denotes its signed cycle vector in G
σ. (The orientation σ determines the signs
in this vector.) This together with ǫ then determines eρ,σ := ǫ
Twρ,σ. And we define wˆρ,σ :=
[wρ,σ; eρ,σ]. 
Definition 3.20. Fix ǫ, xˆ. Fix a vertex consistent orientation σ. We say that an r ∈ [−1..B]m is
bad with (σ, xˆ) if xˆ is linearly independent of the wˆρ,σ (a property that does depend on r) and if
xˆ and the wˆρ,σ are in Lat(r).
We say that a configuration p is sad with (σ, xˆ) if r := ℓσ(p) + ǫ is in [−1..B]m and r is bad
with (σ, xˆ). 
We begin by bounding badness and then sadness.
Lemma 3.21. For any orientation σ, the set of r that are bad with (σ, xˆ) lie in an affine subspace
A of Rm of dimension = m− c − 1= n− 2.
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Proof. If xˆ is in the span of the wˆρ,σ, then no r are bad with (σ, xˆ), by definition. Otherwise we
use Lemma 3.3 and count the number of linear constraints. In particular, starting in Rm, we have
c (linearly independent) constraints on r due to the wˆρ,σ and one more (linearly independent)
constraint due to xˆ. Meanwhile, we have c = m− n+ 1.
Lemma 3.22. For any orientation σ, the number of r that are bad with (σ, xˆ) is ≤ (2B)n−2.
Proof. Use Lemmas 3.18 and 3.21.
Lemma 3.23. Fix σ. Let r ∈ [−1..B]m. Then the number of configurations p with ℓσ(p) + ǫ = r is
at most B.
Proof. Since G is connected any two configurations mapping to the same r through ℓσ(·)must be
related by translation. There are at most B integer translations that can stay in the configuration
range.
Lemma 3.24. Fix σ. The number of configurations that are sad with (xˆ,σ) is ≤ (2B)n−1.
Proof. If a configuration p is sad with (xˆ,σ), then, by definition, r := ℓσ(p) + ǫ is in [−1..B]m,
and r is bad with (xˆ,σ). The result then follows using Lemmas 3.22 and 3.23.
Definition 3.25. We say that a configuration p is sad with xˆ if, for some vertex consistent orienta-
tion σ, we have p sad for (σ, xˆ). 
Lemma 3.26. The number of configurations that are sad with xˆ is ≤ n!(2B)n−1.
Proof. This follows using Lemma 3.24 and counting the number of vertex consistent orientations.
Lemma 3.27. The probability (over p) that p is sad with xˆ is at most 2
nn!
B
Proof. There are Bn configurations, as the n points are chosen independently. Then from Lemma 3.26
our probability is upper bounded by 2
nn!
B .
Now getting back to the problem at hand:
Lemma 3.28. Given a configuration p. If xˆ is linearly independent of the wˆρ and xˆ is in Lat(ℓ(p)+ǫ)
then p is sad with xˆ.
Proof. The wˆρ are in Lat(ℓ(p) + ǫ) from Lemma 3.5. Meanwhile, ℓ(p) + ǫ must be in [−1..B]m.
Thus, under Definition 3.20, p is sad with (σp, xˆ), and under Definition 3.25, p is sad with xˆ.
And we can now finish our proof.
Proof of Proposition 3.11. From Lemma 3.28, if If xˆ is not in the span of the wˆρ and xˆ ∈ Lat(ℓ(p)+
ǫ) then p is sad with xˆ. The result then follows from Lemma 3.27.
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3.3. Reconstruct G
Next we show how to reconstruct G from Sσp . Our main tool will be an algorithm by Sey-
mour [16].
First we recall some standard facts about graphic matroids. A standard reference for matroids
is [14]; the material in this section can be found in [14, Chapter 5].
Definition 3.29. Let G = (V, E) be a graph. The graphic matroid of G is the matroid on the ground
set E that has as its independent sets, the subsets of E corresponding to acyclic subgraphs of G.
If G is connected and has n vertices, the rank of its graphic matroid is n− 1. 
Lemma 3.30. Let Gσ be any orientation of a graph G = (V, E). Then a subset E′ ⊂ E of cardinality
n′ is independent in the graph matroid of G if and only if the intersection of Sσ with the subspace
spanned by the coordinates corresponding to E′ is trivial.
Proof. This is true for any linear matroid and due to Whitney [21].
Definition 3.31. Let M be a matroid defined on a ground set E. An independence oracle for M
takes as its input a subset of E and outputs “yes” or “no” depending on whether E is independent
in M. 
In this language, Lemma 3.30 tells us that any description of Sσ (e.g., any basis of it) gives us
an independence oracle. The discussion above says that an independence oracle from a graphic
matroid M can be used to identify cycles in an unknown graph G with matroid M.
A striking result of Seymour [16], which builds on work of Tutte [19] (see also [1]) is that an
independence oracle can be used to efficiently determine a graph G from its matroid.
Theorem 3.32 ([16]). Let M be a matroid. There is an algorithm that uses an independence oracle
to determine whether M is the graphic matroid of some graph G. If so, the algorithm outputs some
such G.
If the independence oracle is polynomial time, so is the whole algorithm.
Since the matroid of a graph G is defined on its edges, relabelling the vertices won’t change
the matroid. Hence, the best we can hope for is that Seymour’s algorithm returns G up to iso-
morphism. A foundational result of Whitney [20] says that if a graph G is 3-connected, then G is
determined up to isomorphism by its graphic matroid. If G is only 2-connected, then it is deter-
mined up to “2-flips” by its graphic matroid; graphs related by 2-flips are called “2-isomorphic”.
Corollary 3.33. If G is 3-connected, then Seymour’s algorithm outputs a graph isomorphic to G,
given an independence oracle for the graphic matroid of G. If G is 2-connected, then Seymour’s
algorithm outputs a graph 2-isomorphic to G.
Which for our purposes, together with Lemma 3.30 gives us:
Proposition 3.34. Let G be a 3-connected graph with n vertices and m edges. Letσ be an orientation
and Sσ be a description of the signed cycle space of G. There is a polynomial time algorithm that
correctly computes G from Sσ, up to isomorphism.
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3.4. Reconstructing σp
Next we show how to reconstruct σp from G and S
σp .
Lemma 3.35. Let Gσ be any orientation of a graph G = (V, E). Let E′ be the edge set of a simple
cycle in G, Then the intersection of Sσ with the subspace spanned by the coordinates corresponding to
E′ is 1-dimensional and generated by the vector corresponding to the signed cycle vector of the cycle
E′.
Proof. Notice that Sσ is the cokernel of Mσ(G). Hence the intersection S is simply the cokernel
of Mσ
′
(G′), where G′ is the subgraph with edges G′ and σ′ is the orientation inherited from σ.
Then G′ is connected, and so the graphic matroid of G′ has rank n′ − 1. It follows that S is one
dimensional and generated by the signed cycle vector of a cycle, which must be all of G′.
Proposition 3.36. Let G = (V, E) be a 2-connected graph, and Sσ the signed cycle space of an
unknown orientation of G. We can find σ from this data in polynomial time, up to a global flipping
of the entire orientation.
Proof. We can find a set of simple cycles that cover all the edges of G by picking a spanning tree
T of G, and then using each edge {i, j} ∈ E \ T along with the path from i to j in T as our set of
cycles ρ{i, j}. We can find the spanning in time O(m+ n), and each of these cycles in time O(n).
Now, starting from one of the ρ{i, j}, we can find its signed cycle vector wρ{i, j} using Lemma
3.35 in polynomial time, and then by traversing ρ{i, j}, find edge orientations consistent with these
signs. We can then repeat the process by considering new cycles until every edge is oriented. The
only potential issue is that now some of the edges of the cycle we consider might be oriented
already. To make sure that we don’t try to orient some edge both ways, we always start our
traversal with an already oriented edge (which must exist due to 2-connectivity), and replace
wρ{i, j} with −wρ{i, j} if necessary, to make the new assignments consistent with what has already
happened.
Taken together, Propositions 3.17 (with δ set to 1/2), 3.34, and 3.36, constitute a proof of
our Theorem 1.2.
3.5. Reconstruct p
Now armed with l, G and σp (up to a global flip) we can reconstruct p, up to translation and
reflection.
In the noiseless setting, we can simply traverse a spanning tree of G and lay out each of the
vertices in a greedy manner. This step completes the proof of Theorem 1.1.
In the setting with noise, we can set up a least-squares problem finding the p that minimize
the squared error in the length measurements.
3.6. Labeled Setting
In the labeled setting the algorithm is even easier. In particular, we can just skip the step of
reconstructing G from Sσp . (That is the only step that depends on 3-connectivity.)
Alternatively, since we have access to G, and thus a cycle basis, we can also apply a more ex-
pensive, but conceptually more simple algorithm. We can apply LLL individually over the lengths
of the edges in each individual cycle to solve a single SUBSET-SUM problem which will determine
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its appropriate signs in Sσp . The proof of correctness is unchanged, as we a simply considering
at each turn, a single-cycle graph.
4. Failure Modes
Our algorithm will fail if the LLL step finds more medium-magnitude relations than the dimension
of the cycle space for G. (This will happen, for example, when, non-generically, there is are extra
configurations consistent with the input data). In the labeled setting, where we have knowledge
of G, such an LLL failure can be detected. In the unlabeled setting, such an LLL failure will not
be immediately detectable. (If we know that G is connected, and we know n, then we know the
correct size of the cycle basis, and so we can also immediately detect failure.) Even when we
cannot detect failure at the LLL step, it still might be detectable by a later stage. For example the
Seymour-step might determine that the matroid implied by the incorrectly computed Sσp is not
graphical. Or the orientation-step may not be able to find a vertex consistent orientation. But
this does not always need to be the case.
In the labeled setting, when G is not 2-connected, as long as the LLL step succeeds, our
algorithm will still find some configuration q of G that produces l.
In the unlabeled setting, When G is not 3-connected, as long as the LLL step succeeds, our
algorithm will still correctly reconstruct the graphic matroid of G. This matroid determines the
graph up to a set of 1 and 2 swaps [20]. Thus our Seymour step will output some graph H with
this matroid, together with some configuration q with the edge lengths of agreeing with l.
5. Denser graphs
The limiting factor of our algorithm is its need for highly accurate measurements. Here we de-
scribe an option for certain denser graphs, which can require many fewer bits of accuracy.
Definition 5.1. We say that G has a k-basis, for some k, if it has a cycle basis where each cycle
has k or fewer edges. 
If a graph has a k-basis, then we can combinatorially enumerate all edge subsets of size k,
and combinatorially enumerate all {−1,0,1} coordinates to look for vectors in Sσp , and we will
be guaranteed to find a basis for this space. This step will be polynomial in m (and exponential
in k). Importantly, we only need to assume a constant number of bits of accuracy for the basis
reduction step. See section 6 for experimental results.
Once we have recovered Sσp , we can proceed with the Seymour step to recover the graph.
6. Experiments
We implemented the LLL step in our algorithm to explore how it performs on different graph
families. We looked at three family of graphs: cycles; nearly 3-regular graphs (with all vertices
degree 3 except for one which has degree 4 or 5); and complete graphs.
For a fixed number of vertices (and hence edges), we used our implementation to search for
the number of bits necessary for the probability (over random point sets) of the LLL step correctly
identifying the cycle space of the graph to be at least 0.9. (Here the configurations were integer,
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Figure 2: Number of bits required for the LLL step to recover the cycle space with probability 0.9
vs. number of vertices. Log-Log on right.
and the lengths were measured with {−1,0,1} error.) For the nearly 3-regular graphs, we tried 5
different random ensembles and used the maximum number of bits required for each size. These
experiments are “optimistic”, since they use knowledge of the number of vertices to avoid using
a threshold value to identify small vectors in the reduced lattice basis.
In these results, we see that for all 3 families of graphs, the bit requirement grows at about
the rate n1.5 (see the log-log plot of Figure 2). More bits are needed for the cycle graphs than
the nearly 3-regular graphs. This is perhaps due to the fact that the nearly 3-regular graphs have
basis cycles, with each cycle much smaller than n. For the complete graphs, where m = O(n2),
this gives us growth that is somewhat sub-linear in m. All of this behaviour is significantly better
than the pessimistic m2 bounds of our theory. On the other hand, even for moderate sized graphs,
the required bit accuracy quickly becomes higher than we would be able to get from a physical
measurement system.
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