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We explore the microstructure and phase behavior of confined soft colloids which can actively
switch their interactions at a predefined kinetic rate. For this, we employ a reaction-diffusion
approach based on a reactive dynamical density-functional theory (R-DDFT) and study the effect
of a binary (two-state) switching of the size of colloids interacting with a Gaussian pair potential.
The rate of switching interpolates between a near-equilibrium binary Gaussian mixture at low rates
and an effective monodisperse liquid for large rates, hence strongly affecting the one-body density
profiles, adsorption, and pressure at confining walls. Importantly, we demonstrate that sufficiently
fast switching impedes the phase separation of an (in equilibrium) unstable liquid, allowing the
dynamic control of the degree of mixing/condensation and local micro-structuring in a cellular
confinement by tuning the switching rate.
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Active matter systems have drawn the attention of the
soft matter scientific community in the recent years due
to their very rich dynamic behavior. They are com-
posed by individual particles, each of which consumes
energy in order to move, react, or to produce mechanical
forces. Prominent examples of active soft matter systems
are self-propelled nanoparticles, contracting biopolymers
such as proteins or actin filaments inside the cytoskele-
ton, biological cells and bacteria [1–5], or synthetic active
hydrogels [6–9]. Fascinating new dynamics have been
revealed, for example, self-propelling activity has been
shown to lead to motility-induced swarming, jamming,
or phase-separation [10, 11].
Biological activity, in particular through fuel-driven
changes of molecular properties and conformations, has
been made responsible for liquid-liquid phase separa-
tion and condensation in cells, with large implications
for physiology and disease [12, 13]. Living cells contain
distinct sub-compartments to facilitate spatiotemporal
regulation of biochemical reactions where transient mi-
crostructuring is key for function. Those biology-inspired
non-equilibrium, transient morphologies bear potential
for the design of novel adaptive materials [14], e.g., by
harvesting switchable self-assembly and structuring [7].
The microscopic origins and features of non-equilibrium
structuring, however, are not well understood. Theo-
retical frameworks for interacting reaction-diffusion sys-
tems have been linked to microstructuring dynamics to
describe non-active systems driven by chemical reac-
tions [15–18] or virus infections [19]. However, activ-
ity controlled structuring and demixing/condensation in
confinement by switching microscopic conformations and
interactions has not been addressed so far.
In this Letter, in contrast to the well-studied motile ac-
tivity [10, 11], we investigate the effects of active confor-
mational switching of particles on the liquid microstruc-
turing in confinement, such as a wall or a cellular com-
partment. For this, we employ a reactive dynamical den-
sity functional theory (R-DDFT) put forward in other fla-
vors previously [15–18] and apply it to the binary switch-
ing of the size of soft, interacting colloids. The latter
serve as a generic model for polymers and soft colloidal
hydrogels [20, 21] and cells [22], where size is used as
the simplest interaction variable to describe a conforma-
tional change. We show that the rate of switching then
interpolates between an equilibrium binary mixture at
low rates to an effective monodisperse system for large
rates. As a consequence, the variation of the rate sub-
stantially modifies the microstructure and phase sepa-
ration of the active liquid in confinements. Hence, we
demonstrate that active interaction switching dynami-
cally controls the degree of demixing/condensation and
local micro-structuring in compartmentalized situations.
As a simple model system, mimicking, e.g., soft ac-
tive hydrogels switching (or ’breathing’) between two
states [6–9] or responsive, conformationally switching
biopolymers [3, 5, 12], we employ repulsive soft particles
that can actively switch between two states ‘big’ (b) and
‘small’ (s) which only differ in the size of the particles.
The interactions are defined by soft repulsive Gaussian
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2TABLE I: Parameters describing particle interactions and
concentrations for three Gaussian mixtures. Systems S1 and
S2 are stable whereas system S3 is unstable.
System bb ss bs σb/σs σbs/σs ρTσ
3
s φT x kbs/ksb
S1 2 2 2 2 1.5 0.239 0.3 0.8 4
S2 2 2 2 2 1.5 0.191 0.45 0.5 1
S3 2 2 1.888 1.504 1.277 2.4 2.765 0.5 1
pair potentials [23], βuij(r) = ije
−r2/σ2ij (i, j = s,b),
where r is the interparticle distance, β = 1/(kBT ) the
inverse thermal energy, ij > 0 denote the strength of
the interactions, and σij represent their range (we will
denote σbb and σss by σb and σs, respectively). The
main feature of the Gaussian pair potentials, appropri-
ate to describe polymers and soft colloids [20, 24], is that
they remain finite for any interparticle distance, so two
particles can interpenetrate each other. A big benefit
is also that one- and two-component Gaussian systems
are well understood in and out-of equilibrium and the
mean-field free energy functional in DFT is quasi-exact
for these systems [25–30].
We emphasize that this system is actually a one-
component system, but since every individual particle
has two states (b and s), every microstate and also aver-
age (steady-state) distributions have to be described as
for a binary mixture. Hence, every state is formed by
Nb repulsive Gaussian particles of type b and Ns par-
ticles of type s contained within a volume V , at fixed
temperature T . The bulk number densities of both
species are given by ρi = Ni/V (i = b, s). We denote
the total number density by ρT = ρb + ρs = const,
and define a concentration ratio by x = ρs/ρT. Anal-
ogously, the total volume fraction of particles is given by
φT = φb + φs = (pi/6)(ρbσ
3
b + ρsσ
3
s ). Non-equilibrium
switching activity implies that particles of type b can be
converted into s at a rate kbs (units of time
−1). Con-
versely, particles of type s convert into b at a rate ksb.
This ‘chemical’ reaction process is ruled by the well-
known set of first-order differential equations [31]
dρb/dt = ksbρs − kbsρb, dρs/dt = kbsρb − ksbρs (1)
The integration of these equations leads to exponential
decaying time-dependent concentrations (see Supplemen-
tal Material). In particular, the equilibrium composi-
tion achieved in the limit t → ∞ satisfies ρs,∞/ρb,∞ =
x∞/(1 − x∞) = kbs/ksb, where ρi,∞ are the equilibrium
densities.
How is the average (steady-state) liquid microstruc-
ture of such a reactive system under a confining exter-
nal potential uexti (r) (i = b, s) affected by the switching
rate? In order to answer this question we make use of
DDFT, which represents an adaptation of the equilib-
rium density functional theory for interacting fluids of
Brownian (overdamped) particles to a non-equilibrium
situation [32–34], including the action of motile activ-
ity [35–37]. DDFT has proven its effectiveness in de-
scribing the out-of-equilibrium dynamics under constant
or time dependent external potentials in many different
soft matter systems and applications [38–41], including
the Gaussian interaction [28–30]. Here, we extend the
DDFT formulation to active mixtures in which each com-
ponent switches into the other at some fixed rate. In this
process, the time evolution of the particle concentrations
ρi(r, t) are not only due to the diffusive fluxes, but also
to the production and disappearance of each component.
These processes occur locally, so the conversion rate of
big colloids into small ones and vice versa will depend on
the local concentrations of both species. Analogous to re-
lated DDFT-based reaction-diffusion approaches [16–19],
the governing reaction-diffusion equations read{
∂ρb(r,t)
∂t = −∇ · Jb + ksbρs(r, t)− kbsρb(r, t)
∂ρs(r,t)
∂t = −∇ · Js + kbsρb(r, t)− ksbρs(r, t)
, (2)
where Ji = −Di [∇ρi + ρi∇β(uexti + µexi )] (i = b, s) are
the corresponding diffusive fluxes, Di = kBT/(3piησi) are
the diffusion constants of both species, and µexi (r, t) =
δFex[{ρi(r, t)}]/δρi(r, t) are the functional derivatives
of the equilibrium excess free energy functional with
the equilibrium density profiles replaced by the non-
equilibrium ones, ρi(r, t). Since Gaussian particles be-
have as a weakly correlated mean-field fluid over a sur-
prisingly wide density and temperature range [25], we use
Fex =
1
2
∑
i,j=b,s
∫∫
ρi(r, t)ρj(r
′, t)uij(|r− r′|)drdr′.
This reactive DDFT (R-DDFT) framework, Eq. (2),
together with the explicit mean-field expression of Fex,
provides an approximate tool to calculate the non-
equilibrium kinetics and micro-structure of colloids with
active switching of interactions in the presence of exter-
nal potentials. Details about the boundary conditions
and numerical integration used to solve these equations
are shown in the Supplemental Material.
As first applications we investigate emblematic inho-
mogeneous situations in confining potentials, namely the
liquid structuring at a single hard wall and the phase
separation in a cellular confinement, in which the kinetic
rate constants kbs and ksb for active switching fulfill the
condition kbs/ksb = x/(1 − x). In this way, reference
bulk concentrations remain unaltered, but the inhomo-
geneous properties suffer the effect of the switching. We
define the normalized switching rate, or switching activ-
ity as a = kbsσ
2
s /Ds. For a 1, the b −−⇀↽− s conversion
rate is so slow that the time evolution of the density pro-
files is dominated by diffusion. In this case, any exchange
at some specific location is rapidly compensated by dif-
fusive fluxes of particles that balance the effect of the
activity. It is easy to see from Eq. (2) that the steady-
state (∂ρi/∂t = 0) then reduces to the situation of a
binary mixture in equilibrium. Conversely, for a  1
the exchange rate is so large that the diffusion is not fast
enough to compensate its effects, so the exchange activ-
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FIG. 1: (a) and (b) Final steady-state density profile of big
(top panel) and small (bottom panel) particles near a hard
wall for different values of the exchange activity, from a = 0
(non-active) to a = 104 (system S1). (c) Normalized steady-
state density profiles (ρi(z)/ρ
bulk
i ) of big and small particles
converge to the same profile (thick red line) for a→∞ (sys-
tem S1).
ity dominates. In this limit, we will demonstrate that the
system behave in the non-equilibrium steady-state effec-
tively as a monodisperse system of same size. For a = 1
both processes have the same relative importance.
Table I specifies the interaction parameters and parti-
cle concentrations for the three particular systems (sys-
tems S1 to S3) that will be the matter of investigation.
Systems S1 and S2 are inside the stable region of the
phase diagram, whereas system S3 is located in the un-
stable region, so it undergoes a fluid-fluid demixing in
equilibrium. For all cases, we study the final steady state
for active systems from a = 0 (non-active equilibrium) to
large activities a = 104.
We first investigate the role that switching activity
plays on the structure and adsorption of the liquid at
a hard wall. We show in Figs. 1(a) and (b) the final
steady state for different active systems from a = 0 to
a = 104 (for the non-equilibrium relaxation from a non-
steady state see an example in the Supplemental Ma-
terial). These results clearly show that the equilibrium
density profiles (a = 0) near the wall experience a consid-
erable change even for relatively small values of the ac-
tivity, see, for instance, how the whole curve ρs(z) signifi-
cantly raises up for a relatively small value of the activity
a = 0.01. Increasing the value of a entails a progressive
desorption of big colloids from the wall and an enhanced
adsorption of small ones.
Importantly, for growing a  1 the system does not
exhibit a temporal unbound, diverging structure of the
particle concentrations. In fact, in the limit of very large
activities the system finally tends to a steady-state in
which the density profiles of big and small particles con-
verge to each other. This fact can be straightforwardly
confirmed in Fig. 1(c), where the normalized density pro-
files ρi(z)/ρ
bulk
i of big (black curves) and small spheres
(red curves) are depicted together in the same plot for in-
creasing values of a. For a & 102 both profiles converge
to a common profile (thick red line) that is somewhat in
the middle. In other words, in the limit of large switch-
ing activity, the switching system behaves as an effective
monodisperse system of colloids of same interaction size.
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FIG. 2: Top panel: Pressure exerted by a binary mixture of
Gaussian particles onto a hard planar wall versus a in the
steady state. Dashed horizontal lines show the bulk pressure
for a = 0. Bottom panel: reduced adsorption of big and small
particles onto a hard planar wall versus a. Black squares
(system S1); blue triangles (system S2).
Activity also has important repercussions on the wall
pressure of the active steady-state system. Fig. 2 (top
panel) displays βPwallσ
3
s = ρT(0)σ
3
s as a function of a for
systems S1 and S2. In both cases, the systems exactly
satisfy the contact wall theorem for a = 0, i.e., the pres-
4sure at the wall agrees with the bulk pressure, given by
βPbulk = ρT+
1
2ρ
2
Tpi
3/2
∑
i,j=b,s xixjijσ
3
ij (shown as hor-
izontal dashed lines). However, increasing the switching
activity yields a systematic departure from this behavior,
as the pressure at the wall decreases monotonously until
it reaches the asymptotic limit for a→∞. Consequently,
active interaction switching tunes the bulk pressure.
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FIG. 3: Steady-state density profiles for system S3 confined
inside a spherical cavity (cell) of radius R = 5σs, for activities
from a = 0 to 103. For a = 0 the system is in equilibrium
and demixed. Increasing a suppress the phase separation and
induces mixing. Inset shows δ as a function of a.
The reduced adsorption of both components, defined
as Γ′i =
∫∞
0
(ρi(z)/ρ
bulk
i −1)dz, is depicted in Fig. 2 (bot-
tom panel) for systems S1 and S2. In both cases the
behavior of big and small particles is very different for
non-active systems, as Γ′b > 0 (adsorption to the wall)
and Γ′s < 0 (depletion from the wall) for a = 0. The
difference between Γ′b and Γ
′
s shows a substantial reduc-
tion by increasing rate a. For a > 0.03 the adsorptions
finally converge to the same common value, which be-
comes practically constant with larger a, although the
density profiles of both species still vary with a.
All these results can be rationalized as follows: If a 1
the switching events are rare and the diffusive fluxes are
still able to preserve the distinction between both compo-
nents. However, for a  1 many switching effects occur
during the characteristic diffusive time τ0 = σ
2
s /Ds, so
particles do not have time to rearrange by diffusion, and
they tend to experience the same average interparticle
effective interaction (uij(r)→ ueff(r) for a→∞).
These arguments suggest that the inhomogeneous dis-
tribution of an equilibrium phase separated mixture
should also be strongly affected by the activity, which
we consider in the following. The equilibrium phase dia-
gram of repulsive Gaussian mixtures has been extensively
studied [25, 27]. We select a mixture with bb = ss = 2,
bs = 1.888, σb = 1.504σs and σbs = 1.277σs. This choice
of interaction parameters correspond to a system that
undergoes fluid-fluid demixing above the critical point,
located at ρ∗Tσ
3
s = 1.647 and x
∗ = 0.7. In order to en-
sure the phase separation of our Gaussian mixture, we
chose a total number density given by ρTσ
3
s = 2.4 and
x = 0.5, which is located well inside the unstable region.
The mixture is confined inside a spherical cavity (cell)
of radius R = 5σs [29, 30]. This confinement is attained
by means of repulsive spherically symmetric external po-
tentials given by βuexti (r) = Ei(r/R)
10 for r ≤ R and
βuexti (r) =∞ for r > R, with Eb = Es = 10.
The top-left plot of Fig. 3 shows the equilibrium (a =
0) density profiles for system S3, clearly exhibiting fluid-
fluid phase separation in the cavity. Big particles are
adsorbed or ‘condensed’ close to the external wall of the
cavity, whereas small ones are mainly distributed in the
central region. This particular segregation is caused by
the effective depletion attraction between the big parti-
cles and the wall induced by the smaller component [42].
The degree of separation between both components can
be quantified by means of the inhomogeneity parame-
ter δ, defined as δ = 4pixNb+(1−x)Ns
∫ R
0
∣∣xρb(r) − (1 −
x)ρs(r)
∣∣r2dr, where Nb and Ns are the (fixed) total num-
ber of big and small particles inside the cavity. δ = 1 im-
plies that big and small particles completely demix into
two non-overlapping regions, whereas δ = 0 means com-
plete mixing. For a = 0, we find δ = 0.93, indicating a
high degree of demixing.
The steady-state profiles for larger activities are de-
picted in the rest of plots of Fig. 3 up to a = 103 (de-
tails about the activity-induced out-of-equilibrium time
evolution of the density profiles are shown in the Sup-
plemental Material). The profiles show that ρb(r) in the
center of the cavity increases progressively with activity,
while the height of the adsorption peak decreases. Con-
versely, increasing the conversion rate reduces ρs(r) in
the central region, narrowing the depletion layer of small
spheres around the wall while propagating interesting in-
termediate peaks. In other words, increasing a induces
an activity-driven mixing and modified micro-structuring
of both components. In particular, for activities above
a = 1, both density profiles approach each other, and
finally for very large values of the activity, a = 103, both
profiles overlap, that is, demonstrate complete mixing.
This is again the consequence of the fact that the sys-
tem behaves as an effective one-size fluid in the limit of
very fast exchange rates. The oscillations of the density
profiles observed in this regime are the coordination lay-
ers of the effective one-component fluid induced by the
repulsive interaction with the spherical wall.
The dynamic transition from a phase separated to
a mixed fluid is clearly recognized in the inset of the
bottom-right panel of Fig. 3, where the inhomogeneity
parameter δ is plotted as a function of the activity, tend-
ing to full mixing δ → 0 for a → ∞. As observed, this
5transition is gradual and centered at a = 1, which repre-
sents the inflection point separating mixed and demixed
states. These results suggest that switching activity
could be used as a tool to dynamically control the demix-
ing state of mixtures, and are related with the previous
observations in non-active systems that spinodal decom-
position can be suppressed by chemical reactions [15].
In summary, we demonstrated that active switching
of pair interactions (induced, e.g., by conformational
changes) has profound effects on the inhomogeneous mi-
crostructure of colloids. In particular, increasing ac-
tivity suppresses the phase separation of in-equilibrium
unstable systems inside cellular confinement, inducing
a gradual mixing of the two components. This effect
can be exploited for a non-equilibrium control of the de-
gree of demixing and may have implications for liquid-
liquid phase separation, condensation, and transient
microstructuring in biological and synthetic functional
cells [12, 13] or non-equilibrium material design [7, 8, 14].
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