The most metal-poor DLA known to date, at z abs = 2.61843 in the spectrum of the QSO Q0913+072, with an oxygen abundance only ∼ 1/250 of the solar value, shows six well resolved D i Lyman series transitions in high quality echelle spectra recently obtained with the ESO VLT. We deduce a value of the deuterium abundance log (D/H) = −4.56 ± 0.04 which is in good agreement with four out of the six most reliable previous determinations of this ratio in QSO absorbers. We find plausible reasons why in the other two cases the 1σ errors may have been underestimated by about a factor of two. The addition of this latest data point does not change significantly the mean value of the primordial abundance of deuterium, suggesting that we are now converging to a reliable measure of this quantity. We conclude that log (D/H) p = −4.55 ± 0.03 and Ω b,0 h 2 (BBN) = 0.0213 ± 0.0010 (68% confidence limits). Including the latter as a prior in the analysis of the five year data of WMAP leads to a revised best-fitting value of the power-law index of primordial fluctuations n s = 0.956 ± 0.013 (1σ) and n s < 0.990 with 99% confidence. Considering together the constraints provided by WMAP 5, (D/H) p , baryon oscillations in the galaxy distribution, and distances to Type Ia supernovae, we arrive at the current best estimates Ω b,0 h 2 = 0.0224 ± 0.0005 and n s = 0.959 ± 0.013.
INTRODUCTION
The exquisite precision with which the temperature anisotropies of the cosmic microwave background (CMB) have been mapped on the sky has allowed the determination of cosmological parameters to better than 10% (Dunkley et al. 2008) . It is still important, however, to measure these parameters with alternative methods, partly as a consistency check on the standard cosmological model, but also because the CMB fluctuations generally constrain combinations of more than one parameter (e.g. Bridle et al. 2003) . The contribution of baryons to the present-day critical density, Ω b,0 h 2 where as usual h = H0/100 km s −1 Mpc −1 , is one such example: the value of Ω b,0 h 2 which best fits the power spectrum of CMB fluctuations is tied to other parameters, such as the spectral index of primordial density perturbations, ns, and the optical depth to reionisation, τ (see, for example, Pettini 2006) .
The quantity Ω b,0 h 2 can also be deduced from the primordial abundances of the light elements whose nucleosynthesis is the result of physical processes that are entirely different from the acoustic oscillations of the photon-baryon fluid imprinted on the CMB, and that took place at much earlier times-only a few hundred seconds, rather than a few hundred thousand years, after the Big Bang. Among the light elements produced by primordial nucleosynthesis, deuterium is the one whose abundance by number relative to hydrogen, (D/H)p, depends most sensitively on Ω b,0 h 2 , and is thus the 'baryometer' of choice (Steigman 2007; Molaro 2008) .
Reliable measures of (D/H)p are difficult to obtain, however. The astrophysical environments which seem most appropriate are the hydrogen-rich clouds absorbing the light of background QSOs at high redshifts, but rare combinations of: (a) neutral hydrogen column density in the range 17 adequately resolved, are required for this observational test to succeed. Thus, while the potential of this method was appreciated more than thirty years ago (Adams 1976 ) and first realised with the advent of 8-10 m class telescopes in the 1990s (Tytler et al. 1995) , the number of trustworthy measurements of (D/H)p is still only five or six (O'Meara et al. 2006; Steigman 2007) .
There are a strong incentives to increase these meagre statistics. On the one hand, the mean (D/H)p = (2.82 ± 0.26) × 10 −5 implies Ω b,0 h 2 (BBN) = 0.0213 ± 0.0013 (O'Meara et al. 2006 ) which agrees, within the errors, with the value Ω b,0 h 2 (CMB) = 0.02273 ± 0.00062 obtained by Dunkley et al. (2008) from the analysis of five years of observations with the Wilkinson Microwave Anisotropy Probe (WMAP 5). On the other hand, the standard deviation among the six measures of (D/H)p in high redshift QSO absorbers exceeds the dispersion expected from the individual errors (leading to a high value of χ 2 of the six measurements about the weighted mean). This is probably due to the considerable difficulties in accounting for the full measurement errors (random and systematic) of astronomical observations, but is nevertheless a source of concern, particularly when viewed in conjunction with the as yet poorly understood dispersion of D/H values in the Milky Way (Linsky et al. 2006) .
Additional measurements of the D/H ratio at high redshift should, in principle at least, lead to a more precise estimate of (D/H)p, as well as to a better assessment of the reasons for the scatter of the existing values. Such improvements are not only of interest in a cosmological context, but are also relevant to Galactic chemical evolution models in which the degree of astration of D is an important diagnostic (e.g. Romano et al. 2006; Steigman, Romano & Tosi 2007) . In this paper, we report observations of deuterium absorption in a seventh high redshift absorber, a very metal-poor damped Lyα system (DLA) at z abs = 2.61843, and consider their implications for the determination of (D/H)p, Ω b,0 h 2 , and other cosmological parameters. 
OBSERVATIONS
The existence of a metal-poor DLA at z abs = 2.61843 in the line of sight to the bright (V = 17.1), zem = 2.785, QSO Q0913+072 has been known for some time (Pettini et al. 1997; Ledoux et al. 1998; Erni et al. 2006 ). More recently, it has been realised that DLAs of low metallicity are also likely to have simple kinematics, possibly reflecting an underlying mass-metallicity relation of the host dark-matter halos Murphy et al. 2007; Prochaska et al. 2008; Pontzen et al. 2008) . The most metal-poor DLAs are thus likely to be among the most promising candidates for follow-up high-resolution spectroscopy aimed at resolving the isotope shift in high order lines of the Lyman series.
To this end, we targeted Q0913+072 with a concerted series of observations in 2007, using UVES (Dekker et al. 2000) on the ESO VLT2. The data were acquired in service mode; including a few spectra retrieved from the UVES data archive, the total exposure time devoted to this QSO was 77 550 s. Details of the data reduction process can be found in Pettini et al. (2008) ; briefly, the final reduced and combined spectrum covers the wavelength region from 3310Å to 9280Å with a resolution of 6.7 km s −1 FWHM, sampled with ∼ 3 pixels. The signal-to-noise ratio in the continuum varies from S/N ≃ 35 per pixel at the redshifted wavelength of the damped Lyα line, to S/N ≃ 15 just longwards of the Lyman limit of the z abs = 2.61843 DLA. Pettini et al. (2008) presented an analysis of the chemical composition and kinematics of this and other metal-poor DLAs, from consideration of metal absorption lines due to H, C, N, O, Al, Si, and Fe; we refer the interested reader to that paper for details. Of relevance to the present work are the following main results. With relative abundances [C/H] = −2.75 and [Fe/H] = −2.80 the z abs = 2.61843 system in Q0913+072 is the most metal-poor DLA known.
2 Its oxygen abundance, [O/H] = −2.37, is also among the lowest recorded in damped systems. The metal lines arising in the neutral gas have a very simple kinematic structure, consisting of two components at z abs = 2.61828 and z abs = 2.61843 (∆v = 12.4 km s −1 ), with low internal velocity dispersions, b = 3.7 km s −1 and 5.4 km s −1 respectively (where b = √ 2σ and σ is the one dimensional velocity dispersion of the absorbing atoms along the line of sight). The column density of neutral gas is distributed between the two components in approximately 3:7 proportion (see Figure 1 and Table 2 of Pettini et al. 2008) .
While these characteristics bode well for the possibility of resolving the D component of the Lyman series lines, they do not guarantee it. It is often the case that partially ionised gas at nearby velocities, with optical depths too low to be recognised in the metal lines, can blend with the H and D absorption due to the DLA itself, and prevent a reliable measurement of N (D i). Partially ionised gas does in fact appear to contribute to the C ii absorption lines in this DLA, but seems to be confined to positive, rather than negative, velocities relative to z abs = 2.61843. As can be seen from Fig. 1 , this is indeed, somewhat fortuitously, the case.
HYDROGEN AND DEUTERIUM
ABSORPTION IN THE ZABS = 2.61843 DLA
Deuterium
In Fig. 1 we have reproduced on a velocity scale relative to z abs = 2.61843 the normalised profiles of absorption lines in the Lyman series of the DLA, from Lyα to Ly10. Ly11 is also visible in the Ly10 panel, while higher order lines are all blended with one another, constituting an 'effective' Lyman limit from λ0 = 917Å. It is clear from the high order transitions that there is H i absorption at positive velocities relative the z abs = 2.61843 DLA, extending to v ≃ +200 km s −1 . On the blue side, however, there appears to be no additional components over those seen in the metal lines, and the D i absorption is clearly resolved in Lyδ, and Ly7 through to Ly11, six transitions in total. (In Lyα, Lyβ and Lyγ, which have the highest transition probabilities, H i and D i are intrinsically blended, whereas in Lyǫ and Ly6 presumably unrelated absorption in the Lyman forest is blended with the absorption due to the DLA).
The availability of many D i transitions with a range of optical depths, from the saturated Lyδ to the optically thin Ly10 and Ly11, allows for a precise determination of the column density N (D i). To this end, we fitted the profiles of the Lyman lines where the D i absorption is resolved with theoretical Voigt profiles generated by the VPFIT (version 8.02) software package.
3 VPFIT uses χ 2 minimisation to deduce the values of redshift z, logarithmic column density log[N /(cm −2 )], and Doppler parameter b (km s −1 ) that best reproduce the observed absorption line profiles, taking into account the instrumental broadening function in its χ 2 minimisation and error evaluation. We used the compilation of laboratory wavelengths λ lab and f -values by Morton (2003) . In Table 1 we have collected relevant details of the absorption model fitted to the observed line profiles in Fig. 1 ; the corresponding theoretical profiles generated by VPFIT are shown with continuous red lines in Fig. 1 .
As mentioned in Section 2, the metal lines detected in this DLA consist of two components , with the parameters listed in Table 1 for O i. The two components are not clearly distinguished in D i because: (i) absorption by the lighter D is intrinsically broader (see discussion below), and (ii) the S/N ratio of the spectrum is lower at the shorter wavelengths of the high order Lyman lines (at z abs = 2.61843 the wavelength region between Lyδ and the Lyman limit is redshifted to λ obs = 3438-3318Å, approaching the cut-off by atmospheric ozone). Thus, in the first step of the fitting process, we fixed the redshifts of the two components to be the same as those determined from the metal The model parameters listed in Table 1 correspond to a best fitting value for the column density of D i (sum of the two components) of 2 between computed and observed profiles). Any other adjustment to the details of the profile fits, such as varying the relative proportions of D i between the two components and their b-values, or changing the parameters of nearby absorption in the Lyman forest, resulted in even smaller differences in the total value of log N (D i) returned by VPFIT.
As a final comment here, we point out that the VPFITgenerated line profiles shown in Figure 1 include a number of other components to the red of z abs = 2.61843, required to reproduce the saturated profiles of the H i Lyman lines which extend to v ≃ 200 km s −1 . The parameters of these extra absorptions are poorly constrained, but do not influence the determination of log N (D i) because they involve column densities of less than ∼ 1/100 that of the DLA and thus do not contribute to the observed D i absorption.
Consistency check with the apparent optical depth method
Since the D i absorption lines we observe are resolved, we can deduce the column density directly from the measured residual intensity in each wavelength, or velocity, interval across the absorption lines (e.g. Hobbs 1974). The apparent optical depth at velocity v, τa(v), is related to the observed intensity in the line, I obs (v), by
where I0(v) is the intensity in the continuum. With the assumption of negligible smearing of the intrinsic line profile by the instrumental broadening function, we have:
The optical depth τ (v) is in turn related to the column density of D i atoms in each velocity bin, N (v) in units of cm −2 (km s −1 ) −1 , by the expression
where the symbols f , λ, c, e and me have their usual meanings. As emphasized by Savage & Sembach (1991) , the attraction of the apparent optical depth method lies in the fact that no assumption has to be made concerning the velocity distribution of the absorbers. Furthermore, this method provides a consistency check when two or more transitions arising from the same atomic energy level, but with different values of the product f λ, are analyzed, as is the case here. The run of N (v) with v should be the same, within the errors in I obs (v), for all such lines.
For D i in Q0913+072, we can apply to apparent optical depth analysis to four unsaturated transitions, from Ly 7 to Ly 10; the other lines in the D i Lyman series being either partly blended or saturated (see Figure 1 ). For each transition, we deduced a value of N (D i) by summing eq. (3) over the n velocity bins which make up the absorption profile:
From the known error in the value of I obs (v) in each velocity bin, δI obs (v), we calculated the error δNTOT:
which is asymmetric about NTOT because of the non-linear nature of eq. (1). Figure 2 shows the run of Ni(v) across the four D i absorption lines, while values of NTOT and δNTOT are listed in Table 2 . As can be seen from Figure 2 and Table 2 −2 ] = 15.78 ± 0.02 returned by VPFIT, which we retain in the subsequent analysis. Fig. 3 shows the region encompassing the damped Lyα line. In principle, the column density of neutral hydrogen should be tightly constrained from the shape of the damping wings Table 2. which extend over many hundreds of pixels (and are thus extremely well sampled by the data). In practice, the limiting factors are the uncertainty in the determination of the continuum level (to which the absorption is normalised) and the overlapping absorption from the narrower lines in the Lyα forest. After numerous trials varying the continuum level and the weights given to different spectral intervals deemed to be free of overlapping absorption (see Kirkman et al. 2003 for a more extensive discussion of the problem) we converged on the best fitting value:
Hydrogen
the corresponding theoretical damped profile is overplotted on the data in Fig. 3 . It is difficult to estimate reliably the systematic error which may be affecting this determination. While consistent with the above estimate of log N (H i) from Lyα, the higher order Lyman lines do not help to reduce the error further because the are all saturated and their equivalent widths include uncertain contributions from the lower column density components to the red of the DLA. In future, it may be possible to improve on the accuracy with which values N (H i) can be deduced from the analysis of damped profiles buried within the Lyα forest by developing more sophisticated statistical methods to deal with the overlapping absorption, perhaps analogous to those used to subtract foreground Galactic emission from maps of the CMB. 
THE PRIMORDIAL ABUNDANCE OF DEUTERIUM
In dependent on the precise description of the kinematics of the gas than is the case for the seven absorbers listed in Table 3 (see also the discussions of this point by Kirkman et al. 2003 and O'Meara et al. 2006) . All the measurements of D/H in Table 3 should be representative of the primordial abundance (D/H)p, because in all seven cases the gas has undergone little chemical enrichment, as evidenced by the low abundance of O (and other heavy elements), less than 1/10 of solar (see column 5 of Table 3 ). For comparison, the total degree of astration of D over the lifetime of the Milky Way amounts to only < ∼ 20%, if one accepts the possibility that in the local interstellar medium some of the deuterium may be depleted onto dust grains (Linsky et al. 2006) . Theoretically, galactic chemical evolution models (e.g. Prantzos & Ishimaru 2001; Romano et al. 2006) show negligible reduction in D/H from the primordial value when the gas metallicities are as low as those of the seven QSO absorbers in Table 3 , while observationally no trend is observed between D/H and O/H (Pettini 2006) . Dust depletion of D is not expected to be an issue here, given the very low depletions of even the most refractory elements at these low levels of chemical enrichment (e.g. Akerman et al. 2005) .
We arrive at an estimate of log (D/H)p by averaging the individual measure of log (D/H) in Table 3 to obtain the weighted mean log (D/H)p = −4.55 ± 0.02. However, the scatter of the points about this value is rather high for the quoted error bars assuming a Gaussian error model, giving χ 2 = 19 which formally corresponds to a high probability that a further independent experiment would obtain a better fit to to the data, P (χ 2 > 19) < 0.01. This suggests that the errors on the individual measures of D/H may have been underestimated -a well known and much discussed (e.g. Steigman 2007 ) 'problem' of the determination of (D/H)p from QSO spectra. An alternative, and more conservative, method of estimating the error on the weighted mean would attempt to account for the actual scatter in the data. One possibility is to consider the mean and standard deviation of a large number of weighted means generated by random sampling (with substitution) of the seven observed values (the bootstrap method; see Efron & Tibshirani 1993) . In this way we obtain: log (D/H)p = −4.55 ± 0.03 A more Bayesian approach could try to account for uncertainty in the error bars using the observed scatter in the data. For example, fitting a Gaussian model with the variance on each point increased by a constant to σ 2 i +δσ 2 shows that the data prefer values of δσ > 0. Using the maximum likelihood value δσ ∼ 0.07 gives a posterior constraint on log (D/H)p consistent with the bootstrap estimate above, as does marginalizing over δσ 2 with prior ∝ 1/(0.02 2 + δσ 2 ) (though the distribution is somewhat non-Gaussian). Using a model that multiplicatively increases the noise gives similar results.
The scatter in the reported determinations of D/H in QSO absorbers is illustrated in Figure 4 . Out of the seven measurements, there are two which lie outside the confidence intervals of the mean by more than 1σ: Q1009+299 and Q2206−199. If we consider these two cases more closely we can find, in retrospect, plausible reasons why their 1σ errors may have been underestimated. The partial Lyman limit system in line to Q1009+299 has the lowest column density among the sample, log[N (H i)/cm −2 ] = 17.39, and is unique among the ones considered here in showing D i absorption in only one line, Lyα, the column density of D i being too low to produce discernible absorption in higher order lines. The z abs = 2.07624 DLA towards Q2206−199 is the lowest redshift absorber in the sample, requiring space-borne observations to record the high order lines where D i absorption can be resolved from H i. The HST -STIS spectrum of this object published by Pettini & Bowen (2001) is of lower S/N ratio and resolution than the other six cases in Table 3 which were all obtained with ground-based 8-10 m telescopes and echelle spectrographs. If we arbitrarily double the 1σ estimates of the errors in the determinations of D/H in Q1009+299 and Q2206−199 reported in the original works, we find the same weighted mean log (D/H)p = 4.55 ± 0.02 as before, but a much reduced χ 2 = 11 (P (χ 2 > 11) ≃ 0.1).
In conclusion, the value of D/H we deduce here for the z abs = 2.61843 DLA in the spectrum of Q0913+072 is in good agreement with four out of the previous six determinations generally considered to be the most reliable. Its inclusion in the 'prime' sample, helps identify two outliers and plausible reasons for much of the scatter among the sample. The weighted mean log (D/H)p is unchanged compared to the most recent previous estimate of this quantity by O'Meara et al. (2006) , leading us to conclude that the true value of the primordial abundance of deuterium lies in the range: log (D/H)p = −4.55 ± 0.03 (6) at the 68% confidence level.
The cosmological density of baryons from (D/H)p
Steigman (2007) 
to η10 which measures the universal ratio of the densities of baryons and photons in units of 10 −10 :
The 3% uncertainty in eq. (7) is comparable to the uncertainties in the nuclear reaction rates used in Big-Bang nucleosynthesis codes. The conversion from η10 to Ω b,0 h 2 in eq. (8) is accurate to about 0.1% (Steigman 2006) . From eqs. (6), (7) and (8), we find:
where the error terms reflect the uncertainties in, respectively, (D/H)p (eq. 6) and the nuclear reaction rates (eq. 7). Combining the two error terms in quadrature, we have:
The analysis by Dunkley et al. (2008) of five years of observations with the WMAP satellite concluded that, on the basis of the WMAP data alone
The two estimates of Ω b,0 h 2 agree (just) within the errors; we also note that the uncertainty from BBN is now comparable to that from the CMB. Given that the best-fitting value of Ω b,0 h 2 (CMB) is tied to those of other cosmological parameters, it is of interest to consider the effect of including the value of Ω b,0 h 2 (BBN) as a prior in the analysis of the WMAP 5 data.
COMBINED CONSTRAINTS ON COSMOLOGICAL PARAMETERS FROM THE CMB AND (D/H)P
The five-year WMAP CMB temperature maps and large scale polarization maps together provide tight constraints on several combinations of cosmological parameters (Hinshaw et al. Dunkley et al 2008) . In order to constrain individual parameters, however, it helps to apply external data that can break degeneracies. The baryon density, which affects the relative heights of the CMB acoustic peaks, is partly degenerate with the spectral index of primordial fluctuations, ns, since WMAP provides precision measurements of only two peaks in the temperature power spectrum. Increasing the value of ns increases the height of the second peak, which can be compensated by a decrease in the baryon density. Hence we can get a better constraint on the spectral index by combining the CMB data with an independent determination of Ω b,0 h 2 . Among the alternative avenues to Ω b,0 which have been considered, the primordial abundance of deuterium is the most accurate at present. The baryonic acoustic oscillations imprinted in the large-scale distribution of galaxies currently provide less stringent constraints on Ω b,0 than either the CMB or (D/H)p and, in any case, really measure the combination of parameters Ω b,0 /Ωm,0h (e.g. Blake et al. 2007 ). Measurements of other light elements created in Big-Bang nucleosynthesis suffer from systematic uncertainties which are difficult to quantify (in the case of helium) or are poorly understood (for lithium), as discussed in recent reviews by Molaro (2008) and Steigman (2007) (see also Simha & Steigman 2008) . In considering only deuterium in our joint analysis with the CMB we make the implicit assumption that at present the primordial abundances of 4 He and 7 Li are difficult to reconcile with that of D because of astrophysical considerations (such as how to extrapolate from measured values in local astrophysical environments to the primordial abundances) and do not reflect an underlying departure from standard Big-Bang nucleosynthesis. If the latter were the case, we would be unjustified in comparing the CMB fluctuations with only (D/H)p.
Parameter constraints from CMB data are usually encoded in a set of samples from the posterior distribution generated from the likelihood function by Markov Chain Monte Carlo methods. In combining the CMB data with the value reached here from (D/H)p, Ω b,0 h 2 (BBN) = 0.0213 ± 0.0010, we assume that the baryon density likelihood is an uncorrelated Gaussian. Since the constraint is only on one parameter, and consistent with the baryon density inferred from the CMB alone, we can use importance sampling to re-weight the parameter samples with the extra constraint (see Lewis & Bridle 2002 for details). For each sample in the original chain supplied by the WMAP team, 4 we weight the sample by exp −(Ω b,0 h 2 − 0.0213) 2 /(2 × 0.001 2 ) . Marginalized constraints for individual parameters can be calculated easily from the weighted chains; we use the 'GetDist' program provided with CosmoMC (Lewis & Bridle 2002) to do this.
Standard ΛCDM cosmological model
We assume the simplest flat ΛCDM cosmological model, with a power-law purely adiabatic spectrum of linear primordial curvature perturbations with spectral index ns and amplitude As at k = 0.002 Mpc −1 , dark matter density Ωc,0h 2 , baryon density Ω b,0 h 2 , optical depth for sharp reionization τ , and cosmological constant density relative to critical ΩΛ,0 (with a flat prior). Marginalized one-dimensional parameter constraints obtained in this way are shown in Fig. 5 . The combined constraint on the baryon density is Ω b,0 h 2 = 0.0223 ± 0.0005 where the error corresponds to the 68% probability from the distribution shown in the top left-hand panel of Fig. 5 . For comparison, the value obtained by combining the WMAP 5 data with the distance measurements from Type Ia supernovae and the baryon acoustic oscillations in the large-scale distribution of galaxies is Ω b,0 h 2 = 0.02265 ± 0.0006 (Komatsu et al. 2008) . Since the (D/H)p measurement prefers values of the baryon density towards the lower end of the range allowed by the CMB, inclusion of this prior leads to a lower value of the spectral index: we obtain ns = 0.956 ± 0.013, and ns < 0.990 at 99% confidence (purely statistical errors). Thus, red spectral tilts are preferred and a Harrison-Zeldovich spectrum with ns = 1 is ruled out in the simplest ΛCDM models. Other parameter constraints are almost unchanged, with only slight shifts in τ , σ8 and H0 towards lower values. The combined goodness-of-fit parameter χ 2 eff increases by about one on including the Ω b,0 h 2 (BBN) constraint, consistent with expectations for adding one independent parameter. Figure 6 shows the combined constraints on ns and Ω b,0 h 2 with and without inclusion of the (D/H)p prior.
Constraints on a tensor component to primordial fluctuations
If the spectral index is less than one, some inflationary models predict an observable amplitude of primordial gravitational waves. Adding a parameter r (with flat prior) to measure the ratio of the tensor and scalar power at k = 0.002 Mpc −1 , is therefore well motivated (using the relation between the tensor and scalar tilts for the simplest inflation models; see Komatsu et al. 2008) . A combination of WMAP 5 data and the (D/H)p constraint then gives ns < 1.00, and a limit on the tensor amplitude r < 0.26, both at 95% confidence. The constraints on these parameters are consistent with, and comparable to, those obtained by Komatsu et al. (2008) by considering WMAP data in conjunction with baryon oscillations and supernova distances measurements, but have completely different systematics. Considering all the constraints together -WMAP 5, (D/H)p, Type Ia supernovae (Riess et al. 2004; Astier et al. 2006; Wood-Vasey et al. 2007) , and baryon acoustic oscillations in the large-scale distribution of galaxies (Percival et al. 2007 ) -we arrive at the full joint probability distributions shown by the black continuous lines in Fig. 7 . We find r < 0.16 at 95% confidence and ns < 0.994 at 99% confidence. These limits strongly constrain possible models of the early universe, but are consistent with some of the simplest inflationary (and other) models. Joint marginalized constraints on the various parameters are: Ω b,0 h 2 = 0.0224 ± 0.0005, Ωc,0h 2 = 0.1130 ± 0.0034, ΩΛ,0 = 0.723 ± 0.015, h = 0.700 ± 0.013, ns = 0.959 ± 0.013, σ8 = 0.808 ± 0.025, and τ = 0.818 ± 0.016 (1σ errors).
A closer look at the impact of the errors on D/H on the derivation of cosmological parameters
The results presented in Sections 5.1 and 5.2 assumed a Gaussian error on Ω b,0 h 2 (BBN) derived from the dispersion of D/H measurements analysed with the bootstrap method. However, values for high-significance confidence limits are quite sensitive to the shape of the tails of the distribution and it is therefore worth assessing the robustness of our results to changes in the statistical model.
As discussed in Section 4, a Bayesian model that increases the error bars by some constant and marginalizes over the possible values of the constant gives an error estimate on (D/H)p which is comparable to that obtained with the bootstrap method. However, the tails of the distributions have quite different shapes. Fig. 8 shows the result of numerically evaluating the distribution of Ω b,0 h 2 , assuming Gaussian errors on the log (D/H) measurements, marginalizing over the additional error variance with a Jeffrey-like (i.e. inverse) prior on its amplitude, and including the 3% error (also assumed to be Gaussian) in the relation between η10 and (D/H)p (eq. 7). The broad tails arise from marginalization over relatively large values of the added error variance, and fall off as a power law, rather than exponentially as in the bootstrap model. The result is not very sensitive to the inclusion or exclusion of the two most outlying data points in Fig. 4 .
Using the marginalized results for additive additional Table 3 ). The solid line is a Gaussian with Ω b,0 h 2 = 0.0213 ± 0.0010 (eq. 10). The other curves show the result of marginalizing over an increased error variance adding to (red dashed) or multiplying (blue dot-dashed) the errors on the individual D/H determinations reported in the original works. The additional error variance has a Jeffrey-like (regularized inverse amplitude) prior. All errors are assumed to be uncorrelated, and the results are normalized to peak at 1. error variance, the parameter constraints change somewhat from the values given in sections 5.1 and 5.2. For example, combining the numerical baryon density likelihood with WMAP 5 data for tensor models, the 95% limit on ns changes from ns < 1.00 to ns < 1.01 due to the tail of higher Ω b,0 h 2 values that are now allowed. The combined tightest constraints change to Ω b,0 h 2 = 0.0226 ± 0.0006, ns = 0.961 ± 0.014, with ns 1 still just excluded at 99% confidence and r < 0.17 at 95% confidence.
In both the Bayesian and bootstrap model, our results depend critically on the assumption that the quoted errors on the individual determinations of (D/H) in Table 3 (original and inflated) are statistically independent and Gaussian. The changes in the values of (or limits on) Ω b,0 h 2 , ns, and r which we have just noted when changing the statistical model of the errors give an indication of the systematic error in the result due to the likelihood model, even when these assumptions are satisfied. In future, with a larger sample of measurements of (D/H) in QSO absorbers, it may be possible to test the assumptions that the errors are independent and Gaussian, and perhaps identify the origin of the excess scatter in the existing measurements. Such improvements would allow the primordial abundance of deuterium to fulfil its potential in constraining cosmological parameters. On a different note, the Planck satellite should independently measure the baryon density from the CMB alone with ∼ 0.6% accuracy in a few years, with measurements of several acoustic peaks breaking the degeneracy with ns.
SUMMARY AND CONCLUSIONS
The lowest metallicity damped Lyα systems are good candidates for the measurement of the primordial abundance of deuterium, not only because the gas has suffered little astration, but also because they preferentially arise in gas clouds with low internal velocity dispersions, facilitating the resolution of the isotope shift of 82 km s −1 . Furthermore, the high column densities involved give detectable D i absorption in many lines of the Lyman series. The z abs = 2.61843 DLA in the spectrum of the bright QSO Q0913+072 is a good case in point -we have reported here high S/N ratio detections of six D i absorption lines from which we deduce log (D/H) = −4.56 ± 0.04. The main contribution to the error in log (D/H) is from the uncertainty in the column density of H i, rather than D i; it may be possible to reduce this further in future with more sophisticated modelling of the Lyman forest absorption that is superimposed on the wide, damped profile of the Lyα line.
The value of D/H we deduce for this DLA is in good agreement with those of four out of the six QSO absorbers previously considered to constitute the most reliable set of such determinations. The other two differ from the mean of the whole sample by ∼ 2σ, and we have identified possible reasons why their errors may have been underestimated in the original reports. We propose that the determination of the primordial abundance of deuterium is converging towards the value log (D/H)p = −4.55 ± 0.03, which can be considered reliable within the 68% confidence limits. The corresponding Ω b,0 h 2 (BBN) = 0.0213±0.0010 agrees within the errors with Ω b,0 h 2 (CMB) = 0.02273 ± 0.00062. Including the former as a prior in the analysis of the WMAP 5 data from which the latter is deduced results in a lower mean value of the power-law index of primordial fluctuations, from ns = 0.963 ± 0.015 to ns = 0.956 ± 0.013. The effects on other cosmological parameters deduced from the analysis of the CMB are more modest. Considering together the constraints available from WMAP 5, (D/H)p, baryon oscillations in the galaxy distribution, and distances to Type Ia supernovae, we arrive at the current best estimates Ω b,0 h 2 = 0.0224 ± 0.0005, ns = 0.959 ± 0.013 (1σ errors), and r < 0.16 (2σ limit) for the ratio of the tensor and scalar power at k = 0.002 Mpc −1 .
Despite the long integration time, the data presented here have not led to a significant change in the estimate of (D/H)p compared with the last paper to report new observations (O'Meara et al. 2006) . This is a good sign; together with the agreement between Ω b,0 h 2 (BBN) and Ω b,0 h 2 (CMB), it suggests that we have reached a stage where the primordial abundance of deuterium and the cosmological density of baryons are sufficiently well determined quantities. There is now less urgency to increase further the number of D/H measurements in QSO absorbers, although a 'prime' sample of only seven data points clearly does not allow for complacency. In particular, an expanded sample of D/H measures at high redshifts would improve the statistical model on which the errors on the derived cosmological parameters are based. The most metal-poor DLAs remain a fertile ground for studying early episodes of stellar nucleosynthesis (e.g. Pettini et al. 2008) , and it is certainly worthwhile continuing to be aware of their potential for further refinements of (D/H)p.
