A new method for generating x-y separable steerable scalable approximations offilter kemels is proposed which is based on a generalization of the Singular Value Decomposition (SVD) to 3 dimensions. This "pseudo-SVD " impmves upon a p w w u s scheme due to Pemna in that it reduces convolution time and storage requirements. An adaptation of the pseudo-SVD is proposed to generate steerable and scalable kemels which an? suitable for use with a Laplacian pyramid. The properties of this method are illustrated experimentally in generating steerable and scalable approximations to an early vision edge-detection bmel.
Background material
A steerabldscalable kernel is one which can be generated at a continuum of orientationdscales by taking linear combinations of, or interpolating between, a finite set of basis kernels. In other words, if Fe,,,(z, y) denotes our filter kernel F rotated by an angle 8, and scaled by a factor U , then F is steerable and scalable if we can express Fe,o as the finite sum For most kernels, the number of terms in the sum above is infinite, and thus they are not exactly steerable. In all cases, the terms in the sums can be arranged so that truncating the sum after some finite number of terms provides us with the best R-term appmximation to our original kernel in terms of the functions a, ( 2 , y). We denote the R-term steerabldscalable approximation to our kernel F as FiR](z, y, 8 , a) and refer to R as the runk A complete steerable, scalable atering scheme includes three separate stages: decomposition. convolution, and reconstruction. Fit, a kernel is made steerable and scalable by decomposition into a set of basis kernels. Second, an input image is convolved with this set of basis kernels, producing a set of basis images. Third, the basis images are combined with appropriate factors to produce the coI1yo-lution at any orientation or scale. The structure of such a scheme suggests the main criteria for judging the optimality of a decomposition: namely, processing time (for convolution and reconstruction). storage costs (for storing the basis images), and the distribution of error in the reconstructed kernel as a function of the deformation parameters, orientation and scale. In this paper, we use processing time as the main measure of optimality.
In order to minimize convolution time, decompositions should be x-y separable 1151. In previous works, this x-y separability was either limited to a small class of kernels [3] , or produced ufer the steerability or scalability was generated [ll]. The latter method caused the decompositions to contain more terms than was necessary to approximate the filter. We would like to explicitly constrain the decomposition to be x-y separable from the very start.
Perona [lo, 11, 121 was the first to propose the use of the singular value decomposition (SVD) to generate simultaneously steerable, scalable, and x-y separable kernel approximations. Indeed, the SVD provides the optimal, non x-y separable, fixed-rank approximation of a kernel, for any combination of deformations. It does this by treating the variables (2, y) as one variable, the deformation parameters as one parameter, thus producing a decomposition which is separable in two variables. One would like to find an analog to the SVD which would produce a decomposition separable in three or more variables and would retain the optimality of the SVD. Such a decomposition would approximate OUT kernel, Fe(z, y) in the following way:
so that this R-term decomposition was the optimal R-term approximation to the original kernel array, in the sense of minimizing the cost function:
for fixed R. Here, we have not explicitly written the "singular values" of such a decomposition, since they may be absorbed into the functions themselves. The properties of this sort of decomposition, which we refer to as the 3D i= 1 pseudo-SVD, as well as an iterative least squares algorithm for producing it, are covered in section 2.1.
To summarize: we introduce a method for generating steerable, x-y separable kernel approximations: the pseudo-SVD, and we compare it to a previous scheme proposed by Perona. We also apply the 3D pseudo-SVD to generating scalable decompositions, as well as decompositions suitable for use with a Laplacian pyramid.
X-Y separable, steerable kernel approximations
For a discussion of the use of the SVD for generating steerable kernel approximations, see Perona [lo, 111.
The 3D pseudo-SVD
The SVD may be used to generate optimal fixed-rank approximations of a matrix, kernel, or linear operator. The crucial property of the SVD is that the first R terms of the SVD of the 2D functionkernel F( z , y) (the set of R triples {Ar, fr(Z), gr(y)}) is the "optimal" R-termapproximation to F(+, y), in the sense of being the minimizer of the cost function In generating steerable filter approximations, we have the task of decomposing a 2D filter with 1 parameter: orientation. If we consider this parameter to be a variable, then our problem of simultaneously generating an x-y separable, steerable approximation, can be stated as follows: Much work has been done in this area [2, 6, 71, yet the current research indicates that there is no known method of decomposition in 3D which will retain all of the desirable properties of the 2D SVD. However, certain methods of decomposition have been proposed for 3D functions which attempt to retain one feature of the 2D SVD: that the Rterm sum is the optimal R-term approximation of a 3D function, as defined by equation (6). In this section, we will illustrate a method -an iterative least squares algorithmfor producing a decomposition which we refer to as the 3D pseudo-SVD.
There are a few crucial differences between 3D functiondarrays and 2D arrays (matrices). First, there are straightforward ways of computing the rank of a matrix, but there is no known algorithm for computing the rank of a 3D array. Second, the decomposition of most 3D arrays is not "nested" like the SVD of a matrix: i.e. the rank R approximation of a 3D array generally does not contain the rank R -1 approxhation. This last observation suggests that any algorithm designed to decompose a 3D array should start by assuming a certain rank, and then adjust simultaneously all the different terms to arrive at the decomposition. PAMFAC. 'Ibeir motivation was to find some underlying structure in a 3D array whose dimensions represented different variables used in gathering the data. In our situation, there is no inherently meaningful structure which we hope to uncover through this type of analysis. Rather, we merely wish to find a decomposition which will minimize convolution t i m e and have certain other desirable features.
The iterative least squares algorithm
The algorithm is outlined below. It is an iterative algorithm, which essentially holds 2 of the 3 sets of functions fixed and optimizes the third. With 2 of the sets held constant, the optimization becomes a straightforward least squares problem. For ease of explanation, we write equation (6) in discrete notation, with superscripts numbering the functions, and subscripts &notingvariables:
C(Z,~I,~;)= I I f i j b -EZ~~~LII (7)
Keep in mind the following facts: R, the rank of the ds composition, is the number of terms in the sum given in equation (7) function, equation (7) becomes: 
6.
Cycle f + g -+ h + f and repeat the above steps.
While there is no guarantee that this iterative least squares process will find the global minimum of the cost function, it willreduce the cost function on every iteration, since the least squares solution is the minimizer of the given cost function.
Experimental results
The algorithm was implemented in Mat lab, and followed the basic outline given in Section 2.1 .l. In generating high rank approximations, the algorithm was initialized with the previous rank solution plus a random triple. As with all minimization routines, the algorithm only guarantees a local minimum, and so to insure a good solution, completely random initial conditions were occasionally used. In practice, the algorithm would almost always converge to within
10% of the final accuracy.
A quick calculation shows the computational complexity of the algorithm, which is mainly due to calculating a pseudo-inverse, which requires the calculation of a reduced SVD. According to [5], the number of flops necessary for the reduced SVD of an m x n matrix, with m 2 n is 7mn2 + +a3. ~h u s , for our filter array, an n, x n,, x ne array, the total number of flops for one iteration of a rank R approximation is: 7Rz(ntn,+nrne+n,ne)+11R3 N 7RZ(ntn,+ntne+n,ne)
For our particular array, with n, = ny = 17, n o = 36 (due to the symmetry of our filter under 180' rotations, we were able to cut the # of angle divisions by half, from 72 to 36), and for an approximation of rank 16, we have N 2.7 Mops. Starting from the previous rank solution, the algorithm converged in -50 iterations. pixel sampling of a kernel that has been used for brightness boundary detection and texture analysis: the second derivative of a gaussian along the y axis, and a normal gaussian along the x axis. The standard deviation in the x direction was 3 times that of the y direction, which was 1.7 pixels.
The set of all angles was discretized in 72 samples. The comparison here is made between kernel approximations
The mean error vs. orientation listed in table 1 refers to the mean and distribution of the reconstruction error of the kernel at different orientations, fors% approximations. Although the 3D pseudo-SVD has a relatively large variation in error vs. orientation, the error is bound below 8%.
of N 5% accuracy.
3 The 4D pseudo-SVD for steerability and scalability In section 2.1.1, an iterative least squares algorithm was used to produce the pseudo-SVD of a filter kernel: essentially, a steerable sum of x-y separable kernels. The algorithm, as well as the pseudo-SVD, is by no means limited to 3D problems ( 2 variables (2, y) and 1 parameter (8) 3 dimensions ). The algorithm generalizes easily to an N dimensional array, which in most cases corresponds to 2 variables (2, y) and N-2 parameters. Thus, the pseudo-SVD will provide not only "steerable" decompositions in which the basis filters are z , y separable, but also generally "deformable" decompositions. e.g. "scalable". "stretchable", "shearable", etc., provided that the N-2 deformations involved are continuous and can be parameterized. Specifically, one could produce a 4D pseudo-SVD of a kernel which was steerable, scalable and x-y separable using the natural 4D extension of the method outlined above.
However, this would unnecessarily constrain the interpolation functions h(B, U) to be separable. We can expect to approximate our 2D kernel with fewer terms if we allow the interpolation functions to be non-separable functions.
In practice, this means that our 4D filter array F i j k l becomes F j j k where the index k now parametrizes both orientation and scale, with k E (1,2,. . ., ngn,,) . This reduces the problem to finding the 3D pseudo-SVD which was described in detail in section 2.1.1 except that here, the functions hi in equation (7) are now functions of both orientation and scale.
For our experiments we used the edge detection kernel described in section 2.2. scalable and x-y separable decomposition of a kernel using the SVD apparatus. The procedure that was followed in his paper was essentially: (1) generate a steerable kmel approximation, (2) generate a scalable approximation for every basis kernel from step (l), and (3) generate an x-y separable approximation for every basis kernel from steps (1) 8c (2).
As previously noted, this type of "nested" SVD is not optimal. The fact that the x-y separability is produced as 
Steerable, scalable filters for use with a Laplacian pyramid
The use of a pyramid image representation scheme has become a standard for many areas of image processing. A particular choice of pyramid, the Laplacian pyramid, decomposes an image into essentially band-pass components, and stores it as a set of subsampled images. One can take advantage of the pyramid's structure to reduce convolution time by designing a filtering scheme which performs convolutions at all levels of the pyramid. Thus, some of the convolutions will be done on subsampled images, with smaller size kernels, reducing computation time. In this section we outline such a filtering scheme, and show some preliminary results. We assume that the reader is already familiar with the pyramid structure: a basic reference is [ 
13.
The following analysis of the Laplacian pyramid generation follows [13] . Let W(w,)W(wy) be the DFT of the 2D x-y separable kernel used to generate our Laplacian pyramid. We will assume that W(w) is a sufficiently good approximation to the ideal half-bandwidth, low-pass filter that aliasing terms in the following analysis can be ignored. Denote the procedure of filtering with W then downsampling as downsculing, and upsampling then filtering with W as upscaling. Our filtering p m s consists of the following steps: (1) Generate the Laplacian pyramid image levels Li, 
The filter Pi is the generator of the nth Gaussian pyramid level (upscaled to full size), and is defined as:
Rather than writing our cost function in terms of the frequency space functions Fik(2i~,) and Gik(2'~y)~ we can transform equation ( it is explicitly written for calculating f l k ( 2 ) at the Ith pyramid level. For simplicity, we assume n, = ny . Denote our original kernel array by K ( z , y, 8, U).
1.

2.
3. Clearly, each of the elements in the sum is linearly dependent upon the elements of f i k . Thus we can WritethisdifferenceasIIKr -A*frllwheretheR~ kernels in f / k have been stacked into a long vector fr.
4.
5.
4.1
Kl(z,
K1 has been similarly reshaped.
Take fr = pinv(A) Kl.
Experimental Results
The one drawback to the algorithm given above is that it is computationally expensive, due to the large pseudoinverse. In order to limit processing time, the kernel was made steerable and scalable over a small range of scales and orientations: U E [.5,1] with 4 discretizations and 8 E [Oo ,30°] with 4 discretizations. Also, we used a variant of the previously described edgedetection kernel which was less elongated in order to make the steerable decomposition more compact. The kernel was defined on a 17 x 17 pixel grid. We chose a simple pyramid generating kernel: a 5 tap kernel used by Burt 
Analysis
The problems in generating a pyramid based decomposition can be divided into two categories: first, deducing a cost function which correctly represents the process of performing the convolutions on the pyramid images; and second, minimizing this cost function so as to generate a steerable and scalable decomposition. We have introduced a method, the pseudo-SVD, that attempts a solution to the second problem: its effectiveness is supported by the relatively small error in the right hand graph of figure 9. For comparison, a normal pseudo-SVD decomposition would require 13 kernels to achieve the same array accuracy. Since the level 1 convolutions require 4 the time of those at level 0 we have decreased our convolution time by a factor of &. The first problem, however, is more complex. By comparing the two graphs in figure 9 , one can see that although the kernel is well approximated, the convolution accuracy is less than satisfactory. This implies that our analysis of the filtering scheme was somewhat flawed. Of course, we made the simplifying assumption that the pyramid generating kernel was ideally low-pass, in order to manipulate the cost function into a less complicated form. However, this cannot be the case for finite size pyramid kernels, and ideally our cost function should include the effects of alias- ing, and should constrain the basis kernels to eliminate this aliasing.
Conclusions
In this paper we have presented a method, the pseudo-SVD, for generating compact x-y separable, generally "deformable" filter approximations. Specifically, we applied this method to generating steerable scalable x-y separable approximations of a basic edgedetection kernel used for early vision, and the decomposition was compared to a previous scheme by Perona This method improves upon this previous scheme in producing a more compact x-y separable decomposition, thus reducing convolution time by a factor of 2 to 7. A modification of the pseudo-SVD was described which generates kernel decompositions suitable for use with a Laplacian pyramid.
