We propose a refinement of the Betti numbers of a compact ANR X in the presence of a continuous function f : X → R. The refinement consists of finite configurations of points with specified multiplicity located in the plane R 2 = C, of cardinality (counted with multiplicity) the Betti numbers, equivalently of monic polynomials with complex coefficients P f r (z) of degree the Betti numbers of X. A number of properties are discussed (Theorems 4.1, 4.2 and 4.3) as well as the realization of each such configurations as dimensions of mutually orthogonal subspaces of the homology vector spaces, when equipped with a Hilbert space structure, indexed by the points of the configuration.
Introduction
This paper, and its subsequent part II, provides a short version of a some parts of paper [2] still unpublished, which is joint work with Stefan Haller.
In this paper we propose a refinement of the Betti numbers b r (X) of a compact ANR X, with respect to a field κ, in the presence of a continuous function f : X → R. The refinement consists of finite configurations of points with multiplicity located in the plane R 2 = C, denoted by δ f r , equivalently of monic polynomials with complex coefficients P f r (z), whose zeros are the points of the configuration δ f r , of degree the Betti numbers b r (X). The points of the configurations δ f r , or the zeros of the polynomials P f r (z), are complex numbers z = x + iy ∈ C with both x, y critical values 1 .
We show that :
1. The assignment f P 3. When X is a closed topological manifold the Poincaré duality between Betti numbers gets refined to a Poincaré Duality between configuration, cf .Theorem 4.3.
We also show that to each zero z of the polynomial P f r (z) one can naturally assign a vector space H f r (z), of dimension the multiplicity of z, which is a quotient H r (z) = F r (z)/F ′ r (z), F ′ r (z) ⊂ F r (z) ⊂ H r (X; κ). When κ = R or C and H r (X; κ) is equipped with a Hilbert space structure H r (z) identifies canonically to a subspace H r (z) of H r (X; κ) s.t. H r (z) ⊥ H r (z ′ ) for z = z ′ and ⊕ z H r (z) = H r (X; κ).
We refer to the system (H r (X; κ), P f r (z), {H r (z)}) as the r−homology spectral package of (X, f ) in analogy with the spectral package of (V, T ), V a vector space T a linear endomorphism, which consists of the characteristic polynomial P T (z) with its roots z i , the eigenvalues of T, and with their corresponding generalized eigenspaces V z i .
In case X is the underlying space of a closed Riemannian manifold (M n , g) and κ = R or C the vector space H r (M n ; κ), via the identification with the harmonic (n−r)−forms with coefficients in the orientation bundle, has a structure of Hilbert space. It might be of interest to explore this r−homology spectral package in case f is a Morse function. In this case this homology spectral package is invariant to the homotopy class of Morse function. The homotopy is considered in the subspace of Morse functions, which is not contractible and has many connected components.
All these results are collected in the main theorems below, Theorems 4.1, 4.2 and 4.3. It is worth to note that the points of the configurations δ f r located above and on the diagonal in the plane R 2 determine and are determined by the closed r−bar codes in the level persistence of f while those below diagonal are determined and determine the open (r − 1)−bar codes in the level persistence as observed in [2] . The algorithms proposed in [5] and in [1] can be used for their calculation, however significant simplification of such algorithms can be derived from the present presentation.
Similar refinements hold for angle valued maps. In this case the homology has to be replaced by either the Novikov homology of (X, ξ(f )) which is a vector space over the Novikov field of Laurent power series κ[t −1 , t]] or. in case κ is R or C by the L 2 homology of the infinite cyclic cover defined by the homotopy class of ξ(f ) of f. In this case the L 2 −homology is regarded as a Hilbert module over the von-Neumann algebra associated to the group Z. In this case H r (z) are Hilbert submodules, and δ f r (x) is the von Neumann dimension of H r (z). Note that the L 2 −Betti numbers are actually the Novikov-Betti numbers of (X, ξ f ).
Preliminary definitions

Configurations
let X be a topological space. Let V be a finite dimensional Hilbert space over κ = R or κ = C and P(V ) be the set of subspaces of V. Denote by
the set of finite configurations with N − points of X and by
the set of finite configurations of weighted vector space with total weight V.
One also defines the map e :
One can weaken the requirement of orthogonality toδ(x) ∩δ(y) = 0. In case κ = R or C the space of such configurations is homotopy equivalent to C V (X).
The sets C N (X) and C V (X) carry natural topologies, referred to as the collision topology, which make e continuous.
One way to describe these topologies is to specify for each δ orδ a fundamental system of neighborhoods.
If δ has as support the set of points
Similarly ifδ has as support the set of points {x 1 ,
Here
Clearly e is continuous, surjective and proper, with fiber above δ, the subset of
Clearly this set is compact and is actually an algebraic variety.
Note that 1. C N (X) = X N /Σ N is the so called N −symmetric product and if X is a metric space with distance D the collision topology is the topology defined by the induced metric D on X N /Σ N .
2. If X = R 2 = C then C N (X) identifies to the set of monic polynomials with complex coefficients. To the configuration δ whose support consists of the points z 1 , z 2 , · · · z k with δ(z i ) = n i one associates the monic polynomial
Tame maps
All maps f : X → R in this paper are continuous proper maps defined on X an ANR. Since f is proper X is locally compact.
1. A map f : X → R is weakly tame if for any t ∈ R, the level f −1 (t) is an ANR. Therefore for any bounded or unbounded closed interval
2. The number t ∈ R is a regular value if there exists ǫ > 0 small s.t. for any t ′ ∈ (t − ǫ, t + ǫ) the inclusion f −1 (t ′ ) ⊂ f −1 (t − ǫ, t + ǫ) is a homotopy equivalence. A number t which is not regular value is a critical value. Informally, the critical values are the values t for which the topology of the level (= homotopy type) changes. One denotes by Cr(f ) the collection of critical values of f.
The map f is called tame if weakly tame and in addition:
(a) The set of critical values Cr(f ) ⊂ R is discrete,
There are compact ANR with no weakly tame maps cf [7] .
4. An ANR which has the weakly tame maps dense in the set of all maps w.r. to fine C 0 − topology is called a good ANR.
Note that all spaces homeomorphic to locally finite dimensional simplicial complexes, or finite dimensional manifolds or the Hilbert cube manifolds are good ANR's (see the Appendix for definition and explanations).
The reader should be aware of the following rather obvious facts. For two subspaces V 1 ⊆ V 2 of a vector space H we call the quotient V 2 /V 1 a quotient of subspaces. In case H is a Hilbert space over κ = R or C, any finite dimensional quotient of subspaces V 2 /V 2 had a canonical realization os a subspace of H, precisely the orthogonal complement of the closure of V 1 inside the closure of V 2 . In this paper we fix a field κ, and for a space X denote by H r (X) the homology of X with coefficients in the field κ.
Let f : X → R be a map. Denote by :
We also define I 
If the number
Note that we also have:
This is obvious if X is compact since (X f a ∩ X b f ) is a compact ANR. For X not compact one argues as follows:
It is well known that for any locally compact ANR X there exists K locally finite simplicial complex and π : K → X a proper map which is a homotopy equivalence. Since π is proper then for any a, b ∈ R there exists K a and K b , sub complexes of K, s.t.
It follows from the Meyer Vietoris long exact sequence in homology and from the finite dimensionality of
Therefore, since π induces the isomorphism π * in homology,
is finite dimensional. q.e.d. To a box as above we assign the quotient of subspaces
). It will be convenient to denote by
in which case in view of Observation 3.1 item 2. one has
It will also be convenient for future use to denote by
. To simplify the notation and there is no risk of ambiguity one writes
If H r (X) is a Hilbert space (i.e. κ = R or C) one denotes by H r (B) the orthogonal complement of 
If H r (X) is equipped with a scalar product then
and
Proposition 3.4 Let a ′ < a and b ′ < b < b ′′ and B 1 , B 2 , and B be the boxes Figure 3 ). 
and 
If B is a finite disjoint union of boxes
In view of the above observation denote by B(a, b :
(the limit refers to the inverse system Note that if f is tame then, for ǫ small enough, the inverse system stabilizes andδ f r (a, b) can view as a a quotient of subspaces of H r (X) and, if H r (X) is a Hilbert space, as a subspace of H r (X).
If H r (X) is a Hilbert space then
In different words, if H r (X) is a Hilbert space, the configurationδ f r ∈ C Hr(X) (R 2 ) realizes the configuration δ f r ∈ C dim Hr(X) in the sense thatδ
Note that in case X is not compact suppδ f can be infinite however the intersection B(a, b; ∞) ∩ suppδ f is a finite set for any a, b ∈ R.
Then we have 
If in addition H r (X) is equipped with a Hilbert space structure the above statement can be strengthen to 
and therefore
.
Proof: Observe that in view of tameness for any 0 < ǫ ′ , ǫ ′′ < ǫ(f ) one has
Since ǫ < ǫ(f ) in view of the definition ofδ f r , one haŝ
Combining (8) with (7) one obtains the equality (5)
To simplify the notation in the following Lemma the index r will be dropped off.
Lemma 3.10
Suppose f is tame Let a = c i , b = c j , c i , c j ∈ Cr(f ) and ǫ < ǫ(f )/3. If g is a continuous map with ||f − g|| ∞ < ǫ then
Proof: Since ||f − g|| ∞ < ǫ, in view of Observation 3.1 item 3. one has
Since 3ǫ < ǫ(f ) one has
which imply that in the equation (10) "⊆" is actually "=" . Note that in view equalities (7) and for ǫ ′ , ǫ ′′ < ǫ(f ) one has
Then (10) and (12) imply equalities (9).
Next, Lemma (3.10) implies that and when a, b ∈ Cr(f )
2. When ǫ < ǫ(f )/3 inclusions (13) imply 
Equalities ( D(x; 2ǫ). Since this holds for any two critical values a, b the inclusion (3) holds as stated.
2. The statement is contained in Proposition 3.6 item 3.
