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Abstract
Starting from physical theory, a contemporary novel framework is developed for the
acoustic simulation of sound radiation by loudspeakers and sound reinforcement sys-
tems. A variety of own measurements is presented. These agree very well with the
predictions of the computer model considering practical uncertainty requirements.
First, small sound sources are discussed. Such a source is used at receive distances
much larger than its characteristic dimension. A theoretical foundation is derived for
the accurate reproduction of simple and multi-way loudspeakers using an advanced point
source model that incorporates phase data. After that the practical implementation of
this so-called CDPS model is presented including measurement requirements and the
newly developed GLL loudspeaker data format. Subsequently the novel model is vali-
dated in detail by means of a number of different measurement results.
In the second part, larger systems are analyzed such as line arrays where the receiver
is often located in the near field of the source. It is shown that theoretically any line
source can be decomposed into smaller elements with a directional characteristic. This
approach allows modeling the performance of the complete line source in both near
and far field as long as the considered receive location is in the far field of the elemen-
tary sources. Several comparisons of measured line arrays display good agreement with
predicted behavior and underline the superiority of this model compared to existing
simulation methods. At the end theoretical methods and measured results are used to
show for the first time that the influence of production variation among supposedly iden-
tical cabinets has a measurable but small effect on the overall performance of a line array.
The last part of this work deals with the consequences of fluctuating environmental
conditions, such as wind and temperature, on the propagation of sound. In the context
of this work, it is of particular interest to consider the coherent superposition of signals
from multiple sources at the receive location. For this purpose a novel theoretical model
is developed that allows predicting the mean variation of the propagation delay of the
sound wave as a function of the statistical properties of the environmental parameters.
Measurements of these properties as well as of the sound travel time are consistent with
corresponding modeling results. Finally, it is discussed how the average total sound
pressure level of a line array or loudspeaker arrangement is affected by the random vari-
ation of propagation delays.
A part of this work was distinguished with the AES Publications Award 2010. Parts of
the proposed data format have been incorporated into the international AES56 standard.
i

Contents
1. Introduction 1
1.1. Theoretical Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2. Numerical Computation . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.1. Acoustic Simulation . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.2. Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.3. Medium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.4. Receivers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.5. Boundaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3. Conventional Point Source Models in Electro-Acoustic Simulation . . . . 16
1.3.1. Directional Point Source Model . . . . . . . . . . . . . . . . . . . 17
1.3.2. Discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3.3. Conventional Data Formats . . . . . . . . . . . . . . . . . . . . . 18
1.3.4. Compromises and Errors . . . . . . . . . . . . . . . . . . . . . . . 19
2. Modeling Small Sound Sources 21
2.1. Significance of Phase Data . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.1. Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.1.2. Analysis for Single Source . . . . . . . . . . . . . . . . . . . . . . 26
2.1.3. Application to Combined Sources . . . . . . . . . . . . . . . . . . 32
2.1.4. Measurement Requirements . . . . . . . . . . . . . . . . . . . . . 34
2.2. Model of Complex Directivity Point Sources (CDPS Model) . . . . . . . 35
2.2.1. Processing Phase Data . . . . . . . . . . . . . . . . . . . . . . . . 36
2.2.2. Data Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2.3. Data Management . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.2.4. Errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.3. The GLL Description Language and Data Format . . . . . . . . . . . . . 42
2.3.1. Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.3.2. General Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3.3. Practical Implementation . . . . . . . . . . . . . . . . . . . . . . . 44
2.4. Validation of Loudspeaker Models . . . . . . . . . . . . . . . . . . . . . . 46
2.4.1. Two-Way Loudspeaker . . . . . . . . . . . . . . . . . . . . . . . . 47
2.4.2. Loudspeaker Clusters . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.4.3. Crossover Design with Multi-Way Loudspeakers . . . . . . . . . . 60
2.4.4. Column Loudspeakers . . . . . . . . . . . . . . . . . . . . . . . . 68
2.5. Summary and Open Problems . . . . . . . . . . . . . . . . . . . . . . . . 72
iii
Contents
3. Modeling Large Sound Sources 73
3.1. Conventional Source Models . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.1.1. Far-Field Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.1.2. Far-Field Cluster of Directional Point Sources . . . . . . . . . . . 77
3.1.3. Numerical Solution . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.1.4. Integral Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.2. CDPS Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.2.1. Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.2.2. Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.2.3. Data Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.3. Validation of the Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.3.1. Small Installation Line Array . . . . . . . . . . . . . . . . . . . . 93
3.3.2. Medium-Size Touring Line Array . . . . . . . . . . . . . . . . . . 105
3.4. Sample Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.4.1. Mathematical Background and Simulation Results . . . . . . . . . 108
3.4.2. Comparison with Measurement . . . . . . . . . . . . . . . . . . . 116
3.5. Summary and Open Problems . . . . . . . . . . . . . . . . . . . . . . . . 124
4. Coherence of Radiated Sound 127
4.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.2. Theoretical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.2.1. Fluctuations of Travel Time in Inhomogeneous Air . . . . . . . . 129
4.2.2. Fluctuations of the Travel Time Difference on Coupled Paths . . . 134
4.2.3. Coherent Superposition . . . . . . . . . . . . . . . . . . . . . . . . 139
4.3. Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
4.3.1. Wind Velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
4.3.2. Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
4.3.3. Propagation of Sound . . . . . . . . . . . . . . . . . . . . . . . . . 151
4.4. Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
4.4.1. Propagation Time . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
4.4.2. Propagation Time Difference . . . . . . . . . . . . . . . . . . . . . 160
4.5. Practical Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
4.6. Summary and Open Problems . . . . . . . . . . . . . . . . . . . . . . . . 167
5. Conclusions and Outlook 169
5.1. Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 169
5.2. Future Work and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . 170
5.3. Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
A. Appendix 173
A.1. Acronyms and Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . 173
A.2. GLL Project Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
A.3. Further Statistical Data for Line Arrays . . . . . . . . . . . . . . . . . . 175
A.3.1. Omniline Statistical Data . . . . . . . . . . . . . . . . . . . . . . 175
iv
Contents
A.3.2. Iconyx IC-8 Statistical Data . . . . . . . . . . . . . . . . . . . . . 176
A.4. Coherence of Radiated Sound . . . . . . . . . . . . . . . . . . . . . . . . 178
A.4.1. Analytical Derivations . . . . . . . . . . . . . . . . . . . . . . . . 178
A.4.2. Experimental Data . . . . . . . . . . . . . . . . . . . . . . . . . . 181
A.4.3. Uncertainty Estimates . . . . . . . . . . . . . . . . . . . . . . . . 186
A.4.4. Comparison with Existing Work . . . . . . . . . . . . . . . . . . . 192
Bibliography 195
Curriculum Vitae 207
v

1. Introduction
Wie ein Singen kommt und geht in Gassen
und sich na¨hert und sich wieder scheut,
flu¨gelschlagend, manchmal fast zu fassen
und dann wieder weit hinausgestreut -
Rilke
Generating and perceiving sounds is natural for humans. This made communication with
acoustic signals one of the pillar stones in the evolution of mankind. Even though our
visual senses can process much more input and are used constantly throughout the day,
our hearing system was crucial for the development of means that allow us to exchange
objective information and subjective emotions. This is true for the crying baby, whose
mother can immediately feel the level of urgency and the kind of need, as well as for the
captivating lecture about highly abstract particle theory, the moving recitation of a sad
poem written by Goethe, or the exhilarating sequence of rock songs in a concert of the
Rolling Stones.
The development of human speech and music went hand in hand with the forming
of increasingly complex social structures. In fact, in a social context the right mix of
emotional and informational content in an acoustic signal can give exceptional power.
For thousands of years, pathetic speech and the sound of war drums put soldiers in the
right mood to risk their very life for an abstract cause. Huge cathedrals prove their
”godly” nature by impressing visitors with the enveloping sound of preacher, organ and
choir. And until today, leading politicians gain a large part of their authority by speaking
to their audience on a personal and rational level combined.
These few examples show that the acoustic transmission of information plays an im-
portant role in our daily life. This role was expanded considerably by the invention of
electricity which complemented the given acoustics of indoor rooms and outdoor envi-
ronments by a completely new aspect, namely the ability to reproduce natural sounds
with loudspeakers - at a higher volume, over a wider area and at a different point of
time. The combination of both aspects, room or architectural acoustics on the one side
and electro-acoustics or sound reinforcement on the other side, along with the increasing
knowledge in the theory of sound waves gave rise to a variety of new acoustic concepts.
Nowadays we can roughly distinguish between three different fields of application
where acoustic characteristics are of extraordinary importance. Venues such as concert
halls, theaters, or lecture halls are built primarily for music and speech performances.
They are optimized for an excellent acoustic impression. In stadiums, convention cen-
ters, or airports, so-called public address systems provide contextual information in a
1
1. Introduction
continuous manner. In addition to that, all public spaces support mass notification and
voice evacuation systems, e.g. in malls, office buildings, or hospitals.
In particular since the events of September 11, 2002, more and more attention is given
to speech intelligibility in occupied venues and the ability to direct warning messages
locally. Other trends have also increased the awareness of acoustic circumstances. This
includes the fact that modern architecture prefers buildings made of concrete, steel and
glass. These materials usually cause substantial difficulties when a satisfying acoustic
quality has to be established. Also, noise pollution by road traffic or air planes as
well as health regulations for sound levels at music concerts have become topics that
are commonly discussed and widely understood. Finally, the abundance of inexpensive
computing power, may it be PC-based or DSP-based, has led to significantly advanced
loudspeaker control concepts, such as digitally steered loudspeaker arrays.
With the increasing number of challenges and the growing awareness of the related
solutions, more professional and reliable sound systems as well as appropriate room
acoustic conditions are demanded. Gradually, design requirements have become more
complicated, just like the available loudspeaker technology. For this reason, risk man-
agement had to be integrated step by step into the planning work, especially where
measurable budgets are involved, e.g. for the installation of a sound system in a new
building or for the adequate configuration of the sound system after the renovation of
an existing building.
In this respect, modeling a sound system or a room before it is actually built offers
numerous advantages. It allows looking at different scenarios at much lower cost than
in practice. Simulating the properties of the acoustic system also allows reducing the
overall costs by optimizing the type of equipment and the quantity of materials needed.
Additionally, the model shared between the client, the design engineer, and the installer
becomes the basis for better communication about the project. But modeling is not
easy; building physical scale models is a complex and laborious task, and defining and
solving mathematical models of acoustic systems manually is difficult. Only the advent
of modern computers allowed acoustic modeling to become a widely employed tool in
the design process.
Computer-based acoustic modeling software is usually fed with input data that de-
scribes the venue. After that a simulation run is performed which delivers results in the
form of objective quantities that e.g. describe speech intelligibility over the audience
areas. The results can also be evaluated subjectively by a process called auralization.
Combining the acoustic characteristics of the simulated room and sound system with
music or speech material recorded in a studio or another approximately anechoic room,
one can listen to the sound in the virtual venue.
However, the quality of the modeling results relies substantially on the given input
data and on the accuracy of the implemented simulation algorithms. For the user of
the software it is therefore necessary to have detailed knowledge about the geometry
of the room and the setup, about the acoustic properties of the surfaces of the room,
and about the radiation characteristics of the acoustic sources. Information about the
3D geometry and the used surface materials can often be acquired from architectural
drawings and material catalogues, respectively. But data for the loudspeakers are not
2
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Figure 1.1.: Computer model of the main railway station of Berlin, Germany. (Courtesy
ADA Acoustic Design Ahnert)
Figure 1.2.: Computer model of the Petruzzelli Theater in Bari, Italy. (Courtesy Daniele
Ponteggia)
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readily available; they must either be supplied by the manufacturing company or by a
laboratory.
Unfortunately, even today there is only a rough, informal standardization in the pro-
audio industry with respect to the type, quantity, and accuracy of loudspeaker data that
are provided. On the other hand, the PC technology advancements of the last decade
have eliminated many obstacles that related for example to the required measurement
equipment, the processing of raw measurement data, the storing of finished data, and
the resulting performance of the modeling software. This development has simplified
the task of formulating conditions for modeling data and satisfying them in reality.
When establishing requirements for loudspeaker data and the related modeling algo-
rithms, three primary aspects have to be considered for simulating the performance of
modern sound systems:
1. The sound wave radiated by a single source must be reproduced in the model. A
loudspeaker is typically described by sensitivity, maximum input or output level,
and directional data, assuming a linear, time-invariant model. Care must be taken
with respect to spectral and spatial resolution of the data as well as the delay and
phase information included.
2. The combined sound field of several sound sources must be reproduced properly,
both for multiple transducers in a box and for multiple boxes in an array or cluster.
3. The effects of the transmission medium on the propagation of the individual sound
waves as well as on their superposition at the receive location have to be accounted
for.
Only when these conditions are fulfilled, the computer model will be able to predict the
direct sound field generated by the sound system.
In addition to that, any practical solution must also take into account the high degree
of system configurability that is nowadays available, may it be with respect to e.g. the
mechanical configuration of a flown line array that consists of many individual boxes
with different splay angles, or to the electronic configuration that is determined by the
delay, gain and filter settings of the DSP controller.
This work summarizes the results of several years of research and practical implemen-
tation in the direction of the above points. It focuses on the theoretical requirements
for loudspeaker data as well as on the simulation algorithms related directly to sound
sources.
In the following sections of this chapter a more detailed overview will be given over
the different aspects of acoustic simulation. After that the main three chapters of this
thesis will discuss the modeling of individual loudspeakers, of arrays of loudspeakers,
and of their combined sound field at the receiver, respectively. The work will conclude
with a summary and an outlook.
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1.1. Theoretical Background
As a starting point for the overview of acoustic simulation a few important theoretical
definitions and relationships (see e.g. [1], [2], [3]) should be summarized. Mathemati-
cally, the propagation of sound is described by the linear wave equation for the sound
pressure p as a function of space ~r and time t:
∂2p
∂t2
− c24p = 0, (1.1)
where c is the speed of sound. Of primary interest are harmonic solutions with frequency
ω of the form p(~r, t) = p′(~r)eiωt. These are determined by the Helmholtz equation
4p+ k2p = 0, (1.2)
where k = ω/c is the wave number. An important solution of this wave equation is the
outgoing spherical wave
p(~r, t) =
A
|~r − ~r0|e
i(ωt−k|~r−~r0|), (1.3)
where A is the complex amplitude and ~r0 the location of the wave’s origin. Equation
(1.3) is a solution of the homogeneous wave equation for ~r 6= ~r0. But it also solves
the inhomogeneous wave equation that contains a source term with periodic driving at
location ~r0 and amplitude A. Because of this the relationship (1.3) is often referred to
as the radiation behavior of an omnidirectional point source.
The superposition principle for sound waves stems from the fact that linear combi-
nations of solutions of the wave equation are solutions of the wave equation, as well.
Consequently, the sound field generated by a set of point sources j can be described by
p(~r, t) =
∑
j
pj(~r, t) =
∑
j
Aj
|~r − ~rj|e
i(ωt−k|~r−~rj |). (1.4)
The so-called Eikonal equation [1], [4] is an important derivative of the wave equation.
It assumes solutions of the form p(~r, t) = A(~r)eiφ(~r,t), where φ(~r, t) = ω(t − Θ(~r)/c0) is
the phase, c0 a reference speed, and Θ(~r) is termed the Eikonal. In this picture, local
wave fronts are established by surfaces of constant Θ(~r). Assuming wavelengths that
are small compared to other characteristic dimensions of the system, a condition for the
Eikonal can be derived as a function of the local speed of sound c(~r),
(∇Θ)2 = c
2
0
c2
. (1.5)
The Eikonal equation (1.5) represents the high-frequency limit of the wave equation. It
lays the foundation for ray-tracing methods and particle-based considerations regarding
the propagation of sound waves. Besides several other results of this equation, the travel
5
1. Introduction
time ∆t along the ray path s can be directly calculated by integrating the local speed
of sound over the distance of interest:
∆t =
s∫
0
1
c(~r)
ds, (1.6)
where ~r must be expressed as a function of s.
1.2. Numerical Computation
This section will give a brief look at the current state of the art of electro-acoustic
and room acoustic modeling [5], [6]. Naturally, such a consideration will not be able
to cover the diversity of acoustic modeling approaches and their numerical foundation
in detail. It will also not be concerned with the theory and the terminology of room
acoustics, because it is of no further relevance to the investigations related to modeling
sound sources. However, this outline should provide a practical context for the following
chapters and it also represents a part of the motivation for this research work. Especially
Sections 1.2.2 and 1.2.3 will give an introduction into the scope of this thesis.
The first section of this part, 1.2.1, will be concerned with principal computational
models whereas the subsequent sections will discuss essential problems related to the
numerical implementation of the boundary conditions, primarily with respect to acoustic
modeling based on ray-tracing.
1.2.1. Acoustic Simulation
A main goal of acoustic simulation in electro-acoustic and room acoustic applications is
to find the solution of the Helmholtz equation (1.2), when subjected to given boundary
conditions. Although the wave equation itself seems to be fairly simple, the difficulty of
the task arises from the complexity of formulating and treating complicated boundary
conditions properly. Only for very simple enclosures, such as the famous shoebox model,
the particular solution of the wave equation obeying the boundary conditions can be
given analytically. For most other bounded volumes numerical methods must be applied.
Obviously, the inclusion of sound sources and of sound attenuation by the propagation
medium further increase the complexity.
In practice, the solution of the wave equation is usually sought in the form of the
system’s complex-valued, time-independent transfer function, for a given source or a set
of sources and a receive location. More specifically, the impulse response in the time
domain and its counterpart, the frequency response in the frequency domain, provide
the basis for a number of quantities that have been empirically found to establish useful
criteria for different aspects of the acoustic quality of an environment.
One distinguishes between two fundamentally different numerical methods. On the
one hand, the so-called high-frequency or particle-based solutions have been developed
based on the Eikonal theory (1.5), very similar to the development in the field of optics.
6
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They have found wide usage but are limited by the assumptions of the Eikonal approxi-
mation and can thus not be applied without restriction, in particular, when considering
wavelengths that are long compared to the characteristic dimensions of the room.
On the other hand, so-called low-frequency or wave-based approaches numerically
solve the wave equation itself. Although this method is by definition more accurate
and principally applicable to the entire frequency range, its numerical complexity, the
necessary computation times, as well as the difficulty of defining the boundary conditions
in a practical manner allow for only limited application, mainly in modeling of small
rooms at low frequencies.
A commonly accepted dividing line between these two fields of application is given by
the Schroeder frequency.
Schroeder Frequency and Reverberation Onset
In one of his many works, Schroeder1 derived a spectral limit which separates the fre-
quency range of clearly distinguishable room modes from the frequency range of strongly
overlapping room modes. This frequency depends primarily on the volume of the room
and on its reverberation time [7], [8].
Because of its simplicity this approximation has found widespread use and is applied
until today when speaking of a room’s modal part of the spectrum and its diffuse part
of the spectrum, or of wave acoustics versus geometrical acoustics. It is also used to
roughly determine the lower frequency limit of a particle-based or the upper limit of a
wave-based solution that is appropriate for a given room.
Similar to the spectral domain, a line can be drawn in the time domain as well. When
considering sources in a room with reflecting surfaces and thus a reverberant field, a
prominent point of time in the impulse response is the reverberation onset. At that
time the diffuse, homogeneous, and isotropic field of reverberant sound is considered as
approximately established and discrete, early reflections cannot be isolated anymore. An
estimate for this point of time is given by [9]. It is based on mean-free-path assumptions
and relates to the room volume as well as to the center time of the first-order reflections.
Mean-Free-Path Statistics
The simplest and commonly practiced approach of estimating the transfer function of
a room, at least in parts, is the so-called mean-free-path statistics [9], [10]. It usually
involves the computation of the direct sound arrivals at the receiver utilizing the point
source solution given in (1.3) and the estimation of the energy of the reverberant field by
employing the room’s surface area, its volume, and the average sound absorption coef-
ficient of the surface materials, according to Sabine’s or Eyring’s formulas, for example.
The energies contained in the direct sound field and in the reverberant sound field are
1The author was very honored by having met Mr. Schroeder, who laid the scientific foundation for
many applications in acoustics, in excellent shape at the 2006 ASA meeting in Honolulu. Unfortu-
nately Mr. Schroeder passed away in 2010 at an age of 89.
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computed on the basis of the acoustic output level and the directional radiation char-
acteristics of the sources. By this means the distribution of received sound energy over
time can be approximated for any location in the room, and in consequence a number
of fundamental measures can be derived.
Because this approach assumes by definition that the reverberant field is homogeneous
and isotropic and that it decays exponentially after disabling the source of sound energy,
no specific statements can be made about discrete reflection patterns, such as echoes,
or e.g. the dominant direction of received reverberant energy at a certain point of time.
Being based on the Eikonal concept, this statistical solution cannot account for any
wave-based effects, either.
Ray-Tracing Methods
Going beyond the statistical estimate of the reverberant field there exist a variety of
different approaches based on the particle- or ray-like propagation of the sound wave,
see e.g. [5], [11], [12], [13], [14], [15], [16], [17]. They all have in common that reflection
paths are computed by taking into account the geometry of the room boundaries relative
to the source and the receiver. Usually one or several of the following methods are
employed:
• A systematic search for important reflections by ”scanning” the room’s surface.
This may be accomplished by sending out rays from the source using a defined
angular resolution or by directly computing possible reflection paths utilizing the
mirror-image model. Because of the deterministic nature of this method, the rays
arriving at the receiver are known by their exact arrival time, frequency spectrum,
direction, as well as the particular sequence of reflective surfaces they have passed.
• A Monte Carlo approximation of the specular reflections of the reverberant field by
radiating sound particles from a source in random directions and tracing them until
a receiver is hit. Each particle carries information about its energy content, travel
time, angle of incidence, and possibly its phase. Because this method is based on
issuing a large number of particles from each sound source, some information on
the particle’s history usually has to be discarded for restricted computer memory.
• A Monte Carlo approximation of the diffuse part of the reverberant field by gen-
erating non-specular or scattered reflections at the boundaries and tracing them
to the receiver.
In order to determine the room’s transfer function most accurately all three strategies
have to be combined in a hybrid approach [18]. That is because the first method is
computationally expensive and cannot provide scattered reflections. Depending on the
number of particles, the second method using random numbers may not find all signifi-
cant reflections, although its results must converge with the first method for very high
particle numbers and long calculation times. The third method is needed in order to
establish the ”energy floor” of the reverberant field, that is, the diffuse reflections that
8
1. Introduction
represent the main part of the late reverberation. Approaches not implementing this
last but computationally expensive step have often resorted to estimating artificially a
so-called random tail from extrapolating the early reflections.
Over the last decade a number of extensions have been proposed in order to incorporate
first-order wave-based effects into the ray-tracing model [19]. This includes in particular
the diffraction of sound waves by edges. Besides such effects ray-tracing methods often
suffer from two other, mostly more significant sources of error, namely an inaccurate
description of the radiation properties of the sound source (see Section 1.2.2) and a
lack of accuracy of the simulated reflection process that until today employs absorption
coefficients measured in the diffuse field, i.e. independent of the angle of incidence, as
well as mostly estimated scattering coefficients (see Section 1.2.5).
Wave-Based Methods
Wave-based methods always require the discretization of space, either as a mesh of the
boundary surface, such as in the Boundary Element Method (BEM, [20], [21]), or as
a mesh of the volume itself, such as in the Finite Element Method (FEM, [22], [23])
and in the Finite-Difference Time-Domain method (FDTD, [24]). Additionally, also a
discretization in the frequency domain (BEM, FEM) or in the time domain (FDTD) is
necessary.
After that, the BEM and FEM approaches result in a system of linear equations (or an
eigenvalue problem for the eigenmodes) whose solution involves very large matrices. The
size of the matrix and thus computational effort and memory requirements are directly
related to the resolution of the spatial mesh. The typical choice of a sixth or an eighth
of a wavelength for the mesh resolution represents an upper limit of the frequency range,
for example, 500 Hz for a studio room modeled on a contemporary PC [25].
For the modeled range of time or frequency a complex-valued transfer function is
obtained which can be used for any further investigation.
Similar to the high-frequency solution, also for the low-frequency solution the major
uncertainties stem from the incomplete knowledge about the acoustic properties of the
boundary in practice, that is, the complex input impedance of the walls, and from the
imprecise model of the radiation behavior of the sources and their interaction with the
room. This fact limits the broad application of the approach in practice until today.
Results
The primary result of acoustic simulation is the transfer function of the room, one data
set for each particular combination of sources and receive location. Especially ray-tracing
models may also provide directional information for the received direct sound and indi-
vidual reflections2.
2Wave-based methods can supply these data as well, but in a less immediate way.
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In a post-processing step these data are then evaluated in two different manners:
• Calculation of objective quantities, that is, acoustic criteria, such as sound pressure
level, reverberation time, or speech intelligibility, which are mostly related to the
temporal structure of the arriving sound energy [26], [27], [28], [29], [30].
• Subjective evaluation of the acoustic impression by means of auralization, which
is the process of making audible the transfer function or impulse response, or its
convolution product with dry audio material [5], [31], [32].
Supported by the increasing performance of modern computers, recently the afore-
mentioned low-frequency solutions have become more viable options, especially from a
technical point of view. This has led to a number of theoretical investigations regard-
ing the potential convergence and merge of the wave-based calculation results and their
particle-based counterparts. Although nowadays an overlap in the frequency range of
the calculated transfer functions can be achieved computationally, the two methods do
not converge necessarily, due to their very different approaches and their different treat-
ments of the boundary conditions. Therefore appropriate cross-over algorithms have to
be found which allow establishing a broadband transfer function without introducing
new artifacts. First research results indicate that regular crossover filters as known from
loudspeaker design can provide satisfying answers [33].
1.2.2. Sources
In acoustic modeling one distinguishes primarily between three types of sound sources:
1. Electro-acoustic sources, such as professional loudspeakers, are approximately lin-
ear transducers converting an electric input signal into an acoustic output signal.
They usually have a fixed location and orientation in the room and radiate sound
energy with certain spectral, temporal, and directional characteristics [1], [28], [34].
2. Natural sources, such as speakers, singers, or instruments, radiate an acoustic
output signal. They are typically modelled with a certain output level, frequency
spectrum, and directional radiation behavior [35], [31].
3. Small noise sources, such as machines or air vents, and large noise sources, such
as airplanes or highways, generate an acoustic output signal. Depending on the
type of source the radiation can be angle-dependent. Noise sources usually have a
characteristic spectrum and output level [36], [37].
A large part of acoustic modeling is concerned with the first type of sources. That is be-
cause of the commercial need to design expensive loudspeaker systems properly but also
because of the relative simplicity of measuring the acoustic performance parameters of a
loudspeaker and incorporating them in a computer model. The modeling of the second
type of sources represents an important task in applications where no or little sound
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(a) Wireframe drawing. (b) 3D radiation pattern at 2 kHz, ”balloon” plot.
Figure 1.3.: Computer model of a loudspeaker line array.
reinforcement is being used. Although various natural sources have been measured and
successfully modeled in room acoustic applications, their overall (commercial) relevance
is comparably small. The third type of sources plays a role, on the one hand when the
signal-to-noise ratio relative to an electro-acoustic or natural source has to be considered,
or on the other hand when the emission and the propagation of acoustic noise is critical.
Some noise sources such as heavy machinery are difficult to measure with respect to
their acoustic radiation properties and are therefore usually characterized only by their
sound power output.
This work will be concerned mainly with appropriate modeling of electro-acoustic sources,
although some of the results can be applied to other types of sources, as well. Despite
the fact that the accurate representation of the loudspeaker in acoustic simulation, es-
pecially in the domain of particle-based models, was the matter of many discussions,
commonly used implementations lacked precision, generality, or practical feasibility, as
will be shown beginning in Section 1.3.
The insufficiencies of the first generation of loudspeaker data sets for modeling pur-
poses became especially obvious over the course of the last decade when mechanical
line arrays [38], [39], digitally steered loudspeaker columns [40], [41], DSP-controlled
loudspeakers [42], [43], [44], and other configurable, highly flexible, and accordingly
complex sound sources [45] were increasingly employed. Simultaneously, the advancing
availability of computing power and memory for the acoustic modeling process made
step by step obsolete any artificial data reduction and restrictive assumptions about the
loudspeaker’s performance [46], [47], [48], [49], [50].
The most important parameters for modeling the sound radiated by an electro-acoustic
source are the sensitivity of the loudspeaker, its maximum output regarding sound pres-
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sure level, and the angle dependence of its transfer function [51]. The idea of representing
the transfer function of the loudspeaker in an angle-dependent way is principally based
on the particle-model, eq. (1.5), and assumes that the wave front at the receiver is
approximately plane, both during the data acquisition as well as in the simulation. This
assumption allows the simulation process to treat the loudspeaker like an omnidirec-
tional point source with a directional correction. In the model the source can thus be
considered as a source of rays whose initial energies are determined by the output level
and by the directional correction for their respective emission angle.
Generally, loudspeaker data are discretized spectrally, that is, in the frequency domain,
as well as spatially, that is, with respect to angle3. The required and practically feasible
spectral and angular resolutions as well as the necessity of a real-valued or complex-
valued transfer function are important aspects regarding the achievable accuracy of the
reproduction of the radiated sound field in the computer model. These issues will be
addressed in Chapters 2 and 3 of this thesis.
Mainly in applications of loudspeaker design and optimization the radiation of a loud-
speaker is often simulated utilizing a BEM computer model which allows investigating
wave-based effects, like the interaction between the transducer and the housing [52], [53],
[54], [55]. While such a model is time-consuming both with respect to building it and
with respect to running calculations, it can be very accurate. Because of the high com-
putational effort it is normally not used directly in combination with a room acoustic
model, but it can be utilized to supply directional transfer functions instead of measur-
ing them. This is particularly useful for large loudspeaker systems which are impractical
to be measured as a whole. This auxiliary method was made use of in Chapter 3.
In both FEM and BEM approaches, sound sources can be implemented using appro-
priate source terms in the formulation of the wave equation or by incorporating adequate
boundary conditions [56], [57].
1.2.3. Medium
Air being the propagation medium of interest, there are two significant effects that are
normally accounted for in particle-based acoustic models. On the one hand, the depen-
dence of the speed of sound on the environmental parameters such as air temperature [1]
must be taken into account because the propagation speed is essential to determine, for
example, delay times between loudspeakers. On the other hand, the attenuation of the
propagating sound wave in air is significant in the high-frequency range and over long
distances. The absorption of sound energy due to friction losses in the modulated carrier
also depends on environmental parameters, such as the temperature and humidity of air
as well as the absolute air pressure [58].
In addition to considering environmental parameters when describing the propagation
medium, a number of research works also discuss the feasibility of including solid objects
3A continuous representation of loudspeaker data by means of a functional description and a number
of coefficients in either domain is possible but has so far not proven to be more efficient or more
accurate in practice.
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of given density and approximately homogeneous and isotropic spatial distribution, such
as trees in a forest [59] or people in an arena [60], in the definition of the properties of
the medium.
Whereas the above effects can still be modeled by assuming a homogeneous and
isotropic medium, other factors of importance require more effort, such as stable vertical
temperature gradients in indoor and outdoor applications or steady air drafts (indoors)
and wind (outdoors). Although these effects have not yet found much consideration in
commercial packages for indoor acoustic modeling, they are accounted for in outdoor
noise propagation simulations as well as in related academic research [61], [62], and in
practical installations [63], [64].
Another condition for most acoustic models is the time invariance of the medium.
Obviously, the appropriate simulation of a medium changing over time requires a dis-
cussion of time scales. If the changes happen very slowly compared to the characteristic
dynamics of the sound field, one can easily assume that the system is time-invariant
for any simulated point of time. If the changes happen on time scales similar to the
propagation time of sound, the model itself will have to include the changes which can
become very complicated. Changes on very fast time scales can be ignored in the mod-
eling process in the sense that an average state of the medium can be assumed as long
as the fluctuations are relatively small.
Compared to deterministic temporal changes of the propagation medium, random
fluctuations, such as turbulence due to wind gusts or air convection, are even more
difficult to treat [65]. This type of problem requires a stochastic approach. This topic
will be discussed in detail in Chapter 4.
1.2.4. Receivers
With respect to sound receivers, one can distinguish between two different types:
1. Electro-acoustic receivers, such as microphones, are transducers that convert an
acoustic input signal into an electric output signal. They are described by a distinct
sensitivity, directionality, as well as an amplitude range of sound pressure where
they work effectively [29], [34].
2. Natural receivers, primarily the human ears, convert an acoustic input signal into
an electric output signal which is directly fed to the brain for processing [29]. For
the purpose of room acoustic modeling, each ear can be described by its sensitivity
as well as by its directional transfer function [5]. In some applications the hearing
threshold as well as masking due to high pressure levels play a role [27].
Although there have been many discussions during the last years about standardizing
microphone specifications and measurements, for describing such receivers there has not
yet evolved a fully accepted standard on which acoustic modeling could be based [66],
[67]. On the other hand, most microphones exhibit one out of a few typical directional
patterns, such as an omnidirectional or cardioid behavior. One of the main concerns
until today is the correct measurement and reproduction of the proximity effect. It
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occurs when the sound source is relatively close to the microphone and the wave front
of the incident sound wave cannot be considered as flat anymore [68], [69].
From this perspective, the potential distance dependence of the received sound relative
to the source has been largely neglected in room acoustic modeling. Most microphone
data sets are provided for the far field. Typically these consist of a set of magnitude-only
frequency responses for different angles and are based on axial symmetry.
For the purpose of auralization (see Section 1.2.1), the measurement of the receive
properties of the human ears is crucial. In addition to the frequency-dependent sen-
sitivity, the outer part of the left and of the right ear are each described by a set of
angle-dependent head-related transfer functions (HRTF). These are measured by plac-
ing a small measurement microphone at the entrance of the ear canal of a human or of
a model of the human head and taking measurements for all spatial directions [70], [71],
[72].
In contrast to the limited availability of data sets for professional microphones, HRTF
data sets are almost abundant despite the greater measurement complexity. HRTF
data are usually provided either for an average, representative human head, a so-called
dummy head, or for the head of a particular person. Since the ultimate goal is a sat-
isfying binaural auralization the head-related transfer functions have to be prepared
carefully using complex data with sufficient spectral and angular resolution [5], [73].
Given the impulse response with level, time, spectral, and directional information for
each arriving pulse as the result of a particle-based simulation, the binaural impulse
response (BIR) of the modeled human head in a room can be immediately computed by
convolving each pulse with the HRTF that corresponds to its angle of incidence at the
receiver. Once the BIR is defined, binaural auralizations can be performed by convolv-
ing the BIR with a dry signal, such as speech or music recordings, and listening to the
result, preferably with a headphone. A cross-talk cancelation setup (XTC) can be used
for binaural auralization, as well [74], [75].
A similar procedure is used for the auralization of results in listening rooms. The
B-format and other data formats [76], [77] capture directional information comparable
to the BIR but for a larger number of different directions. These channels are later
on combined in a synthesis process where a specific mix of these directional data is
computed as a filter for each of the available playback loudspeakers. Depending on the
algorithm the optimal listening zone in the room may be limited to a so-called sweet
spot or allow for a larger use area.
In fact, a lot of research revolves around the exact reproduction of the human listening
experience from auralizing modeling results compared to the physical impression on-
site. This also includes the use of head-tracking systems for better interaction with the
simulated sound field [78] as well as complete virtual-reality environments where the
listener can even walk through a simulated room [79], [80].
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1.2.5. Boundaries
In order to model the sound field inside a room it is necessary to define the boundary
conditions, that is, the geometrical layout and the acoustical properties of the room’s
surfaces. In particle-based modeling approaches it is usually most efficient to subdivide
the surface of the room into triangles in order to obtain plane and geometrically simple
elementary objects. This process is also called tesselation. Systematic errors may be
introduced if non-planar surface elements, such as curved walls, are not treated carefully
[5]. It should also be noted that, in principle, the precision of the geometrical model
should be adapted to the acoustical relevance of the modeled surfaces as well as to the
accuracy of the drawings of the building. In reality, the knob of a door will not contribute
any significant reflections to the room response at any location and one cannot be sure
about its exact size and placement relative to the room, either. In practice a degree of
detail up to a resolution of approximately 10 cm has proven useful.
In addition to the location and size of a wall, also its acoustic properties have to
be determined. In room acoustic simulations based on particle models, primarily the
diffuse-field absorption coefficient is being used in order to account for the attenuation
of the traveling sound wave when it is reflected by a boundary. There are a number of
issues connected with that. The most important ones are:
• Having been measured in a reverberation chamber, the diffuse-field absorption
coefficient of a surface material does not provide any directional information [81].
This may lead to high uncertainties in the model regarding the estimated level of
a first-order reflection, for example [82], [83].
• The diffuse-field absorption coefficient does not provide any information about
the phase change of the reflected wave relative to the incident wave [84]. This is
especially relevant for the first floor reflection and glancing effects [81], [83].
• The common measurement method is based on the comparison of the reverberation
time of the reverberation chamber with and without the material sample [85].
This procedure may cause systematic errors, e.g. due to edge diffraction by the
boundaries of the sample [9]. In specific cases, this method may even yield an
”absorption coefficient” greater than 1.
In addition to these limitations acoustic modeling approaches normally assume the sur-
face to be locally reacting. This means that the reflection of a sound wave at one point
of the surface does not cause the emission of sound from other areas of the surface or
affect the reflection of another sound wave at any other point, for example, by vibrations
of the surface structure [82].
The second important acoustic property of the boundary is its scattering behavior.
The scattering coefficient is defined as the ratio between energy that is reflected in a
non-specular way and all reflected energy. Also here severe limitations apply because the
diffuse-field scattering coefficient used in acoustic modeling usually lacks any directional
information [86], [87], [88]. Furthermore, it is difficult or impossible to actually measure
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the scattering coefficient of certain wall structures, e.g. of steps or pillars. In such cases
reasonable estimates must be made.
The scattering coefficient must not be confused with the diffusion coefficient. Whereas
the first describes the part of energy reflected non-specularly, the latter defines the an-
gular homogeneity of the reflected sound wave [82]. The diffusion coefficient is of less
importance for acoustic modeling but it it considered a quality criterion for acoustic
diffusers.
For low-frequency simulation, such as FEM, the knowledge about the phase of the re-
flected wave is also important as it defines the actual location of the nodes and of the
extrema of a room mode. This means that the complex reflection factor or the input
impedance of the wall must be known. There exists a wealth of published models for
estimating the complex reflection factor as well as the complex transmission factor for
single- and multi-layered walls [89], [36]. However, their physical input data, like the
flow resistivity of a porous material is often not known in practice.
Even if these data are available, other important factors like the finite size of the
surface element and its connection to other surface elements remain to be considered.
Step by step, progress is made in this field [56], [22], [23], [90]. But compared to the
modeling process in geometrical acoustics the practical applicability of the wave-based
modeling approach is still more limited.
Both absorption coefficient and scattering coefficients are usually given as magnitude-
only data in a resolution of 1/3rd or 1/1 octave bands. In the ray-tracing process the
attenuation of the particle’s energy when reflected at a surface is usually taken into ac-
count by reducing its energy in proportion to the absorption coefficient. The scattering
coefficient can be used to determine the additional reduction of the particle’s energy due
to scattering losses when it is reflected specularly. It can also be used as a probability
for the particle to be reflected non-specularly [12], [18].
1.3. Conventional Point Source Models in
Electro-Acoustic Simulation
In the following sections the discussion of modeling data for electro-acoustic sound
sources starting in Section 1.2.2 will be continued. Now the historical development
of loudspeaker data in acoustic modeling with an emphasis on their accuracy will be
reviewed and advantages and disadvantages will be outlined. This overview provides
the formal and conceptual motivation for the research work presented in this thesis.
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1.3.1. Directional Point Source Model
Based on the time-independent version of the propagation equation (1.3) for a point
source one can define the sound pressure
p(~r, ω) =
A(~r/|~r|, ω)
|~r| e
−ik|~r|, (1.7)
where A(~r/|~r|, ω) represents the complex directional radiation function. It is construed
of an absolute radiation amplitude A′(ω), a complex on-axis transfer function (or sensi-
tivity) Γ0(ω), and a complex directional transfer function Γ(~r/|~r|, ω) so that A = A′Γ0Γ.
For uniqueness of the separation, the directional transfer function Γ is by convention
normalized to Γ0(ω) for all frequencies in a distinct direction, such as the loudspeaker
axis. It can be considered as a frequency- and angle-dependent correction factor for the
omnidirectional point source (1.3). The factor Γ could be derived, for example, from a
multi-pole expansion or a measurement in the far field.
Obviously, this approach makes implicit use of the Eikonal assumption discussed in
Section 1.1. The wave front is radiated by the point source into each direction ~r/|~r| with
a corresponding amplitude A. Each segment of this wave front propagates into the room
along a straight line and expands like the surface section of a spherical wave whereas the
sound pressure at any point of the wave front decreases according to the conservation of
acoustic energy. Being in the far field of the source, the wave front can be considered as
locally plane at any point of the propagation path [1].
From the perspective of a modeling algorithm that deals with loudspeakers of a sound
reinforcement system, eq. (1.7) is a good starting point. In practice, any loudspeaker in
the system is defined by its type, its location and orientation, as well as its drive voltage:
• The loudspeaker type provides the directional transfer functions Γ0 and Γ that
are obtained from measurements or simulation of the radiation properties of the
enclosure.
• The drive voltage of each loudspeaker determines the corresponding radiation am-
plitude A′.
• Location and orientation of each loudspeaker define the individual transformation
of the coordinate system of the loudspeaker type into the coordinate system of the
room.
Assuming an isotropic, homogeneous medium and lossless propagation, eq. (1.7) can be
used immediately to determine the direct sound pressure level of a source at any location
in the room and for any frequency.
1.3.2. Discretization
Real-world loudspeakers exhibit a fairly complex radiation behavior both with respect
to their frequency response as well as with regard to their directionality. As a result,
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the most practical way of describing a loudspeaker in a model is a discrete data set.
That of course requires two distinct steps, namely a) discretizing the definition space
of A(~r/|~r|, ω) and b) defining an appropriate interpolation function that re-establishes
continuity in the modeling domain for frequencies and angles that are not covered by
measured data points,
p(~r, ω) =
g(A(θj, φk, ωl), ~r/|~r|, ω)
|~r| e
−ik|~r|. (1.8)
Here the spherical coordinates θj, φk and the frequencies ωl are discrete data points
in the space of ~r/|~r| and ω, respectively. The function g represents the interpolation
function in the modeling domain. Since A is only determined at the given measurement
points one can replace it formally and identically by a complex-valued, three-dimensional
matrix Aˆ:
p(~r, ω) =
g(Aˆj,k,l, ~r/|~r|, ω)
|~r| e
−ik|~r|. (1.9)
Obviously the discretization raises questions regarding the required angular and spectral
resolution in order to minimize sampling errors [49], [91]. Indirectly related to that
is the question of an appropriate interpolation scheme for complex data. This non-
trivial problem will be discussed further in Chapter 2. The average uncertainty of the
discretization and interpolation over frequency and angle can be estimated by
δA ∼ 1∫
ω
dω
∫
Ω
dΩ
√∫
ω
dω
∫
Ω
dΩ
∣∣g(Aˆj,k,l, ~r/|~r|, ω)− A(~r/|~r|, ω)∣∣2, (1.10)
where Ω is the definition space of ~r/|~r|.
Also the uncertainty of the measurement of Aˆj,k,l will affect the accuracy of the inter-
polation result. Unfortunately, information about the measurement accuracy is seldom
published or not even acquired. As shown in Chapter 3.4, in practice this kind of un-
certainty is related to the production spread of loudspeaker samples of the same type.
If loudspeaker data sets are accompanied by information about the measurement uncer-
tainty they should also provide information about sample-to-sample variation. Ideally,
the acquisition of loudspeaker data would include the measurement of a number of dif-
ferent loudspeaker samples in order to estimate that effect.
1.3.3. Conventional Data Formats
For several decades, any loudspeaker - in its entirety - was considered a point source in
acoustic modeling. Therefore a single, fixed data matrix like Aˆ was the preferred method
of describing its directional radiation behavior, no matter how simple or complicated the
loudspeaker or loudspeaker system was in reality. Several reasons led to that fact:
• For many years, the processing and memory capabilities of the computer plat-
form where the calculations take place used to be very limited. In order to leave
enough room for the simulation itself, loudspeaker data had to have small memory
requirements and be easy to manage.
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• For similar reasons, the available measurement equipment established significant
constraints regarding performance and memory on the acquisition side. Also, early
measurement platforms were not even able to measure complex-valued transfer
functions or to apply windowing in order to post-process measurement data.
• The distribution of loudspeaker data from the measurement platform to the final
user had to be relatively fast and simple.
Historically, the usage of tabular data formats did not only cause wide-spread debates
about the necessary data resolution and adequate interpolation algorithms. But it also
required discussing conversion and reduction methods for the raw measurement data
in order to fit the given format4 and it raised the problem of standardized data sets
across different loudspeaker manufacturers. Table 1.1 shows a selection of different
conventional data formats used by acoustic simulation programs [92], [93], [94], [95].
Clearly, the resolution increased gradually over time. But these predominantly assume
that the loudspeaker can be represented sufficiently by a single point source with a fixed
directional behavior.
Format Frequency Angular Complex Minimum Year of
Resolution Resolution Data Symmetry Introd.
EASE 1 1/1 Octave 15◦ No Quarter-Sphere 1990
EASE 2 1/1 Octave 10◦ No Half-Sphere 1994
ULYSSES 2.8 UNF 1/3 Octave 5◦ No Full-Sphere 1996
CADP2 GDF 1/3 Octave 5◦ No Full-Sphere 1996
EASE 3 SPK 1/3 Octave 5◦ No Full-Sphere 1999
EASE 4 SPK 1/3 Octave 5◦ Yes Full-Sphere 2002
CLF 1 1/1 Octave 10◦ No Full-Sphere 2005
CLF 2 1/3 Octave 5◦ No Full-Sphere 2005
CLF 2 v2 1/3 Octave 5◦ Optional Full-Sphere 2011
Table 1.1.: Commonly used tabular formats for loudspeaker data. The object-oriented
GLL format [48] discussed in this work was first introduced in Dec 2005.
1.3.4. Compromises and Errors
During the last decade configurable loudspeaker systems have become widely used, in-
cluding mechanically configured line arrays, digitally steered column loudspeakers, or
DSP-controlled crossover systems (see Section 1.2.2). Obviously, changing the mechan-
ical or electronic configuration of the loudspeaker system results in a different radiation
behavior. This level of flexibility cannot be reproduced in the modeling domain when
using a fixed data table.
In addition to this fundamental new requirement a number of other aspects were
awaiting solutions:
4Often this process of transforming the measured data was accompanied by inaccuracies.
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• The assembly of multiple loudspeakers in a cluster requires a good reproduction of
the interaction between the individual loudspeakers. Data formats without phase
information suffer from a significantly increased uncertainty.
• Especially for crossover systems the so-called acoustic center, that is, the apparent
origin of the spherical sound wave, changes its location with frequency. This poses
a problem for the representation of loudspeakers by a magnitude-only data set
with a fixed reference position if that position is used for interference calculations
based on travel time.
• For practical reasons, loudspeaker data must also specify a maximum input voltage.
This situation cannot be accounted for properly when systems with multiple inputs
are to be treated like a single loudspeaker with one input.
• Even more so, the effect of internal filter settings on the maximum input voltage
for each pass-band, of pass-bands relative to each other and relative to the input
signal cannot be considered in a rigid, single-input model.
• Historically, the maximum input capability of loudspeaker systems is given by a
power rating based on an almost artificial impedance rating, whereas actual testing
is performed by determining maximum input voltages that are unambiguous.
• Beyond only providing the configuration options of the real loudspeaker, it would
be beneficial if the end user could configure the loudspeaker in the model in a way
similar to the real device instead of viewing and manipulating raw data tables.
• From a practical perspective, the management of loudspeaker data in two distin-
guished steps is desirable. As a first step, the loudspeaker company or loudspeaker
designer assembles the raw data and compiles the data set into a fixed file. In a
second step the end user can view the distributed loudspeaker data and manipulate
them only in the way it was intended by the creator.
• A range of questions is concerned with the practical measurements required in
order to model loudspeaker arrays, including measurement setup and resolution.
Related topics are the influence of elemental variation on the array performance
as well as the coherence between radiating array elements.
These issues will be addressed and largely resolved by the methodology proposed in this
thesis. However, a number of issues that are also relevant for the accurate modeling
of sound sources remain open. These concern primarily wave-based effects in combined
loudspeaker systems that cannot be captured by the point source approach, such as
the accurate treatment of diffraction and shadowing by the loudspeaker enclosure or
by neighbor cabinets. Coupling effects between low-frequency transducers or between
a transducer and the room are not considered, as well. A question that is also not
addressed here is how natural sources and noise sources should be represented in the
acoustic model.
20
2. Modeling Small Sound Sources
In the introductory chapter conventional loudspeaker data formats and their accuracy
have been discussed. This chapter will be concerned with proposed improvements re-
garding the inclusion of phase information in the data set, the data resolution, as well
as measuring conditions. Based on that, a new, more general concept for the represen-
tation of loudspeaker data for computational purposes will be introduced, namely the
Generic Loudspeaker Library (GLL) format, an object-oriented description language.
The chapter concludes with several exemplary, detailed comparisons of prediction re-
sults with measurements for a two-way loudspeaker, loudspeaker clusters, loudspeakers
with filters, as well as column loudspeakers.
This chapter of the thesis will be concerned primarily with small sound sources. Here
they are defined as electro-acoustic sources that are used mainly in their far field, that
is, at receive distances that are large compared to the spatial extent of the sources.
Accordingly, such sources can be assumed to act like point sources. In the next chapter
large sounds sources will be treated. A large source is generally used into its near field
and cannot be approximated by a single point source anymore.
2.1. Significance of Phase Data
In order to simulate the acoustic properties of combinations of sound sources on the
basis of the point source model (1.9) it is crucial to include not only magnitude data but
also phase data [96], [97]. A practical motivation for that will be given now and then a
theoretical analysis of the problem will be provided.
When the acoustic performance of a sound system is modeled, the contribution of each
loudspeaker or sound source to the overall sound pressure level is summed at the receiv-
ing location. This sum can be calculated as a power sum regardless of the relative phase
of the sound arrivals or it can be calculated as the coherent sum of the sound waves by
accounting for propagation time differences and for the inherent phase response of each
source1. Right now, the correct treatment of the propagation time will be the primary
focus because in comparison the inherent part is normally a slowly varying function over
radiation angle and frequency. As it will be shown, the proposed approach accounts for
both aspects well enough.
If the loudspeaker directional data consist only of magnitude information, the propa-
gation phase is conventionally computed based on the distance between the loudspeaker
1A more realistic model will be introduced in Chapter 4 where coherence will be considered as a
function of environmental parameters, frequency, and propagation distance.
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and the receiver location in the room model. In order for the relative phase relationship
between two sources in the model to be accurate, the loudspeaker locations in the model
must correspond to the actual locations of the acoustic sources in reality. This actual
location was also termed the so-called acoustic center of the loudspeaker (e.g. [98],
[99]). Determining the acoustic center is a difficult problem in practice, for a number of
reasons:
• Multi-way systems with several transducers active in the same frequency range
cannot be represented by a single point.
• Crossover systems exhibit a frequency-dependent location of the acoustic center.
• The membrane of the transducer or of the wave guide is spatially extended and
thus the location from which the sound wave effectively radiates is not always well
defined.
These problems are usually addressed by choosing the center of the sound transducer
that covers the highest frequency range as the acoustic center because this minimizes
the error when combining loudspeakers with magnitude-only data based on propagation
delay.
In order to overcome these issues and to increase the accuracy of the prediction,
complex-valued data should preferrably be used to describe a loudspeaker’s directional
behavior. For this purpose, phase data have to be acquired as part of the directional
measurement process. They need to be compensated for the propagation delay from
the loudspeaker location to the measurement point in order to be applied to other
propagation distances in the later model.
It will be shown that the actual choice of the point of rotation used for the directional
measurements is not relevant as long as it is in the vicinity of the active sound source(s)
of the loudspeaker. That is because the acquired phase data will contain the information
about the spatial offset of each source relative to the point of rotation. As a result, the
insertion location of the loudspeaker in the room model is simply and unambiguously
given by the point of rotation during the directional measurement. The definition of the
acoustic center becomes irrelevant and no longer required.
Obviously, this entire consideration only applies if the measured data are to be com-
bined with other data in a complex manner. A simple coverage calculation based on
power summation does not require phase information and will thus not be subject to
phase-based errors. Also, purely energy-based considerations that do not take into ac-
count the phase, often found for example in room acoustic ray-tracing, will not suffer
from the described problem.
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2.1.1. Overview
If the directional response of a loudspeaker is measured and only magnitude data are
used, the frequency response of a sound source under a certain angle is given by Aˆi,k,l ≡
|Aˆi,k,l|, see eq. (1.9). This common model can be compared with a more precise approach,
namely the use of complex data, where the matrix Aˆi,k,l is a complex-valued quantity.
For this purpose the systematic errors that arise from the different treatment of the
measured directional data will be estimated.
Deriving the data set Aˆi,k,l from measurements normally consists of two steps, namely
a) measuring at a fixed, well-defined measurement distance and b) referencing the mea-
surement data back to the point of rotation2. This process is imaged by the subsequent
analysis in order to derive the associated uncertainties for each type of data [97].
Concept
The calculation is led by the following thoughts:
1. It is postulated that the loudspeaker to be evaluated is known in every detail. This
Exact Model is assumed to be given and serves as a measure further on. It can
also be understood as a virtual, ideal reference measurement.
2. Then restrictions are applied to the calculation of these data. The restrictions
correspond to actual conditions in the real world and result in models that are
different from the exact model, such as the Magnitude Model or the Complex
Model. Naturally, the accordingly changed results will exhibit errors of unknown
quantity.
3. Comparing the calculation results of these limited models with the exact model
data will allow obtaining error limits and approximations.
Without loss of generality the following considerations are restricted to a purely vertical
arrangement of one or several point sources and one or several points used as the reference
locations for a measurement. Also, any practical issues and errors arising from the
practical measuring conditions are not considered. In this section, errors are evaluated
that are inherently made by using different abstract data models to represent an acoustic
source.
Setup
To start with, it is assumed that a loudspeaker with a single acoustic source can be safely
reduced to a point source. This is justified as long as all considerations are limited to
the far field of the source [1]. The complex pressure p of the spherical wave radiated by
2In the following sections the terms reference point and point of reference as well as POR will be used
as synonyms for point of rotation.
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Figure 2.2.: Loudspeaker measurement at
distance d and extrapolation to simulated
receive location (D, θ).
the source located at ~rS is accordingly:
p(~r, ω) =
A
|~r − ~rS|e
−ik|~r−~rS |, (2.1)
with the complex directional radiation factor A = A( ~r−~rS|~r−~rS | , ω) and the wave number
k = ω
c
. The consideration may be restricted to two dimensions by defining the receive
location ~r as a function of the measurement distance d and the angle θ relative to the
origin ~rC :
~r = ~rC + d cos θ~ex + d sin θ~ez, (2.2)
where ~ex and ~ez are the unity vectors in the x- and z-direction, respectively. The distance
between source and measurement point is
h(d, θ) = |~r − ~rS|. (2.3)
The source location is given by
~rS = ~rC + z~ez, (2.4)
where z represents the vertical offset of the acoustic source from the origin (Fig. 2.1).
The origin of the coordinate system, ~rC , is identical with the point of rotation for
the later loudspeaker measurement. Expressed in new coordinates, the sound wave is
defined by
p(d, θ, ω) =
A(θ, ω)
h(d, θ)
e−i
ω
c
h(d,θ), (2.5)
where it was assumed that A is a slowly varying function of the angle θ, and dÀ z, so
that A( ~r−~rS|~r−~rS | , ω) ≈ A(θ, ω).
Next, the post-processing steps applied to the measurement data in reality must be
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accounted for. Looking from the point of measurement and assuming that the wave
front is radiated from the point of rotation, one can refer back by the measurement
distance d and describe the amplitude of this virtual point source as
AV ir(d, θ, ω) = de
iω
c
dp(d, θ, ω). (2.6)
This yields the effective directional radiation function AV ir based on the actual value of
A:
AV ir(d, θ, ω) =
dA(θ, ω)
h(d, θ)
e−i
ω
c
(h(d,θ)−d). (2.7)
This is the analytical expression for the apparent directional radiation function of a
point source that is offset relative to its assumed origin. The propagation equation for
this virtual point source in the model is thus:
pV ir(D, θ, ω) =
AV ir(d, θ, ω)
D
e−i
ω
c
D, (2.8)
where D is the receive distance from the origin (Fig. 2.2). Finally the following ex-
pression is obtained for the sound pressure of a wave measured at fixed measurement
distance d, referenced back and computed at receive distance D:
pV ir(D, θ, ω) =
dA(θ, ω)
Dh(d, θ)
e−i
ω
c
(D−d+h(d,θ)). (2.9)
The systematic error caused by this treatment stems from the fact that a point-source
like behavior is extrapolated from the measurement radius to any other radius relative
to the reference point of the measurement.
Models
In the Magnitude Model, the measurement data are referenced back to the reference
point, as in equation (2.8), but for the spherical wave front propagating from this point
only the magnitude as a function of the angle is considered. This is equivalent to
pMag(D, θ, ω) =
|AV ir(d, θ, ω)|
D
e−i
ω
c
D. (2.10)
Inserting the effective radiation function (2.7) yields
pMag(D, θ, ω) = |A(θ, ω)| d
Dh(d, θ)
e−i
ω
c
D. (2.11)
Note that here the only term correcting for the spatial mismatch of source location and
reference point is found in the magnitude factor d
h(d,θ)
.
In the Complex Model, the measurement data are referenced back to the reference point,
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as in eq. (2.8). But for the spherical wave front propagating from this point, both
magnitude and phase data are considered as functions of the angle. This is given by
pCom(D, θ, ω) =
AV ir(d, θ, ω)
D
e−i
ω
c
D. (2.12)
More precisely, this reads in terms of the actual radiation function:
pCom(D, θ, ω) = A(θ, ω)
d
Dh(d, θ)
e−i
ω
c
(D−d+h(d,θ)). (2.13)
There are two correction factors that account for the offset of the reference point: one
for the amplitude, d
h(d,θ)
, and a second term for the phase, h(d, θ)− d.
In the Exact Model, the wave front is calculated exactly; the directional measurement is
basically performed at the receiver location, see eq. (2.5). This means
pExact(D, θ, ω) = pV ir(D = d, θ, ω), (2.14)
which equates to
pExact(D, θ, ω) =
A(θ, ω)
h(D, θ)
e−i
ω
c
h(D,θ). (2.15)
2.1.2. Analysis for Single Source
In order to quantify the errors associated with the Magnitude Model and the Complex
Model both will now be compared with the Exact Model. The error for the magnitude
of a single source can be defined by
∆A =
|pX(D, θ, ω)|
|pExact(D, θ, ω)| , (2.16)
where pX represents the pressure according to eqs. (2.11) or (2.13), respectively. Note
that ∆A is defined as a multiplicative error that is smallest when its logarithm vanishes.
The phase error can be defined in the following manner:
∆φ = | arg pX(D, θ, ω)− arg pExact(D, θ, ω)|. (2.17)
Error Estimate for Magnitude Model
Eq. (2.16) can be evaluated using eqs. (2.11) and (2.15). Also, the measuring distance
d and the receiver distance D are assumed to be large:
z2
d2
− 2z
d
sin θ ¿ 1, d¿ D. (2.18)
Then a Taylor expansion can be performed of which only terms of first order are kept.
A straightforward calculation yields:
∆A(Mag) = 1− z
2
2d2
+
z
d
sin θ. (2.19)
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Figure 2.3.: Amplitude error of both Magnitude Model and Complex Model, d = 3 m,
offset z = 0.025 m (−), z = 0.05 m (- -), z = 0.1 m (-.-), z = 0.2 m (· · · ).
The error for the amplitude is quite small. For a typical value of z = 10 cm, d = 3
m, and the worst case of θ = 90◦ it is about 0.3 dB. As shown in Fig. 2.3, the error
increases with angle θ and offset z between source and reference point.
For the phase error one can make similar assumptions as in eq. (2.18). For simplic-
ity, it is also assumed that the inherent phase of the source is zero, argA = 0. In the
following discussion, this error would have to be added to the phase error of the Mag-
nitude Model. Applying again a first order approximation by omitting terms of higher
order one finds:
∆φ(Mag) =
ω
c
∣∣∣ z2
2D
− z sin θ
∣∣∣. (2.20)
For large distances, as D →∞, the error scales with the offset z and the angle θ (for θ
not too small):
∆φ(Mag) =
ω
c
z| sin θ|. (2.21)
Figure 2.4 shows the dependence of the phase error on frequency f and angle θ. For
increasing angles and increasing frequency the phase error grows. On the loudspeaker
axis (θ = 0◦) the error is negligible in first-order terms, whereas perpendicular to the
system axis the error is maximal. Figure 2.5 shows the dependence of the phase error
on frequency f and on the offset z between source and reference point. For increasing
frequency and for increasing offset the error grows, as well.
Error Estimate for Complex Model
Obviously, the error of the amplitude is the same for the Magnitude Model and for the
Complex Model,
∆A(Com) = ∆A(Mag). (2.22)
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Figure 2.4.: Phase error of the Magnitude
Model, z = 0.1 m, directions θ = 5◦ (−),
θ = 30◦ (- -), θ = 60◦ (-.-), θ = 85◦ (· · · ).
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Figure 2.5.: Phase error of the Magnitude
Model, θ = 45◦, offset z = 0.025 m (−), z
= 0.05 m (- -), z = 0.1 m (-.-), z = 0.2 m
(· · · ).
However, the error of the phase turns out to be quite different. The assumptions (2.18)
are applied again. But this time the second order terms of the Taylor expansion need
to be retained, because main and first order terms cancel out. As a result the error in
second order terms is found:
∆φ(Com) =
ω
c
z2
2
(1
d
− 1
D
)
cos2 θ. (2.23)
This result yields the expected, namely that under an angle of θ = 90◦ the Complex
Model is exact, because in the vertical direction the propagation phase differential due
to the offset between the source and the point of reference is constant over distance.
For large distances, as D →∞, the error scales with the square of the offset z and it
depends also on the angle θ:
∆φ(Com) =
ω
c
z2
2d
cos2 θ. (2.24)
Note that in contrast to the error in the Magnitude Model, here the error is greatest on
the system axis (θ = 0◦). Furthermore comparing with the Magnitude Model, it can be
concluded that the Complex Model reduces the error for the phase by at least an order
of magnitude.
Figure 2.6 shows how the phase error depends on the frequency f and the angle θ.
When increasing the frequency the error grows, but it becomes smaller when increasing
the angle θ. In comparison to the Magnitude Model, the phase error of the Complex
Model is almost a hundred times smaller. Figure 2.7 shows the frequency dependence
of the phase error for various values of the offset z. For smaller distances between
source and reference point the error decreases. Also here the error is much smaller than
for the Magnitude Model, approximately forty times. The next Figure 2.8 depicts the
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Figure 2.6.: Phase error of the Complex
Model, z = 0.1 m, d = 3 m, directions
θ = 5◦ (−), θ = 30◦ (- -), θ = 60◦ (-.-),
θ = 85◦ (· · · ).
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Figure 2.7.: Phase error of the Complex
Model, θ = 45◦, d = 3 m, offset z = 0.025
m (−), z = 0.05 m (- -), z = 0.1 m (-.-), z
= 0.2 m (· · · ).
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Figure 2.8.: Phase error of the Complex Model, θ = 45◦, z = 0.1 m, measuring distance
d = 1 m (−), d = 3 m (- -), d = 5 m (-.-), d = 10 m (· · · ).
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dependence of the phase error on the measuring distance d. The phase error is smaller
when the directional measurement is performed further away from the reference point.
Critical Frequency
In the previous sections an analytical expression was derived for the phase error that is
caused by the offset of the point of rotation from the actual location of the source. In
order to put this into a practical context one can define a critical limit that indicates
when the phase error ∆φ exceeds pi/4 or 45◦. This choice of the maximally allowed
phase error is somewhat arbitrary. Because the phase error grows monotonously with
frequency the so-called critical frequency can be introduced. It represents the frequency
at which the tolerable phase error is exceeded.
For the Magnitude Model, eq. (2.21) yields a condition for the upper frequency limit
(for θ not too small):
f
(Mag)
Crit =
c
8z| sin θ| . (2.25)
In the typical case of z = 10 cm and θ = 45◦, the upper frequency limit would accordingly
be fCrit ≈ 600 Hz.
With respect to the Complex Model, the result (2.24) for the phase error yields a
condition for the upper frequency limit:
f
(Com)
Crit =
cd
4z2 cos2 θ
. (2.26)
For a typical setup of z = 10 cm and d = 3 m this results in an upper frequency limit of
fCrit ≈ 25.5 kHz (at θ = 0◦). Vice versa, the error that is introduced at f = 8 kHz for
such a setup is ∆φ ≈ 14◦. Although this error is quite small, care must be taken when
two or more sources are combined. In particular in critical directions, where destructive
interference leads to a steep slope of the pressure function, the resulting error of the
pressure sum function may still be significant.
Figures 2.9 and 2.10 show the critical frequency for both models, eqs. (2.25) and
(2.26), as a function of the offset z between source and reference point. These graphs
are of much practical interest as they outline the error that is a-priori included in the
two data models, Magnitude Model and Complex Model. Any of the two models should
be used only below its critical frequency. For any offset z between source and reference
point there is a critical frequency that represents the upper limit for applicability within
a given error. It is obvious that the more accurate Complex Model allows for a much
higher critical frequency than the Magnitude Model.
As a practical example, a two-way loudspeaker with a high-frequency unit (HF source)
and a low-frequency unit (LF source) is considered. The two source points are spaced 20
cm apart. When the point of rotation is chosen exactly in the center, equal to z = 0.1 m,
the Magnitude Model has an upper frequency limit of fCrit ≈ 425 Hz (choosing θ = 90◦
where the error is maximal). The limit is the same for both sources, LF and HF. This
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Figure 2.9.: Critical frequency of the Mag-
nitude Model (- -) and Complex Model
(−), θ = 45◦, d = 3 m.
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Figure 2.10.: Critical frequency of the
Magnitude Model at θ = 90◦ (- -) and
Complex Model at θ = 0◦ (−), d = 3 m.
means that calculation results for the coherent combination of either one with another
source will not be valid above that frequency.
One may argue that the measurement should rather be performed around the center
of the HF unit, choosing the HF source point as the reference point. Of course this will
eliminate the error for the HF part, but it also doubles the error for the LF part. In
that case the spacing is z = 0.2 m and the upper frequency limit is fCrit ≈ 213 Hz.
This limit should not be exceeded by the crossover frequency between LF and HF, if the
loudspeaker is combined with another sound source in a computational model.
Even though the overall situation was exaggerated by choosing the direction of max-
imum error, the phase error of the Magnitude Model clearly represents a significant
problem for modeling combinations of sources.
When applying the Complex Model, the upper frequency limit for the same spacing
z = 0.1 m and measuring distance d = 3 m (and choosing θ = 0◦ where the error is
maximal) is about fCrit = 25.5 kHz. Evidently, this approach is not only quantitatively
superior but it actually puts the relevant limits far beyond the frequency range of in-
terest. Being free to choose the point of rotation almost arbitrarily resolves a whole
number of practical problems, including the determination of the exact source locations
(acoustic centers) and the challenge of mounting the device mechanically stable for the
directional measurement. This is one of the core results of this work.
Notice, however, that the above considerations are principally limited to the far field
of the loudspeaker. It was assumed that the measuring distance d and the receiver
distance D are large compared to any characteristic length of the system, such as the
offset z. These conditions are normally fulfilled in practice and they are commonly used
for acoustic predictions. For the sake of simplicity, it was also assumed that the receive
distance is large compared to the measuring distance which is true for most applications.
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Figure 2.11.: Setup A: source locations
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Figure 2.12.: Setup B: source locations
spaced 0.6 m apart.
2.1.3. Application to Combined Sources
In the previous section a general method of comparing different data models with regard
to their error limits was presented. Using the example of one source and one reference
point analytical results have been derived. The thorough analytical treatment of more
complex systems, such as interacting loudspeakers with one or more sources each, is
complicated and does not provide additional insights. Therefore, in this part numerical
results will be presented that illustrate the consequences of omitting phase data. The
focus will be on a system that consists of two subsystems each described by a source
and a reference point.
Model
Based on the example of the previous section, it is worthwhile to discuss the consequences
of choosing the point of rotation at the center of the HF unit like it is commonly prac-
ticed. See [97] for a detailed discussion of other cases.
The setup is a stack of two loudspeakers that are arranged in two different ways. In
Setup A (Fig. 2.11) the LF units are located close to each other. In Setup B (Fig. 2.12)
the HF units are located close to each other. The transformation from Setup A to Setup
B can be understood as a rotation of each subsystem by 180◦.
The center of the HF unit is identical with the point of rotation, indicated by ~rC,1 or
~rC,2. The center of the LF unit is used as the source location, ~rS,1 or ~rS,2, with an offset
from the reference point of z = 0.2 m. The two reference points are located at a distance
|~rC,2 − ~rC,1| of 0.6 m in Setup A, or 0.2 m in Setup B, from each other. In Setup A the
distance between the source points is |~rS,2 − ~rS,1| = 0.2 m, and 0.6 m in Setup B .
Now the resulting performance of the combined LF units at frequencies above the
critical limit will be discussed. For each setup the results obtained using the Magnitude
Model, the Complex Model and the Exact Model are compared. The complex pressure
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Figure 2.13.: Directional response of setup
A at 425 Hz, Magnitude Model (- -), Com-
plex Model (−), Exact Model (+).
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Figure 2.14.: Directional response of setup
B at 425 Hz, Magnitude Model (- -), Com-
plex Model (−), Exact Model (+).
functions have been computed for the reference point of each subsystem in analogy to
equations (2.11), (2.13), and (2.15), thereby using z = |~rS,1 − ~rC,1| or z = |~rS,2 − ~rC,2|,
respectively. The resulting values were summed up in a complex manner as in eq. (1.4).
Results
To illustrate the results the directional response at a fixed frequency is shown. The
measuring distance was chosen to be d = 3 m, the receiver is located at D = 50 m. The
following plots display the modulus of the complex pressure sum for all angles θ. For
display purposes the values are presented in dB and normalized to a maximum of 40 dB.
Figures 2.13 and 2.14 show the directional pressure response of Setup A and Setup B,
respectively, at 425 Hz. It is obvious that the results obtained from the Exact Model are
very close to those obtained from the Complex Model. But one can also see significant
deviations when comparing these two with the results from the Magnitude Model.
Comparing the two figures, the Complex Model and the Exact Model exhibit stronger
interference effects for setup B, Fig. 2.14. This is expected since the sources are located
further apart. On the contrary, the Magnitude Model shows weaker interference effects
for setup B. That is because the combined result is computed based on magnitude-only
directional data and on reference points being the origins of the wave fronts which are
closer in setup B. The directional results of the Complex Model and Exact Model on the
one hand and of the Magnitude Model on the other hand basically switch place between
setup A and setup B because the source points and reference points switch place.
For the Magnitude Model the critical frequency is fCrit ≈ 213 Hz. For the Complex
Model the critical frequency is fCrit ≈ 6375 Hz at this measuring distance. It can be
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seen directly in Figures 2.13 and 2.14 (f = 425 Hz) what it means to use the Magnitude
Model only one octave above the critical frequency. The pressure values very close to
the system axis (θ = 0◦), where the error of the Magnitude Model is smallest, are still
in acceptable agreement with the Exact Model. However, pressure values off-axis show
significant deviations.
It can be recognized that the Magnitude Model cannot accurately represent the chosen
configuration of sources and reference points above the critical frequency. Compared
with the Exact Model one finds a qualitatively different behavior for the Magnitude
Model (see also [97]). As a very practical conclusion one may state that combinations
of full-range, two-way loudspeakers whose crossover frequency is significantly above 200
Hz cannot be computed properly using the Magnitude Model.
2.1.4. Measurement Requirements
For the practical application of the above findings one should mention some crucial
points of the measurement procedure in order to avoid simple mistakes that can lead to
significant errors.
First of all, it is important that the directional measurement data are referenced back
consistently to the reference point for any angle θ. It was demonstrated that the true
location of the reference point compared to the source does not really matter as long
as it is within the desired error range. This is in contrast to what one may believe at
first glance, namely that in order to acquire phase data the exact source point must be
found and chosen as the reference point. Still, in order to compensate accurately for the
propagation delay, both propagation distance and propagation speed must be measured
precisely [97], [100].
In the previous section the critical frequency had been introduced as a measure for the
upper limit of the valid frequency range that is based on a fixed maximum phase error.
For practical applications, simplified expressions for the critical frequency (eqs. (2.25)
and (2.26)) can be derived by using the value for angle θ where the error is maximal and
fixing the speed of sound c at 340 m/s.
Then, the critical frequency for magnitude-only data is:
f
(Mag)
Crit = 42.5
1
z
Hz, (2.27)
where z denotes the offset between source and reference point in m. For any loudspeaker
that is intended to be combined with other loudspeakers over the full audio range, the
point of rotation needs to be within less than 3 mm relative to the source. For most
multi-way systems this means that each transducer should be measured and modeled
individually.
Similarly the critical frequency for complex data can be derived:
f
(Com)
Crit = 85
d
z2
Hz, (2.28)
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where z denotes the offset between source and reference point in m and d represents the
distance used for the acquisition of directional data in m. This establishes a limit of 13
cm for the distance between point of rotation and acoustic source when the measurement
radius is 3 m. Modern laboratories use radii of up to 8 m which corresponds to about
20 cm tolerance. This allows choosing the reference point almost anywhere inside the
box even for fairly large systems. It also allows measuring multiple transducers together
or individually around the same point of rotation. Even more, this result simplifies the
very practical problem of choosing the reference point under the constraints of mounting
possibilities, mechanical stability or simply work efforts.
Even though in practice combinations of sources can usually be modeled only up
to 4 to 8 kHz realistically, the foregoing examples have used 16 kHz as the desired
upper frequency limit. That is because results based on frequencies close to the critical
frequency are only rough approximations, restricted to qualitative discussion. To be
able to utilize the results quantitatively, a significantly lower working frequency than
the critical frequency should be used or a smaller phase tolerance than 45◦.
2.2. Model of Complex Directivity Point Sources
(CDPS Model)
In the previous section it was shown that phase information is crucial when combinations
of coherent acoustic sources should be modeled accurately and efficiently. Expanding
the data set that describes the directional response characteristics of a loudspeaker or
transducer from magnitude-only to complex data requires that the matrix Aˆi,k,l in eq.
(1.9) becomes complex-valued. The description of an acoustic source in the computa-
tional domain by a point source with complex-valued, frequency- and angle-depending
radiation amplitude is what will be called here the Complex Directivity Point Source or
CDPS model.
Numerically, the inclusion of phase data requires additional care with respect to the
discretization of the spatial and spectral properties of the source. These questions of
data resolution and interpolation as well as resulting measurement requirements and
related uncertainties of the modeling process will be the concern of this section.
It should also be emphasized that the CDPS model does not necessarily mean that
each physically separable acoustic source is represented by a corresponding point source
in the model. Rather, a point source in the model may also represent several acoustic
sources, such as multiple transducers in a loudspeaker box. In an abstract sense, multiple
point sources may also be combined in the model to reproduce the acoustic performance
of an acoustic source in reality. The only restriction for these computational images of
the real world is that the requirements with respect to data resolution and measurement
parameters are met.
Naturally, the model must also satisfy qualitative requirements. If the computational
model of the real-world process requires transducers to be controlled individually, e.g.
by a DSP chip, these must be represented by individual point sources. Similarly, the
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transducers should be measured inside the device if effects of the enclosure should be
accounted for. Only in this manner the point source approach can include diffraction
and baffle effects caused by the box itself (see also Chapter 3).
The CDPS model finds its practical realization in the Generic Loudspeaker Library
(GLL) description language which will be presented in Section 2.3.
2.2.1. Processing Phase Data
Processing the directional data of a loudspeaker in order to use them in a computer model
requires choosing a sufficient resolution for the sampling step A(θ, φ, ω)→ A(θj, φk, ωl) =:
Aˆj,k,l and a related, appropriate interpolation function g(Aˆj,k,l, θ, φ, ω)→ A(θ, φ, ω), see
eq. (1.9). Now the necessary conditions will be derived in order for the phase interpo-
lation function to be meaningful.
As stated earlier, the measured phase response of a loudspeaker in a certain direction is
largely dominated by propagation delays in the form of
ψ(ω) = −ωt+ ψ0(ω), (2.29)
where t represents the propagation time and ψ0 is the (small) inherent phase. This is
especially true if only a single transducer is measured and it is offset from the POR.
The above form indicates that interpolating phase data separate from magnitude data
makes sense physically because the delay time can be considered the underlying physical
quantity. Unfortunately, the exact propagation time t in eq. (2.29) is seldom known
and mostly not even well defined. Loudspeaker phase data are normally derived from
the Fourier transform of a time domain impulse response measurement. These phase
data are given in a wrapped format which means that phase values are limited to a
circular interval between 0 and 2pi. This can lead to ambiguities when interpolating
between neighbor data points if the differences between phase values are large. It is
then unclear how to resolve discontinuities. The extraction of the propagation time
from given wrapped phase data or the unwrapping of phase information from wrapped
data in order to obtain a continuous function that can be interpolated is an ambiguous,
error-prone process, too [49].
Local Unwrapping
This problem can be largely avoided by requiring that phase differences between di-
rectionally or spectrally adjacent data points are small. Formally, this corresponds to
imposing a limiting condition on the acquired phase data such as:
|ψm − ψn| < pi
2
, (2.30)
where m and n indicate any pair of phase values that are subject to a joint interpolation.
It is denoted that the modulus above is meant to be taken on the unit circle where the
maximum possible phase difference between any two points is pi (Fig. 2.15).
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Figure 2.15.: Wrapped phase data points
(×) on the unit circle. Condition (2.30)
is fulfilled.
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Figure 2.16.: Phase data points (×) in the
linear domain. Before and after local un-
wrapping.
Not only for comparing phase values reasonably according to eq. (2.30), but also for
interpolating between neighbor phase data points one must ensure that all phase values
are located in the vicinity of each other. If eq. (2.30) is fulfilled, phase data points reside
close to each other on the unit circle (Fig. 2.15). Any gaps formally greater than pi/2
can be eliminated by locally unwrapping the data. This is accomplished by selecting one
value and shifting all other values by multiples of 2pi, so that all of them are located
inside an intervall of width pi/2, see Fig. 2.16. After that interpolation or averaging,
may it be spectral or spatial, can be applied. This sequence is repeated for each set of
data points to be processed. It should be emphasized that depending on the neighbors
considered at a time, a particular data point may assume different absolute phase values.
In practice, the locality of the unwrapping process must be considered a key solution
for dealing with measured phase data computationally. In contrast, algorithms based
on global unwrapping are prone to errors caused by local noise or other measurement
uncertainties at single data points [49].
2.2.2. Data Resolution
Assuming that the delay term in eq. (2.29) is dominant and combining it with eq. (2.30)
one can derive a limit for the maximum propagation delay that can be included in the
phase response. This in turn leads to conditions with respect to the spatial and spectral
resolution of the directional measurement when considering a setup where the acoustic
source is offset from the point of rotation [49].
Frequency Resolution
Any phase differential between two frequencies ωm and ωn due to the propagation delay
t can be characterized by
∆ψ = (ωm − ωn)t, (2.31)
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Figure 2.18.: Phase difference between
adjacent angular data points is maximal
when the source ~rS is close to the perpen-
dicular of the line through reference point
~rC and measurement point ~r.
and using the frequency resolution ∆f = (ωm − ωn)/(2pi):
∆ψ = 2pi∆f
z
c
, (2.32)
where c is the speed of sound, z = ct the offset of the source. Condition (2.30) is
equivalent to a maximum slope of the phase response, which in turn corresponds to a
maximum time offset for any measurement direction. This yields a critical offset:
zcrit ≈ c
4∆f
. (2.33)
For example, the bandwidth of a 1/24 octave band around 8 kHz is approximately ∆f
= 230 Hz. If the condition given by eq. (2.30) was to be fulfilled, the maximum delay
time included in the phase data had to be about t = 1 ms and zcrit = 0.3 m. It will occur
when the source is located on the line through the point of rotation and the measurement
point, on either side of the POR (Fig. 2.17). If data to be interpolated are normalized
to the on-axis response the position on the back side determines the maximum delay
and the maximum allowed offset z is halved, so that zcrit = 0.15 m. Of course, larger
time differentials can still be covered by higher frequency resolutions.
Angular Resolution
The phase differential between spatially adjacent data points due to different propagation
delays tm and tn can be characterized by
∆ψ = ω(tm − tn). (2.34)
For a set of points employing an angular resolution of ∆θ, the maximum time differential
∆t = tm− tn will occur close to the point where the connecting line between the acoustic
38
2. Modeling Small Sound Sources
source and the point of rotation is perpendicular to the connecting line between the POR
and the measuring location (Fig. 2.18). In that case one can approximate for small ∆θ,
∆ψ =
ω
c
z sin(∆θ), (2.35)
where z is the offset of the acoustic source from the point of rotation3. In order to agree
with condition (2.30) the distance of the acoustic source from the POR must not be
greater than
zcrit ≈ c
4f sin(∆θ)
. (2.36)
For example, in order to comply with eq. (2.30) at 8 kHz at an angular resolution of ∆θ
= 5◦, the acoustic source should be located not further away from the POR than about
0.12 m. Of course, increasing the angular resolution allows for a larger spacing.
2.2.3. Data Management
In addition to the resolution requirements given above, experience has shown that a
number of practical measures and management techniques can further improve overall
data consistency and modeling accuracy. The most important ones are listed here briefly.
On-Axis Data and Directional Data
In practice, data management is simplified and interpolation results are improved by
storing the on-axis response of the source separate from the directional data that are
normalized to it. Normalizing directional data removes absolute propagation delays, eq.
(2.29), from the phase data and reduces the complexity of the magnitude data. Both
effects usually allow for easier interpolation later on.
Another practical advantage of this method is that small changes to the loudspeaker,
such as to its equalization settings, can be incorporated into the overall data set by simply
re-measuring and replacing the data of the on-axis direction only rather than that of the
entire set. Of course, this is only applicable if the three-dimensional radiation pattern
is not affected by the change.
On-Axis Re-Normalization
When acquiring directional data, measurements are taken for a number of directions.
These are normally given by a grid of points based on the meridians and parallels of
a spherical surface around the loudspeaker. Most often, one of the poles of the grid is
chosen to be in the on-axis direction of the loudspeaker. This is useful to increase the
resolution in those directions where prediction accuracy is most important.
A three-dimensional directional measurement involves rotating the loudspeaker around
two axes. The most common method consists of first turning the loudspeaker step by
step from the front to the back side. Then the loudspeaker is returned to its original
3For this approximation it was also assumed that z is much smaller than the actual measuring distance.
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position, tilted by a certain angle around its axis and again rotated front-to-back. This
yields a number of redundant measurements for the on-axis direction as well as for the
back side.
Since most directional measurement series take several hours, the measured directional
response of the loudspeaker may drift slightly due to changing ambient parameters, even
in a controlled environment. Also, the mechanical rotation of the loudspeaker around
its axis may lead to small deviations of its perceived on-axis radiation relative to the
fixed microphone position. For these reasons it has proven useful to normalize each
front-to-back measurement data set to the corresponding on-axis measurement rather
than to the very first. Slow drifts over the course of hours can thus be avoided. Drifting
parameters during a single front-to-back run are less critical since each run takes only
some minutes.
Adaptive Data Resolution
Depending on the type of loudspeaker and its radiation characteristics, lower data reso-
lutions may be sufficient for some parts of the grid compared to others. Often the back
side of the loudspeaker is less important so that a rougher spectral or spatial resolution
is acceptable. For some loudspeaker types the angular resolution of the meridians can
be chosen differently from that of the parallels due to certain symmetries.
Naturally, one can always measure all data at the highest resolution required. How-
ever, this may create substantially longer measurement times as well as significantly
larger data sets. These require more processing memory and performance in turn, with-
out necessarily much gain in accuracy.
Delay-Reduced Phase Data
Even though it is often difficult to extract the exact propagation delay from processed
phase data, it is advantageous to reduce the phase response similar to eq. (2.29) by a
broadband, effective delay time that is stored separately.
This kind of treatment has primarily memory reasons. After converting from the
possibly high frequency resolution of the raw measurement data to a lower frequency
resolution used for the modeling data, the phase response should still comply with eq.
(2.30). First unwrapping phase data and then reducing the frequency resolution is
possible but requires 4 to 8 bytes per data point. Calculating an average delay time
and subtracting it from the phase response before reducing the frequency resolution is a
good way to keep the slope of the phase data small. That allows storing wrapped phase
data in rad for which it is quite efficient to use 2-byte integer values for each data point.
In combination with a single delay value and 2 bytes for each magnitude data point this
structure facilitates high-resolution data sets easily.
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2.2.4. Errors
Unfortunately, commercially available acoustic modeling software packages do not pro-
vide much information on the uncertainty of the simulation results. Although it is
difficult to estimate errors related to model data input by the user, one should be able
to derive prediction uncertainties arising from errors in the loudspeaker measurement
data, for example. In this section, only an overview is given over the sources of error
that are most significant in practice.
First of all, the consistency of the measurement data with respect to on-axis and direc-
tional response is important. Redundant measurements during the acquisition procedure
such as mentioned above or explicit tests can be used to estimate the reproducibility of
the measurement data. Systematic errors may occur as well, most commonly these are
related to the determination of the point of reference relative to the microphone or to
slight mechanical instabilities of the mounting of the loudspeaker.
Another important issue is the variation of performance among several loudspeaker
samples of the same type. The spread of the production can lead to severe systematic
errors if the representative unit chosen for the measurement of directional data is far
away from the mean of set. For this reason, it is strongly recommended to either take
loudspeaker measurements of the so-called golden unit, that is, of the sample that is
closest to the mean of set. Alternatively, several samples should be measured in order
to estimate the spread directly. Of course this still poses questions about the modeling
results in relationship to the loudspeaker samples installed in reality later. These can
be off from the mean of set, as well. The effects of sample variation on line array
performance will be discussed in Chapter 3.
Data processing errors may occur as well, including the undersampling of the loud-
speaker directional performance, the lossy conversion of raw measurement data into the
storage format of the computer model and the interpolation of stored data in order to
reproduce the radiation functions that are continuous in space and frequency. Care must
also be taken when using large unwrapped phase values. Complex summation only con-
siders the wrapped part of the phase. Therefore using floating point precision numbers
with comparatively few valid digits can cause numerical errors.
Conceptually, it must also be clear that the point source model cannot reproduce
wave-based effects, such as diffraction. The acoustic support of a neighbor loudspeaker
cabinet especially at low frequencies is normally neglected in this model, as well. Some
of these issues will be discussed in the next chapter when looking at large sources.
These and potentially other errors will propagate through the calculations and will
be reflected in the end result, e.g. with respect to predicted overall sound pressure level
or propagation time. Until now only rules of thumb exist for estimating uncertainties
of the final simulation results. It will be the goal of the next generation of simulation
software to provide the end user with better error estimates.
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2.3. The GLL Description Language and Data Format
The Generic Loudspeaker Library (GLL) is a file format and description language for
the mechanical, electronic and acoustic properties of loudspeakers. It can be considered
the formal and practical realization of the CDPS model4. A thorough introduction into
the GLL data format is given in [48]. The detailed discussion of the technical aspects
of the GLL format is beyond the scope of this work. An abstract overview is provided
here before this chapter concludes with a number of comparisons between measurement
and simulation results. All of these were derived using GLL data for the loudspeakers
and systems considered.
2.3.1. Overview
The GLL format is generally designed to describe loudspeaker systems and acoustic
sources of any kind. This expressedly includes
• conventional line arrays,
• column loudspeakers and steered columns,
• loudspeaker clusters and arrays,
• multi-way loudspeakers.
All of these are difficult to represent by a simple data table that consists of a single data
set of directional response data (see also Section 1.3). From this perspective, there are
several distinct features of the GLL format. They establish a significant step forward in
the modeling of loudspeakers compared to conventional, tabular data formats:
• The GLL facilitates complex-valued directional transfer function data in high res-
olution according to the requirements of the CDPS model.
• The loudspeaker or loudspeaker system represented by the GLL can consist of one
or multiple acoustics sources, each with their own set of data.
• The GLL is an object-oriented description language. In the GLL format there are
equivalent objects for each component of a real-world loudspeaker system.
• The user can configure the loudspeaker or loudspeaker system in the GLL model
similar to the real world, e.g. regarding crossover settings and mounting choices.
These advancements provide flexibility and scalability as well as convenience of use.
They also reduce the compromises required for the recreation of the loudspeaker model
in the software domain. This is aided by the fact that constraints historically originating
from limited memory and computing power are of less concern today [48].
4The current version of the recently published AES standard AES56 [51] also accounts for the require-
ments of the CDPS approach and suggests using directional transfer function data in high-resolution.
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Figure 2.19.: Overview of GLL object hierarchy.
2.3.2. General Structure
In the GLL model, there are three fundamental, hierarchical levels of data.
1. On the lowest level, there is the source definition. It determines an acoustic source
or electro-acoustic transducer by its sensitivity, its directional data, its on-axis
frequency response, its maximum input voltage, as well as its other properties.
The data of an acoustic source is stored in a GSS (Generic Sound Source) file that
can be referenced and included by one or multiple GLL files.
2. A box type represents the loudspeaker cabinet with electronic inputs, acoustic
outputs, and a processing unit that connects them. A box type can be composed
of one or several sound sources (acoustic outputs), each of which refers to a source
definition. A box type also has one or more input configurations that define how
many external inputs are available. The input matrix of each configuration then
defines how the electronic inputs are linked to the acoustic outputs. Each node of
the input-output matrix can be populated with filter settings, such as for crossover,
mixing or equalization. This scheme allows implementation of the most simple
passive loudspeaker as well as of active or passive multi-way loudspeakers with
switchable inputs, and even digitally steered columns.
3. One or several box types can be combined into a group of boxes, such as a line
array or a cluster. A cluster in the sense of the GLL is considered as a simple
set of boxes each with its own location and orientation as well as an assigned box
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type. For line arrays, additional mechanical information regarding the available
splay angles between cabinets as well as available rigging and groundstack frames
must be defined. Mechanical limits, such as regarding the maximum number of
cabinets or the maximum weight, can be included as well.
An overview of the object hierarchy in the GLL concept is shown in Fig. 2.19. It should
be noted that due to the object-oriented composition new types of objects can be added
and existing ones can be modified without revising the entire data format.
2.3.3. Practical Implementation
In practice the creation of the GLL model for a loudspeaker or loudspeaker system in-
volves several steps. Acoustic measurement data as well as mechanical and electronic
data must be collected as outlined before. These data are then combined in a so-called
GLL project which is subsequently compiled into a single GLL file (Fig. 2.20). Addition-
ally, this file can contain different system and filter presets as well as informational data,
such as a user manual and technical drawings. The GLL file can also be ”authorized”
by the creator of the GLL in order to indicate that it is original and approved data. The
final GLL data file is then distributed to software users.
Mechanical Data Acoustic Data Electronic Data
GLL Project
GLL Data File
Modeling Software Configuration File
Measurement Software
DSP Control Software
Virtual EQ
Filter Settings
Configuration
Compilation
ReferenceImport
Figure 2.20.: Exchange of GLL modeling and configuration data.
Design Phase and Use Phase
It should be emphasized that based on the above concept there are two phases, the
creation phase and the use phase, similar to writing software code at design time and
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executing the code at run time. First the GLL is assembled and compiled by the designer.
In this step all of the information is included about what the end user will see and what
changes he is permitted to make to the loudspeaker system. In the second phase the
end user loads the GLL into a modeling software where he is then able to configure the
loudspeaker model according to the degrees of freedom implemented earlier by the GLL
creator. This philosophy is very similar to the actual usage of the real-world device.
In the room model, the end user will then configure the GLL model according to the
needs of the project. Information about this GLL configuration can be saved and loaded
in order to exchange data between different loudspeakers in the project, between different
projects, as well as between different modeling platforms. Configuration files can be
exchanged even with measurement software and DSP control software if supported. Fig.
2.20 illustrates this process.
DLL Extensions
Sometimes it may be necessary to expand the GLL functionality in a specific way, such as
with respect to a product-specific user interface for the configuration of the loudspeaker
model or with respect to proprietary filtering algorithms for beam-steering. For this
purpose the GLL can be complemented by a separate software module, e.g. a DLL
(Dynamic Link Library), which allows programming the necessary extensions.
Geometrical Visibility Tests
For GLL models with many transducers, the performance of shadowing and raytracing
calculation may be low due to the large amount of sources. Practical evaluations have
shown (see e.g. [101]) that grouping several sources for geometrical visibility tests relative
to a common, so-called virtual center point allows increasing computation speed without
measurable loss in prediction accuracy.
Figures 2.21a and 2.21b illustrate this concept. In a first step, acoustic sources are
grouped. For each group a virtual center point is defined. The geometrical visibility test
is then performed for each virtual center point (Fig. 2.21a). Finally, all acoustic sources
that belong to a visible center point are summed at the receive location (Fig. 2.21b).
Compared to the typical resolution of acoustic room models as well as with respect to
first-order diffraction effects a grouping diameter of about 0.5 m has turned out to be
sensible. Grouping levels and virtual center points can be determined automatically by
the modeling software or adjusted by the user as needed.
Description Language
The GLL project (see also Fig. 2.20) consists normally of raw measurement data in
a binary or text format as well as of the project file in a text format. The format of
the project file follows a simple key-value based, hierarchical scheme, similar to XML.
It can be edited manually or using the EASE SpeakerLab software [102]. The EASE
SpeakerLab software is also used to generate the compiled GLL file. Based on the
open text format, other modeling platforms may also provide editing functions and
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(b) Summation of individual components.
Figure 2.21.: Geometrical visibility tests. Triangles indicate individual sound sources;
sources are arranged in groups indicated by rectangles.
compilation into their target file format for data distribution. Fig. A.1 in Appendix A.2
shows an example of a GLL project text file. A detailed description of the format as
well as more extensive examples are given in [48].
2.4. Validation of Loudspeaker Models
In the following part, in order to demonstrate the accuracy and practical usefulness of
the physical CDPS model in combination with the numerical GLL description language,
a number of different examples will be discussed that compare measurement results of
radiated sound fields with modeling results. With respect to previously published data
as in [49], [100] the selection shown here is focused on the contents of this thesis. Also,
the data compiled here were obtained from new simulation runs at higher resolution
and with refined algorithms. Consequently, there will be minor deviations compared to
previous publications.
All of the following measurements were acquired in high resolution by means of an
FFT-based measurement system and are based on impulse response or complex fre-
quency response data with linear spacing. All directional measurements were performed
in 3D, at 5◦ angular resolution and on a half-sphere or full-sphere grid around the loud-
speaker. The measurement distance used was about 5 to 8 m which puts the receiver
approximately in the far field of the loudspeaker unless stated differently. Measurements
of individual transducers were always made with the transducer in the loudspeaker box.
Simulation runs were performed with EASE SpeakerLab [102] and corresponding GLL
data files for each setup. For better comparison most modeling data were computed at
2.5◦ angular resolution.
Results are largely presented as directional response plots for the vertical plane along
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the loudspeaker axis or for the horizontal domain looking from above the loudspeaker.
These polar plots are normalized to the maximum value and shown for a range of 40
dB. The on-axis direction (0◦) is to the right of the plot; the direction of 90◦, upward in
the plots, corresponds to the upward direction for the vertical plane and to the left of
the loudspeaker for the horizontal plane.
In the following comparisons particular emphasis will be put on:
• Accuracy of the magnitude model and the complex model.
• Usage of different points of rotation and their influence on the prediction accuracy.
• Different loudspeaker setups and configurations.
• Potential causes for systematic deviations between measurement and simulation.
2.4.1. Two-Way Loudspeaker
As a first example, the performance of a simple two-way loudspeaker, the Renkus-Heinz
PNX121T, will be investigated. The on-axis frequency response is displayed in Fig.
2.22; it indicates a crossover frequency of about 1.6 kHz. Fig. 2.24 shows the vertical
directional response of the horn and of the woofer at that frequency, respectively. The
system was measured as a whole and then compared with the software reproduction
based on different measurements of the horn (HF) and the woofer (LF), Fig. 2.23.
Figure 2.22.: Frequency response of PNX121T, HF unit (- -), LF unit (-.-) and combined
(−).
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Figure 2.23.: Two-way loudspeaker
PNX121T, with indications for horn
(HF), port (FR), and woofer (LF).
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Figure 2.24.: Directional response, vertical
plane, of horn (−) and woofer (- -) for 1600
Hz at 1/3 octave bandwidth.
Aside from the horn and the woofer also the port5 (FR) served as the point of rotation.
The center of the horn is located approximately 0.15 m above the port, the center of the
woofer approximately 0.17 m below the port.
Fig. 2.25 shows a comparison of measurement, prediction using complex data, and
prediction using magnitude-only data at the crossover frequency. When using the indi-
vidual centers of horn and woofer for the point of rotation, respectively, there is little
difference among all three data sets (Fig. 2.25a). For the front half, the match is very
good whereas for the back half the magnitude-only data set shows little deviations.
In contrast, when employing measurement data that were acquired by rotating the
woofer or the horn about the port (2.25b), the error of the magnitude model is expectedly
large, because it cannot account for the spatial offset between acoustic source and point
of rotation. As explained in Section 2.1, complex-valued directional data include that
information directly in the phase data. Therefore the match with the measurement is
equally good compared to the first case. This loudspeaker will be the basis for the
considerations in the following Section 2.4.2.
In order to demonstrate the accuracy and flexibility of the complex model, the loud-
speaker was slightly modified by applying additional filtering to its inputs. In one setup,
the horn was attenuated by 12 dB in both simulation and practice. The resulting ver-
tical response at the new crossover frequency of 2 kHz is illustrated in Fig. 2.26a. In
another setup, the woofer was delayed by about 0.334 ms which equates to steering the
main lobe downward by approximately 20◦, in the crossover range. Also in this case a
5This choice is not essential for the following analysis. Often the geometrical center is also chosen for
measuring loudspeaker cabinets.
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(a) POR at individual centers, 1600 Hz.
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(b) POR at port, 1600 Hz.
Figure 2.25.: Comparison of predictions using complex data (−), magnitude-only data
(- -), and measurement (+), at 1/3 octave bandwidth.
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(a) Horn attenuated by 12 dB, 2000 Hz.
  10
  20
  30
  40
30
210
60
240
90
270
120
300
150
330
180 0
(b) Woofer delayed by 0.334 ms, 1600 Hz.
Figure 2.26.: Comparison of predictions using complex data (−), and measurement (+),
at 1/3 octave bandwidth.
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good match between model and reality was found, Fig. 2.26b. Having introduced the
concept here, the practical application of utilizing the GLL model for optimization of
crossovers will be discussed in Section 2.4.3.
2.4.2. Loudspeaker Clusters
After the introduction of the single loudspeaker box in Section 2.4.1, the interaction
of two such boxes in different configurations will now be investigated. Measurements
and simulations of a stack of two two-way loudspeakers arranged horn-to-horn (Fig.
2.27a) and woofer-to-woofer (Fig. 2.27b) as well as of a side-by-side setup (Fig. 2.27c)
will be compared. The results demonstrate that the complex model (CDPS) is superior
over the magnitude model and that the computation accuracy depends on configuration,
frequency range, and data resolution.
(a) Horn-to-horn (HF-HF). (b) Woofer-to-woofer (LF-LF). (c) Side-by-side.
Figure 2.27.: Modeled and measured setups of two two-way loudspeakers.
HF-HF Setup
In the HF-HF setup the two loudspeakers are stacked horn-to-horn (Fig 2.27a). Fig. 2.28
shows the calculation results for the complex model and for the magnitude model as ver-
tical polar plots at different frequencies, namely below, around, and above the crossover
frequency of 1.6 kHz. Below and above crossover, only the LF or the HF transducers,
respectively, are active. In the crossover range all four sources interact with each other.
Fig. 2.29 displays the absolute difference between model results and measurement data,
averaged over an opening angle of ±60◦ and as a function of frequency. In this study
three different simulation methods are distinguished:
• Calculation based on a single full-range data set for each box, with the point of
rotation at the port.
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• Calculation based on a single full-range data set for each box, with the point of
rotation at the horn.
• Calculation based on a separate data set for the woofer and for the horn, each with
the point of rotation at the respective center.
As one can see, the complex model yields very accurate results with only small de-
viations. Differences are mostly within a range of ±1 dB for the front side. They are
slightly larger for the high-frequency range. This is likely due to the fact that at high fre-
quencies the superposition model has an increased sensitivity against small positioning
errors and greater source directionality.
Compared to the other two data sets the full-range data set that was measured about
the port shows a slightly smaller mean deviation for frequencies below the crossover
frequency (Fig. 2.29a). A look at the corresponding directional plots indicates that this
offset is likely insignificant and may be due to small differences in the mounting or the
environmental parameters during the measurement. On the other hand, above crossover
the same model shows an increased mean deviation that is approximately 1-2 dB greater
than for the other data sets. This difference is also visible in the polar plot. Part of
it is probably caused by the 15 cm offset of the POR from the horn. At 4 kHz the
corresponding phase error is of the order of 10◦. The resulting small angular shifting of
minima and maxima in the directional patterns, as in Fig. 2.28e, will lead to relatively
large level differences in Fig. 2.29a because the compared curves have steep slopes as a
function of angle.
With respect to the magnitude model, among all three setups the version based on
individual sources has by far the smallest deviations from the measurement. The largest
error of this most accurate magnitude-only data set is in the crossover frequency range.
This could be explained by the fact that in this range the phase relationships between
low-frequency and high-frequency units play a role. But by definition the magnitude
model neglects the inherent phase response and thus differences between the transduc-
ers. In contrast, below and above the crossover frequency only the phase difference
between the LF units or the HF units, respectively, matters. In this frequency range
the phase difference at the receiver is generally small since the directional data for the
involved sources are the same and investigations take place in the far field where the
receive angle is roughly the same for both transducers. Neglecting phase data under
these conditions will cause only a small error in the result.
The magnitude model based on full-range data with the point of rotation at the horn
provides expectedly good results above the crossover frequency, where the HF units dom-
inate the vertical response. Interestingly, the version measured about the port yields
fairly good results in the crossover range. This is supposedly so because in this frequency
range the location of the port seems to establish an average acoustic center between the
horn and the woofer.
Overall the magnitude model shows significantly greater deviations than the complex
model whenever the POR was not located at the center of the active source during the
measurement. It also shows larger errors when different types of sources are combined,
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(a) Complex model, 1000 Hz.
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(b) Magnitude model, 1000 Hz.
Figure 2.28.: Comparison of predictions using two full-range sources and POR at port
(-.-), two full-range sources and POR at horn (- -), four sources (−) and measurement
(+), HF-HF setup, at 1/3 octave bandwidth.
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(c) Complex model, 1600 Hz.
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(d) Magnitude model, 1600 Hz.
Figure 2.28.: Continued.
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(e) Complex model, 2500 Hz.
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(f) Magnitude model, 2500 Hz.
Figure 2.28.: Continued.
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(g) Complex model, 500 Hz.
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(h) Magnitude model, 500 Hz.
Figure 2.28.: Continued.
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(a) Complex model.
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(b) Magnitude model.
Figure 2.29.: Mean deviation of prediction results using two full-range sources and POR
at port (-.-), two full-range sources and POR at horn (- -), and four sources (−) relative
to measurement, HF-HF setup, averaged over ±60◦.
such as LF and HF unit. For the remainder of the parameter space the accuracy of the
magnitude model is comparable to the complex model.
In this section, and also in the following comparisons, one point is remarkable regarding
the correlation between measured and predicted directivity. In many cases the measured
data seem to be slightly different with respect to the shape and extent of the maxima
and minima; especially the maxima are broadened and the minima seem not as deep
as in the prediction. This can be explained by the fact that in the real world there
is always a small amount of random averaging involved that is, for example, due to
moving air, diffraction effects, and the finite size of the microphone. On the contrary,
the computation is usually artificially precise and may exhibit poles that cannot be
measured by any normal technical means. Therefore extreme values appear slightly
smoothed in measurement compared to prediction.
Related to that there is another potential source of error, namely the evaluation of the
vertical directional response based on normalizing to the maximum. If the measurement
does not capture the maximum level as accurately as the modeling output due to above
effects or slight angular positioning errors, the level for other directions relative to the
maximum is increased erroneously.
One can also notice another typical deviation that occurs here as well as for the
other setups with multiple loudspeakers. Especially in off-axis direction around 60◦ to
120◦ there are systematic differences in the level and the location of the lobe structure.
They appear primarily in the low- to mid-frequency range. These deviations seem to be
caused by wave-based coupling and diffraction effects that originate from the adjacent
loudspeaker box. Since the GLL models in this chapter are based on point sources that
were measured for a single box, such effects cannot be accounted for. This issue will be
discussed in greater detail in Chapter 3 when the focus is on line array modeling.
With respect to the back side of the loudspeaker or loudspeaker cluster a pattern in
the deviations can be recognized, as well. Not unexpectedly, neither the complex model
nor the magnitude model can accurately reproduce the rearward radiation behavior.
On the one hand, the loudspeaker is usually mounted at its back side. Naturally, these
physical connections will change the directional response. Also, when the back side of the
loudspeaker faces the microphone, normally its front side faces the measurement robot or
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turning construction. Depending on the front-to-back ratio of the loudspeaker’s radiation
level, sound reflected by the robot may enter into the measurement as a noise floor.
Naturally, aforementioned diffraction and shadowing effects by the adjacent loudspeaker
cabinets will also affect the back-side measurement.
Another interesting effect concerning the back side can be recognized: Mostly, the
magnitude model shows a more pronounced lobe structure than the complex model.
This can be explained by the fact that by considering only phase contributions based
on the propagation time, the rearward sound is more coherent in the magnitude model
than it is in reality. Including measured phase data with the complex model seems to
establish a level of randomness that leads to more realistic results when sources are
combined.
The last Figure 2.28h shows the results for the magnitude model at 500 Hz. For the
given loudspeaker the critical frequency for the woofer is about 150 Hz when the POR
is at the location of the horn and about 300 Hz when the POR is at the port. This is
reflected by the vertical directional response close to critical frequency. It shows a better
qualitative agreement between measurement and magnitude model when using the port
as the point of rotation.
LF-LF Setup
The LF-LF setup consists of two loudspeakers that are stacked woofer-to-woofer (Fig.
2.27b). Calculation results are shown in Fig. 2.30. Again, the vertical directional
response of the complex model and of the magnitude model is displayed. The same
frequencies and parameters were used as for the HF-HF setup. Fig. 2.31 displays the
average deviation of measurement and model over an opening angle of ±60◦.
The findings are very similar to the horn-to-horn setup, as well. The complex model
yields good results for the different versions of data although the setup with two full-
range sources measured about the port shows the largest deviations in comparison.
These are mostly within a range of ±2 dB for the front side.
In contrast to the complex model, the magnitude model can be considered as sat-
isfyingly accurate only if individual sources are used which are measured about their
respective centers. Nonetheless, all of the complex model versions seem to be at least as
accurate or better.
It is worth pointing out that the limits of the measurement resolution for the com-
bined loudspeakers appear to be reached at about 2500 Hz where the lobe structure is
only barely resolved. To further emphasize that, the complex model is also compared
at the frequency of 4000 Hz in Fig. 2.32. Here, the maxima of the directional response
function of the cluster are spaced approximately 2.5◦ apart. At this frequency, the 5◦
measurement data show highly variable results due to sampling errors. The simulation
results sampled exactly in 5◦ intervals even show an entirely wrong curve for the front
section due to systematic undersampling. This demonstrates that, for directional mea-
surements of a simple loudspeaker arrangement like this, an angular resolution of 5◦ is
by far not enough if accurate prediction results are desired for frequencies above 2 kHz.
55
2. Modeling Small Sound Sources
  10
  20
  30
  40
30
210
60
240
90
270
120
300
150
330
180 0
(a) Complex model, 1000 Hz.
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(b) Magnitude model, 1000 Hz.
Figure 2.30.: Comparison of predictions using two full-range sources and POR at port
(-.-), two full-range sources and POR at horn (- -), four sources (−), and measurement
(+), LF-LF setup, at 1/3 octave bandwidth.
While a high angular measuring resolution may solve the problem described here, this is
not recommended. For applications in simulations it is obvious that rather than measur-
ing the cluster system at an angular resolution much higher than 5◦, one should instead
consider measuring the individual sources involved at 5◦ and using them in combination.
It should be remarked that in Figs. 2.29 and 2.31 only the relevant frequency range
is shown. For the above reasons, at higher frequencies the angular resolution of 5◦ for
the measurement data points is not high enough to allow for a useful comparison with
the prediction results. At frequencies below ca. 350 Hz off-axis diffraction effects start
dominating the average deviation of the model from the measurement, and the computed
difference depends strongly on the exact limits of the averaging interval.
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(c) Complex model, 1600 Hz.
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(d) Magnitude model, 1600 Hz.
Figure 2.30.: Continued.
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(e) Complex model, 2500 Hz.
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(f) Magnitude model, 2500 Hz.
Figure 2.30.: Continued.
57
2. Modeling Small Sound Sources
500 1000 2000
0
2
4
6
8
10
Frequency / Hz
M
ea
n 
D
ev
ia
tio
n 
/ d
B
(a) Complex model.
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(b) Magnitude model.
Figure 2.31.: Mean deviation of prediction results using two full-range sources and POR
at port (-.-), two full-range sources and POR at horn (- -), and four sources (−) relative
to measurement, LF-LF setup, averaged over ±60◦.
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Figure 2.32.: Comparison of predictions at angular resolution of 2.5◦ (−), resolution of
5◦ (- -) and measurement at 5◦ (+), LF-LF setup, complex model using 5◦ CDPS data,
for 4000 Hz at 1/24th octave bandwidth.
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Side-By-Side Setup
The side-by-side setup consists of two loudspeakers arranged horizontally at an opening
angle of 40◦, see Fig. 2.27c. Interaction among sources now takes places in both the
horizontal and the vertical domain. Fig. 2.33 displays the horizontal directional response
around crossover as well as the vertical directional response at the crossover frequency
of 1600 Hz, for the complex model. The results agree with the previous findings. There
are no significant differences in the horizontal domain and only small deviations in the
vertical domain. These are similar to the ones discussed before.
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(a) Horizontal plane, 1000 Hz.
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(b) Horizontal plane, 1600 Hz.
Figure 2.33.: Comparison of predictions using two full-range sources and POR at port
(-.-), four sources (−) and measurement (+), side-by-side setup, complex model, 1/3
octave bandwidth.
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(c) Horizontal plane, 2500 Hz.
  10
  20
  30
  40
30
210
60
240
90
270
120
300
150
330
180 0
(d) Vertical plane, 1600 Hz.
Figure 2.33.: Continued.
2.4.3. Crossover Design with Multi-Way Loudspeakers
So far the focus was on combining multiple sources and comparing the calculation result
with measurement data for the same setup. The problem becomes more complex when
considering systems where additionally filter functions are applied to each source. In this
section it will be demonstrated that loudspeakers with electronic filters can be accurately
reproduced by the CDPS model [100]. Based on eq. (2.1) the coherent combination of
point sources j is given by the complex sum of the corresponding pressure values at the
receive location ~r:
pSum(~r, ω) =
∑
j
pj(~r, ω). (2.37)
For a linear system and filter transfer functions that do not depend on the rest of the
loudspeaker one can simply write
pSum(~r, ω) =
∑
j
hj(ω)pj(~r, ω), (2.38)
where hj(ω) represents the complex transfer function of the filter that is applied to
the acoustic source j. This concept requires that filters are given independently from
the data of the acoustic source, either as a modeled or as a measured complex-valued
frequency response. If this condition is fulfilled, eq. (2.38) indicates that one may also
use the CDPS model to optimize the filter functions hj based on given pj in order to
achieve a desired result pSum. Accordingly, not only the applicability of the CDPS model
to active and passive loudspeakers will be demonstrated but it will also be shown how
the filter settings for a multi-way loudspeaker system can be optimized in the software
domain only.
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On-Axis Response
As an introductory example the on-axis response of a modeled two-way loudspeaker
is investigated. The loudspeaker under test is a Peavey SP-1G with a horn and a
woofer. Their measured on-axis transfer functions are shown in Fig. 2.34a. The crossover
frequency is located at about 1.5 kHz which is also indicated by the measured filter
transfer functions in Fig. 2.34b. The result according to eq. (2.38) is presented in Fig.
2.34c. Clearly, there is a good match between the measured and the modeled on-axis
frequency response for the combined system of transducers and filters.
Active and Passive Loudspeakers
The next comparison uses the active and the passive version of the Renkus-Heinz
SG/SGX 151 loudspeaker model. The passive setup utilizes an analog filter network
that is built into the loudspeaker box. Its crossover frequency is located at about 2
kHz. The active setup was realized using an external DSP controller with the crossover
frequency approximately at 1600 Hz. For both setups the transfer functions of the filters
were measured. Their magnitude is shown in Figures 2.35a and 2.36a.
After that, full-range directional measurements were made and compared with the
prediction that utilizes the individual sources and the crossover filters. The results
for the vertical directional response at crossover frequency are shown in Figures 2.35c
and 2.36c. Evidently, the agreement is very good. The simulation of the full-range
loudspeaker is capable of imaging the real full-range system for different filter settings,
both using analog filter networks and DSP-implemented filters. In addition to that,
Figures 2.35b and 2.36b show the directivity index (DI) as derived from the full-sphere
directional data for both measurement and calculation results. This underlines that the
introduced approach can be utilized to predict characteristic figures of loudspeakers as
well.
It should be noted that the small deviations towards the lower frequencies may be
caused by the increased influence of the time windowing that was slightly different for
the full-range and for the woofer measurement. It should also be mentioned that both
filter settings are of preliminary nature as the manufacturer indicated.
Compared to active or DSP-controlled loudspeakers, more care must be taken when
measuring or modeling the filter networks of passive loudspeakers due to their interaction
with other circuit sections and the transducers [100].
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(a) Woofer (- -) and horn (· · · ) measured without
filtering.
32 63 125 250 500 1000 2000 4000 8000 16000
−40
−35
−30
−25
−20
−15
−10
−5
0
5
10
Frequency / Hz
Le
ve
l /
 d
B
(b) Measured low-pass filter applied to woofer (-
-) and measured high-pass filter applied to horn
(· · · ).
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(c) Full-range measurement (+) and response re-
constructed from individual measurements (−).
Figure 2.34.: Comparison of measurement with prediction using two sources with filters,
on-axis magnitude response at 1/24th octave bandwidth, Peavey SP-1G loudspeaker.
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(a) Measured low-pass filter applied to woofer (-
-) and measured high-pass filter applied to horn
(· · · ).
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(b) Prediction (−) and measurement (+) of direc-
tivity index DI.
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(c) Prediction (−) and measurement (+) of verti-
cal directional response, 1600 Hz at 1/3rd octave
bandwidth.
Figure 2.35.: Comparison of measurement with prediction using two sources with filters,
two-way active loudspeaker, Renkus-Heinz SG151.
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(a) Measured low-pass filter applied to woofer (-
-) and measured high-pass filter applied to horn
(· · · ).
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(b) Prediction (−) and measurement (+) of direc-
tivity index DI.
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(c) Prediction (−) and measurement (+) of verti-
cal directional response, 2000 Hz at 1/3rd octave
bandwidth.
Figure 2.36.: Comparison of measurement with prediction using two sources with filters,
two-way passive loudspeaker, Renkus-Heinz SGX151.
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Crossover Optimization
The process of optimizing the directivity of a loudspeaker system using the CDPS model
is not all that different from conventional methods. One of the prime differentiating fac-
tors is that once the directional data sets for the individual source (transducer) have
been measured the full-range system directivity is calculated. Any arbitrary filter, gain,
or delay may be applied to each source individually and the system directivity recalcu-
lated. Therefore, the time-consuming process of measuring and re-measuring the system
directivity during the design phase can be eliminated.
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(a) Measured, configuration with initial Linkwitz-
Riley filters.
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(b) Predicted, configuration with optimized asym-
metrical Butterworth filters.
Figure 2.37.: On-axis magnitude response of active two-way loudspeaker for woofer (-
-), horn (· · · ), and combined (−) with filters applied, TCS Audio TM112.
A two-way loudspeaker from TCS Audio (TM112) comprised of a 12-inch woofer and a
similarly sized horn is used to demonstrate a typical optimization process. A GLL model
was created with the measured directional response data of each individual source. This
model was then used to apply crossover and equalization filters to these sources.
The initial configuration of the system consisted of a fourth-order Linkwitz-Riley low-
pass and high-pass filter setting at 1.6 kHz for the woofer and for the horn, respectively.
Its on-axis frequency response is shown in Fig. 2.37a. Since the horn is located above the
woofer, the vertical directional response can be optimized, such as for high uniformity
and smoothness. A look at the 6-dB beamwidth plot of the initial setup reveals a
significant narrowing of the vertical opening angle between 1 kHz and 2 kHz (Fig. 2.38a).
By taking into account the acoustical response of the woofer and the horn (both
magnitude and phase), more appropriate low-pass and high-pass filter functions were
selected. These new filter functions better complement the acoustic response of the
transducers to yield a better overall system response as shown in Figures 2.37b and
2.38b. The new filters were a fourth-order Butterworth LP at 1.6 kHz and a fifth-order
Butterworth HP at 2.0 kHz. Some additional minor equalization was also employed.
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(a) Measured, configuration with initial Linkwitz-
Riley filters.
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(b) Predicted, configuration with optimized asym-
metrical Butterworth filters.
Figure 2.38.: Vertical beamwidth of active two-way loudspeaker for woofer (- -), horn
(· · · ), and combined (−) with filters applied, TCS Audio TM112.
The vertical beamwidth through the crossover region is now much more consistent. The
bandwidth over which the coverage angle decreases has been greatly narrowed; from
more than one octave to approximately 1/5th octave.
Note that the beamwidth of the horn is not well defined for the lower frequencies.
Similarly the beamwidth for the woofer is not defined in the high-frequency range.
As a consequence the beamwidth plots show some artifacts for these regions. While
beamwidth plots only yield a snapshot of the coverage, they are useful for rough com-
parison. More details of the directivity in the vertical plane can be seen e.g. in the
vertical directivity map [100].
In order to verify the prediction, the optimized directivity filters were implemented
on a readily available DSP unit. This DSP was used to drive two identical amplifier
channels that powered the LF and HF sections of the loudspeaker system. The vertical
directional response of the GLL model and of the measured system are shown in Fig.
2.39 for the crossover frequency of 1.9 kHz. The plot shows that there is good agreement
between the prediction and the measurement.
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Figure 2.39.: Prediction (−) and measurement (+) of vertical directional response, con-
figuration with optimized asymmetrical Butterworth filters, 1900 Hz at 1/3rd octave
bandwidth, TCS Audio TM112.
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2.4.4. Column Loudspeakers
The last part of this validation of the CDPS model is concerned with the comparison
of measurement results with modeling results for two different column loudspeakers, the
Alcons Audio QR36 ribbon loudspeaker and the Renkus-Heinz Iconyx IC-16 steerable
array (Fig. 2.40).
(a) Alcons Audio QR18. (b) Alcons Audio QR36. (c) Renkus-Heinz IC-16.
Figure 2.40.: Column loudspeakers.
Simple Column Loudspeaker
As a first example, directional measurement data are compared with the predicted per-
formance of a simple column loudspeaker. The simulation results were obtained by
modeling a stack of two Alcons Audio QR16 loudspeakers (Figs. 2.40a, 2.40b) on the
basis of a single full-range directional data set. This stacked loudspeaker setup is phys-
ically identical to a QR36 loudspeaker which was measured for comparison.
Figure 2.41 shows the vertical directional response of the simulated and measured
QR36 system at different frequencies. Clearly, there is a good match especially for the
front half. However, at higher frequencies, such as 10 kHz (Fig. 2.41d), a mismatch
becomes apparent. It is caused by the insufficient angular resolution of the 5◦ measure-
ment data that is the basis for the model (see Sections 2.4.2 and 3.2.3). This aspect
is particularly important for ribbon loudspeakers like the QR18 and QR36 which are
normally highly directed in the high-frequency range.
This example shows that a set of acoustic sources or drivers (in this case four) can
be measured as a single data set and then used to describe the radiation characteristics
of a system that utilizes multiple such data sets. Especially in this case, the QR36
system with a height of about 1 m reaches the physical limitations of any 3D full-sphere
measurement system for loudspeakers available today. It may even be possible to handle
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(a) 500 Hz.
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(b) 1000 Hz.
Figure 2.41.: Prediction using two large full-range sources (−) and measurement (+),
complex model, vertical directional response, 1/3 octave bandwidth, Alcons Audio
QR36.
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(c) 2000 Hz.
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(d) 10000 Hz.
Figure 2.41.: Continued.
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boxes of greater extension mechanically. However, the measuring distance becomes too
short compared to the loudspeaker size in order to be still approximately in the far field.
Digitally Steered Column
The second example is a column loudspeaker that is digitally steerable by means of
an embedded DSP controller. The loudspeaker is 2 m tall and consists of 16 separate
output channels each driving a set of of three transducers, namely a cone driver and two
dome-tweeters mounted on top of it. The triplets are equally spaced along the height
of the array, see Fig. 2.40c. Due to the loudspeaker’s extent, both measurements and
simulations were performed in the near field of the device, at approximately 6.5 m. For
the comparison a DSP setting was used that represents a nominal opening angle of 20◦
without inclination of the beam. The effective origin of the beam was chosen to be in
the middle of the array. The system was modeled on the basis of the raw measurement
data for one triplet of transducers and separate DSP filter settings for each channel.
It was then compared with measurement results for the column using the same filters.
This setup is obviously similar to the foregoing Section 2.4.3, but in this case multiple
full-range sources are equipped with filters and not a crossover system.
Figure 2.42 shows the measured and simulated vertical directional response for selected
frequencies. The displayed frequencies depict the polar characteristics below the aliasing
frequency (2.42a), close to it (2.42b) and above it (2.42c). There is a good match of the
main lobe and the first side lobes which continues even up to 10 kHz (2.42d).
In the area of 60◦ to 120◦ off-axis for the mid-frequency range deviations of up to
about 10 dB are visible. The vertical asymmetry of the measurements for the symmetric
loudspeaker indicates measurement errors. In fact, these are largely artifacts due to high-
level reflections at the measurement robot. Even though some absorption materials
were in place, these artifacts could not be suppressed entirely. Additionally, there is
only a single main lobe in the frequency range considered, and the directional data are
normalized to this peak. This is an error-sensitive situation, because when the on-axis
measurement does not exactly capture the maximum of the main lobe, the level for
other, off-axis angles is increased artificially due to the normalization to this peak (see
also Chapter 3). In any case it should be noted that the levels discussed are on average
20 dB or more below the main lobe.
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(b) 2000 Hz.
Figure 2.42.: Prediction using 16 full-range sources with DSP filters (−) and measure-
ment (+), complex model, vertical directional response, 1/3 octave bandwidth, Renkus-
Heinz IC-16.
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(d) 10000 Hz.
Figure 2.42.: Continued.
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2.5. Summary and Open Problems
It was shown that when combinations of sources are to be simulated the use of complex-
valued directional data for describing the radiation characteristics of sound sources is
significantly more precise than using only magnitude data. Magnitude-only data may
yield satisfying results when each acoustic source or transducer is measured and modeled
individually. It is a pre-condition, however, that for each source the inherent phase
response can be neglected and the exact origin of the radiated sound wave is determined
in 3D. Both requirements represent severe limitations for practical application.
The CDPS model resolves a number of problems that were connected with table-
based or magnitude-only data. But it should be emphasized that this model is based
entirely on the assumption of point sources in the high-frequency limit. Boundary and
diffraction effects by the loudspeaker enclosure or adjacent boxes can only be accounted
for indirectly, namely by including them in the directional measurements. Also, in its
description of loudspeakers as electro-acoustic devices the practical implementation of
the CDPS model by means of the GLL concept has several shortcomings, still. These
include in particular:
• Although filter functions are fully supported, electronic coupling among compo-
nents of a loudspeaker, such as between a passive filter network and a transducer,
are not. This requires a two-port modeling approach which is essentially only
important for passive loudspeakers.
• The maximum sound pressure level for each source is determined by its sensitivity
and a given maximum input voltage. But in practice the latter quantity is not
well defined with respect to its actual criterion. Additionally, slightly below and
everywhere above that line, the loudspeaker still radiates sound but with a rather
nonlinear response behavior.
• Another aspect worth mentioning is the treatment of uncertainties regarding the
actual directional data. This applies to both, the measurement process as well as
the variation among different production samples of the same loudspeaker model.
The issue of sample variation will be addressed to some extent in Chapter 3.
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The concern of the previous chapter has been small sound sources primarily. They have
been defined as acoustic sources that are used mainly in their far field and that can
be considered as point sources. In this chapter large sound sources will be discussed
which cannot be approximated by a single point source because they are used into their
near field. Spatially extended sound sources from the electro-acoustic domain [38], [39],
[40], [41] will be considered, but not physically large sources that radiate sound in an
incoherent manner, such as highways with heavy traffic. Typical representatives from
the field of sound reinforcement include:
• Touring or concert line arrays consisting of a large amount of cabinets that are
mounted below each other at different splay angles (see e.g. Figs. 1.3, 3.10, 3.22),
• Large column loudspeakers which consist of many small transducers with or with-
out digital control (see e.g. Fig. 2.40),
• Loudspeaker clusters which consist of an array of loudspeakers that are usually
arranged in a matrix-like form in both the vertical and horizontal domain,
• Piston-like loudspeakers which have a rectangular or circular shape and consist of
many small elemental loudspeakers,
• Loudspeakers that consist of one or multiple ribbon transducers which provide
highly directional radiation patterns.
As diverse as this selection may seem, all of these systems have in common that
their purpose is not only increased output sound power but also enhanced directional
control. For these reasons, such systems are relatively large compared to conventional
loudspeakers; usually they are several meters tall. Their design is intended to optimize
the interaction between individual elements in order to minimize destructive interference
effects and generate a coherent wave front.
It will now be discussed how these acoustic sources can be modeled, with a focus on
the example of a finite line source. In the next section existing practices will be reviewed
briefly. After that a new, more advanced approach called CDPS decomposition will be
introduced and its accuracy demonstrated [50]. Finally the effect of production variation
of loudspeakers on the performance of an array of loudspeakers and the corresponding
model will be examined.
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3.1. Conventional Source Models
It is immediately clear that the more complicated the design and the control of a sound
source or loudspeaker system, the greater the need for appropriate modeling facilities.
Accordingly, a variety of different approaches have been introduced in the past in order
to describe the aforementioned types of sources numerically for the purpose of acoustic
simulation, e.g. [103], [104], [105], [106], [107], [108], [109], [53]. The most important
methods will be outlined in the following sections.
All of these models share some basic concepts. They try to simulate both near field
and far field of comparably large sound sources. Also, they typically use measurement
data that are limited to magnitude data and that are acquired at significantly fewer
points than a regular directional data set. This type of approach was maybe most
feasible ten or fifteen years ago when the acquisition of reliable phase data was still
considered complicated and when performing full-sphere directional measurements was
relatively difficult. However, there are inherent drawbacks to these simplified methods
that cannot be overcome easily. These drawbacks have become a dominant factor now
that more advanced measurement and modeling methods are available.
For a start, the simple example of a straight, finite line source should be used. Most
of the algorithms mentioned above try to model linear or curved sources in order to
reproduce the wave front generated by a transducer array or a wave guide. But basically
for any physically large source there is no closed analytical solution that can be used in
a simple computer model. Although the analytical definition of the finite line source is
known, the solution of the problem is difficult. The same is true, e.g., for the circular
source and the rectangular source.
The finite line source is accurately determined by the integral
p(r, θ, t) = A0
L/2∫
−L/2
1
r′
ei(ωt−kr
′)dx, (3.1)
where p is the complex pressure at the receiver distance r and angle θ at a time t, with
r relating to the center of the line source. The integral covers the length L of the line
source in elements dx where r′ denotes the distance of the element to the receiver (see
Fig. 3.1). The complex radiation amplitude is denoted by A0, ω is the radial frequency
and k is the wave number [1].
Such integrals can be resolved by making appropriate simplifications, such as the far-
field approximation or the decomposition into elementary sources. The latter is related
to numerical integration which is a viable option in some cases, as well.
3.1.1. Far-Field Model
One of the most commonly used approaches for solving problems of the kind of eq. (3.1)
is to apply a far-field assumption. By definition, this approximation cannot account for
near-field effects. However, it provides at least an accurate description for large receive
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Figure 3.1.: Geometry of finite line source.
distances and a reasonable estimate for the transition region between near field and far
field.
Far-Field Condition
The far field is normally considered as reached at distances where an extended source
can be approximated by a point source1. However, only at infinite distance the point
source behavior is truly assumed. Because the transition from the near field into the
far field is smooth, a quantitative condition must be given that defines how large the
deviation from the exact asymptotic state is allowed to be in order for a location to be
still in the ”approximate far field”.
There are various ways to define such a condition. They normally involve the assump-
tion that the receive distance r is large compared to the dimensions of the source, L.
Also, the size of the source relative to the wavelength λ = 2pi/k plays a role. A typical
condition is given, for example, by limiting the phase error at a finite receive distance
relative to an asymptotically infinite receive distance.
Here it is assumed that this deviation can be approximated by the propagation phase
difference between the closest and the furthest point of the source at a receive location
relative to infinite distance. These three points span a triangle whose sides are estab-
lished by the connection line D between the closest and the furthest point, the shorter
leg R, and the longer leg p+ q (see Figs. 3.2a and 3.2b).
Accordingly, at the receiver location the difference ∆R between the path lengths from
the two source points is given by:
∆R = p+ q −R. (3.2)
Relative to the far field, where R ≡ q and thus the path length difference ∆∞ = p, one
obtains a propagation phase difference of
∆φ =
2pi
λ
(∆∞ −∆R) = 2pi
λ
(R− q). (3.3)
1One also speaks about the property that the connecting lines between different points of the extended
source and the receiver are considered parallel in the far field. In optics this is known as the
Fraunhofer condition [110].
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Figure 3.2.: Far-field approximation of finite line source.
Introducing the angle ² between the line through the two source points and the perpen-
dicular of the long side, p+ q, yields
∆φ =
2pi
λ
(R−
√
R2 −D2 cos2 ²). (3.4)
Since one can assume that D ¿ R, only first-order terms may be kept and one finds:
∆φ ≈ piD
2 cos2 ²
λR
. (3.5)
For a given phase error ∆φ this yields a condition for the nominal far-field radius RFar:
RFar >
piD2 cos2 ²
λ∆φ
. (3.6)
Looking for a simple lower-bound estimate of RFar one may conservatively use cos
2 ² ≤ 1
so that:
RFar >
piD2
λ∆φ
. (3.7)
Assuming that the phase error should not exceed pi, the receiver location must satisfy:
RFar >
D2
λ
. (3.8)
Note that for small angles ², in directions close to the radiation axis, the closest source
point is the perpendicular projection of the receiver point on the line source (Fig. 3.2b).
This equates to L/2 ≤ D < L when ² < arctan(L
R
) and D = L when ² ≥ arctan(L
R
). For
a different shape of the extended source, D must be determined accordingly.
For the on-axis direction with ² = arctan( L
2R
) one has D = L/2. For a phase error
of pi, the receiver location must therefore satisfy:
RFar >
L2
4λ
. (3.9)
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For off-axis directions D = L applies, so that
RFar >
L2
λ
. (3.10)
In many electro-acoustic applications it has become common to set the far-field radius
to
RFar >
L2
2λ
. (3.11)
To conclude, the derivation of the far-field condition was demonstrated only for the
straight line source but the method can be easily generalized to any spatially extended
source.
Far-Field of the Finite Line Source
Eq. (3.1) can be solved for the ideal far field [1]. This assumption means that the
denominator can be approximated for large distances r′ ≈ r so that it does not depend
anymore on the integration variable x. The phase in the exponent must be treated more
carefully since the term may depend strongly on the angle. Therefore the first order
correction has to be included, r′ ≈ r − x sin θ, which leads to
p(r, θ, t) =
A0
r
ei(ωt−kr)
L/2∫
−L/2
eikx sin θdx. (3.12)
This integral can be solved and one obtains:
p(r, θ, t) =
A0L
r
sin(1
2
kL sin θ)
1
2
kL sin θ
ei(ωt−kr). (3.13)
Obviously, this far-field solution is given by a simple point source with a directional term
that can be considered as a sinc function over the angle θ.
3.1.2. Far-Field Cluster of Directional Point Sources
A topic that is related to the far-field approach for a single, large source is the com-
bination of multiple point sources in a so-called cluster [104], [105]. In this case it is
defined as a single, virtual sound source that reproduces the far-field properties of the
loudspeaker arrangement. The directional response of the cluster can be determined by
accounting for the directional response of each point source as well as for the offset of
each source relative to the other point sources. In particular for applications where the
zones of interest are located in the far field of the entire cluster itself, this method can
reduce the overall calculation effort significantly. That is because the far-field directional
response only needs to be computed once for each cluster configuration and can then be
used subsequently for many mapping points, calculation runs, and room models.
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For many years, this approach was the only practical way of modeling large sound
systems. Until roughly ten years ago it was impossible or at least difficult to treat
the individual point sources throughout a system modeling process including detailed
numerical computations, such as ray-tracing. It was similarly impractical to measure
the directional function of the cluster as a whole.
However, there are some general disadvantages to this approach that should be men-
tioned shortly. Naturally, the configurability of loudspeaker clusters cannot be accounted
for without re-determining the far-field directional data after each change of the setup.
When the optimization of the setup takes many iterations, this additional calculation
step may cause a significant overhead. Also, by definition the validity of the approach
is limited to the far field of the system and does not allow for realistic near-field results.
Finally, depending on the available directional data there may be aliasing problems
[111]. The resolution of the measurement data for the individual sources must be high
enough in order to allow for meaningful interpolation since the spatial data points of
the resulting cluster data do not coincide normally with the data points of the included
sources. In many cases, accurate results will necessitate acquiring phase data for the
included sources, too.
Given the increase in computing power and memory over the last decade the reduc-
tion of the loudspeaker array to a single source is not necessary anymore. Rather, the
sum of point sources can be used directly. One can use the time-independent version of
the propagation equation (1.4) to calculate the overall sound pressure produced by an
array at the receiving location based on the combination of the individual elements j of
the array,
p(~r, ω) =
N∑
j=1
pj(~r, ω), (3.14)
where each summand pj represents a particular loudspeaker in the array of N elements.
This pressure function pj would normally be given by eq. (1.9), so that
p(~r, ω) =
N∑
j=1
g(Aˆj)
|~r − ~rj|e
−ik|~r−~rj |, (3.15)
where Aˆj is the angle- and frequency-dependent complex radiation function.
However, like the cluster approach, in practice this method was limited by the fact that
loudspeaker phase data were normally not accounted for which means Aˆj ≡ |Aˆj| and g ≡
|g|. In most cases only the phase due to the propagation delay, k|~r−~rj|, was taken into
account for each source when calculating the complex sum. The same issue was discussed
in Chapters 1.3 and 2 in the context of modeling small sound sources. Eventually, the
inaccuracy of these results led to a number of derived or alternate approaches some of
which will be introduced in the next sections.
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3.1.3. Numerical Solution
A relatively simple method of solving problems, e.g., as given by eq. (3.1), is the brute-
force numerical solution of the source integral. In this case the continuous integral is
approximated by the discrete sum
p(r, θ, t) = A0
L
N
N∑
j=1
1
r′j
ei(ωt−kr
′
j). (3.16)
This representation has an interesting practical interpretation. The number of sum-
mands corresponds directly to the amount of imagined elementary sources j arranged
in an array. The spacing L/N equates to a spatial resolution which defines the upper
frequency limit for the validity of the numerical solution.
However, this solution is only applicable when the curvature and location of the source
are known and well defined. In practice, many loudspeaker systems exhibit radiation
characteristics similar to e.g. a finite line source but the origin of the propagating wave
may be something different than a line source. This has led to methods that try to
reproduce the resulting wave front instead of the actual source of the sound wave.
Elementary Sources Approach
The Huygens principle [112], [113] states that a propagating wavefront can be reproduced
by a set of discrete, omnidirectional point sources located on that wavefront, e.g. similar
to eq. (3.16). Various attempts have been made to employ Huygens’ principle as a
computational radiation model for curved or linear sound sources; see, for example,
[106], [107].
In its simplest form this concept is only applied in the vertical domain. The radiation
from the mouth of a horn or waveguide is measured at a specific distance and then
modeled by a linear array of omnidirectional point sources, which are located close to
each other compared to the wavelength and which represent a line of constant phase.
More advanced versions allow curved or arbitrarily shaped vertical arrays of directional
sources. Beyond the purely vertical domain this Huygens model can be extended to the
horizontal domain as well by utilizing two-dimensional arrays of sources to represent
two-dimensional sound-radiating surfaces.
All of these approaches need to be combined with an extensive set of actual measure-
ment data. The more degrees of freedom are available regarding source count, direction-
ality, and placement, the more measurements are needed to find optimal reproduction
parameters. Due to the complexity of the optimization process and its convergence
for the more advanced models, the calibration of such a source array can be a tedious
procedure.
It is an advantage of this approach that no phase data have to be acquired directly,
especially compared to the CDPS model, introduced earlier. It is also sometimes benefi-
cial that a well-defined Huygens model is able to reproduce the near field of the radiating
source where the CDPS model relies on far-field data.
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On the other hand, the computational efforts for the directivity prediction are much
higher. Considering a resolution requirement of a half-wavelength, to be valid up to 10
kHz a vertical model of a 0.3 m line source has to include at least 18 sources. Compared to
the CDPS model of the cabinet, possibly using just a single source, necessary calculation
times are higher by an order of magnitude. Extensions to the horizontal domain further
increase the computational demands.
Another disadvantage of the Huygens approach is its lack of generality regarding
off-axis radiation angles. Naturally the wavefront principle cannot be applied when
planes of constant phase are difficult to measure or do not exist. This is true especially
for the sides and the back side of a typical loudspeaker cabinet. In addition to that,
wavefront models that consist of only a vertical array of sources need to approximate the
pressure radiation for the horizontal domain. This is often accomplished by including a
conventional directivity measurement of the horizontal plane. However, it is questionable
and remains to be proven that for the diagonal planes there exist interpolation methods
of satisfying accuracy.
3.1.4. Integral Methods
A very accurate solution to the problem of determining the acoustic field exterior to
an object with radiating elements exists in the form of BEM [21]. Unfortunately an
application of the method to a complete array over the entire audible frequency range
poses a substantial computational difficulty. Largely for this reason researchers have
concentrated on utilizing BEM only for individual radiating components within a single
array element.
In an effort to reduce the scale of the problem some attempts have been made to
apply Rayleigh integral techniques [114] to characterize a radiating component within
an array. The complex pressure or normal velocity is deduced over a small flat surface in
front of the component. Once known, the exterior field can be determined in front of the
plane. The idea is then to tessellate these surfaces to simulate an array. Leaving aside
the inability of the approach to model the rearward radiation there remains the problem
of acquiring the surface data. One method is to make some polar measurements of the
device and use them as a target in an optimization loop that attempts to determine
the surface data [108]. Direct measurement of the data may also be possible [109].
Alternatively, for horns one could view the problem as an interior BEM solution, with
appropriate boundary conditions on the imagined surface, thus obtaining surface data
based on the real horn geometry [53].
Assuming accurate surface data for one component to be available, there still remains
the problem of the influence of the rest of the array. To illustrate this, a mid-frequency
horn in a medium-sized touring line array has been modeled using BEM. Fig. 3.3a
shows the 400-Hz pressure magnitude on an imagined surface just behind the grille.
The surface extends over a six-box array with the active box at second position from
the top. Fig. 3.3b shows the effect of simply placing inactive elements above and below
the active one. Obviously one will obtain quite different results for the exterior fields
for these two configurations at this frequency.
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(a) Imagined surface in front of isolated loud-
speaker.
(b) Imagined surface in front of an array of six
loudspeakers with only the second box being ac-
tive.
Figure 3.3.: Modeled pressure magnitude at frequency of 400 Hz. Light colors indicate
zones of high pressure magnitude, dark colors represent zones of low pressure magnitude.
The integral approaches can be useful for designing components or modeling isolated
loudspeakers. However, when applied to wide-band array predictions they have similar
limitations as the CDPS model of a single loudspeaker cabinet. Many of the concerns
these methods address, such as geometric error mechanisms, are solved by the use of
complex data in the CDPS model. So it seems that the considerable measurement or
analysis burden to create such integral models is not warranted. As will be shown later
in this chapter, a combination of a CDPS model operating in the region of geometrical
acoustics and BEM operating below that frequency could be considered ideal.
3.2. CDPS Decomposition
In the preceding sections the fundamentals of ideal, finite line sources have been dis-
cussed. In reality the approximation of an ideal line source, the so-called line array,
finds widespread use. Several loudspeaker cabinets are combined to form a linear or
even curved array of sources. Individual cabinets may reproduce the behavior of an
ideal line source depending on the design, the frequency range considered, and the in-
tended use.
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It is quite obvious that if a loudspeaker can be approximated by a point source ac-
cording to equations (1.7) and (1.9), an array of such loudspeakers will - following the
fundamentals of linear superposition - show the radiation behavior as described by eq.
(3.15), assuming the effects of neighboring cabinets on each other can be incorporated.
In practice many arrays of loudspeakers are claimed to be close to the mathematically
ideal line source, which means that over the usable frequency range of the device the
array acts approximately like a single line source. It will now be shown that any real-
world line source can be described reasonably by the CDPS model.
3.2.1. Decomposition
Relationship (3.1) can be rewritten identically to a sum of partial integrals, each repre-
senting, for example, a cabinet of the line array,
p(r, θ, t) = A0
N∑
j=1
−L/2+jL/N∫
−L/2+(j−1)L/N
1
r′
ei(ωt−kr
′)dx. (3.17)
As a second step one can apply a coordinate transformation that places the origin central
to the boundaries of each partial integral, xj = x − [−L/2 + (j − 1/2)L/N ]. The
corresponding transformations are applied to r(x), θ(x), and r′(x) in the same manner.
This yields
p(r, θ, t) = A0
N∑
j=1
l/2∫
−l/2
1
r′j
ei(ωt−kr
′
j)dxj. (3.18)
Here the subscript j denotes the dependence on the particular coordinate system. The
parameter l = L/N represents the length of the individual element, which is identical
to the spacing between centers of adjacent elements.
For each partial integral one can make the far-field assumption that r′j À l so that
1/r′j ≈ 1/rj and exp(−ikr′j) ≈ exp[−ik(rj − xj sin θj)]. Also one is free to rename the
integration variable xj as x,
p(r, θ, t) = A0
N∑
j=1
1
rj
ei(ωt−krj)
l/2∫
−l/2
eikx sin θjdx. (3.19)
After that the partial integrals can be solved and partial solutions are obtained in the
form of eq. (3.13):
p(r, θ, t) = A0l
N∑
j=1
1
rj
ei(ωt−krj)
sin(1
2
kl sin θj)
1
2
kl sin θj
. (3.20)
Obviously this sum can be understood as a set of point sources with the directivity
function
Γ(θ) =
sin(1
2
kl sin θ)
1
2
kl sin θ
. (3.21)
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This proves that eq. (3.15) also applies when a continuous line source is subdivided into
smaller line sources. But it is only valid in the far field of the partial source. Similar
to the numerical solution (3.16) of the line-source integral there is a resolution, l, that
determines the accuracy of the approximation and the computational effort simultane-
ously. Compared to the numerical solution, the additional directional factor in eq. (3.20)
can be understood as a correction to the omnidirectional elementary source that allows
for a wider spacing of the elements.
The concept of subdividing the given integral and solving for the far field of the
individual element is one of the key results of this thesis. Note that the above derivation
does not incur any loss of generality. It is fully applicable to any continuous source, such
as curved lines.
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(a) f = 2000 Hz, r = 4 m, 4 point sources. Note
that spacing l = 0.25 m is larger than wavelength
λ = 0.17 m.
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(b) f = 2000 Hz, r = 2 m, 4 point sources. Note
that at 2 m one is entering the near-field zone of
the individual source.
Figure 3.4.: Comparison of line source integral (−) with approximation by point sources
with complex directivity (+). Length of the line source is L = 1 m.
3.2.2. Examples
The four directional plots of Fig. 3.4 demonstrate the applicability of the CDPS de-
composition using a few selected examples. All of them show vertical polar plots of
the radiation of an ideal (vertical) line source at a radial scale of 40 dB. In all cases
the solution provided by the CDPS model, eq. (3.20), is compared with the accurate
numerical solution, eq. (3.16), of the original integral, eq. (3.1).
Fig. 3.4a shows the simulation of a continuous source of 1 m length by four point
sources with complex directivity data at a measurement distance of 4 m. Although the
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(c) f = 2000 Hz, r = 2 m, 8 point sources. At 2
m an element size l = 0.125 m is sufficient.
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(d) f = 4000 Hz, r = 8 m, 4 point sources. Width
and size of the lobes are well reproduced with an
element spacing l = 0.25 m, even at wavelength λ
= 0.085 m.
Figure 3.4.: Continued.
spacing of 0.25 m between the elements is significantly larger than the half-wavelength
at 2 kHz, the match is very good. Fig. 3.4b shows the same setup at a measurement
distance of 2 m. At this distance the measurement point begins to move into the near field
of the individual element. Accordingly small deviations begin to appear. In contrast,
Fig. 3.4c shows the same configuration and distance but now using eight elements with a
size/spacing of 0.125 m. Obviously an exact match is re-established because the far-field
condition is fulfilled again for the decomposition elements.
Finally Fig. 3.4d shows a different setup, namely, the comparison of four elementary
sources using complex directivity data with the exact solution at a frequency of 4 kHz
and a distance of 8 m. As can be seen clearly, main lobe and substructures match very
well although the element spacing is almost an order of magnitude larger than half the
wavelength λ/2. The match continues further up to higher frequencies but due to the
density of side lobes this is graphically insufficiently resolved in a polar plot.
Fig. 3.5 displays the same data in a different format. The mean deviation of the
CDPS approximation from the exact integral is shown as a function of frequency. It was
computed for a fixed source length L = 1 m as the average of the absolute deviation in
dB over the vertical angle θ. Fig. 3.5a compares different measurement distances r and
Fig. 3.5b compares different amounts of elementary sources N . The mean deviation
is greater for higher frequencies, shorter measurement distances and fewer elementary
sources. Note that the mean deviation should be understood as an indicator only. It
is dominated by deviations at angular points close to the nulls of eq. (3.20) where
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(a) Using 4 point sources, at distances of r = 2 m
(-.-), r = 4 m (−) and r = 8 m (- -), 1/6th octave
resolution.
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(b) At a distance of r = 4 m, using 2 point sources
(-.-), 4 point sources (−) and 8 point sources (- -),
1/6th octave resolution.
Figure 3.5.: Mean deviation of line source integral and approximation by point sources
with complex directivity. Length of the line source is L = 1 m.
the directivity function has steep slopes. This is also the reason for the partly non-
monotonous dependency of the mean deviation on frequency.
3.2.3. Data Requirements
In order to describe a line source as characterized by eqs. (3.13) or (3.20) by the
discretized CDPS model, eq. (1.9), a set of conditions must be fulfilled. These originate
in the specific properties of the line source, but similar requirements are found for the
far-field solution of other types of continuous sources.
Complex Data
First of all, phase data must be included. This can be seen immediately from the
alternating sign of Γ in eq. (3.21) because Γ(θ) 6= |Γ(θ)|. The phase over angle θ or
frequency f is basically a step function that switches between two states, 0 and pi, at
every zero of the directional factor. Omitting this information will lead to erroneous
results when computing the linear superposition of multiple sources.
This is illustrated by Fig. 3.6, which shows the magnitude and phase of the vertical
polar response for a line source of 1 m length at 2 kHz in the far field. Note that the
phase was compensated for the propagation delay and normalized so that a phase value
of 180◦ is plotted at the polar origin, and 0◦ corresponds to 38 dB.
Angular Resolution
Equation (3.21) also gives an idea about the angular resolution required for the discrete
point source model. Based on the directional factor one can derive the angular spacing
of the off-axis nulls, where Γ(θ) = 0. From there it is only a small step to define the
angular resolution needed for an accurate description by the directivity matrix Aˆ.
The nulls of the angle-depending directional factor are distributed according to
θi = arcsin
(
± i c
fl
)
, i = 1, 2, . . . . (3.22)
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Figure 3.6.: Magnitude (- -) and phase (−) of an ideal, finite line source of length L =
1 m, at f = 2 kHz, in the far field. Phase was scaled so that 38 dB is equivalent to 0◦.
Note that phase switches at every minimum.
Here θi denotes every angular location i where the directional factor vanishes. As an
example, for a source length l = 0.2 m, a frequency f = 10 kHz, and a speed of sound c
= 340 m/s the first null occurs at θ1 ≈ 10◦, the second at θ2 ≈ 20◦. For shorter sources
the spacing of nulls becomes wider for the same frequency (Table 3.1).
Length l/m 0.1 0.2 0.4 0.8
θ1 19.9
◦ 9.8◦ 4.9◦ 2.4◦
θ2 42.8
◦ 19.9◦ 9.8◦ 4.9◦
θ3 — 30.7
◦ 14.8◦ 7.3◦
θ4 — 42.8
◦ 19.9◦ 9.8◦
θ5 — 58.2
◦ 25.2◦ 12.3◦
Table 3.1.: Angular locations of magnitude minima 1-5 for different source lengths l at
frequency f = 10 kHz.
In order to avoid aliasing or undersampling errors, the angular resolution must be high
enough given the length l of the source and the upper frequency limit. This resolution
limit can be approximated by half2 the angular distance between the first and second
2The choice of half the spacing between adjacent magnitude minima as a condition seems natural but
is somewhat arbitrary. Of course, higher requirements will lead to smaller quantitative errors.
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magnitude minimum,
∆θcrit =
1
2
[
arcsin
(
2
c
fl
)
− arcsin
( c
fl
)]
. (3.23)
For this example an angular resolution of 5◦ could be just sufficient. In general, angular
resolutions of ∆θ ≤ ∆θcrit should be used (Table 3.2).
Indeed, in practice another issue is equally important. Because the main lobe (on
axis, θ = 0◦) becomes very tight for high frequencies, the on-axis data must be captured
carefully in order to obtain the actual on-axis level. This is especially important for
turntable measurements. Table 3.3 shows some exemplary data calculated from eq.
(3.21) for angles θ close to 0◦. A small angular deviation from the exact on-axis direction
will result in a lower on-axis level measurement, because the pressure function changes
quickly with the angle. Failing to measure the correct level of the maximum that is
used for normalizing the rest of the measurements will increase the level of the sidelobes
artificially and thus lead to erroneous results later on.
Length l/m 0.1 0.2 0.4 0.8
∆θcrit 10
◦ 5◦ 2.5◦ 1◦
Table 3.2.: Minimum required angular resolutions for different source lengths l at fre-
quency f = 10 kHz.
Length l/m 0.1 0.2 0.4 0.8
Level/dB at 1◦ -0.04 -0.15 -0.61 -2.56
Level/dB at 2◦ -0.15 -0.61 -2.56 -13.70
Level/dB at 3◦ -0.34 -1.40 -6.32 —
Table 3.3.: Attenuation at off-axis angles θ compared to on-axis for different source
lengths l at frequency f = 10 kHz.
Frequency Resolution
Similar to the angular resolution one can derive from eq. (3.21) a condition for the
needed spectral resolution. In the frequency domain the spacing of nulls corresponds to
fi = i
c
l sin θ
, i = 1, 2, . . . . (3.24)
where fi denotes the frequencies i for which the directional factor becomes zero. For the
example of l = 0.2 m and c = 340 m/s the frequency nulls occur at a spacing of 1700
Hz when considering an angle of θ = 90◦. The spacing is larger for smaller angles and
for smaller source lengths. Table 3.4 shows some exemplary data.
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Length l/m 0.1 0.2 0.4 0.8
f1/Hz 3400 1700 850 425
f2/Hz 6800 3400 1700 850
f3/Hz 10 200 5100 2550 1275
f4/Hz 13 600 6800 3400 1700
f5/Hz 17 000 8500 4250 2125
Table 3.4.: Frequencies of magnitude minima 1 to 5 for different source lengths l at angle
θ = 90◦.
Because of these characteristics the frequency resolution has an upper bound. In order
to resolve the spectral structure one can define the condition
∆fcrit =
c
2l sin θ
, (3.25)
which means that in order to avoid aliasing problems there should be at least two data
points for every frequency section enclosed by adjacent zero points of the directional
factor. This corresponds to minimum required frequency resolutions ∆f ≤ ∆fcrit.
The highest resolution requirement occurs for θ = 90◦,
∆fcrit =
c
2l
, (3.26)
which equates to 170 Hz for a 1-m line source. In this respect it should be noted
that practically all modern FFT-based measurement systems [115] provide frequency
resolutions that are much higher than this.
Frequency Averaging
In acoustics the frequency resolution is often based on fractional octave bands, thereby
reflecting the way of human sound perception. Related band averages are used to de-
scribe acoustic quantities in physiologically relevant frequency resolution limits, or to
compress measured or simulated data without loss of significance. It is important to
understand when it is reasonable to average data such as the modulus of the directional
factor over a bandwidth.
One can imagine that the average over a frequency range that includes less than half
the spectral distance between two nulls, eq. (3.24), can be used as a representative value.
That is possible because the average will not depend much on the actual limits of the
averaging bandwidth but rather follow the underlying function smoothly. On the other
hand, if the average is computed over a frequency bandwidth of at least twice the angular
distance between two zero points one can assume that the average will be representative
as well. The reason is that for a large enough bandwidth additional variations of the
underlying function will not be significant. But for the intermediate frequency range
small variations of the particular position of the averaging interval will lead to large
variations of the average value, which in turn leads to spurious results. This is the
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(b) Smoothing bandwidth is one-third octave.
Figure 3.7.: Frequency response (−) of ideal line source of length l = 0.2 m at an angle
of 90◦ off-axis in the far field. Bands of one third-octave width (· · · ), forbidden range
from 3670 to 14 700 Hz (- -).
”forbidden” frequency range. Figs. 3.7a and 3.7b show examples for a bandwidth of
one-third octave.
Given a bandwidth b in fractional octaves one can calculate the exact center frequency
of the related band that has the width of the linear frequency resolution ∆f ,
fc =
∆f
2b/2 − 2−b/2 . (3.27)
Based on this one can determine directly for which frequencies fc and fractional octave
resolutions b averaging is allowed. For the lower frequency limit the linear resolution in
eq. (3.27) is given by half the spacing of magnitude minima according to eq. (3.25),
flower =
c
2l sin θ
1
2b/2 − 2−b/2 . (3.28)
The upper frequency limit is given by twice the spectral spacing between magnitude
minima,
fupper =
2c
l sin θ
1
2b/2 − 2−b/2 = 4flower. (3.29)
In the intermediate range of flower < fc < fupper the frequency data points are too coarse
and will generate aliasing errors due to the quickly varying average that is sampled using
points that are too far apart3.
As an example, for l = 0.2 m, c = 340 m/s, θ = 90◦, and a resolution of one-third-
octave bandwidth b = 1/3, data can be averaged meaningfully below 3670 Hz and above
3The potential error can be quantified by approximating the band average of eq. (3.21) and analyzing
its variations over the frequency range.
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14 700 Hz (Fig. 3.7a). If the length of the source is greater, these frequency limits will
be reduced. They will increase for smaller angles.
A selection of different values is shown in Table 3.5. It is obvious that the forbidden
frequency range depends strongly on the angle and can thus not be understood as a
fixed range for a given source length l. In general, one can derive two different regimes.
• For large sources (l > 2 m) averaging over wide bandwidths, such as 1/1 octave,
may be useful to derive representative data in a statistical way.
• For small to medium-size sources (l < 0.5 m) averaging over small bandwidths,
such as 1/24 octave or 1/36 octave, may be used to smooth the frequency response
curve without losing significant information.
For intermediate averaging bandwidths, such as one-third octave, most data will suffer
from significant sampling errors. That can only be avoided for carefully selected angles
and frequencies of interest. As an example, Fig. 3.7b displays the frequency response
of Fig. 3.7a smoothed to one-third octave. In the forbidden range the distance between
one-third-octave center frequencies is too large to capture the fundamental behavior of
the average function. In this case variations of up to 6 dB occur between adjacent data
points so that the reduced data set depends strongly on the actual placement of the
sample points.
l = 0.2 m l = 0.8 m
Bandwidth b flower fupper flower fupper
1/1 at θ = 20◦ 3500 14 000 900 3500
1/3 at θ = 20◦ 10 700 43 000 2700 10 700
1/24 at θ = 20◦ 86 000 344 000 21 500 86 000
1/1 at θ = 60◦ 1400 5600 350 1400
1/3 at θ = 60◦ 4200 17 000 1100 4200
1/24 at θ = 60◦ 34 000 136 000 8500 34 000
Table 3.5.: Forbidden frequency ranges, in Hz, for different source lengths l, fractional
octave bandwidths b, and angles θ.
Figs. 3.8 and 3.9 emphasize these findings on the basis of real-world measurements.
They show the off-axis frequency response of a ribbon loudspeaker (Alcons Audio QR18,
0.5 m tall) at a vertical angle of 50◦. In Fig. 3.8 magnitude minima are indicated by
cursor lines. They seemingly match with the frequency response predicted by the model
of an ideal line source of this size. The spacing of nulls should be about 890 Hz at this
angle. Fig. 3.9 presents a continuous one-third-octave band frequency average of the
measured response. This is to show that in the forbidden range of 2 to 8 kHz data
sampled in one-third-octave steps have little relevance. Over this frequency range the
variations of the curve are too large and sampling errors on the order of 6 dB can occur.
It should be mentioned that similar considerations with respect to resolution and
averaging also apply to loudspeakers with a crossover, which can be regarded as very
small line arrays in the frequency range of the crossover.
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Figure 3.8.: Frequency response of Alcons Audio QR18 loudspeaker at 50◦ off axis
normalized to 0◦. Cursors denote minima of corresponding ideal line source.
Finally it needs to be emphasized that the preceding discussion regarding frequency
averaging is only concerned with magnitude data. If sources are to be combined coher-
ently, one will need to take care of phase data as well. However, especially for a line
source, averaging phase data over a frequency bandwidth that contains a minimum may
lead to arbitrary and meaningless results because of the switching behavior of the phase
function in eq. (3.21).
Measurement Distance
With respect to the measurement distance it should be underlined that the CDPS model
is only valid in the far field of the particular source. This applies to both measurement
and prediction. Measurements of the sources must be taken in the corresponding far
field. Calculation results will only be valid at points in the approximate far field of the
modeled source (see also Figs. 3.4 and 3.5 as well as [97]). However, it should be stated
once more that this is typically not the far field of the entire device. A line source may
be subdivided into elements, for each of which the far-field condition must hold. But
nevertheless the near field of the line source as a whole can be modeled correctly.
Errors
In this section the theoretical foundation has been laid for applying the CDPS model
to spatially extended sound sources, such as line arrays. There are errors associated
with that process, some of which are related to the angular and spectral resolution that
is used. The minimum requirements given here seem to represent a good compromise
between measurement effort and modeling accuracy in practice. Further errors may be
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Figure 3.9.: Frequency response of Alcons Audio QR18 loudspeaker at 50◦ off axis
normalized to 0◦ and smoothed at one-third-octave bandwidth. Cursors denote center
frequencies of standardized one-third-octave bands.
introduced by the measurement setup, particularly with respect to complying with the
far-field condition and the phase data requirements, see Chapter 2.
As mentioned in Section 3.1 an important aspect of line array modeling is the influence
of the mechanical structure of the array on the radiation pattern of a single element. That
will be discussed next, in Section 3.3. Another issue that plays a role when utilizing the
CDPS method for line arrays are practical differences between cabinets that are assumed
to be identical in theory, see Section 3.4. Finally, the effect of environmental parameters
on the coherence of the elemental sound waves at the receiver will be discussed in detail
in Chapter 4.
A very practical problem that will not be addressed here is related to large sound
sources that cannot be subdivided for the purpose of far-field directional measurements.
For example, the performance of large ribbon loudspeakers is based on the radiation
of the ribbon strip that is continuous throughout the entire loudspeaker. These loud-
speakers can be several meters tall, but they cannot be decomposed into partial sources
so that far-field measurements are viable. It may be possible to conduct scale-model
measurements or measurements in the near field of the device. These could be used to
derive the directional far-field data for the entire loudspeaker or for CDPS elements.
3.3. Validation of the Model
In this section the CDPS model will be applied to typical line array systems. Validation
will be based on the comparison of measurement data for the entire array with modeling
results for the array based on the far-field measurements of the individual cabinets. Focus
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will be put on the frequency response and the directional data in the vertical domain [50].
A detailed look is taken at two different representatives of mechanically configurable line
arrays, namely the Omniline by Martin Audio [116] and the SEQUENZA by Kling &
Freitag [117]. Such line arrays are typically set up by adjusting splay angles between
adjacent boxes. In this manner the array is curved in order to optimize the received
sound pressure level throughout the listening zones.
3.3.1. Small Installation Line Array
A curved array of 12 Omniline cabinets, as depicted in Fig. 3.10, was used for this
comparison. The overall vertical size of a cabinet is 0.12 m, the length of the array is
about 1.4 m. All measurements were made at a distance of about 6 m which corresponds
to the transition zone between near field and far field of the array and to the far field of
a single cabinet.
Figure 3.10.: Omniline line array setup.
In the following three models will be employed. Each of those considers the acoustic
support of adjacent cabinets in a different way:
Isolated Model : First the performance of the complete system is predicted by using
directional measurements of a single isolated cabinet. Although the match between
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measurement and prediction turns out to be already satisfying, it is clear that this
method of modeling the individual point sources cannot account for mutual acoustic
support and shadowing effects caused by cabinets adjacent in the array.
Flanked Model : Results can be improved when the directional data of a cabinet are
acquired with the top and bottom neighbors in place. Although the two outer cabinets
will be switched off and electrically short-circuited, they will contribute indirectly to a
more realistic radiation behavior for the representative point source. This will be called
the flanked case and it will be shown that the average deviation between measurement
and simulation decreases compared to the isolated case.
An example is given in Figs. 3.11a and 3.11b, where the vertical directivity maps for
the isolated and flanked cases are shown. The level attenuation relative to the on-axis
direction is displayed as a function of frequency and angle.
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(a) Measured line array cabinet, isolated case.
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(b) Measured line array cabinet, flanked case.
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(c) Topmost cabinet in line array, BEM modeled,
positional case.
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(d) Averaged center cabinets of line array, BEM
modeled, positional case.
Figure 3.11.: Vertical directivity maps. Darker colors correspond to stronger attenuation
relative to the on-axis direction.
Positional Model : Consideration of the rules of superposition inevitably leads to a
second step of improvement. One should think that the acoustic radiation characteristics
of the outer cabinets in the array, especially the very top and bottom elements, will be
different from the ones in the center. In consequence, another significant improvement
can be reached by using different directional data for different cabinet positions in the
array. This will be the positional model. Such data can be measured as well, although
suitably accurate mechanical positioning methods for an array with a weight of possibly
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some hundreds of kilograms, often with the center of gravity distant from the rotation
point, do hardly exist.
BEM provides a method of placing neighboring unexcited elements around the active
element and acquiring complex pressure on any three-dimensional surface around that
element. Previous studies had shown that when the elemental source has high enough
directivity the isolated measurement is valid [118]. Also it was shown that the radiation
behavior of a lower box is very close to that of a mirrored version of the corresponding
upper box and that central boxes share similar radiation characteristics.
In this study elemental complex spherical data were obtained for the top four boxes of a
typically curved 12-box array over the full bandwidth of the low/mid driver. An average
of the centrally positioned box data was also obtained, resulting in five independent data
sets. As an example, Figs. 3.11c and 3.11d show the vertical directivity maps as utilized
for the topmost element and the central elements.
One could have measured isolated elemental data for the high-frequency sections of
the system. However, BEM was applied to the high-frequency horn of an isolated box
with a simplified driving surface. The reason, apart from the data already existing as
part of the design process, was that one is freed from the usual measurement errors,
such as position uncertainty and environmental factors. This advantage is particularly
apparent at high frequencies.
Frequency Response
Fig. 3.12a shows the measured absolute sensitivity of the line array compared to the
results predicted by the three different models. At first glance one can already see
that the isolated model shows the largest deviations whereas the flanked and positional
models appear to be much closer. This becomes clearer in the relative display of Fig.
3.12b, where the sensitivity data are normalized to the measurement.
For the on-axis direction the isolated case shows an average error of about ±3 dB, with
maximum errors of up to 6 dB. The prediction based on the flanked setup is typically
within ±2 dB, with peak errors of maximally 3 dB. The best match is reached when
accounting for the position of a cabinet in the array. Here the error is about ±1 dB
on average, with peaks of about 2 dB. A similar picture is given in Fig. 3.12c where
the error is averaged over a set of 41 data points, namely, the relative errors within an
opening angle of ±20◦. The largest deviations seem to occur in three fairly separate
frequency ranges.
• In the low-frequency range of about 500 Hz shadowing and acoustic support effects
by neighbor elements in the array seem to be particularly dominant. Since the
isolated model cannot model that, it shows the largest deviations. The positional
model is better in this respect.
• In the mid-frequency range of 2-4 kHz, where the crossover is located, deviations
are larger for all models. The isolated case being much worse, again due to a lack of
interference from nearby irradiated surfaces, there is not a big difference between
flanked and positional models. A contribution to this error likely depends on the
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measurement accuracy of the elements and the prediction accuracy of the array,
which is normally lower in the crossover range. It will be shown later that this is
the region of maximum elemental response deviation.
• In the very high-frequency range above 10 kHz deviations increase again. This is
expectedly so since the measurement accuracy, and thus the prediction accuracy,
becomes lower at very small wavelengths. Finite spatial precision and the influence
of environmental factors during the measurement introduce noise and inaccuracy,
especially into the phase data, which propagate through the prediction.
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(a) Measurement (–, bold) compared to isolated (-
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(c) Deviation of isolated (- -), flanked (−), and
positional (-.-) case relative to measurement, aver-
aged over ± 20◦.
Figure 3.12.: Measured and modeled sensitivity.
Directional Response
Fig. 3.13 compares the polar responses of measured and predicted arrays for the iso-
lated case. Similarly, Figs. 3.14 and 3.15 show overlays of the predicted vertical polar
responses with measurements for the flanked and positional cases, respectively. These
data were acquired from 100 Hz to 20 kHz and are displayed on graphs with a 36-dB
radial scale. The angular scale denotes 0◦ for the on-axis direction and 90◦ for the
upward direction. For better comparison the data were smoothed to one-sixth-octave
bandwidth. Fig. 3.16 shows the same data as vertical directivity maps for an open-
ing angle from −20◦ to +20◦. In these plots the predicted sensitivity of the array is
displayed normalized to the measurement data. Larger magnitude values, encoded as
lighter colors, thus mean greater deviations.
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It can be stated that all models match quite well with the measurements. Qualitatively
the line array behavior is reproduced very well over the entire frequency range. Similar
to the frequency response before, there is an increase in overall accuracy for the flanked
model and, especially, for the positional model.
Naturally, errors are smaller for the front than for points on the back side of the
array. Although still being linear, interaction effects on the back side of the cabinets
cannot be predicted so precisely using the assumption of coherent point sources. Typi-
cally one rather has to expect an intermediate state between full coherence and random
phase. This error results in less pronounced extrema, both minima and maxima, in the
measurement compared to the prediction.
Deviations for the low-frequency range at about 500 Hz have the same reason as
explained in the frequency response considerations. The second most obvious differences
between measurement and computation occur in the crossover range between 2 and 4
kHz, where the first sidelobes are reproduced with an error of about 3 dB. This effect
will be investigated further in the following subsection.
97
3. Modeling Large Sound Sources
  12
  24
  36
30
210
60
240
90
270
120
300
150
330
180 0
(a) 500 Hz.
  12
  24
  36
30
210
60
240
90
270
120
300
150
330
180 0
(b) 1000 Hz.
  12
  24
  36
30
210
60
240
90
270
120
300
150
330
180 0
(c) 2000 Hz.
  12
  24
  36
30
210
60
240
90
270
120
300
150
330
180 0
(d) 4000 Hz.
Figure 3.13.: Directional response, isolated case (−), measured (+).
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(b) 1000 Hz.
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(d) 4000 Hz.
Figure 3.14.: Directional response, flanked case (−), measured (+).
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(b) 1000 Hz.
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(d) 4000 Hz.
Figure 3.15.: Directional response, positional case (−), measured (+).
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(a) Isolated case.
(b) Flanked case.
(c) Positional case.
Figure 3.16.: Modeled sensitivity relative to measurement. Lighter colors indicate larger
deviations.
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Elemental Deviation
So far it was assumed that the individual cabinets used in the array have identical axial
sensitivities. However, in practice there are some variations between individual samples.
Fig. 3.17a shows the deviations of the frequency responses of the 12 different cabinets
from the mean of the set. Over the largest part of the frequency range the cabinets fall
within a variation of about ±1 dB. Only in the crossover range larger deviations of up
to 3 dB occur. Fig. 3.17b displays a similar plot for the on-axis phase responses. The
variation is approximately ± 6◦ with peaks of up to 30◦ in the crossover range.
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(a) Elemental deviation, magnitude.
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(b) Elemental deviation, phase.
Figure 3.17.: Distribution of elemental responses.
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(a) Deviation of isolated (- -), flanked (−), and
positional (-.-) case relative to measurement, aver-
aged over ± 20◦.
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(b) Deviation of isolated (- -), flanked (−), and
positional (-.-) case relative to measurement, aver-
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Figure 3.18.: Measured and modeled sensitivity including elemental corrections.
For a better understanding of the effect of these errors, the respective point sources
were corrected to incorporate the deviations and the whole array was modeled once
more. Fig. 3.18a shows the resulting deviations between measurement and prediction.
Compared to Fig. 3.12c the behavior seems to be largely unaltered. But a closer look
at the crossover range reveals that particularly in this sensitive region the error had
decreased notably, on average by about 0.5 dB. This is most obvious in Fig. 3.18b,
which quantifies the improvement relative to the measurements when using elemental
corrections.
The same effect is shown in Figs. 3.19, 3.20 and 3.21, where the directional data for 2.5
kHz are presented for each model - isolated, flanked, and positional. Compared to the
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(b) With elemental corrections.
Figure 3.19.: Directional response at 2500 Hz, isolated case (−), measured (+).
original polar response comparison the match seems to be much better now, especially
the small sidelobes are reproduced clearly.
Of course it needs to be stated that this finding is not of much immediate practical
value. In reality it is typically not possible to measure the on-axis responses of all
concerned loudspeaker cabinets for prediction purposes. This is especially true when an
installation is still being planned and the particular loudspeakers are not even available
yet. Nevertheless one gains good insight into the effect of sample-to-sample variations on
the prediction accuracy for a full array. Surprisingly it is not as large as one would expect
using simple methods of error propagation. This can be explained by the random nature
of the variation, as will be shown in Section 3.4. On the other hand, this result quantifies
the potential accuracy gains in the simulation that can be obtained by improvements
with regard to production tolerance.4
It should be added that so far different cabinet samples have not been compared with
respect to full directional data. However, it is likely that the axial deviation is dominant
compared to the variations in the polar response.
4In the future, it may be possible to store individual calibration data in the on-board memory of a
loudspeaker. Optimization software could then recover this information via the network to improve
the accuracy of the result.
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(b) With elemental corrections.
Figure 3.20.: Directional response at 2500 Hz, flanked case (−), measured (+).
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(b) With elemental corrections.
Figure 3.21.: Directional response at 2500 Hz, positional case (−), measured (+).
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Figure 3.22.: SEQUENZA line array setup.
3.3.2. Medium-Size Touring Line Array
Several comparisons were made using the SEQUENZA 10 line array. This was specifically
selected to show that the prediction methods presented are applicable to larger cabinet
sizes, more complex transducer arrangements and beyond the vertical domain [50]. For
mechanical reasons a small array of 3 SEQUENZA 10N boxes was used. The front
height of a cabinet is about 0.30 m, the overall size of the stacked array is approximately
0.91 m. In this model each cabinet contains three different complex directivity point
sources, one each for the LF, LF/MF, and HF transducer. The controller settings for
the crossover and EQ were measured separately and also applied in the GLL.
All of the directional measurements were made at a distance of 8 m so that the far-
field condition was approximately fulfilled. Full-sphere complex data were acquired.
For the single box all three transducer measurements were performed about the same
point of rotation, namely, the geometric center of the cabinet. The use of phase data
in the prediction automatically accounts for the spatial offset of the transducers relative
to the point of rotation (see Section 2.1). The single-box measurements were made
without either top or bottom neighbor, which is equivalent to the isolated case, as
defined before. The HF transducer was measured with 2◦ angular resolution, the LF
and LF/MF transducers with 5◦.
Directional Response
A detailed investigation of the CDPS model in the vertical domain has already been
presented, therefore the intention here is mainly to show that the concept works similarly
well for any other domain. For this purpose a set of cross-sectional polar plots at the
crossover frequency of the system has been chosen. The array presented uses splay angles
of 0◦ between adjacent elements (Fig. 3.22). Other frequencies and configurations were
examined as well but did not provide additional insights.
Fig. 3.23a and 3.23b show the horizontal and vertical polar plots at 1250 Hz smoothed
to a bandwidth of one-sixth octave for better comparison. The radial scale is 40 dB,
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and 0◦ denotes the on-axis direction, 90◦ the upward direction. Diagonal polar plots
are presented in Fig. 3.23c to 3.23f. Four different diagonal planes are shown, namely,
30◦/210◦, 60◦/240◦, 120◦/300◦, and 150◦/330◦ rotated about the system axis in clockwise
direction, where the left is 0◦ when looking out of the box.
The correlation between measured and predicted performances is very good. Within
an opening angle of about 50◦ the deviations are typically within ±2 dB. Because the
measurements were made for an isolated cabinet, some of the improvements introduced
earlier and affecting off-axis prediction accuracy do not apply here. Therefore the devi-
ations in the polar responses increase to about ±3 dB for larger angles. Overall one can
state that the simulation matches the measurement very well, and this includes planes
other than horizontal and vertical.
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(b) Vertical.
Figure 3.23.: Directional response at 1250 Hz; measured (+) and modeled (−).
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(d) Diagonal (60◦/240◦).
Figure 3.23.: Continued.
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(f) Diagonal (150◦/330◦).
Figure 3.23.: Continued.
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3.4. Sample Variation
The previous sections have been concerned with the accuracy of line array modeling and
corresponding data resolution and measurement requirements. Based on that, in this
section the influence of variations among supposedly identical components of an array
on the overall performance of the system [119] will be discussed.
This topic is of high importance since on the one hand it allows investigating the
spread of acoustic performance quantities over a range of mechanically identical line
arrays. On the other hand it allows estimating the error due to assuming that individual
array elements contribute equivalently to the radiated sound field of the whole array.
Similarly important, it gives some insight into the errors made when modeling such an
array based on the assumption of identical components, especially with respect to their
on-axis response and directional pattern.
At first glance, one may think that detailed loudspeaker performance data, such as
high-resolution magnitude data or phase data, are generally not useful because the
production variance of a loudspeaker series as well as measurement errors cause these
details to be irrelevant. In this section it is shown that the effect of sample variation is
not necessarily significant for prediction accuracy. On the contrary, the actual modeling
error decreases with the number of partial sound sources in the system. High-resolution
loudspeaker data reduce the error in the final result of the simulation.
The aforementioned conclusions are derived from three alternative approaches:
• A rigorous mathematical analysis is performed based on statistical distribution
functions for the individual elements and on the central limit theorem.
• Numerical simulations of typical, idealized cases are analyzed utilizing scattering
properties with different sample distributions and array sizes.
• It is demonstrated that the theoretical results agree with measurement data and
simulation results from several real-world loudspeaker systems.
3.4.1. Mathematical Background and Simulation Results
Magnitude Variation
The analysis begins with the array of point sources given by eq. (1.4) based on point
sources j as defined by eq. (1.7). For initial investigations the focus will primarily be
on a linear arrangement of sources, such as eq. (3.20), and on receiver angles roughly
perpendicular to the extension of the line source, that is, on-axis so that Aj ≈ Aj(ω)
only depends on frequency:
psum(~r, ω) =
N∑
j=1
Aj(ω)
|~r − ~rj|e
−ik|~r−~rj |. (3.30)
It is assumed that in the simplest case these point sources are located close to the origin
whereas the receiver is in the far field, r = |~r| À |~rj|. At this point, phase differences
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between individual sources caused by receiver locations slightly off the horizontal plane
(θ ≈ 0◦ in Fig. 3.1) will be small enough at the frequencies of interest to be ignored:
k|~r − ~rj| ≈ 2piλ (r − xj sin θj) ≈ 2piλ r. As a result, one may rewrite the relationship (3.30)
in the following form:
psum(~r, ω) =
1
r
e−i
2pi
λ
r
N∑
j=1
Aj(ω). (3.31)
This may be further simplified by assuming that the point sources show identical phase
behavior5, Aj ≡ |Aj|, and that a common relative phase can be removed without loss of
generality, psum ≡ |psum|,
psum(~r, ω) =
1
r
N∑
j=1
Aj(ω). (3.32)
One may now look at the effect of a statistical variation among the sources in this
simplified tutorial example. For this purpose it can be assumed that all point sources
have approximately the same radiation function Aj and that their spread is governed
by a statistical distribution function. As will be shown later, there are good reasons to
assume that in practice the properties of most loudspeakers or transducers of the same
make can be represented by a normal (Gaussian) distribution:
W (A) =
1√
2piδA
exp
−(A− 〈A〉)2
2(δA)2
, (3.33)
where A represents a possible value for the magnitude Aj, 〈A〉 is the mean magnitude
and δA is the standard deviation. The function W (A) then defines the probability
density for a particular value of A. That means that W (A)dA is the probability for a
given source j to have a pressure amplitude Aj located in the interval [A,A+ dA].
The central limit theorem [120] states that the sum over a set of N random processes
i, each defined by
Zi ∼ Wi
(
µi, σ
2
i
)
, (3.34)
with Wi being the particular distribution function governed by mean µi and standard
deviation σi, yields a random process with a Gaussian distribution G of the form:
Z ∼ G
(∑
i
µi,
∑
i
σ2i
)
(3.35)
One can consider eq. (3.32) as such a sum of individual, independent random contribu-
tions
pi =
1
r
Ai. (3.36)
Each of them has a mean value of
µi = 〈pi〉 = 1
r
〈Ai〉 = 1
r
〈A〉, (3.37)
5Phase variations will be discussed further below.
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and a variance of
σ2i = (δpi)
2 = 〈p2i 〉 − 〈pi〉2 =
1
r2
(δAi)
2 =
1
r2
(δA)2. (3.38)
Accordingly one finds for the probability function of the sum in eq. (3.32) the relation
Z ∼ G
(
N
r
〈A〉, N
r2
(δA)2
)
, (3.39)
with mean
〈psum〉 = µsum = N
r
〈A〉, (3.40)
and standard deviation
δpsum = σsum =
√
N
r
δA. (3.41)
This yields the relative error of the array:
δpsum
〈psum〉 =
1√
N
δA
〈A〉 . (3.42)
This means that the more sources are combined together the lower the error of the re-
sulting pressure field will be, considered relative to the error of the individual source.
In the following considerations, the relative source error in dB is utilized as a typical
parameter. It is here defined as
L
(
δA
〈A〉
)
= 20 log
(
δA
〈A〉 + 1
)
, (3.43)
where δA〈A〉 is the (linear) relative error. For small errors one can assume that
L
(
δA
〈A〉
)
≈ 20
ln 10
δA
〈A〉 . (3.44)
The relative array error in dB is defined in the same way, as L
(
δpsum
〈psum〉
)
. Note that
in practice, absolute dB values are often accompanied by an error estimate given in
±dB. This corresponds to a multiplicative error in the linear domain and can be related
directly to the relative error only when the value is small, approximately ≤ 1 dB.
In Fig. 3.24 this analytical result is illustrated and compared with simulation results
that are based on a large set of random line array realizations. Fig. 3.24a depicts
the dependency of the relative error of the array of combined sources on the number
of sources. A typical value of L( δA〈A〉) = 1.0 dB was used for the error of the single
source. Two different receiver locations were used, on-axis and at 5◦ off-axis. The
angular parameter of 5◦ was only accounted for in the simulation run, therefore the
corresponding theoretical result was offset accordingly but without changing the curve’s
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lated (×) and calculated (- -), 32 sources simulated
(◦) and calculated (-.-).
Figure 3.24.: Relative error of array of sources, displayed in dB according to eq. (3.43)
here and in the following figures.
slope. For the 5◦-curve, the error is expectedly slightly higher because the sources do not
combine ideally anymore due to relative phase shifts caused by travel time differences.
For both angles, the error in the simulation decreases with an increase of the number
of elements in the array and scales with 1/
√
N exactly as predicted. Fig. 3.24b shows
a comparison between simulation results and theory for three different array sizes N .
The error increases linearly with the error of the single source, both in simulation and
theory. A larger source count results in a smaller error.
Level-Shaded Array
In practice line arrays consist of multiple boxes and transducers. Even within the rated
coverage angle that encloses the on-axis direction of the transducer or cabinet, the
radiation of the individual source will be slightly angle-dependent. Also, different filter
settings may be applied to the sources, such as used in amplitude or frequency shading
applications6. For a given receiver location these effects can be described by introducing
a weighting factor hj for each source j in equation (3.32):
psum(~r, ω) =
1
r
N∑
j=1
hjAj(ω). (3.45)
Like in the previous section it is now assumed that the radiation function Aj of each
source j is a random quantity that is described by a Gaussian distribution as defined by
6Shading filters are often used to shape the directional pattern of a loudspeaker array as a function of
distance or frequency, respectively.
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eq. (3.33), with mean 〈Aj〉 = 〈A〉 and standard deviation δAj = δA. Based on that one
may calculate the statistical properties of the individual pressure functions pj =
1
r
hlAj
and then, by applying the central limit theorem again, of the sum pressure function
psum =
∑N
j=1 pj. This yields for the mean of the sum
〈psum〉 = 1
r
N∑
j=1
hj〈A〉, (3.46)
and for the standard deviation
δpsum =
1
r
√√√√ N∑
j=1
h2jδA. (3.47)
This allows deriving the upper boundary for the resulting relative error because the
asymptotic limit is located where only a single source j dominates the pressure sum
with
∑
j h
2
j ≈ h2j :
1√
N
δA
〈A〉 ≤
δpsum
〈psum〉 ≤
δA
〈A〉 . (3.48)
Evidently, the overall relative error can be maximally as large as the error of a single
source.
Figure 3.25 shows a comparison between simulation results and theory for 3 different
array sizes N as a function of the filter slope. Symmetrical, linear amplitude shading was
applied relative to the center of the array, which means that outer elements in the array
are more attenuated than center elements. The error of the single source was assumed
to be L( δA〈A〉)= 1.0 dB.
For small amplitude shading the error decreases with an increase in the number of
elements in the array and scales with 1/
√
N ; for large amplitude shading the error
approaches the error of the single, dominant source. Similarly, for a larger number of
sources, that is, a higher density, more sources will contribute to the resulting sum than
for a smaller number when looking at the same value for the filter slope. This in turn
leads to a more gentle increase of the array error with greater filter slope.
Phase Error
Still looking at the effect of sample variation on the radiation in the main direction one
may assume that there is a variation of the phase as well. While this can be treated
with respect to real and imaginary part like two independent forms of equations (3.32)
and (3.39), it is primarily interesting to evaluate the error of the resulting magnitude
data which is a function of both error in elemental magnitude and in elemental phase.
In order to estimate the influence of the phase error δφ, eq. (3.31) is used again. One
may assume a vanishing magnitude variation δA and that any constant phase offset can
be neglected without loss of generality:
psum(~r, ω) =
A0
r
N∑
j=1
eiφj , (3.49)
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Figure 3.25.: Relative error of array of sources as a function of symmetrical amplitude
shading and of a source error of 1 dB, 7 sources simulated (+) and calculated (−), 15
sources simulated (×) and calculated (- -), 31 sources simulated (◦) and calculated (-.-).
where A0 is the constant magnitude part of the radiation amplitude Aj of each source
and φj(ω) = argAj is the phase part of the complex amplitude. One may choose
〈φj〉 = 〈φ〉 = 0 and assume that the variation of phase is small, φj ¿ 1. A Taylor
approximation keeping only terms of lowest order yields
psum(~r, ω) ≈ A0
r
N∑
j=1
(
1− φ
2
j
2
)
, (3.50)
if one also assumes N to be large enough so that
∑
j φj ¿
∑
j |φj|. In consequence the
mean of each summand is
〈pj〉 = A0
r
(
1− (δφ)
2
2
)
, (3.51)
and its variance
(δpj)
2 =
A20
2r2
(δφ)4. (3.52)
Accordingly the sum error yields for first-order terms:
δpsum
〈psum〉 =
(δφ)2√
2N
. (3.53)
Figure 3.26a shows a comparison between simulation results and theory as a function
of the number of sources N . Similarly, Fig. 3.26b compares the simulated and the
theoretical array error as a function of the phase error δφ. The results deviate only
slightly and only for small amounts of sources and large source errors. This is where the
accuracy of the theoretical approximation is limited.
It should be emphasized that the effect of phase variations on the resulting sum scales
with the square compared to the magnitude error which is linearly proportional. Thus
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(b) As a function of the phase error of the source,
8 sources simulated (+) and calculated (−), 16
sources simulated (×) and calculated (- -), 32
sources simulated (◦) and calculated (-.-).
Figure 3.26.: Relative error of array of sources.
for small phase errors the effect will usually be insignificant compared to the magnitude
error. For example, for a typical phase error of 10◦ and 4 sources the resulting relative
array error is already smaller than 0.1 dB.
Array Directivity
Finally the effect of sample variation on the directivity of a line array should be in-
vestigated. The main concern here is the mean value and the standard deviation of
the directional function of the statistical array compared to the ideal array, under the
condition of a varying source magnitude.
Figure 3.27 shows the computational results for the vertical directivity of a line array
of 16 omni-directional sources and of a length of 1 m, simulated in the far field and at
a frequency of 2 kHz. The normalization for the level is chosen such that the on-axis
level is 40 dB. For display purposes, the relative array error was offset by 30 dB, higher
values indicate a non-zero error in dB. Mean and standard deviation were derived based
on the stochastic simulation of a set of 10 000 arrays.
Fig. 3.27a demonstrates that a relative error of 1 dB in the magnitude of each source
has very small effect on the directional behavior of a line array. The average array is
very close to the ideal array. The only significant exception concerns the reproduction
of the minima. This can be explained by the fact that the variation in the magnitude
of the individual source will not allow the sources in the array to combine perfectly at
a given angle and cancel each other out exactly.
The relative error is small for on-axis directions and only increases in the proximity
of the nulls. However, the latter is of no practical significance since for these angles
114
3. Modeling Large Sound Sources
  10
  20
  30
  40
30
210
60
240
90
270
120
300
150
330
180 0
(a) Source magnitude error of 1.0 dB.
  10
  20
  30
  40
30
210
60
240
90
270
120
300
150
330
180 0
(b) Source magnitude error of 1.5 dB.
Figure 3.27.: Vertical directivity and error of line array at 2 kHz, ideal array (−), average
array with source magnitude variation (+), relative error (· · · ). (The latter is offset by
30 dB.)
the level is very low, anyway. For off-axis angles the relative error increases up to 3
dB, which can be understood in the frame of the analytical results presented above.
Here phase differences between elements become significant and affect the combination
of sources. An in-depth mathematical analysis of this result is complicated and requires
future work.
It is illustrated in Fig. 3.27b that the qualitative behavior does not change for a
relative error of 1.5 dB. Only the general deviation and array error increase slightly. It
should be remarked that a magnitude scatter of 1.5 dB among sources is overestimated
compared to the small variation within high-quality series in reality.
Finally, Fig. 3.28 displays the array error averaged over the vertical angle, as a function
of frequency. At low frequencies the array error is small. In this range the radiation
pattern of the array is nearly omnidirectional and the average error is roughly equal to
the on-axis error, in this case 0.25 dB forN = 16 elements. Toward higher frequencies the
error is increasing, primarily due to differences at angles where the directional function
of the ideal array is very small and that of the statistical array is slightly smoothed
by the randomized source amplitudes. For this reason the average error will depend
on the number and the relative width of these minima. Compared to the far field, the
mean error at distances close to the array is slightly smaller due to less pronounced
cancelations in the ideal directional response.
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Figure 3.28.: Relative error of array of sources as a function of frequency, for a source
error of 1 dB, 16 sources, at a distance of 2 m (- -) and in the far field (−).
Practical Remarks
Simulation results were computed using a standard Monte Carlo approach [121]. To
derive statistical data for a set of arrays, frequency response data for each source in
each array was generated using the Box-Muller method assuming a Gaussian (normal)
distribution of data [122]. All stochastic simulations were performed using a line array
of 1 m length, at 2 kHz, with the receiver located in the far field. A set of 10 000 arrays
was simulated to obtain the statistical properties.
As a side note it should be mentioned that this study is primarily concerned with
the effect of variation among the frequency response or sensitivity of individual sources.
The variation of the directional response of the sources was not considered, because
experience indicates that these effects are of secondary order (see also Section 3.3).
3.4.2. Comparison with Measurement
To evaluate the match between theory and practice, measurement results will now be
compared with results predicted according to the above theoretical derivations. Data
will be used from a compact modular line array (Omniline by Martin Audio [116], as
in Fig. 3.10), from a column loudspeaker (Iconyx IC-8 by Renkus-Heinz [123], similar
to Fig. 2.40c), and from a medium-size touring line array (Electro-Voice XLC [124],
comparable to the cabinets in Fig. 3.22).
For each of those, a large set of on-axis frequency responses for the individual sources,
that is, cabinets or transducers, respectively, was measured. The statistical distribution
of magnitude and phase data of the sources was then analyzed. It is found that the
distribution functions are approximately Gaussian. Additionally, the phase error is
found to be small enough to be neglected when comparing its effect with that of the
magnitude error.
For the compact array and the column loudspeaker a data set for the assembled arrays
was measured as well. Based on these measurement data relative errors for the arrays
are calculated and compared with the theoretically expected results derived from the
relative error for the sources.
116
3. Modeling Large Sound Sources
Compact Line Array
Figure 3.29a shows the frequency responses of 423 Omniline cabinets, measured on-axis
and normalized to the mean of set. The corresponding relative error of these magnitude
data is presented in Fig. 3.29b. It should be noted that the increased relative error in
the frequency range of 2-4 kHz is primarily due to the crossover where the variation of
loudspeaker samples is naturally larger (see also Section 3.3).
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(a) Frequency response measurements of single
cabinets, normalized to mean of set.
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(b) Relative error of cabinet magnitude data.
Figure 3.29.: Statistical properties of Omniline cabinet samples.
The data for the third and fourth moment [125] indicate that the distribution is close
to Gaussian. As an example, Fig. 3.29c shows the relative distribution function for
a frequency of 1 kHz. Skewness and excess are depicted in Figs. A.2a and A.2b in
Appendix A.3.
Similarly, the absolute error of the phase data is displayed in Fig. 3.29d, higher
moments in Figs. A.2c and A.2d. Also the phase data obeys a Gaussian distribution
function. The absolute phase error rarely exceeds 10◦. For this reason one can expect
that the phase variation will not influence the end result very much, compared to the
magnitude variation.
Now an array of such cabinets should be looked at. Fig. 3.30 shows the distribution
and the statistical properties of a set of four Omniline arrays, each consisting of N = 8
cabinets in a straight configuration. The relative error for the low- and mid-frequencies
has reduced in average from 0.4 dB to below 0.2 dB. This is a little bit less than the
expected factor of 1/
√
N , but it is still satisfyingly close (Fig. 3.30b). In the crossover
range and above the deviation is larger; the relative array error is roughly equal to the
source error. Increased influence of source directionality as well as of propagation phase
on the pressure sum at the receiver may contribute to that and are not accounted for
by the model eq. (3.42).
Summing up one may state that although a number of four items may not be enough
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to establish a statistically reliable data set, the match is still remarkably good.
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(c) Relative frequency of levels at 1 kHz, measured
cabinet data (+) and exact Gaussian distribution
(−).
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(d) Absolute error of cabinet phase data.
Figure 3.29.: Continued.
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(a) Frequency response measurements of arrays,
normalized to mean of set.
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(b) Relative error of array magnitude data (−) and
theoretically expected result (- -), see text.
Figure 3.30.: Statistical properties of Omniline array samples.
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Loudspeaker Column
The second example is not based on a mechanically configurable line array but on a
column loudspeaker with eight identical transducers. Figure 3.31a shows the on-axis
frequency responses of 72 Iconyx (IC-8) transducers, normalized to the mean of the set.
Fig. 3.31b displays the relative error of the same. Figs. A.4a and A.4b in Appendix A.3
depict the third and fourth moment, respectively, and illustrate that the assumption of
a Gaussian distribution is reasonable. As an example, Figs. 3.31c and 3.31d show the
distribution function for 500 Hz and 1 kHz, respectively.
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(a) Frequency response measurements of single
transducers, normalized to mean of set.
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(b) Relative error of transducer magnitude data.
Figure 3.31.: Statistical properties of IC-8 transducer samples.
The frequency dependence of the phase variation for the same set of transducers is
depicted in Fig. 3.31e. It is generally below 10◦. Also here, the phase error is negligible
compared to the magnitude error. The other statistical characteristics of the phase data
are presented in Figs. A.4c and A.4d.
The 72 transducers stem from nine different IC-8 column loudspeakers, each compris-
ing N = 8 transducers. Fig. 3.32a shows the frequency responses and Fig. 3.32b the
standard deviation for the entire loudspeakers. It can be recognized that the relative
error in the mid-frequency range decreases on average from about 0.7 dB down to 0.25
dB. This corresponds roughly to the factor of 1/
√
N by which the relative error should
reduce theoretically.
The distribution for the array shows smaller skewness (Fig. A.5a) and excess (Fig.
A.5b) than the transducer data, as to be expected by the central limit theorem. The
more random processes are summed, the closer to a Gaussian distribution the result will
be.
In the high-frequency range the relative error does not decrease as much. This can
probably be attributed to the fact that the measurements were taken in the transition
zone to the far field. Here propagation phase differences between individual transducers
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become more significant. Also, due to their more pronounced directionality at high
frequencies the transducers do not sum up equally at the receiver location. For both
reasons the simple theoretical model expressed by eq. (3.42) is not very accurate in this
case.
Towards lower frequencies a different effect occurs. In this frequency range the data
for the individual transducers are already close to the noise floor of the measurement
and to the reproduction accuracy, which are of the order of 0.15 dB. The uncertainty
of the array measurements is even larger and thus cannot show the full reduction of
relative error. Depending on the nature of the noise floor, additional averaging of raw
measurement data may be helpful.
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(c) Relative frequency of levels at 500 Hz, mea-
sured transducer data (+) and exact Gaussian dis-
tribution (−).
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(d) Relative frequency of levels at 1 kHz, measured
transducer data (+) and exact Gaussian distribu-
tion (−).
Figure 3.31.: Continued.
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(e) Absolute error of transducer phase data.
Figure 3.31.: Continued.
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(a) Frequency response measurements of arrays,
normalized to mean of set.
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(b) Relative error of array magnitude data (−) and
theoretically expected result (- -), see text.
Figure 3.32.: Statistical properties of Iconyx IC-8 array samples.
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Medium-Size Touring Line Array
The XLC line array from Electro-Voice is a high-performance three-way system of
medium cabinet size. Figures 3.33, 3.34, and 3.35 show the distribution of the on-
axis frequency responses of 34 measured cabinets for the LF, MF, and HF pass-band,
respectively:
• Fig. 3.33a and 3.33b indicate an approximate relative error of 0.25 dB for the LF
section over its bandwidth of normal operation from 20 Hz to 200 Hz.
• The operational bandwidth of the MF unit is approximately from 200 Hz to 1200
Hz. The typical relative error over this frequency range is about 0.3 dB as shown
in Figs. 3.34a and 3.34b.
• The level distribution of the HF pass-band is displayed in Figs. 3.35a and 3.35b.
The average relative error over its bandwidth from 1200 Hz to 10 kHz is about
0.35 dB.
More detailed statistical analysis reveals that the distribution functions of the three
magnitude data sets can be considered Gaussian. The normalized skewness and excess
for all three pass-bands rarely exceed a value of 1. The absolute error of the phase data
is generally below 10◦, for the HF unit even below 5◦. Skewness and excess of the phase
data do not exceed a value of 2, typically.
Even though XLC array measurements are not available these statistical results con-
firm the assumption previously made that the magnitude error is normally well below 1
dB and the phase error below 10◦. It can be safely assumed that both distributions are
Gaussian.
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(a) Frequency response measurements of single LF
pass-bands, normalized to mean of set.
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(b) Relative error of pass-band magnitude data.
Figure 3.33.: Statistical properties of XLC LF pass-band samples.
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(a) Frequency response measurements of single MF
pass-bands, normalized to mean of set.
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(b) Relative error of pass-band magnitude data.
Figure 3.34.: Statistical properties of XLC MF pass-band samples.
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(a) Frequency response measurements of single HF
pass-bands, normalized to mean of set.
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(b) Relative error of pass-band magnitude data.
Figure 3.35.: Statistical properties of XLC HF pass-band samples.
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Remarks
In the above analysis the focus was primarily on the effect of the magnitude error due
to sample variation in the array. It was shown that relative to that the phase error is
largely negligible for the given sample data. One may perform investigations similar to
that of the magnitude error for the real and imaginary part as well. Within the same
error limits they also obey a Gaussian distribution. However, this is not a necessary
requirement for the application of the central limit theorem. The fact that the data
set of the single sources already satisfies a Gaussian distribution indicates that there
are multiple underlying random processes that combine together in this distribution
according to the central limit theorem.
The large but still limited amount of data that were available for this study supports
the theoretical expectations. The relative error of the array is generally lower than
the relative error of the source magnitude, and obeys a 1/
√
N -law when the sources
are approximately of equal strength and phase at the receiver. Currently on-going
investigations related to advanced digital beam-steering relying heavily on FIR filters also
reveal no substantial negative effects of sample variation on the overall array performance
[126].
3.5. Summary and Open Problems
In this chapter it was shown that the CDPS model can quite naturally be extended to
large sound sources such as column loudspeakers or line arrays. Modeling results based
on the CDPS decomposition are highly accurate if resolution requirements are met and
the acoustic support of neighbor cabinets in a line array is accounted for. Sample vari-
ation among cabinets or transducers of the same type can normally be neglected when
data of a representative or average unit is used. In fact, statistical error compensation
effects lead to a smaller scatter of mechanically identical arrays than of their components.
On this basis the CDPS model allows replacing other modeling philosophies that are
for example based on the reproduction of the wave front by elementary sources or by a
tesselated, virtual surface. However, there are a number of open issues that should be
pointed out:
• It is an important fact that CDPS decomposition can only be applied to line sources
that can be subdivided and measured as partial sources. The CDPS model cannot
be easily employed for large continuous sources, such as ribbon loudspeakers with
a length of 2 m or large horns. In these cases, it is physically impossible to
decompose the original source into several components that can be measured in
their far field. This lack can be circumvented to some extent by e.g. making scale
model measurements or relying on a mathematical model in order to generate the
complex directional data for the CDPS approach.
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• Another important aspect is that the CDPS model assumes fully coherent sources
in a time-invariant system. However, in practice this assumption has limits due to
fluctuating environmental conditions, such as air movements. As will be discussed
next, in Chapter 4, coherence among sources can be affected by local, temporary
changes of the propagation medium air. Coherence is reduced at larger receive
distances and at higher frequencies.
• It is also worth mentioning that the CDPS model being based on the superposition
of point sources cannot account for boundary effects, such as shadowing, coupling
or diffraction by neighbor cabinets in the array (as discussed e.g. in [127]), unless
these effects are already included in the measurements.
Beyond that attention should also be given to a number of aspects that are important
from the practical perspective:
• The accurate measurement of directional magnitude and phase data in the appro-
priate resolution is crucial for the process. Measurement data must be reproducible
within a defined error margin, with respect to both measurements of the same cab-
inet and measurements of different cabinets of the same type. In this regard, sensi-
tivity data and directional data used for the CDPS model should be complemented
by information that determines the uncertainty of the data quantitatively.
• As it has been explained earlier, the computational performance of the CDPS
model is significantly higher than any approach that is based on some sort of
elementary sources which are subject to spatial resolution requirements that scale
with the wavelength. Nonetheless the CDPS model is also measurably slower
than using a single directional data set measured in the far field of the array.
Practice has shown that the computational load is dominated by the transforms
from magnitude and phase data to real and imaginary parts and back. Both
transforms are inevitable because the directional data is stored and interpolated
as magnitude and phase data. In contrast, the complex summation of sources is
performed using real and imaginary parts. Finally, most end results are again
based on magnitude data.
• In practice required computer memory is rarely an issue. In terms of a computer
model, a typical loudspeaker GLL file seldom exceeds the size of about 1 MB
of data. However, line array GLL files that contain multiple cabinet definitions,
especially when they use directional data with angular resolutions higher than 5◦,
may be as large as 10 MB and more.
• In Section 2.3.2 the necessity for creating source groups in order to perform geo-
metrical visibility tests (Figs. 2.21a, 2.21b) has been discussed. For large sound
sources this procedure has also proven to be a good compromise between perfor-
mance on the one hand and accuracy on the other hand. Particularly in the case
of large line arrays that consist of dozens of sources visibility tests for every source
individually would lead to impractically long computation times.
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Other than that, all solutions that have been developed earlier for small sources apply
to large sources as well. Crossover, equalization filters or beam steering filters can be
applied as already shown in Section 2.4.4. Mechanical configurability is also given, as
demonstrated with the Omniline line array in Section 3.3.1.
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4.1. Introduction
In the previous chapter modeling of loudspeaker line arrays has been discussed in great
detail. In reality, most sound systems consist of a number of line arrays or other complex
loudspeaker systems. These systems are generally difficult to set up and to model. This
applies particularly to the proper alignment of all loudspeaker signals in time because the
related even coverage of the audience zones and smooth system response are important
performance criteria.
However, for the design of such systems there is still no consistent approach concerning
the expected superposition of sound signals at the receiver. It is usually assumed that
sound sources which are located close to each other combine in a coherent manner, that
is, their sound pressure amplitudes are added by taking into account phase information.
In contrast, sound sources located far apart from each other are assumed to show a
random-phase relationship and therefore sum energetically. In reality, these assumptions
only represent the extreme cases but they are not very accurate at all.
In order to predict the coherence of combinations of sound sources, environmental
conditions, such as temperature fluctuations or variations of air flow as well as their
spatial correlation, have to be accounted for. These parameters determine the level of
coherence among sources and thus influence the performance of the sound system as
well as the perceived quality, spectral shape, and the temporal stability of the acoustic
signal delivered to the receiver.
Except for the above-mentioned differentiation between complex sum and power sum
of pressure amplitudes, fluctuating environmental conditions are at large not accounted
for in electro-acoustic and room acoustic modeling. Publications relating to the theo-
retical background or to systematic measurements are scarce. With respect to static
environmental conditions, it is common to consider the influence of air temperature,
humidity and pressure on the speed of sound and on the attenuation of propagating
sound waves, e.g. as defined in ISO 9613 [58].
Significantly more work was and is being done in the field of modeling outdoor sound
propagation, especially with respect to noise sources, such as railways or highways, e.g.
[128], [61], [62], [129]. Outdoor models must usually account for wind and temperature
gradients in the transmission medium air. To some extent these models also consider
fluctuations of wind and temperature, such as turbulence. But in contrast to sound
reinforcement problems, these discussions are normally limited to a single source or to
a source and the ground reflection. Outdoor modeling is typically concerned with large
127
4. Coherence of Radiated Sound
propagation distances and a large range of wind speeds, since the primary interest is
in estimating for a given scenario if noise sources are audible and, if so, at which level.
However, in electro-acoustics the quality of the received sound plays the dominant role
and for this reason only small fluctuations of environmental conditions and comparably
small propagation distances will be important. Beyond that the sound will be so much
distorted that typical quality criteria become meaningless. For example, strong winds
of varying direction and speed affect an outdoor musical performance so much that
e.g. SPL coverage and spectral balance over the audience zones are rather unimportant
because of their irregular and unpredictable behavior.
Mathematical frameworks for the analytical treatment of sound scattering by inho-
mogeneities and anisotropies in a fluid medium were developed by numerous authors,
such as [130], [3]. Unfortunately, because of their very general approach those provide
only limited insight for practical applications.
The gap between these models and practical simulation of outdoor noise propaga-
tion is bridged by a number of works in the field of atmospheric acoustics ([131], [132],
[133], [134], [65], [135], [136], [137]), of which Ostashev [65] represents a comprehensive
summary. His detailed work is concerned with the accurate theoretical treatment of
sound propagation in a moving random medium. It is based on solving the perturbed
wave equation and provides a good picture of the overall problem of the effect of tur-
bulence on the transmission of sound waves. Nonetheless, due its wave-based approach
it lacks a number of aspects that are typical for considerations in the high-frequency
limit (Eikonal equation [1], [4], [130]) which is commonly used in the field of electro-
acoustic and room acoustic modeling. Beyond that, Ostashev’s advanced physical and
mathematical presentation can be considered challenging for most practitioners.
In contrast, with directly applicable formulas the work presented here focuses on a
selected part of the problem and it includes measurement results, as well. In particular,
it is of interest to investigate the combined performance of multiple sources in a slightly
inhomogeneous medium. The results obtained here can be considered complementary
to the ones presented by Ostashev [65] and provide similar answers in regions of their
mutual overlap.
Overview
In this chapter a specific mathematical and physical framework will be developed for
the practical inclusion of environmental parameters in the propagation model of the
radiated sound field. Based on that, the level of coherence of the elements of the sound
system can be quantified using environmental parameters as an input. The theoretical
treatment of the problem consists of the following steps:
1. The travel time1 of the sound wave in a slightly inhomogeneous, anisotropic medium
according to eq. (1.6) is used as the starting point.
1Here and further on the terms travel time, arrival time, and propagation delay will be used synony-
mously for the propagation time of the signal from the source to the receiver.
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2. The spatial dependence of fluctuations of the environmental parameters wind speed
and temperature is analyzed by considering the underlying physical processes and
expressed as an average over a statistical ensemble [138], [139], [140].
3. Using stochastic theory the standard deviation of the arrival time can then be
computed as a function of the source-receiver distance, the amplitude of the fluc-
tuations, as well as the spatial correlation length of the fluctuations.
4. This result can be extended to the standard deviation of the differential arrival
time of two sources by including correlation effects between the two propagation
paths.
5. The obtained statistical distribution function of the arrival time is used to deter-
mine the average magnitude of the interference term in the complex sum of sound
pressures and thus the resulting sound pressure level.
This purely analytical treatment provides the important results of this chapter, namely a
set of comparably simple mathematical expressions that determine the combined sound
pressure level of two or more sources as a function of the amplitude of the fluctuations
of the environmental parameters and their spatial correlations. Rather than being a
Boolean on/off-function, the newly derived formula describes a continuous transition
from power summation on the one end to the superposition of complex pressure ampli-
tudes on the other end, in dependence on the distance between source and receiver, on
the geometry of the setup, as well as on the frequency.
After that, experimental data are presented. For a number of different measurement
setups ultrasonic anemometers were used to determine statistical properties of wind
speed, wind direction, and air temperature. At the same time acoustic impulse response
measurements were made to permit later comparison of predicted sound propagation
characteristics with measurement results. It is shown that the theoretical results match
well with the experimental data under the given limitations. Finally it is illustrated
that the presented model also shows satisfying agreement with the solutions provided
by Ostashev [65] in the parameter region of overlap.
4.2. Theoretical Model
4.2.1. Fluctuations of Travel Time in Inhomogeneous Air
Travel Time Integral for Small Inhomogeneities
The high-frequency approximation of the propagation time of plane waves in an inho-
mogeneous medium, eq. (1.6), can be derived from the Eikonal [1], [4], [130],
t =
s1∫
s0
1
c(~r)
ds, (4.1)
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where ~r describes the coordinates along the propagation path s from s0 to s1 and c(~r)
is the local speed of sound. It can be assumed that the speed of sound varies only
slightly throughout the space and therefore set c(~r) = c0 + c˜(~r) with constant c0 and
c˜(~r)/c(~r)¿ 1. Typically one may specify c0 by the condition c0 = 〈c(~r)〉, i.e., 〈c˜(~r)〉 = 0
for the stochastic ensemble average. Linearizing the integral
t =
s1∫
s0
1
c0 + c˜(~r)
ds (4.2)
yields
t ≈
s1∫
s0
1
c0
(
1− c˜(~r)/c0
)
ds. (4.3)
The propagation time can thus be separated into a constant part and a term that depends
on the spatial fluctuations,
t ≈ s1 − s0
c0
− 1
c20
s1∫
s0
c˜(~r)ds. (4.4)
Obviously one can normalize the arrival time to the constant part, t→ t+ (s1 − s0)/c0.
Additionally it can be set −c˜(~r)/c20 = αT (s), where T (s) is a measurable fluctuating
environmental parameter and α is a related constant, so that finally there is a simple
starting point:
t = α
s1∫
s0
T (s)ds. (4.5)
Note that at this time the nature of the spatial variations has not been specified. Influ-
ences on the propagation of sound, such as temperature variations or air flow, can be
modeled in this way as long as the fluctuations are small and the high-frequency limit of
the Eikonal holds. It was also assumed that the propagation path itself will not change
significantly even though there are inhomogeneities in the medium.
Correlated Fluctuations
Considering the fluctuations along the propagation path, one has to assume that fluc-
tuations at different points of the path are correlated. In the framework of statistical
theory [138], [139], [140], these can be approximated by the spatial correlation function,〈(
T (x)− 〈T 〉
)(
T (y)− 〈T 〉
)〉
=
D
τ
exp
(
− |x− y|
τ
)
, (4.6)
where τ determines the correlation length, D is the (squared) amplitude of the fluc-
tuations and x, y are the coordinates along the propagation path. The mean 〈...〉 is
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understood as the average over the stochastic ensemble of all possible realizations of the
field T . One can rewrite eq. (4.6) to:
〈T (x)T (y)〉 = 〈T 〉2 + D
τ
exp
(
− |x− y|
τ
)
. (4.7)
Computing the squared standard deviation, σ2T = 〈T 2〉 − 〈T 〉2, in x = y yields D = σ2T τ
so that
〈T (x)T (y)〉 = 〈T 〉2 + σ2T exp
(
− |x− y|
τ
)
. (4.8)
The spatial correlation function shows an exponential decay over distance with its am-
plitude defined by the standard deviation of the observed quantity T .
Variation of the Arrival Time
Since the fluctuations of air can be described only statistically and not in a deterministic
way, the arrival time has to be formulated in a statistical manner as well. Its squared
standard deviation is given by:
σ2t = 〈t2〉 − 〈t〉2. (4.9)
Both terms can be resolved by applying the assumption made about the spatial cor-
relation to the integral equation of the arrival time, eq. (4.5). For the first term one
has
〈t2〉 = α2
〈 s1∫
s0
T (s)ds
s1∫
s0
T (s′)ds′
〉
. (4.10)
The integrals are independent so one may mix the integrands. And one may also change
to relative coordinates, so that one can integrate s′ relative to any given s so that
s′ = s+ ρ and dρ = ds′. One obtains
〈t2〉 = α2
〈 s1∫
s0
s1−s∫
s0−s
T (s)T (s+ ρ)dρds
〉
. (4.11)
Next the integrals and the ensemble average are exchanged, because the propagation
path does not depend on the fluctuations, approximately. This yields
〈t2〉 = α2
s1∫
s0
s1−s∫
s0−s
〈T (s)T (s+ ρ)〉dρds. (4.12)
Now one can insert the definition of the spatial correlation function, eq. (4.8), and finds:
〈t2〉 = α2〈T 〉2(s1 − s0)2 + α2σ2T
s1∫
s0
s1−s∫
s0−s
exp
(
− |ρ|
τ
)
dρds. (4.13)
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The double integral can be solved in a straight-forward manner. The result is (note
s1 ≥ s0):
〈t2〉 = α2〈T 〉2(s1 − s0)2 + 2α2σ2T τ
{
(s1 − s0) + τ
[
exp
(
− s1 − s0
τ
)
− 1
]}
. (4.14)
The second term in equation (4.9) is easily calculated:
〈t〉2 = α2〈T 〉2(s1 − s0)2 (4.15)
Finally one obtains for the squared standard deviation of the arrival time:
σ2t = 2α
2σ2T τ
{
(s1 − s0) + τ
[
exp
(
− s1 − s0
τ
)
− 1
]}
. (4.16)
This equation for the travel time variance represents a main result of this chapter.
It provides the quantitative dependency of the fluctuations of the arrival time on the
statistical properties of the observation variable T , such as air flow or temperature, as
well as on the distance between source and receiver.
Asymptotic Limits
For long propagation paths s1 − s0 relative to the correlation length τ , the second term
of the result (4.16) can be neglected compared to the first. Then the squared standard
deviation will be linearly proportional to the receive distance. Evidently, the correlation
over relatively short path lengths is negligible in this case:
σ2t → 2α2σ2T τ(s1 − s0). (4.17)
Vice versa, for very short propagation paths compared to the correlation length, the
exponential function has a very small exponent and can be expanded into a power
series. The absolute and the linear term cancel, so that the second-order term remains.
As a result the squared standard deviation grows quadratically in the short range and
is approximately independent from the correlation length:
σ2t → α2σ2T (s1 − s0)2. (4.18)
For the particular case that correlation length and receive distance are of the same order
of magnitude, one can estimate convenient upper and lower bounds of the travel time
variance, eq. (4.16),
0 ≤ σ2t ≤ 2α2σ2T
τ(s1 − s0)2
τ + s1 − s0 , (4.19)
from the inequality 1/(1 + x) ≥ exp(−x) ≥ 1 − x, valid for x ≥ −1. See Fig. 4.1 for
a graphical display of the travel time variance, its asymptotic limits, eqs. (4.17) and
(4.18), as well as its upper bound, eq. (4.19). It is visible that already at distances
slightly larger than the correlation length, eqs. (4.17) and (4.19) provide fair practical
proxies, also suitable to simplify exact results derived below, such as eq. (4.57) in Section
4.5.
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Figure 4.1.: Normalized travel time variance, exact (−) according to eq. (4.16), asymp-
totic limit for long distances (· · · ), (s1−s0)/τ →∞, according to eq. (4.17), asymptotic
limit for short distances (-.-), (s1− s0)/τ → 0, according to eq. (4.18) and upper bound
(- -) according to eq. (4.19).
Examples
When considering spatial fluctuations of the speed of sound due to air flow or wind one
has α = −1/c20, T (s) = v(~r(s)) and σT = σv, where v is the local wind velocity and σv is
the standard deviation of the wind velocity. In the long-range limit of s1 − s0 À τ one
obtains for the spreading of arrival times:
σt ≈
∣∣∣∣ 1c20
∣∣∣∣σv√2τ(s1 − s0). (4.20)
As an example, set c0 = 340 m/s, σv = 1 m/s, τ = 1 m and s1 − s0 = 100 m. This
yields σt = 0.122 ms, which corresponds to slightly more than one wavelength at 10 kHz.
For spatial fluctuations of the Celsius temperature θ and their effect on the speed of
sound [1] it is known:
c(~r) ≈ c0
√
1 + θ(~r)/θ0. (4.21)
with θ0 = 273.15
◦C. Linearizing for small θ/θ0 in the definition of 1/c yields
1
c(~r)
≈ 1
c0
− θ(~r)
2c0θ0
, (4.22)
so that α = −1/(2c0θ0), T (s) = θ(~r(s)) and σT = σθ. Thus one finds for the arrival time
in the long-range limit:
σt ≈
∣∣∣∣ 12c0θ0
∣∣∣∣σθ√2τ(s1 − s0). (4.23)
As an example, set c0 = 340 m/s, σθ = 1 K, τ = 1 m and s1 − s0 = 100 m. This yields
σt = 0.076 ms, which corresponds to slightly less than one wavelength at 10 kHz.
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4.2.2. Fluctuations of the Travel Time Difference on Coupled Paths
When discussing the loss of coherence between two signals caused by travel time fluctu-
ations one must account for spatial correlations between the corresponding propagation
paths. Following the line of thought from the previous section the (fluctuating) differ-
ence ∆t of the arrival times along these two paths are of particular interest. The squared
standard deviation of this difference is given by
σ2∆t = 〈∆t2〉 − 〈∆t〉2. (4.24)
One may define t1 and t2 as the arrival time along each propagation path, respectively.
This means ∆t = t1 − t2, so that
σ2∆t = 〈t21〉 − 〈t1〉2 + 〈t22〉 − 〈t2〉2 + 2〈t1〉〈t2〉 − 2〈t1t2〉. (4.25)
Since the auto-correlation function was already computed as well as the mean of inde-
pendent paths in eqs. (4.14) and (4.15) the only unknown term in this equation is the
covariance term 〈t1t2〉. Applying definition (4.9) for each propagation path results in
σ2∆t = σ
2
t1
+ σ2t2 + 2α
2〈T 〉2(s1 − s0)(s2 − s0)− 2〈t1t2〉. (4.26)
In order to compute 〈t1t2〉 one has to determine the path integral (4.5) separately for
each propagation path, s0 → s1 and s0 → s2. For the sake of simplicity, in the following
the receiver location will be chosen as s0 = 0. This yields
〈t1t2〉 = α2〈
s1∫
0
T (s)ds
s2∫
0
T (s′)ds′〉. (4.27)
In this case the correlation function must be computed for two points on different paths
so that one obtains the spatial correlation function of eq. (4.8) in a generalized form,
〈T (x)T (y)〉 = 〈T 〉2 + σ2T exp
(
− r(x, y)
τ
)
, (4.28)
where r ≥ 0 is the distance between a particular point x on path s and another point y
on path s′. Accordingly, the problem that finally needs to be solved can be written as
σ2∆t = σ
2
t1
+ σ2t2 − 2α2σ2T
s1∫
0
ds
s2∫
0
ds′ exp
(
− r(s, s
′)
τ
)
, (4.29)
where
r =
√
s2 + s′2 − 2ss′ cos γ, (4.30)
and 180◦ ≥ γ ≥ 0◦ is the angle enclosed between the two straight paths which intersect
at the receiver location, s = s′ = 0.
Notice that here a joint starting point and different end points have been chosen. This
is without loss of generality because the end result of the integral term in eq. (4.29)
remains the same when both integration boundaries are inverted at the same time and
thus switch to a joint end point and different starting points.
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Approximation and Upper Bound of the Correlation Integral
The integral that needs to be solved for two correlated paths is:
I =
s1∫
0
ds
s2∫
0
ds′e−r(s,s
′)/τ . (4.31)
Looking at the exponent according to eq. (4.30) it seems useful to introduce the ratio
u = s/s′ so that r = s′
√
u2 + 1− 2u cos γ. In the case u À 1, or s À s′ respectively,
one can approximate eq. (4.30) in first-order terms by
r(1) ≈ s− s′ cos γ. (4.32)
Since the problem is symmetrical in s and s′ one finds the counterpart for u ¿ 1, or
s′ À s respectively, immediately:
r(3) ≈ s′ − s cos γ. (4.33)
Finally, in the case u ≈ 1, or s′ ≈ s one can linearize eq. (4.30) in the form s = s′ +∆s
for small ∆s. Omitting terms of higher order and applying a trigonometric identity
yields
r(2) ≈ (s+ s′) sin(γ/2). (4.34)
Note that r ≥ 0 applies always.
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(a) Enclosed angle γ = 13◦.
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(b) Enclosed angle γ = 95◦.
Figure 4.2.: Value of exponential correlation function, that is the integrand of eq. (4.31),
for s = 10 m and τ = 5 m: exact (−), upper bounds for s À s′ (· · · ), s′ ≈ s (-.-), and
s¿ s′ (- -).
Interestingly these approximations also represent an upper bound of the problem. It
can be shown that the approximation of r by eqs. (4.32), (4.33), or (4.34) is always
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smaller than or equal to the exact distance r in eq. (4.30), see Appendix A.4.1. This
means that eq. (4.31) is an upper limit of the exact solution when r is replaced by
one of its above approximations. Fig. 4.2 shows two typical examples where one can
recognize that the combination of the three upper-bound functions represents a fairly
good approximation2. It is noted that an upper bound for the correlation integral, eq.
(4.31), corresponds to a lower bound for the variance of the travel time difference, eq.
(4.29).
Since the integral in eq. (4.31) is rather difficult to solve it will be approximated instead.
For any value of s the inner integral of eq. (4.31) can be subdivided into three different
regions where s′ ¿ s, s′ À s or s′ ≈ s. From here on one may also assume that s2 ≥ s1
without loss of generality due to the symmetry in s and s′. The transition lines between
the regimes can be defined by means of the intersection points of the approximating
functions. As Fig. 4.2 illustrates, this choice minimizes the excess area of the linear
approximation that is added to the exact integral.
The first transition is between the regions of s′ ¿ s and s′ ≈ s. Here the intersecting
line is given by the equality of r(1) and r(2) in s
′ =: sa:
s− sa cos γ = (s+ sa) sin(γ/2). (4.35)
One obtains:
sa(s) = s
1− sin(γ/2)
cos γ + sin(γ/2)
. (4.36)
The second transition happens between s′ ≈ s and s′ À s in s′ =: sb where r(2) equals
r(3):
(s+ sb) sin(γ/2) = sb − s cos γ, (4.37)
yielding
sb(s) = s
cos γ + sin(γ/2)
1− sin(γ/2) . (4.38)
For the sake of brevity one may introduce the slope v = 1−sin(γ/2)
cos γ+sin(γ/2)
so that sa(s) = sv
and sb(s) = s/v. Note that 1 ≥ v ≥ 1/3 for all γ.
After these preparations the relationship (4.31) can be redefined by subdividing the
inner integral into the discussed three approximation regions (see Fig. 4.3):
I =
s1∫
0
ds
[ sa(s)∫
0
ds′e−r(1)/τ +
sb(s)∫
sa(s)
ds′e−r(2)/τ +
s2∫
sb(s)
ds′e−r(3)/τ
]
. (4.39)
But notice that this expression applies only over the full extent of the outer integral
when s2 ≥ sb(s1). This is not true for the typical case of γ > 0 and s2 = s1. In this
complementary case of sb(s1) > s2 ≥ s1 one must also subdivide the outer integral, as
2As far as exact results of the integral are given in the following, they are computed numerically using
standard methods.
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Figure 4.3.: Integration regions in the case
s2 ≥ s1/v.
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Figure 4.4.: Integration regions in the case
s1/v > s2 ≥ s1.
shown in Fig. 4.4. The case s2 < s1 does not have to be considered due to the symmetry
in s and s′.
One finds accordingly for the second case with sb(s1) > s2:
I =
s2v∫
0
ds
[ sa(s)∫
0
ds′e−r(1)/τ +
sb(s)∫
sa(s)
ds′e−r(2)/τ +
s2∫
sb(s)
ds′e−r(3)/τ
]
+
s1∫
s2v
ds
[ sa(s)∫
0
ds′e−r(1)/τ +
s2∫
sa(s)
ds′e−r(2)/τ
]
. (4.40)
Since all three approximations of r are linear functions of s and s′ this double integral
can be solved in a straight-forward manner. Notice that beyond the break-up and
linearization of r(s, s′) for different s/s′ no assumptions have been made regarding s1,
s2, γ or τ . Therefore this upper bound is valid for all possible configurations. The result
of executing the integrals is somewhat lengthy and does not provide additional insights.
For the sake of completeness it is given in Appendix A.4.1.
Error of Approximation
When comparing the linear approximations (4.39), (4.40) with the exact integral (4.31)
one finds that for the largest part of the parameter space the deviation is within a few
percent or less (see e.g. Fig. 4.5) and does not affect the result of eq. (4.29) significantly.
However, especially for small angles γ and large distances s1 and s2 with s1 = s2, the
error of the approximation becomes important. This is due to the fact that in this case
the correlated part in eq. (4.29) becomes almost as large as the uncorrelated part that
it is subtracted from.
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Figure 4.5.: Relative deviation of approximation (4.40) from exact integral (4.31) when
s1 = s2 and s1 = τ (−), s1 = 3τ (-.-), s1 = 10τ (- -), and s1 = 30τ (· · · ).
Unfortunately, this is a typical situation of application when considering line array
systems. Here the spacing between the sources will be relatively small compared to the
listening distance. At the same time the distance from each source to the receiver is
almost the same. In order to demonstrate this practical application the angle γ can be
formally translated into a vertical spacing h = 2s1 sin(γ/2) between the two sources. It
is assumed that the receiver is centered vertically between the two sources and that the
distance to the sources is s1 and s2, respectively, with s1 = s2.
0 50 100 150 200
10−3
10−2
10−1
100
s / m
σ
∆ 
t /
 m
s
Figure 4.6.: Exact and approximate standard deviation of arrival time difference σ∆t for
small γ and large distances s1 = s2 according to eq. (4.29). Source spacing h = 0.3 m,
exact (−) and lower bound (-.-), spacing h = 3 m, exact (- -) and lower bound (· · · ).
The resulting dependency of the standard deviation on distance and spacing is shown
in Fig. 4.6 as an example. For this illustration only fluctuations due to light wind
have been considered. A correlation length of τ = 5 m has been assumed and a stan-
dard deviation of σv = 0.7 m/s. In the range of interest of 10 m ≥ h ≥ 0.1 m and
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200 m ≥ s1 ≥ 10 m, the lower-bound underestimates the accurate value by about 5%
to 55%. An upper bound for the standard deviation of the propagation time difference
could thus be defined empirically; it is roughly twice the value of the lower bound.
This graph allows deriving some practical numbers. According to the model, if the
spacing of acoustic sources is of the order of 1 m, the standard deviation of the arrival
time difference can be up to 0.1 ms. This corresponds to one wavelength at 10 kHz.
Asymptotic Limits
Equation (4.29) allows discussing a number of asymptotic cases. In the case of γ → 0
the distance becomes simply r = |s− s′|. One finds:
s1∫
0
ds
s2∫
0
ds′e−|s−s
′|/τ = τ 2
(
2
s1
τ
+ e−s1/τ + e−s2/τ − e−(s2−s1)/τ − 1
)
. (4.41)
Without loss of generality this solution assumes s2 ≥ s1. Inserting this result as well as
eq. (4.16) into the governing eq. (4.29) yields
σ2∆t = 2α
2σ2T τ
2
{
s2 − s1
τ
+ exp
(
− s2 − s1
τ
)
− 1
}
. (4.42)
Obviously, for small angles γ the standard deviation of the travel time difference is equiv-
alent to the uncorrelated (single-path) solution for the path length difference s2 − s1.
This is because the sound waves propagating along the shared part of the path will
see exactly the same fluctuations. They only differ by one propagation path extending
beyond the other and thus one sound wave accumulating the effects of additional fluctu-
ations on that excess section. As expected, the travel time difference vanishes completely
when the two paths have the same length, s1 = s2.
In the case of γ → 180◦ the relation r = s + s′ applies. Solving the integral in eq.
(4.31) is straight-forward:
s1∫
0
ds
s2∫
0
ds′e−(s+s
′)/τ = τ 2
(
e−(s1+s2)/τ − e−s2/τ − e−s1/τ + 1
)
. (4.43)
Clearly, for s1 À τ and s2 À τ this integral and thus the correlated part in eq. (4.29) be-
come very small relative to the uncorrelated part. Not unexpectedly, for large distances
s1, s2 and large opening angles γ the standard deviation of the arrival time difference is
dominated by the uncorrelated part. Comparing with eq. (4.17) this result corresponds
to the uncorrelated (single-path) solution for a path length of s1 + s2.
4.2.3. Coherent Superposition
Once the fluctuations of the arrival time are determined, whether this is from theory or
from experiments, one can calculate the corresponding phase fluctuations. The mean is
139
4. Coherence of Radiated Sound
given by the mean of the arrival time multiplied by frequency ω:
〈φ〉 = ω〈t〉 (4.44)
The standard deviation obeys the same relationship:
σφ = ωσt (4.45)
But naturally the phase fluctuations are not very meaningful unless their effect on the
superposition of signals is considered when they take different paths to the receiver.
Coherent Superposition of Two Remote Sources
In this section an idea will be given on how the statistical variation of the signal ar-
rival time will affect the summation of two signals at the receiver. One may consider
two sources which radiate the same signal. They are located at the same distance to
the receiver but in different directions, so that the fluctuations on the two paths are
practically uncorrelated.
When the receiver is located in the origin the complex sound pressure pj of a spherical
wave radiated by source j at distance rj is determined by
pj =
1
rj
Aje
−i(krj−ξj), (4.46)
where Aj is the complex radiation amplitude of the source, k the wave number and
ξj the instantaneous phase fluctuation relative to the phase that corresponds to the
unperturbed arrival time tj = rj/c0. For two sources, 1 and 2, with equal amplitude and
at equal distance the pressure sum pSum = p1 + p2 yields after some simplifications
pSum = A
(
eiξ1 + eiξ2
)
, (4.47)
where all joint quantities have been compacted into the complex amplitude A. One may
calculate the power of the complex sum, P = |pSum|2, and define the phase difference
ξ = ξ1 − ξ2:
P = 2|A|2(1 + cos ξ). (4.48)
For Gaussian-distributed phase fluctuations it is known that 〈ξ〉 = 〈ξ1〉 − 〈ξ2〉 and
σ2ξ = σ
2
ξ1
+ σ2ξ2 , [120]. Note that the second expression corresponds to the uncorrelated
part in eq. (4.29).
One can now average over the ensemble by assuming a Gaussian distribution W with
the mean 〈ξ〉 and the standard deviation σξ:
〈P 〉 = 2|A|2
(
1 +
∞∫
−∞
W (ξ) cos ξdξ
)
, (4.49)
where
W (ξ) =
1√
2piσξ
exp
(
− (〈ξ〉 − ξ)
2
2σ2ξ
)
. (4.50)
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The integral boundaries are infinite because the average is over all possible realizations
of the fluctuations of the arrival time difference multiplied by ω. One may choose 〈ξ〉 = 0
and finds after executing the integral:
〈P 〉 = 2|A|2
(
1 + exp
(
− σ
2
ξ
2
))
. (4.51)
This result provides the transition between the fully coherent state σξ = 0 when 〈P 〉 =
4|A|2 and the random-phase state σξ →∞ when 〈P 〉 = 2|A|2.
As an example, assume that the standard deviation of the arrival time difference
corresponding to ξ is σt = 0.1 ms. This yields an average power sum 〈P 〉 = 2.0|A|2 at
10 kHz, 〈P 〉 = 2.34|A|2 at 3 kHz, 〈P 〉 = 3.64|A|2 at 1 kHz and 〈P 〉 = 3.996|A|2 at 100
Hz. Obviously, for a phase variation of one cycle, the coherent part in the overall power
received has vanished.
The assumption that the distribution of fluctuations over the ensemble is Gaussian
is plausible if the two considered propagation paths are independent and do not show
spatial or temporal correlations. In practice, this will only be the case if - looking from
the receiver - the relative angle between these paths is sufficiently large, that is, if the
sources are spaced much further apart than the correlation distance.
Coherent Superposition of Spatially Close Sources
Equation (4.29) represents the standard deviation of the travel time difference for two
correlated paths. It includes the special case of uncorrelated paths, eq. (4.16), in the
asymptotic limit γ → 180◦ and s1 À τ , s2 À τ . With respect to the superposition of
multiple sources one can draw conclusions similar to the above combination of sound
waves traveling along uncorrelated paths and generalize the result. The standard devia-
tion of the fluctuating phase difference between two sources is then given by σξ = ωσ∆t
and relationship (4.51) applies unchanged.
When considering more than two sources the phase relationship must be determined
for each pair of sources individually. Let N sources j have the same amplitude A and
the instantaneous phase ξj at the receive location. The sum is established by
pSum =
N∑
j=1
Aeiξj . (4.52)
The power of the complex sum is given by
P = |pSum|2 = |A|2
(
N + 2
N∑
j=1
N∑
k=j+1
cos ξj,k
)
, (4.53)
where ξj,k = ξj − ξk is the instantaneous phase difference between two sources j and k.
Derivation of the mean power sum by applying the same principle as for eq. (4.51) is
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straight forward under the assumption that the distribution function of the travel time
difference is roughly Gaussian:
〈P 〉 = |A|2
(
N + 2
N∑
j=1
N∑
k=j+1
exp
(
− σ
2
ξj,k
2
))
. (4.54)
Finally one obtains:
〈P 〉 = |A|2
(
N + 2
N∑
j=1
N∑
k=j+1
exp
(
− ω
2σ2∆tj,k
2
))
, (4.55)
where σ∆tj,k is the standard deviation of the difference of the propagation times along
two paths sj and sk. In combination with eq. (4.29) this is an important result of this
chapter.
Practical implications of these theoretical results will be discussed in Section 4.5.
4.3. Experimental Results
Under calm summerly conditions in a suburb region with single houses, bushes, and
meadows, outdoor measurements were carried out on two subsequent days. The mea-
surement setup consisted of two anemometers which were located at a specific distance
from each other. 29 time data sets, regarded as legs in this chapter, were obtained
covering measurement periods from 1 min to 30 min (see Appendix A.4).
Environmental parameters were measured using ultrasonic anemometers, a Thies Ul-
trasonic Anemometer 3D [141] and a Gill WindObserver II [142]. The instruments are
depicted in Figs. A.6 and A.7, respectively, in Appendix A.4. The anemometer mea-
surements include in particular wind direction and velocity in the horizontal plane as
well as the air temperature. Data samples were acquired at rates of 10 Hz and 7 Hz
respectively, each with an averaging period of 100 ms. This resolution should provide
a reasonable signal-to-noise ratio while keeping the data rate fast enough for relevant
changes of air flow and temperature.
Later, also acoustic impulse response measurements will be looked at. These were
performed using one or two loudspeakers and a measurement microphone. Loudspeakers
and microphone were mounted about 1.5 m above the ground. The propagation axis
from loudspeaker to microphone was also chosen in the main wind direction.
4.3.1. Wind Velocity
Anemometer measurement data for the wind speed and direction were processed to
longitudinal wind velocity and transversal wind velocity. In this study, instantaneous
wind vectors are defined as longitudinal, when they point in the main wind direction,
and transversal when they are orthogonal to the longitudinal direction.
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Time Dependence
Fig. 4.7a shows a typical measurement of the longitudinal wind velocity over a period
of 600 s. Fig. 4.7b shows the same data in a magnified view for the section of 120 s to
180 s. The corresponding transversal wind velocity is displayed in Figs. 4.8a and 4.8b.
The distribution functions of longitudinal and transversal wind velocity are depicted in
Figs. 4.7c and 4.8c, respectively.
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(c) Distribution function for section of 600 s, mea-
sured (+), Gaussian (−).
Figure 4.7.: Longitudinal wind velocity, leg 10.
The diagrams show wind speeds of up to 4 m/s in the longitudinal direction and ±1.5
m/s in the transversal direction. The longitudinal data are largely greater than zero
which should be the case if they are measured in the main wind direction.
It should be noted that the data exhibit events on two different time scales. Quick
changes of relatively small amplitude, from sample-to-sample (∼ 0.1 s) define the fast
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(c) Distribution function for section of 600 s, mea-
sured (+), Gaussian (−).
Figure 4.8.: Transversal wind velocity, leg 10.
time scale. These are related to microscopic turbulence in the air. Possible signals at
higher rates than 0.1 s are not resolved by the instruments. Changes of higher amplitude
take place at a slower time scale (∼ 5-10 s) and represent the actual macroscopic air
flow. For either longitudinal or transversal data the pictures are similar.
A direct overlay of longitudinal and transversal data for this example is given in Fig.
4.9. It is interesting that for some time sections the longitudinal and the (negative)
transversal velocity are correlated which hints at oblique incidence angles. Together
with the phase-shifted rapid inversion of the flow direction, this signal indicates the
passage of a turbulent eddy.
Already from this example one can derive that typical correlation times for the air
flow will be of the order of 5 s.
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Figure 4.9.: Comparison of longitudinal
(−) and transversal (- -) data, leg 10, mag-
nified section from 120 to 180 s.
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Figure 4.10.: Auto-correlation functions of
longitudinal (−) and transversal (- -) data,
leg 10, for the time-lag section from -30 to
30 s.
The standard deviation of the time domain data can be used to quantify the aver-
age amplitude of the fluctuations. In this particular example a standard deviation of
0.77 m/s is found for the longitudinal direction and 0.55 m/s for the transversal direc-
tion. For all experiments, the standard deviation is between 0.4 m/s and 1.0 m/s. Table
A.2 lists the standard deviations of all measurements taken for both anemometers. The
different values for the standard deviation are of the same order of magnitude. They
do not show a significant dependence on the measurement setup. The same applies
to the distribution functions of the acquired data; they can be regarded as Gaussian,
approximately.
Correlation Functions
In order to quantify the degree of correlation in the time domain the normalized auto-
correlation function of the data set can be calculated. Fig. 4.10 shows the auto-
correlation plots for the above longitudinal and transversal example. Clearly, correlation
times are in the range of 5 s. Other acquired data sets show comparable behavior.
This finding supports the previous reasoning. It means that at any point of time when
one looks at the propagation of a sound signal, the environmental conditions along the
propagation path can be safely assumed to be time-invariant as long as the travel times
are significantly smaller than the correlation time. For a correlation time of 5 s this
translates to travel distances of less than 1.6 km.
For the purpose of investigating the spatial properties of the wind field Figs. 4.11a
and 4.11b provide overlays of two longitudinal measurement sets, acquired at the same
time but at different locations. In this case, measurement points are spaced 2.4 m apart.
The similarity of such data as a function of distance between the measurement locations
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(b) Magnified section from 120 to 180 s.
Figure 4.11.: Comparison of longitudinal data sets for two measurement locations at 2.4
m distance, leg 10, Gill (−), Thies (· · · ).
allows deriving information about the spatial correlation of the wind velocity. This ex-
ample shows a high correlation but also some clear deviations between the longitudinal
measurements.
A good way to measure the spatial correlation is to compute the cross-correlation
function of the two data sets. Fig. 4.12 shows the normalized Pearson cross-correlation
function for both the longitudinal and the transversal wind velocity. Basically its maxi-
mum value indicates the degree of correlation between the wind fluctuations at the two
measurement points, allowing for some time lag due to the advection of air between the
measuring sites.
For this example, both longitudinal and transversal measurements show a distinct
maximum indicating a fairly high degree of correlation and a clear decay as well. The
cross-correlation coefficient is 0.72 and 0.66 respectively.
Figure 4.13 shows the maximum value of the cross-correlation function for a number
of measurements of both longitudinal and transversal wind velocity. The complete data
are listed in Appendix A.4, Table A.3. Visibly, the correlation decreases with distance.
The logarithmic plot in Fig. 4.13 shows good agreement with the assumption of an
exponential correlation function. The fit yields a correlation length of 5.9 m for the
longitudinal data and a correlation length of 4.4 m for the transversal data. As it
seems, for the considered wind speeds typical correlation lengths are of the order of 5
m. At distances beyond this value, one measurement location will not show a significant
similarity to another measurement location.
It can be recognized that the correlation coefficient does not depend significantly on
the wind direction. The values for the longitudinal direction show a slightly stronger
correlation than the transversal direction, as one would expect. But the difference is
within the measurement uncertainty. It can be summarized that the spatial correlations
are approximately isotropic in the horizontal plane.
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Figure 4.12.: Cross-correlation functions
of longitudinal (−) and transversal (- -)
data for two measurement locations at 2.4
m distance, leg 10, for the time-lag section
from -30 to 30 s.
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Figure 4.13.: Natural logarithm of
longitudinal (+) and transversal (×)
cross-correlation coefficient, exponential
fit function for longitudinal (−) and
transversal coefficients (- -), as a function
of the distance between measurement lo-
cations.
All measurements considered in Table A.3 and in Fig. 4.13 used measurement periods
of at least 10 min to allow for a high signal-to-noise ratio.
Practical Remarks
It should be remarked that for the observations only two anemometers were available.
Ideally, one would measure simultaneously at more locations at the same time to deter-
mine the spatial correlation. Practically, assuming that the statistical properties of the
wind field are steady over a longer period of time, measurements at different distances
were performed subsequently and are expected here to produce consistent results.
Furthermore, measurements were performed at average wind speeds of 2-4 m/s. This
corresponds to a light to gentle breeze (Beaufort 2-3) which is a typical condition for
outdoor events. One may assume that the statistical properties of the wind field will not
change significantly at slightly higher or lower wind speeds. But for much higher wind
speeds the correlation of the wind velocity will become anisotropic and the standard
deviations will increase as well.
It should also be noted that measurements were made in a yard, roughly in the
horizontal domain at 1-2 m above ground. It is likely that the findings presented here are
approximately valid for the vertical domain near ground and for practically interesting
altitudes of 10-20 m, as well [61].
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4.3.2. Temperature
The two ultrasonic anemometers facilitate the determination of the so-called virtual
acoustic temperature. The method they use exploits the fact that temperature changes
in air will change the propagation speed of sound in an isotropic manner, in contrast
to air flow. From comparing the sound speed between opposite directions, with every
measurement of the wind vector the virtual acoustic temperature was also acquired.
During all measurement series the virtual acoustic temperature seemed to drift on
fairly long time scales (∼ 1 min). Part of the reason was certainly that temperature
changes took place in the air. Other effects may include sunlight on the ultrasonic
sensors themselves and its reflection by the housing of the device. However, for the
considerations here absolute quantities are irrelevant and the short-term fluctuations
appeared to be reliable. Accordingly, before further post-processing all temperature data
sets were high-pass filtered at around 0.02 Hz and thus cleaned from typical, possibly
spurious low-frequency signals.
Time Dependence
Figs. 4.14a and 4.14b show the processed measurement data of the virtual acoustic
temperature, Fig. 4.14c the corresponding distribution function. As an example, the
raw data are shown in Figs. A.8a and A.8b in Appendix A.4. At an absolute temperature
of about 18 ◦C, maximum variations of the temperature are in the range of 0.5 K. The
standard deviation in this example is about 0.1 K.
For all experiments, the standard deviation is not less than 0.08 K and not greater
than 0.23 K. Table A.4 in Appendix A.4 shows the standard deviation for all temperature
measurements. The associated distribution functions are approximately Gaussian.
Correlation Functions
Compared to the wind vector, the temperature data show shorter correlation times and
shorter correlation distances. The example data used so far were acquired at a distance
of 2.4 m. At this spacing between measurement sites the temperature data exhibits
no clear correlation anymore. Therefore an example with a distance of 1.4 m is used
to illustrate the correlation properties. Figs. 4.15a and 4.15b show the corresponding
time data as an overlay. Figure 4.16 presents the auto-correlation functions for the two
locations as well as the cross-correlation function.
Fig. 4.17 displays the maximum value of the cross-correlation function for a number
of measurement setups. Table A.5 in Appendix A.4 gives an overview over all measure-
ments.
The auto-correlation plots show a clear and quick decrease of correlation over time.
One can estimate a correlation time of about 1-2 s. The cross-correlation of temperature
over distance also decreases more strongly than that of the wind velocity and the data
are noisier. The fit function for the correlation length yields 2.25 m, which is roughly
2 m.
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(b) Magnified section from 120 to 180 s.
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(c) Distribution function for section of 600 s, mea-
sured (+), Gaussian (−).
Figure 4.14.: Temperature measurement, processed data, leg 10.
The acquired temperature data show fluctuations with amplitudes of approximately
0.15 K. Because a change of 0.15 K in temperature corresponds to a change of about 0.1
m/s in wind velocity at the given measurement conditions, see eq. (4.21), one can safely
assume that the effect of temperature variations on the propagation of sound will be
significantly smaller than that of fluctuations in the air flow. In addition, the relatively
short correlation distances will also reduce the influence of the temperature changes. In
the following the focus will be therefore on the relationship between wind velocity and
the propagation delay of sound.
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(b) Magnified section from 120 to 180 s.
Figure 4.15.: Comparison of temperature data sets for two measurement locations at 1.4
m distance, leg 22, Gill (−), Thies (· · · ).
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Figure 4.16.: Auto-correlation (- -), (· · · )
and cross-correlation (+) functions of tem-
perature data for two measurement loca-
tions at 1.4 m distance, leg 22, for the
time-lag section from -30 to 30 s.
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Figure 4.17.: Natural logarithm of cross-
correlation coefficient (+), exponential fit
function (−), as a function of the distance
between measurement locations.
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4.3.3. Propagation of Sound
The second part of the measurements consisted of the acquisition of acoustic impulse
responses in order to determine the propagation delay along the longitudinal axis. Acous-
tic measurements were performed with the FFT-based measurement platform EASERA
[143]. A short sweep signal of 42 ms was used to provide for a measurement rate that is
high enough to capture the fluctuations of the air flow while achieving sufficient signal-
to-noise ratio for the calculation of the arrival time.
Four measurement series were carried out with a single loudspeaker and a microphone
(legs 7-10). Another four measurement series were made with two loudspeakers at differ-
ent base angles (legs 21-24). Legs 21 and 22 used a small base angle of about 13◦ and leg
23 used an angle of about 25◦. In leg 24 loudspeakers and anemometers and microphone
were all aligned (see also Appendix A.4). Each measurement series consisted of 1200
measurements, covering approximately 10 min of time overall. When using one loud-
speaker, the two anemometers were both located on the measurement axis. When using
two loudspeakers, the loudspeakers were aimed at the microphone and each anemome-
ter was located on one measurement axis. The acquired impulse response data were
scanned and the arrival time of the sound signal was retrieved. For the setup with two
loudspeakers, the propagation time was determined separately for each loudspeaker.
Propagation Time
Analyzing the propagation delay as a function of measurement time provides a function
like the example displayed in Fig. 4.18a. Fig. 4.18b shows the distribution function of
the same data. In this case the measurement distance was approximately 9.2 m which
results in a time of flight of about 27 ms. Fluctuations about this value are due to
changes of the environmental parameters along the propagation path (assuming stable
microphone and loudspeaker performance).
In contrast to the wind velocity measurements discussed in the previous section, the
fast fluctuations of small amplitude are largely absent in the travel time. This is due
to the fact that according to eq. (4.1) the sound signal physically averages over all
random fluctuations or inhomogeneities along the propagation path. Only those effects
remain that can be considered as constant or systematic over the time period of sound
propagation.
In order to compare with the theoretical discussion of the travel time variance in the
foregoing section, eq. (4.16), it is of interest to investigate the standard deviation of the
measurement series. Table 4.1 shows the standard deviation of the arrival time for all
measurements. Roughly, the values range from 30 µs to 50 µs and each series exhibits
a nearly Gaussian distribution function. The table also shows deviations between mea-
surement series for the same distances taken at different points of time. These are due
to changes in the environmental parameters.
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(b) Distribution function for section of 600 s, mea-
sured (+), Gaussian (−).
Figure 4.18.: Propagation delay, leg 10.
Dependence on Wind Velocity
Of course, the velocity of the wind also affects the speed of sound relative to a resting
coordinate frame. To confirm the relationship of wind velocity and propagation time the
longitudinal velocity amplitude can be compared with the arrival time for any measure-
ment series. Like in Figs. 4.19a and 4.19b there will be a similarity of the wind velocity
measured at one point on the measurement axis and the propagation time measured
along the axis. Naturally, the correlation will be smaller if the propagation distance
becomes longer. In that case, the measurement point is simply less representative for
the entire path, depending on the correlation length. The correlation of the amplitudes
for wind velocities orthogonal to the propagation axis is irrelevant as those will affect
the speed of sound only marginally (Figs. 4.20a, 4.20b).
Figures 4.21a and 4.21b show an overlay of the temperature data with the propagation
time. Obviously, the temperature of the propagation medium air will affect the propa-
gation speed and thus the arrival time. However, in this case it seems that the influence
of the temperature is a second-order effect. Comparison with Figures 4.19a and 4.19b
indicates that visible correlations occur only when longitudinal wind components also
correlate to temperature.
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(b) Magnified section from 120 to 180 s.
Figure 4.19.: Propagation time (+) and longitudinal wind velocity, Thies (−), normal-
ized, leg 10.
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(b) Magnified section from 120 to 180 s.
Figure 4.20.: Propagation time (+) and transversal wind velocity, Thies (−), normalized,
leg 10.
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(b) Magnified section from 120 to 180 s.
Figure 4.21.: Propagation time (+) and temperature, Thies (−), normalized, leg 10.
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Propagation Time Difference
After investigating the variation of the propagation time along a path and its relationship
to wind and temperature the difference between travel times on different propagation
paths should be discussed. In legs 21 to 24 propagation delays were measured for two
loudspeakers simultaneously. Since the sound waves radiated by each loudspeaker take
a slightly different path one would expect that the fluctuations of the travel times are
similar but not identical. The differences will depend on the length of the propagation
paths and on the enclosed angle.
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(b) Magnified section from 120 to 180 s.
Figure 4.22.: Propagation time of signal from loudspeaker 1 (−) and from loudspeaker
2 (- -), leg 21. Data were normalized to the respective mean, 23.87 ms for loudspeaker
1 and 29.25 ms for loudspeaker 2.
Fig. 4.22 shows the propagation delays of leg 21. They clearly exhibit a significant
degree of correlation. The difference of the mean travel times of 5.4 ms corresponds
to the difference of the travel distances of 1.8 m. Fig. 4.23 displays the differential
propagation times for the same measurement. In order to validate the theory developed
earlier the main concern is the standard deviation of the travel time difference. These
data are listed in Table 4.2 for each of the measurement series, legs 21 to 24.
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(a) Section of 600 s. Data were normalized to the
mean of 5.38 ms.
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(b) Magnified section from 120 to 180 s. Data were
normalized to the mean of 5.38 ms.
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(c) Distribution function for section of 600 s, mea-
sured (+), Gaussian (−).
Figure 4.23.: Differential propagation time between signals from loudspeaker 1 and from
loudspeaker 2, leg 21.
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4.4. Validation
4.4.1. Propagation Time
Summing up the experimental results it can be stated that measurement data for the
standard deviation of the arrival time as well as of the wind velocity and temperature
have been acquired. Along with the measured correlation lengths those can now be used
to validate equation (4.16) with respect to the travel time variance σt.
Table 4.1 compares the measured standard deviation of the propagation time with
that of the data predicted using the measured wind data and temperature data3. Figure
4.24a shows the same data graphically, but limited to the wind velocity part.
Leg Path Measured Modeled Modeled Modeled Modeled
-Lsp Length Std. Dev. Std. Dev. Uncertainty Std. Dev. Std. Dev.
All Velo. only Velo. only Temp. only Combined
s/m σt/µs σt/µs δσt/µs σt/µs σt/µs
7 9.20 32.6 27.0 9 4.3 27.3
8 9.20 37.7 36.8 9 4.3 37.1
9 9.20 40.7 43.1 10 4.3 43.3
10 9.20 44.0 43.6 10 4.3 43.8
21-1 8.00 32.5 40.5 9 4.0 40.7
21-2 9.80 35.7 45.7 10 4.5 45.9
22-1 8.00 42.0 45.6 9 4.0 45.7
22-2 9.80 43.9 47.7 10 4.5 48.0
23-1 8.00 40.0 40.9 9 4.0 41.1
23-2 8.90 35.1 36.6 9 4.2 36.8
24-1 8.75 39.7 45.2 10 4.2 45.3
24-2 14.35 52.2 65.2 14 5.7 65.4
Table 4.1.: Measured and modeled standard deviation of propagation time for various
measurement setups. See also Fig. 4.24a.
For the temperature data, a global value of σθ = 0.15 K for the standard deviation was
used (Table A.4). For the wind data, the individual longitudinal standard deviations
σv for each measurement axis were used (Table A.2). For Legs 7-10 and 24, where
both anemometers were located on the propagation axis, the average value was taken.
The correlation lengths for the wind velocity and the temperature were assumed to be
τv = 5 m and τθ = 2 m, respectively. A constant sound speed of c0 = 340 m/s was
used. The combination of temperature and wind influence was computed as the sum of
variances assuming statistical independence and a roughly Gaussian distribution.
The uncertainty of the modeling result can be derived from the measurement un-
certainties using standard uncertainty propagation methods [144], see Appendix A.4.3.
3In order to show trends in the model data, here and in the next Table 4.2 it was refrained from
rounding results to the significant number of decimals according to the estimated uncertainty.
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(b) Standard deviation of propagation time differ-
ence along two paths.
Figure 4.24.: Predicted results relative to measured data, using wind velocity only (◦),
exact match (- -).
Since the contribution of the temperature fluctuations is small, only wind velocity data
have been considered. A maximum measurement error of δτ = 1 m was assumed for the
correlation length, of δσv = 0.1 m/s for the standard deviation of the wind velocity, of
δs = 0.1 m for the path length, and of δc0 = 3 m/s for the speed of sound. However,
the resulting uncertainty estimate is fairly insensitive with respect to the exact value of
each uncertainty. The uncertainty of the measurement of the standard deviation of the
propagation time was less than 1 µs and can be neglected.
Considering the results in Table 4.1 and Figure 4.24a a number of points can be no-
ticed:
• The predicted standard deviation correlates with the measurement according to
individual measurement setups, that is, measured and predicted values are approx-
imately proportional (ideally their ratio would be 1).
• The influence of temperature fluctuations on the overall result is negligible. In
fact, their standard deviation is roughly 10% of the standard deviation of the wind
velocity, so it will contribute less than 0.5% to the combined standard deviation.
• All measurements fit the model results within the given range of error. The general
trend represented by the data points is significant.
It can be concluded that these results demonstrate well the dependency of the standard
deviation of the arrival time on the propagation distance as well as on the statistical
properties of the wind field. To summarize one may state that although the number of
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measurement points is relatively small, eq. (4.16) is well reproduced by the measurement
results, both with respect to the order of magnitude of the results as well as with respect
to the dependency on two out of three primary parameters, namely propagation distance
s and standard deviation of wind velocity σv.
Discussion of Errors
The results suggest that the derived correlation lengths of ca. 5 m for the air flow and
ca. 2 m for the temperature are approximately correct. Unfortunately, the detailed
dependence of the arrival time variance on the correlation length could not be tracked
continuously with the available measuring equipment. For the long-distance measure-
ment only two anemometers were used to capture the statistical data over a path of
15 m. Considering correlation lengths of 5 m, this setup can only deliver approximate
coverage.
It should be mentioned that assuming an exponential relationship for the spatial cor-
relation function is plausible but somewhat arbitrary. The scatter of the experimental
values does not permit any rigorous conclusion regarding the detailed shape of the cor-
relation functions. Gaussian or similar relationships are commonly used as well [65].
Within the uncertainty of the measurements presented here, the related differences are
probably irrelevant. This aspect will be discussed next, in Section 4.4.2.
With respect to the measured standard deviation of the wind velocity, the following
comments should be added:
• The variation of the standard deviation of the wind velocity along a single prop-
agation path can be seen in legs 7 to 10 and 24 (Table A.2). Within the same
measurement leg, the measurements of the standard deviation vary over a range
of about ±0.07 m/s. Any local measurement that is considered representative for
the propagation path is not more accurate than that.
• Another factor of influence seems to be the absolute accuracy of the measurements.
Consider legs 13, 14, and 29 where the anemometers were located as close to each
other as physically possible. Still the standard deviation shows a difference of up
to ±0.03 m/s. Systematic offsets may be partially due to the different types of
device being used. But they can also be caused by local, small eddies in the direct
vicinity of the anemometer and its mounting.
• The measurement uncertainty of the anemometers throughout a leg can be ne-
glected. According to the manufacturers a single measurement of the wind speed
is accurate within a few percent. Given a set of several thousand measurements,
the uncertainty of the standard deviation over that set will be less than 1% or 0.01
m/s.
• It is noteworthy that even under macroscopically identical conditions, that is,
under approximately equal values for wind direction and velocity, such as in legs
9 and 10, or legs 7, 11, and 14, the structure of turbulence can differ. In some
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cases, the respective longitudinal and transversal standard deviations deviate to a
degree. However, this effect is not important for the travel time calculations here
since the standard deviations were measured explicitly and were not derived from
the macroscopic parameters of the wind field.
These findings combined suggest that an uncertainty of about 0.1 m/s has to be assumed
for the measured standard deviation of the wind velocity, σv.
Other errors worth mentioning include that an ergodicity assumption was made, mean-
ing that conclusions are drawn regarding the spatial field of fluctuations from time-based
measurements. In the sense of statistical physics temporal and spatial averages have been
equated which seems justified in this model. Also, in both the presented model as well
as the measurements any dispersion relations have been neglected. It has been assumed
that under the condition of geometrical acoustics, the main effect of the environmental
fluctuations on the propagation time will be independent of the wavelength.
The measurement data were also limited in the way that measurements were performed
primarily in the horizontal domain and at relatively low wind speeds. Nonetheless these
conditions are typical for the majority of practical sound system setups.
With respect to the measured values one may state that these are in good agreement
with published data on the statistical properties of wind and temperature fluctuations
in the atmosphere under comparable conditions [61], [62], [131], [145], [146], [147].
4.4.2. Propagation Time Difference
In legs 21 to 24 the propagation time difference was measured by recording the signal
from different loudspeakers simultaneously. The theoretical model, eq. (4.29), that
was developed earlier can be used to predict the standard deviation of the travel time
difference. It requires as input data the correlation length and the standard deviation
of environmental parameters which were also measured.
Table 4.2 shows the path length s for each signal and the base angle γ of the two
propagation paths. It also reports the measured standard deviation σ∆t as well as the
computed values, both for the numerical integral and its approximation. For the speed
of sound a fixed value of c0 = 340 m/s was assumed. In this validation the small effect
of temperature fluctuations was neglected and only wind influence was considered. The
correlation length was assumed to be τ = 5 m and for the standard deviation of the wind
velocity σv the average value was taken of the two longitudinal measurements made. The
same data are visualized in Figure 4.24b.
The measurement data and the modeled values show good agreement. On the one
hand, both data sets are clearly of the same order of magnitude and deviate from each
other only in the range of 20% and within the given error range. On the other hand,
the values show the same tendency. They increase for a larger base angle and for
longer traveling distances. However, one should also state that this set of only four
measurement series is limited in its ability of supporting the theoretical model. More
measurements using a broader range of values for the input parameters would be helpful
for the validation.
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Leg Lsp1 Lsp2 Angle Measured Modeled Modeled Modeled
Exact Approx. Uncertainty
s1/m s2/m γ/
◦ σ∆t/µs σ∆t/µs σ∆t/µs δσ∆t/µs
21 8.00 9.80 13 20.1 18.5 16.3 5
22 8.00 9.80 13 23.1 20.1 17.6 5
23 8.00 8.90 25 27.1 21.8 19.6 6
24 8.75 14.35 0 27.2 31.3 31.3 7
Table 4.2.: Measured and modeled standard deviation of propagation time difference for
various measurement setups. Velocity part only. See also Fig. 4.24b.
The uncertainty estimates were determined in the same manner as for the propagation
time (see also Appendix A.4.3). The uncertainty of the base angle was assumed to be
δγ = 1◦. Because the uncertainty estimates were derived based on the linear approxi-
mation model, a correction factor was included that accounts roughly for the offset from
the exact, numerically computed result for the respective parameter combinations.
Discussion of Errors
Besides the limitations discussed before it should be remarked that the range of values
for the propagation distance was limited. Due to practical circumstances a maximum
distance of about 15 m could not be exceeded during the measurements.
In contrast, the range of angles covered is fairly representative. For much wider angles
the measurements will be dominated by the uncorrelated part in the overall standard
deviation. If the correlation between propagation on different paths has to be evaluated,
a good portion of the two paths should be overlapping within the correlation length. At
an angle of 25◦ the loudspeakers were about 3.7 m apart which is in the order of the
correlation length.
Comparison with Existing Work
The results of the theoretical model for the standard deviation of the travel time differ-
ence given by equations (4.16) and (4.29) can be compared with other published results.
In order to clearly distinguish the model for the field of fluctations presented in this
work from other approaches, it will be called exponential decay model in the following.
It should be noted that several published studies of this topic [61], [62] are based on or
related to the analysis by Ostashev [65] and reproduce his results only in a relatively
incomplete form.
In the context of that theory, the Gaussian and the von Karman spectrum models for
the field of fluctuations can be considered as commonly used and as practically relevant
for a comparison. But when comparing with these models it has to be emphasized that
most results are given for very large distances under the assumption that the Fraunhofer
condition D = 2sλ/(piτ 2) À 1 is valid (see also Section 3.1.1). This is not necessarily
true in the case of the exponential decay model presented here. Even though it was
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Figure 4.25.: Coherence factor using Gaus-
sian spectrum model, 315 Hz (- -), 1000 Hz
(-.-), 3150 Hz (· · · ), and exponential decay
model (−), γ = 10◦, τ = 5 m, wind velocity
only.
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Figure 4.26.: Relative strength of fluc-
tuations according to Gaussian spectrum
model, phase 315 Hz (−) and 1000 Hz (-
.-), amplitude 315 Hz (- -) and 1000 Hz
(· · · ), τ = 5 m, wind velocity only.
derived under the condition of geometrical acoustics, λ ¿ τ , and its results are also
valid in the far field, s À τ , this may or may not imply the Fraunhofer condition
s/τ À τ/λ. On the contrary, here the primary interest is in D values of the order of 1.
Furthermore, care must be taken when comparing quantities computed from different
statistical models. Structure parameters that are used to define the field of fluctuations,
such as the characteristic dimension of turbulence τ , are not directly transferable between
models. In the considerations here the calibration method of Ostashev has been followed
which yields τ =
√
pi
2
lG, where lG is the characteristic scale of turbulence for the Gaussian
spectrum.
Figure 4.25 shows a comparison of the normalized variance for the Gaussian spectrum
model with the corresponding data for the exponential decay model. The quantity shown
is the natural logarithm of the phase part of Ostashev’s coherence factor, − ln(Γ) =
〈φ2〉 −Bφ. This equates to ω2(σ2t − α2σ2T I) in the terminology of the exponential decay
model, eq. 4.29, under the conditions of s = s1 = s2 and σT = σv. For better display
the resulting value was normalized to k2σ2v/c
2
0.
The Gaussian curves were computed for three different wavelengths λ. They are
based on the relationships given by Ostashev for the spherical wave form and include
only the part describing the phase fluctuations. Temperature fluctuations have been
left out and the comparison has been restricted to wind velocity only, since it shows
the largest deviations between the models. This is partly due to the fact that the
Gaussian spectrum model accounts for anisotropy in the field of fluctuations relative to
the traveling direction of the sound wave.
The functions in Figure 4.25 show a similar behavior with respect to distance s for
an exemplary set of parameters. For very large distances relative to the wavelength,
D À 1, the Gaussian model approaches an asymptotic course that differs from the slope
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of the exponential decay model by a factor of 1/2. However, in the range of distances
and frequencies that are important for sound reinforcement applications, D ≈ 1, the
exponential decay model is clearly within the spread of the Gaussian set. Unfortunately,
even in [65] the coherence factor and related quantities for the von Karman spectrum
are given only for the asymptotic case D À 1. An illustration of these functions is
provided in Appendix A.4.4. Nonetheless it should be remarked that the von Karman
spectrum model is very similar to the exponential decay model, since it also exhibits an
exponential decay over distance. Based on the similarity of the results of the exponential
decay model with the results of the Gaussian spectrum one would expect an even closer
match for the von Karman spectrum.
With respect to the parameters of Figure 4.25, more results for different angles γ
as well as for temperature fluctuations are given in Appendix A.4.4. Notice that the
relationships derived in [65] are subject to the condition of small angles θ ¿ 1, where
θ = γ/2, and are therefore limited to γ . 15◦.
It was stated above that this comparison is restricted to phase fluctuations. Ampli-
tude fluctuations have been neglected in the derivation of the exponential decay model
and they have been excluded from the comparative computations based on the Gaussian
spectrum model as well. Figure 4.26 shows a comparison of the variance of the phase
fluctuations 〈φ2〉 relative to the variance of the log-amplitude fluctuations 〈χ2〉 accord-
ing to [65]. In the terminology of this publication the quantities 〈φ2〉 ∼ 1 + N(D) and
〈χ2〉 ∼ 1−N(D) are depicted. First of all, one can recognize that for typical distances
and frequencies of interest the amplitude fluctuations are significantly smaller than the
phase fluctuations. Interestingly, there are also investigations [61] that indicate that
over larger distances amplitude fluctuations can be neglected relative to phase fluctua-
tions. Therefore at this time it remains future work to examine the role of amplitude
fluctuations in practice.
Comparing the weight of temperature fluctuations relative to wind velocity fluctua-
tions one may state that all three models show a quantitatively similar behavior. Under
the above normalization the travel time variance caused by temperature fluctuations
is smaller by a factor of 4. The respective values for σ2θ/T
2
0 and σ
2
v/c
2
0 are different
by an additional factor of about 20 for typical environmental parameters. Overall the
travel time variance attributed to temperature fluctuations relative to the wind velocity
fluctuations is about 1%, or with respect to the standard deviation of the travel time
10%. Also, all models assume that wind fluctuations and temperature fluctuations are
independent of each other.
In all comparisons above, analytic investigations were limited to the asymptotic be-
havior of the coherence factor under various conditions. Due to the complexity of the
relationships that define the coherence factor and its related quantities in the considered
models, the exact course of the functions has been compared only numerically for a
number of cases that cover the parameter range of interest.
To sum it up one can say that the results delivered by the exponential decay model
are quantitatively in the same range as those of other published models. They also show
the same qualitative behavior as far as these models can be evaluated. The range of
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validity of the exponential decay model overlaps but is not identical with that of the
cited models.
4.5. Practical Applications
Two Remote Sources
There are several practical consequences of the findings presented before that are worth
being discussed. The relationships defined by equations (4.45) and (4.51) show that for
any given scatter of arrival times of propagating sound due to air fluctuations there is a
loss of mutual coherence among identical signals emitted from multiple acoustic sources.
Especially for the case of two signals that are in-phase if no environmental effects are
present, one can compute the statistical level reduction due to air flow fluctuations, for
example. Inserting equation (4.45) into (4.51) and thereby considering σ2ξ = σ
2
ξ1
+ σ2ξ2
under the condition of uncorrelated propagation paths yields the following relationship
for the average power:
〈P 〉 = 2|A|2
[
1 + exp(−ω2σ2t )
]
. (4.56)
The mean power 〈P 〉 can be normalized to the fully incoherent power sum, PRan = 2|A|2,
and combined with the travel time variance σ2t in eq. (4.16):
〈P 〉
PRan
= 1 + exp
{
− 2ω2α2σ2T τ
[
s+ τ
(
e
s
τ − 1)]} (4.57)
where s is the propagation distance. The exponential term represents the transition
between the random-phase state, where it vanishes, and the fully coherent state, where
it reaches unity. As a generalization of this interesting quantity one can define the
relative coherence C as
C =
〈P 〉 − PRan
N(N − 1)|A|2 , (4.58)
where N is the number of sources and 0 ≤ C ≤ 100%. Figures 4.27a and 4.27b illustrate
this relationship in two different ways, namely as the relative coherence C in the signal
duplet, and as a reduction of the relative sum level of the two sources given by L =
10 log(〈P 〉/|A|2).
Data were computed for typical wind parameters; standard deviation of longitudi-
nal wind velocity was σv = 0.64 m/s and correlation length was τ = 5 m, like in the
measurement data shown earlier. Temperature effects were not included.
Evidently, coherence is increasingly lost for higher frequencies and longer propagation
distances. This quantitative behavior was so far only qualitatively familiar among audio
practitioners. Of course, there is also the inverse effect to the level reduction for in-
phase signals. If signals are phase-shifted by 180◦ the loss of coherence will lead to a
level increase. In the limit of random phase any signal cancelations, like comb filters,
will be smoothed accordingly. Obviously, both effects are not very desirable for modern
line array systems whose main intent is to focus sound energy at the audience and keep
it away from reflective surfaces at the same time.
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Figure 4.27.: Reduction of the combined signal from two remote sources, as a function
of frequency and propagation distance, 300 m (· · · ), 100 m (-.-), 30 m (- -), 10 m (−).
In this typical example, the standard deviation of wind velocity is σ = 0.64 m/s and the
correlation length τ is 5 m.
For the given wind parameters and at a receive distance of 100 m, coherence is basically
lost for frequencies above 2 kHz. Similarly, at distances larger than 10 m, the loss of
coherence becomes notable in the audible spectrum.
As a rule of thumb for sources spaced far apart from each other one can define the
criticalfrequency at which the coherence is reduced to 50%:
fCrit ≈ 10√
s/m
kHz (4.59)
where s is the receive distance and must be at least 10 m. Here a spatial correlation
length of wind velocity of 5 m and a standard deviation of the order of 0.5 m/s (light
breeze) are assumed.
On the same basis one can derive the critical distance beyond which the coherence
drops below 50%:
sCrit ≈ 100
(f/kHz)2
m (4.60)
where f is the considered frequency limit in kHz. Like above, this relationship is a rough
approximation for light wind and receive distances larger than 10 m.
Considerations in this section were limited to two sources of equal strength at the
receiver and uncorrelated propagation paths. Those results can be generalized to more
than two different sources in a straight-forward manner. It should also be emphasized
that the travel time equation of geometrical acoustics (4.1) only holds as long as the
inhomogeneities are small deviations from the equilibrium and spatially larger than a
wavelength. Further, it has been assumed in this discussion that amplitude fluctuations
are negligible.
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Line Array Elements
Similar to Fig. 4.27a, Fig. 4.28a shows a coherence curve over frequency but here
results are depicted for an array of 8 identical source elements and of a height of 8 m.
The curves are computed using eq. (4.55) and it is assumed that the receiver is located
on-axis of the array and that all path lengths are approximately equal. Unlike Fig.
4.27a, correlations between propagation paths are accounted for in this setup. Between
adjacent paths, the correlation of air fluctuations within a finite radius enhances the
array’s overall coherence and extends it toward higher frequencies or longer distances,
respectively.
125 250 500 1000 2000 4000 8000
0
10
20
30
40
50
60
70
80
90
100
Frequency / Hz
Co
he
re
nc
e 
/ %
(a) Line array of 8 m, as a function of frequency
and propagation distance, 300 m (· · · ), 100 m (-.-),
30 m (- -), 10 m (−).
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(b) Line array at 100 m distance, as a function of
frequency and array size, 16 m (-.-), 8 m (- -), 4 m
(−), uncorrelated propagation paths (· · · ).
Figure 4.28.: Relative coherence C in %, eq. (4.58). In this typical example, the standard
deviation of wind velocity is σ = 0.64 m/s and the correlation length τ is 5 m. The
number of array elements is N = 8.
Figure 4.28b illustrates the dependence of the loss of coherence on the size of the
array relative to the correlation length (here, τ = 5 m). The longer the array, the
stronger the influence of the environmental fluctuations and the weaker the interference
effects between the most distant array elements. As a reference the corresponding curve
for uncorrelated propagation paths is also shown, eq. (4.57). By definition this curve
represents the lower limit for the coherence of extended sources, namely a very small
correlation length relative to the array length.
In practice, the results shown in Fig. 4.28 mean that large line arrays of about 10 m
and taller suffer a significant performance loss for the frequency range above 2 kHz at
distances of 100 m and beyond. For arrays of 10 or more elements, a coherence of 50%
corresponds to a loss of about 3 dB and 25% to a loss of 6 dB eq. in level, eq. (4.58).
The above results appear robust with respect to the number of simulated array ele-
ments as long as that number is of the order of 10 or greater. For an increasing amount
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of sources the convergence to the same, asymptotic results is fairly rapid. This indicates
that the sum in eq. (4.55) can be generalized to an integral. An in-depth analysis of
this aspect is beyond the scope of this work, but some related details can be found in
[135].
4.6. Summary and Open Problems
In this chapter a closed, analytical expression, eq. (4.16), was derived that defines the
standard deviation of the propagation time of sound in an inhomogeneous medium as a
function of the statistical properties of the wind vector and of the air temperature. Also,
an integral expression was obtained for the standard deviation of the propagation time
difference between two sound waves traveling along separate paths that are influenced
by mutually correlated fluctuations, eq. (4.29). Using linear approximations a simplified
analytical expression could be derived that is fairly accurate over the largest part of the
space of definition and represents a lower bound at the same time. For both main results
the method of statistical ensemble averages was used which was also employed to take a
second step, namely to quantify the average effect of the fluctuations in the propagation
delay on the coherent superposition of the signal of two or more sources.
After that the analysis of numerous results from outdoor measurements of environ-
mental conditions as well as of the propagation of sound was presented. In addition to
providing basic statistical quantities, the data also allowed deriving typical correlation
times and lengths for the wind velocity. Comparison of the wind data with measurements
of the propagation delay of sound along the same axis showed a strong correlation. In
contrast, the effect of measured temperature variations on the arrival time was negligibly
small.
Subsequently measured data for the standard deviation of the propagation time along
a single path as well as for the standard deviation of the travel time difference of sig-
nals on two different paths were compared against theoretical predictions based on the
statistical properties of the field of wind fluctuations. It was shown that the analytical
results match well with the experimental data within the limitations of the theoretical
derivation and the measurement. Additionally, comparison of the results of the theoret-
ical model presented in this work with published results based on other models showed
good agreement.
It can be concluded that the mathematical relationships derived in this work can be
used to estimate the detrimental effects of wind and temperature fluctuations on the
coherence of acoustic signals. The presented rules of thumb, eqs. (4.57) - (4.60), can
be used as practical estimates of the coherence loss. The detailed results are particu-
larly interesting for acoustic modeling software packages, such as [92] and [148], in order
to facilitate a more accurate prediction of the performance of larger, distributed sound
systems. Although the presented formulae are only approximations, they establish the
first, practically usable means to replace the commonly used on/off switch for signal
coherence by a novel function that depends on receive distance, loudspeaker separation,
and frequency.
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Also, some of the limitations of the analysis presented here should be summarized:
• In this chapter the focus was on the effect of small fluctuations in the propagation
medium in the high-frequency limit of the propagation of sound. In this model
wave-based and non-local propagation characteristics cannot be taken into account.
• The conducted experiments cover only a part of the parameter range encountered
in practical use cases. A number of theoretical assumptions were made using
plausible arguments, such as regarding the correlation functions, but they would
require substantially more experimental data in order to be thoroughly validated.
• Also, no measurements were performed of the average sound pressure level of
combined sources. This would be useful in order to directly demonstrate the
practical value of the model described by eqs. (4.51) and (4.55).
• The discussion in this study was concerned with levels averaged over time periods
that are significantly longer than the duration of the fluctuations. Of course,
looking at the sequence of several points of time the instantaneous transmission
channel will change with the rate of the fluctuations (ca. 5-10 s). Accordingly the
instantaneous impulse response and the derived acoustic quantities will drift in the
same manner. In comparison to that, a long-term average of these data may not
be able to adequately represent all subjective aspects of the transmission quality
since human hearing averages over much shorter periods of time.
• All of the considerations were restricted to properties of the transmission paths.
However, in practice also the temporal shape of the transmitted signals will play
a role in the perceived influence of the loss of coherence. When using signals with
very diverse content and (in comparison) quickly changing amplitudes, fluctuations
of the travel time may be less notable than for comparably long signals with a
high self-similarity where the transient changes of the transmission path can be
recognized. One may also recognize that very short, impact-like or percussive
signals sound very focused at one point of time and smeared out at a different
point of time due to the fluctuations in relative arrival times.
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5.1. Summary and Conclusions
In this work a wide range of topics related to the modeling of sound sources in the con-
text of acoustic simulation was covered. Although many of the discussions were based
on theoretical arguments and mathematical derivations, in part even very detailed ones,
this thesis is aimed at the development of a thorough and comprehensive framework
for the practical modeling of the radiation of modern sound systems. This includes the
mathematical treatment of the underlying physical processes and circumstances as well
as the practice-oriented engineering of measurement conditions, resolution requirements,
and data representation.
The key results of this work relate to three different but connected fields of applica-
tion: the acoustic simulation of sound radiated by small sound sources, by large sound
sources, and by combinations of sound sources.
Small sound sources, such as individual loudspeakers, are used in their far field, that
is, at distances much larger than the spatial extent of the acoustic source itself. It
was shown that for the combination of such sound sources in the model of a multi-
way loudspeaker or of an array of loudspeakers, for the accuracy of simulation results
it is crucial to include directional phase information along with magnitude data. The
description of sound transducers by using complex data also turns the traditional search
for the so-called acoustic center unnecessary and irrelevant. A set of conditions for the
measurement of such complex directional data was derived as well as proposed methods
for processing these data. This led to the formal definition of the Complex Directivity
Point Source (CDPS) model for sound sources. The Generic Loudspeaker Library (GLL)
description language was presented as a practical means to implement the CDPS model.
The GLL was defined as an object-oriented, expandable data format with the objective
to provide the degree of flexibility and configurability required for the representation of
concurrent loudspeaker systems in the modeling domain.
Large sound sources, such as concert sound line arrays, are mostly used into their near
field. A line array cannot be treated like a point source in typical modeling scenarios. For
this application, it was demonstrated by means of the CDPS decomposition method that
theoretically any approximate, finite line source can be subdivided into smaller elements
for which individually the far-field assumption can be applied successfully. This permits
conducting directional measurements on the elemental level and modeling line arrays
based on a CDPS model for each cabinet or transducer. The CDPS decomposition also
provides a way to derive practical requirements for the spatial and spectral data reso-
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lution of the model. Accounting for that will yield highly accurate prediction results,
given that the directional measurements of a line array element include the acoustic
influence of the circumjacent physical structure, e.g. by adding two inactive cabinets
to the setup which are arranged as top and bottom neighbors. With respect to arrays
of sound sources it is also of much practical interest to evaluate the effect of variation
among supposedly identical elements on the overall system performance. Analysis and
simulation showed that the relative error in the overall received sound pressure will gen-
erally be reduced by a factor proportional to the square root of the number of elements.
This finding was underpinned by several measurement data sets from the production
lines of loudspeaker manufacturers. The latter is particularly remarkable because such
data are often considered as politically sensitive and are published very rarely.
Finally, a comparably simple model was introduced for simulating the effect of small
environmental fluctuations, such as air flow or temperature changes, on the coherence
of the signals of several sound sources superimposed at the receive location. The anal-
ysis was conducted on the basis of geometrical acoustics and resulted in mathematical
expressions for the variance of the travel time along a propagation path and for the
variance of the travel time difference between two different propagation paths. Within
the given limitations the theoretical results matched well with measured data as well as
with other published results. Based on this statistical spreading of propagation times
one can draw conclusions about the received average sound pressure level of a group of
loudspeakers as a function of receive distance, frequency, and the statistical properties
of the environmental parameters. This more sophisticated approach allows replacing
the conventionally used models of either power summation or complex summation of
pressure amplitudes applied to the entire frequency range and coverage area.
Since the introduction of the CDPS model and the GLL data format in 2006 this concept
has found widespread acceptance in the pro-audio industry. Nowadays most established
loudspeaker companies and laboratories generate loudspeaker modeling data in the GLL
format and account for the required measurement conditions. Parts of this work related
to loudspeaker data representation were implemented in the AES56 standard of the Au-
dio Engineering Society. A publication introducing the CDPS decomposition model as
detailed in Chapter 3 was awarded with the renowned biennial AES Publications Award
in 2010. These distinguished events illustrate that the research work presented here was
generally recognized and well received by audio professionals and has already gained
broad practical significance on the international level.
5.2. Future Work and Outlook
This work summarizes the results of research work from 2005 to 2012 and still on-going.
Future developments in DSP processing, computer hardware and sound reproduction
technology will inevitably lead to corresponding developments in the modeling domain.
In the previous chapters it has been indicated already that most electro-acoustic and
room acoustic modeling software are lacking even the most basic means to predict the
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uncertainty of the calculation results. While establishing uncertainty estimates may be
quite difficult for complicated ray-tracing computations it seems rather straight-forward
for models of the direct sound field. In this respect, uncertainties with respect to the
input data, such as measurement uncertainty and production tolerance, should be stored
along with the loudspeaker data and processed in the calculation runs in order to provide
the end user with a clear picture of the reliability of the simulation results.
A completely new, real-world development direction is given by combining high-
resolution simulation capabilities with advanced DSP processing, e.g. FIR filtering.
Assuming accurate loudspeaker data as input, optimum filter settings for each loud-
speaker or DSP channel can be computed on the basis of the geometrical model of the
venue [40], [45], [126]. This approach can improve the performance of line arrays and
loudspeaker clusters dramatically and may significantly reduce the time required for on-
site tuning and commissioning. As a prerequisite, simulation models have to be extended
from including loudspeaker data and geometry information to virtual representations of
the DSP and amplifier network.
Another point worth mentioning is the modeling of sound sources in the low-frequency
domain. It was indicated in Chapters 1 and 3 how methods like BEM, FEM, or FDTD
can be used to simulate wave-based effects in rooms or loudspeaker arrangements. It
will be interesting to see whether these methods can be extended toward higher frequen-
cies and supported by improved definitions of the boundary conditions. A particularly
interesting aspect is, for example, the interaction of subwoofer loudspeakers with each
other and with the room.
These few items already show that the topic of modeling the radiation of loudspeakers
and sound systems will not be closed at any foreseeable time soon. Hopefully, the
development of new technology solutions will go hand in hand with better theoretical
models and advancing computer simulation capabilities.
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A.1. Acronyms and Abbreviations
AES Audio Engineering Society
BEM Boundary Element Method
BIR Binaural Impulse Response
CDPS Complex Directivity Point Source
DI Directivity Index
DLL Dynamic Link Library
DSP Digital Signal Processor
EQ Equalizer
FDTD Finite-Difference Time-Domain
FEM Finite Element Method
FFT Fast Fourier Transform
FIR Finite Impulse Response
GLL Generic Loudspeaker Library
HF High-Frequency
HRTF Head-Related Transfer Function
LF Low-Frequency
MF Mid-Frequency
PC Personal Computer
POR Point of Rotation
SPL Sound Pressure Level
XTC Cross-Talk Cancelation
Table A.1.: Acronyms and abbreviations used in this work.
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A.2. GLL Project Example
Fig. A.1 shows a typical section of the project text file of a line array GLL. The format
is object-oriented and based on a key-value-pair scheme like XML.
Figure A.1.: Part of a GLL project file.
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A.3. Further Statistical Data for Line Arrays
A.3.1. Omniline Statistical Data
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(a) Skewness (normalized) of cabinet magnitude
data.
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(b) Excess (normalized) of cabinet magnitude
data.
Figure A.2.: Further statistical properties of Omniline cabinet samples.
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(c) Skewness (normalized) of cabinet phase data.
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(d) Excess (normalized) of cabinet phase data.
Figure A.2.: Continued.
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(a) Skewness (normalized) of array magnitude data.
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(b) Excess (normalized) of array magnitude data.
Figure A.3.: Further statistical properties of Omniline array samples.
A.3.2. Iconyx IC-8 Statistical Data
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(a) Skewness (normalized) of transducer magni-
tude data.
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(b) Excess (normalized) of transducer magnitude
data.
Figure A.4.: Further statistical properties of IC-8 transducer samples.
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(c) Skewness (normalized) of transducer phase
data.
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(d) Excess (normalized) of transducer phase data.
Figure A.4.: Continued.
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(a) Skewness (normalized) of array magnitude
data.
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(b) Excess (normalized) of array magnitude data.
Figure A.5.: Further statistical properties of Iconyx IC-8 array samples.
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A.4. Coherence of Radiated Sound
A.4.1. Analytical Derivations
Approximation of Correlation Integrals
Case s2 ≥ sb(s1) = s1/v:
I =
s1∫
0
ds
[ sa(s)∫
0
ds′e−r
(1)/τ +
sb(s)∫
sa(s)
ds′e−r
(2)/τ +
s2∫
sb(s)
ds′e−r
(3)/τ
]
. (A.1)
One calculates the inner integrals first:
J1 =
sv∫
0
ds′e−r
(1)/τ =
τ
cos γ
e−s/τ
(
esv cos γ/τ − 1
)
, (A.2)
J2 =
s/v∫
sv
ds′e−r
(2)/τ = − τ
sin(γ/2)
e−s sin(γ/2)/τ
(
e−s/v sin(γ/2)/τ − e−sv sin(γ/2)/τ
)
, (A.3)
J3 =
s2∫
s/v
ds′e−r
(3)/τ = −τe−s cos γ/τ
(
e−s2/τ − e−s/(vτ)
)
. (A.4)
The outer integrals are given by:
L1 =
s1∫
0
dsJ1 =
τ 2
cos γ
[
1
v cos γ − 1
(
es1(v cos γ−1)/τ − 1
)
+
(
e−s1/τ − 1
)]
, (A.5)
L2 =
s1∫
0
dsJ2 =
τ 2
sin2(γ/2)
[
1
1 + 1/v
(
e− sin(γ/2)(1+1/v)s1/τ − 1
)
− 1
1 + v
(
e− sin(γ/2)(1+v)s1/τ − 1
)]
, (A.6)
L3 =
s1∫
0
dsJ3 = −τ 2
[
e−s2/τ
cos γ
(
es1 cos γ/τ − 1
)
− 1
cos γ − 1/v
(
e(cos γ−1/v)s1/τ − 1
)]
. (A.7)
The sum of the outer integrals represents the final result:
I = L1 + L2 + L3. (A.8)
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Case s1/v = sb(s1) ≥ s2:
I =
s2v∫
0
ds
[ sa(s)∫
0
ds′e−r
(1)/τ +
sb(s)∫
sa(s)
ds′e−r
(2)/τ +
s2∫
sb(s)
ds′e−r
(3)/τ
]
+
s1∫
s2v
ds
[ sa(s)∫
0
ds′e−r
(1)/τ +
s2∫
sa(s)
ds′e−r
(2)/τ
]
. (A.9)
One calculates the remaining inner integrals first (see above for J1, J2 and J3):
J4 = J1, (A.10)
J5 =
s2∫
sv
ds′e−r
(2)/τ = − τ
sin(γ/2)
e−s sin(γ/2)/τ
(
e−s2 sin(γ/2)/τ − e−sv sin(γ/2)/τ
)
. (A.11)
The outer integrals are given by:
K1 =
s2v∫
0
dsJ1 +
s1∫
s2v
dsJ4 =
s1∫
0
dsJ1 = L1, (A.12)
K2 =
s2v∫
0
dsJ2 =
τ 2
sin2(γ/2)
[
1
1 + 1/v
(
e− sin(γ/2)(1+1/v)s2v/τ − 1
)
− 1
1 + v
(
e− sin(γ/2)(1+v)s2v/τ − 1
)]
, (A.13)
K3 =
s2v∫
0
dsJ3 = −τ 2
[
e−s2/τ
cos γ
(
es2v cos γ/τ − 1
)
− 1
cos γ − 1/v
(
e(cos γ−1/v)s2v/τ − 1
)]
,
(A.14)
K4 =
s1∫
s2v
dsJ5 =
τ 2
sin2(γ/2)
[
e−s2 sin(γ/2)/τ
(
e−s1 sin(γ/2)/τ − e−s2v sin(γ/2)/τ
)
− 1
1 + v
(
e− sin(γ/2)(1+v)s1/τ − e− sin(γ/2)(1+v)s2v/τ
)]
. (A.15)
The sum of the outer integrals establishes the final result:
I = K1 +K2 +K3 +K4. (A.16)
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Upper Bounds
Approximation (1) is an upper bound because the expression in the exponent is a lower
bound:
r(1) = s− s′ cos γ, (A.17)
r2(1) = s
2 + s′2 cos2 γ − 2ss′ cos γ ≤ s2 + s′2 − 2ss′ cos γ = r2. (A.18)
The same is true for approximation (3) since one can simply exchange s and s′.
The exponent of approximation (2) is also a lower bound:
r(2) = (s+ s
′) sin(γ/2), (A.19)
r2(2) = (s
2 + s′2 + 2ss′)
1− cos γ
2
, (A.20)
r2(2) = s
2 + s′2 − 2ss′ cos γ − 1
2
(s− s′)2(1 + cos γ) ≤ s2 + s′2 − 2ss′ cos γ = r2. (A.21)
So clearly all three approximations represent an upper bound for the exact integral.
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A.4.2. Experimental Data
Anemometers
Figure A.6.: Thies Ul-
trasonic Anemometer 3D
[141].
Figure A.7.: Gill WindOb-
server II [142].
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Leg Longit. Longit. Longit. Longit. Transv. Transv. Transv. Transv.
Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev.
(Gill) (Gill) (Thies) (Thies) (Gill) (Gill) (Thies) (Thies)
7 0.72 0.43 0.78 0.45 -0.15 0.45 0.06 0.42
8 0.80 0.56 0.87 0.64 -0.16 0.67 0.12 0.60
9 1.13 0.66 1.11 0.75 -0.23 0.73 0.31 0.59
10 1.10 0.65 1.17 0.77 -0.31 0.72 0.09 0.55
11 0.61 0.38 0.63 0.40 -0.17 0.42 0.05 0.37
12 0.93 0.52 1.31 0.66 -0.87 0.73 -0.55 0.67
13 0.72 0.49 0.85 0.50 -0.47 0.67 -0.28 0.68
14 0.68 0.54 0.74 0.59 -0.23 0.53 -0.04 0.50
21 0.71 0.74 0.63 0.71 -0.53 0.65 -0.68 0.78
22 1.00 0.83 0.90 0.74 -0.55 0.66 -0.73 0.73
23 0.87 0.75 0.60 0.61 -0.58 0.62 -0.76 0.72
24 0.85 0.70 0.95 0.83 -0.65 0.66 -0.01 0.52
25 0.01 0.53 0.40 0.65 -0.98 0.89 -0.30 0.56
26 0.44 0.56 0.92 0.82 -1.01 0.92 -0.03 0.56
27 0.26 0.63 0.72 0.89 -1.09 0.86 -0.05 0.52
28 0.35 0.58 0.68 0.75 -1.09 0.94 -0.16 0.53
29 -0.48 0.75 -0.54 0.77 0.77 0.87 0.84 0.89
Table A.2.: Mean and standard deviation of longitudinal and transversal wind velocity
for Gill (Lsp1) and Thies (Lsp2) units in m/s.
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Leg Distance Longitudinal Transversal
/m Cross-Corr. Cross-Corr.
7 1.7 0.69 0.70
8 1.0 0.74 0.78
9 3.1 0.62 0.48
10 2.4 0.72 0.66
11 2.0 0.72 0.67
12 2.0 0.64 0.73
13 0.2 0.83 0.90
14 0.2 0.83 0.75
21 1.4 0.75 0.73
22 1.4 0.74 0.63
23 2.7 0.58 0.57
24 3.4 0.59 0.50
25 5.0 0.50 0.43
26 5.0 0.43 0.38
27 5.0 0.50 0.30
28 5.0 0.35 0.18
29 0.2 0.65 0.67
Table A.3.: Longitudinal and transversal cross-correlation coefficient as a function of
the distance between measurement locations.
Leg Temperature Temperature
Std. Dev. / K Std. Dev. / K
(Thies) (Gill)
7 0.16 0.23
8 0.13 0.17
9 0.10 0.16
10 0.10 0.15
11 0.09 0.14
12 0.07 0.10
13 0.09 0.12
14 0.09 0.13
21 0.09 0.17
22 0.10 0.14
23 0.11 0.17
24 0.17 0.19
25 0.13 0.20
26 0.08 0.11
27 0.08 0.11
28 0.16 0.17
Table A.4.: Standard deviation of temperature for Thies and Gill unit.
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Leg Distance / m Cross-Corr.
7 1.7 0.21
8 1.0 0.31
9 3.1 0.22
10 2.4 0.15
11 2.0 0.19
12 2.0 0.29
13 0.2 0.66
14 0.2 0.47
21 1.4 0.43
22 1.4 0.53
23 2.7 0.32
24 3.4 0.24
25 5.0 0.15
26 5.0 0.19
27 5.0 0.18
28 5.0 0.11
Table A.5.: Temperature cross-correlation coefficient as a function of the distance be-
tween measurement locations.
Leg Lsp1 Lsp1 Lsp2 Lsp2 Lsp2-Lsp1
Distance Std. Dev. Distance Std. Dev. Std. Dev.
/ m / µs / m / µs / µs
7 9.20 33
8 9.20 38
9 9.20 41
10 9.20 44
21 8.00 33 9.80 36 20
22 8.00 42 9.80 44 23
23 8.00 40 8.90 35 27
24 8.75 40 14.35 52 27
Table A.6.: Standard deviation of propagation time (columns 3 and 5) and of propaga-
tion time difference (column 6) for various measurement setups.
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Leg Measurement Distance Distance Distance Base Angle
Duration Thies-Gill Lsp1-Mic Lsp2-Mic Lsp1-Lsp2
/ min / m / m / m / ◦
1* 1 0.2
2* 1 0.2
3* 10 0.2
4* 1 1.7 9.2
5* 1 1.7 9.2
6* 1 1.7 9.2
7 10 1.7 9.2
8 10 1.0 9.2
9 10 3.1 9.2
10 10 2.4 9.2
11 10 2.0
12 10 2.0
13 10 0.2
14 30 0.2
15* 1 1.4 8.0 9.8 13
16* 1 1.4 8.0 9.8 13
17* 1 1.4 8.0 9.8 13
18* 1 1.4 8.0 9.8 13
19* 1 1.4 8.0 9.8 13
20* 1 1.4 8.0 9.8 13
21 10 1.4 8.0 9.8 13
22 10 1.4 8.0 9.8 13
23 10 2.7 8.0 8.9 25
24 10 3.4 8.75 14.35 0
25 10 5.0
26 10 5.0
27 10 5.0
28 30 5.0
29 30 0.2
Table A.7.: List of measurement series, * indicates test measurements that have not
been used in the final analysis.
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(a) Section of 600 s.
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(b) Magnified section from 120 to 180 s.
Figure A.8.: Temperature measurement, raw data, leg 10.
A.4.3. Uncertainty Estimates
Standard Deviation of Propagation Time
An uncertainty estimate can be derived based on standard propagation methods. This
involves calculating the first derivative of σt with respect to the measurement parameters
s, τ , σT and α:
δσt =
∣∣∣∣∂σt∂s
∣∣∣∣δs+ ∣∣∣∣∂σt∂τ
∣∣∣∣δτ + ∣∣∣∣ ∂σt∂σT
∣∣∣∣δσT + ∣∣∣∣∂σt∂α
∣∣∣∣δα. (A.22)
Given the definition of the standard deviation of the travel time,
σt(s, τ, σT , α) =
√
2|α|σT τ
√
s/τ + e−s/τ − 1, (A.23)
one can calculate the derivatives as follows:
∂σt
∂α
=
√
2σT τ
√
s/τ + e−s/τ − 1, (A.24)
∂σt
∂σT
=
√
2ατ
√
s/τ + e−s/τ − 1, (A.25)
∂σt
∂τ
=
√
2ασT
(√
s/τ + e−s/τ − 1 + s
2τ
1√
s/τ + e−s/τ − 1(e
−s/τ − 1)
)
, (A.26)
∂σt
∂s
=
1√
2
ασT
1√
s/τ + e−s/τ − 1(1− e
−s/τ ). (A.27)
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Standard Deviation of Propagation Time Difference
In the same manner one can calculate an uncertainty estimate for σ∆t which requires
calculating the first derivative with respect to the measurement parameters s1, s2, τ ,
σT , α and γ:
δσ∆t =
∣∣∣∣∂σ∆t∂s1
∣∣∣∣δs1+ ∣∣∣∣∂σ∆t∂s2
∣∣∣∣δs2+ ∣∣∣∣∂σ∆t∂τ
∣∣∣∣δτ + ∣∣∣∣∂σ∆t∂γ
∣∣∣∣δγ+ ∣∣∣∣∂σ∆t∂σT
∣∣∣∣δσT + ∣∣∣∣∂σ∆t∂α
∣∣∣∣δα. (A.28)
The standard deviation is given by
σ∆t =
√
σ2t1(s1, τ, σT , α) + σ
2
t2(s2, τ, σT , α)− 2α2σ2T I(s1, s2, τ, γ), (A.29)
where σt1 is the standard deviation of the propagation time along the first path, σt2
along the second path and I represents the correlation integral discussed earlier.
Calculating the direct derivatives yields
∂σ∆t
∂s1
=
1
2σ∆t
(
2σt1
∂σt1
∂s1
− 2α2σ2T
∂I
∂s1
)
, (A.30)
∂σ∆t
∂s2
=
1
2σ∆t
(
2σt2
∂σt2
∂s2
− 2α2σ2T
∂I
∂s2
)
, (A.31)
∂σ∆t
∂τ
=
1
2σ∆t
(
2σt1
∂σt1
∂τ
+ 2σt2
∂σt2
∂τ
− 2α2σ2T
∂I
∂τ
)
, (A.32)
∂σ∆t
∂γ
= −α
2σ2T
σ∆t
∂I
∂γ
, (A.33)
∂σ∆t
∂α
=
1
2σ∆t
(
2σt1
∂σt1
∂α
+ 2σt2
∂σt2
∂α
− 4ασ2T I
)
, (A.34)
∂σ∆t
∂σT
=
1
2σ∆t
(
2σt1
∂σt1
∂σT
+ 2σt2
∂σt2
∂σT
− 4α2σT I
)
. (A.35)
Since analytical expression are only available for the linear approximation of the corre-
lation integral I, these will be used instead. This means in the case s2 ≥ s1/v one has
I = L1 + L2 + L3, whereas for s1/v ≥ s2 one has I = K1 + K2 + K3 + K4. Now the
derivatives of these summands with respect to s1, s2, τ and γ can be computed:
∂L1
∂τ
=
2τ
cos γ
[
1
v cos γ − 1
(
es1(v cos γ−1)/τ − 1
)
+ e−s1/τ − 1
]
− s1
cos γ
(
es1(v cos γ−1)/τ − e−s1/τ
)
, (A.36)
∂L1
∂s1
=
τ
cos γ
(
es1(v cos γ−1)/τ − e−s1/τ
)
, (A.37)
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∂L1
∂s2
= 0, (A.38)
∂L1
∂γ
=
τ 2 sin γ
cos2 γ
[
1
v cos γ − 1
(
es1(v cos γ−1)/τ − 1
)
+ e−s1/τ − 1
]
+
τ 2
cos2 γ
(
∂v
∂γ
cos γ − v sin γ
)[
1
v cos γ − 1
s1
τ
es1(v cos γ−1)/τ
− 1
(v cos γ − 1)2
(
es1(v cos γ−1)/τ − 1
)]
. (A.39)
Here, as well as in the following it was used
∂v
∂γ
=
− cos γ
2
2(cos γ + sin γ
2
)
− (1− sin
γ
2
)(− sin γ + cos γ
2
)
2(cos γ + sin γ
2
)2
. (A.40)
The derivatives for L2 are:
∂L2
∂τ
=
2τ
sin2 γ
2
[
1
1 + 1/v
(
e−s1 sin
γ
2
(1+1/v)/τ − 1
)
− 1
1 + v
e−s1 sin
γ
2
(1+v)/τ − 1
)]
+
s1
sin γ
2
[
e−s1 sin
γ
2
(1+1/v)/τ − e−s1 sin γ2 (1+v)/τ
]
, (A.41)
∂L2
∂s1
=
−τ
sin γ
2
(
e−s1 sin
γ
2
(1+1/v)/τ − e−s1 sin γ2 (1+v)/τ
)
, (A.42)
∂L2
∂s2
= 0, (A.43)
∂L2
∂γ
=
−τ 2 cos γ
2
sin3 γ
2
[
1
1 + 1/v
(
e−s1 sin
γ
2
(1+1/v)/τ − 1
)
− 1
1 + v
(
e−s1 sin
γ
2
(1+v)/τ − 1
)]
+
τ 2
sin2 γ
2
{
1
(v + 1)2
∂v
∂γ
[
e−s1 sin
γ
2
(1+1/v)/τ − 1
]
−
[
s1
τ
e−s1 sin
γ
2
(1+1/v)/τ
(
1
2
cos
γ
2
− 1
v(v + 1)
∂v
∂γ
sin
γ
2
)]
+
1
(1 + v)2
∂v
∂γ
[
e−s1 sin
γ
2
(1+v)/τ − 1
]
+
[
s1
τ
e−s1 sin
γ
2
(1+v)/τ
(
1
2
cos
γ
2
+
1
1 + v
∂v
∂γ
sin
γ
2
)]}
. (A.44)
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The derivatives for L3 are:
∂L3
∂τ
= −2τ
[
e−s2/τ
cos γ
(
es1 cos γ/τ − 1
)
− 1
cos γ − 1/v
(
es1(cos γ−1/v)/τ − 1
)]
+ e−s2/τ
[
− s2
cos γ
(
es1 cos γ/τ − 1
)
+ s1e
s1 cos γ/τ
]
− s1es1(cos γ−1/v)/τ , (A.45)
∂L3
∂s1
= −τ
(
e(s1 cos γ−s2)/τ − es1(cos γ−1/v)/τ
)
, (A.46)
∂L3
∂s2
=
τ
cos γ
e−s2/τ
(
es1 cos γ/τ − 1
)
, (A.47)
∂L3
∂γ
= −τ 2
{
sin γ
cos γ
e−s2/τ
[
1
cos γ
(
es1 cos γ/τ − 1
)
− s1
τ
e(s1 cos γ)/τ
]
+
1
cos γ − 1/v
×
(
1
v2
∂v
∂γ
− sin γ
)[
1
(cos γ − 1/v)
(
es1(cos γ−1/v)/τ − 1
)
− s1
τ
es1(cos γ−1/v)/τ
]}
. (A.48)
The derivatives for K1 are:
∂K1
∂τ
=
∂L1
∂τ
, (A.49)
∂K1
∂s1
=
∂L1
∂s1
, (A.50)
∂K1
∂s2
=
∂L1
∂s2
, (A.51)
∂K1
∂γ
=
∂L1
∂γ
. (A.52)
The derivatives for K2 are:
∂K2
∂τ
=
2τ
sin2 γ
2
[
1
1 + 1/v
(
e−s2(v+1) sin
γ
2
/τ − 1
)
− 1
1 + v
(
e−s2v(1+v) sin
γ
2
/τ − 1
)]
+
s2v
sin γ
2
[
e−s2(v+1) sin
γ
2
/τ − e−s2v(1+v) sin γ2 /τ
]
, (A.53)
∂K2
∂s1
= 0, (A.54)
∂K2
∂s2
=
−τv
sin γ
2
[
e−s2(v+1) sin
γ
2
/τ − e−s2v(1+v) sin γ2 /τ
]
, (A.55)
189
A. Appendix
∂K2
∂γ
=
−τ 2 cos γ
2
sin3 γ
2
[
1
1 + 1/v
(
e−s2 sin
γ
2
(v+1)/τ − 1
)
− 1
1 + v
(
e−s2 sin
γ
2
v(1+v)/τ − 1
)]
+
τ 2
sin2 γ
2
{
1
(v + 1)2
∂v
∂γ
[
e−s2 sin
γ
2
(v+1)/τ − 1
]
−
[
s2v
τ
e−s2 sin
γ
2
(v+1)/τ
(
1
2
cos
γ
2
+
1
v + 1
∂v
∂γ
sin
γ
2
)]
+
1
(1 + v)2
∂v
∂γ
[
e−s2 sin
γ
2
v(1+v)/τ − 1
]
+
[
s2v
τ
e−s2 sin
γ
2
v(1+v)/τ
(
1
2
cos
γ
2
+
2v + 1
v(1 + v)
∂v
∂γ
sin
γ
2
)]}
. (A.56)
The derivatives for K3 are:
∂K3
∂τ
= −2τ
[
e−s2/τ
cos γ
(
es2v cos γ/τ − 1
)
− 1
cos γ − 1/v
(
es2v(cos γ−1/v)/τ − 1
)]
+ e−s2/τ
[
− s2
cos γ
(
es2v cos γ/τ − 1
)
+ s2ve
s2v cos γ/τ
]
− s2ves2v(cos γ−1/v)/τ , (A.57)
∂K3
∂s1
= 0, (A.58)
∂K3
∂s2
= −τv
(
e(s2v cos γ−s2)/τ − es2v(cos γ−1/v)/τ
)
+
τ
cos γ
e−s2/τ
(
es2v cos γ/τ − 1
)
, (A.59)
∂K3
∂γ
= −τ 2
[
e−s2/τ
sin γ
cos2 γ
(
es2v cos γ/τ − 1
)
+
e−s2/τ
cos γ
s2
τ
es2v cos γ/τ
(
∂v
∂γ
cos γ − v sin γ
)
+
1
(cos γ − 1/v)2
(
1
v2
∂v
∂γ
− sin γ
)(
es2v(cos γ−1/v)/τ − 1
)
− 1
cos γ − 1/v
s2
τ
es2v(cos γ−1/v)/τ
(
∂v
∂γ
cos γ − v sin γ
)]
. (A.60)
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The derivatives for K4 are:
∂K4
∂τ
=
2τ
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A.4.4. Comparison with Existing Work
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Figure A.9.: Coherence factor using Gaus-
sian spectrum model, 315 Hz (- -), 1000 Hz
(-.-), 3150 Hz (· · · ), and exponential decay
model (−), γ = 5◦, τ = 5 m, wind velocity
only.
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Figure A.10.: Coherence factor using
Gaussian spectrum model, 315 Hz (- -),
1000 Hz (-.-), 3150 Hz (· · · ), and expo-
nential decay model (−), γ = 15◦, τ = 5
m, wind velocity only.
Figures A.9 and A.10 show the same data as Figure 4.25 but for a different geometrical
setup, namely with respect to angle γ. The same relationship but for temperature data
is shown in Figure A.11.
Complementing Figure 4.26, Figure A.12 shows the equivalent temperature quantities
〈φ2〉 ∼ 1 +M(D) and 〈χ2〉 ∼ 1−M(D).
Finally, Figures A.13 and A.14 show two exact Gaussian spectrum curves and the
D À 1 asymptotes of the Gaussian and von Karman model. The exact curves assume
the same slope as the asymptotes when sÀ λ, for both wind velocity and temperature.
However, for smaller s the slope is about twice the asymptotic slope.
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Figure A.11.: Coherence factor using
Gaussian spectrum model, 315 Hz (- -),
1000 Hz (-.-), 3150 Hz (· · · ), and expo-
nential decay model (−), γ = 10◦, τ = 5
m, temperature only.
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Figure A.12.: Relative strength of fluc-
tuations according to Gaussian spectrum
model, phase 315 Hz (−) and 1000 Hz (-
.-), amplitude 315 Hz (- -) and 1000 Hz
(· · · ), τ = 5 m, temperature only.
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Figure A.13.: Coherence factor using
Gaussian spectrum model, 315 Hz (- -),
3150 Hz (-.-), and asymptotes D À 1
Gaussian spectrum model (· · · ) and von
Karman model (−), γ = 10◦, τ = 5 m,
wind velocity only.
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Figure A.14.: Coherence factor using
Gaussian spectrum model, 315 Hz (- -),
3150 Hz (-.-), and asymptotes D À 1
Gaussian spectrum model (· · · ) and von
Karman model (−), γ = 10◦, τ = 5 m,
temperature only.
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