Abstract. If u → A(u) is a C 1,α -mapping having as values unbounded selfadjoint operators with compact resolvents and common domain of definition, parametrized by u in an (even infinite dimensional) space then any continuous arrangement of the eigenvalues u → λ i (u) is C 0,1 in u. If u → A(u) is C 0,1 , then the eigenvalues may be chosen C 0,1/N (even C 0,1 if N = 2), locally in u, where N is locally the maximal multiplicity of the eigenvalues.
Theorem. Let U ⊆ E be a c
∞ -open subset in a convenient vector space E. Let u → A(u), for u ∈ U , be a mapping with values unbounded self-adjoint operators in a Hilbert space H with common domain of definition and with compact resolvent.
(A) If u → A(u) is C 1,α , for some 0 < α ≤ 1, then any continuous arrangement of the eigenvalues of A(u) (e.g., ordered by size), is C 0,1 .
where N is locally the maximal multiplicity of the eigenvalues. If N = 2, the increasingly ordered eigenvalues are even locally C 0,1 .
Remarks and definitions. This paper is a complement to [10] and builds upon it. A function f : R → R is called C k,α if it is k times differentiable and for the k-th derivative the expression
is locally bounded in t = s. For k = 0 and α = 1 this is Lipschitz.
Due to [2] a mapping f : R n → R is C k,α if and only if f • c is C k,α for each smooth (i.e. C ∞ ) curve c. [3] has shown that this holds for even more general concepts of Hölder differentiable maps.
A convenient vector space (see [9] ) is a locally convex vector space E satisfying the following equivalent conditions: Mackey Cauchy sequences converge; C ∞ -curves in E are locally integrable in E; a curve c : R → E is C 
for every smooth curve c. If E is a Banach space then a C k,α -mapping is k-times differentiable and the k-th derivative is locally Hölder-continuous of order α in the usual sense. This has been proved in [4] , which is not easily accessible, thus we include a proof of the simplest case k = 0 in the lemma below.
That a mapping t → A(t) defined on a c ∞ -open subset U of a convenient vector space E is real analytic, C ∞ , or C k,α with values in unbounded operators means the following: There is a dense subspace V of the Hilbert space H such that V is the domain of definition of each A(t), and such that A(t) * = A(t). And furthermore, t → A(t)u, v is real analytic, C ∞ , or C k,α for each u ∈ V and v ∈ H in the sense of [9] and the definition given above.
This implies that t → A(t)u is of the same class U → H for each u ∈ V by [9, 2.3] or [6, 2.6.2] or [4, 4.1.14]. This is true because C k,α can be described by boundedness conditions only; and for these the uniform boundedness principle is valid.
Lemma. [4] Let E and F be Banach spaces, U open in E. Then, a mapping f : U → F is C 0,α if and only if f is locally Hölder of order α, i.e.,
Proof. If f is C 0,α but not locally Hölder near z ∈ U , there are x n = y n in U with x n −z ≤ 1/4 n and y n −z ≤ 1/4 n , such that f (y n )−f (x n ) ≥ n.2 n . y n −x n α . Now we apply the general curve lemma [9, 12.2] with s n := 2 n . y n −x n and c n (t) := x n −z +t yn−xn 2 n yn−xn to get a smooth curve c with c(t+t n )−z = c n (t) for 0 ≤ t ≤ s n . Then
The converse is obvious.
(A) holds for E = R. It was proved in [10] that (1) the eigenvalues of A(t) may be parametrized in a C 1 way in t.
We claim that (2) any continuous parametrization of the eigenvalues of A(t) is locally Lipschitz.
Let z be an eigenvalue of A(s) of multiplicity N for fixed s. Choose a simple closed smooth curve γ in the resolvent set of A(s) enclosing only z among all eigenvalues of A(s) and consider t → − 1 2πi γ (A(t) − z) −1 dz =: P (t), a C 1 curve of projections. As seen in [10] , there are equally many eigenvalues in the interior of γ for t near s. Let λ i , 1 ≤ i ≤ N , be a continuous parametrization of them. It was proved in [10] that then the left-handed derivative λ (B) holds for E = R. Let t → A(t) be a Lipschitz curve. Going through the proof of the resolvent lemma in [10] carefully, we find that t → A(t) is a Lipschitz mapping U → L(V, H), and thus the resolvent (A(t) − z) −1 is Lipschitz into L(H, H) in t and z jointly.
Let z be an eigenvalue of A(s) of multiplicity N for s fixed. Choose a simple closed curve γ in the resolvent set of A(s) enclosing only z among all eigenvalues of A(s). Since the global resolvent set {(t, z) ∈ R×C : (A(t)−z) : V → H is invertible} is open, no eigenvalue of A(t) lies on γ, for t near s. Consider
a Lipschitz curve of projections (on the direct sum of all eigenspaces corresponding to eigenvalues in the interior of γ) with finite dimensional ranges and constant ranks. So for t near s, there are equally many eigenvalues in the interior of γ. Let us call them λ i (t) for 1 ≤ i ≤ N (repeated with multiplicity) and let us denote by e i (t) for 1 ≤ i ≤ N a corresponding system of eigenvectors of A(t). Then by the residue theorem we have
which is Lipschitz in t near s, as a curve of operators in L(H, H) of rank N . Let us recall claim 2 from [1, 7.8], for Lipschitz instead of C ∞ (with the same proof): Let t → L(H, H) be a Lipschitz curve of operators of rank N in Hilbert space such that T (0)T (0)(H) = T (0)(H). Then t → Trace(T (t)) is Lipschitz near 0.
We conclude that the Newton polynomials
are Lipschitz for t near s, and thus also the elementary symmetric functions
It follows that {λ i (t) : 1 ≤ i ≤ N } represents the set of roots of a polynomial of degree N with Lipschitz coefficients. By [12,
The supplement in (B) for the one dimensional case will follow from the next observation, since the image of t → P (t), for t near s describes a finite dimensional Lipschitz vector subbundle of R × H → R and the λ i (t), 1 ≤ i ≤ N , form the set of eigenvalues of P (t)A(t)| P (t)(H) .
Lipschitz eigenvalues of Lipschitz curves of Hermitian 2 × 2 matrices. Let us assume that a : U → R and b : U → C are Lipschitz curves defined in an interval U ⊆ R. Then the continuous arrangement of the eigenvalues ± a(t) 2 + |b(t)| 2 of
by ordering them increasingly, is locally Lipschitz. For:
The absolute values of the first factors on the right-hand side are ≤ 2 and the second factors are bounded by assumption.
Proof of (A) and (B). Choose a fixed continuous ordering of the roots, e.g., by size, . . . λ i (u) ≤ λ i+1 (u) ≤ . . . , for all u ∈ U . For each smooth curve c : R → U the curve R t → A(c(t)) is C 1,α in case (A) (Lipschitz in case (B)), and by the 1-parameter case each eigenvalue λ i (c(t)) is Lipschitz (C 0,1/N , respectively) locally in t. But then u → λ i (u) is C 0,1 or C 0,1/N , by definition.
Open problem. Are the increasingly ordered continuous eigenvalues in (B) even locally Lipschitz also for N > 2?
Remark. In the case that E and H are finite dimensional the assumption in (A) can be weakened. We claim: Suppose that in the theorem E = R n and H is finite dimensional. Then:
is Lipschitz and differentiable outside a locally denumerable set D, then any continuous arrangement of the eigenvalues of A(u) (e.g., ordered by size), is Lipschitz locally in u ∈ U . The general case E = R n follows from the 1-dimensional case again by checking the statement along smooth curves in U . So we may suppose that E = R. Here the resolvent (A(t) − z) −1 is obviously Lipschitz into L(H, H) in t and z jointly. Let z, s, N , γ, P (t) be as above. For t near s there are exactly N eigenvalues in the interior of γ, which allow a continuous parametrization λ i , 1 ≤ i ≤ N . In the same way as in [10] we may conclude that, for t ∈ D, the right-handed derivative λ i (t) = A (t)w i (t), w i (t) for an eigenvector w i (t) of A(t) with eigenvalue λ i (t). Similarly for the left-handed derivative λ (−) i (t). Then the mean value theorem implies the assertion.
