Temperature-dependent angle-resolved photoemission experiments were performed on overdoped single layer Bi 2 Sr 2 CuO 6 (T c ϳ4 K) and on the parent compounds Sr 2 CuO 2 Cl 2 and Ca 2 CuO 2 Cl 2 . Contrary to the more conventional results obtained on Bi 2 Sr 2 CuO 6 , the parent compounds show strong temperature dependence over a wide energy range that is two orders of magnitude larger than the temperature scale involved. The doping dependence strongly suggests that the anomalous temperature dependence has its origin in the novel many-body physics in the Mott insulators. We consider the observed temperature dependence using a heuristic model with multiple initial and final states in the photoemission process. The nature of the multiple states and broad photoemission line shape in parent compounds is also given.
I. INTRODUCTION
It is believed that the doped CuO 2 plane is responsible for high-temperature superconductivity ͑HTSC͒. This doped CuO 2 plane shows many peculiar properties that cannot be explained within the simple single-electron picture. The main difficulty is that the relevant electrons experience very large on-site Coulomb repulsion, as they reside in the localized Cu 3d orbitals. Even though superconductivity only occurs within a limited doping range of the CuO 2 planes, for a better understanding of the problem it is crucial to study the entire doping range, including the undoped systems ͑i.e., the so-called parent compounds͒. In this context, angle-resolved photoemission spectroscopy ͑ARPES͒ has proved itself to be an extremely powerful tool. In fact, ARPES studies of Sr 2 CuO 2 Cl 2 and related materials 1-4 have greatly contributed to the understanding of the electronic structures of the CuO 2 planes.
One of the very interesting observations in spectroscopic studies of transition-metal oxides is the mismatch between the energy scale of the temperature dependence and the temperature involved. For example, optical experiments often show changes up to several electron volts with a temperature change of the order of 100 K. 5 This mismatch of energy scale by two orders of magnitude cannot be understood by trivial thermal broadening and is likely an indication of many-body processes in the system, and is probably related to anomalous nonconservation of the optical sum rule seen in these materials. 6 Relatively speaking, much less detailed temperature dependent ARPES experiments were performed on these materials. In most cases, experiments on HTSC materials were performed above and below the superconducting transition temperatures, where the change is observed in a relatively narrow energy range of the order of the gap energy. 7 Here we report on the anomalous temperature dependence observed in ARPES data from the parent compounds Sr 2 CuO 2 Cl 2 ͑SCOC͒ and Ca 2 CuO 2 Cl 2 ͑CCOC͒. The comparison of these results with those on single-plane Bi 2 Sr 2 CuO 6 ͑Bi2201͒ in the overdoped regime shows dramatic contrast, even though these systems are similar in that they have a single CuO 2 plane per unit cell. Whereas weak temperature dependence is observed on Bi2201, the photoemission ͑PE͒ spectral functions of the parent compounds show a very strong and unconventional temperature dependence. It is difficult to explain the strong temperature dependence in the undoped compounds by the simple phonon broadening seen in conventional band materials and the drastic difference in the temperature dependence indicates a rapid change in the many-body effects as one moves away from the boundary of the Mott transition. To account for the energy scale of the temperature dependence as well as the doping dependence, we discuss the transfer of spectral weight considering multiple initial and final states in the PE process. Within this picture, the spectral intensity is transferred from one final state to another upon changing the temperature due to the population shift in the initial states. The implication of this interpretation of the ARPES spectra on the understanding of electronic structures of correlated electron systems is discussed.
the traveling-solvent floating-zone method. The crystals were oriented by the Laue method prior to the experiments and then cleaved in situ in a pressure better than 5ϫ10 Ϫ11 torr. With 22.4 eV photons, the total energy resolution was typically 70 meV, and the angular resolution was Ϯ1°. Extreme caution was taken to have fair comparison of the spectra for different temperatures. The data were normalized only by the incident photon intensity. To check the reproducibility and exclude extrinsic effects such as sample aging, experiments were repeated on the same cleaved surface cycling the temperature. Care was taken to ensure that there was no charging problem.
III. EXPERIMENTAL RESULTS
The inset of Fig. 1͑a͒ shows ARPES spectra of SCOC taken at two temperatures. The spectra consist of a wide main valence band with a small foot on the lower binding energy side.
1 The spectra show strong temperature dependence over the entire valence band. While we believe the temperature dependence seen on the main valence band is due to the same effect that will be discussed later, it is more complicated in the case of the main valence band because it has multiple bands. We thus concentrate on the foot structure which has a single band character according to the band structure calculations. 9 Figures 1͑a͒ and 1͑b͒ show the lowenergy part of ARPES spectra from SCOC for several temperatures and two different k-space points in the first Brillouin zone ͑BZ͒, as indicated in the inset in Fig. 1͑c͒ . The detected peaks are often referred to as the quasiparticle peaks and are the states with d x 2 Ϫy 2 symmetry from the CuO 2 plane. What catches one's eye is the large temperature dependence over a large energy scale, more than 1 eV which is two orders of magnitude larger than the temperature involved. For both points in the BZ, upon lowering the temperature, the peak becomes stronger and sharper, and shifts to lower energies ͑note that the observed peak shift is not due to charging of the sample as it would shift the peaks in the opposite direction͒. Even the higher-binding-energy side which has often been regarded as background shows a strong temperature dependence. Figure 1͑c͒ presents a set of spectra taken at (0.4,0.4) on the similar compound CCOC, for several temperatures. As shown by a direct comparison between Figs. 1͑b͒ and 1͑c͒, the spectra of SCOC and CCOC display qualitatively the same behavior. To quantify the temperature dependence, the normalized low energy spectral weights for SCOC defined as ⌬S(T) ϭ͉͓͐I(T,E)/I(150,E)͔Ϫ1͉dE are plotted in the inset of panel ͑b͒. Here I(T,E) is the photoemission intensity at temperature T and energy E. The integration windows for (2/3,0) and (/2,/2) are 1.2 eV and 0.45 eV, respectively. The exact values of the energy windows do not affect the overall behavior of the temperature dependence.
To further investigate this issue, we performed temperature dependence measurements on overdoped Bi2201 (T c ϭ4 K) and compared the data to those on SCOC. Both of these materials have very similar CuO 2 planes and their electronic properties are extremely two dimensional. The essential difference between the two is the doping, with the overdoped Bi2201 having effectively smaller electron-electron correlations. The idea is to test if the anomalous temperature dependence seen in Fig. 1 is related to many-body effects that change with doping. In addition, doping dependence studies in cuprates quite often provide insightful information. The results are shown in Fig. 2 for several selected k-space points along the ͑0,0͒ to (,0) cut for 200 K and 300 K. The contrast is striking and represents the most convincing evidence that the temperature dependence observed on SCOC and CCOC is due to many-body effects in the Mott insulators that go away with doping. While a very strong temperature dependence is seen at different k points on SCOC, Bi2201 shows a weak temperature dependence similar to what one would expect from thermal broadening in a simple metal, with the most evident effect being the weak decrease of peak intensity upon increasing temperature.
IV. INTERPRETATION BY SPECTRAL WEIGHT TRANSFER

A. Failure of the conventional interpretations
There are conventional ways to explain the temperature dependences seen in photoemission spectra. The first is thermal smearing due to the Fermi-Dirac statistics. The effect results in broadening of a Fermi step by Ϸ4kT. This is purely electronic in origin and applies only to the states near the Fermi energy as the effect is negligible once the states are away from the Fermi energy. Hence, the temperature dependence seen in Fig. 1 cannot be the thermal smearing effect. A more common explanation for the temperature-dependent photoemission spectra is the simple phonon broadening. Here we emphasize that, by saying ''simple phonon broadening,'' we refer to the case of band electrons interacting with phonons as seen in conventional band materials. Indeed, such an effect is expected in PE spectra similar to what is found in neutron and x-ray scattering 10 where the decreased intensities of diffraction peaks upon increasing temperature are described by the Debye-Waller factor e Ϫ2W ͑where WϰT). In addition, the simple phonon effect is also responsible for a ͑weak͒ temperature-dependent shift and broadening of the PE peaks. 10 However, there are reasons why the behavior shown in Fig. 1 is difficult to reconcile with pure phonon effects that are observed on conventional systems ͑systems with noncorrelated electrons͒. First, the energy scale is larger than the phonon energy scale. For the simple phonon effect, one expects a broadening of the peak ⌬E width ϭ2k B ⌬T (k B ⌬Tϳ25 meV for ⌬Tϭ300 K) where is the electron-phonon coupling parameter and ⌬T is the temperature change. 11 The electron-phonon coupling parameter is usually less than 1 ͓ϭ1.15 for Be͑0001͒ surface states which have very strong electron-phonon coupling͔ and is expected to be smaller for band insulators. 11 Therefore, such a strong temperature dependence over a large energy scale shown in Fig. 1 is unlikely to be induced by the simple phonon broadening. Another fact that is not consistent with the simple phonon effect for the observed temperature dependence is the peak position shift ⌬E peak . In Fig. 1 we can observe ⌬EϾ100 meV for ⌬TϷ200 K, whereas the energy shift due to a simple phonon effect is at most 50 meV. [10] [11] [12] Second, the intensity change in Fig. 1 is much more than what one would expect from a simple phonon effect in a single-band material. [10] [11] [12] An apparent exception is a comparable intensity change observed on Au͑111͒ ͑Ref. 13͒; it is, however, due to the reduction of the photoelectron diffraction signal by phonons and thus observed only for a special k point ͑normal emission͒, unlike the present case. In addition, some of the SCOC spectra in the left panel of Fig. 2 ͑the top and the two bottom sets͒ gain spectral weight as the temperature is increased. This is unexpected on the basis of simple phonon broadening because thermally excited phonons only reduce the spectral weight of the PE feature.
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B. Overall view of spectral weight transfer
The contrasting behaviors in the data from SCOC and Bi2201 indicate that the anomalous temperature dependence seen in the SCOC data is due to a many-body effect. Within this framework, it is possible to construct a heuristic model to account for the large energy scale temperature dependence on insulating systems by considering the spectral weight transfer between multiple final states ͑whose nature will be discussed below͒ in the PE process. To understand the spectral weight transfer, one cannot use a simple view of PE as a direct mapping of band structure. Instead, one must use the general view of PE as an excitation process of a system from an initial state to a final state and a photoelectron as depicted in Fig. 3͑a͒ . Measurements of the energy and momentum of the photoelectron give the energy and momentum of the N Ϫ1 electron final state through the conservation laws
where h is the energy of the photon, k pe , k i , k f , E pe , E i , and E f are momenta and energies of the photoelectron and initial and final states, respectively ͑here ''state'' refers to a state of the whole system, not to a one-electron state͒. Let us consider an idealized system as the one depicted in Fig. 3͑b͒ . Before the PE process, we have two initial states A i and B i , very close in energy. After the PE process, we also have two final states (A f and B f , with one fewer elec- tron compared to A i and B i ) which are, contrary to the initial states, far apart in energy. Now let us assume the transition from A i (B i ) to A f (B f ) is allowed but is disallowed to B f (A f ), due to the different symmetry of A i and B i in regard to the dipole selection rule. At 0 K, the probability of the system being in state A i is 1 and in B i is 0, according to Boltzman statistics ͓Fig. 3͑c͔͒. As a result, only the photoelectrons (A pe ) corresponding to the final state A f are emitted. Note that the photoelectron A pe has energy higher than B pe because of energy conservation. When the temperature of the system increases, the probability of finding the system in state B i increases too, and hence we begin to see transitions to state B f . That is, spectral weight is transferred from A f to B f . Note that the state B f can be energetically quite separated from the state A f , and this energy scale is not related to the temperature scale k B T ͑the latter only controls the initial-state distribution͒ and in principle can be orders of magnitude larger. What is described here is an idealized case. In reality, A i (B i ) would have a finite transition amplitude to B f (A f ) too. But if there is any imbalance in transition probabilities, a sizable spectral weight transfer will be observed. Indeed, numerical studies based on many-body theory show a temperature dependence in ARPES spectral functions with energy scale much larger than the temperature scale. 14, 15 This effect is also relevant for other spectroscopic methods, such as optical measurements, to explain the observed temperature dependencies. 34 -36,5 
C. Multiple final states
A necessary condition for this mechanism to work over a large energy scale is the existence of multiple final states (A f and B f in the example͒ spread over a wide energy range for a given momentum k. This is unexpected with a simple view of ARPES as direct transition between the rigid electronic bands, which works only in the noninteracting electron picture in a strict sense. With electron correlation, a possible distribution of the final states over a wide energy range can be described in the following way. For simplicity of the discussion, we start with a simple noninteracting electron system in the ground state. As stated earlier, in a rigorous sense, the PE process should be understood as a transition between initial and final states of the system. Figure 4͑a͒ depicts an initial state ͑ground state for simplicity͒ of a noninteracting electron system. In panel ͑b͒, a possible final state of the (NϪ1)-electron system is shown. The energy and momentum of the photoelectron can be obtained according to Eqs. ͑1͒ and ͑2͒. The resulting PE states ͑states in phase space that the photoelectron can occupy͒ are plotted in the same panel. Note that, in the final state of the (NϪ1)-electron system, the only difference is in one of the initially occupied singleelectron states ͑type I͒. The PE states associated with type-I final states are the usually perceived PE states and they reproduce the initial one-electron band. For this reason, ARPES is often referred to as a mapping of the band structure. However, there is no a priori reason why only the type-I final states shown in panel ͑b͒ should be considered. For example, if we consider a final state of the NϪ1 system with an electron-hole pair in addition to the photohole as shown in panel ͑c͒ ͑type II͒, the resulting PE state is not on the ''band'' ͓the PE states in panel ͑b͔͒ but away from it to satisfy the energy and momentum conservation laws. Likewise, we can consider two electron-hole pairs ͑type III͒ and proceed to construct all the possible final and corresponding PE states. The possible PE states constructed this way are shown in panel ͑d͒. The thick line represents the PE states with the type-I final states depicted in panel ͑b͒. The gray area represents the PE states with the type-II final states shown in panel ͑c͒ while the hatched area represents type-III states ͓note here that type II is a subset of type III, but it is shown as in panel ͑d͒ for clarity͔.
As is shown above, there can be multiple PE states over a wide energy range for a given momentum k. This is due to the fact that the photoelectron reflects the properties of the many-body system. It is, however, important to note that only the type-I states have spectral weight ͑transition probability͒ and thus are observable in the case of noninteracting electron systems. That is, only a single state is observed for a given k for a noninteracting electron system. In the case of interacting electron systems, the system wave functions can no longer be expressed as a single Slater determinant and other states such as type II will have spectral weight. 16 In this case, a broad distribution of PE states for a given k will appear and the breadth of the observed spectral feature consisting of such multiple states is related to the strength of the correlation. In a single-particle description of the excited states of the many-body system such as Fermi liquid theory, this breadth is interpreted as the lifetime of the quasiparticle. [17] [18] [19] [20] These multiple states appear due to the electron correlation or configuration interaction. This effect also causes the satellite structures, shakeoffs, and shakeups observed in the photoemission spectroscopy. 10, [21] [22] [23] Calculations based on many-body theory ͑such as Hubbard or t-J models͒ with realistic parameters for cuprates show multiple final states spread over the several eV energy range, supporting the discussion above. 24 Electron correlation plays an important role in this new interpretation by allowing multiple final states over wide energy range. Such multiple states are observed in the data shown in Fig. 1͑a͒ : the peak is very asymmetric and appears to have a second structure at ϳ1.2 eV binding energy. Spectra taken at certain k-space points show the second feature and additional higher energy states more clearly than others. 2, 4 The two features in the data in Fig. 1 constitute just part of the final-state spectral weight, with the rest of it being buried under the main valence band at higher energies according to numerical results. 24 The shift of the peak position seen in Fig. 1 may further imply that even the peak-for example, shown in Fig.  1͑c͒ -may consist of multiple final states as some theoretical work suggests. 25 In this case, the breadth of the peak is due to the existence of multiple final states rather than an extremely short photohole lifetime as mentioned above. 26 The peak shift can then be understood as the consequence of the transfer of spectral weight as illustrated in Fig. 3͑d͒ . As temperature increases, the lower-energy states are suppressed and the spectral weight is transferred to higher-energy states. The peak appears to move to the higher-energy side even though the positions of the final states do not move. Within this interpretation, the peak position is not the position of a state, but simply the centroid of a multiple-state structure.
In regards to the broadness of the lowest-energy peak discussed above, numerical results based on the t-J model show the lowest-energy peak always standing out independent of the cluster size similar to a sharp quasiparticle peaks. 24, 27 This is quite different from what is observed experimentally where the width of the lowest-energy peak is at least 300 meV as shown in Fig. 1 . One of the explanations may be that t-J is a very simplified Hamiltonian and cannot explain the experimental results. Indeed, calculated spectra of the onedimensional ͑1D͒ system based on a more realistic Cu-O ring show more states, making the features broader compared to simple t-J results. 28 Another possibility is from the role of phonons. Theoretically it was found that incorporating phonons into t-J calculations greatly increases the width of calculated Raman spectra, with the magnons providing the energy scale and phonons providing coupling between different states. 29 A similar mechanism may be responsible for the broad line shape in photoemission spectra with the phonons giving the coupling between the multiple states described above. It is unclear which one is more responsible and we leave this as an open question for future studies. In either case, the interpretation of the temperature dependence by spectral weight transfer is largely unaffected.
D. What are the initial states?
Possible candidates for the initial states depicted in Fig. 3 may result from instabilities leading to charge and spin ordering in many transition-metal oxides. Indeed, ARPES results on Zn-doped Bi 2 Sr 2 CaCu 2 O 8 ͑Zn is believed to favor magnetic ordering in this material͒ show an enhanced temperature dependence compared to the Zn-free case. 30 Optical measurements on unreduced Nd 2Ϫx Ce x CuO 4 also show that spin and charge instabilities can cause a strong temperature dependence. 5 Since there are no such instabilities in SCOC and CCOC, the natural question is, what are the initial states that are energetically close and give different transition probabilities ͑due to different symmetries͒ for the final states? One obvious candidate is the phonons. As discussed before, numerical work based on many-body theory shows that inclusion of phonons greatly increases the ARPES linewidth, which in turn means the phonon states are bridged to different final states ͑note again that the phonon energy scale is relevant only to the initial energy scale with the large finalstate energy scale being provided by the electron-electron correlation and this picture thus differs from simple phonon broadening͒. Even though temperature dependence studies based on the t-J model without phonons show a very large energy scale, the degree of the temperature dependence is much smaller than the experimental observation shown in Fig. 1. 14 It was found that inclusion of phonons in this model enhances the temperature dependence in addition to giving the broad width which was difficult to produce. 31 At low temperature, the system is more likely to be in the ground state. At a higher temperature, the probability of the system to be in a thermally excited phonon state increases, resulting in a redistribution of the spectral weight in different final states.
Another possibility comes from the the low-energy spinflipped states in SCOC and CCOC. These spin excitation states may be the initial states with different symmetries. Turning our attention to the data shown in Fig. 2 , we know that the difference between SCOC and Bi2201 is essentially the doping level. Upon increasing doping the antiferromagnetic ͑AF͒ correlations decrease. On the very overdoped side the CuO 2 plane becomes an almost paramagnetic system; that is, magnetism is very weak. 32 These results from SCOC and CCOC along with the Bi2201 case therefore may suggest that magnetism is related to the strong temperature dependence seen in ARPES spectra of SCOC and CCOC. As discussed above, these states may be bridged to different final states by the dipole selection rule, hence strongly affecting the ARPES line shape as the probability of thermally excited spin states increasing at higher temperature. This means that the magnetism in these systems may be responsible for the anomalous temperature dependence.
The idea that magnetism greatly contributes to the strong temperature dependence is supported by other experimental results. ARPES spectra on La 2Ϫx Sr x Mn 3 O 7 ͑Ref. 33͒, as well as optical measurements on SCOC, 34 YBa 2 Cu 3 O 6 , 35 and FeSi, 36 suggest that the magnetism contributes to strong temperature dependence over a large energy scale. In particular, a detailed analysis of the bimagnon-plus-phonon spectrum of YBa 2 Cu 3 O 6 ͑Ref. 35͒ and SCOC ͑Ref. 37͒ not only suggests the magnetism as an essential part of the observed optical absorption, but also indicates that the continuum of excitations extending to very high energy (ϳ1 eV) is due to spin fluctuations ͑the higher the temperature, the more severe they are͒, which are responsible for strong local deviations from the Néel state in 2D undoped cuprates. One particular prediction of this interpretation is that the strong temperature dependence should disappear when the system becomes paramagnetic at high temperature. Supporting evidence for this picture may be the temperature-dependent optical measurements on unreduced Nd 2Ϫx Ce x CuO 4 . The measurements show that the temperature dependence disappears above 340 K when the system becomes uniform. 5 For SCOC and CCOC (T N ϭ256 K), however, this temperature is too high for ARPES measurements. The data in the inset of Fig. 1͑b͒ appear to show a slope change around T N similar to the optical data on SCOC, 34 but the energy window is not large enough to make a concrete conclusion. Therefore, experiments on an AF system with a small J ͑small enough to access the paramagnetic state͒ as well as on insulating 2D nonmagnetic samples should be important to verify our attribution of the strong temperature dependence to magnetism.
In the above, we proposed phonons and low-energy magnetic excitations as the possibilities for the initial states in SCOC and CCOC. Even though which one contributes more is an interesting question, it is worth noting that separating the two cases may not be possible: there is no crystalline system that does not have phonons and correlated systems considered here mostly have magnetism. Therefore, experimentally finding out which is more responsible is a very difficult task and may only be possible theoretically. More importantly, it may also be that we need both of them to have the observed anomalous temperature dependence; that is, magnetism and phonons play on top of each other to produce such a strong temperature dependence as was suggested in the bimagnon-plus-phonon analysis. 35, 37 In this regards, it is interesting to note that a strong doping dependence of the electron-phonon coupling in cuprates has been argued in a recent report.
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V. CONCLUDING REMARKS
The broad ARPES line shape observed on HTSC's, especially in the underdoped case, has often been attributed to an extremely short photohole lifetime ͑hence extremely short mean free path͒. 19, 20 However, there is a strong discrepancy between the lifetime directly measured 39 in pump-probe experiments (ប/Ͻ10 meV) and the one inferred from the linewidth of ARPES spectra (ϳ300 meV). In addition, recent measurements of the thermal Hall conductivity also suggest a very long mean free path, about 200 times longer than what is inferred from the sharpest ARPES peak. 40 As discussed above, a ''peak'' consists of multiple states and its width does not reflect the photohole lifetime ͑physical time͒ but the strength of correlations which give rise to the multiple states. This naturally explains the general trend of broader spectral features towards insulating states. 41 More importantly, the observed temperature-dependent redistribution of spectral weight suggests that the multiple states within the peak may have different properties and hence the single-particle description of the excited states fails, the possibility of which was raised soon after HTSC was discovered. 42 In summary, we performed temperature-dependent ARPES measurements on single-plane cuprates. Whereas the spectra on overdoped Bi2201 show a rather weak temperature dependence, in the insulating parent compounds SCOC and CCOC we observed a very strong temperature dependence ͑both in energy and intensity͒, which is not expected in a noninteracting electron picture. This indicates that many-body effects originating from the strong electron correlations characterizing the CuO 2 plane have to be taken into account. Phonons and magnetic excitations are discussed as possible candidates for the low-energy initial states. We show that the anomalous temperature dependence can be accounted for by considering the transfer of spectral weight between multiple initial and final states in the photoemission process. In this context, only the initial-state configuration is inherent to the experimental temperature scale. What is discussed in this paper has important implications for the understanding of not only the ARPES line shapes but also data from other spectroscopic methods in correlated electron systems.
