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Resumen
El problema de estabilidad para las oscilaciones en pequen˜a sen˜al en sistemas de potencia ele´ctrica,
ha sido un caso de diversos estudios en el a´rea de control. Al momento de disen˜ar controladores
para amortiguar dichos efectos se debe tener en cuenta que las condiciones de funcionamiento
del sistema pueden variar en transcurso del tiempo, considerando entre sus factores cambios en el
punto de operacio´n debido a variaciones en la carga, cambios de la potencia meca´nica y/o fallos
en los sistemas de medicio´n.
Este trabajo abordara´ el tema de estabilidad a sistemas de potencia ele´ctrica multima´quina apli-
cando te´cnicas de Switching Control . Considerando cambios en el punto de operacio´n y posibles
fallos en los sensores para las variables de retroalimentacio´n, como pautas para generar la conmu-
tacio´n entre diversas familias de controladores multiobjetivo que puedan estabilizar el sistema de
potencia.
Palabras clave: Switchin Control, multima´quina, multiobjetivo
Abstract
The stability problem for small signal oscillations in electric power systems has been a case of
various studies on the control area. When designing controllers for damping these effects should
be taken into account that the operating conditions of the system may vary over time, considering
factors between changes in its operating point due to variations in load, changes in mechanical
power and / or failures in measurement systems.
This paper will address the topic of stability multimachine power systems using techniques Swit-
ching Control . Considering changes in the operating point and possible faults in sensors for
feedback variables, such as to generate the switching patterns between different families multiob-
jective controller which can stabilize the power system.
Keywords: Switchin Control, multimachine, multiobjective
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Introduccio´n
Los sistemas de potencia ele´ctrica constituyen unos de los procesos de mayor complejidad tanto
para su ana´lisis como para su control. Inicialmente no fueron disen˜ados para responder apropiada-
mente a las sucesivas expansiones que han sufrido. El cara´cter altamente no lineal y las mu´ltiples
variables que intervienen en estos sistemas hacen necesaria la utilizacio´n de te´cnicas de control ro-
bustas y en ocasiones complejas. Estos sistemas son caracterizados por su naturaleza no lineal, ya
que operan en un medio ambiente de cambio constante adema´s, son de cara´cter distribuido produc-
to de las mu´ltiples dina´micas que sus diversos componentes aportan al proceso y las interacciones
que pueden existir entre ellos.
En estos sistemas es crı´tico el problema de la estabilidad de las oscilaciones del a´ngulo de potencia
debido a perturbaciones que pueden ser de tipo local o remota. La pe´rdida de la estabilidad en pe-
quen˜a sen˜al puede ser generada por perturbaciones en la potencia meca´nica, cambios en el punto
de operacio´n, cambios en los voltajes de los nodos de la red y falla de sensores. Por otra parte,
no todos los estados y variables son factibles de ser medidos. Por tanto, hay que trabajar con un
nu´mero reducido de variables.
El modelo de planificacio´n de ganancia puede ser una te´cnica aplicable al problema de estabilidad
de sistemas de potencia ele´ctrica, que se fundamenta en la sintonizacio´n del controlador en funcio´n
de variables fı´sicas medibles dentro del sistema, para realizar un ajuste continuo de la ganancia,
dependiendo de una sola estructura para la transicio´n entre controladores. Esta te´cnica no consi-
dera fallas en los sensores, y de presentarse, el sistema es susceptible a pe´rdidas significativas en
la estabilidad.
Es por esto que las estrategias de control implementadas para dichos sistemas deben tener en
cuenta factores como fallas de sensores, variaciones en los puntos de operacio´n y perturbaciones
externas, que es difı´cil de alcanzar con la implementacio´n de un solo controlador, que funcione
bajo diferentes requerimientos de operacio´n. Existen controladores no lineales robustos lo cuales
pueden dar un buen desempen˜o en las condiciones antes mencionadas, pero son de difı´cil y costosa
implementacio´n pra´ctica.
Aplicando te´cnicas de Switching Control se pueden disen˜ar controladores robustos y con un amplio
rango de operacio´n, adema´s como ventajas ma´s relevantes esta´ la posibilidad de que el sistema se
mantenga bajo control frente a fallas en los sensores, adema´s de poder realizar el planteamiento
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e implementacio´n de diferentes estructuras de los controladores que conmuten entre diferentes
acciones de control. Como objetivo general de este trabajo se pretende disen˜ar una estrategia
basada en Switching Control para amortiguar las oscilaciones de pequen˜a sen˜al producidas en
sistemas de potencia Multima´quina y validar los resultados en un entorno de simulacio´n.
1. Conceptos Ba´sicos de Switching
Control
1.1. Introduccio´n
En esta capitulo se abordara´ las bases conceptuales para el ana´lisis y disen˜o de sistemas de control,
aplicados a sistemas dina´micos en los que interactu´en estados continuos y discretos. Segu´n lo
descrito por [18] , si bien la idea de integrar dina´micas continuas y lo´gicas discretas en un mismo
sistema de control no es nueva, solo en las u´ltimas de´cadas se han hecho ana´lisis teo´ricos de los
sistemas hı´bridos (es decir, sistemas con ambas dina´micas), y se han aplicado dichos conceptos
en forma sistema´tica. Con el fin de representar la dina´mica de estos sistemas hı´bridos, se aplican
diferentes modelos teniendo en cuenta la evolucio´n continua de los sistemas que son afectados por
eventos discretos. Para los sistemas hı´bridos la dina´mica continua queda representada por ecua-
ciones diferencial y/o algebraicas, mientras que la dina´mica discreta se representa mediante una
ma´quina de estados finitos.
En esta tesis se estudia la aplicacio´n del Switching Control a sistemas de potencia ele´ctrica. El
contenido esta´ motivado principalmente por problemas como: posibles incertidumbres en el mo-
delo, cambio de punto de operaciones, cambio de estructura de proceso debido a factores externos,
y posibles fallas en los sensores de retroalimentacio´n.
1.2. Estructura De Switching Control
El sistema de control esta´ conformado por un proceso dina´mico continuo en el tiempo, una familia
de posibles controladores y una lo´gica de conmutacio´n por eventos entre ellos; esto produce un
sistema conmutado en lazo cerrado (o hı´brido), como se muestra en la figura (1-1).
En un sistema con Switching Control se resalta un subsistema llamado supervisor, el cual se en-
carga de generar una lo´gica de conmutacio´n para seleccionar entre una familia de controladores la
ley adecuada; con el fin de hacer que el estado del sistema se estabilice y mantenga en correcto
funcionamiento al proceso, (ver [43, 19]). Un sistema con Switching Control consta de cuatro
partes que son: Multi-Estimador, Generador de Sen˜ales de Rendimiento, Lo´gica de Conmutacio´n
y Multi-Controlador.
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Figura 1-1.: Modelo jera´rquico para sistemas de Switching Control
◦ Multi-Estimador (E) es un subsistema dina´mico en el que sus entradas son la sen˜al de
control (u) y las salidas (y) del proceso, generando como respuesta una sen˜al llamada error
de estimacio´n (ei).
◦ Generador De Sen˜ales De Rendimiento (M): es un subsistema en el cual sus entradas
son los errores de estimacio´n (ei) y la entrada del proceso. La salida la constituyen los
valores ”normalizados ” de los errores de estimacio´n (pii), estas salidas se llaman sen˜ales de
rendimiento.
◦ Lo´gica De Conmutacio´n (S): para este subsistema la entrada es la sen˜al de rendimiento y
su salida es la sen˜al de conmutacio´n (σ) que es usada para definir la ley de control que debe
ser aplicada al sistema.
◦ Multi-Controlador (C) para este subsistema las entradas son las sen˜ales de salida del pro-
ceso y la sen˜al de referencia. La salida la constituyen las sen˜ales de control generadas por
las diferentes leyes de control contempladas para el correcto funcionamiento del sistema.
1.3. Motivacio´n Para Uso De Switching Control
Los siguientes problemas segu´n [22] justifican la aplicacio´n del Switching Control en un sistema
de control:
◦ Fallas de sensores o un actuador limitado: el control continuo no funciona adecuadamente.
◦ Limitaciones de la ley de control: el sistema de control continuo no puede ser implementado
en ciertas regiones de operacio´n del sistema.
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◦ Cambios externos: el control continuo puede no funcionar en presencia de cambios o pertur-
baciones externas.
Si un proceso en particular es propenso a influencias ambientales imprevisibles o por componen-
tes defectuosos, puede ser necesario considerar mecanismos de lo´gica ba´sica para detectar tales
eventos y proporcionar acciones para sobrellevar estos imprevistos. Si la trayectoria del sistema
designado esta´ compuesta de varias condiciones de comportamiento significativamente diferen-
tes, se necesita desarrollar diferentes controladores que funcionen adecuadamente en diferentes
escenarios. La necesidad de la lo´gica ba´sica tambie´n aparece cuando el modelos matema´tico del
sistema contiene perturbaciones o dina´micas no modeladas.
Un actuador limitado se define cuando la sen˜al de control esta´ limitada por determinadas restric-
ciones, debido principalmente a la saturacio´n. Cuando el controlador usa retroalimentacio´n de la
salida, y el nu´mero de salidas es menor con respecto al nu´mero de estados, puede considerarse
como un controlador con un nu´mero limitado de sensores.
Por otro lado, si no es conveniente la implementacio´n de una retroalimentacio´n dina´mica de la
salida, una simple estrategia de Switching Control ( ”control conmutado” ) puede algunas veces
constituir una solucio´n efectiva al problema de estabilizacio´n de retroalimentacio´n de la salida. Un
sistema conmutado natural aparece si los procesos son en tiempo continuo pero la informacio´n es
transmitida solo en instantes discretos de tiempo o sobre un canal de banda ancha limitado, o si el
actuador conduce a la conmutacio´n. Se considera entonces que una estrategia de Switching Control
es una herramienta que puede aplicarse en los casos en los que existen restricciones relacionadas
con sensores y/o actuadores.
1.4. Clases De Sistemas Hı´bridos y Conmutados
Los sistemas dina´micos que son descritos por una interaccio´n entre comportamientos continuos
y discretos, son usualmente llamados sistemas hı´bridos. Las dina´micas continuas pueden ser re-
presentadas por un sistema de control en tiempo continuo, tal como un sistema lineal de la forma
(x˙ = Ax + Bu), teniendo como vector de estados a x ∈ Rn, y una entrada de control u ∈ Rm. Por
otra parte, las dina´micas discretas se pueden considerar como estados finitos auto´nomos, en los
que los estados (q) toman valores dentro de un conjunto finito Q, para el cual la transicio´n entre
dichos estados discretos se produce debido a una entrada variable (v). Un sistema hı´brido es aquel
en el que la entrada (u) de la dina´mica continua es funcio´n del estado discreto (q) , y el valor de la
entrada (v) a la dina´mica discreta es determinada por el estado continuo (x). En la Figura (1-2) se
muestra la interaccio´n para este tipo de sistemas.
Tradicionalmente, la teorı´a de control se ha enfocado al comportamiento continuo o discreto por
separado; sin embargo, la mayorı´a de los sistemas dina´micos encontrados en la pra´ctica son de
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Figura 1-2.: Sistema Hı´brido [22]
naturaleza hı´brida. Los sistemas de tiempo continuo con eventos (aislados) de conmutacio´n dis-
creta se conocen como sistemas de conmutacio´n. Estos u´ltimos puede ser obtenidos a partir de un
sistema hı´brido, al despreciar los detalles del comportamiento discreto.
En el disen˜o de un sistema de control por conmutacio´n, se especifican los mecanismos de con-
mutacio´n que son de gran importancia, aunque tı´picamente se resaltan e identifican solamente las
caracterı´sticas esenciales del comportamiento discreto.
De acuerdo con lo mostrado en [22], las clases de conmutacio´n para sistemas dina´micos pueden
ser: Conmutacio´n Dependiente del Estado, Conmutacio´n Dependiente del Tiempo, Conmutacio´n
Auto´noma y Controlada.
1.4.1. Conmutacio´n Dependiente del Estado
Supo´nganse que un espacio de estado continuo x˙ = f (x) con un vector de estados x ∈ Rn es par-
ticionado en un nu´mero finito o infinito de regiones de operacio´n, lo anterior genera una familia
de superficies de conmutacio´n (φi); en cada una de estas regiones, se define un sistema dina´mico
en tiempo continuo x˙ = fi(x). Ahora, siempre que la trayectoria del sistema golpee´ o toque la su-
perficie de conmutacio´n, el estado continuo salta instanta´neamente a un nuevo valor dando ası´ un
reajuste del mapa. Para algunos casos el nuevo mapa tendrı´a como dominio la unio´n de las super-
ficies de conmutacio´n. En resumen, segu´n lo mostrado por [22], el sistema esta´ especificado por la
familia de superficies de conmutacio´n y las regiones resultantes del funcionamiento, la familia de
subsistemas de tiempo continuo, uno por cada regio´n resultante, y la regio´n resultante del reajuste
del mapa.
En la figura (1-3a) se muestra un hı´brido con tres estados discretos. Cada nodo del gra´fico repre-
senta un punto de operacio´n dado por un conjunto de ecuaciones diferenciales. Las flechas indican
las posibles transiciones discretas que corresponden a un cambio en el punto de operacio´n, que pue-
de ser acompan˜ado por el restablecimiento de la variable de estado continua. Mediante la figura
(1-3b) se describen las transiciones entre los tres dina´micas de estados referidas anteriormente.
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Las superficies de conmutacio´n son representadas mediante las curvas gruesas, la porcio´n continua
de la trayectoria que tomarı´a el sistema es sen˜alizada mediante las curvas finas con flechas, y los
saltos entre los estados discretos se simbolizan mediante las lı´neas punteadas.
(a)
(b)
Figura 1-3.: Conmutacio´n dependiente del estado
Para mayor detalles sobre este concepto se pueden consultar [35, 22, 29, 6, 2].
1.4.2. Conmutacio´n Dependiente del Tiempo
Supo´ngase que se tiene una familia fp, p ∈ P de una funcio´n de Rn a Rn, en la que P pertenece
a algu´n conjunto ı´ndice (tı´picamente, P es un subconjunto de un espacio vectorial lineal finito
dimensional). Esto hace referencia a una familia de sistemas como se muestra en (1-1) estas
familias evolucionan en Rn.
x˙ = fp(x), p ∈ P (1-1)
Las funciones fp se asumen suficientemente regulares (por lo menos localmente Lipschitz). El
caso ma´s sencillo es cuando estos sistemas son lineales:
fp(x) = Apx, Ap ∈ Rn×n, p ∈ P (1-2)
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y los conjuntos ı´ndices P son finitos P = {1, 2, 3, . . . ,m}
Al definir un sistema conmutado generado por la familia fp, se necesita la nocio´n de una sen˜al de
conmutacio´n; pudiendo ser esta una funcio´n constante a trozos σ : [0,∞) → P. Tal funcio´n σ
tiene un nu´mero finito de discontinuidades en cada intervalo de tiempo limitado, y toma un valor
constante en cada intervalo entre dos tiempos de conmutacio´n consecutivos. El papel de σ es
especı´fico en cada intervalo de tiempo t. El ı´ndice σ(t) ∈ P identifica los subsistemas activos de
la familia de sistemas (1-1) que esta´ siendo seguida. Un ejemplo de esta sen˜al de conmutacio´n es
representado en la Figura (1-4)
Figura 1-4.: Una sen˜al de conmutacio´n dependiente del tiempo [18]
Ası´, un sistema de conmutacio´n dependiente del tiempo se le puede describir por medio de la
ecuacio´n
x˙ = fσ(t)(x(t))
Un caso particular es el sistema lineal de conmutacio´n
x˙ = Aσ(t)(x(t))
El anterior sistema se presenta cuando todos los subsistemas individuales son lineales, como en
(1-2). Simplificando la notacio´n, y omitiendo el argumento de tiempo se tiene
x˙ = fσ(x) (1-3)
y
x˙ = Aσx (1-4)
respectivamente. Informacio´n complementaria para este tipo de conmutacio´n se presenta en [22]
y [18].
1.4.3. Conmutacio´n Auto´noma y Controlada
Para la conmutacio´n auto´noma, se considera una situacio´n donde no se tiene ningu´n control di-
recto sobre el mecanismo de conmutacio´n que accione los acontecimientos discretos. En esta
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categorı´a se incluyen sistemas con conmutacio´n dependiente del estado, en el cual las localizacio-
nes de las superficies de conmutacio´n esta´n predeterminadas. Tambie´n se incluyen los sistemas de
conmutacio´n dependiente del tiempo, para los cuales la regla que define la sen˜al de conmutacio´n
es desconocida. Por ejemplo, cuando los cambios precipitados en un sistema son causados por
factores ambientales impredecibles o fallas de componentes.
Al contrario de lo anteriormente planteado, en muchas situaciones la conmutacio´n es impuesta por
el disen˜ador para alcanzar un comportamiento deseado del sistema. En este caso se tiene un control
directo sobre el mecanismo de conmutacio´n (que puede ser dependiente del estado o dependiente
del tiempo) y se puede ajustarlo a medida que el sistema evoluciona.
1.5. Estabilidad Para Sistemas Conmutados
La estabilidad de Sistemas Conmutados, por lo general se podrı´a asegurar si se mantiene cada
controlador en su regio´n de operacio´n por un tiempo suficientemente largo, para que los efectos
transitorios se disipen. Sin embargo, los sistemas modernos controlados por sistemas de proce-
samiento digital son capaces de tasas de conmutacio´n muy ra´pidas, lo cual crea la necesidad de
poner a prueba la estabilidad del sistema ante conmutaciones de forma arbitraria y cambio ra´pido
de las sen˜ales de conmutacio´n.
Como ejemplo se considera la situacio´n en la cual se tiene un conjunto ı´ndice P = {1, 2} y un
vector de estados x ∈ R2, asumiendo que cada sistema por individual es asinto´ticamente estable;
aunque otras formas de estabilidad tambie´n son de intere´s, se realiza una conmutacio´n en el plano
entre los dos sistemas. La figura 1-5 muestra la forma en que un sistema puede resultar estable
o inestable dependiendo las trayectorias de la sen˜al de conmutacio´n. Se cita como referencia
para este concepto a [10]. Es de aclarar que la estabilidad individual de cada sistema no implica
estabilidad en la conmutacio´n, por ende es necesario estudiar la estabilidad del sistema para zonas
comunes de operacio´n.
Figura 1-5.: Posibles trayectorias de conmutacio´n entre sistemas estables [10]
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1.5.1. Concepto Estabilidad Uniforme
Conside´rese el sistema dina´mico representado por la ecuacio´n diferencial
x˙ = f (x) con x ∈ Rn (1-5)
Con una funcio´n definida f : Rn → Rn. Ahora para el espacio de estados de este sistema el punto
x = x∗ es un punto de equilibrio, si tiene la propiedad de que cuando el estado inicial del sistema es
x∗ permanece en x∗ en todo tiempo futuro. Siendo los puntos de equilibrio las raı´ces de la ecuacio´n
f (x) = 0.
- Un punto de equilibrio se dice estable si todas las soluciones que se inician en la cercanı´a
del punto de equilibrio permanecen en una vecindad del punto de equilibrio; de otro modo
el punto de equilibrio es inestable.
- Un punto de equilibrio se dice asinto´ticamente estable si todas las soluciones que se inician
en las cercanı´as del punto de equilibrio no solo permanecen en las cercanı´as del punto de
equilibrio, sino que adema´s tienden hacia el equilibrio a medida que el tiempo se aproxima a
infinito. Es importante notar que la definicio´n de estabilidad asinto´tica relaciona estabilidad
y atractividad del punto de equilibrio, este concepto se ilustra en la figura (1-6).
(a) (b) (c)
Figura 1-6.: Puntos de equilibrio en x=0; (a) estable, (b) inestable y (c) asinto´ticamente estable
En lugar de so´lo analizar la estabilidad asinto´tica para cada sen˜al de conmutacio´n en particular,
tambie´n se debe analizar una estabilidad asinto´tica o exponencial que sea uniforme al conjunto de
todas las sen˜ales de conmutacio´n. Conceptos un poco ma´s generales de estabilidad en cuanto al
estudio de sistemas invariantes en el tiempo son:
◦ Un sistema conmutado es Globalmente Uniformemente Asinto´ticamente Estable (GUAS), si
existe una constante positiva δ y una funcio´n β de clase KL 1, tal que para toda sen˜al de
1Una funcio´n continua α : [0,∞) → [0,∞) pertenece a la clase K si es estrictamente creciente y α(0) = 0. Una
funcio´n continua β : [0,∞) × [0,∞) → [0,∞) pertenece a la clase KL si, β(◦, t) es clase K con respecto a cada
t ≥ 0 y β(r, t) es decreciente con respecto a t y β(r, t)→ 0 cuando t → ∞ para cada r ≥ 0.
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conmutacio´n σ de solucio´n para el sistema con x(0) ≤ δ satisface la siguiente inecuacio´n
|x(t)| ≤ β (|x(0)| , t) ∀t ≥ 0
◦ Un sistema sera´ Globalmente Uniformemente Exponencialmente Estable (GUES), si la fun-
cio´n β toma la forma β(r, s) = creλs para c, λ > 0, la inecuacio´n toma la forma
|x(t)| ≤ c (|x(0)|) e−λt ∀t ≥ 0
Para ma´s detalles consultar [20] y [22]
1.5.2. Estabilidad Segu´n Me´todo Directo de Lyapunov
En sistemas dina´micos existen distintos tipos de problemas de estabilidad; la estabilidad de puntos
de equilibrios generalmente se caracteriza por medio de la teorı´a de Lyapunov. Para el caso de sis-
temas no lineales no existe un procedimiento sistema´tico para hallar las funciones de Lyapunov.
Mientras que para sistemas lineales el problema de hallar funciones de Lyapunov puede resolverse
adecuadamente como un problema planteado mediante desigualdades matriciales lineales.
Conside´rese que V : Rn → R una funcio´n (continuamente diferenciable). V se llama positiva
definida si V(0) = 0 y V(x) > 0 , para todo x , 0. Si la funcio´n V(x) tiende a infinito en la media
que |x| → ∞, entonces V es una forma radial no acotada. Para el caso en que la funcio´n V sea
positiva definida en forma radial acotada, entonces existen dos clases de funciones K∞ que son
α1, α2 tales que V satisface
α1(|x|) ≤ V(x) ≤ α2(|x|) ∀ x (1-6)
La derivada de V(x) esta´ dada por la siguiente ecuacio´n.
V˙(x) =
∂V
∂x
f (x)
El resultado principal de la teorı´a de estabilidad es expresado por la siguiente declaracio´n.
Teorema 1. (Lyapunov). Sea una funcio´n V : Rn → R definida positiva, cuya derivada temporal
a lo largo de la solucio´n del sistema (1-5) satisface
V˙ ≤ 0 ∀x (1-7)
Entonces el sistema (1-5) es estable.
Si la derivada de V satisface
V˙ < 0 ∀x , 0 (1-8)
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se dice que el punto de equilibrio del sistema (1-5) es asinto´ticamente estable.
Si adema´s V es radialmente no acotada, entonces el punto de equilibrio de (1-5) es globalmente
asinto´ticamente estable.
1.5.3. Sistemas Lineales Conmutados
Se tiene un sistema lineal invariante en el tiempo representado por:
x˙ = Ax (1-9)
Este sistema tiene un punto de equilibrio en el origen que es aislado si el determinante de la matriz
A es diferente de 0. Adema´s todo punto en el subespacio nulo de A es un punto de equilibrio. Las
propiedades de estabilidad del origen pueden caracterizarse mediante la ubicacio´n de los valores
propios de la matriz A.
Teorema 2. (Estabilidad del Origen en Sistemas Lineales). El punto de equilibrio x = 0 de (1-9)
es estable si todos los valores propios de la matriz A tienen parte real no positiva y cada valor
propio con parte real nula tiene un bloque de Jordan asociado de orden 1. El punto de equilibrio
x = 0 es Globalmente Asinto´ticamente Estable (GAE) si todos los valores propios de A tienen
parte real negativa.
Cuando todos los valores propios de la matriz A tiene parte real negativa, se dice que A es una ma-
triz de estabilidad o matriz Hurwitz. La estabilidad del origen puede tambie´n investigarse usando
el me´todo de Lyapunov. Considerando la existencia de la funcio´n cuadra´tica 1-10 como candidata
para ser funcio´n Lyapunov
V(x) = xT Px (1-10)
En la cual P es una matriz real sime´trica definida positiva.
Conside´rese ahora el sistema lineal conmutado x˙ = Aσx. Asumiendo que
{
Ap : p ∈ P
}
es un
conjunto compacto (con respecto a la topologı´a de Rn×n) de matrices estables. Se pueden analizar
de manera similar al caso de sistemas lineales sin conmutacio´n, a raı´z de ello se pueden considerar
las siguientes afirmaciones.
Teorema 3. El sistema lineal conmutado x˙ = Aσx, es GUES si y solo si el sistema es localmente
atractivo 2 para cada sen˜al de conmutacio´n.
Segu´n [22], un resultado importante de la anterior afirmacio´n es que se puede garantizar automa´ti-
camente la uniformidad con respecto a σ. No necesariamente todas las sen˜ales de conmutacio´n
producirı´an soluciones de decaimiento a cero, pero las razones de decaimiento pueden ser hechas
2todas las trayectorias que parten de cierto entorno del origen convergen al origen
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arbitrariamente pequen˜as por la variacio´n de la sen˜al de conmutacio´n.
Para un sistema lineal conmutado es natural considerar las funciones cuadra´ticas comunes de Lya-
punov , de la forma (1-10). Entonces la derivada de V(x) sobre las trayectorias del sistema esta´ da-
da por
V˙(x) = xT Px˙ + x˙T Px = xT (PAp + ATp P)x = −xT Qx
Para la cual Q es una matriz sime´trica definida por
PAp + ATp P = −Q ∀p ∈ P (1-11)
Si Q es definida positiva, se puede concluir que el origen es Asinto´ticamente Estable (AE). En
el caso de sistemas lineales, es posible revertir los pasos del me´todo de Lyapunov. Se comienza
eligiendo Q como una matriz real sime´trica definida positiva, y se resuelve la ecuacio´n (1-11) para
encontrar P. Si (1-11) tiene una solucio´n definida positiva se puede nuevamente concluir que el
origen es AE.
Teorema 4. Una matriz Ap es Hurwitz, o sea, todos los valores propios tienen parte real negativa,
si dada una matriz Qi sime´trica y definida positiva, existe una matriz P sime´trica y definida positiva
que satisface la ecuacio´n de Lyapunov (1-11). Adema´s, si la matriz A es Hurwitz, entonces P es
la u´nica solucio´n de la ecuacio´n (1-11).
La expresio´n (1-11) es equivalente a la siguiente inecuacio´n:
PAp + ATp P < 0 ∀p ∈ P (1-12)
Las funciones cuadra´ticas de Lyapunov permiten que la inecuacio´n (1-12) constituyan un conjunto
de desigualdades matriciales lineales (LMIs) en P, teniendo en cuenta que se debe cumplir para
P = {1, 2, 3, . . . ,m}.
En cuanto a estabilidad de sistemas conmutados se han tomado como argumentos los presentados
por [17, 7] y [22].
1.6. Relacio´n entre Conmutacio´n y Estabilidad
El problema de la estabilidad para un sistema conmutado puede asociarse al estudio de un sistema
lineal funcionando en diferentes puntos de operacio´n. En esta seccio´n se explicara´ la importancia
de las relaciones de conmutacio´n entre sistemas que esta´n conmutando, con el fin de poder soportar
con bases teo´ricas las estabilidad del sistema de potencia linealizado bajo los efectos de las posibles
conmutaciones.
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1.6.1. Sistemas Conmutados
Considerando el sistema lineal x˙ = Aσx, para un conjunto ı´ndice dado por P = {1, 2}, se tienen
dos matrices {A1, A2} las cuales conmutan entre ellas, con la propiedad que A1A2 = A2A1. Esta
condicio´n se suele describir como [A1, A2] = 0, en la cual el Conmutador, o corchetes de Lie [ · , · ]
se define como
[A1, A2] = A1A2 − A2A1 (1-13)
En este caso se tiene que eA1eA2 = eA2eA1 . Como se puede ver la definicio´n de una matriz expo-
nencial corresponde a una serie de la forma eA = I + A + A
2
2! +
A3
3! + · · · , y ma´s generalmente la
expresio´n:
eA1teA2τ = eA2teA1τ ∀t, τ > 0 (1-14)
Esto significa que el flujo de los subsistemas individuales x˙ = A1x y x˙ = A2x conmuta.
Teorema 5. Si {Ap : p ∈ P} es un conjunto de matrices de Hurwitz que conmutan, entonces el
sistema lineal de conmutacio´n x˙ = Aσx es Globalmente Uniforme Exponencial Estable.
Sea {A1, A2, . . . , Am} el conjunto de matrices de Hurwitz que conmutan. Si P1 la u´nica solucio´n
sime´trica definida positiva de la ecuacio´n de Lyapunov.
AT1 P1 + P1A1 = −I
Cualquier otra matriz sime´trica definida negativa puede ser usada en vez de −I en el lado derecho.
Para un conjunto ı´ndice i ∈ {1, . . . ,m}, sea Pi la u´nica solucio´n sime´trica positiva definida de la
ecuacio´n de Lyapunov
ATi Pi + PiAi = −Pi−1
Entonces la funcio´n
V(x) = xT Pmx (1-15)
es una funcio´n cuadra´tica comu´n de Lyapunov deseada para la familia dada de sistemas lineales.
Para demostracio´n del anterior teorema consultar [22] y [24], el cual parte del calculo de la matriz
Pm por la fo´rmula:
Pm =
∫ ∞
0
eA
T
mtm · · ·
(∫ ∞
0
eA
T
1 t1eA1t1dt1
)
· · · eAmtmdtm
Para un ı´ndice i ∈ {1, . . . ,m} fijo arbitrario como las matrices exponenciales en la expresio´n anterior
conmutan, se puede agrupar de la forma
Pm =
∫ ∞
0
eA
T
i ti QieAitidti (1-16)
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Para la cual Qi esta´ dada por una expresio´n que involucra m − 1 integrales. Esta matriz Qi puede
ser obtenida aplicando m − 1 pasos del algoritmo anterior (todo excepto el paso i), por lo tanto es
definida positiva. Dado que la ecuacio´n (1-16) implica que ATi Pm + PmAi = −Qi , se concluye que
V dado en (1-15) es una funcio´n de Lyapunov para el ie´simo subsistema.
La solucio´n de la ecuacio´n (1-11) no es nume´ricamente ma´s ventajosa que calcular los valores
propios de Ai. La ventaja de este me´todo es que proporciona una funcio´n de Lyapunov cuando
Ap es Hurwitz. Esto sirve para sacar conclusiones sobre la estabilidad del sistema cuando Apx
presenta perturbaciones o incertidumbres parame´tricas.
1.7. Estabilidad Bajo Conmutacio´n Lenta
Se puede considerar que un sistema de conmutacio´n es estable si todos los subsistemas son es-
tables, y la conmutacio´n es suficientemente lenta para permitir que los efectos de transicio´n se
dispersen despue´s de cada conmutacio´n.
Teorema 6. Considerando a x˙ = fp(x) con un ı´ndice p ∈ P como una familia finita de siste-
mas Globalmente Asinto´ticamente Estables, y sea Vp con p ∈ P, una familia correspondiente de
funciones de Lyapunov radialmente no acotadas. Ahora si existe una familia correspondiente de
funciones continuas definidas positivas Wp para p ∈ P, con la propiedad que para cada par de
tiempos de conmutacio´n (ti, t j) siendo i < j tal que σ(ti) = σ(t j) = p esto perteneciente a conjunto
∈ P, y otro σ(tk) , p para ti < tk < t j, se tiene
Vp
(
x(t j)
)
− Vp (x(ti)) ≤ −Wp (x(ti)) (1-17)
Entonces el sistema conmutado dependiendo del tiempo es Globalmente Asinto´ticamente Estable.
Ver demostracio´n del anterior teorema en [7] .
Es posible obtener condiciones de estabilidad menos conservadoras que incluyen mu´ltiples fun-
ciones de Lyapunov. En particular, se puede relajar el requisito de que cada Vp debe disminuir en
los intervalos en que el sistema p − iesimo esta´ activo, siempre que el crecimiento de la Vp sea
admisible en los intervalos que limita de forma adecuada. Una forma se muestra en la figura (1-7).
1.7.1. Dwell Time
La forma ma´s simple de especificar la conmutacio´n lenta es introducir un nu´mero τd > 0 y restrin-
gir la clase de sen˜ales de conmutacio´n admisibles a sen˜ales con la propiedad de que los tiempos de
conmutacio´n t1, t2 . . . satisfacen la desigualdad ti+1− ti ≥ τd para todo i. Este nu´mero τd es llamado
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(a) (b)
Figura 1-7.: Dos funcio´n de Lyapunov. (a)Vσ continua,(b)Vσ discontinua [22]
Dwell Time (porque σ se demora en cada uno de sus valores al menos τd unidades de tiempo). Se
asume que cuando los sistemas lineales de la familia dada por (1-18)
x˙ = Apx p ∈ P (1-18)
son asinto´ticamente estables, el sistema lineal de conmutacio´n (1-4) es asinto´ticamente estable si
el Dwell Time τd es suficientemente grande. El lı´mite inferior de τ requerido puede calcularse
explı´citamente a partir de los lı´mites de decaimiento exponencial sobre las matrices de transicio´n
de los subsistemas individuales.
Bajo suposiciones adecuadas un Dwell Time suficientemente grande tambie´n garantiza estabilidad
asinto´ticamente del sistema conmutado en el caso no lineal. Probablemente la mejor forma de
probar la mayorı´a de los resultados generales de este tipo es mediante el uso de las funciones de
Lyapunov. Se asume por simplificacio´n que todos los sistemas en la familia (1-18) son globalmente
exponencialmente estables. Para cada p ∈ P existe una funcio´n de Lyapunov Vp cuyas constantes
positivas ap, bp, cp satisfacen
ap|x|2 ≤ Vp(x) ≤ bp|x|2 (1-19)
y
∂Vp
∂x
fp(x) ≤ −Cp|x|2 (1-20)
Combinados las ecuaciones (1-19) y (1-20) , se obtiene
∂Vp
∂x
fp(x) ≤ −2λpVp(x), p ∈ P
para el cual
λp :=
cp
2bp
, p ∈ P
Esto implica que
Vp (x(t0 + τd)) ≤ e−2λpτd Vp (x(t0))
1.8 Estabilizacio´n por Conmutacio´n Dependiente del Estado 17
Proponiendo que σ(t) = p, para todo t ∈ [ t0, t0 + τd ). Simplificando el ca´lculo, se considera el
caso donde P = {1, 2} y la sen˜al de conmutacio´n σ tomando el valor uno en [t0, t1) , y dos en [t1, t2)
, adema´s ti+1 − ti ≥ τ , i = 0, 1.
Figura 1-8.: Sen˜al de Conmutacio´n dwell - time [22]
De la desigualdad se obtiene
V2(t1) ≤ b2a1 V1(t1) ≤
b2
a1
e−2λ1τd V1(t0)
y adema´s
V1(t2) ≤ b1a2 V2(t2) ≤
b1
a2
e−2λ2τd V2(t1) ≤ b1b2a1a2 e
−2(λ1+λ2)τd V1(t0) (1-21)
Teniendo que V1(t2) < V1(t0) si τd unidades de tiempo es lo suficientemente grande, no es difı´cil
calcular un lı´mite inferior explı´cito en τd que asegure que las hipo´tesis del teorema (6) se satis-
fagan, lo cual significa que el sistema de conmutado es globalmente asinto´ticamente estable. El
concepto de Dwell Time se presenta como fundamentacio´n teo´rica en este trabajo, por que su apli-
cacio´n en el sistema de control estudiado no es de gran relevancia, debido a que la conmutacio´n
se hara´ dependiente del estado. Como complemento a la informacio´n presenta se recomienda
consultar [22] para ma´s detalles.
1.8. Estabilizacio´n por Conmutacio´n Dependiente del
Estado
Ahora se considerara´ el problema de verificar la estabilidad de un sistema lineal conmutado de-
pendiente del estado. Se estudiara´ el problema relacionado para una familia de sistemas lineales,
con el fin de especificar un regla de conmutacio´n dependiente del estado que haga al sistema lineal
conmutado resultante sea asinto´ticamente estable. Por supuesto, si al menos uno de los subsiste-
mas individuales es asinto´ticamente estable, este problema es trivial (solo se debe hacer σ(t) ≡ p,
donde p es el ı´ndice de este subsistema asinto´ticamente estable).
1.8.1. Combinaciones Convexas Estables
Sea P = {1, 2}, y adema´s se esta conmutando entre los dos subsistemas lineales de dimensio´n n
x˙ = A1x (1-22)
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y
x˙ = A2x (1-23)
Segu´n [22] y [41], una suposicio´n que resulta pra´ctica para la construccio´n de sen˜ales de conmu-
tacio´n que estabilicen el sistema, es la siguiente:
Suposicio´n 1. Existe un α ∈ (0, 1) tal que la combinacio´n convexa
A := αA1 + (1 − α)A2 (1-24)
es Hurwitz (los puntos limite α = 0 y α = 1 son excluidos porque A1 y A2 no son Hurwitz).
Ahora, sean las matrices definidas positivas sime´tricas P y Q que satisfacen
AT P + PA = −Q (1-25)
se puede reescribir de acuerdo con (1-24) y (1-25) como:
α(AT1 P + PA1) + (1 − α)(AT2 P + PA2) = −Q (1-26)
Esto se puede expresar como
αxT (AT1 P + PA1)x + (1 − α)xT (AT2 P + PA2)x = −xT Qx < 0 ∀x , 0 (1-27)
Recordando que α ∈ (0, 1). Entonces para cada x , 0 con x ∈ Rn, por lo menos una de las
cantidades debe cumplir:
xT (AT1 P + PA1)x < 0
o´
xT (AT2 P − PA2)x < 0
En otras palabras, Rn\{0} es cubierto por la unio´n de dos regiones co´nicas abiertas
Ωi := {x : xT (ATi P + PAi)x < 0} con i = 1, 2
La funcio´n V(x) = xT Px disminuye a lo largo de la solucio´n del sistema x˙ = A1x en la regio´n Ω1 y
disminuye a lo largo de la solucio´n del sistema x˙ = A2x en la regio´n Ω2. Usando esta propiedad,
es posible construir una sen˜al de conmutacio´n σ tal que V disminuye a lo largo de la solucio´n del
sistema de conmutacio´n, lo cual implica estabilidad asinto´tica. Este concepto conlleva a que la
sen˜al de conmutacio´n σ cambie su valor cuando sale de la trayectoria de una de las regiones, y
la pro´xima conmutacio´n ocurre solamente cuando sale de la trayectoria de otra regio´n despue´s de
haber ingresado a la interseccio´n de la Ω′1 ∩Ω′2. Esta situacio´n es ilustrada en (1-9)
Teorema 7. Si se satisface la suposicio´n 1, entonces existe una sen˜al de conmutacio´n constante
a trozos la cual hace que el sistema de conmutacio´n sea cuadra´ticamente estable. Esta sen˜al de
conmutacio´n estable toma la forma de retroalimentacio´n de estado. El valor de σ en cualquier
momento t ≥ 0 depende de x(t). La suposicio´n 1 no es suficiente para la estabilidad cuadra´tica
de la conmutacio´n. (Ver demostracio´n en [42])
1.8 Estabilizacio´n por Conmutacio´n Dependiente del Estado 19
Figura 1-9.: Regiones co´nicas y una posible trayectoria [22]
1.8.2. Combinaciones Convexas Inestables
Teniendo en cuenta que si conmutan dos matrices {A1 , A2} y no existe una combinacio´n con-
vexa estable entre ellas, la estabilizacio´n cuadra´tica es imposible. Sin embargo la estabilizacio´n
asinto´tica se puede lograr (usando te´cnicas que pueden ser aplicadas en sistemas generales, no
necesariamente lineales)- Ver [10]. Conside´rese el siguiente problema. Suponiendo que existe un
sistema de control lineal invariante en el tiempo 1-28, tal como se muestra en la figura 1-10, el cual
es controlable y observable.
x˙ = Ax + Bu
y = Cx
(1-28)
Figura 1-10.: Sistema en lazo cerrado Controlador-Observador
Si existen matrices K y L, tal que los valores propios de A + BK y los valores propios de A + LC
tienen partes reales negativas. Luego existe una retroalimentacio´n de salida para la dina´mica conti-
nua que estabiliza asinto´ticamente al sistema. En la pra´ctica, sin embargo, tal retroalimentacio´n de
dina´mica continua puede no ser implementable, y una versio´n discreta apropiada del controlador
es a menudo utilizada.
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Particularmente en [23] y [10] se demuestra que el sistema (1-28) admite una retroalimentacio´n
hı´brida de la salida para estabilizacio´n, que utiliza un nu´mero finito de estados discretos. Una
pregunta lo´gica a responder serı´a: es posible estabilizar (1-28) por medio de una retroalimentacio´n
de salida con solo un nu´mero finito de estados discretos.
Un enfoque al problema de la estabilizacio´n (1-28) por medio de la retroalimentacio´n hı´brida de la
salida, con estados finitos es planteado por la siguiente proposicio´n.
Supo´ngase que existe un conjunto de matrices de ganancia {K1, . . . ,Km} de dimensiones apropia-
das, aplicables a una ley de control u = Kiy , para algu´n i ∈ {1, 2, . . . ,m}, partiendo de esto se
obtiene el sistema
x˙ = (A + BKiC)x (1-29)
por lo tanto el problema de estabilizacio´n para el sistema original (1-28) sera´ resuelto si se puede
organizar la conmutacio´n del sistema en la forma 1-29 de tal manera que se logre la estabilidad
asinto´tica para el sistema.
Definiendo
Ai := A + BKiC, i ∈ {1, 2, . . . ,m} (1-30)
Ahora surge el siguiente dilema:
¿Usando las mediciones de salida y = Cx, se puede construir una sen˜al de conmutacio´n σ tal que
el sistema de conmutacio´n x˙ = Aσx, sea asinto´ticamente estable?.
El valor para la sen˜al de conmutacio´n σ en un instante de tiempo t dado, puede depender de t y/o
de la sen˜al y(t). Se asume que no existe una matriz K tal que los valores propios de A + BKC
tengan parte real negativa, y se supone adema´s que ninguna de las matrices Ai sea estable.
Ahora se observa que la existencia de una combinacio´n convexa estable αAi + (1 − α)A j para
algunos i, j ∈ {1, . . . ,m} , y con un α ∈ (0, 1) implicara´ que el sistema (1-28) puede ser estabilizado
por retroalimentacio´n lineal esta´tica de la salida u = Ky con K := Ki + (1 − α)K j, contrariamente
a la suposicio´n que se hizo.
1.8.3. Mu´ltiples Funciones de Lyapunov
Muchos estudios realizados sobre estabilidad se basan en el me´todo directo de Lyapunov. De
acuerdo con el me´todo, se introduce la funcio´n de energı´a - la funcio´n V-, que describe la energı´a
del sistema, que disminuye cuando el sistema cambia a un punto estable (en el caso de estabilidad).
A partir del comportamiento de esta funcio´n V se puede deducir si el sistema es estable o no. La
funcio´n V no tiene porque´ existir y si existe, podrı´a ser difı´cil de encontrar. Con respecto a la
1.8 Estabilizacio´n por Conmutacio´n Dependiente del Estado 21
dina´mica compleja de sistemas hı´bridos, la forma de V(x) es tambie´n ma´s complicada y se debe
trabajar con mu´ltiples funciones de Lyapunov, que son continuas so´lo a trozos.
Sean dos sistemas lineales x˙ = A1x y x˙ = A2x. Se asocia una funcio´n V1(x) = xT P1x con
P1 = PT1 > 0 para el primer sistema, la cual disminuye a lo largo de sus soluciones en una regio´n
co´nica no vacı´a Ω1. Puede demostrarse que siempre es posible, al menos que una A1 sea un mu´lti-
plo no negativo de la matriz identidad. De forma semejante, se asocia una funcio´n V2(x) = xT P2x
con P2 = PT2 > 0 con el segundo sistema la cual disminuye a lo largo de sus soluciones en una
regio´n co´nica no vacı´a Ω2. Si la unio´n de las regiones Ω1 y Ω2 cubre a Rn\{0} entonces se pue-
de tratar de organizar la conmutacio´n de tal manera que se satisfagan las condiciones del teorema 6.
Usando las ideas discutidas en la seccio´n que considera la estabilidad bajo conmutacio´n dependien-
te del tiempo, se puede obtener las condiciones algebraicas (en forma de desigualdades matriciales
bilineales) bajo las cuales existe y puede ser construida explı´citamente la sen˜al de conmutacio´n
estabilizante, suponiendo que las siguientes condiciones se cumplen:
Condicio´n 1. Se tiene
xT (AT1 P1 + P1A1)x < 0 Siempre que x
T P1x ≤ xT P2x y x , 0
y
xT (AT2 P2 + P2A2)x < 0 Siempre que x
T P1x ≥ xT P2x y x , 0
Si esta condicio´n se satisface, entonces una sen˜al de conmutacio´n que estabilice el sistema puede
ser definida por
σ(t) := arg mı´n{Vi(x(t)) : i = 1, 2}.
Se supone primero que ningu´n movimiento deslizante ocurre sobre la superficie de conmutacio´n
S := {x : xT P1x = xT P2x}
Entonces la funcio´n Vσ es ininterrumpida y disminuye a lo largo de las soluciones del sistema
conmutado, cuando garantiza la estabilidad asinto´tica global. La existencia de un modo deslizante,
se caracteriza por las siguientes desigualdades
xT (AT1 (P1 − P2) + (P1 − P2)A1)x ≥ 0
y
xT (AT2 (P1 − P2) + (P1 − P2)A2)x ≤ 0 (1-31)
Para x ∈ S. Si un movimiento deslizante ocurre en S, entonces σ no esta´ definido de manera
u´nica, ası´ se puede tomar σ = 1, en S sin pe´rdida de generalidad. Para cada α ∈ (0, 1), se tiene
xT
(
(αA1 + (1 − α)A2)T P1 + P1 (αA1 + (1 − α)A2)
)
x
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= αxT
(
AT1 P1 + P1A1
)
x + (1 − α)xT
(
AT2 P1 + P1A2
)
x
≤ αxT
(
AT1 P1 + P1A1
)
x + (1 − α)xT
(
AT2 P2 + P2A2
)
x < 0
Donde la primera desigualdad se sigue de (1-31) mientras la u´ltima se sigue de la condicio´n 1.
Por lo tanto, el sistema conmutado es aun globalmente asinto´ticamente estable.
Condicio´n 2. Existen β1, β2 ≥ 0, tal que se tiene
−AT1 P1 − P1A1 − β1(P2 − P1) > 0 (1-32)
y
−AT2 P2 − P2A2 − β2(P1 − P2) > 0 (1-33)
El problema de encontrar una sen˜al de conmutacio´n que estabilice el sistema puede ser reducido a
encontrar dos matrices definidas positivas P1 y P2 tal que las desigualdades sean satisfechas.
En este capı´tulo se ha descrito la estructura de un sistema bajo te´cnicas de Switching Control .
Mediante la cual se considera que la existencia de una familia de diversos controladores podrı´an
mantener la estabilidad del sistema conmutado, considerando como premisa que cada uno de los
sistemas sean estables, y que dependiendo que el tipo de conmutacio´n sea por tiempo o por es-
tado, existen formas de asegurar la estabilidad asinto´tica del proceso mediante la obtencio´n de
tiempos suficientemente amplios o de mu´ltiples funciones de Lyapunov que satisfagan los criterios
anteriormente expuestos.
2. Ana´lisis de Sistemas de Control
Basados en Desigualdades Matriciales
Lineales (LMIs)
2.1. Introduccio´n
Este capı´tulo se describen aspectos fundamentales sobre las Desigualdades Matriciales Lineales y
su aplicacio´n a sistemas de control, como son el ana´lisis y disen˜o de controladores para sistemas
con mu´ltiples especificaciones de disen˜o y limitaciones. Al igual se abordara el desarrollo de
controladores robustos multiobjetivo y asignacio´n de polos.
2.2. Una Breve Historia De Las LMIs
E´sta teorı´a se remonta con la publicacio´n del segundo me´todo de Lyapunov en 1892. La ecuacio´n
diferencial
x˙(t) = Ax(t) (2-1)
es estable (todas las trayectorias convergen a cero), si y solo si existe una matriz P = PT > 0 tal
que
AP + PAT < 0 (2-2)
Esta es la primera LMI para el estudio de la estabilidad de un sistema dina´mico y se conoce co-
mo desigualdad de Lyapunov. La solucio´n es explı´cita y podı´a obtenerse escogiendo una matriz
Q = QT > 0 y resolver AP + PAT = −Q para P, que es definida positiva si el sistema es estable.
El siguiente paso importante fue en la de´cada de 1940 donde Lur’e, Postnikov y otros, fueron los
primeros en aplicar los me´todos de Lyapunov para resolver problemas pra´cticos como la estabi-
lidad de un sistema de control con una no linealidad en el actuador. Ma´s tarde, en la de´cada del
60, varios investigadores, entre ellos Kalman, Popov, Yakubovich, redujeron las soluciones de las
LMIs que aparecı´an en el problema de Lur’e a simples criterios gra´ficos, usando lo que ahora se
llama el Lema Real Positivo (PR).
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El PR fue usado extensivamente y se encontro´ la relacio´n entre e´ste y la Teorı´a de Pasividad,
el criterio de Pequen˜a Ganancia y el control o´ptimo cuadra´tico. Los investigadores se dieron
cuenta que las LMIs que aparecı´an en el PR podı´an ser resueltas tambie´n solucionando algunas
Ecuaciones Algebraicas de Riccati (ARE). Por ejemplo, la LMI[
AT P + PAT + Q PB + CT
BT P + C R
]
≥ 0 (2-3)
puede ser resuelta estudiando las soluciones sime´tricas de la ARE
AT P + PA − (PB + CT )R−1(BT P + C) + Q = 0
El siguiente gran paso en esta historia esta´ relacionado con los problemas de optimizacio´n convexa
al aprovechar las caracterı´sticas de las LMIs. La consecuencia ma´s importante es que se pueden
encontrar soluciones a LMIs que no tienen solucio´n analı´tica. Un ejemplo claro fue la formula-
cio´n del problema de Lur’e (extendido al caso de no linealidades mu´ltiples) como un problema
de optimizacio´n convexa involucrando LMIs. Pyatnitskii y Skorodinskii resolvieron este proble-
ma utilizando el algoritmo del elipsoide. Estos investigadores fueron los primeros en formular la
bu´squeda de una funcio´n de Lyapunov como un problema de optimizacio´n convexa.
Para el an˜o de 1976, algunos autores advirtieron que la existencia de funciones cuadra´ticas de Lya-
punov que simulta´neamente proporcionan estabilidad a una coleccio´n de sistemas lineales es un
problema convexo que involucra LMIs. Por otro lado, la idea de una bu´squeda computacional de
una funcio´n Lyapunov es mencionada por primera vez en 1965 en un artı´culo de Schultz et al.
Ma´s detalles pueden ser consultados en ([5])
2.3. Aspectos Fundamentales
Definicio´n 1 (Conjuntos Convexos). Un conjunto S en un espacio vectorial X es convexo si
x1, x2 ∈ S → αx1 + (1 − α)x2 ∈ S ∀α ∈ (0, 1)
El punto αx1 + (1 − α)x2 con α ∈ (0, 1) es una combinacio´n convexa de x1 y x2. En un conjunto
convexo todos los puntos de un segmento de recta que une dos puntos que pertenecen al conjunto.
(Ver figura 2-1)
Definicio´n 2 (Funcio´n Convexa). Una funcio´n f : S → R es convexa si
◦ S es convexo y
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Figura 2-1.: Conjunto Convexo y No Convexo
◦ para todo x1, x2 ∈ S, con α ∈ (0, 1) se mantiene
f (αx1 + (1 − α)x2) ≤ α f (x1) + (1 − α) f (x2) (2-4)
La funcio´n f se llama estrictamente convexa si la desigualdad (2-4) es estricta para x1 , x2 y
α ∈ (0, 1).
La convexitividad es muy u´til, porque permite expresar mu´ltiples condiciones que aparecen en el
disen˜o y ana´lisis de sistemas de control, como conjuntos convexos definidos con LMI. Se tiene
como referencia para estas definiciones [39, 5, 33] y [12] entre otros.
Definicio´n 3 (Conjunto afı´n ). Un subconjunto S de un espacio vectorial lineal X es afı´n si
x = αx1 + (1 − α)x2 ∈ S
para todo x1, x2 ∈ S y α ∈ R
Un conjunto es afı´n si una linea a trave´s de dos puntos pertenece al conjunto. En otras palabras,
un conjunto afı´n S contiene la combinacio´n lineal de cualesquiera dos puntos de S, con la suma de
los coeficientes igual a uno. Esta idea puede ser generalizada para ma´s de dos puntos. Se verifica
tambie´n que todo conjunto afı´n es convexo. Obse´rvese que en un conjunto afı´n la linea que une dos
puntos del conjunto pertenece al conjunto, mientras que en un conjunto convexo so´lo el segmento
que une dos puntos del conjunto pertenece a e´ste. El subespacio asociado con S no depende de
la seleccio´n de x0. La dimensio´n del conjunto afı´n se define como la dimensio´n del subespacio
M = S − x0.
Definicio´n 4 (Funciones Afines). una funcio´n f : S → T es afı´n si
f (αx1 + (1 − α)x2) = α f (x1) + (1 − α) f (x2) (2-5)
para todo x1, x2 ∈ S y para todo α ∈ R.
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Una funcio´n f : Rn → Rm es afı´n si esta es una suma de una funcio´n lineal y una constante, por
ejemplo, f (x) = Ax + b, donde A ∈ Rm×n y b ∈ Rm. Sea un conjunto S ⊆ Rn convexo y una
funcio´n afı´n de f : Rn → Rm. Entonces la imagen de S bajo f .
f (S) = { f (x) | x ∈ S}
es convexa. Tambie´n, si f : Rk → Rn es una funcio´n afı´n, la imagen inversa de S bajo f
f −1(S) = {x | f (x) ∈ S}
es convexa.
Dos ejemplos simples son escalizacio´n y traslacio´n. Si α ∈ R, a ∈ Rn y S ⊆ Rn es convexo,
entonces los conjuntos αS y S + a son convexos, donde
αS = {αx | x ∈ S} , S + a = {x + a | x ∈ S}
Un problema que no tiene solucio´n analı´tica puede tener solucio´n computacional, reformula´ndolo
como un problema de optimizacio´n convexa. Una importante razo´n para hacer esto es que cuando
una funcio´n convexa es minimizada sobre un conjunto convexo toda solucio´n o´ptima localmente
es global.
Definicio´n 5 (Mı´nimo Local y Mı´nimo Global). Sea una funcio´n f : S → R. x0 es
◦ un mı´nimo local si existe un  tal que
f (x0) ≤ f (x) ∀x ∈ S con ‖x − x0‖ ≤ 
◦ un mı´nimo global si f (x0) ≤ f (x) para todo x ∈ S
Teorema 8. Si f : S → R es convexa entonces todo mı´nimo local x0 es un mı´nimo global de f . Si
f es estrictamente convexa, entonces el mı´nimo global x0 es u´nico.
Definicio´n 6 (Desigualdad Matricial Lineal LMI). Segu´n [5, 33], una desigualdad matricial
lineal es una expresio´n de la forma:
F(P) = F0 + P1F1 + ... + PmFm > 0 (2-6)
donde:
- P = [P1 P2 ... Pm] es un vector real de m componentes llamadas variables de decisio´n
- Fo, F1, ... , Fm son matrices reales sime´tricas es decir, Fi = FTi ∈ Rn×n, i = 0, 1, ...,m para
algu´n n ∈ Z+
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- La desigualdad ”> 0” en la anterior expresio´n significa definicio´n positiva; esto es UT F(P)U >
0 para todo U ∈ Rn y U , 0. E´sta condicio´n equivale a que el valor caracterı´stico ma´s pe-
quen˜o de F(P) es positivo.
En [39], una LMI define un problema convexo sobre la variable P . La convexidad tiene una im-
portante consecuencia, debido a que en la mayorı´a de los casos la condicio´n que define a F(P)
no tiene solucio´n analı´tica. Si e´sto ocurre, el problema se puede resolver nume´ricamente con la
garantı´a de encontrar una solucio´n; si existe alguna. De igual forma, un sistema basado en mu´lti-
ples LMIs puede ser considerado como un conjunto de LMIs simples a resolver, este concepto es
soportado bajos los siguientes documentos [28, 5].
Definicio´n 7 (LMI). Una Desigualdad Matricial Lineal (LMI) es una desigualdad de la forma
F(P) > 0 (2-7)
Donde F es una funcio´n afin que mapea un espacio vectorial finito dimensional V finito dimensio-
nal al conjunto S =
{
M/∃ n > 0 tal queM =MT
}
;M ∈ Rn×n
Si se toma la desigualdad de Lyapunov
F(P) = AT P + PA + Q > 0 (2-8)
Con A,Q ∈ Rn×n dadas y P ∈ Rn×n es la inco´gnita. La variable desconocida es por ello una matriz.
Este problema define una LMI si y solamente si Q es sime´trica.
La definicio´n anterior con el signo ”>” define una LMI estricta. Una LMI no estricta es una de-
sigualdad matricial lineal, donde el signo ”>” se reemplaza por el signo ”≥”.
Las desigualdades matriciales F(P) < 0 y F(P) > G(P) con F y G funciones afines, se obtienen
como casos especiales de la definicio´n de F(P) > 0 y pueden escribirse como una desigualdad
matricial lineal −F(P) > 0 y F(P)−G(P) > 0 respectivamente. La desigualdad matricial F(P) > 0
define una condicio´n convexa sobre P. Esto quiere decir que el conjunto Ω = {P/ F(P) > 0} es
convexo.
Definicio´n 8 (Sistema de LMIs). Un sistema de desigualdades matriciales lineales es un con-
junto finito de desigualdades matriciales lineales F1(P) > 0, F2(P) > 0, ... , Fk(P) > 0
Este sistema puede escribirse como una u´nica LMI de la forma:
F1(P) > 0, F2(P) > 0, ... Fk(P) > 0⇔ F(P) =

F1(P) 0 · · · 0
0 F2(P) · · · 0
...
...
. . .
...
0 0 · · · Fk(P)
 > 0 (2-9)
28 2 Ana´lisis de Sistemas de Control Basados en Desigualdades Matriciales Lineales (LMIs)
Esta LMI (2-9) tiene sentido si F(P) es sime´trica para cualquier P. Dado que el conjunto de valores
caracterı´sticos de F(P) es simplemente la unio´n de valores caracterı´sticos de F1(P), ... , Fk(P).
Cualquier P que satisface F(P) > 0 tambie´n satisface el sistema de LMIs (2-9) y viceversa.
Definicio´n 9 (Factibilidad). La prueba de si existen o no soluciones P ∈ V de la LMI F(P) > 0
se conoce como un problema de Factibilidad. La LMI se llama Factible si tal P existe de otro
modo la LMI se dice no Factible.
Definicio´n 10 (Optimizacio´n). Sea f : S → R. Asumiendo que S = {x / f (x) > 0} el problema
de determinar:
Vopt = ı´nf
x∈S
f (x) (2-10)
se conoce como un problema de optimizacio´n con condicio´n LMI. Este problema involucra la
determinacio´n de Vopt para un ε > 0 arbitrario, el calculo de una solucio´n o´ptima para x que
satisfaga:
Vopt ≤ f (x) ≤ Vopt + ε con x ∈ S (2-11)
2.4. Propiedades De Las LMIs
Para esta investigacio´n se tendra´n en cuenta las siguientes propiedades de las LMIs :
Incorporacio´n de condiciones afines en las desigualdades matriciales, por ejemplo de la for-
ma: F(P) > 0 y AP = bF(P) > 0 y P = Ay + b para cualquier y
donde la funcio´n afı´n F : Rm → S y las matrices A ∈ Rm×n y b ∈ Rm son dados. Este
sistema se puede agrupar en una sola desigualdad matricial lineal;F(P) > 0P ∈ Φ
donde Φ es una funcio´n afı´n o subconjunto afı´n deRm es decir Φ = Po+Φo = {Po + φo : φo ∈ Φo}
con Po ∈ Rm y Φo un subespacio lineal de Rm
Complemento de Schur. Esta propiedad permite la conversio´n de algunas desigualdades
matriciales no lineales a desigualdades matriciales lineales. Asumiendo que se tiene una
matriz M ∈ Rn×n y se particiona de la forma:
M =
[
M11 M12
M21 M22
]
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en el cual M11 ∈ Rr×r es no singular entonces la matriz S c = M22 − M21M−111 M12 se conoce
como Complemento de Schur de M11 en M. Si M es sime´trica entonces se cumple:
M > 0⇐⇒
[
M11 0
0 S c
]
> 0⇐⇒
M11 > 0S c > 0
E´sta propiedad se puede extender al caso de funciones matriciales afines.
Sea F : V→ S una funcio´n matricial afı´n la cual se puede particionar como:
F(P) =
[
F11(P) F12(P)
F21(P) F22(P)
]
; F11(P) es no singular
entonces el complemento de Schur dice que:
F(P) > 0⇐⇒
F11(P) > 0F22(P) − F12(P) [F11(P)]−1 F21(P) > 0 (2-12)
El te´rmino F22(P) − F12(P) [F11(P)]−1 F21(P) > 0 es una desigualdad matricial no lineal en
P. Igualmente se puede concluir que desigualdades matriciales como la anterior definen una
condicio´n convexa en la variable P en el sentido que todo P que satisface esta desigualdad
no lineal define un conjunto convexo. Esta propiedad se encuentra explicada en detalle en
[33, 9].
Muchos problemas de optimizacio´n en control, identificacio´n y procesamiento de sen˜ales
pueden reformularse utilizando desigualdades matriciales lineales.
Reduccio´n De Variables en Matrices. De acuerdo con [13, 5]. Dada un matriz sime´trica
G = GT , con matrices V,W . Existe P tal que:
G + VPWT + WPT VT > 0 (2-13)
si y solo si
NTV GNV > 0, NTWGNW > 0 (2-14)
siendoNV yNW los complementos ortogonales de V y de W respectivamente. NV se obtiene
como una matriz formada por los vectores base del subespacio nulo de la matriz V y NW se
obtiene como una matriz formada por los vectores base del subespacio nulo de W.
En [45] de define que, el espacio nulo de una matriz V ∈ Rm×n es tal que VNV = 0.
Si VT o´ WT tienen rango completo entonces la primera o´ segunda desigualdad de (2-14)
desaparece. En [5] se encuentra la demostracio´n y otra equivalencia utilizando el lema de
Finsler.
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2.5. Ana´lisis De Estabilidad Con LMIs
Esta parte se concentra en la bu´squeda de la estabilizacio´n de los sistemas de control en te´rminos
de LMI’s, considerando el tipo ma´s simple de control desde el punto de sistemas auto´nomos, retro-
alimentacio´n de estados esta´ticos al igual que sistemas que utilicen retroalimentacio´n de salidas.
2.5.1. Estabilidad Asinto´tica de un Sistema Lineal Auto´nomo
Considerando el problema para determinar la estabilidad asinto´tica de un sistema lineal auto´nomo
representado por (2-1). En el cual A ∈ Rn×n , las propiedades de estabilidad de los puntos de
equilibrio se pueden caracterizar mediante la ubicacio´n de los valores propios de A. Para esto se
puede utilizar el me´todo de Lyapunov, considerando la funcio´n cuadra´tica (2-15) como candidata
de la funcio´n de Lyapunov
V(x) = xT Px (2-15)
donde P es una matriz real sime´trica definida positiva. Por otra parte la derivada de V(x) sobre las
trayectorias del sistema esta´ dada por
V˙(x) = xT Px˙ + x˙T Px = xT (PAp + ATp P)x = −xT Qx
Donde Q es una matriz sime´trica definida por
PAp + ATp P = −Q ∀p ∈ P (2-16)
Si Q es definida positiva, se puede concluir que el origen es Asinto´ticamente Estable. En el caso
de sistemas lineales, es posible revertir los pasos del me´todo de Lyapunov. Se comienza eligiendo
Q como una matriz real sime´trica definida positiva, y se resuelve la ecuacio´n (2-16) para encontrar
P. Si (2-16) tiene una solucio´n definida positiva podemos nuevamente concluir que el origen es
Asinto´ticamente Estable.
En resumen se puede decir que el sistema de la ecuacio´n (2-1) es asinto´ticamente estable si y solo
si existe P = PT tal que P > 0 y AT P + PA < 0. Por ello la estabilidad asinto´tica del sistema (2-1)
es equivalente al problema de factibilidad de encontrar la matriz P que cumple con la LMI:[
P 0
0 −AT P − PA
]
> 0 (2-17)
2.5.2. Estabilizacio´n Simultanea De Sistemas Lineales
La estabilizacio´n simultanea de sistemas lineales es otro campo en el que las LMIs tienen gran
aplicacio´n. Considerar el sistema lineal invariante en el tiempo.
x˙(t) = Ax(t) + BU(t) (2-18)
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Donde A ∈ Rn×n y B ∈ Rn×m. La pregunta de estabilizacio´n simultanea busca hallar una ley de
control
U(t) = −Kx(t) (2-19)
Con K ∈ Rm×n tal que los valores caracterı´sticos λ(A − BK) pertenezcan al semiplano complejo
izquierdo. Este problema se resuelve cuando se pueden hallar matrices K y P tal que cumplen:P > 0(A − BK)T P + P(A − BK) < 0 (2-20)
Debido a que tanto P como K son desconocidas esta es una Desigualdad Matricial No lineal (NMI)
en las variables P y K, para poderlas solucionar se debe transformar esta desigualdad matricial no
lineal en una desigualdad matricial lineal -si es posible- para poder solucionarlas.
Desarrollando la ecuacio´n (2-20) se tiene:
AT P + PA −
KT BT P + PBK︸︷︷︸
ΓB
 < 0; P = PT > 0 (2-21)
Suponiendo que esta NMI es factible para P y K; entonces se puede definir una nueva variable
matricial ΓB = PBK. La desigualdad matricial se transforma ahora en la LMI siguiente
AT P + PA −
(
ΓB + ΓB
T
)
< 0; P = PT > 0 (2-22)
La cual debe ser factible para P y ΓB, con la condicio´n adicional de:
BK = P−1ΓB; (2-23)
Para la forma cuadra´tica V(x) = xT Px, con V(x) > 0 para todos x , 0, haciendo Q = P−1 se puede
obtener una equivalencia de la forma W(x) = xT Qx entonces W(x) > 0 para todo x , 0. Segu´n [9]
esto permite escribir la desigualdad (2-20) de la forma:Q > 0(A − BK)Q + Q(A − BK)T < 0 (2-24)
Expandiendo esta NMI (2-24) se tiene:
AQ + QAT −
(
BKQ + QKT BT
)
< 0; Q = QT > 0 (2-25)
si se define la variable
ΓQ = KQ
con lo cual la NMI (2-25) se transforma en la siguiente LMI con las variables Q, ΓQ, se tiene:
AQ + QAT −
(
BΓQ + ΓTQB
T
)
< 0; Q = QT > 0 (2-26)
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Si la NMI (2-24) es factible entonces lo es la LMI (2-26) para Q y ΓQ. Una vez se ha solucionado
la anterior LMI se procede a obtener K de la ecuacio´n:
KQ = ΓQ (2-27)
Para que se pueda calcular K, debe satisfacerse la condicio´n:
K = Q−1ΓQ (2-28)
Otra forma de solucionar la NMI (2-24) es aplicando reduccio´n de variables en matrices [5], [9].
2.5.3. Estabilizacio´n Por Retroalimentacio´n De La Salida
Cuando se utiliza retroalimentacio´n de la salida la sen˜al de control esta´ dada por
U(t) = −KY(t) = −KCx(t) (2-29)
con lo cual las NMIs correspondientes quedan:
AT P + PA −
CT KT BT P + PBK︸︷︷︸
ΓB
C
 < 0; P = PT > 0 (2-30)
AQ + QAT −
(
BKCQ + QCT KT BT
)
< 0; Q = QT > 0 (2-31)
Para la NMI (2-30) se define ΓB = PBK como una nueva variable, con lo cual la NMI (2-30) se
transforma en la LMI siguiente:
AT P + PA −
(
ΓBC + CTΓBT
)
< 0; P = PT > 0 (2-32)
Si esta LMI es factible para P y ΓB se procede a calcular K. Como
PBK = ΓB ⇒ BK = P−1ΓB
Otra forma es definiendoNC que es la matriz con los vectores base del subespacio nulo de la matriz
C. Entonces la NMI (2-30) es factible si y solamente si la LMI (2-33) es factible para P
NTC
(
AT P + PA
)
NC > 0, P = PT > 0 (2-33)
De esta LMI se obtiene P y se debe reemplazar en la NMI (2-30) para obtener K
En cuanto a la NMI (2-31) se define la variable ΓC = KCQ con lo cual la NMI (2-31) se transforma
en la LMI:
AQ + QAT −
(
BΓC + ΓTC B
T
)
< 0; Q = QT > 0 (2-34)
La otra forma de solucionar la NMI (2-31) es obteniendo la matriz NTB de los vectores base del
subespacio nulo de la matriz BT . La NMI (2-31) es factible para Q y K si y solamente si la
siguiente LMI es factible para Q
NTB
(
AQ + QAT
)
NB > 0, Q = QT > 0 (2-35)
De esta LMI se obtiene Q y se reemplaza en la NMI (2-31) para obtener K
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2.6. Control Multiobjetivo
Las LMIs son una herramienta para la formulacio´n y el disen˜o de varios problemas de control. Un
problema multiobjetivo se refiere a la sı´ntesis de controladores que mezclan especificaciones en los
dominios del tiempo y frecuencia. Son importantes porque permiten ma´s flexibilidad y precisio´n
sobre el comportamiento en lazo cerrado. Ejemplos de ellos son H2/H∞ , asignacio´n de polos,
condiciones de saturacio´n o regulacio´n, como se muestra en [36]. Normalmente, las especifica-
ciones deseadas no pueden determinarse con una sola norma. Segu´n [21], la minimizacio´n de la
norma H2 es buena para la atenuacio´n de efecto de ruidos, pero no es valida, como sı´ lo es la norma
H∞, para conseguir robustez .
Para [8], la aproximacio´n por LMIs consiste en expresiones de cada especificacio´n de control u
objetivo como una condicio´n adicional sobre una funcio´n cuadra´tica de Lyapunov del sistema en
lazo cerrado internamente estable. El problema H∞ con asignacio´n de polos en regiones convexas
es un ejemplo tı´pico de control multiobjetivo. Su solucio´n se basa en una funcio´n de Lyapunov
comu´n. En esencia se impone una condicio´n adicional sobre la derivada de la funcio´n de Lyapunov.
En ocasiones no es posible lograr que en un mismo sistema se cumplan todas las especificacio-
nes con un solo controlador debido a los criterios de desempen˜o requeridos, incertidumbres del
modelos y robustez del sistema en lazo cerrado. Por tal motivo se pueden disen˜ar diversos con-
troladores para ciertos grupos de restricciones y/o modelos, para luego desarrollar una lo´gica de
conmutacio´n entre ellos que permitan la estabilizacio´n y control del sistema, esta te´cnica tambie´n
conocida como Switching Control
2.6.1. Modelos con Incertidumbre Polito´pica
En la incertidumbre polito´pica no existe un modelo nominal sino que la familia de modelos, posi-
blemente infinita, describe un politopo de r ve´rtices.
Considerar la familia polito´pica de sistemas
x˙ = A(p)x + B(p)u (2-36)
y = C(p)x + D(p)u
Las matrices A(p), B(p),C(p) y D(p) son matrices reales no conocidas de las que solo se sabe que
pertenecen a los conjuntos polito´picos. La matriz del sistema se define como
S (p) :=
[
A(p) B(p)
C(p) D(p)
]
(2-37)
la cual varia dentro de un politopo fijo de matrices, como se muestra en la figura (2-2) el cual puede
escribirse como una combinacio´n convexa de r matrices S 1, S 2, · · · , S r. Esto significa que existe
una funcio´n α j : R→ [0, 1] tal que para cualquier punto del conjunto se tiene que:
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S (p) =
r∑
j=1
α jS j (2-38)
donde
∑r
j=1 α j = 1 adema´s los ve´rtices del politopo son
S j =
[
A j B j
C j D j
]
con j = 1, 2, · · · , r
Figura 2-2.: Incertidumbre Polito´pica [15]
Los ana´lisis te estabilidad descritos en la seccio´n 2.5 tambie´n aplican para el caso de que el sistema
lineal sea descrito por un modelo polito´pico como se muestra en [9, 5, 33] y [14].
2.6.2. Especificaciones de Desempen˜o Mediante Regiones de
Estabilidad
Una gran variedad de especificaciones de desempen˜o para sistemas de control pueden ser represen-
tadas mediante el uso de las LMIs. Como es el caso de la ubicacio´n de polos en regiones convexas
del semiplano izquierdo del plano complejo, las cuales pueden ser expresadas como condiciones
LMIs sobre la matriz de Lyapunov P. Una regio´n enmarcada por una LMI es cualquier regio´n R
convexa del plano complejo que puede ser definida como
R =
{
s ∈ C | L + sM + s¯MT < 0
}
para la cual L = LT y M son matrices constantes reales y de las mismas dimensiones. Algunos
ejemplos de estas regiones de estabilidad son:
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Para la regio´n representada por la ecuacio´n 2-39, las especificaciones llevan a garantizar amorti-
guamiento en el sistema, ver figura 2-3(a).
R = {s ∈ C | s + s¯ + 2α < 0, α > 0} (2-39)
En la regio´n expresada mediante (2-40), se garantiza un factor de amortiguamiento y oscilacio´n
para un circulo de centro en (−α, 0) y radio r. Figura (2-3(b):
R =
{
s ∈ C |
[ −r s + α
s¯ + α −r
]
< 0
}
(2-40)
Se identifica adema´s una regio´n co´nica representada mediante (2-41) en la cual se garantiza una
factor de amortiguamiento para los polos del sistema de por lo menos cos(θ), ver figura 2-3(c).
R =
{
s ∈ C |
[
(s + s¯) sin(θ) (s − s¯) cos(θ)
(s¯ − s) cos(θ) (s + s¯) sin(θ)
]
< 0
}
(2-41)
La expresio´n (2-42) define una banda vertical , ver figura 2-3(d).
R =
{
s ∈ C |
[
(s + s¯) − 2α2 0
0 −(s + s¯) + 2α1
]
< 0
}
(2-42)
(a) Regio´n α (b) Regio´n Circular
(c) Regio´n Co´nica (d) Banda Vertical
Figura 2-3.: Regiones de estabilidad
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En el disen˜o de sistemas de control con mu´ltiples especificaciones de desempen˜o y considerando
modelos con incertidumbres polito´picas el uso de las LMI son una herramienta mediante la cual
se pueden analizar y simplificar el proceso de disen˜o. Adema´s aplicando propiedades como el
complemento de Schur y reduccio´n de variables se pueden plantear problemas de estabilidad y de-
duccio´n de controladores en un mismo proceso, resolviendo las posibles desigualdades matriciales
no lineales resultantes para este tipo de ana´lisis.
Por otra parte frecuentemente las caracterı´sticas nominales de desempen˜o para sistemas de con-
trol las cuales se evalu´an en te´rminos de: los tiempos de establecimiento, tiempo de crecimiento,
ma´ximo sobrepico, comportamientos sobre o subamortiguados, etc., esta´n ı´ntimamente relaciona-
das con la ubicacio´n de los polos del sistema de lazo cerrado en una regio´n convexa particular,
estas regiones convexas pueden ser expresadas como LMIs con la relacio´n (P, AP, PAT )↔ (1, s, s¯)
como se cita en [33].
3. Sistemas de Potencia Ele´ctrica
3.1. Introduccio´n
Establecer una definicio´n u´nica de sistemas de potencia, es algo difı´cil, ya que existe gran cantidad
de autores que han establecido sus puntos de vista al respecto de esto. Una de las definiciones ma´s
aceptada es:
Un sistema de potencia ele´ctrica puede ser visto como la interconexio´n de fuentes, generadores y
cargas del consumidor, por medio de una red de lı´neas de transmisio´n, transformadores y equipo
auxiliar, con el objetivo de suministrar energı´a ele´ctrica de una forma confiable y econo´mica con
un mı´nimo impacto ambiental[27]
Figura 3-1.: Sistema de potencia ele´ctrica
3.2. Estructura De Un Sistema De Potencia
Los componentes de un sistemas de potencia ele´ctrica varı´an en taman˜o y estructura, pero en
te´rminos generales esta´n compuestos por los siguientes subsistemas:
◦ Generacio´n de energı´a: consiste en un sistema que se encarga de transformar alguna clase
de energı´a ya sea esta quı´mica, meca´nica, te´rmica, luminosa, etc, en energı´a ele´ctrica.
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◦ Sistema de Transmisio´n y Subtransmisio´n: sistema que permite transmitir grandes bloques
energe´ticos a trave´s de grandes distancias, de manera que lleguen a los centros de consumo.
◦ Sistema de distribucio´n: comprende las te´cnicas y sistemas empleados para la conduccio´n
de la energı´a hasta los usuarios dentro del a´rea de consumo.
Figura 3-2.: Estructura de un sistema de potencia ele´ctrica
3.3. Estabilidad De Sistemas De Potencia
Para el caso de los sistemas de potencia ele´ctrica,segu´n [26] el te´rmino estabilidad se entiende por:
La habilidad del sistema para en una condicio´n de operacio´n dada mantener un estado de
equilibrio de operacio´n estando sujeto a una perturbacio´n fı´sica, con muchas variables acotadas
de tal modo que pra´cticamente la totalidad del sistema permanece intacto.
Cuando se habla de estabilidad de un sistema dina´mico se hace referencia a la propiedad del mis-
mo que le permite permanecer en un estado de equilibrio bajo condiciones normales o volver a un
estado de equilibrio aceptable luego de haber sido afectado por una perturbacio´n. La estabilidad
de un sistema de potencia es su capacidad para desarrollar las fuerzas de restauracio´n de igual
o mayor que las fuerzas perturbadoras para mantener el estado de equilibrio. El problema de la
estabilidad del sistema de potencia se hace ma´s pronunciada en el caso de la interconexio´n de las
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redes de gran potencia.
En lo mostrado por [31], algunas caracterı´sticas que hacen difı´cil el estudio de la estabilidad en
sistemas de potencia y que han motivado la clasificacio´n son :
◦ Un sistema de potencia ele´ctrica es un sistema altamente no lineal.
◦ Es un sistema conformado por elementos ele´ctricos como generadores, transformadores,
lı´neas de transmisio´n, cargas y dispositivos de control, proteccio´n y compensacio´n; cada
uno de ellos con comportamientos dina´micos propios y que pueden presentar problemas de
interaccio´n.
◦ Es un sistema que presenta un cara´cter distribuido en el cual feno´menos locales en un punto
del mismo pueden afectar a todo el sistema.
◦ Es un sistema que funciona bajo condiciones ambientales cambiantes y que esta permanente-
mente en expansio´n mediante procesos de interconexio´n con otros sistemas y por la insercio´n
de nuevos elementos.
Si despue´s de una perturbacio´n el sistema de potencia permanece estable, la perturbacio´n lo lle-
vara´ a un nuevo estado de equilibrio con todos los generadores y cargas completamente conectadas
a un sistema de transmisio´n sencillo continuo. De otra manera, si el sistema es inestable pueden
ocurrir pe´rdidas de potencia por causa de un incremento progresivo en la separacio´n angular de
los rotores de los generadores, o un decremento progresivo en los voltajes de bus. Una condicio´n
inestable del sistema puede llevarlo a paradas en cascada y generar un apago´n en gran parte del
sistema de potencia.
3.4. Clasificacio´n de la estabilidad en los sistemas de
potencia
Resulta conveniente dividir el problema de estabilidad en varias clases dependiendo de las varia-
bles, para´metros que se ven afectados, de la duracio´n y extensio´n del feno´meno presentado y de
los elementos implicados. Puede observarse de la figura (3-3) que esta clasificacio´n esta´ basada
en varias consideraciones, como son la naturaleza fı´sica de la inestabilidad resultante, el taman˜o
de la perturbacio´n que se considera y el tiempo de ana´lisis.Ver [26].
En la figura(3-3) se muestra un diagrama de la clasificacio´n de la estabilidad en sistemas de
potencia. Dado que esta tesis se enfoca principalmente en la estabilidad en pequen˜a sen˜al del
a´ngulo del rotor, y voltaje de pequen˜a perturbacio´n, es el tema que se abordara´ en mayor detalle.
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Figura 3-3.: Clasificacio´n de la Estabilidad en los Sistemas de Potencia [26]
3.4.1. Estabilidad de A´ngulo del Rotor
Esta estabilidad se refiere a la habilidad de las maquinas sincro´nicas de un sistema de poten-
cia interconectado para permanecer en sincronismo despue´s de estar sujeto a una perturbacio´n.
Esta estabilidad depende de la capacidad para mantener/restaurar el equilibrio entre el par elec-
tromagne´tico y torque meca´nico de cada ma´quina sincro´nica en el sistema. En el equilibrio, el
par de entrada meca´nica es igual a par de salida de cada generador electromagne´tico. En caso
de alguna alteracio´n de la relacio´n anterior conduce a la aceleracio´n/desaceleracio´n de los rotores
de las ma´quinas, y esto puede llevar a que se presenten inestabilidades, que puede generar osci-
laciones de algunos generadores lleva´ndolos a perder su sincronismo con otros generadores. Un
factor fundamental en este problema es la forma en la cual las salidas de potencia de las ma´quinas
sincro´nicas varı´an en la medida que cambian sus a´ngulo de rotor.
La estabilidad de a´ngulo del rotor puede ser:
◦ Estabilidad de A´ngulo de Rotor de Pequen˜a Sen˜al. Esta´ relacionada con la habilidad del
sistema de potencia para mantener sincronismo bajo pequen˜as perturbaciones. Las perturba-
ciones se consideran lo suficientemente pequen˜as como para que sea valida la linealizacio´n
de las ecuaciones del sistema para propo´sitos de ana´lisis. Esta estabilidad depende del es-
tado inicial de operacio´n del sistema. El intervalo de tiempo de intere´s en los estudios de
estabilidad de pequen˜a sen˜al es del orden de 10-20 seg despue´s de una perturbacio´n.
◦ Estabilidad de A´ngulo de Rotor de Gran Sen˜al o Estabilidad Transitoria. En este ca-
so se relaciona con la habilidad del sistema de potencia para mantener sincronismo cuando
ocurre una perturbacio´n severa, como un corto circuito en una lı´nea de transmisio´n. La
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respuesta resultante del sistema involucra grandes excursiones de los a´ngulos del rotor del
generador y esta influenciada por la relacio´n no lineal potencia-a´ngulo. El intervalo de tiem-
po de intere´s en estudios de estabilidad transitoria es usualmente de 3 a 5 segundos despue´s
de la perturbacio´n. Tanto la estabilidad de pequen˜a sen˜al como la estabilidad transitoria son
fundamentalmente feno´menos a corto plazo.
3.4.2. Estabilidad de Voltaje
Se refiere a la habilidad de un sistema de potencia para mantener voltajes estacionarios en todos los
buses en el sistema despue´s de estar sujeto a una perturbacio´n desde una condicio´n de operacio´n
inicial dada. Depende de la habilidad para mantener y/o restaurar el equilibrio entre la demanda de
carga y el suministro a la carga del sistema de potencia. La inestabilidad que puede resultar ocurre
en forma de una falla progresiva o subida de voltajes de algunos buses. Un resultado posible de
la inestabilidad de voltaje es la perdida de carga en un a´rea, o el disparo de lı´neas de transmisio´n
o de otros elementos por efecto de sus sistemas de proteccio´n llevando a salidas en cascada. La
pe´rdida de sincronismo de algunos generadores puede resultar de esas salidas o de sus condiciones
de operacio´n que violan el lı´mite de corriente de campo. La secuencia de eventos que acompan˜an
a la inestabilidad de voltaje pueden llevar a un apago´n o a voltajes anormalmente bajos en una
parte significativa del sistema de potencia.
La estabilidad de voltaje a corto plazo involucra dina´micas de componentes de carga de accio´n ra´pi-
da tales como motores de induccio´n, cargas controladas electro´nicamente y convertidores HDVC.
El perı´odo de estudio de intere´s es del orden de varios segundos, y el ana´lisis requiere la solucio´n
de ecuaciones diferenciales. En este tipo de estabilidad es esencial el modelado dina´mico de las
cargas. Adema´s los cortos circuitos cercanos a las cargas son muy importantes.
La estabilidad de voltaje a largo plazo involucra la lenta accio´n de equipo tal como transformadores
de Tap variable, cargas controladas termosta´ticamente y limitadores de corriente del generador. El
perı´odo de estudio de intere´s puede extenderse a varios o muchos minutos y se requieren simula-
ciones a largo plazo para el ana´lisis del funcionamiento dina´mico del sistema.
3.4.3. Estabilidad de Frecuencia
Se refiere a la habilidad de un sistema de potencia para mantener frecuencia estacionaria despue´s de
una severa perturbacio´n al sistema, resultando en un desbalance significativo entre la generacio´n
y la carga. Depende de la capacidad para mantener/restaurar el equilibrio entre la generacio´n
del sistema y la carga sin pe´rdida de carga no intencional. La inestabilidad que puede resultar
ocurre en la forma de vaivenes sostenidos de frecuencia llevando a que se disparen las unidades
de generacio´n y/o cargas. Perturbaciones severas resultan generalmente en grandes excursiones
de frecuencia, flujos de potencia, voltaje y otras variables del sistema. Involucran las acciones
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de procesos, controles y protecciones que no son modeladas en los estudios convencionales sobre
estabilidad transitoria o de voltaje. La estabilidad de frecuencia puede ser un feno´meno a corto
plazo o un feno´meno a largo plazo.
3.5. Modelo de Sistema de Potencia Multima´quina
Los sistemas de potencia modernos se caracterizan por su naturaleza no lineal y un comportamiento
complejo, los cuales los hacen ma´s desafiantes a medida que se incrementa el taman˜o del sistema
de potencia. Muchos problemas fı´sicos permiten descripciones matema´ticas que son una mezcla
de ecuaciones diferenciales ordinarias y ecuaciones algebraicas. Los sistemas de potencia y los
circuitos ele´ctricos caen dentro de esta categorı´a. Segu´n [31] , desde el punto de vista matema´tico
un sistema de potencia puede describirse por:
◦ Ecuaciones Diferenciales Ordinarias que describen el comportamiento dina´mico de las
ma´quinas sincro´nicas que involucra las dina´micas de los a´ngulos de los rotores, de las ve-
locidades, de las fuerzas electromotrices transitorias y/o subtransitorias, dina´micas de la po-
tencia, dina´mica de las turbinas y las dina´micas de los sistemas de excitacio´n.
◦ Ecuaciones Algebraicas del esta´tor, estas ecuaciones relacionan voltajes de los terminales
del generador, a´ngulos de rotor, fuerzas electromotrices transitorias y subtransitorias y co-
rrientes de los esta´tores. Adema´s de las de balance de potencia de la red, que son pertinentes
a los buses de los generadores y de los buses de la red que no tienen conectados generadores.
◦ Ecuaciones Diferenciales de los estabilizadores de potencia para cada generador.
◦ Ecuaciones Algebraico-Diferenciales de los dispositivos de Transmisio´n AC Flexible FACTS
que describen la dina´mica de su impedancia en la red .
Es de anotar, que en un sistema de potencia las ecuaciones algebraicas son tı´picamente las ecua-
ciones de flujo de carga que deben resolverse para a´ngulos y voltajes de bus. Los sistemas de
potencia modernos se caracterizan por su naturaleza no lineal y comportamiento complejo los cua-
les los hacen ma´s desafiantes a medida que se incrementa el taman˜o del sistema de potencia. Los
sistemas actuales esta´n conformados de los siguientes dispositivos:
◦ Turbinas.
◦ Generadores Sincro´nicos.
◦ Redes de transmisio´n, subtransmisio´n y distribucio´n.
◦ Dispositivos de proteccio´n como rele´s, breakers, disyuntores, etc.
◦ Dispositivos de control como AVRs, DECS, PSS y FACT.
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Aunque los anteriores componentes son bien conocidos y su disen˜o esta bien estructurado su mo-
delado matema´tico preciso juega un papel importante para estudios de estabilidad y simulacio´n.
Muchos problemas fı´sicos permiten descripciones matema´ticas que son una mezcla de ecuaciones
diferenciales ordinarias y ecuaciones algebraicas. Los sistemas de potencia y los circuitos ele´ctri-
cos caen dentro de esta categorı´a. Es importante resaltar que a pesar de que se tienen los modelos
de los dispositivos por independiente, cuando se conectan en un sistema de potencia ele´ctrica el
modelado se hace ma´s complejo por la interaccio´n y no linealidades de los diferentes componentes.
3.5.1. Modelado de Componentes
Para obtener un modelo significativo de los sistemas de potencia cada componente del sistema de
potencia debera´ ser descrito por sus ecuaciones algebraico diferenciales apropiadas. Combinan-
do los modelos dina´micos de estos componentes individuales conjuntamente con las condiciones
algebraicas asociadas, se obtiene el modelo dina´mico de los sistemas de potencia. De manera ge-
neral el modelo dina´mico de los sistemas de potencia puede formularse por medio del siguiente
sistema de ecuaciones Algebraico-Diferenciales.
X˙(t) = F(X,Y,U, P) (3-1)
0 = G(X,Y,U, P) (3-2)
En el cual X(t),Y(t),U(t) representan las variables de estado, salida y entrada respectivamente.
Los para´metros P(t) representan los efectos del control en un tiempo en particular. A continua-
cio´n se presenta el modelado de un sistema de potencia, empezando por describir las ecuaciones
diferenciales y algebraicas para cada componente, luego se reu´nen para conformar un modelo al-
gebraico diferencial no lineal de cara´cter interconectado. Como base para esta parte del trabajo
se considera de un sistema de potencia compuesto por m y n buses trifa´sicos incluyendo el bus de
referencia.
Generador
Los generadores se representan por medio de un modelo de ma´quina de dos ejes sin saturacio´n,
despreciando los transitorios del esta´tor y de la red, utilizando la convencio´n IEEE descrita en
[3]. Cuando se desprecian los transientes del esta´tor, el torque ele´ctrico es igual a la potencia por
unidad asociada con la fuente interna de voltaje. Las ecuaciones diferenciales que gobiernan el
comportamiento dina´mico transitorio del generador i esta´n dadas por:
δ˙i(t) = ωri(t)
ω˙ri(t) = − DiMiωri(t) − 1Mi Pci(t) + 1Mi PMi(t)
E˙′qi(t) = − 1T ′d0i E
′
qi(t) − X¯diT ′d0i idi(t) +
1
T ′d0i
E f di(t)
E˙′di(t) = − 1T ′q0i E
′
di(t) +
X¯qi
T ′q0i
iqi(t)
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Para estudios de estabilidad los transitorios del esta´tor se suponen mucho ma´s ra´pidos comparados
con la dina´mica del vaive´n del rotor. Por lo tanto, las ecuaciones que relacionan las cantidades del
esta´tor con las cantidades del bus terminal son ecuaciones algebraicas. Estas ecuaciones algebrai-
cas del esta´tor esta´n dadas por
0 = E′qi(t) − VRi(t) cos δi(t) − VIi(t) sin δi(t) − RS iiqi(t) − X′diidi(t)
0 = E′di(t) − VRi(t) sin δi(t) + VIi(t) cos δi(t) − RS iidi(t) + X′qiiqi(t)
0 = iqi(t) cos δi(t) + idi(t) sin δi(t) − iRi(t)
0 = iqi(t) sin δi(t) − idi(t) cos δi(t) − iIi(t)
0 = E′qi(t)iqi(t) + E
′
di(t)idi(t) + X¯qdiiqi(t)idi(t) − RS i[i2qi(t) + i2di(t)] − Pei(t)
0 = E′qi(t)idi(t) − E′di(t)iqi(t) − [X′qii2qi(t) + X′dii2di(t)] − Qei(t)
donde i = 1, 2...,m.
m es el nu´mero de generadores.
δi es el a´ngulo del rotor del generador i, [rad].
ωi es la velocidad angular del rotor i, [rad/seg].
E
′
qi Fem debida al enlace de flujo en la bobina amortiguadora del eje q del generador i, [pu].
E
′
di Fem debida al enlace de flujo en la bobina amortiguadora del eje d del generador i, [pu].
idi componente en el eje d de la corriente del esta´tor en el generador i, [pu].
iqi componente en el eje q de la corriente del esta´tor en el generador i, [pu].
Xdi, X
′
di reactancias sincro´nicas y transitorias, respectivamente a lo largo del eje d, [pu].
Xqi, X
′
qi reactancias sincro´nicas y transitorias, respectivamente a lo largo del eje q, [pu].
T
′
doi constante de tiempo transitoria en circuito abierto en el eje d, [seg].
T
′
qoi constante de tiempo transitoria en circuito abierto en el eje q, [seg].
Pe(t) Potencia ele´ctrica activa proporcionada por el generador,[pu].
Qe(t) Potencia ele´ctrica reactiva proporcionada por el generador,[pu].
Vi(t) Magnitud del voltaje en el terminal del generador i. [pu]
VRi(t) Componente real del voltaje en el nodo del generador i [pu]
VIi(t) Componente imaginario del voltaje en el nodo del generador i [pu]
iRi Componente real de la corriente que fluye por nodo del generador i. [pu]
iIi Componente real de la corriente que fluye por nodo del generador i. [pu]
Rsi Resistencia de la armadura del generador i. [pu]
Sistemas de Excitacio´n
Estos elementos tienen como funcio´n principal ejercer acciones de control sobre la ma´quina sincro´ni-
ca, de forma que e´sta pueda mantener unas variables determinadas en valores deseados por el ope-
rador del sistema de potencia. Una de tales variables la cual se desea mantener dentro de lı´mites
especı´ficos es la tensio´n en terminales de la ma´quina, la cual puede controlarse llevando a cabo ac-
ciones de control sobre la tensio´n aplicada al devanado de campo (E f d), por medio de un regulador
automa´tico de tensio´n, ma´s conocido por sus siglas en ingle´s como AVR. Dado que el ana´lisis de
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intere´s en este caso corresponde a pequen˜a sen˜al, los modelos del sistema de excitacio´n completo
deben linealizarse, procedimiento en el cual muchas de las funciones de saturacio´n y de limitacio´n
empleadas en los diagramas de control, son despreciadas puesto que se supone que el sistema se
encuentra operando en estado estable dentro de sus lı´mites. Segu´n [28] los generadores de los
sistemas de potencia actuales utilizan dos tipos de sistemas de excitacio´n
Sistema de excitacio´n lento tipo IEEE-DC1A. En la figura 3-4 se muestra el diagrama
de bloques para este tipo de excitador el cual es modelado por las siguientes ecuaciones
diferenciales:
Figura 3-4.: Excitador tipo IEEE-DC1A
E˙ f di(t) = −KEiTEi E f di(t) −
S E(E f di)
TEi
E f di(t) + 1TEi VRi(t)
R˙Fi(t) = − 1TFi RFi(t) + KFiTFi E f di(t)
V˙Ri(t) = −VRi(t)TRi + KAiTAi RFi(t) − KAiKFiTAiTFi E f di(t) + KAiTAi
[
Vre f i(t) − Vi(t) + VPS S (t)
]
Sistema de excitacio´n ra´pido tipo IEEE-ST1A. En la figura 3-5 se muestra el diagrama de
bloques para este tipo de excitador el cual es modelado por la siguiente ecuacio´n diferencial:
Figura 3-5.: Excitador tipo IEEE-ST1A
E˙ f di(t) = − 1TAi E f di(t) +
KAi
TAi
[
Vre f i(t) + VPS S i(t) − Vi(t)
]
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Para la simulacio´n y prueba de las estrategias de control en este trabajo se asumira´ que los genera-
dores esta´n equipados con sistemas de excitacio´n esta´ticos de accio´n ra´pida tipo IEEE-ST1A. La
sen˜al de control se aplicara´ directamente al sistema de regulacio´n de voltaje (AVR) por la entrada
del estabilizador de potencia (PSS).
Las variables y para´metros de los modelos de IEEE-ST1A y IEEE-DC1A son:
E f di(t) Fem equivalente en el bobinado de excitacio´n del generador i. [p.u]
RFi(t) Variable interna de estado de excitacio´n del generador i
VRi(t) Variable del voltaje medido despue´s del sensor del bloque de atraso [p.u.]
Vre f i(t) Voltaje de referencia para el excitador del generador i [p.u.]
Vi(t) Voltaje en terminales del generador i [p.u.]
TEi,TFi,TAi Constantes de tiempo, en seg, del voltaje del excitador, de las variables de estado del
modelo del excitador del generador i respectivamente
KEi,KFi,KAi Ganancias de voltaje del excitador, de las variables de estado del modelo del excitador
del generador i respectivamente
TEi,TFi,TAi Constantes de tiempo, en seg, de voltaje del excitador, de las variables de estado del
modelo del excitador del generador i respectivamente.
Turbina
Las turbinas consideradas en el modelado del sistema de potencia son turbinas a vapor cuya des-
cripcio´n matema´tica es tomada de [28]
T˙Mi(t) = −TMi(t)TRHi +
(
1
TRHi
− KHPiTCHi
)
PMi(t) + KHPiTCH PS Vi(t)
P˙Mi(t) = −PMi(t)TCHi + XEi(t)TCHi
X˙Ei(t) = −XEi(t)TS Vi + PCi(t)TS Vi − 1RdiTS Vi
(
ωri(t)
ωs
− 1
)
cuyas variables y para´metros se detallan a continuacio´n:
TMi(t) Torque meca´nico de la ma´quina sincro´nica i [p.u.]
PMi(t) Potencia meca´nica de salida de la turbina de vapor [p.u.]
XEi(t) Posicio´n de la va´lvula de vapor i [ % ]
PCi(t) Entrada de control de potencia meca´nica al sistema i [p.u.]
TRHi,TCHi,TS Vi Constantes de tiempo del torque meca´nico de la potencia de salida de vapor y de
la va´lvula i [seg]
KHPi,Rdi Ganancias constantes
ωs Velocidad sincro´nica de las ma´quinas igual a 2 ∗ pi ∗ f [rad/seg].
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Modelo del Flujo de Potencia de la Red
La red puede ser modelada en forma de balance de potencias o en forma de balance de corrientes.
E´sta ultima forma es la ma´s utilizada en software industrial. Para la forma de balance de potencia
se tiene:
Vi cos(δi − θi)Iqi − Vi sen(δi − θi)Idi − S pi = 0 (3-3)
Vi sen(δi − θi)Iqi − Vi cos(δi − θi)Idi − S qi = 0 (3-4)
las ecuaciones de balance de potencia para los buses no generador esta´n dadas por:
PLi(Vi) +
n∑
k=1
ViVk
[
Gik cos(θi − θk) + βik sen(θi − θi)] = 0 (3-5)
QLi(Vi) +
n∑
k=1
ViVk
[
Gik sen(θi − θk) − βik cos(θi − θi)] = 0 (3-6)
Para este proyecto la red se modelo´ mediante la forma de balance de corriente en los nodos con lo
cual se reduce el nu´mero de ecuaciones y de variables involucradas.
I¯′ = Y¯ ′V¯
donde:
I¯′ ∈ Cn es el fasor de corrientes inyectadas
V¯ ∈ Cn es el fasor de voltajes de bus
Y¯ ′ ∈ Cn×n es la matriz de admitancias del bus.
El planteamiento, modelamiento y linealizacio´n de cada uno de los componentes del sistema de
potencia se encuentra con ma´s detalles en [28] , [31] , [9] y [32].
3.6. Sistema de Potencia Multima´quina Modelado como un
Sistema Multivariable Interconectado
A continuacio´n se presenta el modelamiento matema´tico de un sistema de potencia y su linea-
lizacio´n alrededor de un punto de operacio´n. El modelamiento se realiza desde una perspectiva
Algebraico-Diferencial No Lineal (DAEN). Se consideran el modelo algebraico-diferencial de un
sistema de potencia multima´quina interconectado. Adema´s se busca llegar a una representacio´n
mediante un modelo de Kronecker-Weierstrass (K-W) que permita hacer el ana´lisis de controlabi-
lidad, observabilidad y estabilidad de los modelos linealizados.
Dentro de esta parte se toma el modelo estudiado en [31] y [9], cuyo enfoque presenta el mo-
delado de un sistema de potencia, describiendo las ecuaciones diferenciales y algebraicas para
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cada componente, y para las interconexiones, luego estas son reunidas para conformar un modelo
algebraico-diferencial no lineal de cara´cter interconectado.
Cada subsistema esta´ compuesto por cinco ecuaciones diferenciales que involucran las dina´micas
del generador y el excitador IEEE-ST1A para cada ma´quina descritas a continuacio´n:
δ˙i(t) = ωri(t)
ω˙ri(t) = − DiMiωri(t) − 1Mi Pci(t) + 1Mi PMi(t)
E˙′qi(t) = − 1T ′d0i E
′
qi(t) − X¯diT ′d0i idi(t) +
1
T ′d0i
E f di(t)
E˙′di(t) = − 1T ′q0i E
′
di(t) +
X¯qi
T ′q0i
iqi(t)
E˙ f di(t) = − 1TAi E f di(t) + KAiTAi [Vre f i(t) + Vpssi(t)] − KAiTAi Vi(t)
(3-7)
adema´s de seis ecuaciones algebraicas que involucran la dina´mica del esta´tor y puntos de interco-
nexiones en cada subsistema, que esta´n dadas por
RS iiqi(t) = E′qi(t) − VRi(t) cos δi(t) − VIi(t) sin δi(t) − X′diidi(t)
RS iidi(t) = E′di(t) − VRi(t) sin δi(t) + VIi(t) cos δi(t) + X′qiiqi(t)
iRi(t) = iqi(t) cos δi(t) + idi(t) sin δi(t)
iIi(t) = iqi(t) sin δi(t) − idi(t) cos δi(t)
Pei(t) = E′qi(t)iqi(t) + E
′
di(t)idi(t) + X¯qdiiqi(t)idi(t) − RS i[i2qi(t) + i2di(t)]
Qei(t) = E′qi(t)idi(t) − E′di(t)iqi(t) − [X′qii2qi(t) + X′dii2di(t)]
(3-8)
donde i = 1, 2...,m.
m es el nu´mero de generadores.
PM Potencia meca´nica del generador,[pu].
VR Voltaje de referencia en el circuito de excitacio´n. [pu]
iR Componente real de la corriente en la red de interconexio´n. [pu]
iI Componente real de la corriente en la red de interconexio´n. [pu]
VR Componente real del voltaje en la red de interconexio´n. [pu]
VI Componente imaginaria del voltaje en la red de interconexio´n. [pu]
TA constante de tiempo del generador.[seg]
3.6.1. Modelo Algebraico-Diferencial No Lineal (DAEN)
Cada ma´quina en un sistema de potencia multima´quina se puede describir mediante un modelo
DAEN de la forma:
E¯i ˙¯X′i (t) = f¯i(X¯
′
i , U¯
′
i , W¯
′
i , ξ¯
′
i )
Y¯ ′i (t) = C¯iX¯
′
i (t)
W¯ ′(t) = T ′wX¯
′(t)
(3-9)
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i = 1, . . .m, donde m es el nu´mero total de ma´quinas. Donde
X¯′Ti (t) =
[
δi(t) ωri(t) E′qi(t) E
′
di(t) E f di(t) iqi(t) idi(t) iRi(t) iIi(t) Pei(t) Qei(t)
]
X¯′i (t) ∈ R11 Vector de estados
U¯′i (t) = Vre f i + Vpssi ∈ R Sen˜al de control
W¯ ′i (t) =
[
VRi(t) VIi(t)
]T ∈ R2 variables de interconexio´n
ξ¯′i (t) = PMi ∈ R Perturbacio´n externa
VRi(t) Parte real del voltaje de bus.
VIi(t) Parte imaginaria del voltaje de bus.
W¯ ′(t) =
[
W¯ ′1(t) W¯
′
2(t) . . . W¯
′
m(t)
]T ∈ R2m
Y¯ ′i =
[
ωri(t) E f di(t) iRi(t) iIi(t) Pei(t) Qei(t)
]T ∈ R6 Vector de variables medibles
adema´s se tiene que:
E¯i =

1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0

∈ R11×11 (3-10)
C¯i =

0 1 0 0 0 | 0 0 0 0 0 0
0 0 0 0 1 | 0 0 0 0 0 0
0 0 0 0 0 | 0 0 1 0 0 0
0 0 0 0 0 | 0 0 0 1 0 0
0 0 0 0 0 | 0 0 0 0 1 0
0 0 0 0 0 | 0 0 0 0 0 1

∈ R6×11 (3-11)
El conjunto de ecuaciones algebraico-diferenciales que describen el Sistema Multima´quina Inter-
conectado es:
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f¯i(X¯′i , u¯
′
i , W¯
′
i , ξ¯
′
i ) =

ωri
− DiMiωri − 1Mi Pei + 1Mi PMi
− 1T ′doi E
′
qi − X¯diT ′d0i idi +
1
T ′doi
E f di
− 1T ′qoi E
′
di +
X¯qi
T ′q0i
iqi
− 1TAi E f di + kAiTAi u¯′i − kAiTAi (V2Ri + V2Ii)
1
2
E′qi − VRi cos(δi) − VIi sin(δi) − RS iiqi − X′diidi
E′di − VRi sin(δi) + VIi cos(δi) − RS iidi + X′qiiqi
iqi cos(δi) + idi sin(δi) − iRi
iqi sin(δi) − idi cos(δi) − iIi
E′qiiqi + E
′
diidi + X¯
′
qdiiqiidi − RS i[i2qi + i2di] − Pei
E′qiidi − E′diiqi − [X′qii2qi + X′dii2di] − Qei

(3-12)
Para obtener la ecuacio´n de interconexio´n entre las ma´quinas del sistema de potencia se utilizan
las expresiones derivadas de la red modelada en forma de balance de corrientes como se indica en
[31] que son: [
VRi
VIi
]
= ΓVi
[
VRi m
VIi m
]
(3-13)
el para´metro ΓVi esta dado por
ΓVi =
[
0 · · · 0 1 0 · · · 0 0 · · · 0
0 · · · 0 0 0 · · · 0 1 · · · 0
]
; ∈ R2×2m i = 1, 2, . . . ,m (3-14)
y [
VRi m
VIi m
]
= ZmΓI IRI (3-15)
Las corrientes se relacionan con las variables de estado mediante la expresio´n:
iRi(t) =
[
[0 0 0 0 0 0 0 1 0 0 0]
]
X¯′i (t)
iIi(t) =
[
0 0 0 0 0 0 0 0 1 0 0
]
X¯′i (t)
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Definiendo:
ΓRi2 =
[
0 0 1 0 0 0
]
∈ R6
ΓIi2 =
[
0 0 0 1 0 0
]
∈ R6
O5 =
[
0 0 0 0 0
]
∈ R5
iRi(t) =
[
O5 ΓRi2
] [X¯′i1(t)
X¯′i2(t)
]
; iIi(t) =
[
O5 ΓIi2
] [X¯′i1(t)
X¯′i2(t)
]
IR(t) =
[
ΓR12 X¯
′
12(t) ΓR22 X¯
′
22(t) · · · ΓRm2 X¯′m2(t)
]
II(t) =
[
ΓI12 X¯
′
12(t) ΓI22 X¯
′
22(t) · · · ΓIm2 X¯′m2(t)
]
La expresio´n anterior se puede agrupar con
ΓR2 =

ΓR12 0 0 · · · 0
0 ΓR22 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · ΓRm2
 ; ΓI2 =

ΓI12 0 0 · · · 0
0 ΓI22 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · ΓIm2
 ;
ΓR2 ∈ Rm×6m
ΓI2 ∈ Rm×6m
ΓRI =
[
ΓR2
ΓI2
]
∈ R2m×6m (3-16)
con lo cual se tiene:
IR(t) = ΓR2 X¯
′
2(t); II(t) = ΓI2 X¯
′
2(t)[
IR(t)
II(t)
]
= ΓRI X¯′2(t)
A partir de esta u´ltima expresio´n la ecuacio´n 3-15 queda:[
VRi m
VIi m
]
= ZmΓRIΓI X¯′2(t) (3-17)
De las ecuaciones (3-13) y (3-14) se tiene:
W¯ ′i (t) = ΓViZmΓRI X¯
′
2(t)
con
Ti = ΓViZmΓRI (3-18)
se tiene
W¯ ′i (t) = TiX¯
′
2(t) ∈ R2×6m (3-19)
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Tw =
[
T T1 T
T
2 · · · T Tm
]T ∈ R2m×6m (3-20)
T ′w =
[
O2m×5m Tw
]T ∈ R2m×11m (3-21)
Las ultimas expresiones concluyen la definicio´n de los te´rminos del modelo DAEN expresado por
las ecuaciones 3-9 del sistema de potencia multima´quina.
3.6.2. Modelo Algebraico-Diferencial Lineal (DAEL) entorno a un punto
de operacio´n gene´rico
.
Tomando un punto de operacio´n gene´rico se linealiza el modelo DAEN entorno al punto de opera-
cio´n dado por
X¯′io =
[
δi0 ωr0 E′qi0 E
′
di0 E f di0 iqi0 idi0 iRi0 iIi0 Pei0 Qei0
]T
U¯′i0 = Vre f i0 + Vpssi0
ξ¯′i0 = PMi0
W¯ ′i0 =
[
VRi0 VIi0
]T
Segu´n lo descrito en [31] y [9] , el modelo DAEL del sistema de potencia multima´quina se obtuvo
aplicando el Jacobbiano al modelo no lineal y esta representado por:
E′i X˙
′
i (t) = A
′
i0X
′
i (t) + B
′
i0U
′
i (t) + H
′
i0W
′
i (t) + D
′
i0ξ
′
i (t)
Yi(t) = C′i X
′
i (t)
W ′(t) = T ′wX
′(t)
(3-22)
Luego para obtener un modelo en descomposicio´n singular que relaciones las interconexiones
con las variables de cada subsistema, se separan del vector de estados X¯′i ∈ R11 las variables
diferenciales X¯′i1 ∈ R5 de las variables algebraicas X¯′i2 ∈ R6, esto lleva a una expresio´n de la forma:
X˙′i1(t) = A
′
io11X
′
i1(t) + A
′
io12X
′
i2(t) + B
′
io1U
′
i (t) + T
′
i1X
′
2(t) + D
′
io1ξ
′
i (t)
0 = A′io21X
′
i1(t) + A
′
io22X
′
i2(t) + T
′
i2X
′
2(t)
Yi(t) = C′i1X
′
i1(t) + C
′
i2X
′
i2(t)
(3-23)
Despue´s de factorizar se puede obtener un modelo de descomposicio´n singular global reducido
como aparece en la ecuacio´n 3-24
X˙′1 = A
′
o11X
′
1 + A
′
o12X
′
2 + B
′
o1U + D
′
1ξ
′
1
0 = A′o21X
′
1 + A
′
o22X
′
2
Y = C′o1X
′
1 + C
′
o2X
′
2
(3-24)
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De la ecuacio´n anterior se deriva el modelo K-W global, que se escribe como:
X˙1(t) = Ao1X1(t) + Bo1U(t) + D1ξ(t)
0 = X2(t)
Y(t) = C1X1(t)
(3-25)
para el cual se tiene que:
X1(t) = X′1(t)
X2(t) = A′o21 X
′
1(t) + A
′
o22 X
′
2(t)
ξ(t) = ξ′(t)
Ao1 = A
′
o11 − A′o12 A
′−1
o22 A
′
o21
Bo1 = B
′
o1
C1 = C′1 −C′2A
′−1
o22 A
′
o21
Do1 = D
′
o1
En [31] se ha demostrado que el modelo DAEL descrito por la ecuacio´n (3-22) es obtenido me-
diante la linealizacio´n entorno a un punto de operacio´n gene´rico del modelo DAEN dado por (3-9).
Las descripcio´n completa de cada uno de los modelos anteriores se encuentra en [31] y [9].
4. Disen˜o de Sistema de Control y
Conmutacio´n para el Sistema de
Potencia Multima´quina
4.1. Introduccio´n
El problema de estabilidad en pequen˜a sen˜al para sistemas de potencia ele´ctrica ha sido abordado
por la teorı´a de control desde diferentes escenarios, entre los que se encuentra el realizado por
[11] quien propuso el uso de un control para proporcionar amortiguamientos adicionales a las os-
cilaciones del sistema. Para [4], el problema mencionado, se puede manejar mediante el uso de
te´cnicas de control robusto. A trave´s de estas te´cnicas es posible obtener controladores que garan-
ticen formalmente una estabilidad del sistema y un desempen˜o aceptable del controlador frente a
variaciones de puntos de operacio´n del sistema dentro de una regio´n preestablecida.
El gran avance alcanzado en los u´ltimos an˜os en las a´reas de control y en los sistemas de computo,
han permitido aplicar metodologı´as basadas en te´cnicas modernas para obtener controladores ma´s
eficientes; aplicados al tema de sistemas de potencia ele´ctrica como son: te´cnicas basadas en la
sı´ntesis de µ por [37], en la teorı´a de control H∞ por[25], la mezcla de teorı´a de control H2/H∞ y
te´cnicas asociadas a la ubicacio´n de polos regionales hecha por [40], la retroalimentacio´n de salida
perio´dica realizada por [16] , entre otras investigaciones realizadas.
Por otro lado, tambie´n se propusieron aplicar me´todos de disen˜o de controladores robustos, tenien-
do en cuenta las interacciones de la dina´mica del sistema de las ma´quinas utilizando un modelo
multima´quina. En [34] y [30], por ejemplo, se presentan metodologı´as de disen˜o de controlado-
res basados en ubicacio´n de polos regionales en forma de desigualdades matriciales lineales. La
sı´ntesis µ por [44], teorı´a de control H∞ por [46], y los algoritmos gene´ticos [38], [1], tambie´n se
utilizaron en el disen˜o de metodologı´as basadas en el modelo multima´quina.
Este trabajo aborda el tema de estabilidad a sistemas de potencia ele´ctrica multima´quina aplicando
te´cnicas de Switching Control . Considerando cambios en el punto de operacio´n y posibles fallas
en los sensores de retroalimentacio´n, como pautas para generar la conmutacio´n entre las familias
de controladores disen˜ados que puedan estabilizar el sistema.
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4.2. Desarrollo Metodolo´gico para Aplicar Switching
Control
Como resultado de este trabajo se desarrollo´ una metodologı´a para aplicar te´cnicas de Switching
Control a sistemas dina´micos. Para esta ocasio´n en particular abordando el sistema de potencia
ele´ctrica multima´quina. Los pasos aplicados son descritos a continuacio´n:
Figura 4-1.: Diagrama metodolo´gico para aplicar te´cnicas de Switching Control
Teniendo como guı´a los pasos descritos anteriormente se continuara´ con el desarrollo del trabajo
en los siguientes capı´tulos.
4.3. Descripcio´n Detallada del Modelo
El ana´lisis y disen˜o de controladores para estabilidad de sistemas de potencia ele´ctrica relaciona-
dos con las perturbaciones para pequen˜a sen˜al, se basa en un modelo matema´tico que describa el
comportamiento del sistema de energı´a ele´ctrica de intere´s. En este caso se abordara´ un sistema
de tres ma´quinas conectadas a un subsistema de interconexio´n.
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4.3.1. Modelo para el Esquema de Interconexio´n
En la figura (4-2) se representa el conocido sistema de potencia Western System Coorination Coun-
cil (WSCC) de tres ma´quinas y nueve buses de interconexio´n, del cual se encuentra clara documen-
tacio´n en [28, 3, 9]. Este modelo se tomara´ como referente para aplicar la estrategias de Switching
Control . El sistema consta de tres generadores y tres cargas equivalentes conectadas a una red de
transmisio´n mallada a trave´s de lı´neas de transmisio´n.
Figura 4-2.: WSCC, Sistema de tres ma´quinas y nueve buses [28]
Segu´n [28], los para´metros de las ma´quinas esta´n dados en la tabla 4-1, y los datos del flujo de
carga para los excitadores en la tabla 4-2. Los datos del excitador se asumen ide´nticos para cada
ma´quina y es IEEE de Tipo I, todo en por unidad (Pu).
Para´metros Ma´quina1 Ma´quina2 Ma´quina3
M(pu) 0.1254 0.034 0.016
D(pu) 0.0125 0.0608 0.0048
Xq(pu) 0.0969 0.8645 1.2578
X′q(pu) 0.0969 0.1969 0.25
Xd(pu) 0.146 0.8958 1.3125
X′d(pu) 0.0608 0.1198 0.1813
T ′do(sec) 8.96 6.0 5.89
T ′qo(sec) 0.31 0.535 0.6
TA(S ec) 0.2 0.2 0.2
KA 20 20 20
Tabla 4-1.: Para´metros de las ma´quinas
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Bus# Voltaje (Pu) PG(Pu) QG(Pu) −PL(Pu) −QL(Pu)
1 (swing) 1.04 0.716 0.27 - -
2 (P − V) 1,025∠9,3◦ 1.63 0.067 - -
3 (P − V) 1,025∠4,7◦ 0.85 −0,109 - -
4 (P − Q) 1,026∠ −
2,2◦
- - - -
5 (P − Q) 0,996∠ − 4◦ - - -1.25 0.5
6 (P − Q) 1,013∠ −
3,7◦
- - 0.9 0.3
7 (P − Q) 1,026∠3,7◦ - - - -
8 (P − Q) 1,016∠0,7◦ - - 1.00 0.35
9 (P − Q) 1,032∠2,0◦ - - - -
Tabla 4-2.: Flujo de Carga
Definiendo
D1
M1
= 0,1;
D2
M2
= 0,2;
D3
M3
= 0,3
La matriz de admitancia de barra del sistema de nueve buses WSCC, previo a la introduccio´n
de la perturbacio´n, es encontrada en el texto [28], en este trabajo se toma de manera literal, y
es expresada en la tabla 4-3, en la que Ybus representa la admitancia para la red, que tambie´n es
denotado como YN .
4.3.2. Representacio´n Matema´tica
El modelo matema´tico detallado de cada ma´quina fue descrito en la seccio´n (3.6) cuya argumen-
tacio´n teo´rica se presenta en detalle en [31] y [9]. Recordando, el modelado de un sistema de
potencia es descrito por cinco ecuaciones diferenciales
δ˙i(t) = ωri(t)
ω˙ri(t) = − DiMiωri(t) − 1Mi Pci(t) + 1Mi PMi(t)
E˙′qi(t) = − 1T ′d0i E
′
qi(t) − X¯diT ′d0i idi(t) +
1
T ′d0i
E f di(t)
E˙′di(t) = − 1T ′q0i E
′
di(t) +
X¯qi
T ′q0i
iqi(t)
E˙ f di(t) = − 1TAi E f di(t) + KAiTAi [Vre f i(t) + VPS S i(t)] − KAiTAi Vi(t)
(4-1)
y seis ecuaciones algebraicas para cada componente
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1
2
3
4
5
6
7
8
9

1 2 3 4 5 6 7 8 9
− j17,361 0 0 j17,361 0 0 0 0 0
0 − j16 0 0 0 0 j16 0 0
0 0 − j17,065 0 0 0 0 0 j17,065
j17,361 0 0 3,307 −1,365 −1,942 0 0 0
− j39,309 + j11,604 + j10,511
0 0 0 −1,365 2,553 0 −1,188 0 0
+ j11,604 − j17,338 + j5,975
0 0 0 −1,942 0 3,224 0 0 1,282
+ j10,511 − j15,841 + j5,588
0 j26 0 0 −1,188 0 2,805 −1,617 0
+ j5,975 − j35,4460 + j13,698
0 0 0 0 0 0 −1,617 2,772 −1,155
+ j13,698 − j23,303 + j9,784
0 0 j17,065 0 0 −1,282 0 −1,155 2,437
+ j5,588 + j9,784 − j32,154

Tabla 4-3.: Matriz de admitancia de barra real YN para la red
RS iiqi(t) = E′qi(t) − VRi(t) cos δi(t) − VIi(t) sen δi(t) − X′diidi(t)
RS iidi(t) = E′di(t) − VRi(t) sen δi(t) + VIi(t) cos δi(t) + X′qiiqi(t)
iRi(t) = iqi(t) cos δi(t) + idi(t) sen δi(t)
iIi(t) = iqi(t) sen δi(t) − idi(t) cos δi(t)
Pei(t) = E′qi(t)iqi(t) + E
′
di(t)idi(t) + X¯qdiiqi(t)idi(t) − RS i[i2qi(t) + i2di(t)]
Qei(t) = E′qi(t)idi(t) − E′di(t)iqi(t) − [X′qii2qi(t) + X′dii2di(t)]
(4-2)
Luego se planteo´ la linealizacio´n global del sistema alrededor de un punto de operacio´n mediante
el modelo Kronecker-Weierstrass
X˙1(t) = Ao1X1(t) + Bo1U(t) + D1ξ(t)
0 = X2(t)
Y(t) = C1X1(t)
(4-3)
para el cual se tienen las siguientes equivalencias
X1(t) = X′1(t)
X2(t) = A′o21 X
′
1(t) + A
′
o22 X
′
2(t)
ξ(t) = ξ′(t)
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Ao1 = A
′
o11 − A′o12 A
′−1
o22 A
′
o21
Bo1 = B
′
o1
C1 = C′1 −C′2A
′−1
o22 A
′
o21
Do1 = D
′
o1
4.4. Obtencio´n de Puntos de Operacio´n
Con el fin de establecer regiones de operacio´n para el funcionamiento de cada controlador a di-
sen˜ar, se realizaron simulaciones con una versio´n estudiantil del software Power World, para ob-
tener datos del flujo de potencia para la red considerada (WSCC). En la figura 4-3 se muestra de
forma gra´fica los resultados obtenidos del flujo de potencia sin perturbaciones.
Figura 4-3.: Flujo de Potencia en diagrama Unifilar para el sistema WSCC. Empleando Power
World
Como se puede apreciar el Power World genera un informe detallado de los estados del sistema,
luego de resolver la simulacio´n ante diferentes perturbaciones. Estos datos son tenidos en cuenta
para obtener diferentes puntos de operacio´n y ası´ realizar la linealizacio´n del sistema de potencia.
Esta informacio´n sera´ utilizada para construir diferentes politopos, con la intencio´n de disen˜ar un
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grupo de controladores que permitan ampliar el funcionamiento a mu´ltiples puntos de operacio´n
y manejar la estabilizacio´n del sistema. Los nuevos puntos de operacio´n son obtenidos mediante
variaciones en la carga del sistema, cuya ubicacio´n de las cargas se muestra en detalle en la figura
4-2, y la interaccio´n de los puntos de operacio´n se representan con la figura 4-4.
Figura 4-4.: Relacio´n de interseccio´n de grupos de trabajo para los puntos de operacio´n
Las variaciones se planificaron con incrementos o decrementos porcentuales en el valor de la po-
tencia activa y reactiva sobre cada carga del sistema, partiendo de sus valores nominales (tomados
de [28]). Fueron planteados seis grupos de datos para igual nu´mero de regiones de operacio´n,
cada una de ellas consta de cinco puntos que constituyen el politopo, teniendo como estado comu´n
entre todo ellos el valor nominal. Estas planificaciones son descritas en las tablas 4-4 a la tabla 4-9.
Punto Nominal Punto Uno Punto Dos Punto Tres Punto Cuatro
Carga A - Aumento 10 % Aumento 20 % Decremento 10 % Decremento 20 %
Carga B -
Carga C -
Tabla 4-4.: Plan de Variacio´n en la Carga para Grupo Uno
Punto Nominal Punto Uno Punto Dos Punto Tres Punto Cuatro
Carga A -
Carga B - Aumento 10 % Aumento 20 % Decremento 10 % Decremento 20 %
Carga C -
Tabla 4-5.: Plan de Variacio´n en la Carga para Grupo Dos
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Punto Nominal Punto Uno Punto Dos Punto Tres Punto Cuatro
Carga A -
Carga B -
Carga C - Aumento 10 % Aumento 20 % Decremento 10 % Decremento 20 %
Tabla 4-6.: Plan de Variacio´n en la Carga para Grupo Tres
Se describe a continuacio´n las variaciones de cargas hechas al grupo tres para obtener los puntos
de operacio´n para generar una regio´n de operacio´n polito´pica. La tabla 4-6 resalta mediante (-)
un punto nominal de operacio´n que es comu´n entre todas las regiones consideradas, adema´s indica
que se realizaron cuatro cambios en la estacio´n de carga C (bus ocho del sistema) construyendo
ası´ un politopo con ve´rtices en:
◦ Punto cero: condiciones nominales de operacio´n
◦ Punto uno: aumento de 10 % en la estacio´n de carga C.
◦ Punto dos: aumento de 20 % en la estacio´n de carga C.
◦ Punto tres: decremento de 10 % en la estacio´n de carga C.
◦ Punto cuatro: decremento de 20 % en la estacio´n de carga C.
Punto Nominal Punto Uno Punto Dos Punto Tres Punto Cuatro
Carga A - Aumento 10 % Aumento 10 % Aumento 20 % Aumento 20 %
Carga B - Decremento 5 % Decremento 10 %
Carga C - Decremento 5 % Decremento 10 %
Tabla 4-7.: Plan de Variacio´n en la Carga para Grupo Cuatro
Punto Nominal Punto Uno Punto Dos Punto Tres Punto Cuatro
Carga A - Decremento 5 % Decremento 10 %
Carga B - Aumento 10 % Aumento 10 % Aumento 20 % Aumento 20 %
Carga C - Decremento 5 % Decremento 10 %
Tabla 4-8.: Plan de Variacio´n en la Carga para Grupo Cinco
Una vez realizado el ana´lisis de estabilidad transitoria del sistema para cada uno de los casos an-
teriormente planteados, se toman los valores resultantes para a´ngulos y potencia meca´nica en cada
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Punto Nominal Punto Uno Punto Dos Punto Tres Punto Cuatro
Carga A - Decremento 5 % Decremento 10 %
Carga B - Decremento 5 % Decremento 10 %
Carga C - Aumento 10 % Aumento 10 % Aumento 20 % Aumento 20 %
Tabla 4-9.: Plan de Variacio´n en la Carga para Grupo Seis
uno de los generadores. Estos valores se utilizan como referencia para los nuevos puntos de ope-
racio´n con la intencio´n de linealizar y construir las regiones de disen˜o para los controladores.
4.5. Planteamiento de Estrategia de Control Basado en
LMIs
En secciones anteriores, se presentaron caracterı´sticas de estabilidad para las diferentes clases de
sistemas hı´bridos. En esta seccio´n, se considera el problema de la estabilizacio´n para el sistema
de potencia ele´ctrica WSCC, con el fin de disen˜ar un sistema de control conmutado que mantenga
la estabilidad ante perturbaciones de pequen˜a sen˜al.
La te´cnica de control adoptada considera incertidumbres relacionadas con cambios en las con-
diciones de operacio´n del sistema ele´ctrico, y fallos en un nu´mero determinado de sensores de
retroalimentacio´n. El posicionamiento regional de los polos se utiliza como objetivo de disen˜o
propuesto, ya que la finalidad es inyectar amortiguamiento al sistema de potencia para estabilizar
las perturbaciones de pequen˜a sen˜al.
Partiendo del modelo global en descomposicio´n singular en lazo abierto representado en (3-24),
ahora se plantea el modelo K-W con salidas medibles dado por:
X˙1 = Ao1X1 + Bo1U + D1ξ
YMi = CMi1X′1
(4-4)
Se propone una ley de control de la forma
u′i = −KiYMi; Ki ∈ R1×PT
u′i = −KiCMi1X′1
U =
[
u′1 u
′
2 · · · u′m
]
∈ Rm
(4-5)
definiendo PT =
∑m
i=1 pTi, siendo pT el nu´mero de salidas disponibles de cada ma´quina. Ahora la
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sen˜al de control se puede expresar como
U(t) =

−K1CM11
−K2CM21
...
−KmCMm1
 X
′
1(t) (4-6)

−K1 0 0 · · · 0
0 −K2 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · −Km


CM11
CM21
...
CMm1
 (4-7)
La sen˜al de control se puede escribir en forma matricial reducida como (4-8)
U(t) = −KCM1(t)X′1(t); K ∈ Rm×PT (4-8)
Reemplazando la sen˜al de control en (4-4)
X˙1(t) = (A′o1 − B′o1 KCM1)X′1 + D1ξ (4-9)
Redefiniendo
X1(t) = X′1(t)
X2(t) = A′o21 X
′
1(t) + A
′
o22 X
′
2(t)
Yx1(t) = Cx1 X1(t); Cx1 ∈ RPT×5m
(4-10)
Siendo Yx1 las variables del sistema sobre las cuales se va a observar el desempen˜o del controlador
(pueden ser variables diferenciales y/o algebraicas). El modelo de Kronecker-Weierstrass en
lazo cerrado queda definido por:
X˙1(t) = A′o1Lc X1(t) + D1ξ(t)
0 = X2(t)
Yx1(t) = Cx1 X1(t)
(4-11)
Al aplicar al modelo representado por (4-11) una especificacio´n en el disen˜o relacionada con la
ubicacio´n regional de polos dada por Re(λi) < −α0; α0 > 0, el sistema resulta asinto´ticamente
estable, si la desigualdad matricial lineal existe para P = PT > 0 y es factible:
Ao1LC P + PATo1LC + 2α0P < 0
P > 0
(4-12)
Teniendo como punto de referencia las relaciones de estabilidad por retroalimentacio´n de la salida
vistas en la seccio´n (2.5.3), adema´s de las incertidumbres polito´picas tenidas en cuenta para el
modelo del sistema de potencia ele´ctrica multima´quina basado en (WSCC) el conjunto de LMIs
que se deben resolver para buscar la estabilidad del sistema son:
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A jP + PATj −
(
B jKC jP + PCTj K
T BTj
)
+ 2α0P < 0
P > 0
(4-13)
siendo el subı´ndice j el indicador de cada punto ve´rtice del politopo, en este caso j = {1, 2, 3, 4, 5}.
La solucio´n para el conjunto de LMIs no lineal, se planteo´ de la siguiente manera. Primero se
resuelve el sistema para:
NTB
(
A jP + PATj + 2α0P
)
NB > 0; P > 0 (4-14)
De esta LMI se obtiene P luego se reemplaza este valor en la LMIs (4-13) para obtener el valor del
controlador K
4.6. Fallas de Sensores Consideradas para el Sistema
El conjunto de variables medibles ha sido seleccionado a partir del vector de estados teniendo en
cuenta las variables fı´sicas reales y no las variables teo´ricas, adema´s de la recoleccio´n de infor-
macio´n sobre procedimientos pra´cticos de medicio´n en los sistemas de potencia ele´ctrica. Como
primera medida se consideran posibles fallas en cada una de las variables medibles indicadas en la
ecuacio´n (4-15), para cada una de las tres ma´quinas del sistema, cuyas fallas se basan en la perdida
o ausencia de la sen˜al de medicio´n.
YMi =
[
ωri(t) E f di(t) iRi(t) iIi(t) Pei(t) Qei(t)
]T ∈ R6 (4-15)
En la tabla 4-10 se representan mediante (∗) en cual de las ma´quinas se presenta la falla (ausencia
de la valiable de retroalimentacio´n). Este procedimiento se realiza para cada una de las variables
medibles con el fin de evaluar su influencia en el sistema. La tabla representa por ejemplo que en
la Falla C la variable que se esta analizando presenta fallas para retroalimentarse en las ma´quinas
uno y dos del sensor que mide dicha variable.
Falla A Falla B Falla C Falla D Falla E Falla F Falla G
Ma´quina 01 * * * *
Ma´quina 02 * * * *
Ma´quina 03 * * * *
Tabla 4-10.: Plan de Fallas para cada una de las variables medibles en el sistema interconectado
Una vez considerado el plan inicial de fallas dado en la tabla 4-10 para cada una de las variables
medibles, se aplico´ el algoritmo de control en cada uno de los casos, con el fin de observar la
respuesta del amortiguamiento que sobre el a´ngulo δ presenta el sistema ante dicha falla.
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Se muestra a continuacio´n en la figura 4-5 la respuesta del a´ngulo δ1 relacionado a la ma´quina uno,
para posibles fallos en la variable de velocidad angular (ωri), con i ∈ 1, 2, 3.
Figura 4-5.: Respuesta del a´ngulo δ1 ante fallos en la variable ωri
En la figura 4-6 se muestra la respuesta del a´ngulo δ1 relacionado a la ma´quina uno, considerando
ahora fallas en las corrientes IRi y IIi simulta´neamente.
Figura 4-6.: Respuesta del a´ngulo δ1 ante fallas en las variables iRi y iIi
Como se puede apreciar en las figuras 4-5 y 4-6, la variable ωr requiere ser retroalimentada , ya
que al disen˜ar controladores que respondieran u´nicamente ante dicha falla no fue posible estabili-
zar el sistema. Cabe aclarar que estos resultados son bajo las especificaciones de disen˜o, variables
a retroalimentar y puntos de operacio´n planteadas en este trabajo.
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Una vez realizadas las pruebas para cada una de las variables (ver resultados en Anexo A) se con-
sideran fallos en los sensores de iRi, iIi, PEi. Ası´ los controladores a disen˜ar generarı´an estabilidad
al sistema. Esto con el fin de trabajar sobre regiones convexas estables para asegurar en parte
la estabilidad en la conmutacio´n del sistema. Se determinaron como plan de fallas generales las
descritas en la tabla (4.6) las cuales contemplan fallas en combinaciones de diversas variables.
El sı´mbolo (*) indica los sensores que presentan fallas para cada uno de los diecise´is (16) casos
planteados, teniendo en cuenta en cual de las tres ma´quinas presentara´ la falla. En la tabla MQ01
hace referencia a la ma´quina uno y MQ02, MQ03 a las ma´quinas dos y tres respectivamente.
Por ejemplo en el -Caso 00- no se presentan fallas en el sistema de medicio´n, mientras que el -Caso
03- se presentan fallas para iR3, iI3 que hacen referencia a la corriente real y la corriente imaginaria
de la ma´quina tres, adema´s tambie´n presenta fallas en la potencia activa de la ma´quina dos (PE2) y
de la ma´quina uno (PE1).
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Caso 00 ωr E f d iR iI Pe Qe
MQ 01
MQ 02
MQ 03
Caso 01 ωr E f d iR iI Pe Qe
MQ 01 * *
MQ 02 *
MQ 03 *
Caso 02 ωr E f d iR iI Pe Qe
MQ 01 *
MQ 02 * *
MQ 03 *
Caso 03 ωr E f d iR iI Pe Qe
MQ 01 *
MQ 02 *
MQ 03 * *
Caso 04 ωr E f d iR iI Pe Qe
MQ 01
MQ 02 * *
MQ 03 * *
Caso 05 ωr E f d iR iI Pe Qe
MQ 01
MQ 02 * *
MQ 03 * * *
Caso 06 ωr E f d iR iI Pe Qe
MQ 01
MQ 02 * *
MQ 03 * * *
Caso 07 ωr E f d iR iI Pe Qe
MQ 01 *
MQ 02 * *
MQ 03 * *
Caso 08 ωr E f d iR iI Pe Qe
MQ 01 * *
MQ 02
MQ 03 * *
Caso 09 ωr E f d iR iI Pe Qe
MQ 01 * *
MQ 02
MQ 03 * * *
Caso 10 ωr E f d iR iI Pe Qe
MQ 01 * *
MQ 02 *
MQ 03 * *
Caso 11 ωr E f d iR iI Pe Qe
MQ 01 * * *
MQ 02
MQ 03 * * *
Caso 12 ωr E f d iR iI Pe Qe
MQ 01 * *
MQ 02 * *
MQ 03 *
Caso 13 ωr E f d iR iI Pe Qe
MQ 01 *
MQ 02 * *
MQ 03 * * * *
Caso 14 ωr E f d iR iI Pe Qe
MQ 01 *
MQ 02 * * *
MQ 03 * * *
Caso 15 ωr E f d iR iI Pe Qe
MQ 01 * * *
MQ 02 *
MQ 03 * * *
Tabla 4-11.: Plan de Fallas en la Sen˜al de los sensores de retroalimentacio´n
5. Simulacio´n y Ana´lisis de Resultados
5.1. Introduccio´n
Retomando lo descrito en el Capı´tulo 1, se puede considerar que un sistema de conmutacio´n es
estable si todos sus subsistemas son estables, y la conmutacio´n entre ellos es suficientemente lenta
para permitir que los efectos de transicio´n se dispersen despue´s de cada conmutacio´n, adema´s las
combinaciones convexas estables tambie´n permiten asegurar una estabilidad en el sistema. Apo-
yado en este argumento se realizaron los ana´lisis de este trabajo.
Como el objetivo principal de esta investigacio´n es la aplicacio´n de te´cnicas de Switching Control
ante cambios en el punto de operacio´n y posibles fallas de sensores en el sistema de control, se
plantean para este fin controladores multiobjetivo que consideren cada uno de los factores men-
cionados anteriormente. La estrategia de control aplicada consiste en ubicacio´n regional de polos
considerando un nu´mero reducido de variables de retroalimentacio´n para sencillamente estabilizar
el sistema de potencia. De esta forma el algoritmo para resolver las LMIs obtenidas en el proceso
de disen˜o se reduce en complejidad y aumenta la posibilidad de encontrar una solucio´n para cada
una de las condiciones de funcionamiento propuestas, adema´s con los controladores multiobjetivo
se permitira´ manejar diversas regiones para la ubicacio´n de los polos del sistema en lazo cerrado.
5.2. Ana´lisis y Seleccio´n de Controladores
Una vez definidos los puntos de operacio´n y el plan de fallas consideradas para el sistema de
potencia se procedio´ a disen˜ar controladores teniendo en cuenta cada uno de los seis grupos por
independiente y los diecise´is (16) casos de fallas planteados. Dando como resultado una familia
de controladores para el sistema de:
Casos de fallas︷︸︸︷
(16) ∗ (6)︸︷︷︸
Grupos de operacio´n
=
Total de Controladores︷︸︸︷
96
Luego de disen˜ados los 96 controladores basados en la estrategia de control planteada en la seccio´n
(4.5) se verifica la efectividad del algoritmo, el cual modifica los valores propios del sistema en
lazo cerrado sobre el modelo no lineal. Este proceso restringe la ubicacio´n regional de polos
por Re(λi) < −0,5 para todos los puntos de operacio´n y ante los diferentes casos de fallas. A
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continuacio´n se muestran algunos resultados de dicha verificacio´n en la que se comprueba como
el algoritmo restringe la ubicacio´n de los polos a la zona definida en el disen˜o.
Figura 5-1.: Valores propios para el Caso 08 del grupo uno en lazo abierto y lazo cerrado
Figura 5-2.: Valores propios para el Caso 05 del grupo dos en lazo abierto y lazo cerrado
Figura 5-3.: Valores propios para el Caso 12 del grupo tres en lazo abierto y lazo cerrado
70 5 Simulacio´n y Ana´lisis de Resultados
Tomado como muestra el controlador que considera el Caso 08 de fallas trabajando sobre el grupo
uno, para el cual en la figura 5-1 se dibujan los valores caracterı´sticos de los puntos ve´rtices que
forman el politopo del sistema, se puede diferenciar como los valores propios del sistema en lazo
cerrado quedan dentro de la regio´n de disen˜o, validando ası´ la efectividad del algoritmo de control.
El valor del controlador K para este caso es:
K1 =

−0,712 0,935 0 0 3,19 0,288
0,0299 −0,184 0 0 −0,698 0,00141
−0,112 0,0801 0 0 0,161 0,164

K2 =

−0,284 −0,489 −0,00471 −0,441 1,06 −1,69
0,072 0,192 −0,242 0,0227 0,416 0,412
−0,0371 −0,00384 −0,216 −0,0782 0,348 0,00243

K3 =

−0,135 −0,223 0 0 1,15 −1,09
0,0226 0,0466 0 0 −0,0426 0,299
0,0148 −0,0327 0 0 0,132 −0,034

K =
[
K1 K2 K3
]
E´ste mismo proceso se realizo´ para cada uno de los 96 controladores y una vez verificada la ubica-
cio´n de los polos del sistema en lazo cerrado, se realizo´ la simulacio´n para cada uno ellos imple-
mentados sobre el modelo no lineal; en condiciones nominales de operacio´n sin perturbaciones.
Esto con el fin de poder observar la respuesta de los a´ngulos δi sobre cada una de las ma´quinas para
determinar el funcionamiento del controlador sobre e´ste modelo. En la figura (5-4) se muestra el
esquema del sistema de potencia implementado con la herramienta Simulink de Matlab para la
realizacio´n de las simulaciones.
Cada una de las simulaciones se hacen bajo las condiciones iniciales dadas por el punto cero de
cada politopo, el cual representa un punto comu´n del sistema para estados previos ante cualquier
perturbacio´n. A continuacio´n se muestra la respuesta de los controladores disen˜ados para los casos
de fallas de ocho hasta la falla once sobre el grupo uno, cuyas respuestas se dibujan en la figura
(5-5). Se observan allı´ los valores de los a´ngulos δi para las tres ma´quinas del sistema de potencia,
siendo cada una de las lineas rojas la sen˜al δ3 para la ma´quina tres, la verde δ2 para la ma´quina dos
y la azul la sen˜al δ1 para la ma´quina uno.
De estas pruebas se puede concluir que no todos los controladores disen˜ados alcanzan a estabilizar
el sistema sobre el modelo no lineal, por ejemplo el controlador (C11) que fue disen˜ado para el
caso once de fallas, su comportamiento no es el deseado y se pierde el control de la estabilidad en
el a´ngulo δ sobre el sistema de potencia ele´ctrica. Una vez realizado el procedimiento para los 96
controladores (ver ma´s simulaciones en Anexo A), se pudo sintetizar el grupo general a 65 contro-
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Figura 5-4.: Modelos sistema de potencia sin perturbaciones
Figura 5-5.: Sen˜al δi para Controladores del Grupo Dos
ladores que cumplieron con la estabilizacio´n del sistema. Recordando que en esta primera fase se
trabajo´ sobre el modelo no lineal sin perturbaciones y cuyo resumen se detalla a continuacio´n:
Grupo Uno: C1 - C2 - C3 - C4 - C5 - C6 - C7 - C8 - C9 - C10 - C12 - C13 - C14 - C15
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Grupo Dos: C1 - C2 - C3 - C4 - C5 - C6 - C7 - C8 - C9 - C10 - C12 - C13 - C14 - C15
Grupo Tres: C1 - C2 - C3 - C4 - C5 - C6 - C7 - C8 - C9 - C10 - C12 - C13 - C14 - C15
Grupo Cuatro: C2 - C3 - C4 - C7 - C10 - C12 - C14
Grupo Cinco: C2 - C3 - C4 - C5 - C6 - C7 - C8 - C9 - C10 - C12 - C14
Grupo Seis: C0 - C8 - C9 - C11 - C15
Adema´s como conclusio´n del ana´lisis realizado a estas prueba se tiene que la falla contemplada en
el caso once fue la que presento´ mayor dificultad al momento de estabilizar el sistema, y que al
presentarse variaciones en ma´s de una de las cargas del sistema el desempen˜o de los controladores
reducen su efectividad sobre el modelo no lineal.
Por otra parte si se deseaba desplazar los polos a una distancia mayor de Re(λi) < −0,5 o incluir
como condicio´n adicional de disen˜o una atenuacio´n en el factor de amortiguamiento, el nu´mero
de controladores funcionales sobre el modelo no lineal se reducı´an en gran cantidad y para algu-
nos casos no se lograban estabilizar varios estados. Lo anterior generaba una gran restriccio´n al
momento de pensar en la conmutacio´n para las diversas regiones contempladas dentro de e´ste tra-
bajo, y se habrı´a ası´ limitado significativamente el objetivo principal que es mostrar la aplicacio´n
de Switching Control y los resultados que con esta te´cnica se pueden obtener sobre sistemas de
potencia multima´quina, considerando en el sistema de control un nu´mero reducido de variables de
retroalimentacio´n. Para esto fue necesario partir de un amplio nu´mero de controladores que pu-
diesen estabilizar el sistema con el fin de desarrollar una metodologı´a concreta de disen˜o, ana´lisis
y validacio´n de resultados.
5.3. Desempen˜o de Controladores en Presencia de Fallos
de Sensores
Una vez identificado el grupo de controladores que estabilizaban el sistema de potencia en con-
diciones nominales, se busco´ analizar la respuesta de dichos controladores ahora en presencia de
posibles fallas en los sensores de retroalimentacio´n al momento de su funcionamiento. La meto-
dologı´a aplicada considera que luego de un tiempo de doce segundos el sistema pasa de su estado
nominal para conmutar a otra posible falla y despue´s de diez segundos ma´s el sistema regresa al
estado previo a dicha conmutacio´n. Para estas pruebas se implemento´ el siguiente esquema en
Matlab, ver figura (5-6)
Un resultado de e´ste proceso se muestra en la figura (5-7), donde se gra´fica la respuesta del a´ngulo
δi para cada una de las ma´quinas, allı´ se visualiza el comportamiento del controlador (C1) ante
otras posibles fallas. Se puede apreciar como el controlador (C1) tambie´n estabiliza el sistema
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Figura 5-6.: Esquema para evaluar la estabilidad ante fallas de sensores.
ante los Casos 00 y Caso 01 contemplados en el plan de fallas, mientras que se no alcanza la
estabilidad para el Caso 03. En el Caso 02 la estabilizacio´n del sistema emplea ma´s tiempo que el
considerado para la duracio´n de la falla, pero al regresar el sistema a su estado inicial recupera la
estabilizacio´n del sistema.
Figura 5-7.: Respuesta del a´ngulo δi para en el controlador C1 del Grupo uno ante diferentes casos
de fallas de sensores
Se realizo´ este procedimiento para los 65 controladores resultantes del ana´lisis sobre el modelo no
lineal, estableciendo una conmutacio´n para cada uno de ellos entre: las condiciones nominales y
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sobre los diecise´is (16) casos de fallas considerados en este trabajo. Esto con el fin de observar en
que otros casos de fallas el controlador disen˜ado permite igualmente estabilizar el sistema, adema´s
de obtener una aproximacio´n del tiempo que empleaba en dicha labor.
Teniendo como criterio estrictamente necesario alcanzar la estabilidad sobre el caso de falla a
conmutar, las simulaciones permiten clasificar cuales controladores pueden actuar en presencia de
determinadas fallas. Como el controlador (C1) que estabiliza el sistema para los Casos (00-01-02)
y se considera que no estabiliza el sistema para el Caso (03). El resumen de estos resultados es
presentado en la tabla (5-1) la cual detalla para cada controlador del grupo uno que estabilizaba
el sistema en condiciones nominales, en que otras fallas diferentes a la que fue disen˜ado permiten
alcanzar tambie´n la estabilizacio´n del sistema. Por ejemplo el controlador (C12) estabiliza el
sistema para los Casos (00-01-02) y (12).
Casos de fallas estabilizadas
Controlador 01 00 - 01 - 02 - 08 - 09 - 10
Controlador 02 00 - 01 - 02 - 04 - 05 - 06 - 07 - 12 - 13
Controlador 03 00 - 03
Controlador 04 00 - 02 - 03 - 04 - 05 - 06 - 07 - 11 - 13 - 14 - 15
Controlador 05 00 - 02 - 03 - 04 - 05 - 06 - 07 - 13 - 14
Controlador 06 00 - 02 - 03 - 04 - 05 - 06 - 07 - 14
Controlador 07 00 - 02 - 03 - 04 - 05 - 06 - 07 - 13 - 14
Controlador 08 00 - 01 - 03 - 08 - 09 - 010 - 11 - 15
Controlador 09 00 - 01 - 03 - 08 - 09 - 010 - 11 - 15
Controlador 10 00 - 01 - 03 - 08 - 09 - 010 - 11 - 15
Controlador 12 00 - 01 - 02 - 12
Controlador 13 00 - 02 - 03 - 04 - 05 - 06 - 07 - 13 - 14
Controlador 14 00 - 02 - 03 - 04 - 05 - 06 - 07 - 13 - 14
Controlador 15 00 - 01 - 03 - 08 - 09 - 10 - 11 - 15
Tabla 5-1.: Validacio´n de controladores del grupo uno ante las diferentes fallas
5.4. Evaluacio´n de Desempen˜o
Una vez clasificados los controladores por su respuesta sobre el modelo no lineal e identificando
el conjunto de posibles fallas para los cuales cada uno de los controladores logra estabilizar el
sistema, se realiza una nueva seleccio´n para determinar cual de los controladores presenta un mejor
desempen˜o ante la presencia de fallas de sensores y perturbaciones en la potencia meca´nica. Este
desempen˜o se evalu´a teniendo en cuenta los siguientes criterios:
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Se deben amortiguar las oscilaciones en el sistema luego de presentarse perturbaciones en la
potencia meca´nica o estado de fallas de sensores, esto en un tiempo menor a 15 segundos.
El desempen˜o se determinara´ adema´s por
Mı´nimo valor del error =
∫ T
0
|e(t)| dt
En esta prueba se toma el conjunto de controladores que estabilizan el sistema para someterse a
cambios en el punto de operacio´n y fallas de sensores de manera simultanea, en cada uno de los
casos considerados. Por ejemplo para el Caso 01 el conjunto de controladores esta´ formado por:
C1 - C2 - C8 - C9 - C10 - C12 y C15, estos datos son deducidos de la tabla (5-1).
En la figura (5-8) se muestra la respuesta del a´ngulo δ1 para los primeros cuatro controladores
analizados. Se considera que la falla de los sensores correspondiente al Caso 01 se presenta en un
tiempo t = 10seg, adema´s se presenta tambie´n una perturbacio´n equivalente al aumento del 10 %
en la potencia meca´nica considerada dentro de los puntos planteados para el grupo uno, la cual
aparece en un tiempo t = 15seg.
Figura 5-8.: Respuesta de sistema de control bajo caso de falla 01 en t = 10seg y aumento de 10 %
en la potencia meca´nica en t = 15seg
Como se puede apreciar la respuesta del controlador C8 se descarta por que no estabiliza el sistema
ante la presencia de ambas perturbaciones, el controlador C2 no presenta un buen amortiguamiento
en el a´ngulo δ1 ante la aparicio´n de la falla de sensores en comparacio´n con los otros controladores.
Por lo anterior se debe hacer una seleccio´n entre C1 y C9. Para estos casos se tiene en cuenta el
resultado de la integral del error cuyos valores al tiempo de simulacio´n son de:
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I´ndice de desempen˜o para C1 es de 2.326.
I´ndice de desempen˜o para C9 es de 2.397.
Una vez realizado el ana´lisis anterior se selecciona al controlador C1 para actuar sobre este punto
de operacio´n y para esta falla en particular. Se repite el proceso hasta determinar que controladores
actuara´n para cada una de las fallas consideradas y sobre cada uno de los grupos y construir ası´ la
familia de controladores que conformara´n el Multi-controlador del sistema de Switching Control
.
5.5. Esquema de Conmutacio´n
Para la validacio´n final del proceso de control mediante de Switching Control se determina que
la Lo´gica de Conmutacio´n sera´ regida por cambios de estado y estara´ enfocada a la deteccio´n
de fallas de sensores en el sistema de potencia ele´ctrica (ver Anexo B), teniendo en cuenta los
resultados del proceso de evaluacio´n de desempen˜o cuyo resumen para el grupo uno es mostrado
la tabla 5-2.
Estado de Fallas Desempen˜o Optimo
Caso 00 Controlador C2
Caso 01 Controlador C1
Caso 02 Controlador C2
Caso 03 Controlador C9
Caso 04 Controlador C13
Caso 05 Controlador C5
Caso 06 Controlador C6
Caso 07 Controlador C13
Caso 08 Controlador C9
Caso 09 Controlador C9
Caso 10 Controlador C9
Caso 11 Controlador C9
Caso 12 Controlador C12
Caso 13 Controlador C13
Caso 14 Controlador C13
Caso 15 Controlador C9
Tabla 5-2.: Resumen de evaluacio´n de desempen˜o para el grupo uno
Es de notar que esta nueva validacio´n permitio´ reducir significativamente el nu´mero de controla-
dores a implementar en el grupo uno el cual paso de tener en principio 16 controladores a manejar
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Figura 5-9.: Esquema de Switching Control implementado en Matlab
Figura 5-10.: Esquema de generacio´n de fallas
con solo siete todas las posibles fallas de sensores consideradas dentro de este trabajo. El esquema
de Switching Control implementado en Matlab se presenta en las figuras 5-9 hasta la figura 5-11.
Dentro de las pruebas se considera que el sistema parte de su estado nominal sin perturbaciones y
se presentan las fallas de sensores de la siguiente forma:
- Para un tiempo t = 10seg se presenta el Caso 02 de fallas de sensores.
- Para un tiempo t = 15seg se presenta el Caso 06 de fallas de sensores.
- Para un tiempo t = 30seg se presenta el Caso 10 de fallas de sensores.
- Para un tiempo t = 40seg se presenta el Caso 13 de fallas de sensores.
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Figura 5-11.: Esquema de Control , Lo´gica de Conmutacio´n y Multicontrolador
- Para un tiempo t = 50seg regresa al estado nominal sin fallos de sensores.
Analizando el comportamiento del sistema de potencia WSCC bajo condiciones de fallas tambie´n
se incluyen perturbaciones en la potencia meca´nica dentro de las especificaciones de cada grupo.
En la la figura (5-12) se muestra la respuesta del sistema considerando adema´s de las fallas de
sensores una perturbacio´n en el aumento de la potencia meca´nica de la ma´quina uno en un 10 % en
un tiempo t = 25seg, en la cual se seleccionan automaticamente los controladores del grupo uno
para amortiguar dichos efectos.
Figura 5-12.: Respuesta del sistema aplicando Switching Control para el grupo uno
Igualmente se realizaron pruebas bajo iguales condiciones pero ahora con un aumento del 8 % en
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la ma´quina dos (ver figura 5-13) y un aumento del 12 % en la potencia meca´nica de la ma´quina
tres (ver figura 5-14). Como se puede apreciar en cada caso se alcanza la estabilidad luego de la
conmutacio´n para cada uno de los grupos que consideran dichos cambios en la potencia meca´nica,
demostrando ası´ la efectividad del algoritmo para estabilizar el sistema aplicando la te´cnica de
Switching Control al sistema de potencia ele´ctrica multima´quina.
Figura 5-13.: Respuesta del sistema aplicando Switching Control para el grupo dos
Figura 5-14.: Respuesta del sistema aplicando Switching Control para el grupo tres
6. Conclusiones
El objetivo principal de este proyecto es la aplicacio´n de te´cnicas de Switching Control para amor-
tiguar las oscilaciones de pequen˜a sen˜al en sistemas de potencia ele´ctrica multima´quina, con el fin
de mantener la estabilidad del sistema ante cambios en el punto de operacio´n y principalmente ante
fallas en los sensores de retroalimentacio´n. Luego de la documentacio´n y desarrollo del trabajo se
pudo obtener los siguientes resultados
6.1. Conclusiones
Como el modelo utilizado en el disen˜o de los controladores para el sistema de potencia
esta´ linealizado entorno a un punto de operacio´n es obligatorio realizar una verificacio´n
de su funcionamiento bajo el modelo no lineal. Por que los controladores obtenidos al
momento de retroalimentar el sistema no presentan la misma respuesta, ya que solo se esta´n
retroalimentado las variables fı´sicas medibles y no todas las variables de estado del sistema
lo que genera incertidumbre en ciertas dina´micas no consideradas dentro de la ley de control.
Un controlador disen˜ado sobre un modelo polito´pico para el sistema de potencia multima´qui-
na aumenta la flexibilidad de operacio´n del controlador pero incrementa las restricciones del
conjunto de las LMI’s y esto hace que se deba ser ma´s cuidadoso con las especificaciones
de disen˜o, con el fin de encontrar una solucio´n factible va´lida al problema de estabilizacio´n
sobre el modelo no lineal.
Dentro del conjunto de variables medibles que se pueden presentar fallas y mantener au´n la
estabilidad sobre el sistema esta´n: las componentes de la corriente real e imaginaria en el
sistema, pero cuando se presenta la ausencia de esta medida en las las ma´quinas uno y dos
simulta´neamente los valores propios del sistema en lazo cerrado tiende a estar cercanos al
eje imaginario y al simular dicha respuesta sobre el modelo no lineal presento´ perdida de la
estabilidad.
Para el sistema de potencia ele´ctrica estudiado en este trabajo es necesario mantener retro-
alimentacio´n de la velocidad angular del rotor y el voltaje de campo de cada una de las
ma´quinas. Ya que cuando se analizan como un sistema interconectado la ausencia de es-
tas sen˜ales generan inestabilidad en el sistema, ası´ sea que se disen˜e un controlador que
considere dicha falla u´nicamente.
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El desarrollo de la metodologı´a para el ana´lisis y aplicacio´n de te´cnicas de Switching Con-
trol obtenido como resultado de este trabajo permite una validacio´n eficiente del sistema
ante diferentes condiciones de operacio´n como: las fallas por individuales de las variables
fı´sicas medibles y de las mu´ltiples combinaciones planteadas, adema´s la verificacio´n de la
estabilidad en cada uno de los casos redujo significativamente el nu´mero de controladores a
implementar y facilito´ la estabilidad del sistema ante las posibles conmutaciones.
La aplicacio´n deSwitching Control permite la integracio´n de mu´ltiples especificaciones de
disen˜o para un sistema de control sin aumentar la complejidad del controlador a implementar,
ya que se disen˜an controladores para cada caso en particular y simplemente se genera una
lo´gica de conmutacio´n que active cada controlador segu´n el desempen˜o deseado regido por
las condiciones actuales del sistema.
El instante en que las fallas en los sensores encargados de medir las variables de retroali-
mentacio´n para el sistema de control no puede ser predicho, se hace necesaria plantear una
conmutacio´n por estados, teniendo como requerimiento que el controlador al cual conmute
el sistema mantenga igualmente la estabilidad
6.2. Recomendaciones
Considerar en el esquema de Switching Control la integracio´n de otros dispositivos de con-
trol en los sistemas de potencia con por ejemplo los encargados de manejar la estabilidad
transitoria.
Considerar otros para´metros para obtener conmutacio´n por estados y por tiempo como son
deteccio´n de variaciones en la carga del sistema o condiciones de fallas posibles.
Desarrollar e integrar al proceso de disen˜o de controladores robustos como por ejemplo
te´cnicas de controladores H∞ para ser ma´s especı´ficos en el desempen˜o del sistema y que
permitan considerar otro tipos de fallas como por ejemplo estados de corto circuito en el
sistema.
En las estructura polito´pica considerar un mayor nu´mero de puntos comunes entre las regio-
nes de operacio´n, para asegurar una regio´n convexa ma´s amplia.
A. Anexo: Simulaciones
Complementarias
A.1. Gra´ficas de falla de sensor por cada variable
A continuacio´n se mostraran las respuestas de los diferentes controladores disen˜ados para amorti-
guar las oscilaciones considerando los fallos contempladas por 4-10 en la retroalimentacio´n para
cada una de las variables medibles. En base a estas gra´ficas se selecciono´ el plan de fallas general
para el desarrollo del trabajo.
Figura A-1.: Respuesta del a´ngulo δ1 ante fallos en la variable ωri
Figura A-2.: Respuesta del a´ngulo δ1 ante fallos en la variable E f di
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Figura A-3.: Respuesta del a´ngulo δ1 ante fallos en las variables iRi, iIi
Figura A-4.: Respuesta del a´ngulo δ1 ante fallos en la variable PEi
Figura A-5.: Respuesta del a´ngulo δ1 ante fallos en la variable QEi
A.2. Gra´ficas de respuesta nominal por cada grupo
A continuacio´n se presentara´n ma´s resultados de la respuesta nominal del sistema sobre el modelo
no lineal, aplicando las leyes de control para cada uno de los grupos por independiente.
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Figura A-6.: Sen˜al del a´ngulo δ1 para Controladores del Grupo uno
Figura A-7.: Sen˜al del a´ngulo δ1 para Controladores del Grupo dos
Figura A-8.: Sen˜al del a´ngulo δ1 para Controladores del Grupo tres
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Figura A-9.: Sen˜al del a´ngulo δ1 para Controladores del Grupo cuatro
Figura A-10.: Sen˜al del a´ngulo δ1 para Controladores del Grupo cinco
Figura A-11.: Sen˜al del a´ngulo δ1 para Controladores del Grupo seis
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A.3. Gra´ficas de falla de sensores por cada grupo
En esta seccio´n se mostrara´n resultados de algunos controladores en presencia de fallas diferentes
a la que fue disen˜ado, para evaluar su respuesta ante otros posibles estados fallas.
Figura A-12.: A´ngulo δi para el controlador C1 del Grupo uno ante fallas de sensores
Figura A-13.: A´ngulo δi para el controlador C3 del Grupo dos ante fallas de sensores
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Figura A-14.: A´ngulo δi para el controlador C9 del Grupo tres ante fallas de sensores
Figura A-15.: A´ngulo δi para el controlador C4 del Grupo cuatro ante fallas de sensores
Figura A-16.: A´ngulo δi para el controlador C14 del Grupo cinco ante fallas de sensores
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Figura A-17.: A´ngulo δi para el controlador C15 del Grupo seis ante fallas de sensores
B. Anexo: Planteamiento de Diagramas
de Flujo para Disen˜o y Validacio´n del
Sistema de Control
se presentan a continuacio´n los diagramas de flujo que explican la metodologı´a de disen˜o para
obtener los controladores y para la lo´gica de conmutacio´n implementada en este trabajo.
Disen˜o de controladores. Con este algoritmo se disen˜aron los 96 controladores iniciales
para el sistema de potencia, que luego fueron validados ante condiciones nominales, posibles
fallas de sensores y perturbaciones en la potencia meca´nica
Figura B-1.: Diagrama de Flujo para procedimiento de disen˜o de controladores
Lo´gica de Conmutacio´n por Falla de Sensores. Los procesos de validaciones realizados
permitieron clasificar los controladores que estabilizaban el sistema para cada uno de los
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grupos y casos de fallas planteadas, de esta forma obtener un conjunto de controladores que
aseguraran la estabilidad en la conmutacio´n en el sistema de potencia ele´ctrica
Figura B-2.: Diagrama de Flujo para Lo´gica de Conmutacio´n ante fallas de sensores
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