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Abstract
This note is concerned with the QR factorization of a banded Toeplitz matrix of large order
and relatively small bandwidth. We investigate the asymptotic behavior of the main diagonal
entries of the R factor when the matrix dimension goes to infinity.
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1. Introduction
Let f (z) = ∑nk=−m akzk be the Laurent polynomial and consider the infinite and
N × N Toeplitz matrices T (f ) = (aj−k)∞j,k=1 and TN(f ) = (aj−k)Nj,k=1. A QR
factorization of TN(f ) is a representation TN(f ) = QNRN , where QN is unitary
and RN is upper-triangular with nonnegative diagonal entries r(N)jj (j = 1, . . . , N).
Clearly, R∗NRN = TN(f¯ )TN(f ) where f¯ (z) := f (z) (complex conjugation). It fol-
lows that if TN(f ) is invertible, then
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r
(N)
jj =
(
det PjTN(f¯ )TN(f )Pj
det Pj−1TN(f¯ )TN(f )Pj−1
)1/2
, (1)
where Pj is the projection given by (Pjx)k = xk for 1  k  j and (Pjx)k = 0
otherwise. It is well known (see, e.g., [5]) that
TN(f¯ )TN(f ) = TN(|f |2) + KN + LN, (2)
where KN and LN are zero outside the upper-left m × m and lower-right n × n
blocks, respectively. Moreover, KN = PNKPN with K = T (f¯ )T (f ) − T (|f |2).
Now let j  N − n. Then PjTN(f¯ )TN(f )Pj = Tj (|f |2) + PjKPj , and hence (1)
shows that r(N)jj is independent of N for j  N − n. Thus, if we define rjj > 0 by
r2jj =
det
(
Tj (|f |2) + PjKPj
)
det
(
Tj−1(|f |2) + Pj−1KPj−1
) , (3)
then r(N)jj = rjj for 1  j  N − n.
Let S be the counter-clockwise oriented unit circle in the plane. The set f (S) is
a naturally oriented smooth closed curve in the plane. If this curve does not pass
through the origin, we denote by wind f its winding number about the origin.
Theorem 1. If 0 /∈ f (S) and wind f  0, then
lim
j→∞ rjj = exp
(
1
2
∫ 
−
log |f (eiθ )| dθ
)
. (4)
Proof. Since |f |2 > 0 on S, the matrices Tj (|f |2) are invertible for j  1 (see [4]),
the matrix T (|f |2) defines an invertible operator on 2 and Tj (|f |2)−1Pj converges
strongly to T (|f |2)−1 on 2 (see [1,3]). Taking into account that K is a trace class
operator, we therefore obtain that
lim
j→∞
det
(
Tj (|f |2) + PjKPj
)
det
(
Tj (|f |2)
) = lim
j→∞ det
(
I + Tj (|f |2)−1PjKPj
)
= det (I + T (|f |2)−1K) (5)
(see [1, Lemma 5.3] or [5]). We have I + T (|f |2)−1K = T (|f |2)−1T (f¯ )T (f ). As
wind f  0, the operator T (f ) is left-invertible (see [1] or [3]). This implies that
T (f¯ )T (f ) and hence also I + T (|f |2)−1K are invertible. Consequently, the limit
(5) is nonzero. This allows us to insert formula (5) in (3), which gives
lim
j→∞ r
2
jj = lim
j→∞
det Tj (|f |2)
det Tj−1(|f |2) . (6)
By Szegö’s first limit theorem (for which see, e.g., [1,3,4]), the limit (6) equals the
square of the right-hand side of (4). This completes the proof. 
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Theorem 1 identifies the limit of r(N)jj as j → ∞ and j  N − n. The following
theorem concerns this limit for j > N − n and is in particular applicable to r(N)NN .
Theorem 2. If 0 /∈ f (S) and wind f = 0, then
lim
N→∞ r
(N)
N−k,N−k = exp
(
1
2
∫ 
−
log |f (eiθ )| dθ
)
(7)
for each fixed k satisfying 0  k  n − 1.
Proof. Put CN−k = TN−k(|f |2) + PN−kKPN−k . From (5) we know that
det CN−k
det TN−k(|f |2) → det
(
I + T (|f |2)−1K) /= 0. (8)
Let Wj be Pj followed by reversal of coordinates and define g˜ by g˜(t) = g(1/t) for
t ∈ S. With this notation, the LN in (2) is LN = WNLWN with
L = T ( ˜¯f )T (f˜ ) − T (|f˜ |2). (9)
Now define χk by χk(t) = tk for t ∈ S. We have
PN−kTN(f¯ )TN(f )PN−k = CN−k + PN−kWNLWNPN−k
= CN−k + WN−kT (χ−k)LT (χk)WN−k,
and hence
det PN−kTN(f¯ )TN(f )PN−k
det CN−k
= det (I + C−1N−kWN−kT (χ−k)LT (χk)WN−k)
= det (I + (WN−kCN−kWN−k)−1T (χ−k)LT (χk)). (10)
Since (WN−kCN−kWN−k)−1PN−k converges strongly to T (|f˜ |2)−1, the determ-
inant (10) converges to det (I + T (|f˜ |2)−1T (χ−k)LT (χk)). Inserting (9) into this
determinant, we see that the limit of (10) is
det T (χ−k)T ˜¯(f )T (f˜ )T (χk). (11)
Since T (f˜ )T (χk) is left-invertible, the operator in the determinant (11) is invertible.
Thus, the determinant (11) is nonzero and we get
det PN−kTN(f¯ )TN(f )PN−k
det CN−k
→ det T (χ−k)T ˜¯(f )T (f˜ )T (χk) /= 0. (12)
Multiplication of (8) and (12) gives
det PN−kTN(f¯ )TN(f )PN−k
det TN−k(|f |2) → constant /= 0.
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The same is true with k replaced by k + 1 (we may employ Theorem 1 for k =
n − 1). From (1) and the first Szegö limit theorem we therefore obtain (7), which
completes the proof. 
Notice that the proof of Theorem 2 uses the left-invertibility of both T (f ) and
T (f˜ ) and that, consequently, it does only work for wind f = 0.
Remarks
1. We notice that the quantity in the right-hand side of (4) is exactly the Mahler’s
measure of the polynomial R(z) = zmf (z). That is
exp
(
1
2
∫ 
−
log |f (eiθ )| dθ
)
= |an| ·
n+m∏
i=1
max{1, |λi |},
where λi , i = 1, . . . , n + m, are the roots of the polynomial R.
2. In [2], we investigated the asymptotic behaviors of the entries of all the diagonal
of the R factor when the banded Toeplitz matrices are Hessenberg. However, the
techniques used are not applicable to general banded Toeplitz matrices.
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