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Abstract
The feedback equivalence classes of matrix pairs (A+KC,B +KW) obtained by output
injection of matrix K on a system (A,B,C,W) are completely characterized working on
arbitrary fields. Some related problems are also solved.
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1. Introduction
Let F be an arbitrary field. In this paper we deal with the following problem:
Problem 1.1. Let (A,B,C,W) ∈ Fn×n × Fn×m × Fp×n × Fp×m. Characterize the
possible feedback equivalence classes of (A+KC,B +KW) when K runs over
Fn×p.
Notice that this problem is equivalent by duality to the one about the possible
feedback equivalent classes of
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A+ BF
C +WF
]
for every choice of F ∈ Fm×n.
Problem 1.1 has already been solved when F is an infinite field (actually for fields
with enough number of elements) in [4]. The technique used there cannot be applied
to deal with arbitrary fields. In that case only partially results are known: Loiseau
[15] gave a solution for systems over the real numbers having only infinite elemen-
tary divisors, but his proofs work as well for systems on arbitrary fields. Roca and
Zaballa [22] solved it for systems over arbitrary fields having only finite and infinite
elementary divisors. In this paper the solution to the general case is obtained.
Our proofs are strongly based on the Kronecker canonical form of a singular
matrix pencil (see for example [9,11]). Although most of the proofs of the reduction
of a matrix pencil to Kronecker canonical form require a field with enough number of
elements (for example to be infinite), in [5] this reduction is made with no restriction
on the field.
The paper is organized as follows: in Section 2 we present the notations and aux-
iliary results to be used along the paper. In Section 3 a slight reduction of Problem
1.1 is obtained. In Section 4 we solve the problem when the system has column
minimal indices and infinite elementary divisors. In Section 5 we deal with systems
having column minimal indices and finite and infinite elementary divisors. In Section
6 the general case will be studied. As shown in [4], Problem 1.1 is closely related
to the one about the possible feedback equivalence classes that can be attained by
completing a matrix quadruple to obtain a matrix pair. We will study this question in
the last section (Section 7).
2. Notations and auxiliary results
We start by recalling the concept of feedback-injection equivalence of matrix
quadruples: Two matrix quadruples (A1, B1, C1,W1), (A2, B2, C2,W2) ∈ Fn×n ×
Fn×m × Fp×n × Fp×m are said to be feedback-injection equivalent if there are matri-
ces P ∈ Fn×n, T ∈ Fp×p, Q ∈ Fm×m, R ∈ Fn×p and S ∈ Fm×n such that P , T and
Q are invertible and[
P R
0 T
] [
A1 B1
C1 W1
] [
P−1 0
S Q
]
=
[
A2 B2
C2 W2
]
. (1)
The feedback-injection equivalence of matrix quadruples has been studied by sev-
eral authors. Significative papers are [17,19,23] where canonical forms and complete
systems of invariants are exhibited. Actually, as shown in [23], these can be obtained
from the Kronecker canonical form of the pencil
H(λ) =
[
λIn − A −B
−C −W
]
,
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to be called from now on the characteristic (singular) pencil associated to system
(or quadruple) (A,B,C,W).
A complete system of invariants for the feedback-injection equivalence of matrix
quadruples is given by the so-called (see [9,11]) invariant factors, column and row
minimal indices and infinite elementary divisors of their characteristic singular pen-
cil. Or, using the terminology of [14,19], the I1, I2, I3, I4 Morse’s lists, respectively.
We will refer to all of them as a whole as the Kronecker invariants of (A,B,C,W).
Notice that given (A,B,C,W) and its characteristic pencil H(λ), some (perhaps
all) invariant factors of H(λ) may be trivial (i.e. equal to 1). If γ1 | · · · | γh are
its nontrivial invariant factors and d(γ1)+ · · · + d(γh) = u then u  h and α1 =
· · · = αu−h = 1, αu−h+1 = γ1, . . . , αu = γh will be said to be the invariant factors
of (A,B,C,W).
If α1 | · · · |αu, e1  · · ·  et > et+1 = · · · = et+v = 1, f1  · · ·  fs > fs+1 =
· · · = fp−t−v = 0, c1  · · ·  cr > cr+1 = · · · = cm−t−v = 0, are the invariant fac-
tors, the exponents of the infinite elementary divisors and the row and column mini-
mal indices of (A,B,C,W) respectively, then it is feedback-injection equivalent to
(Ac, Bc, Cc,Wc) where
[
Ac Bc
Cc Wc
]
=

S 0 0 0 Ê 0 0 0
0 N 0 0 0 0 0 0
0 0 R 0 0 0 0 0
0 0 0 D 0 E 0 0
0 0 Ĝ 0 0 0 0 0
0 0 0 G 0 0 0 0
0 0 0 0 0 0 Iv 0
0 0 0 0 0 0 0 0

(2)
withN ∈ Fu×u being the natural canonical form (or first normal form, see [8]) whose
invariant factors are α1 | · · · |αu and
S = Diag{S1, . . . , Sr}, Si =
[
0 Ici−1
0 0
]
∈ Fci×ci , 1  i  r,
R = Diag{R1, . . . , Rs}, Ri =
[
0 0
Ifi−1 0
]
∈ Ffi×fi , 1  i  s,
D = Diag{D1, . . . , Dt }, Di =
[
0 0
Iei−2 0
]
∈ F(ei−1)×(ei−1), 1  i  t,
Ê = Diag{Ê1, . . . , Êr}, Êi = [0 · · · 0 1]T ∈ Fci×1, 1  i  r,
E = Diag{E1, . . . , Et }, Ei = [1 0 · · · 0]T ∈ F(ei−1)×1, 1  i  t,
Ĝ = Diag{Ĝ1, . . . , Ĝs}, Ĝi = [0 · · · 0 1] ∈ F1×fi , 1  i  s,
G = Diag{G1, . . . ,Gt }, Gi = [0 · · · 0 1] ∈ F1×(ei−1), 1  i  t.
(Ac, Bc, Cc,Wc) will be said to be the Kronecker canonical form of the quadruple
(A,B,C,W).
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As the sizes of the diagonal blocks of matrix D are ei − 1 we will take in the
sequel ki = ei − 1 and denote the degrees of the infinite elementary divisors by
k1 + 1  · · ·  kt + 1 > kt+1 + 1 = · · · = kt+v + 1 = 1. Again for simplicity we
will assume that [BT WT]T and [C W ] are of full column and row rank, respec-
tively. This means that m = r + t + v and p = s + t + v and the last zero block row
and column of the Kronecker canonical form disappears. Actually we can do this
without loss of generality because the only effect of these zero blocks on the struc-
ture of the matrix pair obtained after output injection is that the last m− r − t − v
controllability indices must be zero.
We will use the following notation all along the paper:
n1 =
s∑
i=1
fi, n2 =
r∑
i=1
ci, n3 =
t∑
i=1
ki,
so that n = n1 + n2 + n3 + u. Very often we will have to work with chains of poly-
nomials of the form α1 | · · · |αp (as usual, ‘ | ’ stands for divisibility). We will under-
stand that α) := 1 whenever ) < 1 and α) := 0 if ) > p.
The homogeneous invariant factors of a given matrix pencil λF +G ∈ F[λ]m×n
are the Smith invariants of its associated homogeneous pencil λF + µG ∈
F[λ,µ]m×n. The relation between the homogeneous invariant factors of λF +G and
its invariant factors and infinite elementary divisors is well known [6]: If α1 | · · · |αu
and e1  · · ·  ev are the invariant factors and the exponents of the infinite elemen-
tary divisors of λF +G then
α˜i = µen−i+1µd(αu−n+i )αu−n+i
(
λ
µ
)
, i = 1, . . . , n,
are the homogeneous invariant factors where αi := 1 for i < 1 and ei = 0 for i > v.
And conversely, if α˜1 | · · · | α˜n are the homogeneous invariant factors of λF +G
then we can always split α˜i as a product
α˜i = µei β˜i ,
where β˜i and µ, are relatively prime. Then the nonzero integers among e1, . . . , en
are the exponents of the infinite elementary divisors and αi = α˜n−u+i (λ, 1) are its
invariant factors.
The main idea behind the solution of Problem 1.1 for infinite fields was developed
in [28]: Let (A,B,C,W) be given with c1  · · ·  cr and f1  · · ·  fs as non-
zero column and row minimal indices, α1 | · · · |αu as invariant factors and k1 + 1 
· · ·  kt + 1 > kt+1 + 1 = · · · = kt+v + 1 = 1 as degrees of the infinite elementary
divisors. By means of a conformal transformation on the characteristic pencil of this
matrix quadruple we can obtain a pencil which is strictly equivalent to the character-
istic pencil of a quadruple (A1, B1, C1,W1) having c1  · · ·  cr and f1  · · ·  fs
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as nonzero column and row minimal indices; if β1 | · · · |βq are its invariant factors
then q = max(t + v, u) and d(βi) = d(αu−q+i )+ kq−i+1 + 1 (ki = −1, i > t + v)
and it does not have infinite elementary divisors (hence W1 = 0). It turns out that for
each K such that (A+KC,B +KW) is in a prescribed feedback equivalence class
there is K1 such that (A1 +K1C1, B1) is in the same prescribed feedback equiva-
lence class, and conversely. Due to the already known results the latter problem is
much easier to deal with than the former one. When F is an arbitrary field we may
not have a conformal transformation to perform, but still we would like to have the
possibility of a similar reduction. This is our goal and the homogeneous invariant
factors will play an important role in this project.
For pairs of matrices the feedback-injection relation reduces to the feedback equiv-
alence relation: (A1, B1), (A2, B2) ∈ Fn×n × Fn×m are said to be feedback equiva-
lent it there are matrices P ∈ Fn×n, Q ∈ Fm×m and L ∈ Fm×n, P and Q invertible
such that
P [A1 B1]
[
P−1 0
L Q
]
= [A2 B2],
and the canonical form (2) reduces to the Brunovsky canonical form (S, [E 0]).
If L = 0 and Q = Im then (A1, B1) and (A2, B2) are said to be similar or system
similar.
For notational convenience we will denote a pair either by (A,B) or [A B].
Taking into account that the characteristic singular pencil of a matrix pair
(A,B) ∈ Fn×n × Fn×m, [λIn − A B], has neither row minimal indices nor infinite
elementary divisors, a complete system of invariants for the feedback equivalence
relation reduces to the column minimal indices (also called controllability indices)
and the invariant factors. If γ1 | · · · | γn are monic polynomials and l1  l2  · · · 
lm are nonnegative integers such that
∑n
i=1 d(γi)+
∑m
i=1 li = n, then a feedback
equivalence class is completely determined and will be denoted by (γ, l). In other
words, saying that (A,B) ∈ (γ, l) will mean that γ1, . . . , γn are the invariant fac-
tors and l1, . . . , lm the column minimal indices respectively of the associated pencil
[λI − A,−B]. It will also be equivalent to saying that γ1, . . . , γn are the invariant
factors of (A,B) (even if d(γ1)+ · · · + d(γn) < n) and l1, . . . , lm are its controlla-
bility indices.
A pair (A,B) is said to be controllable if its controllability matrix C(A,B) =
[B AB · · · An−1B] ∈ Fn×nm has full low rank. An alternative characterization of
controllability is that (A,B) is controllable if and only if all its invariant factors
are trivial [20, p. 71 and 165], hence its feedback equivalence invariants reduce to
the controllability indices. We will say that (A,B) ∈ (1, l) if it is controllable and
l1  l2  · · · are its controllability indices.
If a pair (A,B) is not controllable, it can be decomposed into its controllable
and noncontrollable parts by a similarity transformation. Next lemma shows the
result.
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Lemma 2.1 [13]. Let (A,B) ∈ Fn×n × Fn×m be a pair with α1 | · · · |αn as invariant
factors and k1  · · ·  km as controllability indices. Assume that ∑ni=1 d(αi) = p.
Then it is similar to a pair of the form[
A1 A2 B1
0 N 0
]
, (3)
where (A1, B1) ∈ F(n−p)×(n−p) × F(n−p)×m is controllable and has k1  · · ·  km
as controllability indices and the matrix N ∈ Fp×p has the same nontrivial invariant
factors as (A,B), i.e. αn−p+1 | · · · |αn.
Pair (3) is said to be a Kalman decomposition of (A,B).
A given pair (A,C) ∈ Fn×n × Fp×n is observable if (AT, CT) is controllable and
the controllability indices of the latter are the observability indices (or row minimal
indices) of (A,C).
If (A,B) ∈ Fn×n × Fn×m is controllable then we can choose bases of Fn from the
columns of its controllability matrix. If we rearrange the columns of C(A,B) as[
b1, Ab1, . . . , A
n−1b1, b2, Ab2, . . . , An−1b2, . . . , bm,Abm, . . . , An−1bm
]
and choose the first n linearly independent columns from left to right, we obtain a
sequence of linear independent columns{
b1, Ab1, . . . , A
h1−1b1, b2, Ab2, . . . , Ah2−1b2, . . . , bm,Abm, . . . , Ahm−1bm
}
,
which form a basis of Fn. The integers h1, . . . , hm are called the Hermite indices
of (A,B) (see [7,16,24]). Notice that in general they are not ordered and some of
them may be zero. It turns out that the Hermite indices are invariant under system
similarity [13, p. 494]. A canonical form for the similarity of matrix pairs associated
to the Hermite indices is given in the following lemma (see [2,13]). We will only
need the case when the Hermite indices are ordered.
Lemma 2.2. Let (A,B) ∈ Fn×n × Fn×m be controllable pair and h1  · · ·  hp >
0 = hp+1 = · · · = hm its Hermite indices. Then there exists a unique matrix pair
(AH, BH) similar to (A,B) with the following form:
AH = [Aij ]1i,jp, BH = [Bij ]1ip,1jm,
and
Aii =

0 0 · · · 0 xii0
1 0 · · · 0 xii1
0 1 · · · 0 xii2
...
...
.
.
.
...
...
0 0 · · · 1 xiihi−1
 ∈ Fhi×hi , 1  i  p,
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Aij =

0 0 · · · 0 xji0
0 0 · · · 0 xji1
0 0 · · · 0 xji2
...
...
.
.
.
...
...
0 0 · · · 0 xjihi−1
 ∈ Fhi×hj , 1  i < j  p,
Aij = 0 ∈ Fhi×hj , 1  j < i  p,
Bii = [1 0 · · · 0]T ∈ Fhi×1, 1  i  p,
Bij = [0 0 · · · 0]T ∈ Fhi×1, 1  i, j  p, i /= j,
Bij = [xji0 xji1 · · · xjihi−1]T ∈ Fhi×1, 1  i  p, p + 1  j  m.
A matrix pair (AH, BH) with the form exhibited in this lemma is said to be in
Hermite form and if (A,B) is similar to (AH, BH), this pair is said to be the Hermite
form of (A,B). It is clear that any pair (AH, BH) in Hermite form has the sizes of
the diagonal blocks of AH as Hermite indices. Observe that if the Hermite indices
of a controllable pair (AH, BH) are h1  · · ·  hp > hp+1 = · · · = hm = 0, it can
be described as (D +KG,E +KH) where (D,E,G,H) is the system in Kro-
necker form whose only invariants are the infinite elementary divisors of degrees
h1 + 1  · · ·  hp + 1 > hp+1 + 1 = · · · = hm + 1 = 1[
D E
G H
]
=
D E 0G 0 0
0 0 I
 ,
andK = [Kij ]1i<p,1jm,Kij = 0, 1 j < i  p,Kij = [xji0 xji1 · · · xjihi−1]T,
1  i  j  p and 1  i  p, p + 1  j  m. Also, writing K = [K1 Z], we can
describe (AH, BH) as (D +K1G, [E Z]). This is the form we will use later on.
If m = p = 0 relation (1) reduces to A2 = PA1P−1; i.e. to the similarity of
square matrices. A complete system of invariants for this relation is given by the
invariant factors of the polynomial matrix λIn − A, to be called the invariant factors
of A.
We will also need the concept of majorization in the sense of Hardy–Littlewood–
Pólya [12]: Given two sequences (a1, . . . , an), (b1, . . . , bn) ∈ Rn, we will say that
a = (a1, . . . , an) is majorized by b = (b1, . . . , bn) and will write a ≺ b if{∑k
i=1 a(i) 
∑k
i=1 b(i), 1  k  n,∑n
i=1 a(i) =
∑n
i=1 b(i),
where a(1)  · · ·  a(n) and b(1)  · · ·  b(n) are the elements of a and b, respec-
tively, in nonincreasing order.
414 A. Roca, I. Zaballa / Linear Algebra and its Applications 385 (2004) 407–442
As mentioned above, in order to solve our problem we can replace the given
matrix quadruple by any other one in its feedback-injection equivalence class. The
proof of the following lemma is straightforward.
Lemma 2.3. Let (A1, B1, C1,W1), (A2, B2, C2,W2) ∈ Fn×n × Fn×m × Fp×n ×
Fp×m be feedback-injection equivalent matrix quadruples.Let γ1 | · · · | γn benmonic
polynomials and l1  · · ·  lm a sequence of nonnegative integers. There exists a
matrix K1 ∈ Fn×p such that (A1 +K1C1, B1 +K1W1) has γ1, . . . , γn as invariant
factors and l1  · · ·  lm as controllability indices if and only if there is a matrix
K2 ∈ Fn×p such that (A2 +K2C2, B2 +K2W2) has γ1, . . . , γn as invariant factors
and l1  · · ·  lm as controllability indices.
As a consequence we can assume without lost of generality that the given matrix
quadruple is (Ac, Bc, Cc,Wc) as given in (2) (without zero minimal indices).
We include some previous results that we give for completeness and readers’ con-
venience. The first one is the extension to noncontrollable systems of the so-called
Rosenbrock’s Theorem [20] on pole placement:
Lemma 2.4 [26]. Let (A,B) ∈ Fn×n × Fn×m with rank B = r. Let α1 | · · · |αn and
k1  · · ·  kr > kr+1 = · · · = km = 0 be its invariant factors and controllability
indices respectively. Let γ1 | · · · | γn be monic polynomials. Then, there exists a mat-
rix F ∈ Fm×n such that A+ BF has γ1 | · · · | γn as invariant factors if and only if
γi−r |αi | γi, i = 1, . . . , n,
(k1, . . . , kr ) ≺ (d(δr ), . . . , d(δ1)),
where δj = ν
j
1 ···νjn+j
ν
j−1
1 ···νj−1n+j−1
, ν
j
i = lcm(αi−j , γi−r ), i = 1, . . . , n+ j, j = 0, . . . , r and
we agree that αi = γi := 1 for i < 1.
Next lemma states the relationship between the controllability and Hermite indi-
ces of matrix pairs:
Lemma 2.5 [24]. Let k1  · · ·  km and h1  · · ·  hm be nonnegative integers,
and assume that k1 + · · · + km = n. Then there is a controllable pair (A,B) ∈
Fn×n × Fn×m with k1, . . . , km as controllability indices and h1, . . . , hm as Hermite
indices if and only if
(k1, . . . , km) ≺ (h1, . . . , hm).
The following result will also be used.
Lemma 2.6 [29, Lemma 4.3]. Let k1  · · ·  km  0 and h1  · · ·  hm  0 be
two sequences of nonnegative integers. Assume that k1 + · · · + km = h1 + · · · +
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hm = n, and let C ∈ Fn×n be a matrix with invariant factors α1 | · · · |αn such that
d(αi) = hn−i+1 and (hi := 0 for i > m). Then there exists a controllable pair
(A,B) ∈ Fn×n × Fn×m with k1, . . . , km as controllability indices and h1, . . . , hm
as Hermite indices if and only if there exists a matrix Z ∈ Fn×m such that (C,Z) has
k1, . . . , km as controllability indices.
A particular case of Problem 1.1 is equivalent to the one about the characteriza-
tion of the possible feedback equivalence classes that can be attained by appending
linearly independent columns to a given pair. A solution to the latter can be found
in [3] in terms of the Brunovsky indices, i.e. the conjugate partition of the control-
lability indices of a pair (see [3]) and in [18] in terms of the controllability indices
themselves. We will use the second result for the controllable case. A proof of the
equivalence between the two characterizations can be found in [1]. The following
statement can be found in [4].
Lemma 2.7 [4]. Let (A,B) ∈ Fn×n × Fn×m1 and let k1  · · ·  kr > 0 = kr+1 =
· · · = km1 , r = rank B and α1 | · · · |αn be its controllability indices and invari-
ant factors, respectively. Let l1  · · ·  lm1+m2 be nonnegative integers and q =
max{i : li > 0}. Then there exists a matrix Y ∈ Fn×m2 such that l1, . . . , lm1+m2 are
the controllability indices of (A, [B Y ]) if and only if the following conditions hold
m2 + r  q  r,
m1+m2∑
j=1
lj = n, (4)
αi = 1, 1  i  n− (q − r), (5)
li+q−r  ki, 1  i  m1, (6)
hj∑
i=1
li 
hj−j∑
i=1
ki +
n∑
i=n−j+1
d(αi), 1  j  q − r, (7)
where
hj = min{i  j : ki−j+1 < li}.
Remark 2.8. It was shown in [25] that if B = 0 the above conditions reduce to the
following ones:
αi = 1, 1  i  n− q,
and
(l1, . . . , lm2) ≺ (d(αn), . . . , d(αn−q+1)).
416 A. Roca, I. Zaballa / Linear Algebra and its Applications 385 (2004) 407–442
A consequence of the last condition, which will be used throughout the paper, is the
following: If A has p nontrivial invariant factors and (A, Y ) is controllable then rank
Y = max{i : li > 0}  p.
We recall some technical lemmas.
Lemma 2.9 [22, Lemma 4.3]. Let (D,E,G) ∈ Fn×n × Fn×t × Ft×n be a system
in Kronecker form whose only invariants are the infinite elementary divisors with
degrees k1 + 1  · · ·  kt + 1 > 1. Then, for every matrix K ∈ Fn×t there is a mat-
rix K ∈ Fn×t such that the pairs (D +KG,E) and (D +KG,E) are feedback
equivalent and D +KG is block upper triangular with k1, . . . , kt as the sizes of
the diagonal blocks.
Lemma 2.10 [22, Lemma 4.7]. Let (D,E,G) ∈ Fn×n × Fn×t × Ft×n be as in the
previous lemma. Let N ∈ Fq×q and X ∈ Fq×n. Let K1 ∈ Fn×t be a matrix such that
D +K1G is block upper triangular. Then there exist matrices T ∈ Fq×n and K2 ∈
Fq×t such that T E = 0 and X +NT − T (D +K1G) = K2G. That is to say,[
N X 0
0 D +K1G E
]
and
[
N K2G 0
0 D +K1G E
]
are system similar.
Lemma 2.11 [22, Lemma 3.2]. Let (D,E,G) ∈ Fn×n × Fn×t × Ft×n be a system
as in the previous lemmas and let (R, Ĝ) ∈ Fq×q × Fs×q be an observable pair such
that (RT, ĜT) is in Brunovsky canonical form. For every choice of matrices K1 ∈
Fq×s and K2 ∈ Fn×s , there is a matrix T ∈ Fn×q such that GT = 0 and
T (R +K1Ĝ)+K2Ĝ−DT = EF
for some matrix F ∈ Ft×q .
The following lemma is close to the former one, a bit less restrictive.
Lemma 2.12. Let (A,B) ∈ Fp×p × Fp×m be a controllable matrix pair. Let N ∈
Fp×q andX ∈ Fp×q be matrices. Then there exist matrices T ∈ Fp×q and F ∈ Fm×q
such that TN − AT +X = BF.
Proof. Since (A,B) is controllable, there is F1 ∈ Fm×p such that the characteristic
polynomials of A+ BF and N are relatively prime. Then (see for example [8]) the
matrix equation (A+ BF1)T − TN = X is solvable. Put F = F1T . 
Remark 2.13. As a consequence, given a matrix pair of the form[
A1 X B1 Y
0 A2 0 B2
]
∈ F(p+q)×(p+q) × F(p+q)×(m1+m2),
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where (A1, B1) is controllable, it is feedback equivalent to a pair of the form[
A1 0 B1 Y
0 A1 0 B2
]
for some matrix Y .
We will also need the following result. Its proof is immediate.
Lemma 2.14. Given matrices M ∈ Fp×p, H ∈ Fp×v and feedback equivalent pairs
(A1, B1), (A2, B2) ∈ Fq×q × Fq×m, for any of the matricesX ∈ Fp×q andY ∈ Fp×m
there exist a nonsingular matrix Q ∈ Fm×m and a matrix X ∈ Fp×q such that[
M X H Y
0 A1 0 B1
]
and
[
M X H YQ
0 A2 0 B2
]
are feedback equivalent.
The three results which are introduced next are extensions of [29, Lemma 5.4,
Theorems 4.6 and 5.3] respectively. We are not talking about immediate general-
izations, for, although analogous, they require of independent proofs. For extension
reasons, the proofs have to be omitted (see [21]). The first one is a technical lemma.
Lemma 2.15. Let A1 ∈ Fn1×n1 and let (D +KG, [E Z]) ∈ Fn2×n2 × Fn2×m be a
controllable pair in Hermite form with E ∈ Fn2×t and rank E = t. Put n = n1 + n2.
Let l1  · · ·  lm be nonnegative integers and γ1 | · · · | γn monic polynomials such
that
∑n
i=1 d(γi) = p and
∑m
i=1 li + p = n. LetX = K1G ∈ Fn1×n2 , Y ∈ Fn1×(m−t)
such that
[A B] =
[
A1 X 0 Y
0 D +KG E Z
]
∈ (γ, l).
Let ([
A11 A12
0 A22
]
,
[
X1 Y1
0 0
])
be a Kalman decomposition of (A1, [X Y ]). Then, A22 ∈ Fp×p has γn−p+1, . . . , γn
as invariant factors and[
A11 X1 0 Y1
0 D +KG E Z
]
∈ (1, l).
Next result is a generalization of the characterization of the existence of a pair of
matrices when a restriction and the Hermite indices of the quotient are prescribed.
Lemma 2.16. Let A1 ∈ Fn1×n1 be a matrix with α1 | · · · |αn1 as invariant factors.
Let l1  · · ·  lq > lq+1 = · · · = lm = 0, h1  · · ·  ht > ht+1 = · · · = hm = 0
be integers. Let n2 =∑mi=1 hi. Put n = n1 + n2 and let γ1 | · · · | γn be monic poly-
nomials such that
∑n
i=1 d(γi) = p and p +
∑m
i=1 li = n. Then there exist matrices
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X ∈ Fn1×n2 , Y ∈ Fn1×m and a controllable pair (A2, B2) ∈ Fn2×n2 × Fn2×m having
h1, . . . , hm as Hermite indices such that[
A1 X Y
0 A2 B2
]
∈ (γ, l)
if and only if
αi | γn−p+i |αn1−p+i , i = 1, . . . , p,
νi = 1, i = 1, . . . , n1 − p − q,
(l1, . . . , lm) ≺
(
d(νn1−p)+ h1, . . . , d(νn1−p−m+1)+ hm
)
where
νj =
∏p+j
i=1 lcm(γn−p+i−j , αi)∏p+j−1
i=1 lcm(γn−p+i−j+1, αi)
, j = 1, . . . , n1 − p.
In the controllable case the result reduces to
Lemma 2.17. Under the same hypothesis as in the previous lemma, with γi = 1,
i = 1, . . . , n, there exist matrices X ∈ Fn1×n2 , Y ∈ Fn1×m and a controllable pair
(A2, B2) ∈ Fn2×n2 × Fn2×m having h1, . . . , hm as Hermite indices such that[
A1 X Y
0 A2 B2
]
∈ (1, l)
if and only if
αi = 1, i = 1, . . . , n1 − q,
(l1, . . . , lm) ≺
(
d(αn1)+ h1, . . . , d(αn1−m+1)+ hm
)
.
3. Reduction of the problem
Given a system (A,B,C,W) in Kronecker canonical form and a feedback equiv-
alence class (γ, l), assume that there is an output injection K such that (A+
KC,B +KW) ∈ (γ, l). Partitioning K according to the sizes of the diagonal
blocks of A, the action of K on (A,B,C,W) yields to the pair
S 0 K11Ĝ K12G Ê 0 K13
0 N K21Ĝ K22G 0 0 K23
0 0 R +K31Ĝ K32G 0 0 K33
0 0 K41Ĝ D +K42G 0 E K43
 , (8)
where K = [Kij ]1i4, 1j3. As mentioned, we are assuming that the system does
not have zero minimal indices.
First of all we are going to see that the action of K can be slightly reduced.
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Lemma 3.1. Given a system (A,B,C,W) ∈ Fn×n × Fn×m × Fp×n × Fp×m in Kro-
necker canonical form and a feedback equivalence class (γ, l), there is an output
injection
K =

K11 K12 K13
K21 K22 K23
K31 K32 K33
K41 K42 K43
 ∈ Fn×p (9)
such that (A+KC,B +KW) ∈ (γ, l) if and only if there is an output injection
K =

0 K12 K13
K21 K22 K23
K31 K32 K33
0 K42 K43
 ∈ Fn×p (10)
such that (A+KC,B +KW) ∈ (γ, l).
Proof. The sufficiency is obvious. Let us prove the necessity.
Suppose that we have an output injection K as in (9) such that (A+KC,B +
KW) as in (8) belongs to (γ, l). By Lemma 2.11 applied to the system (D,E,G),
the observable pair (R, Ĝ) and the matrices K31 and K41, there is a matrix T ∈
Fn3×n1 such that GT = 0 and
T (R +K31Ĝ)+K41Ĝ−DT = EF1
for some matrix F1 ∈ Ft×n1 . Thus (A+KG,B +KW) is feedback equivalent to
S 0 K11Ĝ K12G Ê 0 K13
0 N K21Ĝ K22G 0 0 K23
0 0 R +K31Ĝ K32G 0 0 K33
0 0 0 D +K42G 0 E K43
 ,
where K42 = K42 + TK32 and K43 = K43 + TK33.
Let us consider now the subpair[
S K11Ĝ Ê
0 R +K31Ĝ 0
]
.
As (S, Ê) is controllable, Lemma 2.12 allows us to find matrices F2 ∈ Fr×n1 and
Y ∈ Fn2×n1 such that
Y (R +K31Ĝ)− SY +K11Ĝ = ÊF2.
Then, (A+KC,B +KW) is feedback equivalent to
S 0 0 K12G Ê 0 K13
0 N K21Ĝ K22G 0 0 K23
0 0 R +K31Ĝ K32G 0 0 K33
0 0 0 D +K42G 0 E K43
 (11)
with K12 = K12 + YK32 and K13 = K13 + YK33. 
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Next result shows that there is no loss of generality if the nondiagonal blocks in
the fourth column block of (11) have not any special structure and the block matrix
in position (4, 4) is upper triangular.
Lemma 3.2. Let (A,B,C,W) ∈ Fn×n × Fn×m × Fp×n × Fp×m be a system in Kro-
necker canonical form. Let k1 + 1  · · ·  kt + 1 > kt+1 + 1 = · · · = kt+v + 1 =
1 be the degrees of its infinite elementary divisors and let(γ, l) be a feedback equiv-
alence class. Then there is an output injection matrix K such that (A+KC,B +
KW) ∈ (γ, l) if and only if there exist matrices X ∈ Fn2×n3 , Y1 ∈ Fu×n3 , Y2 ∈
Fn1×n3 , Z1 ∈ Fn2×v, Z2 ∈ Fu×v, Z3 ∈ Fn1×v, Z4 ∈ Fn3×v, K1 ∈ Fu×s , K2 ∈ Fn1×s ,
K3 ∈ Fn3×t such that
S 0 0 X Ê 0 Z1
0 N K1Ĝ Y1 0 0 Z2
0 0 R +K2Ĝ Y2 0 0 Z3
0 0 0 D +K3G 0 E Z4
 ∈ (γ, l), (12)
where (D +K3G, [E Z4]) is in Hermite form with k1, . . . , kt+v as Hermite indices.
Proof. To prove the necessity we can use the previous lemma and assume that there
is a matrix K as in (10) such that
S 0 0 K12G Ê 0 K13
0 N K21Ĝ K22G 0 0 K23
0 0 R +K31Ĝ K32G 0 0 K33
0 0 0 D +K42G 0 E K43
 ∈ (γ, l). (13)
By Lemma 2.9, pair (D +K42G,E) is feedback equivalent to a pair (D +K3G,E)
where D +K3G is block upper triangular, keeping the sizes of the diagonal blocks
of the former one. Then the pair in (13) is feedback equivalent to a pair as in (12).
Let us prove the sufficiency. Assume that there exist matrices X, Y1, Y2, Z1, Z2,
Z3, Z4, K1, K2, K3, such that condition (12) holds. We must transform this pair
in such a way that matrices X, Y1 and Y2 lead to some others coming from output
injection transformations.
By Lemma 2.10 there is a matrix T1 ∈ Fn2×n3 such that T1E = 0 andX − T1(D +
K3G)+ ST1 = K12G for some matrix K12 ∈ Fn3×t . Adding −T1 times the fourth
block row of the pair in (12) to the first one and T1 times the first block column to
the fourth one, we obtain
S 0 0 K12G Ê 0 Z1
0 N K1Ĝ Y1 0 0 Z2
0 0 R +K2Ĝ Y2 0 0 Z3
0 0 0 D +K3G 0 E Z4
 ∈ (γ, l) (14)
for Z1 = Z1 + T Z4.
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In a similar way, we can find matrices T2 ∈ Fn1×n3 and T3 ∈ Fu×n3 such that
T2E = 0, T3E = 0, and the equations
Y2 − T2(D +K3G)+ (R +K2Ĝ)T2 = K32G,
and
Y1 +K1ĜT2 − T3(D +K3G)+NT3 = K22G
are satisfied for some matrices K32 ∈ Fn1×t and K22 ∈ Fu×t . Then, using the matri-
ces T2 and T3 and performing similarity transformations as in the previous case, the
pair in (14) is feedback equivalent to a pair of the desired form. 
4. System with column minimal indices and infinite elementary divisors
In this section we deal with systems having only column minimal indices and
infinite elementary divisors. Hence, the Kronecker canonical form of (A,B,C,W)
is 
S 0 Ê 0 0
0 D 0 E 0
0 G 0 0 0
0 0 0 0 Iv
 . (15)
According to the previous section, (A+KC,B +KW) ∈ (γ, l) for some matrix
K if and only if there are matrices X, K , Z1 and Z2 such that[
S X Ê 0 Z1
0 D +KG 0 E Z2
]
∈ (γ, l) (16)
with (D +KG, [E Z2]) being in Hermite form with k1, . . . , kt+v as Hermite indi-
ces.
Notice that the pair in (16) is always controllable for any choice of X, K , Z1 and
Z2 and so (γ, l) is (1, l). We prove first that Problem 1.1 reduces to the one about
determining the possible controllability indices of pairs (A, [B Y ]) when (A,B) is
given and Y can be freely chosen.
Lemma 4.1. Let (A,B,C,W) be a system whose only Kronecker invariants are
the column minimal indices c1  · · ·  cr > 0 and the infinite elementary divisors
of degrees k1 + 1  · · ·  kt + 1 > kt+1 + 1 = · · · = kt+v + 1 = 1. Let l1  · · · 
lr+t+v be nonnegative integers,
∑r+t+v
i=1 li = n and q = max{i : li > 0}. Assume
that the Kronecker canonical form of (A,B,C,W) is the quadruple (15). Then there
is a matrix K ∈ Fn×p such that (A+KC,B +KW) ∈ (1, l) if and only if there
are matrices Y1 ∈ Fn2×(t+v), Y2 ∈ Fn3×(t+v) such that[
S 0 Ê Y1
0 D 0 Y2
]
∈ (1, l). (17)
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Proof. We can suppose (A,B,C,W) to be in Kronecker canonical form. Our aim
is to prove that there are matrices X, K , Z1 and Z2 such that the pair in (16) is in
(1, l) if and only if there are matrices Y1, Y2 such that (17) holds.
Observe that matrix D is block diagonal and its blocks are companion matrices of
the polynomials λki , i = 1, . . . , t . If δ1, . . . , δn3 are its invariant factors, then δi = 1,
i = 1, . . . , n3 − t and d(δn3−i+1) = ki > 0, i = 1, . . . , t .
Assume that there exist matrices X, K , Z1 and Z2 such that the pair in (16)
is in (1, l). Pair (D +KG, [E Z2]) in (16) is controllable in Hermite form with
k1, . . . , kt , 0, (v). . ., 0 as Hermite indices. By Lemma 2.6, there exists Y2 = [Y21 Y22] ∈
Fn3×(t+v) such that (D, Y2) is feedback equivalent to (D +KG, [E Z2]). Applying
Lemma 2.14, there exists matrices X and Y 1 = [Y11 Y12] such that[
S X Ê Y11 Y12
0 D 0 Y21 Y22
]
∈ (1, l).
Finally, by Remark 2.13 this pair is feedback equivalent to[
S 0 Ê Y1
0 D 0 Y2
]
for some matrix Y1 ∈ Fn2×(t+v).
Conversely, assume that there exist Y1, Y2 such that (17) holds. The pair (D, Y2)
must be controllable, otherwise the pair in (17) would not be either. By Lemma 2.6,
the pair (D, Y2) is feedback equivalent to a controllable pair with k1, . . . , kt , 0, (v). . ., 0
as Hermite indices. Let (D +KG, [E Z2]) be the Hermite form of this pair for
some matrices K and Z2 (Lemma 2.2). Thus, (D, Y2) is feedback equivalent to (D +
KG, [E Z2]). From Lemma 2.14 there exist matrices X1, Y 1 and Z1 such that the
pair in (17) is feedback equivalent to[
S X1 Ê Y 1 Z˜1
0 D +KG 0 E Z2
]
.
AsE is of full column rank, there is V ∈ Fn2×n3 so that VE = Y 1 and then the above
pair is feedback equivalent to[
S X Ê 0 Z1
0 D +KG 0 E Z2
]
with X = X1 − V (D +KG)+ SV and Z1 = Z1 − VZ2, as desired. 
As a consequence, if (A,B,C,W) has neither row minimal indices nor invariant
factors our problem reduces to the one about characterizing the feedback invariants
of a pair obtained by appending columns to the input matrix of another one. The
solution to this problem is in Lemma 2.7. Hence, we obtain the following result.
Theorem 4.2. Let (A,B,C,W) be a system with c1  · · ·  cr > 0 as column min-
imal indices, k1 + 1  · · ·  kt + 1 > kt+1 + 1 = · · · = kt+v + 1 = 1 as degrees
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of its infinite elementary divisors, with neither row minimal indices nor nontrivial
invariant factors. Let l1  · · ·  lr+t+v be nonnegative integers and q = max{i :
li > 0}. Then there exists a matrix K such that (A+KC,B +KW) ∈ (1, l) if
and only if
r + t + v  q  r + t, (18)
r+t+v∑
i=1
li = n, (19)
li+q−r  ci, i = 1, . . . , r, (20)
hj∑
i=1
li 
hj−j∑
i=1
ci +
j∑
i=1
ki, (21)
hj = min{i  j : ci−j+1 < li}, j = 1, . . . , q − r.
Proof. Since we can assume that (A,B,C,W) is in Kronecker canonical form, by
the previous lemma we have to prove that conditions (18)–(21) are necessary and
sufficient for the existence of matrices Y1 ∈ Fn2×(t+v), Y2 ∈ Fn3×(t+v) such that[
S 0 Ê Y1
0 D 0 Y2
]
∈ (1, l). (22)
On one hand, if there exist matrices Y1 and Y2 such that (22) holds, as the pair
is controllable, by Remark 2.8 we have that q  r + t for r + t is the number of
nontrivial invariant factors of Diag (S,D). Therefore, by the previous lemma and
Lemma 2.7 conditions (18)–(21) are satisfied.
Conversely, let µ1, . . . , µn be the invariant factors of the pair[
S 0 Ê
0 D 0
]
.
Then µi = 1, i = 1, . . . , n− t and µn−i+1 = λki , i = 1, . . . , t for D is in the first
natural canonical form. As q  r + t , we have that µi = 1, i = 1, . . . , n− (q − r).
Hence, from conditions (18)–(21), the previous lemma and Lemma 2.7, the conclu-
sion follows. 
Remark 4.3. The homogeneous invariant factors of the systems under consideration
in this section are
α˜i = µkn+t+v−i+1+1, i = 1, . . . , n+ t + v,
where, as usual, ki + 1 = 0 if i > t + v or, what is the same, α˜i = 1 for i  n. Thus,
condition (21) is equivalent to
hj∑
i=1
li 
hj−j∑
i=1
ci +
n+t+v∑
i=n+t+v−j+1
[d(α˜i)− 1], j = 1, . . . , q − r.
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5. System with column minimal indices and finite and infinite structure
It would be desirable to obtain a similar result to that of Lemma 4.1 for general
systems. We do not know if it is always possible, but this idea leads the solution we
provide to the general case.
If system (A,B,C,W) has no row minimal indices then its Kronecker canonical
form has the following form:
S 0 0 Ê 0 0
0 N 0 0 0 0
0 0 D 0 E 0
0 0 G 0 0 0
0 0 0 0 0 Iv
 (23)
and, according to Section 3, we aim to characterize the possible feedback invariants
of a pair with the formS 0 X Ê 0 Z10 N Y 0 0 Z2
0 0 D +KG 0 E Z3
 (24)
for any choice of matrices X, Y , K , Z1, Z2 and Z3, being (D +KG, [E Z3]) a pair
in Hermite form.
We split the study of this problem into two cases depending on the controllability
of the pair (A+KC,B +KW) (or equivalently, the pair in (24)). Suppose first that
(A+KC,B +KW) is controllable. In this case we will make use of Lemma 2.17.
Next lemma is analogous to Lemma 4.1.
Lemma 5.1. Let (A,B,C,W) be a system without row minimal indices and let
α1 | · · · |αu and k1 + 1  · · ·  kt + 1 > kt+1 + 1 = · · · = kt+v + 1 = 1 be its
invariant factors and the degrees of the infinite elementary divisors respectively
and let (23) be its Kronecker canonical form. Let l1  · · ·  lr+t+v be nonnega-
tive integers such that
∑r+t+v
i=1 li = n and q = max{i : li > 0}. Then there exists a
matrix K such that (A+KC,B +KW) ∈ (1, l) if and only if there exist matrices
Y1 ∈ Fn2×(t+v), Y2 ∈ F(u+n3)×(t+v) such that[
S 0 Ê Y1
0 D˜ 0 Y2
]
∈ (1, l), (25)
where D˜ ∈ F(u+n3)×(u+n3) is a matrix whose invariant factors are α1−n3λku+n3 | · · · |
αu−t λkt+1 |αu−t+1λkt | · · · |αuλk1 (ki = 0 if i > t).
Proof. Assume first that (A+KC,B +KW) ∈ (1, l) for some matrix K . As we
can also assume that (A,B,C,W) is in Kronecker canonical form, there are matrices
X, Y , K , Z1, Z2 and Z3 such that the pair in (24) is in (1, l). Then[
N Y 0 Z2
0 D +KG E Z3
]
(26)
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is controllable (otherwise the pair in (24) would not be either). Let m1  · · · 
mt+v  0 be its controllability indices and q ′ = max{i : mi > 0}. As (D +KC,
[E Z3]) is controllable with k1, . . . , kt , 0, (v). . ., 0 as Hermite indices, by Lemma 2.17
we have that αi = 1, i = 1, . . . , u− q ′ and
(m1, . . . , mt+v) ≺
(
d(αu)+ k1, . . . , d(αu−(t+v)+1)+ kt+v
)
.
By Lemma 2.5 there exists a matrix pair feedback equivalent to (26) with d(αu)+
k1, . . . , d(αu−(t+v)+1)+ kt+v as Hermite indices. Let D˜ be as in the hypothesis.
As d(α1)+ · · · + d(αu) = u we conclude that the size of D˜ is u+ n3 (recall that
k1 + · · · + kt = n3 and ki = 0 para i > t). By Lemma 2.6 there is a matrix Y2 ∈
F(u+n3)×(t+v) such that (D˜, Y2) ∈ (1, m). That is to say, (D˜, Y2) and pair (26) are
feedback equivalent. Now, by Lemma 2.14 there exist matrices X ∈ Fn2×(u+n3) and
Y˜1 ∈ Fn2×(t+v) such that[
S X Ê Y 1
0 D˜ 0 Y2
]
∈ (1, l).
Moreover, by Remark 2.13, this pair is feedback equivalent to[
S 0 Ê Y1
0 D˜ 0 Y2
]
∈ (1, l)
for some matrix Y1 as desired.
Conversely, suppose that there exist matrices Y1 and Y2 such that (25) holds. As
above, the pair (D˜, Y2) is controllable. Let m1  · · ·  mt+v  0 be its controlla-
bility indices and q ′ = max{i : mi > 0}. Taking into account Remark 2.8, we have
that
(m1, . . . , mt+v) ≺
(
d(αu)+ k1, . . . , d(αu−(t+v)+1)+ kt+v
)
.
Then, the amount of nontrivial invariant factors of D˜ is at most q ′. By Lemma 2.17,
there exist matrices Y , Z and a controllable pair (A2, B2) having k1, . . . , kt+v as
Hermite indices, such that[
N Y Z
0 A2 B2
]
∈ (1, m)
Let (D +KG, [E Z3]) be the Hermite form of (A2, B2) for some matrices K and
Z3. As (A2, B2) and (D +KG, [E Z3]) are similar, by Lemma 2.14 there exists Y
such that[
N Y Z21 Z22
0 D +KG E Z3
]
∈ (1, m)
and Z = [Z21 Z22]. Since this pair and (D˜, Y2) are feedback equivalent, applying
again Lemma 2.14, the pair in (25) is feedback equivalent toS X1 X2 Ê Z11 Z120 N Y 0 Z21 Z22
0 0 D +KG 0 E Z3

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for some matrices X1, X2, Z11 and Z12. As E is of full column rank, Z11 and
Z21 can be reduced to zero by similarity transformations. Finally, by Remark 2.13,
performing appropriate transformations, matrix X1 can also be reduced to zero and
the result follows. 
The proof of the following theorem is an immediate consequence of the previous
result and Lemma 2.7.
Theorem 5.2. Let (A,B,C,W) be a system with c1  · · ·  cr > 0, α1 | · · · |αu
and k1 + 1  · · ·  kt + 1 > kt+1 + 1 = · · · = kt+v + 1 = 1 as column minimal in-
dices, invariant factors and degrees of the infinite elementary divisors, respectively.
Let l1  · · ·  lr+t+v be nonnegative integers and q = max{i : li > 0}. Then there
exists a matrix K ∈ Fp×n such that (A+KC,B +KW) ∈ (1, l) if and only if
r + t + v  q  r + t, (27)
r+t+v∑
i=1
li = n, (28)
αi = 1, i = 1, . . . , u− (q − r), (29)
li+q−r  ci, i = 1, . . . , r, (30)
hj∑
i=1
li 
hj−j∑
i=1
ci +
j∑
i=1
(d(αu−i+1)+ ki), (31)
hj = min{i  j : ci−j+1 < li}, j = 1, . . . , q − r.
Proof. Let (A,B,C,W) be a system in Kronecker canonical form. By the former
lemma (A+KC,B +KW) ∈ (1, l) for some matrix K ∈ Fn×p if and only if
there exist matrices Y1 and Y2 such that[
S 0 Ê Y1
0 D˜ 0 Y2
]
∈ (1, l),
where D˜ is defined as in the previous lemma. Notice that the number of nontrivial
invariant factors of the state matrix of this pair is at least r + t and by Remark 2.8,
q  r + t . Let us consider the pair[
S 0 Ê
0 D˜ 0
]
(32)
and let µ1 | · · · |µn be its invariant factors. Observe that µn−i+1 = αu−i+1λki , i =
1, . . . , n (αi = 1 for i > u and ki = 0 for i > t).
By Lemma 2.7, conditions (27), (28) and (30) hold. Moreover, condition (5) of
Lemma 2.7 means that the amount of nontrivial invariant factors of the pair is, at
most, q − r; i.e.µi = 1, i = 1, . . . , n− (q − r). Then,µn−(q−r) = αu−(q−r)λq−r =
1 and αi = 1, i = 1, . . . , u− (q − r) and condition (29) is satisfied.
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Finally, in this case condition (7) is
hj∑
i=1
li 
hj−j∑
i=1
ci +
j∑
i=1
d(µn−i+1)
with hj = min{i  j : ci−j+1 < li}, j = 1, . . . , q − r which is in fact (31) and the
result follows.
Conversely, assume that conditions (27)–(31) are satisfied. From (29) the number
of nontrivial invariant factors of (32) is, at most, q − r . The result follows from
Lemmas 5.1 and 2.7. 
Remark 5.3. Conditions (29) and (31) can be stated in terms of the homogeneous
invariant factors of (A,B,C,W). Denote them by
α˜n+t+v−i+1 = µki+1µd(αu−i+1)αu−i+1
(
λ
µ
)
, i = 1, . . . , n+ t + v.
Thus conditions (29) and (31) are respectively equivalent to
α˜n+t+v−i+1 = µki+1, i > q − r,
(recall that ki + 1 = 0 for i > t + v) and
hj∑
i=1
li 
hj−j∑
i=1
ci +
n+t+v∑
i=n+t+v−j+1
[d(α˜i)− 1], j = 1, . . . , q − r.
The noncontrollable case is more involved. We will make use of Lemmas 2.15
and 2.16. From Lemma 2.15 we derive the following result.
Lemma 5.4. Let (A,B,C,W) be a system as in Lemma 5.1. Let (23) be its Kro-
necker canonical form. Let l1  · · ·  lr+t+v be nonnegative integers, q = max{i :
li > 0} and γ1 | · · · | γn monic polynomials, p =∑ni=1 d(γi), such that∑r+t+vi=1 li +
p = n. Then there exists a matrix K such that (A+KC,B +KW) ∈ (γ, l) if and
only if
γi |αi−(n2+n3) | γi+q−r , i = 1, . . . , n, (33)
and there exist matrices Y1 ∈ Fn2×t and Y2 ∈ F(u−p+n3)×t such that[
S 0 Ê Y1
0 D˜ 0 Y2
]
∈ (1, l), (34)
where D˜ ∈ F(u−p+n3)×(u−p+n3) is a matrix having σq−r−i+1λki , i = 1, . . . , u− p +
n3 (σi = 1 for i > q − r and ki = 0 for i > t) as possibly nontrivial invariant fac-
tors with
σj =
∏n+j
i=1 lcm(γi−j , αi−(n2+n3)−(q−r))∏n+j−1
i=1 lcm(γi−j+1, αi−(n2+n3)−(q−r))
, j = 1, . . . , q − r.
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Remark. Notice that due to condition (33) all σj , j = 1, . . . , q − r are polynomials
and satisfy σ1 | · · · | σq−r (see [10]). As∑q−ri=1 d(σi) =∑ui=1 d(αi)−∑ni=1 d(γi) =
u− p, the matrix D˜ is well defined.
Proof. The existence of a matrix K such that (A+KC,B +KW) ∈ (γ, l) is
equivalent to the existence of matrices X, Y , K , Z1, Z2 and Z3 such that pair (24)
belongs to (γ, l). As (S, Ê) is controllable, the nontrivial invariant factors of pair
(24) are those of[
N Y 0 Z2
0 D +KG E Z3
]
(35)
and are γn2+i , i = 1, . . . , u+ n3. Let m1  · · ·  mt+v = 0 and q ′ = max{i : mi >
0} be its controllability indices. Notice that q − r  q ′ because q =
rank
[
Ê 0 Z1
0 0 Z2
0 E Z3
]
, r = rank Ê and q ′ = rank
[
0
E
Z2
Z3
]
. As (D +KG, [E Z3])
has k1, . . . , kt+v as Hermite indices, by Lemma 2.16, conditions
αi | γn−p+i |αi+u−p, i = 1, . . . , p, (36)
νi = 1, i = 1, . . . , u− p − q ′, (37)
(m1, . . . , mt+v) ≺
(
d(νu−p)+ k1, . . . , d(νu−p−(t+v)+1)+ kt+v
)
, (38)
hold with
νj =
∏p+j
i=1 lcm(γn−p+i−j , αi)∏p+j−1
i=1 lcm(γn−p+i−j+1, αi)
, j = 1, . . . , u− p.
Condition (36) is equivalent to
γi |αi−(n−u) | γi+u−p, i = 1, . . . , n.
We claim that
γi |αi−(n−u) | γi+q−r , i = 1, . . . , n. (39)
This is clear if u− p  q − r . If u− p > q − r , as q ′  q − r , condition (37) im-
plies that νi = 1, i = 1, . . . , u− p − (q − r). Then
ν1 · · · νu−p−(q−r) =
∏u−(q−r)
i=1 lcm(γn−p+i−(u−p−(q−r)), αi)∏p
i=1 lcm(γn−p+i , αi)
.
Therefore,
1 =
u−p−(q−r)∏
i=1
αi
∏p
i=1 lcm(γn−p+i , αi+u−p−(q−r))∏p
i=1 γn−p+i
,
what implies that αi = 1, i = 1, . . . , u− p − (q − r) and αi+u−p−(q−r) | γn−p+i ,
i = 1, . . . , p. These two conditions can be summarized as
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αi | γn−u+q−r+i , i = 1, . . . , u− (q − r).
Hence,αi−(n−u) | γi+q−r , i = 1, . . . , n− q + r what implies (39). Now we can define
σj , j = 1, . . . , q − r as in the hypothesis satisfyingσ1 | · · · | σq−r and∑q−ri=1 d(σi) =
u− p. Then, σi = 1, i = 1, . . . , q − r − (u− p) and
σq−r−(u−p)+j = νj , j = 1, . . . , u− p.
Taking into account that γn−p−j = 1,
n+q−r−(u−p)+j∏
i=1
lcm(γi−(q−r−(u−p)+j), αi−(n−u)−(q−r))
=
p+j∏
i=1
lcm(γi+n−p−j), αi)
for j = 1, . . . , u− p. We can then rewrite (38) as
(m1, . . . , mt+v) ≺
(
d(σq−r )+ k1, . . . , d(σq−r−(t+v)+1)+ kt+v
)
. (40)
Let D˜ be as in the statement of the lemma. From Remark 2.8, there exists Y2 ∈
F(u−p+n3)×(t+v) such that (D˜, Y2) ∈ (1, m).
On the other hand, by Lemma 2.10, matrix Y in pair (35) can be considered as
K1G for some matrix K1. Now, if[
N11 N12 Y1 Z21
0 N22 0 0
]
is a Kalman decomposition of (N, [Y Z2]) then by Lemma 2.15 the matrix N22 ∈
Fp×p has γn−p+1 | · · · | γn as invariant factors and[
N11 Y1 0 Z21
0 D +KG E Z3
]
∈ (1, m). (41)
Performing appropriate similarity transformations on (24) we get
S 0 0 X Ê 0 Z1
0 N11 N12 Y1 0 0 Z21
0 0 N22 0 0 0 0
0 0 0 D +KG 0 E Z3
 ∈ (γ, l).
And also
S 0 X 0 Ê 0 Z1
0 N11 Y1 N12 0 0 Z21
0 0 D +KG 0 0 E Z3
0 0 0 N22 0 0 0
 ∈ (γ, l).
As γi = 1, i = 1, . . . , n− p and γn−p+1 | · · · | γn are the invariant factors of N22,
we have that
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0 0 D +KG 0 E Z3
 ∈ (1, l). (42)
As (D˜, Y2) and matrix pair in (41) are feedback equivalent, by Lemma 2.14 applied
to pair (42), there exist matrices X1 ∈ Fn2×(u−p+n3) and Z1 ∈ Fn2×(t+v) such that[
S X1 Ê Z1
0 D˜ 0 Y2
]
∈ (1, l).
Finally, using Lemma 2.12, block X1 can be made zero. That is, there exists Y1 ∈
Fn2×(t+v) such that[
S 0 Ê Y1
0 D˜ 0 Y2
]
∈ (1, l),
as desired.
Conversely, assume that (33) is satisfied and that there exist Y1 and Y2 such that
(34) holds. As d(γ1)+ · · · + d(γn) = p, we have that γ1 = · · · = γn−p = 1 and
there is a matrix N22 ∈ Fp×p whose invariant factors are γn−p+1 | · · · | γn. Recalling
that n = u+ n2 + n3 it can be proven that condition (33) is equivalent to
αi+(u−p)−(q−r) | γn−p+i |αi+(u−p), i = 1, . . . , p.
We claim that
αi | γn−p+i |αi+u−p, i = 1, . . . , p. (43)
This is clear if u− p  q − r . If u− p < q − r , as ∑q−ri=1 d(σi) = u− p we con-
clude that σi = 1, i = 1, . . . , q − r − (u− p). But,
σ1 · · · σq−r−(u−p) =
∏n+q−r−(u−p)
i=1 lcm(γi−(q−r−(u−p))+n2 , αi−(n2+n3)−(q−r))∏n
i=1 γi
=
∏p
i=1 lcm(γi+n−p, αi)∏p
i=1 γn−p+i
.
Thus, σi = 1 for 1  i  q − r − (u− p) if and only if
αi | γn−p+i , i = 1, . . . , p,
and our claim holds.
If we define
νj =
∏p+j
i=1 lcm(γn−p+i−j , αi)∏p+j−1
i=1 lcm(γn−p+i−j+1, αi)
, j = 1, . . . , u− p,
we have that ν1, . . . , νu−p are polynomials and satisfy ν1 | · · · | νu−p (see again
[10]). Let N11 ∈ F(u−p)×(u−p) be a matrix with ν1, . . . , νu−p as invariant factors.
By (43) and [27, Theorem 6] there exists a matrix N12 ∈ F(u−p)×p such that
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N11 N12
0 N22
]
has α1 | · · · |αu invariant factors.
Now, it is possible to prove as before that σq−r−(u−p)+j = νj , j = 1, . . . , u− p.
Let us consider the system
S 0 0 Ê 0 0
0 N11 0 0 0 0
0 0 D 0 E 0
0 0 G 0 0 0
0 0 0 0 0 Iv
 .
It has c1, . . . , cr as column minimal indices, σq−r−(u−p)+1 | · · · | σq−r as invari-
ant factors and k1 + 1, . . . , kt+v + 1 as degrees of the infinite elementary divisors.
Bearing in mind that the (possibly) nontrivial invariant factors of D˜ are σq−r−i+1λki ,
1  i  q − r , and that (34) is satisfied for some matrices Y1 and Y2, we can apply
Lemma 5.1 to ensure the existence of matrices X, Y , K , Z1, Z2 and Z3 such that
(D +KG, [E Z3]) is in Hermite form with k1, . . . , kt+v as Hermite indices andS 0 X Ê 0 Z10 N11 Y 0 0 Z2
0 0 D +KG 0 E Z3
 ∈ (1, l).
Then 
S 0 X 0 Ê 0 Z1
0 N11 Y N12 0 0 Z2
0 0 D +KG 0 0 E Z3
0 0 0 N22 0 0 0
 ∈ (γ, l),
and consequently
S 0 0 X Ê 0 Z1
0 N11 N12 Y 0 0 Z2
0 0 N22 0 0 0 0
0 0 0 D +KG 0 E Z3
 ∈ (γ, l).
But since N and
[
N11
0
N12
N22
]
have the same invariant factors, we conclude thatS 0 X Ê 0 Z10 N Y 0 0 Z2
0 0 D +KG 0 E Z3
 ∈ (γ, l).
for some matrices Y and Z2 as desired. 
As a consequence we obtain the solution to the noncontrollable case.
Theorem 5.5. Let (A,B,C,W) be a system with c1  · · ·  cr > 0, α1 | · · · |αu
and k1 + 1  · · ·  kt + 1 > kt+1 + 1 = · · · = kt+v + 1 = 1 as column minimal
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indices, invariant factors and degrees of the infinite elementary divisors, respec-
tively. Let l1  · · ·  lr+t+v be nonnegative integers, q = max{i : li > 0} and
γ1 | · · · | γn monic polynomials with p =∑ni=1 d(γi). Then there exists a matrix
K ∈ Fp×n such that (A+KC,B +KW) ∈ (γ, l) if and only if
r + t + v  q  r + t, (44)
γi |αi−(n2+n3) | γi+q−r , i = 1, . . . , n, (45)
r+t+v∑
i=1
li + p = n, (46)
li+q−r  ci, i = 1, . . . , r, (47)
hj∑
i=1
li 
hj−j∑
i=1
ci +
q−r∑
i=q−r−j+1
(d(σi)+ kq−r−i+1), (48)
where
hj = min{i  j : ci−j+1 < li}, j = 1, . . . , q − r
and
σj =
∏n+j
i=1 lcm(γi−j , αi−(n2+n3)−(q−r))∏n+j−1
i=1 lcm(γi−j+1, αi−(n2+n3)−(q−r))
, j = 1, . . . , q − r.
Proof. According to Lemma 5.4, (A+KC,B +KW) ∈ (γ, l) if and only if con-
dition (45) is satisfied and there exist matrices Y1, Y2 such that[
S 0 Ê Y1
0 D˜ 0 Y2
]
∈ (1, l), (49)
where D˜ ∈ F(u−p+n3)×(u−p+n3) is a matrix with σq−r−i+1λki , i = 1, . . . , q − r as
(possibly) nontrivial invariant factors. It must be noticed that this implies that pair
(D˜, Y2) is controllable and by Remark 2.8, rank Y2  t . Then q  r + t . Since[
S 0 Ê
0 D˜ 0
]
has c1, . . . , cr as controllability indices and σq−r−i+1λki , i = 1, . . . , q − r as invari-
ant factors, Lemma 2.7 ensures that (49) holds for some matrices Y1 and Y2 if and
only if r + t + v  q  r and conditions (46)–(48) are satisfied, and the result fol-
lows. 
Remark 5.6. Once more conditions (45) and (48) can be given in terms of the
homogeneous invariant factors of (A,B,C,W) and (A+KC,B +KW). Notice
first that the pencil [λIn − (A+KC) −(B +KW)] has no infinite elementary
divisors. Thus, if γ1 | · · · | γn are the invariant factors of this pencil then its homoge-
neous invariant factors are
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γ˜i = µd(γi)γi
(
λ
µ
)
, i = 1, . . . , n. (50)
On the other hand, the homogeneous invariant factors of (A,B,C,W) are
α˜i = µkn+t+v−i+1+1µd(αu−(n+t+v)+i )αu−(n+t+v)+i
(
λ
µ
)
, i = 1, . . . , n+ t + v.
(51)
Now if we define
σ˜j =
∏n+j
i=1 lcm(γ˜i−j , α˜i+t+v−(q−r))∏n+j−1
i=1 lcm(γ˜i−j+1, α˜i+t+v−(q−r))
, j = 1, . . . , q − r,
it turns out that
σ˜j = µkq−r−j+1+1µd(σj )σj
(
λ
µ
)
, j = 1, . . . , q − r.
In presence of condition (44), condition (45) can be written as
γ˜i | α˜i+t+v |µγ˜i+q−r , i = 1, . . . , n,
(notice that α˜i+t+v = µµd(αi−(n−u))αi−(n−u)( λµ) for i = n− (t + v)+ 1, . . . ,
n− (q − r)). In fact the last interlacing relations can be written as
γ˜i | α˜i+t+v, i = 1, . . . , n,
α˜i+t+v | γ˜i+q−r , i = 1, . . . , n− (t + v),
α˜i+t+v |µγ˜i+q−r , i = n− (t + v)+ 1, . . . , n− (q − r).
Condition, α˜i+t+v |µγ˜i+q−r , i = n− (q − r)+ 1, . . . , n is trivially satisfied because
γ˜i+q−r = 0 for these values of i. Finally, condition (48) is equivalent to
hj∑
i=1
li 
hj−j∑
i=1
ci +
q−r∑
i=q−r−j+1
[d(σ˜i)− 1], i = 1, . . . , q − r.
6. General case
Next theorem states the solution to Problem 1.1 in the general case.
Theorem 6.1. Let (A,B,C,W) be a system with f1  · · ·  fs > 0, c1  · · · 
cr > 0, α1 | · · · |αu and k1 + 1  · · ·  kt + 1 > kt+1 + 1 = · · · = kt+v + 1 = 1
as row and column minimal indices, invariant factors and degrees of the infinite ele-
mentary divisors, respectively. Let l1  · · ·  lr+t+v be nonnegative integers, q =
max{i : li > 0}, and γ1 | · · · | γn monic polynomials with p =∑ni=1 d(γi). Then
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there exists a matrix K ∈ Fp×n such that (A+KC,B +KW) ∈ (γ, l) if and only
if the following conditions are satisfied
r + t + v  q  r + t, (52)
γi−s |αi−(n−u) | γi+q−r , i = 1, . . . , n, (53)
(f1, . . . , fs) ≺ (g + d(θs), d(θs−1), . . . , d(θ1)) , (54)
θj =
∏u+n1+j
i=1 lcm(αi−n1−j , γi+n2+n3−s)∏u+n1+j−1
i=1 lcm(αi−n1−j+1, γi+n2+n3−s)
, j = 1, . . . , s,
g = n1 + u−
u+n1∑
i=1
d(lcm(αi−n1 , γi+n2+n3))  0,
r+t+v∑
i=1
li + p = n, (55)
li+q−r  ci, i = 1, . . . , r, (56)
hj∑
i=1
li 
hj−j∑
i=1
ci + u+ n1 −
n∑
i=1
d(lcm(γi, αi−(n−u)−j ))+
j∑
i=1
ki, (57)
hj = min{i  j : ci−j+1 < li}, j = 1, . . . , q − r.
Proof. Assume that there exists a matrixK ∈ Fp×n such that (A+KC,B +KW) ∈
(γ, l). Again it is equivalent to the existence of matrices X, Y1, Y2, K1, K2, K3, Z1,
Z2, Z3 and Z4 such that the pair (12) satisfies the required conditions. Put
[M Y Z2] =
[
N K1Ĝ Y1 Z2
0 R +K2Ĝ Y2 Z3
]
and denote by π1 | · · · |πu+n1 the invariant factors of matrix M . Then,S 0 X Ê 0 Z10 M Y 0 0 Z2
0 0 D +KG 0 E Z4
 ∈ (γ, l),
and by Theorem 5.5 this happens if and only if
γi |πi−(n2+n3) | γi+q−r , i = 1, . . . , n, (58)
conditions (52), (55), (56), and the following inequalities hold
hj∑
i=1
li 
hj−j∑
i=1
ci +
q−r∑
i=q−r−j+1
(d(σi)+ kq−r−i+1), (59)
hj = min{i  j : ci−j+1 < li}, j = 1, . . . , q − r,
σj =
∏n+j
i=1 lcm(γi−j , πi−(n2+n3)−(q−r))∏n+j−1
i=1 lcm(γi−j+1, πi−(n2+n3)−(q−r))
, j = 1, . . . , q − r.
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Moreover, we can write
MT =
[
NT 0
0 RT
]
+
[
0
ĜT
]
[KT1 KT2 ]
and as the pair[
NT 0 0
0 RT ĜT
]
has α1 | · · · |αu as nontrivial invariant factors and f1  · · ·  fs as controllability
indices, by Lemma 2.4 the existence of matricesK1,K2 such thatM hasπ1, . . . , πu+n1
as invariant factors is equivalent to conditions
πi−s |αi−ni |πi, i = 1, . . . , u+ n1, (60)
and
(f1, . . . , fs) ≺ (d(θ ′s), . . . , d(θ ′1)), (61)
θ ′j =
∏u+n1+j
i=1 lcm(αi−n1−j , πi−s)∏u+n1+j−1
i=1 lcm(αi−n1−j+1, πi−s)
, j = 1, . . . , s.
From (58) and (60) condition (53) follows. Let us see that (61) implies (54) and (59),
(57).
From (58) γi+n2+n3−s |πi−s , i = 1, . . . , u+ n1 + s. Then for j = 1, . . . , s
θ1 · · · θj
=
∏u+n1+j
i=1 lcm(αi−n1−j , γi+n2+n3−s)∏u+n1
i=1 αi−n1
∣∣∣∣∣
∏u+n1+j
i=1 lcm(αi−n1−j , πi−s)∏u+n1
i=1 αi−n1
= θ ′1 · · · θ ′j .
Hence
d(θ1 · · · θj )  d(θ ′1 · · · θ ′j ), j = 1, . . . , s.
Taking g =∑sj=1 d(θ ′j )−∑sj=1 d(θj ) then from (61)
g =
s∑
j=1
fi −
(
u+n1+s∑
i=1
d(lcm(αi−n1−s , γi+n2+n3−s))−
u+n1∑
i=1
d(αi−n1)
)
= n1 −
u+n1∑
i=1
d(lcm(αi−n1 , γi+n2+n3))+ u  0,
and (54) is derived.
On the other hand, as γi−s |αi−(n1+n2+n3) and s  n1, γi = 1, i = 1, . . . , n2 +
n3, from (60)αi−n1 |πi , i = 1, . . . , u+ n1 and from (58) γi−(q−r) |πi−(n2+n3)−(q−r),
i = 1, . . . , u+ n2 + n3 + q − r . Then
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σq−r−j+1 · · · σq−r =
∏n+q−r
i=1 lcm(γi−(q−r), πi−(n2+n3)−(q−r))∏n+q−r−j
i=1 lcm(γi−(q−r−j), πi−(n2+n3)−(q−r))
=
∏u+n1
i=1 πi∏n
i=1 lcm(γi, πi−(n2+n3)−j )
∣∣∣∣∣
∏u+n1
i=1 πi∏u+n1
i=1 lcm(γi, αi−(n−u)−j )
.
Therefore, for j = 1, . . . , t
d(σq−r−j+1 · · · σq−r )  u+ n1 −
n∑
i=1
d(lcm(γi, αi−(n−u)−j )). (62)
From (59) and (62) we obtain (57) and the necessity is proven.
Conversely, assume that conditions (52)–(57) are satisfied. It is enough to find
monic polynomials π1 | · · · |πu+n1 such that
∑u+n1
i=1 d(πi) = u+ n1, satisfying con-
ditions (58)–(61).
Let us define the polynomials
πi = lcm(αi−n1 , γi+n2+n3), i = 1, . . . , u+ n1 − 1,
πu+n1 = lcm(αu, γn)π,
where π is an arbitrary monic polynomial of degree g. It is easy to see that these
polynomials satisfy
γi |πi−n2−n3 | γi+q−r , i = 1, . . . , n, (63)
and
πi−s |αi−n1 |πi, i = 1, . . . , u+ n1, (64)
what are, in fact, conditions (58) and (60) respectively. Condition (63) allows us to
define θ ′j , j = 1, . . . , s as in condition (61). Then
θ ′1 · · · θ ′j =
∏u+n1+j
i=1 lcm(αi−n1−j , πi−s)∏u+n1
i=1 lcm(αi−n1 , πi−s)
=
∏u+n1+j
i=1 lcm(αi−n1−j , αi−n1−s , γi+n2+n3−s)∏u+n1
i=1 αi−n1
= θ1 · · · θj , j = 1, . . . , s − 1,
and
θ ′1 · · · θ ′s =
∏u+n1+s
i=1 lcm(αi−n1−s , πi−s)∏u+n1
i=1 lcm(αi−n1 , πi−s)
=
∏u+n1+s
i=1 πi−s∏u+n1
i=1 αi−n1
= πθ1 · · · θs.
Then, as d(π) = g, condition (54) implies (61).
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Finally, if we define σj , j = 1, . . . , q − r as in condition (59)
σj =
∏n+j
i=1 lcm(γi−j , πi−(n2+n3)−(q−r))∏n+j−1
i=1 lcm(γi−j+1, πi−(n2+n3)−(q−r))
, j = 1, . . . , q − r,
then
σq−r−j+1 · · · σq−r =
∏u+n1
i=1 πi∏n
i=1 lcm(γi, πi−(n2+n3)−j )
,
and as i − (n2 + n3)− j  u+ n1 − 1,
σq−r−j+1 · · · σq−r =
∏u+n1
i=1 πi∏n
i=1 lcm(γi, αi−(n−u)−j , γi−j )
=
∏u+n1
i=1 πi∏n
i=1 lcm(γi, αi−(n−u)−j )
,
from where we obtain
d(σq−r−j+1 · · · σq−r )=
u+n1∑
i=1
d(πi)−
n∑
i=1
d(lcm(γi, αi−(n−u)−j ))
= n1 + u−
n∑
i=1
d(lcm(γi, αi−(n−u)−j )),
so that (57) is (59) and the result is proven. 
Remark 6.2. Remark 5.6 also applies here and conditions (53), (54) and (57) can be
written in terms of the homogeneous invariant factors of the quadruple (A,B,C,W)
and those of the pair (A+KC,B +KW). If α˜i , i = 1, . . . , n+ t + v and γ˜i , i =
1, . . . , n are the homogeneous invariant factors of (A,B,C,W) and (A+KC,B +
KW) respectively, then (50) and (51) are also satisfied.
Again, in presence of condition (52), condition (53) can be written as
γ˜i−s | α˜i+t+v |µγ˜i+q−r , i = 1, . . . , n.
Let
α˜∗i =
{
α˜i , i = 1, . . . , n,
1
µ
α˜i, i = n+ 1, . . . , n+ t + v.
If we define
θ˜j =
∏n+j
i=1 lcm(α˜∗i+t+v−j , γ˜i−s)∏n+j−1
i=1 lcm(α˜∗i+t+v−j+1, γ˜i−s)
, j = 1, . . . , s,
it turns out that
d(θ˜j ) = d(θj ), j = 1, . . . , s,
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and condition (53) is equivalent to
(f1, . . . , fs) ≺
(
g˜ + d(θ˜s), d(θ˜s−1), . . . , d(θ˜1)
)
,
where
g˜ = n− n2 −
n+s∑
i=1
d(lcm(α˜∗i+t+v−s , γ˜i−s))  0
for
g˜ = n− n2 − d
(
t∏
i=1
µki
)
−
n+s∑
i=1
d(lcm(αi−(n−u)−s , γi−s))
= u+ n1 −
u+n1∑
i=1
d(lcm(αi−n1 , γi+n2+n3)).
Finally, condition (57) is equivalent to
hj∑
i=1
li 
hj−j∑
i=1
ci + n− n2 −
n∑
i=1
d(lcm(γ˜i , α˜∗i+t+v−j )),
hj = min{i  j : ci−j+1 < li}, j = 1, . . . , q − r
for
n− n2 −
n∑
i=1
d(lcm(γ˜i , α˜∗i+t+v−j ))
= n− n2 −
n∑
i=1
d(µkn+j−i+1)−
n∑
i=1
d(lcm(γi, αi−(n−u)−j ))
= n− n2 −
n3 − j∑
i=1
d(µki )
− n∑
i=1
d(lcm(γi, αi−(n−u)−j ))
= u+ n1 +
j∑
i=1
d(µki )−
n∑
i=1
d(lcm(γi, αi−(n−u)−j )).
7. Quadruple completion to a pair
Given a matrix quadruple (A,B,C,W) ∈ Fn×n × Fn×m × Fp×n × Fp×m, the
problem about its completion to a pair in certain feedback equivalence class was
A. Roca, I. Zaballa / Linear Algebra and its Applications 385 (2004) 407–442 439
completely characterized in [28] when the underlying field has sufficient number of
elements. It can be stated as follows:
Problem 7.1. Let (A,B,C,W) ∈ Fn×n × Fn×m × Fp×n × Fp×m. Find necessary
and sufficient conditions under which do there exist matrices X ∈ Fn×p, Y ∈ Fp×p,
Z ∈ Fn×w and V ∈ Fp×w such that the matrix pair[
A X B Z
C Y W V
]
belongs to a previously prescribed feedback equivalence class.
In this section we show that this problem is, in fact, equivalent to Problem 1.1.
And through this equivalence we are able to generalize the solution to Problem 7.1
given in [28], to arbitrary fields.
As it is shown in [28, Lemma 2.1], Problem 7.1 can be solved for a given quadru-
ple if and only if it can be solved for every other feedback-injection equivalent one.
That is, we can assume (A,B,C,W) to be in Kronecker canonical form.
We obtain next the equivalence between Problems 7.1 and 1.1.
Theorem 7.2. Let (A,B,C,W) ∈ Fn×n × Fn×m × Fp×n × Fp×m be a system with
f1  · · ·  fs > 0, c1  · · ·  cr > 0, α1 | · · · |αu and k1 + 1  · · ·  kt + 1 >
kt+1 + 1 = · · · = kt+v + 1 = 1 as row and column minimal indices, invariant fac-
tors and degrees of the infinite elementary divisors, respectively. Put n′ = n+ s +
t + v. Let γ1 | · · · | γn′ be monic polynomials and l1  · · ·  lm+w nonnegative inte-
gers with w  0, such that
∑n′
i=1 d(γi)+
∑m+w
i=1 li = n′. Then there exist matrices
X ∈ Fn×p, Y ∈ Fp×p, Z ∈ Fn×w and V ∈ Fp×w such that[
A X B Z
C Y W V
]
∈ (γ, l)
if and only if there exist a matrix K ∈ Fn×p such that
(A+KC,B +KW) ∈ (γ, l),
where (A,B,C,W) is a matrix quadruple having c1  · · ·  cr as column mini-
mal indices, f1 + 1  · · ·  fs + 1 as row minimal indices, α1 | · · · |αu as invari-
ant factors and k1 + 2  · · ·  kt+v + 2 > kt+v+1 + 1 = · · · = kt+v+w + 1 = 1 as
degrees of the infinite elementary divisors.
Proof. Assume that (A,B,C,W) is in Kronecker canonical form (2). Let us con-
sider the extended system
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[
A B
C W
]
=

S 0 0 0 Ê 0 0 0
0 N 0 0 0 0 0 0
0 0 R 0 0 0 0 0
0 0 0 D 0 E 0 0
0 0 Ĝ 0 0 0 0 0
0 0 0 G 0 0 0 0
0 0 0 0 0 0 Iv 0
Is 0 0 0 0 0
0 It+v 0 0 0 0
0 0 0 0 0 Iw

(65)
(the nonspecified blocks are zero).
Given the matrix quadruple (A,B,C,W) and a feedback equivalence class(γ, l),
it is immediate now that there exist matrices X, Y , Z and V such that[
A X B Z
C Y W V
]
∈ (γ, l)
if and only if there exists a matrix K such that (A+KC,B +KW) ∈ (γ, l). The
result follows if the quadruple (A,B,C,W) has the desired Kronecker invariants.
But this is clear if we realize that the pencil[
λI − A −B
−C −W
]
is strictly equivalent to the following one
λI − S 0 −Ê 0 0 0
0 λI −N 0 0 0 0
λI − R 0 0 0 0 0
−Ĝ λIs 0 0 0 0
λI −D 0 0 0 −E 0 0
−G λIt 0 0 0 0 0
0 0 λIv 0 0 −Iv 0
0 −Is 0 0 0 0 0 0 0
0 0 0 −It 0 0 0 0 0
0 0 0 0 −Iv 0 0 0 0
0 0 0 0 0 0 0 0 −Iw

(the nonspecified components are zero). Performing appropriate permutations on the
rows and columns of the blocks corresponding to the row minimal indices and the
infinite elementary divisors, it is easy to see that the Kronecker invariants of this
pencil are the desired ones. 
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As a consequence of this theorem and of Theorem 6.1 we obtain the characteriza-
tion of the solution to Problem 7.1 for arbitrary fields.
Theorem 7.3. Let (A,B,C,W) ∈ Fn×n × Fn×m × Fp×n × Fp×m be a system with
f1  · · ·  fs > 0, c1  · · ·  cr > 0, α1 | · · · |αu and k1 + 1  · · ·  kt + 1 >
kt+1 + 1 = · · · = kt+v + 1 = 1 as row and column minimal indices, invariant fac-
tors and degrees of the infinite elementary divisors, respectively. Put n′ = n+ s +
t + v. Let γ1 | · · · | γn′ be monic polynomials with ∑n′i=1 d(γi) = p and l1  · · · 
lm+w nonnegative integers, w  0 and q = max{i : li > 0}. Then Problem 7.1 has
solution if and only if the following conditions are satisfied:
(i) r + t + v + w  q  r + t + v,
(ii) γi−s |αi−(n′−u) | γi+q−r , i = 1, . . . , n′,
(iii) (f1 + 1, . . . , fs + 1) ≺ (g + d(θs), d(θs−1), . . . , d(θ1)),
where
θj =
∏u+n′1+j
i=1 lcm(αi−n′1−j , γi+n2+n′3−s)∏u+n′1+j−1
i=1 lcm(αi−n′1−j+1, γi+n2+n′3−s)
, j = 1, . . . , s,
and
g = n′1 + u−
u+n′1∑
i=1
d(lcm(αi−n′1 , γi+n2+n′3))  0,
(iv) ∑m+wi=1 li + p = n,
(v) li+q−r  ci, i = 1, . . . , r,
(vi) ∑hji=1 li ∑hj−ji=1 ci + u+ n′1 −∑u+n′1i=1 d(lcm(γi+n2+n′3 , αi−n′1−j ))+∑j
i=1(ki + 1)
with
hj = min{i  j : ci−j+1 < li}, j = 1, . . . , q − r,
where n′1 = n1 + s and n′3 = n3 + t + v.
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