Abstract-The source coding theorem for stationary sources describes the optimal performance theoretically achievable by fixed-and variable-rate block quantizers. The source coding theorem may be generalized by considering the problem of multiresolution or successive refinement source coding, which is the topic of this work. Given a distortion vector (D1; 1 1 1 ; DL ), this work describes the family of achievable rate vectors (R 1 ; 1 1 1 ; R L ) for describing a stationary source at L resolutions, where the description at the first resolution is given at rate R 1 and achieves an expected distortion no greater than D 1 , the description at the second resolution includes both the first description and a refining description of rate R 2 and achieves expected distortion no greater than D 2 , and so on. The work includes performance bounds for both fixed-and variable-rate source codes on discrete-time stationary ergodic sources and discrete-time stationary nonergodic sources for any integer number of resolutions L 1. For L = 1, the source coding theorems for stationary sources result. For L > 1, the results extend previous theorems for discrete-alphabet memoryless sources.
I. INTRODUCTION

W
ITH advances in communications media and technologies come corresponding needs for communication techniques that take full advantage of the capabilities particular to those technologies. A prime example of such an area of growth is the medium of internet communications. With the growth of Internet communications comes an increased need for techniques whereby a single user can simultaneously communicate the same information to a wide array of other users with vastly varying bandwidth resources, computational capabilities, and performance requirements. Along with a variety of other factors, this need has helped inspire a surge in interest in multiresolution or progressive transmission source coding.
Multiresolution source codes are data compression algorithms in which simple, low-rate source descriptions are embedded in more complex, high-rate descriptions, as illustrated in Fig. 1 . Use of multiresolution source codes allows users with severe bandwidth constraints or low performance reManuscript received April 29, 1998; revised March 1, 1999 . This work was supported in part by NSF under Grant MIP-9501977 and under a Grant from the Charles Lee Powell Foundation. The material in this paper was presented in part at the IEEE International Symposium on Information Theory, Cambridge, MA, August [16] [17] [18] [19] [20] [21] 1998 . Decoding the first R 1 bits per symbol of the binary description yields a reproduction with distortion D 1 . Decoding an additional R 2 bits per symbol, for a total rate of R 1 +R 2 bits per symbol, yields a reproduction of distortion D 2 , and so on.
quirements to achieve a low-quality data representation by only incorporating a fraction of the original coded bit stream. Users with greater capabilities or needs can achieve more precise data representations by using larger fractions of the same bit stream. Further, users uncertain of their precision needs can progressively reconstruct the data to higher and higher accuracy-stopping the communication process when the desired accuracy is achieved. Such coding techniques are extremely valuable in any application where multiple source descriptions at varying levels of precision are required. While interest in multiresolution or progressive transmission source coding has spawned an enormous amount of research into practical coding algorithms (e.g., [1] - [4] ), the theory behind these codes has, until recently, attracted much less attention. As a result, this discussion begins with the literature associated with single-resolution source codes.
In single-resolution source coding, a source is broken into contiguous vectors of length symbols, and each source vector is mapped to a binary description with some average per-symbol description length, say . The source coding theorem and its converse describe the optimal distortion 0018-9448/99$10.00 © 1999 IEEE Fig. 2 . The distortion-rate bound D(R) describes the lowest expected distortion achievable at expected rate R on a known source. Thus D(0:5) is the lowest distortion achievable at rate 0.5 bits per symbol and D (1:5) is the lowest distortion achievable at rate 1.5 bits per symbol in the above graph. The distortion-rate bound does not, however, describe the optimal achievable performance for an L-resolution code with L > 1. For example, the distortion-rate function does not describe the lowest distortion achievable by adding 1 bit per symbol to a code achieving point (0:5; D(0:5)) in the above graph. Similarly, the distortion-rate function does not describe the lowest distortion achievable by reading only the first 0.5 bits per symbol from a code achieving point theoretically achievable at the given average rate . Source coding theorems and their converses for stationary ergodic and stationary nonergodic sources on complete separable metric spaces, known as Polish alphabets, appear in [5, Theorems 7.2.4, 7.2.5] and [6] , respectively.
According to the source coding theorem, given an average rate of bits per symbol, the distortion is achievable. Imagine now stripping off a fraction of the above bits per symbol to leave some lower average rate of bits per symbol. While distortion-rate theory bounds by the optimal distortion theoretically achievable with these bits per symbol, the source coding theorem does not prove the achievability of this bound subject to our constraint on the higher resolution code. Further, given a rate source code achieving, to arbitrary accuracy, the distortion-rate bound , the source coding theorem bounds the best possible distortion achievable by appending bits per symbol to the given rate-description, but does not prove this bound to be achievable. An illustration of this observation appears in Fig. 2 .
In [7] , Gray and Wyner bound the achievable rate region of a simple, three-node network. The network consists of one transmitter sending information over three different (noiseless) channels to two receivers. The output of channel 0 is seen by both receivers while the output of channel 1 is seen only by the first receiver and the output of channel 2 is seen only by the second receiver. The transmitter's goal is to describe random variable to the first receiver and random variable to the second receiver using the three channels. Gray and Wyner bound the collection of achievable rate triples for describing and to arbitrary fidelity constraints and . When and one of the private channels is not used (e.g., ), the network communication problem simplifies to the multiresolution source coding problem. That is, given , , and , finding the achievable rate triples is equivalent to finding the achievable rate pairs for describing a source to two resolutions, where the first-resolution description describes at rate with an expected distortion and the second-resolution description supplements the shared description of with an additional bits per symbol to achieve an expected distortion . In this scenario, the Pangloss bound described by Gray and Wyner is met by any code such that . Thus according to the above definition, any code for which the second-resolution coding performance sits on the distortionrate bound meets the Pangloss condition.
In [8] and [9] , Koshelev introduces the notion of successive refinement codes, a concept closely related to Gray and Wyner's Pangloss bound codes. Here, a source is said to be successively refinable if a code giving a nested, tworesolution description of that source can always achieve the distortion-rate bound at both rates. Other related problems include the problem of source coding with side information [10] -which gives the minimum rate necessary to describe a source at distortion when side information is present (but typically forces to be independent and identically distributed (i.i.d.) samples from the same distribution) and the multiple descriptions problem [11] , [12] , in which a sender describes the same sequence of random variables over a variety of channels, and the receiver decodes using the outputs of those channels that do not fail in a given transmission.
In [13] and [14] , Equitz and Cover prove that successive refinement is achievable for i.i.d. sources if and only if , , and form a Markov chain, where and represent the low-and high-resolution reproductions of , respectively. They then go on to give three examples of sources that are successively refinable and a fourth example to show that there exist discrete-alphabet i.i.d. sources that are not successively refinable. An example of a simple continuous random variable that is not successively refinable appears in [15] . In [16] , Rimoldi generalizes Equitz and Cover's result by finding the achievable rate pairs for a given pair of distortions in a two-resolution code. He then generalizes those results toresolution codes for . Like [13] and [14] , [16] treats discrete-alphabet memoryless sources.
This work contains a derivation of the achievable distortionrate region for -resolution source codes for stationary ergodic and stationary nonergodic sources on Polish alphabets. The work can be viewed as an extension from one to resolutions of the source coding results in [5] and [6] or an extension of [16] from discrete-alphabet memoryless sources to arbitrary stationary sources on Polish alphabets. The variable-rate and variable-distortion Lagrangian approach made popular by [17] and employed throughout [6] again plays a crucial role in this work.
The resulting bounds describe the optimal performance theoretically achievable by both fixed-and variable-rate mul-tiresolution source codes and lend insight into the optimal design of new, practical codes, described at length in [18] and [19] .
II. PRELIMINARIES
Let be a stationary dynamical system with Polish alphabet . That is, let be a complete, separable metric space, let be the Borel -algebra generated by the open sets of , let be the set of one-sided sequences from , let be the -algebra of subsets of generated by finite-dimensional rectangles with components in , let be the left shift operator on , and let be a measure on the measurable space , stationary with respect to . The abbreviation describes the source in the development that follows. 
where describes the class of fixedrate codes with rate vector strictly less than and is given by (5) Finally, for variable-rate coding the -resolution variable-rate achievable distortion-rate region equals (6) where is the th-order -resolution variable-rate achievable distortion-rate region defined as s.t.
(7)
Thus the th-order distortion-rate region describes the collection of rate and distortion pairs such that there exists an -dimensional code with per-symbol rate and distortion less than or arbitrarily close (in Euclidean distance) to . The achievable distortion-rate region is the set of points that can be approximated with arbitrary accuracy by points in the th-order distortion-rate regions. The goal of this work is to characterize the fixed-and variablerate achievable distortion-rate regions for a wide variety of source distributions .
Derivation of some basic properties of , and lends useful insight. The following two lemmas result from simple time-sharing arguments similar to those used for single-resolution source codes. The proofs for both of these results appear in the Appendix. The first result relies on the notion of a limit of sets. Given any sequence of sets and If , then the limit is defined as . Otherwise, the limit is undefined. Notice first that (11) Notice further that the term in the definition of is a constant included only to make the three definitions parallel. In the equations for and , the vector may be interpreted as the planar direction or "slope" of the tangential hyperplane supporting the space of achievable vectors at a single point. The vector plays a similar role in . The following properties of the weighted operational distortion-rate functions are useful for appropriately focusing a study of , , and . (8)- (10) . In particular, while , , and were originally specified as the support functionals for the fixedrate, fixed-rate-, and variable-rate achievable distortionrate regions, they can also be described in terms of the corresponding th-order weighted operational distortion-rate functions.
Lemma 5:
Let , , and be as defined in (8) (14) and superscript denotes the transpose operator. A number of information-theoretic quantities arise in characterizing the weighted operational distortion-rate functions , , and . Their definitions follow. Let be any conditional probability measure or test channel from to defining, with , a joint probability on Use to denote the associated marginal on and to denote the product probability induced by the marginals and . If , then the Radon-Nikodym (R-N) theorem implies the existence of the R-N derivative , which is unique -almost everywhere and measurable with respect to [5] , where is the -algebra of . For any , the resulting average mutual information may be expressed (e.g., [5 (15) where the th-order weighted distortion-rate function is defined as (16) and is the conditional mutual information, which may be described as if both terms in the difference are finite. Similarly, let , here called the rateweighted distortionrate function, be defined as (17) where the th-order rateweighted distortion-rate function is defined as (18) Two immediate consequences of (15)- (18) are that (19) and (20) for all . 
III. RESULTS
The main results of this paper are summarized below. In all cases assume and .
A. Stationary Ergodic Sources
If is stationary and ergodic, is Polish, is continuous in for each , and there exists a reference letter such that , then the following results hold.
Theorem 1: .
Theorem 2: .
Theorem 3:
.
Theorem 4:
B. Stationary Nonergodic Sources
When is stationary and nonergodic, let denote the ergodic decomposition of . .
Theorem 8: .
Theorem 9:
Theorem 10: .
Theorem 11: .
Theorem 12: .
Theorem 2 is an immediate consequence of Theorem 1, (11), and (19) . Theorem 4 follows from Theorems 2 and 3. Theorem 6 combines Theorem 5 and (11). Theorem 9 combines Theorems 5 and 1. Combining this result with (11), (19) , and Theorem 8 immediately yields Theorem 10. Note that equality holds in Theorem 10 if and only if Thus fixed-rate multiresolution codes achieve the optimal performance only when the ergodic modes of the stationary nonergodic source almost surely have the same weighted distortion-rate curves. Theorem 11 results immediately from Theorems 3, 7, and 8. Theorem 12 is a consequence of Theorems 10 and 11. The implications of these results are discussed in Section IV. The proofs of Theorems 1, 3, 5, 7, and 8 are given in a series of lemmas in Section VI.
IV. DISCUSSION
Examination of Theorems 1-12 from a variety of perspectives yields greater insight into their meaning and how they relate to earlier results.
First, it should be noted that corresponds to singleresolution source coding, which is the traditional source coding problem. For , Theorems 1-12 teach us that the weighted distortion-rate function lower-bounds the operational weighted distortion-rate function for stationary sources on Polish alphabets. Further, the weighted distortion-rate function of a stationary ergodic source is achievable by both fixed-and variable-rate source codes. The weighted distortion-rate function of a stationary nonergodic source is, roughly speaking, the expected value of the corresponding weighted distortion-rate functions of its subsources, where the expectations are taken over points of equal slope. Further, this weighted distortionrate function is achievable only by variable-rate source codes (or mixtures of fixed-rate codes at varying rates) unless almost all of the ergodic modes of the source have the same weighted distortion-rate function.
Performance bounds are known for both stationary ergodic and stationary nonergodic sources on Polish alphabets. The following argument verifies the consistency of the above-described theorems with earlier results. Let the operational distortion-rate functions and and the distortion-rate function be defined as where Then by the Lagrange duality theorem [20, p. 224] and
The Lagrange duality theorem also lends insight into the integrals , and . In particular, by an argument given in [6] when is a measurable function of and . Combining the above consequences of the Lagrange duality theorem with Theorems 1-12 gives the following collection of corollaries.
Corollaries 1 and 2 hold for stationary ergodic sources under the conditions of Theorems 1-4.
Corollary 1:
. [22] ; and Corollary 4 is the variable-rate source coding theorem for stationary nonergodic sources [23] , [6] .
As the preceding discussion illustrates, in the case of single-resolution codes, the Lagrange duality theorem results in alternative descriptions, and thus alternative means of understanding our source coding theorems. The Lagrange duality theorem can likewise be applied to cases where . As an example, letting and be thedimensional analogies to and yields a variety of additional corollaries, as the following argument illustrates. Let where For example, when , and describe the minimal average distortion achievable with a given collection of rate constraints. The parameter vector can also be used to describe the proportion of users using each resolution . In this case, and describe the minimal expected distortion achievable with rate vector , where the expectation is taken with respect to the distribution over the resolutions. A simple extension of the above arguments to and gives the following corollaries. Corollaries 5 and 6 hold for stationary ergodic sources under the conditions of Theorems 1-4.
Corollary 5:
Corollary 6:
Corollaries 7 and 8 hold for stationary nonergodic sources under the conditions of Theorems 5-12.
Corollary 7 Corollary 8:
The above results demonstrate one interpretation of the weighted distortion-rate and operational weighted distortionrate functions as Lagrangians for minimizing the weighted sum of distortions subject to a collection of constraints on the rates. The same functions could likewise be interpreted as Lagrangians for the minimization of the weighted sum of rates subject to a collection of constraints on the distortions, a minimization of the weighted sum of distortionrate Lagrangians (at the same or-more likely-differing slopes), or in fact a minimization of any combination of rates, distortions, or Lagrangians subject to constraints on the remaining quantities. Thus for example, the weighted distortion-rate function can be used to find: the minimal rate needed to achieve a particular distortion given ; the minimal rate needed to achieve a particular distortion given that ; the minimal given that ; and so on; thereby encompassing a variety of multiresolution source coding problems considered by previous authors into a single formulation. This variety of interpretations illustrates one of the benefits of the Lagrangian approach.
Finally, Theorems 1-12 lead to the following characterization of the set of achievable rate distortion vectors and . For a discrete memoryless source, Corollary 9 is the forward half of Rimoldi's source coding theorem [16] , here generalized from discrete memoryless sources to stationary ergodic sources on Polish alphabets, of which discrete memoryless sources are a special case. Corollaries 10 and 11 further generalize this result for fixed-and variable-rate coding on stationary ergodic and stationary nonergodic sources again on Polish alphabets.
V. ANALYSIS
As discussed in the previous section, the given distortionrate results are natural extensions of single-resolution sourcecoding results for stationary ergodic and stationary nonergodic sources on Polish alphabets. As a result, many existing techniques for calculating and approximating single-resolution distortion-rate curves likewise generalize to the case of multiresolution source coding. An outline of the analysis of follows. Finding the achievable distortion-rate region for a given source involves a search for the conditional distribution that gives the weighted distortion-rate function . For simplicity, consider a memoryless source. Then by (15) and (16), where the infimum is taken over all conditional distributions with the desired input and output alphabets. The above equation represents a constrained minimization, where the constraints imposed are precisely those constraints necessary for to be a legitimate conditional distribution. Using Lagrangians, the above constrained minimization may be replaced with an unconstrained minimization and differentiated, yielding a parametric description of the conditional distribution . For and a finite alphabet, the above technique yields the following collection of equations:
with equality iff (25) with equality iff (26) Here and represent the marginal on and conditional distribution on given , respectively, and are thus defined as
The results for continuous alphabet sources are similar, with integrals replacing the above summations. Equations for arbitrary can likewise be obtained. For finite alphabet sources, (21)- (26) can be rearranged into a collection of (mostly) linear equations and solved.
The following discussion gives the distortion-rate region for two discrete-alphabet examples. Both of the examples considered rely upon a source that has its origin in [24] and appears in [13] and [14] as the first example of a source that can be proven not to be successively refinable. Example 1 treats the two-resolution distortion-rate region for this source while Example 2 treats the two-resolution distortion-rate region for a stationary nonergodic source with two ergodic modes, one of which is the source treated in the first example.
Example 1. A Stationary Ergodic Source:
Let and use . Now consider i.i.d. samples of a source with probability mass function for any . The example given here uses . The solution to the above collection of equations for a source drawn from this distribution is tedious but not conceptually difficult. The procedure parallels the strategy in [5] for single-resolution codes. A collection of graphs showing the resulting distortion-rate performance, both in its entirety and blown up for closer observation, appears in Fig. 3 . Each graph in Fig. 3 shows five curves. The lowest curve is the single-resolution distortion-rate curve for the given source. Each higher curve shows the optimal secondresolution performance for a family of codes sharing a fixed first-resolution coding performance such that . That is, the first-resolution coding performance achieves the single-resolution distortion-rate bound. The four curves correspond to four different values of the first-resolution coding rate . The four curves correspond to . As demonstrated in Fig. 3 , the difference between the optimal single-resolution coding performance and the optimal multiresolution coding performance for this source-which stood for many years as the only documented example of a source that is not successively refinable-is extremely small. In fact, in two of the curves given in Fig. 3 (corresponding to ), there is no penalty in second-resolution performance associated with constraining the first-resolution performance to achieve the single-resolution distortion-rate bound. Fig. 4 shows, for each distortion , the increase in rate suffered in the second resolution given the constraint imposed on the first-resolution coding performance. The maximal difference varies as a function of the first-resolution rate and distortion but nowhere exceeds 0.0026 bits per symbol in this example. This tiny gap serves to remind us that the fact that a source is not successively refinable proves only that there is a penalty to be paid for The performance degradation in the other two cases is so small as to be almost unobservable at all but the highest magnification (202).
describing the source in an embedded manner but in no way implies that this penalty is high. The reminder is reassuring in light of [15] , which proves a symmetric, bimodal Gaussian mixture not to be successively refinable, thereby suggesting that most real sources are likely not successively refinable.
The results in Example 1 agree with those of [13] and [14] , which describe the conditions under which the given source is and is not successively refinable. This work goes further show, for each distortion value, the difference in optimal rate between the performance bound on a single-resolution code and the performance bound on a two-resolution code with a fixed first-resolution performance sitting on the distortion-rate bound.
than [13] and [14] to find the distortion-rate region when successive refinement fails. Notice that while the solution to the distortion-rate equations for this particular source is new, the source is discrete and memoryless and therefore falls into the class of sources considered by Rimoldi [16] . In contrast to Example 1, Example 2 treats a stationary nonergodic source, and therefore relies upon the new distortion-rate theorems given in this work.
Example 2. A Stationary Nonergodic Source:
Let and as in the previous example. Suppose that the samples are drawn i.i.d. according to one of two possible distributions, or , where a single distribution is chosen at the beginning of time and used for all samples, but the choice of is itself random. The example that follows treats the case where , and the two distributions appear with equal probability.
The solution for this example begins with the observation that the two-resolution distortion-rate regions for both and are known. In particular, the solution for the two-resolution distortion-rate region for is effectively given in Example 1. Further, the two-resolution distortionrate region for with distortion measure is equivalent to the two-resolution distortion-rate region for a Bernoulli source with Hamming distortion measure. The two-resolution distortion-rate region for the Bernoulli source with Hamming distortion measure is given in [13] and [14] , where that source is proven to be successively refinable.
The remainder of the solution to the two-resolution distortion-rate region for the given stationary nonergodic source derives from Theorem 8, which effectively states that the weighted distortion-rate function of a stationary nonergodic source equals the expected value of the weighted distortionrate functions for the source's ergodic modes, where the 1 (x) (top set of curves), 2 (x) (bottom set of curves), and the nonergodic source achieved by the nonergodic mixture of 1 (x) and 2 (x) (middle set of curves). The remaining two graphs focus on the nonergodic source. The results for each source include five curves. The lowest curve is the single-resolution distortion-rate curve for the given source. The higher curves describe the optimal second-resolution performance for all codes with a particular fixed first-resolution coding performance achieving the single-resolution distortion-rate bound.
expectation is taken over points of equal "slope" or direction . Thus in this example,
The two-resolution distortion-rate results for this source appear in Fig. 5 . The resulting nonergodic source is not successively refinable, as could have been predicted since the nonergodic source includes an ergodic mode of nonzero measure that is not successively refinable. Example 2 lends some interesting insights. In particular, the following properties arise under the conditions of Theorems 5-12.
• The weighted distortion-rate function of a stationary nonergodic source is a simple combination of the weighted distortion-rate functions of the source's ergodic modes.
• Source is successively refinable if and only if is successively refinable almost-surely.
• The maximum "penalty" associated with multiresolution coding on a stationary nonergodic source is bounded by the maximum penalty over all of the source's ergodic modes. For example, the increase in rate associated with achieving distortion in the second resolution of a tworesolution code that achieves first-resolution performance (see Fig. 4 ) is no greater than the greatest corresponding increase in rate experienced by the source's ergodic modes.
VI. DISTORTION-RATE PROOFS
This section begins with a proof of a general converse for the theorems described in Section III. In particular, the converse demonstrates that for any stationary source there does not exist a fixed-or variable-rate code with performance surpassing the weighted distortion-rate function, and, similarly, that there does not exist a fixed-ratecode with performance surpassing the rateweighted distortion-rate function. The remainder of the section is dedicated to proving a variety of achievability results. Each achievability proof is given in a sequence of lemmas, many of which are used in more than one proof. The proofs appear in three subsections. The first subsection treats general properties of , , and . The second and third sections treat stationary ergodic and stationary nonergodic sources, respectively. (15) .
The proof of the first result is almost identical. In this case, the test channel is matched to a quantizer , which implies that for each . The remainder of the proof follows.
A. General Properties
Lemma 8 demonstrates that the infima in the definitions of the th-order weighted fixed-rate, fixed-rate-, and variable-rate operational distortion-rate functions can be restricted to quantizers with encoders using weighted nearest neighbor decision rules. The following definitions are useful for describing that result. Let be the set of finite, -resolution, fixed-rate codebooks so that for any contains the codebooks of for some . Similarly, let be the set of finite, -resolution, fixed-ratecodebooks corresponding to quantizers in and let be the set of finite or countable, -resolution, variable-rate codebooks corresponding to quantizers in . Further, for any codebook , let be used to designate that and for all .
Lemma 8 (Nearest Neighbor Encoding):
For any -resolution codebook such that or , the infimum (27) is achieved for every and . Further, the infima in the definitions of (12) and (14) Proof: The first part of the proof treats the achievability of the infima in (27) and (30). For any , the result is immediate since fixed-rate codes use necessarily finite codebooks. Given any nonempty codebook , choose any . Let
For each , successively define where and by definition. By definition of and , implies that the Kraft inequality holds for each codebook in . Thus is finite, and, for any , the same argument and the fact that is finite imply that is finite. Notice, then, that the number of -resolution codewords satisfying is less than or equal to , which is finite. Since the infima in (27) and (30) are achieved, the quantizers defined in (28) and (31), called (modified) nearest neighbor fixed-rate, variable-rate, and fixed-ratequantizers, exist. Let be the set of nearest neighbor variable-rate quantizers associated with codebooks in . Now consider any codebook and any two quantizers using codebook such that and . Since is a nearest neighbor quantizer for any , and thus
As a result
The arguments for and use the same approach.
B. Stationary Ergodic Sources
This section focuses on stationary ergodic sources. Lemma 9 demonstrates the achievability of the first-order weighted distortion-rate function. The proof relies upon a random coding argument paralleling the random coding argument for singleresolution source codes.
Lemma 9 (Achievability of and ): Suppose that is stationary and ergodic, is Polish, is continuous in for each , and there exists a reference letter such that . Then for any such that :
• is achievable by fixed-ratecoding;
• is achievable by fixed-rate coding; • is achievable by variable-rate coding.
Proof: The majority of the proof works toward demonstrating that for any there exists an integer and a quantizer such that
This result implies that is achievable by fixedratecoding and, since (20) , is achievable by fixed-rate coding. The fact that implies that is also achievable by variable-rate codes.
In pursuing the first result, Lemma 8 implies that it is sufficient to consider only nearest neighbor quantizers. The goal, then, is to design a codebook in the class of fixed-rate-, dimension-codebooks such that
The following random coding argument shows that the expected performance of a randomly drawn codebook is good, thereby proving the existence of a single codebook with performance at least as good as the expected performance of the randomly drawn codebook.
Consider (Notice that while arguments earlier in this work describe resolution-codebooks in terms of their resolutionpredecessors, the current development describes a resolutioncodebook in terms of all preceding resolutions. The two descriptions are equivalent.)
The above random code-design algorithm can be used to design a fixed-rate--resolution source code for any test channel . Lemma 9 establishes the achievability of the firstorder weighted distortion-rate functions and , but does not address the achievability of higher order distortion-rate functions. Next consider the achievability of these higher order functions. In doing so, it is tempting to think that blocking the source into -dimensional vectors and repeating the above proof on the resulting blocked source will yield the desired results. Unfortunately, this technique fails because the generalized AEP requires source ergodicity, and while the original source is assumed ergodic, ergodicity of the original source does not imply ergodicity of the blocked source. The following argument takes a similar approach to that used in [5] for decomposing the blocked source into its ergodic modes and then building a code for the nonergodic source by combining codes from the ergodic components.
The following notation, from [5] , is useful in completing the argument outlined above. While Lemma 9 does not apply to source (since is not necessarily ergodic), Lemma 9 does apply to the ergodic components of , described in Lemma 10. Thus the approach taken is to design a distinct fixed-rate code for each ergodic component and combine those codes to yield a single code that achieves, to arbitrary accuracy, the th-order weighted distortion-rate function. Achieving this result for arbitrary gets us arbitrarily close to the weighted distortion-rate function. 
C. Stationary Nonergodic Sources
The remainder of this paper treats the case of stationary nonergodic sources. Notice that the approach used in Lemma 11 to code for the nonergodic source made by blocking into -blocks must here be modified to achieve coding results for general nonergodic sources. This modification is necessary since the properties relating the ergodic modes of (described in Lemma 10) do not hold for general nonergodic sources. The proofs given in this section rely on the functional ergodic decomposition developed in [21] . The following lemma describes conditions under which the functional ergodic decomposition holds. Notice that the rates of these two fixed-rate codes are both bounded by and that these rates are typically equal since more rate generally leads to lower distortion. Nonetheless, based on the definitions given here, the rates are not guaranteed to be identical. While identical rates are unnecessary for the variable-rate coding argument, they play a key role in the fixed-ratecoding argument. In this case, identical rates can be guaranteed by padding the binary descriptions of the lower rate code with 's to achieve identical rates in the two fixed-rate codes. Notice that for fixed-ratecodes, is unchanged by this padding, and thus the new codebook is effectively identical to the old codebook for our purposes.
Let be the codebook achieved by taking the union of the above two (identical rate) codebooks and padding each codeword with escape characters. Adding one to the description length of each codeword in and and leaving the description lengths of the other resolutions unchanged yields a code that satisfies the Kraft inequality. Then implies . Finally, by the choice of , satisfies the rate constraint, giving . Thus and for together imply Notice that the above argument holds for and but fails for since in this case codes and do not necessarily have the same rate vectors and thus the union code would not necessarily be a fixed-rate code. While the descriptions of the code with the smaller rate can be padded with 's to achieve identical description lengths in the two codes, such a padding increases , and thus the argument cannot be carried forward.
Lemma 14 establishes the equivalence between the infimum and the limit of th-order weighted operational distortionrate functions. This result is achieved by proving that and are subadditive and then noting the equivalence of the limit and the infimum for normalized subadditive sequences. That is, is a subadditive sequence, which gives the desired result.
The above Lemmas combine to show that and are affine.
Lemma 15:
The weighted operational distortion-rate functions are affine functions of , the class of stationary sources.
Proof: Taking the limit in Lemma 13 and then applying the result from Lemma 14 gives the desired result.
The fact that and are upper semicontinuous remains to be shown. The following two lemmas address this goal. 
