I. INTRODUCTION
A chaotic process has sensitive dependence on initial conditions which prevents long-term predictions of the state of the system. Chaotic dynamics typically exhibit highly irregular behavior and are represented mathematically by so-called "strange attractors" whose small-scale structure is very complex.
Chaotic behavior is manifest in physical processes like turbulent fluid flow [1] , the fluttering of a driven flexible beam [2, 3] , and the irregular oscillations of a forced damped nonlinear pendulum.
Despite the complexities of chaotic behavior, the sensitive dependence on initial conditions can be exploited to direct the system to some desired final state (like a saddle periodic orbit embedded in the attractor) by a carefully chosen sequence of small perturbations to some control parameter. We call this targeting.
Ott, Grebogi, and Yorke [4] introduced the idea that control of chaos could in some cases be attained by feedback stabilization of one of the infinite number of unstable periodic orbits that naturally occur in a chaotic attractor. Their method has been used to control a driven, flexible beam about a saddle fixed point in a laboratory experiment whose dynamical behavior was well approximated by a two-dimensional map [5] .
Romeiras et al. [6] recently extended these ideas and applied them to stabilize saddle periodic points in an attractor in four dimensions arising from a map that describes a kicked double rotor. They showed that control can be achieved (perhaps after several thousand iterations) by using only one control parameter, even when the attractor has two positive Lyapunov exponents (the Lyapunov dimension [7] of the attractor is 2.8).
In this paper we discuss the targeting type of control problem for a chaotic system. We assume that we are given some initial condition on the attractor, and we wish to rapidly direct the resulting trajectory to a small region about some specified point on the chaotic attractor. Because of the inherent exponential sensitivity of chaotic time evolutions to perturbations, one expects that this can be accomplished using only small controlling adjustments of one or more available system parameters.
This was demonstrated theoretically and in numerical experiments for the case of a two-dimensional map by Shinbrot et al. [8] and also in a laboratory experiment for which the dynamics were approximately describable by a one-dimensional map [9] . The object of our paper is to present an eFicient method of targeting and to demonstrate its applicability in systems of higher dimensionality than previously considered.
As an example, we consider the double-rotor map [10] , [10] ; a slightly difFerent version, which we use here, is described in [6] .
The first rod, of length /i, pivots about Pi (which is fixed), and the second rod, of length 282, pivots about P2 (which moves). The angles 8i(t), 82(t) measure the po+n+1 / en+i ) ((MO~+ 0") mod 27r ) (1) +i) &LO In the remainder of the paper, we write z"= F" (xo) to mean the n times iterated point xc, i.e. , the point obtained by iterating the map n times starting from xo. 
Equation (2) often can be solved numerically using Newton's method. Figure 2 is a schematic illustration of the situation. The procedure described above works well, but it has the disadvantage that the map must be iterated a large number of times before reaching a neighborhood of one of the points in the path leading to the target. A long path increases the likelihood that a given iterate lies near a point on it, but then many control steps are required to reach the target.
Our objective is to steer a typical iterate to the target point in as few steps as possible. In this section we describe some refinements to the basic control procedure that allow us to do this in an average of 35 steps. We build a hierarchy or "tree" of paths leading to the target as follows. Suppose we have already selected a target point xT and have a path xo, xi, . . . , xT i on the attractor leading to it. (In the results described below, the path has 20 points, so T = 20. ) We iterate the map (possibly from an arbitrary initial condition in the basin of attraction) until we obtain a point z"that lies in a suitably small neighborhood of one of the points in the target path. We store z",together with a path of T points now leading to z".(The Lyapunov basis of each point must also be stored. ) Of course, it is possible to apply the targeting procedure to the point z"in order to steer the trajectory starting from z"to a small neighborhood of the target point. The reason for building the tree before applying the targeting procedure is to increase the probability that a given iterate lies near a path leading to the target point. In this respect, we imagine that it is possible to observe the dynamics for a time before initiating the targeting procedure. This new path is part of the second level of a tree whose root is the path leading to the target. If we have an iterate that falls within a suitable neighborhood of one of the points z"T, z"z+q, . . . , then we can apply the control procedure described in Sec. III using z"as an interim target. The idea is to steer the iterate to z", so that the controlled iterate now lies in a neighborhood of one of the points leading to the target xT. Then the control procedure is repeated (starting in a small neighborhood of z") with xT as the target. If both the root and the secondary path have 20 points, then the control steers the iterate to the target in no more than 40 steps. Figure 3 is a schematic illustration of this approach.
Other paths are added to the tree in similar fashion. As the map is iterated, we check to see whether the current point falls suitably close to one of the points in a previously stored path. If it does, then the point is added to the tree, together with its T = 20 preimages (and their associated Lyapunov bases). The tree can be made as large and as deep as required, depending on the amount of computer memory available. In the results described here, we limit the tree to a total of 500 paths, each of length 20 (for a total of 104 points) and three levels (so there are no more than 60 steps from any point in the tree to the final target). Thus 
V. RESULTS
The control procedure has been tested using a variety of initial and target points. The first numerical experiment is done in a two-step process. In the first step, the tree is constructed as described above (with a total of 104 points in 500 paths on three levels) and stored for later use.
The second step begins by reading in the tree. An arbitrary initial condition is selected and iterated 104 times to allow transients to die out. In this step, the targeting procedure is attempted whenever an iterate z"falls within 0.05 of a point in the tree. Otherwise 
