Abstract. The proof of the existence of a global connection in differential systems is generally a difficult task. Some authors use numerical techniques to show this existence, even in the case of continuous piecewise linear systems. In this paper we give an analytical proof of the existence of a reversible T-point heteroclinic cycle in a continuous piecewise linear version of the widely studied Michelson system. The principal ideas of this proof can be extended to other piecewise linear systems.
Introduction.
The existence of global connections in a differential system usually forces a complex dynamical behavior in a neighborhood of such connections. For instance, under the presence of a homoclinic cycle to a saddle-focus equilibrium point satisfying an eigenvalue ratio condition, the celebrated works of Shil'nikov [26, 27] ensure the existence of infinitely many periodic orbits of saddle type accumulating to the homoclinic cycle.
Moreover, the existence of a global connection in a differential system implies the appearance of subsidiary connections for certain perturbations of the system. For example, an analysis of the bifurcation structure of homoclinic cycles and subsidiary connections can be found in [15] .
Heteroclinic cycles are also organizing centers of a very complex dynamic [10, 11, 12, 14] . In particular, Dumortier, Ibañez, and Kokubu [11] conjecture the existence of an infinite set of bifurcation phenomena, called a cocoon bifurcation [20] , accumulating at a reversible T-point, that is, a point of the parameter space where a special kind of heteroclinic cycle satisfying some nondegeneracy condition appears. Furthermore, they explain the occurrence of such bifurcation phenomena as a consequence of the presence of this global connection.
Unfortunately, for nonlinear differential systems it is not easy to guarantee the existence of a global connection. Even though this is possible, some other extra conditions, for instance, where the dot stands for the derivative with respect to t and, without loss of generality, we can assume that d ≥ 0. This family appears in the study of traveling wave solutions of the one-dimensional Kuramoto-Sivashinsky equation [25] . It also arises in the analysis of the unfolding of the nilpotent singularity of codimension three [10, 13] .
For d = 0 the Michelson system has two equilibrium points, p ± = (±d √ 2, 0, 0), which are of saddle-focus type. The stable manifold W s (p + ) of p + (respectively, the unstable manifold W u (p − ) of p − ) is one-dimensional and the unstable manifold W u (p + ) of p + (respectively, the stable manifold W s (p − ) of p − ) is two-dimensional.
The vector field f associated to the Michelson system (1.1) satisfies the following important properties that affect the solution set:
• The divergence of f is identically zero. Therefore, the family is volume-preserving.
• The vector field f is invariant under the linear involution R(x, y, z) = (−x, y, −z) and sign reverse; that is, R(f (x)) = −f (R(x)), where x = (x, y, z) T . From the second property, the following dynamical consequences are obtained:
• Let φ(t; p) denote the flow of system (1.1). The equality φ(t; R(p)) = R(φ(−t; p)) holds, and we say that the family is time-reversible with respect to the linear involution R.
• If p is a point on the y-axis, then R(p) = p. Therefore, the orbit through p is reversible with respect to R, that is, φ(t; p) = R(φ(−t; p)), and the y-axis is called the reversibility axis.
• By the reversibility, the stable and unstable manifolds of
respectively. An interesting object of the dynamics of the Michelson system which has been widely studied (see [11, 16, 19, 20] [11] use the name Bykov cycle to refer to a T-point heteroclinic cycle [3, 4, 5] .
By abuse of notation, we can call the orbit ρ ∓ a one-dimensional heteroclinic orbit, because this orbit corresponds to the one-dimensional invariant manifolds of the singular points, and the orbit ρ ± a two-dimensional heteroclinic orbit because it is contained in the intersection set of the two-dimensional invariant manifolds of the singular points.
From several recent works it is possible to discern that piecewise linear systems are able to reproduce the dynamics of differentiable systems. Thus, it is natural to wonder if a suitable continuous piecewise linear version of the Michelson system with a reversible T-point exists.
An easy way to obtain a continuous piecewise linear system from the Michelson system is to perform, for d = 0, the change of variables
2 . Note that this system is also volume-preserving and time-reversible with respect to the involution R.
Due to the lack of differentiability of the piecewise linear vector fields, the generic tools of the analysis of differentiable systems cannot be applied. Therefore, the techniques used in [11] for the Michelson system are useless for our piecewise linear continuous version. Nevertheless, we also show that some dynamical aspects of the Michelson system remain in our piecewise linear version.
System (1.2) is formed by two linear systems separated by the plane {x = 0}, called the separation plane, and it can be written in a matricial form as In the half-space {x < 0}, the system has exactly one equilibrium point p − = (−1/c, 0, 0) T which is a saddle-focus point. Let λ > 0 and α ± i β be the eigenvalues of the Jacobian matrix at p − . This clearly implies that
By the reversibility with respect to R, there exists exactly one saddle-focus equilibrium p + = (1/c, 0, 0) T in the half-space {x > 0} whose eigenvalues are given by −λ and −α ± i β. Using the expression of the parameter c given in (1.4), system (1.2) can be written as
and the parameter λ > 0 can be chosen as the fundamental parameter of the family.
In the particular case of piecewise linear systems, global connections can be classified attending to the number of intersections with the separation plane. Using the notation introduced above, we say that a reversible T-point heteroclinic cycle Γ of system (1.5) is (n, m) if the one-dimensional heteroclinic orbit ρ ∓ intersects the separation plane {x = 0} at exactly n points and the two-dimensional heteroclinic orbit ρ ± intersects {x = 0} at exactly m points.
Obviously, the reversibility of system (1.5) forces n to be odd. As we will see later, due to the local linear shape of the one-dimensional invariant manifolds, n has to be different than one. So, the (3, 1) reversible T-point heteroclinic cycle can be considered to be the simplest one and its existence will be the main goal of this work, as it is summarized in the following theorem. Some numerical computations allow us to obtain λ 1 ≈ 0.65153556. In fact, its boundary values 1/2 and 1 do not have any dynamical meaning, and they have been chosen for the sake of simplicity of the handmade calculations involved in the proof.
Piecewise linear system (1.5) has been obtained from the Michelson system by using a natural transformation. This transformation preserves not only the look of the equations but also the properties of reversibility and volume-preservation. We must emphasize that this is not casual. In fact, considering a piecewise linear continuous system with separation plane {x = 0} and two saddle-focus equilibria, and assuming the reversibility, volume-preservation, and nondegeneracy conditions, the unique system that can be obtained is (1.5) except for linear changes of variables and time. More precisely, a piecewise linear continuous system with separation plane {x = 0} under the hypothesis of observability can be written as
where parameters t + , m + , and d + correspond to the linear system in the half-space {x > 0} while t − , m − , and d − correspond to the linear system in the half-space {x < 0}. Observability is a nondegeneracy condition, which means that the dynamics of the system cannot be uncoupled [6, 7] . The reversibility condition with respect to R implies that t − = −t + , 
|X|, where the prime stands for the derivative with respect to τ . This is the piecewise linear version of the Michelson system previously obtained.
The rest of the paper is devoted to the proof of Theorem 1.1, and it is organized as follows. In section 2 we describe the basic geometric elements of the problem. In section 3 we prove the existence, for every λ in a semi-infinite interval, of a two-dimensional heteroclinic orbit with exactly one intersection point with the plane {x = 0}. For one of these values of λ, there exists a one-dimensional heteroclinic orbit with exactly three intersection points with {x = 0}, as is proved in section 4. From this follows the existence of a simple heteroclinic cycle Γ. In section 5 we prove that Γ satisfies the nondegeneracy conditions of a reversible T-point heteroclinic cycle.
Some geometric elements of the flow.
In this section we describe the behavior of the flow crossing the plane {x = 0} and the basic elements of the linear dynamics locally contained in the half-spaces {x < 0} and {x > 0}.
For every point p = (x p , y p , z p ) T ∈ R 3 we denote by x p (t; λ) = (x p (t; λ) , y p (t; λ) , z p (t; λ)) T the solution of the system (1.5) with parameter λ and initial condition x p (0; λ) = p. The corresponding orbit is denoted by γ p .
If x p = 0 and y p > 0, then the orbit γ p crosses transversally the plane {x = 0} with x p (−t; λ) < 0 and x p (t; λ) > 0 for t > 0 small enough. If x p (t; λ) vanishes in (0, +∞), then we define the flying time t + p as the positive value such that x p t + p ; λ = 0 and
In such a case, we define the Poincaré map Π + at the point p as
Note that the Poincaré map Π + depends only on the linear systeṁ
. If x p = 0 and y p < 0, then the orbit γ p crosses transversally the plane {x = 0} with x p (−t; λ) > 0 and x p (t; λ) < 0 for t > 0 small enough. If x p (t; λ) vanish in (0, +∞), then we define the flying time t − p as the positive value such that x p t − p ; λ = 0 and x p (t; λ) < 0 in 0, t − p . In such a case, we define the Poincaré map Π − at the point
This map depends only on the linear systemẋ = A − x + e 3 . If p belongs to the z-axis, i.e., x p = 0 and y p = 0, then p is called a contact point of the flow of system (1.5) with the plane {x = 0} because the vector field at this point is tangent to the plane. Following [21] , the first coordinate of the Taylor expansion of
Hence, if z p < 0, then orbit γ p is locally contained in the half-space {x ≤ 0}; if z p > 0, then γ p is locally contained in the half-space {x ≥ 0}; and if z p = 0, then γ p crosses the plane {x = 0} from the half-space {x < 0} to the half-space {x > 0}. Now we describe the basic elements of the linear dynamics in every half-space; all this information is summarized in Figure 1 .
The stable manifold W s (p + ) of p + contains the half-line
≤ μ < ∞} generated by the eigenvector associated to the eigenvalue −λ of the matrix A + . The half-line L + and the plane {x = 0} intersect at the point
The unstable two-dimensional manifold W u (p + ) is locally contained in the half-plane
which is called the focal half-plane of p + . This half-plane is obtained from the eigenvectors associated to the complex eigenvalues of A + . The half-plane P + and the separation plane {x = 0} intersect along the straight line
Let us emphasize that not every point in D + belongs to the unstable manifold W u (p + ); see Figure 1 . The intersection point of D + and the z-axis is q + = 0, 0, 
≤ μ < ∞} generated by the eigenvector associated to the eigenvalue λ of the matrix A − . The half-line and the plane {x = 0} intersect at the point
The stable two-dimensional manifold W s (p − ) is locally contained in the half plane
which is called the focal half-plane of p − . This half-plane is obtained from the eigenvectors associated to the complex eigenvalues of A − . The half-plane P − and the separation plane {x = 0} intersect along the straight line 
Existence of a two-dimensional heteroclinic orbit. In this section we prove the existence of a simple two-dimensional heteroclinic orbit ρ ± , that is, a heteroclinic orbit 
We emphasize that condition (3.2) ensures that the point x q − (−t 0 ; λ 0 ) is the preimage of q − by the Poincaré map Π − .
Taking into account condition (3.2), the expressions of x q − and z q − in (3.1) can be obtained by integrating the linear system in the half-space {x < 0} in backward time with initial condition x(0; λ) = q − . Thus, system (3.1) can be written as
Using the function ϕ (τ, γ) = 1 − e γτ (cos(τ ) − γ sin(τ )) defined in [1] , system (3.3) can be rewritten as
Hence, the existence of a solution (t; λ) = (t 0 ; λ 0 ) of (3.1) satisfying inequality (3.2) is equivalent to the existence of a solution (t; λ) = (t 0 ; λ 0 ) of system (iv) There exists a unique functionτ The shape of functionsτ 1 andτ 2 introduced in the previous lemma are described in the next result. Some of these properties are shown in Figure 2 . (iii) There exists a unique value γ * > 0 such that −τ 2 (γ * ) =τ 1 (γ * ). This value satisfies 2π) , by the implicit function theorem it follows thatτ 1 is a differentiable function and
Taking the limit as γ tends to zero in the implicit expression ϕ(τ 1 (γ), γ) = 0, it is easy to check that lim γ 0 cos(τ 1 (γ)) = 1 and lim γ ∞ sin(τ 1 (γ)) = 0. Hence, lim γ 0τ1 (γ) = 2π and lim γ ∞τ1 (γ) = π.
(ii) This statement follows by the same arguments as in the previous item.
(iii) By the definition of ϕ andτ 2 it follows that, for every γ > 0, cos (τ 2 (γ)) = γ sin (τ 2 (γ)) andτ 2 (γ) ∈ −2π, − it is easy to obtain
This clearly gives ϕ −τ 2
, which is negative because ofτ 2 (γ) < − such that h(γ * ) = 0, h(γ) > 0 for 0 < γ < γ * , and h(γ) < 0 for γ > γ * .
(
2 ; see statement (iii). Therefore, by using that ∂ϕ/∂τ > 0 in τ ∈ (−2π, − 3π 2 ) (Lemma 3.1(ii)), it follows that ϕ(−τ 1 (γ), γ) < ϕ(τ 2 (γ), γ) = 1. The other inequality of the statement follows in a similar way.
The boundary value
appearing in statement (iii) of Lemma 3.2 has only computational meaning. In fact, it has been chosen to obtain the value 1/2 in the statement of Theorem 1.1.
In the next result we prove the existence of a simple two-dimensional heteroclinic orbit in the piecewise linear differential system (1.5) for every value of the parameter λ greater than a certain value λ * . Proposition 3.3. There exists a value λ * in (0,
) has a two-dimensional heteroclinic orbit with exactly one intersection point with the plane {x = 0}, and
(ii) if λ < λ * , system (1.5) has no two-dimensional heteroclinic orbits with exactly one intersection point with the plane {x = 0}.
Proof. For the sake of simplicity, let us consider the change of variables
In these new variables, system (3.4) and condition (3.5) can be written as Hence, the existence of a solution (τ 0 ; γ 0 ) to (3.7) is equivalent to the existence of a twodimensional heteroclinic orbit with exactly one intersection point with the plane {x = 0}. According to this, the proof of this proposition is reduced to the analysis of the existence of a solution to system (3.7). Let γ * be the value defined in Lemma 3.2(iii). Since 0 < γ * <
, the corresponding value λ * given by (3.6) is real and positive and satisfies 0 < λ * < 1 2 . Let us prove that this is the value λ * for which both statements of the proposition hold.
(i) For λ 0 ≥ λ * , the corresponding value γ 0 given by (3.6) satisfies γ 0 ≥ γ * . Thus, using Lemmas 3.1(i) and 3.2(iv), we obtain ϕ(τ 1 (γ 0 ), −γ 0 ) ≥ 1. On the other hand, from Lemma 3.1(i) and (iv), we have ϕ(−τ 1 (γ 0 ), −γ 0 ) = 0 and ϕ(−τ, −γ 0 ) > 0 for every τ ∈ (0,τ 1 (γ 0 )). That is, (τ 1 (γ 0 ); γ 0 ) is the desired solution of system (3.7).
(ii) For λ 0 < λ * , the corresponding value γ 0 given by (3.6) satisfies γ 0 < γ * . Note that the unique solutionτ of ϕ(−τ, −γ 0 ) = 0 which satisfies ϕ(−τ, −γ 0 ) > 0 for every τ ∈ (0,τ ) isτ =τ 1 (γ 0 ); see Lemma 3.1(i) and (iv). Because of γ 0 < γ * we have ϕ(τ 1 (γ 0 ), −γ 0 ) < 1; see Lemma 3.2(iv). Consequently, we concluded that the system (3.7) does not have any solutions.
Note that a value λ satisfying the statements of Proposition 3.3 has to be unique in λ > 0. Moreover, the value λ * ≈ 0.41527324 can be numerically obtained.
Existence of a one-dimensional heteroclinic orbit.
In this section we prove the existence of a simple one-dimensional heteroclinic orbit ρ ∓ , that is, a heteroclinic orbit ρ ∓ = W u (p − ) = W s (p + ) which intersects the plane {x = 0} at exactly three points. Two of these points are necessarily m − and m + .
An equivalent condition for the existence of a simple one-dimensional heteroclinic orbit is Π + (m − ) = Π −1 − (m + ). Due to reversibility, this occurs if and only if the point Π + (m − ) belongs to the reversibility axis, that is, when the first and third coordinates of Π + (m − ) are equal to zero. Therefore, system (1.5) has a simple one-dimensional heteroclinic orbit if and only if the system
has a solution (t 1 ; λ 1 ) such that t 1 > 0, λ 1 > 0, and
Note that condition (4.2) ensures that the point x m − (t 1 ; λ 1 ) is the image of m − by the Poincaré map Π + . Now, to prove the existence of solutions of system (4.1) we are going to simplify its equations. Integratingẋ = A + x + e 3 in forward time with initial condition x(0; λ) = m − , system (4.1) can be written as
and thus
Let us consider the system given by (4.3) and (4.6). Note that every solution of system (4.1) is a solution of system (4.3) and (4.6), but the converse is not necessarily true. In the following lemma we establish the conditions on a solution of system (4.3) and (4.6) for being a solution of system (4.1).
Lemma 4.1. Let (t 1 ; λ 1 ) be a solution of system (4.3) and (4.6), with t 1 > 0 and λ 1 > 0.
Proof. Suppose that (t 1 ; λ 1 ) is a solution of system (4.1). Since t 1 > 0 and λ 1 > 0, from (4.5) it is clear that sin(
For the other implication, let us consider the system (4.7)
whose equations correspond to a straight line and a circle. Hence, it has at most two different solutions. Since the straight line defined by the first equation contains a point with X = 1 and Y > 0, at most one of such solutions has a negative second coordinate. Note that
is a solution of system (4.7) with Y < 0. On the other hand, since (t 1 ; λ 1 ) is a solution of system (4.3) and (4.6), then (X,Ỹ ) = cos 4 + 3λ 2
is also a solution of system (4.7) withỸ < 0. Therefore, we conclude that (X,Ỹ ) = (X, Y ), which means that (t 1 ; λ 1 ) is a solution of (4.5) or, equivalently, a solution of (4.1).
In the next result we prove that system (4.1) has at least a solution (t 1 ; λ 1 ) which also satisfies some important conditions to verify inequality (4.2). t. Thus, system (4.3) and (4.6) can be written as
where ϕ is the function defined in Lemma 3.1. From Lemma 4.1, the proof is complete by showing the existence of a solution (
We will obtain such a solution by applying the Poincaré-Miranda theorem [17] , which is an n-dimensional extension of Bolzano's theorem.
The definition of ϕ makes it obvious that f 1 (π, λ) > 0 and f 1 (2π, λ) < 0 for every λ > 0. In particular, it is true for λ ∈ [ τ takes values in [1, 27] , as is easy to check from inequalities 4π < 3 √ 19 and e < 3. Therefore, f 2 (τ,
The lemma follows by the Poincaré-Miranda theorem.
To conclude the proof of the existence of a simple one-dimensional heteroclinic orbit for system (1.5), it remains only to check that the solution (t 1 ; λ 1 ) of system (4.1), given in Lemma 4.2, also satisfies condition (4.2) . This is done in the following result. t + 2e
. 
Remember that, in our system,ẋ m − (t; λ) = y m − (t; λ). Thus, using (4.5) to simplify y m − (t 1 ; λ 1 ), we obtainẋ
On the other side,ẋ m − (0; λ 1 ) > 0. From (4.9), the equality y m − (t; λ 1 ) = 0 is equivalent to G 1 (τ ) = G 2 (τ ), where
The qualitative behavior of G 1 and G 2 is shown in Figure 3 . Since G 2 (τ ) < 0 for every τ and G 1 (0) > 0, there exists anr 1 ∈ (0,ŝ 1 ) where
I k , where I k = (r 1 + 2kπ,r 1 + (2k + 1)π). On the other hand, the second derivative G 2 is always negative while the second derivative G 1 is positive in every interval I k with k = 0, 1, 2, . . . . Therefore, in each interval I k there may exist at most two values where G 1 and G 2 coincide.
We conclude thatŝ 3 >r 1 + 2π. In particular, τ 1 > 2π and, equivalently, From Propositions 3.3 and 4.3 we conclude that for λ = λ 1 system (1.5) has a simple twodimensional heteroclinic orbit ρ ± and a simple one-dimensional heteroclinic orbit ρ ∓ . That is, for λ = λ 1 system (1.5) has a (3, 1) heteroclinic cycle Γ = p + ∪ ρ ± ∪ p − ∪ ρ ∓ .
Existence of a reversible T-point heteroclinic cycle.
In this section we finish the proof of Theorem 1.1. It remains only to verify that the heteroclinic cycle Γ, obtained in section 4 for λ = λ 1 , satisfies the two following conditions, which are equivalent to those stated at the definition of a reversible T-point heteroclinic cycle:
(i) Manifolds W u (p + ) and W s (p − ) intersect transversally along the two-dimensional heteroclinic orbit ρ ± .
(ii) The difference between the third coordinates of Π + (m − ) and Π −1 − (m + ) is diffeomorphic to μ = λ − λ 1 (note that the distance between two points in the plane {x = 0} which are symmetric with respect to R is two times the absolute value of the third coordinate of any of them).
Statement (i) is a direct consequence of the transversality of manifolds W u (p + ) and W s (p − ) at {x = 0} and the differentiability of the flow.
To verify condition (ii), it is necessary only to prove that the third coordinate of Π , and 6(e λ 1 t 1 + e −λ 1 t 1 − 2) > 6.
Since 6 √ 19 > 8π, it follows that P (λ 1 , t 1 ) > 0, which proves the proposition. From Proposition 5.1 we finish the proof of Theorem 1.1.
