Idiosyncratic Risk, Market Risk and Correlation
Dynamics in European Equity Markets
Introduction.
International fund managers usually divide their equity portfolios into a number of regions and countries, and select stocks in each country with a view to outperforming an agreed market index by some percentage. This provides asset diversity within each country together with international diversification across political frontiers. Two interrelated features of this strategy have attracted the recent attention of financial researchers and practitioners. The first relates to expected returns. A growing body of empirical evidence on the performance of mutual and pension fund managers has questioned the extent to which they systematically outperform their benchmarks (Blake and Timmerman, 1998 , Wermers, 2000 , Baks, Metrick and Wachter, 2001 , and Coval and Moskowitz, 2001 ). To the extent that fund managers fail to add value when account is taken of their fees, the more passive strategy of buying and holding the market index for each country might yield an equally effective but more cost-efficient international diversification. The second relates to risk. It has been known for some time that equity return correlations do not remain constant over time, tending to decline in bull markets and to rise in bear markets (De Santis and Gerard (1997) , Ang and Bekaert (1999) , and Longin and Solnik (2003) ).
Correlations also tend to rise with the degree of international equity market integration (Erb, Harvey and Viskanta (1994) and Longin and Solnik (1995) ), which has gathered pace in Europe since the mid-1990s (Hardouvelis, Malliaropulos and Priestley (2000) and Fratzschler (2002) ) 1 . It is of considerable interest, therefore, to investigate the relative strengths of the trends in variances and correlations at the firm level as well as at the market index level in European equity markets, because the findings have relevance for the diversification properties of passive and active international investment strategies.
In this paper, we investigate the trends in firm-level and market index correlations in European equity markets using over 2,300 daily observations from January 1993 to November 2001 on 42 stocks from the Dow Jones Eurostoxx50. We analyse the behaviour over time of market risk and aggregate idiosyncratic risk in a portfolio of these stocks. We also study the pattern of aggregate correlation between the indexes of the 5 largest euro-zone stock markets and the Eurostoxx50 index. We extend the variance decomposition methodology of Campbell, Lettau, Malkiel and Xu (2001) , (henceforth CLMX (2001) ) to provide a full description of the relation between changes in market risk, aggregate idiosyncratic risk and return correlations. We then apply the recently developed dynamic conditional correlation multivariate generalised autoregressive conditional heteroscedasticity (DCC-MVGARCH) model of Engle (2001) and Engle and Sheppard (2002) to capture the time series behaviour of the conditional correlations between the leading euro-zone market indexes and between the individual stocks in the Eurostoxx50 index. In doing so, we specify our model to facilitate testing for non-stationarity and asymmetries in the correlation processes.
We find that, consistently with the results reported by CLMX (2001) for the United States, average firm-level variance has trended upwards in the euro-zone area. Contrary to CLMX (2001) , however, we find that market variance has also trended upwards, but by less than the rise in firm-level variance. This implies the existence of different correlation dynamics in the euro-zone area during the past 10 years to those observed in the United States, with a smaller downward trend in average correlation in our sample of euro-zone stocks. We also find significant persistence in all our conditional volatilities and correlation estimates, with the dynamics of firm-level correlations being best explained by an asymmetric component in their processes. Stock correlations tend to spike up after negative return innovations, suggesting that diversification strategies might perform poorly during prolonged bear markets. Finally, we find a significant rise in the correlations amongst euro-zone market indexes that can best be explained by a structural break reflecting the process of monetary and financial integration in Europe. It follows that portfolio managers in Europe should not over-estimate the benefits of pursuing passive international diversification strategies based on holding national stock market indexes. This conclusion is strengthened by the fact that correlations amongst the individual stocks in the euro-zone area have not been pushed upwards by the integration process, so firm level diversification strategies retain their appeal.
Our paper is structured as follows. We begin by generalising the CLMX (2001) decomposition of variance to provide a more complete description of the relation between market risk, aggregate idiosyncratic risk and correlation dynamics. In Section 3, we describe our data set, provide summary statistics, and present the salient trends in firm-level and market correlations in the euro-zone area. In Section 4, we perform a range of statistical tests to discern more formally the behaviour of market risk, firm-level risk and correlations in our dataset. We implement unit root and Wald tests, and we apply the DCC-MVGARCH model to our data. In the final Section, we summarise our main findings and draw together our conclusions.
Idiosyncratic Risk, Market Risk and Average Correlation.
The simplified market model can be written as an empirical version of the Sharpe (1964) 
Here,
In (4), R t is an nxn correlation matrix, D t is an nxn diagonal matrix, with the elements on its main diagonal being the standard deviations of their excess returns, and w t is an nx1 vector of weights. It follows that
From (4), we can write: In (5), I t is a conformable (nxn) identity matrix, r t is the weighted average correlation coefficient and i is an nx1 unit vector. Portfolio variance, MKT t , rises proportionally with average correlation, r t , if the standard deviation matrix, D t , remains constant. Using (5), we can rewrite (3) for the variance decomposition as in (6).
Solving (6) for r t , the average correlation coefficient becomes
and for equally-weighted portfolios with w t = n 1 i, it can be rewritten as
Equation (8) 
Equations (10) and (11) show that the variation in average correlation is inversely proportional to the variation in the ratio of average firm-level variance to market variance. The larger the number of stocks included in a portfolio, the more it resembles an equally-weighted portfolio and the better is the approximation provided by (10). Average correlation is strongly influenced by the extent to which firms diversify internally. The more the average firm diversifies (the more it resembles the market portfolio), the higher will be the average correlation for each given level of covariance risk in the economy (MKT t ). The opposite is true for average firm-level variance.
Data, Summary Statistics and Trends
Our dataset comes from two sources. The firm-level data is drawn from the stocks included in the Eurostoxx50 index. This is the leading European stock market index, and the futures contract on this index is one of the most liquid in the world. It commenced on 31 December 1991 with a base value of 1000, and it comprises 50 stocks from the companies with the heaviest capitalisation in the euro-zone countries 2 . We use the Bloomberg database of daily closing prices on the constituent stocks of the index to derive daily returns for the individual stocks. Table 2 provides the usual set of summary statistics for the 42 individual stock returns, and for the returns on the 6 market indices.
In particular, we report the sample means, variances, skewness, kurtosis, the Jarque-Bera statistics and their associated significance levels. As expected, the returns exhibit significant departure from the normal distribution in most cases.
Setting n = 42, we define market variance (MKT t ) over a 21-day month (T = 21) as the sum of the squared deviations of daily market returns (R m,t ) from their sample mean 4 , ( m R ). Here, R i,t is the return on stock i at time t. To construct the average total variance series, VAR t , we first compute the monthly variance for each stock in our sample, VAR (R i,t ) as the sum of the squared deviations of their daily returns from their sample mean, i R .
We then average across the variances of all stocks in our sample to compute the average total variance as
Finally, using (3) we compute the average firm-level variance as the difference between VAR t and MKT t :
The market variance time series (MKT t ) defined by (12), the average total variance (VAR t ) defined by (14), and the average firm-level variance ( In Figure 1 , we plot the time series of market variance (MKT t ), average firmlevel variance (FIRM t ), and average total variance (VAR t ) for the equallyweighted (Panel A) and for the value-weighted (Panel B) cases. It is noticeable that the equally-weighted and value-weighted series behave very similarly.
Indeed, their behaviour turns out to be almost identical in all our subsequent tests, and we consequently report only the results for the equally-weighted case.
Both the firm-level and the market variances start off relatively low and tend to rise towards the end of the period. This tendency is more pronounced for the firm-level variance than for the market variance. In this respect, our data appears to behave similarly to CMLX (2001) who note that average firm-level variance is usually higher then aggregate market variance. Figure 2 casts further light on this by plotting in Panel A the ratio of FIRM t to VAR t .
We now define average measures of correlation amongst the stocks in our sample. To do this, we first compute the cross products of the daily return deviations from their sample means and sum them to obtain monthly correlation measures for each pair of stocks i and j,
and we then average across the correlations to compute the average correlation. confirms our previous observation that average correlation is the mechanism that divides average total risk into aggregate firm-level variance (idiosyncratic risk) and market variance (covariance risk).
Our market index data consists of daily returns on the Eurostoxx50 index along with the returns on the 5 national stock market indexes with the heaviest capitalisation in the euro-zone at the end of our sample period, ie, the DAX (Frankfurt Stock Exchange), the CAC40 (Paris Stock Exchange), the MIB30 (Milan Stock Exchange), the AMX (Amsterdam Stock Exchange) and the IBEX (Madrid Stock Exchange). These series start on 31 December 1991 (except for the MIB30, which starts a year later). As with the individual stocks, the summary statistics for the index returns in Table 2 also suggest a significant departure from the normal distribution. Noticeably, index returns always display negative skewness whereas the sign of the latter is not the same across returns on individual stocks. In Figure 3 , we plot the monthly average correlation amongst the indexes. This has been computed applying (17) to our index data (with n = 6), and with all indexes being assigned equal weights. This series shows a more noticeable tendency to rise over time than does the firm-level correlations, and we now turn our attention to more formal testing of their time series behaviour.
Estimating the Time Series Behaviour of Idiosyncratic Risk, Market Risk and Average Correlations
We begin our formal testing of the time series behaviour of market risk, idiosyncratic risk and correlations in the euro-zone area by conducting unit root tests and Wald tests for the presence of a time-trend. We then model the time series behaviour of the correlations more directly using the DCC-MVGARCH model of Engle (2001) and Engle and Shephard (2002) .
Unit Root Tests
We conduct our Dickey-Fuller (DF) and augmented Dickey-Fuller (ADF) tests allowing up to 12 lags. As pointed out by Pesaran (1997) , however, there is a size-power trade-off depending on the order of augmentation, and we consequently rely on the results provided by the tests performed at the lower orders of augmentation. The null of the DF test is 1 :
, with the estimate of ρ being obtained from (18) and (19).
The critical values in these tests refer to the distribution under the null of DF = t t ρ σ ρˆ) 1 ( − . In (18) and (19), t y is the variable under consideration, t is a time trend, and t ρ σˆ is the variance of the ρ parameter estimate. In conducting our unit root tests, we allow the errors in (18) and (19) to be serially correlated, and we consequently estimate them with the inclusion of lagged first differences of y t amongst the regressors. We use the estimated ρ from these augmented regression equations to compute the ADF test statistics. Table 3 presents the results, reporting only the first 2 orders of augmentation for brevity. The DF and ADF tests reject the null of a unit root at the 5 percent level of significance in all our variance and correlation time series, with the exception of the average correlation amongst the Eurostoxx50 index and the 5 EMU stock market indexes. In particular, we cannot reject the null of a unit-root in the ADF test with 2 orders of augmentation and no deterministic time trend. Using an Ftest and the appropriate non-standard asymptotic distribution (Hamilton (1994) ), however, we can reject at the 1 percent level the joint hypothesis that the deterministic time trend is equal to zero and the autocorrelation coefficient ρ is equal to unity. We therefore conclude that all the variance and correlation time series are stationary, including aggregate market index correlation.
Wald Tests
We first estimate the static model in (20) that includes a deterministic time-trend coefficient but no lagged value of the dependent value, and test the restriction that the former is equal to zero.
Here, is a constant, t denotes the deterministic time trend, and is its associated coefficient. Using the DW statistic, we test whether the residuals in (20) are auto-correlated. If they are not i.i.d., this usually arises because of autocorrelated errors or because the appropriate specification for y t is,
Whenever we detect serial correlation in the residuals of the static model in (20), we estimate the dynamic model in (21) using Durbin's h 5 statistic to check that the residuals are serially independent. We conduct a Wald-type test of the restriction that the deterministic time trend coefficient is zero using Newy-West adjusted variance-covariance matrices to correct for heteroschedasticity and autocorrelation. Table 4 presents the results. We can never reject the null that the residuals from (21) are serially independent, with the exception of the average firm-level variance (FIRM ,t ) and of the average correlation amongst the market indices (r t in the bottom panel of Table 4 ). In the latter 2 cases, we must therefore treat the parameter estimates with caution, because inference procedures are not in general valid due to biased parameter variance estimates and inconsistent OLS estimates. As far as the relative sizes of the deterministic time-trend of MKT t and FIRM t are concerned, the coefficient estimated for the latter is always greater than for the former. Moreover, the deterministic time- Summarising our results thus far, both the variance and correlation time series, based respectively on sums of squares in (13) and sums of cross-products in (16), appear to be stationary, especially when we allow for a deterministic time trend.
Both aggregate firm-level and market variance have trended upwards in the eurozone over the period 1993-2001. Our estimated time trend coefficient for average idiosyncratic variance is smaller than the equally weighted estimate reported by 5 In the presence of lagged values of the dependent variables the DW test is biased toward acceptance of the null of no error auto-correlation. We therefore test for serial correlation of the error terms using Durbin's (1970) 
DCC-MVGARCH Modelling of Correlation Dynamics
Our analysis thus far has been based upon the computation of variances and covariances, followed by the estimation of time series regression models to study their evolution over time. This strategy has yielded useful insights that can be compared directly with the United States trends studied by CLMX (2001). But it has two shortcomings. First, there is no guarantee that the sums of squares and cross-products in (12), (13) and (16) are consistent estimators of the second moments of the return distributions at each point in time. Second, the aggregation of daily data into lower frequency monthly data leads to a potential small sample problem. It is, therefore, of considerable interest to apply the 6 CLMX (2001) decompose average total variance into market variance, average industry level variance and average firm-level variance. Therefore the time trend coefficient of aggregate idiosyncratic variance is the sum of the coefficients of average industry level variance and average firm-level variance. In the estimation that uses daily data, it is equal to 0.00103% (the sum of 0.000062% and 0.00096%, for aggregate industry and firm-level variance respectively) in the value-weighted case and to 0.012% in the equally weighted case (the sum of 0.000022% and 0.012386%, aggregate industry and firm-level variance respectively). CLMX's (2001) estimates refer to a sample of US stocks over the sample period 1963-1997.
7 They do not estimate the trend coefficient of average stock returns correlation but report the plots of 12 (daily) and 60 months (monthly) average correlations, which shows a dramatic decrease, particularly sharp over the last 10 years (from 1992 onwards) of the sample period.
recently developed DCC-MVGARCH model of Engle (2001) and Engle and Sheppard (2002) . This provides a useful way to describe the evolution over time of large systems, with the appealing feature that it preserves the simple interpretation of univariate GARCH models while providing an estimate of the full correlation matrix. In particular, the parameter estimates of the second moment matrix are the coefficients of the correlation process. In a recent application to global markets, Cappiello, Engle and Sheppard (2003) examine the correlation dynamics between the equity markets in 21 countries and the bond markets in 13 countries, using weekly data over the period from January 1987 to February 2001. They reject the null hypothesis of constant correlations in almost all cases.
To estimate the DCC-MVGARCH model on our data set, we begin by specifying the returns as follows.
where, as in (4),
Here, symbols retain their prior meanings and u t is a nx1 vector of zero mean return innovations conditional on the information set available at time t-1 ( 1
obtained by subtracting the means from each of the n asset returns and stacking them. The log-likelihood of the observations on u t is given by equation (23). for the GARCH process followed by D t 2 is the following.
Here, A and B are nxn diagonal coefficient matrices that yield consistent, timevarying, estimates of D t . Engle and Sheppard (2001) suggest maximising the second part of the likelihood function over the parameters of the process of R t , conditional on the estimated D t . This entails standardising u t by the estimated D t to obtain the nx1 vector ε t 10 . The maximum likelihood estimates of the parameters of the process of R t that maximise the second part of (23) can then be found by estimating a multivariate model of ε t nested within a multivariate scalar GARCH model of the conditional second moments. One simple specification for the GARCH process followed by R t is the following. 9 The presence of an intercept term ensures that the estimated residuals are zero-mean random variables. 10 As noted by Cappiello, Engle and Sheppard (2003) , standardising return innovations largely removes their departures from normality. This justifies the assumption that the standardised
In (25), α and β are scalar matrices (all the elements on the main diagonal are equal) 11 and R is a nxn matrix with 1s on the main diagonal. The matrix R is the long-run, baseline level to which the conditional correlations mean-revert.
To hasten the estimation procedure, R can be set equal to the unconditional correlation matrix over the sample. Engle and Sheppard (2001) show that this two-stage procedure yields consistent maximum likelihood parameter estimates, and that the inefficiency in the two-stage estimation process can be overcome by modifying the asymptotic covariance of the correlation estimation parameters.
Other specifications of (25) are obviously feasible, and we will experiment with versions that allow for the inclusion of trend coefficients, asymmetric components, and constraints on the parameters. In a nested test, if we want to test the null hypothesis that the restriction is binding, the relevant statistic is - We use the following specification for the conditional correlation model:
2[ln(L UR ) -ln(L R
returns innovations ε t in (23) are multivariate normal, even though the skewness, curtosis and JB statistics reported in Table 2 imply a non-normal distribution of row returns.
11 Since α and β are scalar matrices, to minimise the proliferation of symbols, we will denote the elements on their main diagonal with the same symbol as the matrices themselves. 12 The likelihood functions of both the restricted and the unrestricted model are of course evaluated at the estimated parameter values.
In (26), the elements of the nxn matrix S t-1 are the outer-products of 2 vectors that contain only negative return innovations, θ is the coefficient of the matrix S t-1 , and δ Trend is the deterministic time-trend coefficient. Notice that when the coefficient θ in (26) is not constrained to be zero, the correlation process can be asymmetric. Moreover, the unconditional correlation matrix to which the correlation process is forced to mean-revert, R , can take values Q 1 if t < τ and Q 2 if t > τ, where τ represents a selected structural break date. We estimate (26) with both firm-level and market index data. The expression τ is set equal to 15
June 1997, which splits our sample in half and allows for the possibility that the correlations amongst euro-zone stock returns might have been affected by increased integration prior to the introduction of the new currency.
Tables 5 and 6 present our DCC-MVGARCH model estimates using daily data on, respectively, the 6 market indexes and the 42 individual Eurostoxx50 stocks.
In each Table 5 firstly, which provides the results of the DCC-MVGARCH model for the 6 market indexes. We first estimate a simple symmetric specification of (26) with a deterministic time trend but no structural break. We label this specification Model 1. The estimated deterministic time trend coefficient turns out to be very small, entailing a decline in average market index conditional correlation of less than 0.5 percent over the sample period, even though it is statistically significant according to the reported t-statistic. Since this decline is economically negligible, however, we drop it from the model by restricting it to be zero in all subsequent specifications. We therefore estimate Model 2, which imposes on Model 1 the additional restriction that the time trend coefficient is zero.
Considering the clear rise in average market index correlation that is visible in Figure 3 , together with the lack of evidence of a significant deterministic time trend, we suspect that it either contains a stochastic trend (it is not stationary) or that it undergoes a structural break in its mean. To check the stationarity of the correlation process, we test the restriction that the persistence and news parameters and in (26) sum to unity. The relevant LR test statistic and the associated significance level are reported at the bottom of Table 5 (Model 2 against Model 3). We reject the restriction that the parameters of the correlation process sum to unity and we conclude, therefore, that the correlation process is stationary. A structural break in the market index correlation process might, however, explain both the strong persistence of the series and its sharp increase over the sample. We therefore estimate Model 4 that allows for a structural break in June 1997, corresponding to half the sample period and roughly 18 months before the introduction of the Euro, and we test it, using the usual LR test statistic (reported at the bottom of Table 5 ), against the restricted model with no structural break (Model 2). We can reject this restriction at the 0.0001 significance level. Moreover, once we allow for the structural break, we cannot reject the restriction that the asymmetric component coefficient θ is equal to zero (Model 5 against Model 4). We therefore conclude that the aggregate correlation between the 5 Euro-zone stock market indices and the Eurostoxx50 index is best explained by a symmetric process with a structural break in its mean. Turning to the correlation patterns amongst the 42 individual stocks in our sample, the estimation results for selected specifications of the DCC-MVGARCH model are reported in Table 6 . As shown in Panel B of this Table, we can reject the restriction that both the asymmetric component coefficient θ and the deterministic time trend coefficient δ Trend are equal to zero (Model 1 against Model 3), the null that the former is equal to zero (Model 1 against 13 We also estimated each model without the Eurostoxx50 index, and over the longer sample period 1992-2001, excluding the MIB30 index (because its series starts a year later). We obtained very similar results in all cases, and these are not reported here for brevity.
Model 2) and the null that the latter is equal to zero (Model 1 against Model 4) 14 .
Although the estimated time-trend coefficient is statistically significant, it is very small (it roughly implies a 1% change in stock correlations over a 10-year period). We therefore conclude that the salient feature of the process followed by the conditional correlations amongst the individual stocks included in the A noteworthy feature of all our estimated models, both at the market index level and at the firm-level, is the strong persistence of the conditional correlation processes, measured by the parameter β in (26). It ranges from 0.98 to 0.99 in the index models in Table 5 and it is equal to 0.90 in the model of the individual stocks in Table 6 . In many cases, the sum of the persistence parameter and of the news parameter (the parameter α in (26)) is close to unity. But the similarities end there. Average index-level correlation rises, whereas average stock correlation, in the asymmetric case, actually declines towards the end of the sample period. The conditional correlation at the market index level appears to follow a symmetric process, and to be strongly characterised by a structural break that raises the correlations more than twofold, in a manner that is consistent with increased economic and financial integration within the eurozone. This confirms the results reported by Cappiello, Engle and Sheppard (2003) , and it is consistent with the rise in volatility spillovers noticed by Baele (2002) . In contrast to this, the conditional correlation process at the firm level is strongly asymmetric, but there appears to be no structural break. As seen in 14 The standard error and associated t-ratio and p-value for Model 1 in Table 6 are not reported because, since we started the maximisation procedure with initial guesses very close to the final estimates, it was impossible to "map out" its curvature, as its gradient was already quite close to zero. Since this is a very lengthy procedure, we did not re-estimate. We therefore rely only on the LR test (Model 1 against Model 4 at the bottom of Table 6 ) in order to evaluate the significance of the deterministic time trend coefficient. Figure 4 ), is much smoother than its unconditional counterpart (Figure 3) . Also, because of the strength and the statistical significance of the asymmetric component in the firm-level correlation process, it is natural to argue that the spikes in the unconditional correlation plot are related more to the generalised falls in stock market prices rather than to the process of integration in the euro-zone.
Finally, we use the univariate GARCH volatility estimates given by the first step of the DCC-MVGARCH estimation procedure in equation (24) to compute a GARCH version of the average total variance (VAR t ) of our portfolio of 42 stocks. We then average across the conditional correlation estimates computed in the second stage of the DCC-MVGARCH estimation procedure to obtain the conditional version of the aggregate correlation of stocks returns (r t ). We can use this to divide (according to (9)), the aggregate GARCH total variance measure into conditional market risk (the conditional version of MKT t ) and conditional idiosyncratic risk (the conditional version of FIRM t ). The end result is the plot of the conditional variance of the market portfolio, average firm-level variance and average total variance reported in Figure 5 for the case when both volatilities and correlations follow an asymmetric process.
Summary and Conclusions
Our purpose in this paper has been to examine the trends in market and firmlevel volatility in European equity markets. Using over 2,300 daily observations from February 1993 to November 2001 on 6 European market indices and 42 stocks from the Eurostoxx50 index, we analysed the time series behaviour of market risk, idiosyncratic risk, and aggregate correlations between the indices and between the individual stocks. In addition to extending the CLMX (2001) methodology to provide a full description of the relation between changes in market risk, aggregate idiosyncratic risk and return correlations, we also applied the asymmetric version of the DCC-MVGARCH model of Engle (2001) and Engle and Sheppard (2002) to capture the time series behaviour of the conditional correlations between the market indexes and between the individual stocks in the Eurostoxx50 index.
We find that both market risk and aggregate idiosyncratic risk are trended upwards in our sample, and that the deterministic time trend at work in the latter is stronger than in the former. The rise in idiosyncratic risk implies that it takes more stocks to achieve a given level of diversification, and is consistent with the results reported by CLMX (2001) for United States markets. We also find that aggregate firm-level return correlations are trended weakly downwards in the euro-zone. Part of this finding might be explained by the fact that our sample includes large stocks that have a significant degree of diversification built into the cash flows associated with their businesses. In contrast to this, however, the average correlation amongst the 5 euro-zone stock market indices and the Eurostoxx50 index has risen significantly over our sample period. This, we argue, is not surprising in view of the ongoing process of economic and financial integration in the euro-zone area.
In applying the DCC-MVGARCH model to further examine the behaviour of euro-zone correlations, we find that, consistent with CLMX (2001) and Capiello, Engle and Sheppard (2003) , all our conditional correlation time series estimates display significant degrees of persistence. At the market index level, we can reject the restriction that the parameters of the correlation process sum to unity, but there is strong evidence of a structural break in the mean shortly before the introduction of the Euro. This explains both the strong persistence of the correlation time series and its significant rise over the sample period. We also find that the conditional correlation process is strongly asymmetrical with a negative but very small deterministic time trend. The asymmetry of the stock returns correlation process also explains why the skewness of market index returns, as reported in (8), a higher ratio of market to total variance and a lower ratio of firm-level to total variance. This suggests that the portion of total risk represented by idiosyncratic risk in euro-zone equity markets might be smaller than in the United States, implying a lower benefit to diversification in the eurozone area. In other words, the opportunity-cost of not diversifying is relatively lower. Part of this difference might be explained by the fact that our sample comprises large stocks that have a significant degree of built-in diversification.
Nevertheless, our results suggest that fund managers should think through the full ramifications of seeking more cost-effective diversification by adopting the passive strategy of investing in market indexes rather than a selection of stocks from each country. 15 There is the possibility that this tendency might not have been detected by our estimates because we worked with a sample of stocks issued by well established firms (as it must be the case since they are included in the Eurostoxx50 Index). Notes. This tables reports estimates of the parameters of the model of the average firm-level variance (FIRM t ), market variance (MKT t ) and average correlation (r t ) series with a deterministic time trend. All variables are defined in the text. DW denotes the Durbin-Watson statistics of the static model from (22). All other columns report estimated coefficient and t-statistics for the dynamic model as in (23). The rightmost columns report the Durbin's h-statistic of the null that the dynamic model residuals are not first-order autocorrelated and the Wald statistic (in both cases with the associated significance levels) of the restriction that is equal to zero. All the Wald-Test statistics, standard errors and significance levels have been computed using a NewyWest adjusted variance-covariance matrix with Parzen weights to correct for heteroschedasticity and autocorrelation. 
