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REGULAR POINTS OF EXTREMAL SUBSETS IN
ALEXANDROV SPACES
TADASHI FUJIOKA
Abstract. We define regular points of an extremal subset in an Alexandrov
space and study their basic properties. We show that a neighborhood of a
regular point in an extremal subset is almost isometric to an open subset in
the Euclidean space and that the set of regular points in an extremal subset
has full measure and is dense. These results actually hold for strained points
in an extremal subset.
1. Introduction
Alexandrov spaces are a generalization of Riemannian manifolds having a lower
sectional curvature bound. They naturally arise as Gromov-Hausdorff limits of
Riemannian manifolds with sectional curvatures uniformly bounded below. In par-
ticular, they have singular points generally. The fundamental theory of Alexandrov
spaces was developed by Burago, Gromov and Perelman [BGP]. Extremal subsets
are a kind of singular point sets in Alexandrov spaces introduced by Perelman and
Petrunin [PP1]. They are closely related to stratification of Alexandrov spaces. It
is known that an Alexandrov space has a stratification into topological manifolds
such that the closures of its strata are all possible primitive extremal subsets of the
space. The aim of this paper is to define and study regular points of such strata.
Let M be an n-dimensional Alexandrov space. Recall that a regular point of M
is a point whose tangent cone is isometric to Rn. Then, a neighborhood of a regular
point is almost isometric to an open subset of Rn ([BGP, 9.4]). Furthermore, the
Hausdorff dimension of the set of non-regular points is no more than n− 1 ([BGP,
10.6], [OS, Theorem A]), and in particular, the set of regular points is dense in M
([BGP, 6.7]).
Let us define regular points of extremal subsets. Since every extremal subset is
obtained as a union of primitive extremal subsets (with nonempty relative interior),
we only have to consider primitive ones. Let E be an m-dimensional primitive
extremal subset of M . Similarly to the above, we define a regular point of E as
a point whose tangent cone of E is isometric to Rm. Here, the tangent cone of E
is equipped with the extrinsic metric, that is, the restriction of the metric of the
ambient space. Then, the same properties as above hold:
Theorem 1.1. Let E be an m-dimensional primitive extremal subset of an Alexan-
drov space M .
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(1) Let p be a regular point of E. Then, for any ε > 0, there exists a neigh-
borhood of p in E that is ε-almost isometric to an open subset in Rm with
respect to both intrinsic and extrinsic metrics of E.
(2) Let E0 be the set of all regular points in E. Then, the Hausdorff dimension
of the complement E \E0 is no more than m−1. Furthermore, E0 is dense
in E.
In particular, the intrinsic and extrinsic metrics of E are almost isometric in
a neighborhood of almost every point in E. In the proof of Theorem 1.1, the
generalized Lieberman theorem [PP1, 5.3] plays an important role, which is a kind
of totally geodesic property of extremal subsets.
Regular points are closely related to strained points. Recall that a point p ∈M
is called a (k, δ)-strained point if there exists a collection {(ai, bi)}ki=1 of pairs of
points in M such that
∠˜aipbi > π − δ,
∠˜aipaj, ∠˜aipbj, ∠˜bipbj >
π
2
− δ
for all 1 ≤ i 6= j ≤ k. Then, the splitting theorem implies that a point in M is
regular if and only if it is (n, δ)-strained for any δ > 0, Indeed, the properties of
regular points of M mentioned above also hold for (n, δ)-strained points. Similarly,
the following holds:
Theorem 1.2. Let E be an m-dimensional primitive extremal subset of an Alexan-
drov space M . Then, a point in E is regular if and only if it is (m, δ)-strained for
any δ > 0. In fact, Theorem 1.1 holds for (m, δ)-strained points instead of regular
points (provided that δ ≪ ε in (1)).
Indeed, the almost isometry in Theorem 1.1(1) is given by the distance map
f = (|a1 · |, . . . , |am · |) from an (m, δ)-strainer {(ai, bi)}mi=1 at p.
As applications, we obtain the following two theorems for extremal subsets.
One is the volume convergence of extremal subsets. Recall that the volumes of
Alexandrov spaces are continuous under the Gromov-Hausdorff convergence ([BGP,
10.8], [S, 3.5], [Y, 0.6]) and that the proof is based on the properties of regular
(strained) points. Let volm denote the m-dimensional Hausdorff measure.
Theorem 1.3. LetMi
GH−→M be a noncollapsing sequence of n-dimensional Alexan-
drov spaces with curvature ≥ κ and diameter ≤ D. Let m-dimensional extremal
subsets Ei of Mi converge to an m-dimensional extremal subset E of M under this
convergence. Then, we have limi→∞ volmEi = volmE.
Note that if Mi are n-dimensional Alexandrov spaces with curvature ≥ κ, diam-
eter ≤ D and volume ≥ v > 0 and Ei are their m-dimensional extremal subsets,
then we can take a convergent subsequence as above (in particular, dimE = m, see
[K, 9.13] for instance). If Mi collapses, then the theorem does not hold in general
(even if Ei does not collapse).
The other result is about the relation between an extremal subset and its neigh-
borhood in the ambient Alexandrov space. It is similar to Yamaguchi’s theorem
[Y, 0.2] (see also [F2]) stating that if a sequence of Alexandrov spaces collapses to
a space with only weak singularities, then they have almost Lipschitz submersions
onto the limit space.
REGULAR POINTS OF EXTREMAL SUBSETS 3
Theorem 1.4. Let E be an m-dimensional compact primitive extremal subset of an
Alexandrov space M . Suppose that every point in E is regular (or more generally,
(m, δ)-strained for sufficiently small δ depending on M). Then, for sufficiently
small ε > 0, the ε-neighborhood Uε(E) of E is a fiber bundle over E. Furthermore,
E is a deformation retract of Uε(E).
Organization. The organization of this paper is as follows: In §2, we review the
basics of Alexandrov spaces and extremal subsets and recall the notions of strainers,
gradient curves and quasigeodesics. In §3, we first show that the distance map from
a strainer is open on an extremal subset and that the Hausdorff dimension of an
extremal subset coincides with its strainer number. After that, we define regular
points of a primitive extremal subset and prove Theorems 1.1 and 1.2 and some
corollaries. In §4, we prove Theorem 1.3 and Theorem 1.4.
Acknowledgment. I would like to thank Prof. Takao Yamaguchi for his advice and
encouragement.
2. Preliminaries
2.1. Alexandrov spaces. We refer to [BGP] and [BBI] for the the basics of
Alexandrov spaces.
For three points p, q and r in a metric space, consider a triangle in the κ-plane,
the simply-connected complete surface of constant curvature κ, with sidelengths
|pq|, |qr| and |rp|. We denote by ∠˜qpr the angle opposite to the side |qr| and call it
a comparison angle at p. A complete metric space M is called an Alexandrov space
with curvature ≥ κ if it satisfies the following conditions:
(1) any two points in M can be connected by a shortest path;
(2) every point has a neighborhood U such that for any four points p, q, r, s ∈ U ,
we have
∠˜qpr + ∠˜rps+ ∠˜spq ≤ 2π.
In this paper, we only deal with finite-dimensional Alexandrov spaces in the sense of
Hausdorff dimension. The Hausdorff dimension of a finite-dimensional Alexandrov
space is an integer. From now, M denotes an n-dimensional Alexandrov space with
curvature ≥ κ. Furthermore, Σ often denotes a space of curvature ≥ 1.
We assume that every shortest path is parametrized by arclength. For two
shortest paths γ, σ in M starting at p, the comparison angle ∠˜γ(t)pσ(s) is nonin-
creasing in both t and s. Hence, the angle ∠(γ, σ) := limt,s→0 ∠˜γ(t)pσ(s) always
exists. The angle becomes a metric on the equivalence classes of shortest paths
starting at p. The space of directions Σp at p is the completion of this space. The
tangent cone Tp at p is the Euclidean cone over Σp. Then, Σp (resp. Tp) is an
(n− 1)-dimensional compact (resp. n-dimensional noncompact) Alexandrov space
of curvature ≥ 1 (resp. ≥ 0). More generally, a space Σ has curvature ≥ 1 if and
only if its Euclidean cone K(Σ) has curvature ≥ 0. Note that the rescaled space
(λM, p) converges to (Tp, o) as λ→∞ in the pointed Gromov-Hausdorff topology,
where o denotes the vertex of the cone.
We will use the following notation: For two points p, q in M , q′p denotes one of
the directions of shortest paths from p to q. Similarly, for a closed subset A in M ,
A′p denotes the set of all directions of shortest paths from p to A. Moreover, we
sometimes denote by Q′p the set of all directions of shortest paths from p to q by
regarding Q as a closed subset {q}.
4 T. FUJIOKA
It is well-known that the class of all Alexandrov spaces with dimension ≤ n,
curvature ≥ κ and diameter ≤ D is compact with respect to the Gromov-Hausdorff
distance.
2.1.1. Strainers. We refer to [BGP] and [BBI, Chap. 10] for more details on strain-
ers.
Throughout this paper, we assume that a positive number δ is smaller than some
constant depending only on the dimension and the lower curvature bound of spaces,
such as n and κ.
Definition 2.1. Let p ∈ M . A collection {(ai, bi)}ki=1 of pairs of points in M is
called a (k, δ)-strainer at p if it satisfies
∠˜aipbi > π − δ,
∠˜aipaj, ∠˜aipbj, ∠˜bipbj >
π
2
− δ
for all 1 ≤ i 6= j ≤ k. Such a point p is called a (k, δ)-strained point. The number
min1≤i≤k{|pai|, |pbi|} is called the length of the strainer {(ai, bi)}ki=1.
Furthermore, let Σ be a space of curvature ≥ 1. A collection {(Ai, Bi)}ki=1 of
pairs of compact subsets in Σ is called a (k, δ)-strainer of Σ if it satisfies
|AiBi| > π − δ,
|AiAj |, |AiBj |, |BiBj | > π
2
− δ
for all 1 ≤ i 6= j ≤ k.
Clearly, p ∈M is (k, δ)-strained if and only if Σp has a (k, δ)-strainer.
Let X be a subset of M . The δ-strainer number of X , denoted by δ- str(X),
is the supremum of numbers k such that there exists a (k, δ)-strained point in X .
Moreover, let p ∈ X . The local δ-strainer number of X at p, denoted by δ- strp(X),
is the supremum of numbers k such that every neighborhood of p in X contains
a (k, δ)-strained point. It is known that the local δ-strainer number of M at any
point is n for any small δ > 0.
LetM(k, δ) be the set of all (k, δ)-strained points inM . SetM(k) :=
⋂
δ>0M(k, δ).
We denote by dimH the Hausdorff dimension. Then, the following holds:
Theorem 2.2 ([BGP, 10.6]). For any δ > 0, we have
dimH (M \M(k, δ)) ≤ k − 1.
In particular,
dimH (M \M(k)) ≤ k − 1.
Let Σ be a space of curvature ≥ 1. If (ξ, η) is an opposite pair in Σ, i.e. |ξη| = π,
then Σ is isometric to the spherical suspension S(Z) over a space Z of curvature
≥ 1, where Z = {ζ ∈ Σ | |ξζ| = |ηζ| = π/2} (see [BBI, 10.4.3]). Therefore, if there
exists a collection {(ξi, ηi)}ki=1 of pairs of points in Σ such that
|ξiηi| = π, |ξiξj | = |ξiηj | = |ηiηj | = π/2
for all 1 ≤ i 6= j ≤ k, then Σ is isometric to the k-fold spherical suspension
Sk(Σˆ) =
k︷ ︸︸ ︷
S(S(. . . S(Σˆ) . . . ))
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over some space Σˆ of curvature ≥ 1. We refer to such a collection {(ξi, ηi)}ki=1 as
an orthogonal k-frame of Σ. Note that Sk(Σˆ) is isometric to the spherical join of
the standard unit sphere Sk−1 and Σˆ. We often regard Sk−1 as being isometrically
embedded in Sk(Σˆ). Note that p ∈ M belongs to M(k) if and only if Σp has an
orthogonal k-frame. In particular, M(n) coincides with the set of all regular points
in M .
2.2. Extremal subsets. We refer to [PP1] and [Pet2, §4] for the basics of extremal
subsets. See also [Per2] for stratification of Alexandrov spaces.
Let M be an Alexandrov space. We denote by distq the distance function |q · |
from q ∈ M . Recall that the first variation formula states dp distq = − cos |Q′p · |
on Σp for any p ∈ M \ {q}, where Q′p denotes the set of all directions of shortest
paths from p to q.
Definition 2.3. A closed subset E of M is said to be extremal if it satisfies the
following condition: if p ∈ E is a local minimum point of distq |E for q /∈ E, then it
is a critical point of distq, i.e. dp distq ≤ 0. Note that the empty set and M itself
are extremal subsets of M .
Furthermore, let Σ be a space of curvature ≥ 1. A closed subset F of Σ is said
to be extremal if it satisfies the above condition, and in addition, diamΣ ≤ π/2
when F is empty and Σ ⊂ B¯(F, π/2) when F is one point.
In this paper, by the “dimension” of an extremal subset we mean its Hausdorff
dimension. Later we prove that it coincides with the strainer number and thus is
an integer.
Example 2.4. (1) A point whose space of directions has diameter not greater
than π/2 forms an extremal subset of dimension 0.
(2) The boundary of an Alexandrov space is an extremal subset of codimension
1. The set of all topological singularities (i.e. non-manifold points) is also
an extremal subset.
(3) Let a compact group G act onM by isometries. Then, the quotientM/G is
an Alexandrov space with the same lower curvature bound and the natural
projection of the fixed point set of G is an extremal subset of M/G.
Let E ⊂ M be an extremal subset and p ∈ E. The space of directions of E
at p, denoted by ΣpE, is defined as the subset of Σp consisting of all directions
obtained as limits of (pi)
′
p, where pi ∈ E converges to p. Then, ΣpE is an extremal
subset of Σp. The tangent cone of E at p, denoted by TpE, is defined as the
subcone K(ΣpE) of Tp. Alternatively, TpE is defined as the limit of λE under
the convergence (λM, p) → (Tp, o), where λ → ∞. Then, TpE is also an extremal
subset of Tp. More generally, F is an extremal subset of a space Σ of curvature
≥ 1 if and only if K(F ) is an extremal subset of K(Σ). Furthermore, the limit of
extremal subsets under the Gromov-Hausdorff convergence of Alexandrov spaces is
an extremal subset of the limit space.
Let d denote the metric of M . An extremal subset E ⊂ M has two metrics.
One is the restriction of d. We call it the extrinsic metric of E. The other is the
intrinsic metric induced by d. We denote it by dE . It is known that the intrinsic
and extrinsic metrics of E are locally bi-Lipschitz equivalent. More precisely, if
volnB(p,D) ≥ v > 0 for p ∈ E, then there exists a constant C = C(n, κ,D, v) such
that dE ≤ Cd on B(p,D) ∩ E. Note that clearly d ≤ dE .
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Now, we explain the stratification of M by its primitive extremal subsets. It is
known that the union, intersection, and closure of the difference of two extremal
subsets are also extremal. An extremal subset is said to be primitive if it contains
no proper extremal subsets with nonempty relative interior. Then, any extremal
subset can be uniquely represented as a union of primitive extremal subsets with
nonempty relative interior. Let E be a primitive extremal subset of M . The main
part E˚ of E is defined as E with its all proper extremal subsets removed. Then,
E˚ is open and dense in E, and moreover, is a topological manifold. Furthermore,
the main parts of primitive extremal subsets form a disjoint covering of M . This
covering gives a stratification of M .
2.2.1. Gradient curves. We refer to [Pet2] and [PP2, §3] for more details on gradient
curves.
Extremal subsets have an alternative definition in terms of gradient curves. Let
p ∈ M . Recall that dx distp = − cos |P ′x · | on Σx for any x ∈ M \ {p}, where
P ′x denotes the set of all directions of shortest paths from x to p. The gradient
∇x distp ∈ Tx of distp at x is defined by
∇x distp :=
{
o if maxΣx dx distp ≤ 0,
dx distp(ξ) · ξ if maxΣx dx distp > 0,
where ξ ∈ Σx is the unique maximum point of dx distp on Σx. A curve α in M
satisfying α+(t) = ∇α(t) distp is called a gradient curve of distp. It is known that
there exists a unique maximal gradient curve of distp starting at x 6= p. The
following is an equivalent condition for extremality:
Theorem 2.5 ([Pet2, 4.1.2]). A subset E of M is extremal if and only if for any
p ∈ M and x ∈ E with p 6= x, the gradient curve of distp starting at x remains in
E.
2.2.2. Quasigeodesics. We refer to [PP2] and [Pet2, §5] for more details on quasi-
geodesics.
For a 1-Lipschitz curve c(t) and a point p in M , consider a triangle on the κ-
plane with sidelengths |pc(t1)|, |pc(t2)| and |t1 − t2|. We denote by ∠˜pc(t1)⌣c(t2)
the angle opposite to the side |pc(t2)|. If such a triangle does not exist, then we
define ∠˜ := 0.
A curve γ(t) in M is called a quasigeodesic if it is parametrized by arclength
and satisfies the following monotonicity: for any p ∈M and t, ∠˜pγ(t)⌣γ(t+ τ) is
nonincreasing in 0 < τ < π/
√
κ (we define π/
√
κ :=∞ for κ ≤ 0).
The following is a kind of totally geodesic property of extremal subsets, which
plays a key role in the proof of Theorem 1.1.
Theorem 2.6 (Generalized Lieberman theorem [PP1, 5.3], [Pet1, 1.1], [Pet2,
2.3.1]). Any shortest path with respect to the intrinsic metric of an extremal subset
is a quasigeodesic in the ambient Alexandrov space.
Let E ⊂M be an extremal subset and p, q ∈ E. Let γ be a shortest path from p
to q with respect to the intrinsic metric ofE. Then, γ+(0) ∈ ΣpE is uniquely defined
since a quasigeodesic has a unique right tangent vector at each point. We denote
by q◦p one of such directions. Furthermore, we define ∠˜xp⌣q := ∠˜xγ(0)⌣γ(|pq|E)
for x ∈ M (in other words, the angle opposite to the side |xq| of a triangle on the
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κ-plane with sidelengths |xp|, |pq|E and |xq|). From the above monotonicity, we
have ∠˜xp⌣q ≤ ∠(x′p, q◦p).
3. Basic properties
In this section, we study the relation between extremal subsets and strainers,
define regular points of extremal subsets and prove Theorems 1.1 and 1.2.
Recall that δ denotes a positive number smaller than some constant depending
only on n and κ. Furthermore, κ(δ) denotes various positive functions depending
only on n and κ such that κ(δ) → 0 as δ → 0. We always assume that a lower
bound ℓ of the lengths of strainers is not greater than 1 since all our arguments
using strainers are local.
Let ε be a small positive number. Let X and Y be metric spaces. A map
f : X → Y is called an ε-almost isometry if it is surjective and ||f(x)f(y)|/|xy| −
1| < ε for any two distinct points x, y ∈ X . Let U be an open subset of X .
A map f : U → Y is called a (1 − ε)-open map if for any x ∈ U and v ∈ Y
such that B¯(x, (1 − ε)−1|f(x)v|) ⊂ U , there exists y ∈ U such that f(y) = v and
(1− ε)|xy| ≤ |f(x)v|.
We first show that the distance map from a strainer is open on an extremal subset
(Proposition 3.3). The following lemma gives a sufficient condition for (1 − ε)-
openness:
Lemma 3.1. Let f : U → Rk be a continuous map on an open subset U of a
metric space X. Suppose that for any p ∈ U and ξ ∈ Sk−1 ⊂ Rk, there exists q ∈ U
arbitrary close to p such that ∣∣∣∣f(q)− f(p)|pq| − ξ
∣∣∣∣ < ε.
Then, f is (1− ε)-open on U .
Proof. Take p ∈ U and v ∈ Rk such that B¯(p, (1 − ε)−1|f(p)v|) ⊂ U . Consider a
closed subset
A :=
{
q ∈ X | (1− ε)|pq| ≤ |f(p)v| − |f(q)v|}.
Note that A ⊂ U . We show v ∈ f(A). Suppose the contrary and take q ∈ A such
that |f(q)v| = |f(A)v| > 0. Applying the assumption to q and ξ := v−f(q)|f(q)v| , we find
q1 ∈ U such that∣∣∣∣f(q1)− f(q)|qq1| − ξ
∣∣∣∣ < ε and 0 < |qq1| ≤ |f(q)v|.
Then, we have
|f(q1)v| = |(v − f(q))− (f(q1)− f(q))|
= |(|f(q)v|ξ − |qq1|ξ) + (|qq1|ξ − (f(q1)− f(q)))|
≤ (|f(q)v| − |qq1|) + ε|qq1|
= |f(q)v| − (1− ε)|qq1|.
This implies
(1− ε)|pq1| ≤ (1− ε)(|pq|+ |pq1|) ≤ |f(p)v| − |f(q1)v|.
Therefore, q1 ∈ A and |f(q1)v| < |f(q)v|. This contradicts the choice of q. 
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The next lemma guarantee that an extremal subset almost contains the directions
of strainers. Recall that we denote by Sk(Σˆ) the k-fold spherical suspension over a
space Σˆ of curvature ≥ 1 and by {(ξi, ηi)}ki=1 an orthogonal k-frame of Sk(Σˆ). We
regard the standard unit sphere Sk−1 as being embedded in Sk(Σˆ) (see §2.1.1).
Lemma 3.2. Let Σ be an (n− 1)-dimensional Alexandrov space of curvature ≥ 1
and F an extremal subset of Σ. Suppose that Σ has a (k, δ)-strainer {(Ai, Bi)}ki=1.
Then, there exist an Alexandrov space Σˆ of curvature ≥ 1 and dimension ≤ n−k−1
(possibly empty) and a κ(δ)-Hausdorff approximation ϕ : Σ→ Sk(Σˆ) such that
ϕ(Ai) = ξi, ϕ(Bi) = ηi
for all 1 ≤ i ≤ k and the κ(δ)-neighborhood of ϕ(F ) contains Sk−1.
Proof. We prove it by contradiction. Suppose that the claim does not hold for
Σj , Fj , {(Aij , Bij)}ki=1 and δj → 0, where j → ∞. Passing to a subsequence, we
may assume that Σj converges to an Alexandrov space Σ of curvature ≥ 1 and
dimension ≤ n− 1 and that Fj converges to an extremal subset F of Σ. We may
further assume that (k, δj)-strainers {(Aij , Bij)}ki=1 converge to an orthogonal k-
frame {(ξi, ηi)}ki=1 of Σ. Therefore, Σ is isometric to Sk(Σˆ) for some Σˆ of curvature
≥ 1 and dimension ≤ n− k − 1. Consider the Euclidean cone K(Σ) = Rk ×K(Σˆ).
Then, K(F ) is an extremal subset of K(Σ). Since every gradient curve starting
at the vertex remains in K(F ), we see that Rk × {o} ⊂ K(F ). In other words,
S
k−1 ⊂ F . This is a contradiction. 
Now, we can prove the following:
Proposition 3.3. Let M be an Alexandrov space and p ∈ M . Let {(ai, bi)}ki=1 be
a (k, δ)-strainer at p with length > ℓ. Then, f = (|a1 · |, . . . , |ak · |) : M → Rk is
(1 + κ(δ))-Lipschitz and (1− κ(δ))-open on B(p, ℓδ).
Moreover, let E be an extremal subset of M and assume p ∈ E. Then, f |E is
also (1 − κ(δ))-open on B(p, ℓδ) ∩ E with respect to the extrinsic metric of E.
Proof. First, we show the (1 + κ(δ))-Lipschitzness of f . Note that {(ai, bi)}ki=1 is
also a (k,κ(δ))-strainer for every point in B(p, ℓδ). For any x, y ∈ B(p, ℓδ), we have∣∣∣∣ |aix| − |aiy||xy| − cos ∠˜aixy
∣∣∣∣ < κ(δ)
by the cosine formula on the κ-plane. Thus,∣∣∣∣∣ |f(x)f(y)|
2
|xy|2 −
k∑
i=1
cos2 ∠˜aixy
∣∣∣∣∣ < κ(δ).
Furthermore, it is known as the property of strainers that
(3.1)
∣∣∣∠˜aixy − ∠aixy∣∣∣ < κ(δ)
(see [BGP, 5.6], [BBI, 10.8.13]). Let (Ai)
′
x and (Bi)
′
x be the sets of all directions
of shortest paths from x to ai and bi, respectively. Then, by Lemma 3.2, there
exists a κ(δ)-Hausdorff approximation ϕ : Σx → Sk(Σˆ) such that ϕ((Ai)′x) = ξi
and ϕ((Bi)
′
x) = ηi. Hence, we have
k∑
i=1
cos2∠aixy < 1 + κ(δ)
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since
∑k
i=1 cos
2
∠(ξi, ξ) ≤ 1 for any ξ ∈ Sk(Σˆ). Combining all inequalities above,
we obtain the (1 + κ(δ))-Lipschitzness of f .
Next, we show the (1 − κ(δ))-openness of f |E . It suffices to check that f |E
satisfies the assumption of Lemma 3.1 on B(p, ℓδ) ∩ E. Let x ∈ B(p, ℓδ) ∩ E and
ϕ : Σx → Sk(Σˆ) be as above. By Lemma 3.2, we may further assume that the κ(δ)-
neighborhood of ϕ(ΣxE) contains S
k−1 in Sk(Σˆ). Therefore, for any ξ ∈ Sk−1 ⊂ Rk,
we can find η ∈ ΣxE such that∣∣∣∣∣∣∣

− cos∠((A1)
′
x, η)
...
− cos∠((Ak)′x, η)

− ξ
∣∣∣∣∣∣∣ < κ(δ).
Since f ′(η) = (− cos∠((A1)′x, η), . . . ,− cos∠((Ak)′x, η)) by the first variation for-
mula, f |E satisfies the assumption of Lemma 3.1 at x. 
Remark 3.4. The first part of the above proposition is an improvement of [BGP,
5.4]. A similar result to the second part also holds for admissible maps, which is
a wider class of regular maps: the restriction of an admissible map to an extremal
subset is open near its regular point (see [PP1, §2], [Per2], [K, §9]).
As a corollary, we see that the Hausdorff dimension of an extremal subset is an
integer. Note that since the intrinsic and extrinsic metrics of an extremal subset are
locally bi-Lipschitz equivalent, the Hausdorff dimensions in both metrics coincide.
Corollary 3.5. The Hausdorff dimension of an extremal subset is equal to its
δ-strainer number for any small δ > 0.
Proof. Let p be a (k, δ)-strained point of an extremal subset E. Then, by Proposi-
tion 3.3, there exists a Lipschitz map from a neighborhood of p in E onto an open
subset in Rk. Thus, dimHE ≥ δ- str(E). On the other hand, Theorem 2.2 implies
dimHE ≤ δ- str(E). 
From now, by the dimension of an extremal subset we mean its Hausdorff dimen-
sion (see also Remark 3.16 below). Since a strainer is liftable under the Gromov-
Hausdorff convergence of Alexandrov spaces, the above corollary implies the fol-
lowing:
Corollary 3.6. The limit of m-dimensional extremal subsets under the Gromov-
Hausdorff convergence of Alexandrov spaces is an extremal subset of dimension
≤ m.
In particular, we obtain the following:
Corollary 3.7. Let E be an extremal subset of an Alexandrov space M and p ∈ E.
Then, we have
dim TpE = δ- strp(E), dimΣpE = δ- strp(E)− 1.
for any small δ > 0.
Proof. The inequality dim TpE ≤ δ- strp(E) follows in the same way as the previous
corollary. On the other hand, it is known that there exists a Lipschitz map (gradient
exponential map) from TpE onto a neighborhood of p in E ([F1, 6.2]). Furthermore,
by Proposition 3.3, the Hausdorff dimension of any neighborhood of p in E is not
less than the local δ-strainer number of E at p. Thus, the opposite inequality
follows. 
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Remark 3.8. If E is primitive, then by Corollary 3.15 below, we have dimTpE =
dimE and dimΣpE = dimE − 1.
Now, we define regular points of extremal subsets. Since any extremal subset
is uniquely represented as a union of primitive extremal subsets with nonempty
relative interior, it is sufficient to define regular points of primitive extremal subsets
(see §2.2). The main reason why we use primitive extremal subsets is that the local
strainer number of a general extremal subset at each point is not constant.
Definition 3.9. LetE be anm-dimensional primitive extremal subset of an Alexan-
drov spaceM . A point p ∈ E is said to be regular if the tangent cone TpE equipped
with the extrinsic metric is isometric to Rm.
Then, the following holds:
Proposition 3.10. Let E be an m-dimensional primitive extremal subset of an
Alexandrov space M . Then, p ∈ E is regular if and only if it is (m, δ)-strained for
any δ > 0.
Proof. The “only if” part is clear. Conversely, if p ∈ E is (m, δ)-strained for any δ >
0, then we can find an orthogonal m-frame in Σp. Therefore, Tp splits isometrically
into Rm ×K(Σˆ) for some Σˆ of curvature ≥ 1. Then, we have Rm × {o} ⊂ TpE by
extremality as in the proof of Lemma 3.2. Furthermore, if (v, rξ) ∈ TpE for some
v ∈ Rm, ξ ∈ Σˆ and r > 0, a similar argument using gradient curves shows that
R
m ×K({ξ}) ⊂ TpE. However, this contradicts dim TpE = m. Thus, we conclude
that TpE = R
m × {o}. 
Recall that for an Alexandrov space M , we denote by M(k, δ) the set of all
(k, δ)-strained points in M and by M(k) the intersection of M(k, δ) for all δ > 0
(see §2.1.1). For an extremal subset E of M , set E(k, δ) := E ∩ M(k, δ) and
E(k) := E∩M(k). Then, the above proposition together with Theorem 2.2 implies
the following:
Corollary 3.11. Let E be anm-dimensional primitive extremal subset of an Alexan-
drov space M . Then, E(m) is equal to the set of all regular points in E. In par-
ticular, the Hausdorff dimension of the set of non-regular points in E is no more
than m− 1.
Next, we prove the main theorem of this paper:
Theorem 3.12. Let M be an Alexandrov space, E ⊂ M an extremal subset and
p ∈ E. Let {(ai, bi)}ki=1 be a (k, δ)-strainer at p such that k is the local δ-strainer
number of E at p. Then, f = (|a1 · |, . . . , |ak · |) gives a κ(δ)-almost isometry from
a neighborhood of p in E to an open subset in Rk with respect to both intrinsic and
extrinsic metrics of E.
For the proof, we need the maximal case of Lemma 3.2:
Lemma 3.13. Under the assumption of Lemma 3.2, suppose that dimF = k − 1.
Then, we have dH(ϕ(F ), S
k−1) < κ(δ) and diam Σˆ ≤ π/2 in the conclusion, where
dH denotes the Hausdorff distance in S
k(Σˆ).
Proof. In view of Corollary 3.6 and the proof of Lemma 3.2, it suffices to show
that if K(F ) is an extremal subset in K(Σ) = Rk ×K(Σˆ) of dimension ≤ k, then
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K(F ) = Rk × {o} and diam Σˆ ≤ π/2. The former follows from the same argument
as in the proof of Proposition 3.10. The latter follows from the extremality of
K(F ). 
Proof of Theorem 3.12. Let ℓ > 0 be a lower bound of the length of the strainer
{(ai, bi)}ki=1. Let U be a sufficiently small open neighborhood of p in E such that
(1) the diameter of U in the intrinsic metric of E is less than ℓδ;
(2) there are no (k + 1, δ)-strained points in U .
Note that {(ai, bi)}ki=1 is a (k,κ(δ))-strainer for every point in U . Furthermore, by
Proposition 3.3, f is (1 + κ(δ))-Lipschitz on U and f(U) is an open subset of Rk.
Let x, y ∈ U . Since
|f(x)f(y)|
|xy|E ≤
|f(x)f(y)|
|xy| < 1 + κ(δ),
it remains to verify that
(3.2)
|f(x)f(y)|
|xy|E > 1− κ(δ).
According to the generalized Lieberman theorem, a shortest path between x and
y in the intrinsic metric of E is a quasigeodesic of M (see §2.2.2). First, by the
condition (1) and the cosine formula on the κ-plane, we have∣∣∣∣ |aix| − |aiy||xy|E − cos ∠˜aix⌣y
∣∣∣∣ < κ(δ)
where ∠˜aix⌣y denotes the comparison angle of a quasigeodesic. Therefore,
(3.3)
∣∣∣∣∣ |f(x)f(y)|
2
|xy|2E
−
k∑
i=1
cos2 ∠˜aix⌣y
∣∣∣∣∣ < κ(δ),
Next, we show that
(3.4)
∣∣∣∠˜aix⌣y − ∠((ai)′x, y◦x)∣∣∣ < κ(δ),
where y◦x ∈ ΣxE denotes the direction of a shortest path in the intrinsic metric of E.
The proof is similar to that of the inequality (3.1) except to use the monotonicity
of comparison angles of quasigeodesics instead of that of usual comparison angles.
Firstly, the condition (1) and the Gauss-Bonnet formula on the κ-plane imply that
(3.5)
∣∣∣∠˜aix⌣y + ∠˜aiy⌣x− π∣∣∣ < κ(δ),∣∣∣∠˜bix⌣y + ∠˜biy⌣x − π∣∣∣ < κ(δ).
Secondly, the monotonicity of comparison angles of quasigeodesics yields
(3.6)
∠˜aix⌣y ≤ ∠((ai)′x, y◦x), ∠˜aiy⌣x ≤ ∠((ai)′y, x◦y),
∠˜bix⌣y ≤ ∠((bi)′x, y◦x), ∠˜biy⌣x ≤ ∠((bi)′y, x◦y).
Finally, since (ai, bi) is a (1,κ(δ))-strainer for x and y, we have
(3.7)
∠((ai)
′
x, y
◦
x) + ∠((bi)
′
x, y
◦
x) ≤ 2π − ∠((ai)′x, (bi)′x) < π + κ(δ),
∠((ai)
′
y, x
◦
y) + ∠((bi)
′
y, x
◦
y) ≤ 2π − ∠((ai)′y , (bi)′y) < π + κ(δ).
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Combining the inequalities (3.5), (3.6) and (3.7), we obtain
2π − 2κ(δ)
< ∠˜aix⌣y + ∠˜aiy⌣x+ ∠˜bix⌣y + ∠˜biy⌣x
≤ ∠((ai)′x, y◦x) + ∠((ai)′y, x◦y) + ∠((bi)′x, y◦x) + ∠((bi)′y, x◦y)
< 2π + 2κ(δ).
Therefore, the difference between the both sides of each inequality in (3.6) is at
most 4κ(δ). In particular, we obtain the inequality (3.4).
Recall that {((ai)′x, (bi)′x)}ki=1 is a (k,κ(δ))-strainer of Σx. In addition, the
condition (2) together with Corollary 3.7 implies that dimΣxE = k − 1. Hence,
it follows from Lemma 3.13 that there exists a κ(δ)-Hausdorff approximation ϕ :
Σx → Sk(Σˆ) such that
ϕ((ai)
′
x) = ξi, ϕ((bi)
′
x) = ηi and dH(ϕ(ΣxE), S
k−1) < κ(δ),
where {(ξi, ηi)}ki=1 is an orthogonal k-frame of Sk(Σˆ). Therefore, we have
(3.8)
∣∣∣∣∣
k∑
i=1
cos2 ∠((ai)
′
x, y
◦
x)− 1
∣∣∣∣∣ < κ(δ)
since
∑k
i=1 cos
2
∠(ξi, ξ) = 1 for any ξ ∈ Sk−1. Combining the inequalities (3.3),
(3.4) and (3.8), we obtain the desired inequality (3.2). 
In particular, the intrinsic and extrinsic metrics are almost equal near a regular
(strained) point in the following sense:
Corollary 3.14. Under the assumption of Theorem 3.12, we have
|xy|E
|xy| < 1 + κ(δ), ∠(y
′
x, y
◦
x) < κ(δ)
for any x, y ∈ E sufficiently close to p.
Proof. The first inequality is clear from Theorem 3.12. In particular, we have
|∠˜aixy − ∠˜aix ⌣ y| < κ(δ). Together with the inequalities (3.1) and (3.4), this
implies |∠((ai)′x, y′x)−∠((ai)′x, y◦x)| < κ(δ). Therefore, the Hausdorff approximation
ϕ : Σx → Sk(Σˆ) sends y′x and y◦x to two κ(δ)-close points near Sk−1. 
Theorem 3.12 imply the denseness of regular (strained) points:
Corollary 3.15. The set of all (m, δ)-strained points in an m-dimensional prim-
itive extremal subset is dense. Furthermore, the set of all regular points is also
dense.
Proof. Let E be an m-dimensional primitive extremal subset and E˚ the main part
of E. Recall that E˚ is open and dense in E, and is a topological manifold. Fix small
δ > 0 and set kp := δ- strp(E) for p ∈ E. Then, Theorem 3.12 implies that there
exists an open subset in E homeomorphic to Rkp . Therefore, by the properties of
E˚ above, kp must be a constant independent of p, which is equal to m. Hence,
E(m, δ) is dense in E for any δ > 0. Thus, E(m) is also dense as the intersection
of countably many open dense subsets. 
Remark 3.16. The above proof shows that the Hausdorff dimension of a primitive
extremal subset is equal to the dimension of its main part as a topological manifold.
REGULAR POINTS OF EXTREMAL SUBSETS 13
Corollary 3.14 and Theorem 2.2 imply the following:
Corollary 3.17. The m-dimensional Hausdorff measures of an m-dimensional
extremal subset with respect to the intrinsic and extrinsic metrics are equal.
Proof. Let E be an m-dimensional extremal subset. We need to show volm(E, d) ≤
volm(E, dE), where d and dE denote the extrinsic and intrinsic metrics of E, re-
spectively. We first remark that E(m) = E ∩ (⋂δ>0M(m, δ)) is a Borel set and is
measurable. Hence, by Theorem 2.2, we have
volm(E, d) = volm(E(m), d), volm(E, dE) = volm(E(m), dE).
Let ε > 0. Corollary 3.14 implies that any point in E(m) has a neighborhood
on which the inequality dE < (1 + ε)d holds. Hence, we can divide E(m) into
countably many disjoint Borel sets {Bα}∞α=1 on each of which this inequality holds.
In particular, we have
volm(Bα, dE) ≤ (1 + ε)m volm(Bα, d).
Taking the sum of them, we obtain
volm(E(m), dE) ≤ (1 + ε)m volm(E(m), d).
Since ε is arbitrary, this completes the proof. 
Lastly, we describe a neighborhood of a regular (strained) point of an extremal
subset in the ambient Alexandrov space. Let ρ > 0. For a subset A in a metric
space X , we denote by Uρ(A) (resp. U¯ρ(A)) the open (resp. closed) ρ-neighborhood
of A and define ∂Uρ(A) := U¯ρ(A) \ Uρ(A). For v ∈ Rk, we denote by Ikρ (v) (resp.
I˚kρ (v)) the closed (resp. open) ρ-neighborhood of v with respect to the maximum
norm of Rk. Furthermore, for a topological space Σ, we denote by Kρ(Σ) the
quotient of Σ × [0, ρ) by identifying all points in Σ × {0}. Note that there is a
natural projection from Kρ(Σ) to [0, ρ).
Corollary 3.18. Under the assumption of Theorem 3.12, suppose that δ is suffi-
ciently small (depends on p). Then, for sufficiently small r ≫ ρ > 0, there exists a
homeomorphism
Φ : f−1(I˚kρ (f(p)) ∩ Uρ(E) ∩B(p, r)→ I˚kρ (f(p))×Kρ(Σ),
where Σ = f−1(f(p))∩∂Uρ(E)∩B(p, r), respecting (f, |E·|), that is, (f, |E·|) ≡ pr◦Φ
for the natural projection pr : I˚kρ (f(p))×Kρ(Σ)→ I˚kρ (f(p))× [0, ρ).
We need the following lemma:
Lemma 3.19 ([PP1, 3.1(2)], [Pet2, 4.1.4]). Let M be an n-dimensional Alexan-
drov space with curvature ≥ κ, E ⊂ M an extremal subset and p ∈ E such that
volnB(p,D) ≥ v > 0. Then, there exists ε > 0 depending only on n, κ, D and v
such that |∇ distE | > ε on (Uε(E) \ E) ∩B(p,D).
Proof of Corollary 3.18. Take ε > 0 such that |∇x distE | > ε and voln−1Σx > ε
for any x ∈ B(p, ε) \E (note that the choice of ε depends on the volume of a small
neighborhood of p). Let δ ≪ ε and let 0 < r < min{ε, ℓδ} be so small that B(p, r)
is contained in U in the proof of Theorem 3.12.
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First, we observe that (f, |E · |) is noncritical on B(p, r) \ E in the sense of
[Per1, 3.1, 3.7], that is, there exist positive numbers µ ≪ ν such that for any
x ∈ B(p, r) \ E, we have voln−1Σx > ν and
∠((Ai)
′
x, (Aj)
′
x),∠((Ai)
′
x, E
′
x) > π/2− µ
for all i 6= j, where (Ai)′x denotes the set of all directions from x to ai, and there
exists a direction ξ ∈ Σx such that
∠((Ai)
′
x, ξ),∠(E
′
x, ξ) > π/2 + ν
for all i (although the definition of noncritical maps in [Per1, 3.1] uses comparison
angles, it can be weakened to angles).
Indeed, ∠((Ai)
′
x, (Aj)
′
x) > π/2 − κ(δ) since r < ℓδ. let y ∈ E be a closest point
to x. Then, we have ∠˜aiyx ≤ π/2 by the extremality of E. Furthermore, we have
|∠˜aixy + ∠˜aiyx − π| < κ(δ) since r < ℓδ. Therefore, ∠˜aixy > π/2 − κ(δ). This
implies ∠((Ai)
′
x, E
′
x) > π/2 − κ(δ) (similarly, we have ∠((Bi)′x, E′x) > π/2− κ(δ),
where (Bi)
′
x denotes the set of all directions from x to bi). Since |∇x distE | > ε,
there exists η ∈ Σx such that ∠(E′x, η) > π/2 + ε. Recall that there is a κ(δ)-
Hausdorff approximation ϕ : Σx → Sk(Σˆ) which sends {((Ai)′x, (Bi)′x)}ki=1 to an
orthogonal k-frame. Since ∠((Ai)
′
x, E
′
x),∠((Bi)
′
x, E
′
x) > π/2 − κ(δ), the image
ϕ(E′x) is contained in the κ(δ)-neighborhood of Σˆ ⊂ Sk(Σˆ). Thus, we can find
ζ ∈ Σx such that ∠((Ai)′x, ζ),∠(E′x, ζ) > π/2 + c(ε) since δ ≪ ε, where c(ε) is a
constant depending only on n and ε. Hence, (f, |E · |) is noncritical on B(p, r) \ E
(note that κ(δ)≪ c(ε)).
Next, we observe that (f, |E · |) is proper on f−1(I˚kρ (f(p)))∩(Uρ(E)\E)∩B(p, r)
for sufficiently small ρ≪ r. It is enough to show that f−1(Ikρ (f(p)))∩U¯ρ(E)∩B(p, r)
is compact. Take x ∈ f−1(Ikρ (f(p)))∩ U¯ρ(E)∩B(p, r). Let y ∈ E be a closest point
to x and z ∈ E be the point that f(z) = f(x) (such a point exists by Theorem 3.12).
Then, we have |xy| ≤ ρ and |pz| < (1 + κ(δ))|f(p)f(x)| < 2
√
kρ. Furthermore, we
have |yz| < (1 + κ(δ))|f(y)f(x)| < (1 + κ(δ))2|yx| < 2ρ. Therefore, we obtain
|xp| ≤ |xy|+ |yz|+ |zp| ≤ (3 + 2
√
k)ρ.
Thus, f−1(Ikρ (f(p))) ∩ U¯ρ(E) ∩B(p, r) is compact provided that (3 + 2
√
k)ρ < r.
Therefore, the fibration theorem [Per1, 1.4.1] implies that there exists a home-
omorphism Ψ : f−1(I˚kρ (f(p))) ∩ (Uρ(E) \ E) ∩ B(p, r) → I˚kρ (f(p)) × (0, ρ) × Σ
respecting (f, |E · |). Extending this homeomorphism to f−1(I˚kρ (f(p)))∩E∩B(p, r)
by the almost isometry f , we obtain the desired homeomorphism. 
4. Applications
In this section, we prove Theorem 1.3 and Theorem 1.4. The proofs of both the-
orems are based on similar arguments of gluing local distance maps from strainers
to obtain a global map.
Theorem 1.3 is proved in the same way as the volume convergence of Alexandrov
spaces ([BGP, 10.8], [S, 3.5], [Y, 0.6]). We only give an outline here. In view of
Corollaries 3.14 and 3.17, we use the extrinsic metric below.
We first construct a global almost isometry between regular parts of two extremal
subsets that are close in the Gromov-Hausdorff distance. Let M be an Alexandrov
space and E an extremal subset. We denote by M(k, δ, ℓ) the set of all points
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in M having a (k, δ)-strainer with length > ℓ (note that our notation M(k, δ, ℓ)
corresponds to M(k, δ, ℓδ) in [BGP]). Set E(k, δ, ℓ) :=M(k, δ, ℓ) ∩ E.
Theorem 4.1 (cf. [BGP, 9.8] (see also [WSS]), [S, 3.1], [Y, 0.4]). Let M and N
be n-dimensional Alexandrov spaces with curvature ≥ κ, diameter ≤ D and volume
≥ v > 0. Let E and F be m-dimensional extremal subsets of M and N , respectively.
Let g : (M,E) → (N,F ) be an ε-Hausdorff approximation. Then, there exists a
κ(δ)-almost isometry f from E(m, δ, ℓ) to an open subset of F provided that ε is
sufficiently small compared with ℓ and δ, which is cε-close to g, where c is a constant
depending only on n.
Recall that there exists a constant C = C(n, κ,D, v) such that the intrinsic and
extrinsic metrics of an extremal subset are C-Lipschitz equivalent (see [Pet2, §4.1
property 4], [PP1, 3.2(2)]). Let p ∈ E(m, δ, ℓ) and {(ai, bi)}mi=1 be an (m, δ)-strainer
at p with length > ℓ. Then, the map ϕ = (|a1 · |, . . . , |am · |) is a κ(δ)-almost
isometry on B(p, r) ∩ E provided Cr ≪ ℓ (see the condition (1) in the proof of
Theorem 3.12). Let ψ = (|g(a1) · |, . . . , |g(am) · |). Then, ψ is also an κ(δ)-almost
isometry on B(g(p), r)∩F provided ε≪ r. Therefore, ψ−1 ◦ϕ gives an κ(δ)-almost
isometry between neighborhoods of p and g(p) in E and F , respectively. Gluing
such local maps, we obtain the global map f . The construction of f is similar to
that of Theorem 4.3 below.
We need one more lemma to prove the volume convergence of extremal subsets.
For a metric space X and a small positive number ε, we denote by βε(X) the
maximal possible number of ε-discrete points in X .
Lemma 4.2 (cf. [BGP, 10.9]). Let M be an n-dimensional Alexandrov space with
curvature ≥ κ and diameter ≤ D and E an m-dimensional extremal subset of M .
Fix δ > 0. Then, for any integer 1 ≤ k ≤ m and any 0 < ε < ℓ, we have
εmβε(E \ E(k, δ, ℓ)) < κδ(ℓ),
where κδ is a positive function depending only on n, κ, D and δ such that κδ(ℓ)→ 0
as ℓ→ 0. In particular, we have
volm(E \ E(m, δ, ℓ)) < κδ(ℓ).
This lemma is proved by the induction on k in the same way as [BGP, 10.9]
except to use the fact that the number of ε-discrete points in E is not greater
than C(n, κ,D)ε−m ([F1, 6.6]) instead of the corresponding property of Alexandrov
spaces ([BGP, 8.4]). Let ℓ1 ≫ ℓ and δ1 ≪ δ. Cover E(k − 1, δ1, ℓ1) by (ℓ1δ1)-
balls {Bα}Nα=1 in E such that N < C(n, κ,D)(ℓ1δ1)−m. Then, by [BGP, 10.5],
Bα \ E(k, δ, ℓ) is divided into (2ℓ1/ℓ)k−1 classes each of which contains ℓ-discrete
points at most C(δ). Thus, Bα \E(k, δ, ℓ) is covered by at most C(δ)(ℓ1/ℓ)k−1 balls
of radius ℓ. By [F1, 6.6] again, the number of ε-discrete points in each ℓ-ball is no
more than C(n, κ)(ℓ/ε)m for any ε < ℓ. Therefore, we have
εmβε(E(k − 1, δ1, ℓ1) \ E(k, δ, ℓ)) < C(n, κ,D, δ)
(
ℓ
ℓ1
)m−k+1
.
Then, by the induction hypothesis and a suitable choice of ℓ1, we obtain the desired
estimate. Theorem 1.3 easily follows from Theorem 4.1 and Lemma 4.2.
Next, we prove Theorem 1.4. Here is a more detailed formulation. In view of
Corollary 3.14, we use the extrinsic metric below.
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Theorem 4.3 (cf. [Y, 0.2] (see also [F2])). Let E be an m-dimensional compact
extremal subset of an Alexandrov space M . Suppose that every point in E is (m, δ)-
strained for sufficiently small δ depending on M . Then, for sufficiently small ρ > 0,
there exists a locally trivial fibration f : Uρ(E)→ E such that
(1) f is (1 + κ(δ))-Lipschitz and (1− κ(δ))-open;
(2) f |E = idE;
(3) for any p ∈ E, there exist a neighborhood V ⊂ E and a local trivialization
f−1(V )→ V ×Kρ(Σ) respecting (f, |E · |), where Σ = f−1(p) ∩ ∂Uρ(E).
Remark 4.4. Indeed, we can prove that f is locally a κ(δ)-almost Lipschitz sub-
mersion in the sense of [Y]. See Claim 4.6 and [F2, 6.6].
The construction of f in the following proof is based on the argument in [S, 3.1]
(see also [F2, 4.1]).
Proof of Theorem 4.3. By the compactness of E, there exists ℓ > 0 such that every
point in E has an (m, δ)-strainer with length > ℓ. Let 0 < r < ℓδ2 and take a
maximal r/2-discrete set {pj}Nj=1 in E. Let {(αji , βji )}mi=1 be an (m, δ)-strainer at
pj with length > ℓ. Take points a
j
i , b
j
i on shortest paths pjα
j
i , pjβ
j
i at distance ℓδ
from pj , respectively. Then, {(aji , bji )}mi=1 is also an (m, δ)-strainer at pj . Set
ϕj := (|aj1 · |, . . . , |ajm · |), Uj := B(pj , r), λUj := B(pj , λr)
ψj := ϕj |E , Vj := Uj ∩ E, λVj := λUj ∩ E
for λ > 0. Then, ϕj is (1+κ(δ))-Lipschitz on 3Uj and ψj is a κ(δ)-almost isometry
from 10Vj to an open subset in R
m. Therefore, we can define ψ−1j ◦ ϕj on 3Uj.
We take an average of them to obtain a global map. Define fk :
⋃k
l=1 Ul → E for
1 ≤ k ≤ N inductively as follows:
f1 := ψ
−1
1 ◦ ϕ1 : U1 → E,
and for k ≥ 2,
fk :=


fk−1 on
⋃k−1
l=1 Ul \ 2Uk,
ψ−1k ((1 − χk)ψk ◦ fk−1 + χkϕk) on
⋃k−1
l=1 Ul ∩ (2Uk \ Uk),
ψ−1k ◦ ϕk on Uk.
Here, χk := χ(|pk · |/r), where χ : [0,∞) → [0, 1] is a smooth function such that
χ ≡ 1 on [0, 1] and χ ≡ 0 on [2,∞). Note that χk is C/r-Lipschitz for some constant
C.
Now, we show the following two claims on fk. In their proofs, we use the in-
duction on k. Note that since the multiplicity of the covering {2Uj}Nj=1 is bounded
above by some constant depending only on m, so does the number of induction
steps at each point of the domain of fk.
First, we prove
Claim 4.5. For every 1 ≤ j ≤ N and 1 ≤ k ≤ N , we have∣∣ψ−1j ◦ ϕj , fk∣∣ < κ(δ)r
on 3Uj ∩
⋃k
l=1 Ul (and therefore, fk+1 can be defined as above).
Proof. For x ∈M , we denote by g(x) a point in E nearest to x. We show that
(1) |ψ−1j ◦ ϕj(x), g(x)| < κ(δ)|xg(x)| for any x ∈ 3Uj;
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(2) |fk(x), g(x)| < κ(δ)|xg(x)| for any x ∈
⋃k
l=1 Ul.
We first prove (1). Let x ∈ 3Uj and fix 1 ≤ i ≤ m. Then, by the extremality of E,
we have ∠˜ajig(x)x, ∠˜b
j
ig(x)x ≤ π/2. Since the sum of these two comparison angles
is almost π, we have |∠˜ajig(x)x−π/2| < κ(δ). Together with |xg(x)| < 3r ≪ |ajix|,
this implies ||ajix| − |ajig(x)|| < κ(δ)|xg(x)|. Therefore, we have |ϕj(x)ψj(g(x))| <
κ(δ)|xg(x)|. (2) easily follows from (1) by the induction on k. 
Note that the above (2) implies |xfk(x)| < 2|xE| for any x ∈
⋃k
l=1 Ul.
Next, we prove
Claim 4.6. For every 1 ≤ j ≤ N and 1 ≤ k ≤ N , we have
(4.1)
∣∣(ϕj(x)− ϕj(y))− (ψj ◦ fk(x)− ψj ◦ fk(y))∣∣ < κ(δ)|xy|
for any x, y ∈ 3Uj ∩
⋃k
l=1 Ul.
Proof. Note that we may assume |xy| < r by Claim 4.5. We use the induction on
k. First, we verify it for the case j = k. Let x, y ∈ ⋃k−1l=1 Ul ∩ (2Uk \ Uk) (the other
case is similar). Then, by the definition of fk,
(ϕk(x) − ϕk(y))− (ψk ◦ fk(x) − ψk ◦ fk(y))
= (1− χk(x))(ϕk(x) − ψk ◦ fk−1(x))− (1 − χk(y))(ϕk(y)− ψk ◦ fk−1(y))
= (1− χk(x))((ϕk(x)− ϕk(y))− (ψk ◦ fk−1(x) − ψk ◦ fk−1(y)))
− (χk(x)− χk(y))(ϕk(y)− ψk ◦ fk−1(y)).
The norm of the first term of the last formula is less than κ(δ)|xy| by the induction
hypothesis. The same is true for the second term by Claim 4.5 and the C/r-
Lipschitzness of χk.
Next, we consider the case j 6= k. Note that the inequality (4.1) is equivalent to
(4.2)
∣∣∣∣cos∠ajixy − cos∠ajifk(x)fk(y) · |fk(x)fk(y)||xy|
∣∣∣∣ < κ(δ)
for all 1 ≤ i ≤ m (use the property (3.1) twice). By the induction hypothesis,
we may assume that x, y ∈ 3Uj ∩
⋃k
l=1 Ul ∩ 3Uk since |xy| < r. Fix 1 ≤ i ≤
m. Firstly, by Lemma 3.13, there exists a κ(δ)-Hausdorff approximation Φ1 :
Σfk(x) → Sm(Σˆ1) which sends {(akh)′fk(x), (bkh)′fk(x))}mh=1 to an orthogonal m-frame.
Furthermore, Φ1 sends (a
j
i )
′
fk(x)
into the κ(δ)-neighborhood of Sm−1 in Sm(Σˆ1)
since ((aji )
′
fk(x)
, (bji )
′
fk(x)
) is a (1,κ(δ))-strainer and diam Σˆ1 ≤ π/2. Therefore, we
have ∣∣∣∣∣cos∠ajifk(x)fk(y)−
m∑
h=1
cos∠ajifk(x)a
k
h · cos∠akhfk(x)fk(y)
∣∣∣∣∣ < κ(δ).
Secondly, since |xfk(x)| ≪ ℓδ, we have |∠˜ajixakh − ∠˜ajifk(x)akh| < κ(δ) for all
1 ≤ h ≤ m. Furthermore, since aji , bji are on the shortest paths pjαji , pjβji at
distance ℓδ from pj , where {(αji , βji )}mi=1 is an (m, δ)-strainer at pj with length > ℓ,
we have ∣∣∣∠ajixakh − ∠ajifk(x)akh∣∣∣ < κ(δ)
for all 1 ≤ h ≤ m (use the property (3.1) twice). Finally, by Lemma 3.13 again,
there exists a κ(δ)-Hausdorff approximation Φ2 : Σx → Sm(Σˆ2) which sends
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{((akh)′x, (bkh)′x)}mh=1 to an orthogonal m-frame. Furthermore, by the previous in-
equality, Φ2 sends (a
j
i )
′
x into the κ(δ)-neighborhood of S
m−1 in Sm(Σˆ2) since Φ1
sends (aji )
′
fk(x)
into the κ(δ)-neighborhood of Sm−1 in Sm(Σˆ1). Therefore, we have∣∣∣∣∣cos∠ajixy −
m∑
h=1
cos∠ajixa
k
h · cos∠akhxy
∣∣∣∣∣ < κ(δ).
Combining the three inequalities above with the inequality (4.2) for j = k, we
obtain it for j 6= k. 
By Lemma 3.19, take ε > 0 such that |∇x distE | > ε and voln−1Σx > ε for any
x ∈ Uε(E) \ E (note that the choice of ε depends only on the diameter of E and
the volume of a small neighborhood of E). Let δ ≪ ε and 0 < ρ ≪ r. Note that
Uρ(E) ⊂
⋃N
l=1 Ul ⊂ Uε(E). Now, we define f := fN |Uρ(E). We verify the properties
(1)–(3) in Theorem 4.3. Since ρ≪ r, we only have to prove (1) on each 3Uj. Recall
that ψj is a κ(δ)-almost isometry on 10Vj . Thus, the (1 +κ(δ))-Lipschitzness of f
follows from that of ϕj on 3Uj and Claim 4.6. Moreover, the (1−κ(δ))-openness of
f follows from Claim 4.6 and Lemma 3.1 since ϕj satisfies the assumption of Lemma
3.1 on 3Uj (see the proof of Proposition 3.3). (2) is obvious from the construction
of f . (3) is proved in the same way as Corollary 3.18. Indeed, as we have seen in
the proof of Corollary 3.18, (ϕj , |E · |) is noncritical on (Uρ(E) \ E) ∩ 3Uj in the
sense of [Per1]. Thus, by Claim 4.6, (ψj ◦f, |E · |) is noncritical on (Uρ(E)\E)∩3Uj
in the generalized sense in [F2, §5]. Therefore, the claim follows from a modified
version of the fibration theorem [F2, 5.4] in the same way as Corollary 3.18. 
Corollary 4.7. Under the assumptions of Theorem 4.3, E is a deformation retract
of Uρ(E).
Proof. Since (f, |E · |) : Uρ(E) \ E → E × (0, ρ) is a locally trivial fibration, there
exists a global trivialization
Φ = (ϕ, |E · |) : Uρ(E) \ E → ∂Uρ(E)× (0, ρ)
such that ϕ respects f . Define ft : Uρ(E)→ Uρ(E) for 0 ≤ t ≤ 1 by
ft(x) :=
{
Φ−1(ϕ(x), t|xE|) if x ∈ Uρ(E) \ E,
x if x ∈ E
for 0 < t ≤ 1, and f0 ≡ f . Note that |ft(x)E| = t|xE| and f(ft(x)) = f(x) for any
t and x. Then, it is easy to see that ft gives a deformation retraction from Uρ(E)
to E. 
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