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Abstract
Biomedical concept normalization links concept mentions in texts to a semantically equivalent concept in a biomedical knowledge base.
This task is challenging as concepts can have different expressions in natural languages, e.g. paraphrases, which are not necessarily all
present in the knowledge base. Concept normalization of non-English biomedical text is even more challenging as non-English resources
tend to be much smaller and contain less synonyms. To overcome the limitations of non-English terminologies we propose a cross-
lingual candidate search for concept normalization using a character-based neural translation model trained on a multilingual biomedical
terminology. Our model is trained with Spanish, French, Dutch and German versions of UMLS. The evaluation of our model is carried
out on the French Quaero corpus, showing that it outperforms most teams of CLEF eHealth 2015 and 2016. Additionally, we compare
performance to commercial translators on Spanish, French, Dutch and German versions of Mantra. Our model performs similarly well,
but is free of charge and can be run locally. This is particularly important for clinical NLP applications as medical documents underlay
strict privacy restrictions.
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1. Introduction
Concept normalization is the task of linking a text men-
tion to a corresponding concept in a knowledge base
(KB). This is useful to determine its distinct meaning
and to include additional information linked through that
knowledge base. The Unified Medical Language Sys-
tem (UMLS) (Bodenreider, 2004) is a large biomedical
knowledge base which unifies different terminologies and
their concepts, also across languages.Although UMLS in-
cludes synonyms and lexical variants for each concept,
these are usually not exhaustive, since mentions in nat-
ural language can be expressed in many different ways
which makes the task of concept normalization challeng-
ing. When dealing with non-English biomedical or clin-
ical texts concept normalization becomes even more dif-
ficult as compared to English other languages are under-
represented in UMLS in terms of number of concepts or
synonyms. Currently, UMLS1 includes 25 different lan-
guages represented by 13,897,048 concept names (terms)
which describe 3,640,132 individual concepts. The major-
ity of concept names are English (≈ 70%). Concept names
in other languages make out a much smaller part: for in-
stance, Spanish ≈ 10%, French ≈ 3%, Dutch ≈ 2%, and
German ≈ 2%.
To support non-English biomedical concept normalization
two approaches can be observed: (i) translating terms or
whole documents from the target language to English and
search in the English knowledge base or (ii) translating rele-
vant subsets of the English knowledge base to the target lan-
guage in order to expand the target knowledge base. Both
approaches have been used with varying success for differ-
ent languages, for instance for French (Afzal et al., 2015;
Jiang et al., 2015; Van Mulligen et al., 2016) or Ital-
ian (Chiaramello et al., 2016).
All of these studies apply commercial tools such as Google
1https://www.nlm.nih.gov/research/umls/knowledge sources
/metathesaurus/release/statistics.html, accessed January 7th 2018
Translate2 or Bing Translator3 for translation. Despite the
good results, web-based translators can not be used when
dealing with clinical documents. These data underly strict
privacy restrictions and can not be shared online. There-
fore, adaptable, local translation models are needed for
NLP research in the biomedical and clinical domain.
In this work, we present a sequential cross-lingual candi-
date search for biomedical concept normalization. The cen-
tral element of our approach is a neural translation model
trained on UMLS for Spanish, French, Dutch and German.
Evaluation on the French Quaero corpus shows that our ap-
proach outperformsmost teams of CLEF eHealth 2015 and
2016. OnMantra we compare the performance of our trans-
lation model to commercial translators (Google, Bing) for
Spanish, French, Dutch and German. Our model4 performs
similarly well, but can be run locally and is free of charge.
2. Related work
Concept normalization of non-English biomedical text has
been the subject of several CLEF challenges. In CLEF
eHealth 2015 Task 1b (Ne´ve´ol et al., 2015) and 2016 Task
2 (Ne´ve´ol et al., 2016) named entity recognition and nor-
malization was performed on the French Quaero corpus
containing Medline titles and EMEA abstracts. Apart from
other tasks teams were asked to perform concept normal-
ization using gold standard annotations.
The best performing team in 2015, team Eras-
mus (Afzal et al., 2015) used a rule based dictionary
lookup approach. Erasmus expanded the French version
of UMLS by translating a potentially interesting subset
of English UMLS to French using Google Translator and
Bing Translate. Translations were only used when both
translation systems returned the same result. Additionally,
they applied several post-processing rules developed from
the training data to remove false positives: preferring most
2https://www.translate.google.com
3https://www.bing.com/translator
4The model is available here: http://macss.dfki.de.
frequently used concept IDs for certain terms or most
frequent semantic type and concept ID pairs. The winning
team in 2016, team SIBM (Cabot et al., 2016) used the
web-based service ECMT (Extracting Concepts with
Multiple Terminologies) which performs bag of words
concept matching at the sentence level. ECMT integrates
up to 13 terminologies partially or totally translated into
French. Compared to those teams we do not translate
terminologies but terms and search in full non-English and
English subsets of UMLS. Additionally, we use a similar
disambiguation procedure as (Afzal et al., 2015).
One team (Jiang et al., 2015) in 2015 translated gold
standard annotations to English using Google Trans-
late and then applied MetaMap (Aronson and Lang, 2010)
for normalization. This approach only yielded mod-
erate results which has similarly been shown for Ital-
ian (Chiaramello et al., 2016). We apply a sequential
search for candidate concepts. English UMLS is only
used when the search in Non-English UMLS was not suc-
cessful. A similar procedure is usually applied when ini-
tially annotating non-English corpora (Ne´ve´ol et al., 2014;
Kors et al., 2015).
Most teams in CLEF eHealth 2015 and 2016 rely
on commercial online translation systems. Since the
use of such tools is questionable and most probably
forbidden when dealing with medical text local solu-
tions are needed. Local machine translation models
for the biomedical domain have been developed previ-
ously, for instance as part of the CLEF ER challenge
2013 (Rebholz-Schuhmann et al., 2013) based on the par-
allel English, Spanish, French, Dutch and German Mantra
corpus. Participating teams often used phrase-based sta-
tistical machine translation models (Attardi et al., 2013;
Bodnari et al., 2013; Hellrich and Hahn, 2013). However,
to develop more sophisticated neural translation models
large sets of parallel sentences are required, whereas the
Mantra corpus is rather small. We developed a neural trans-
lation model on parallel language data of UMLS and Free-
Dict to be used for cross-lingual candidate search in con-
cept normalization.
3. A Neural Translation Model for concept
normalization using UMLS
The following section describes the biomedical translation
model and the sequential procedure for candidate search
during concept normalization.
3.1. Translation Model
The central element of our cross-lingual concept nor-
malization solution is a character-based neural translation
model (Lee et al., 2016). The model does not require any
form of segmentation or tokenization at all. We chose this
model because many translations of biomedical concepts
can be resolved by small amends, due to the common ori-
gin of many words, that can be captured by such a system.
At the same time it has enough modeling capacity to learn
translations rules that cannot be captured by simple surface-
form rules.
Model The model embeds lower-cased characters of the
source phrase into a 256-dimensional space. The embed-
ded character sequence is processed by a convolution layer
with N = 16+ 32+ 64+ 64+ 128+ 128+ 256= 688 fil-
ters of varying width resulting in 688-dimensional states
for each character position. These are max-pooled over
time within fixed, successive intervals of k = 5. This ef-
fectively reduces the number of source states by a factor of
5. To allow for additional interaction between the pooled
states, they are further transformed by a 2-layer highway
network. Finally, the transformed states are processed by a
bidirectional recurrent neural network, in particular a bidi-
rectional GRU (Chung et al., 2014), to produce final en-
coder states. A 2-layer recurrent neural network with at-
tention (Bahdanau et al., 2015) on the encoder states sub-
sequently produces the translation character by character.
For more in-depth, technical details we refer the reader
to (Lee et al., 2016). The model is trained on mini-batches
comprising 32 source phrases with their respective trans-
lations, using ADAM (Kingma and Ba, 2015) as optimizer.
The initial learning rate is set to 10−3 which is halvedwhen-
ever performance on the development set drops.
Dataset We train our system on a subset of UMLS
concept translations combined with various English to
target language dictionaries taken from the FreeDict
project 5.There might be multiple target language transla-
tions for each English phrase, thus we employ a determin-
istic decoder. The model is trained to minimize the perplex-
ity only on the transformation that is most likely under the
current model, i.e., the transformation with the least loss.
3.2. Concept Normalization
We approach concept normalization in two steps. First a
candidate search is carried out while terms are sequentially
looked up in non-English and English versions of UMLS.
This first step aims at achieving a high recall. Then a dis-
ambiguation step is applied in order to reduce the number
of candidates while keeping the precision high. In the fol-
lowing details on both steps are described.
Figure 1: Sequential Candidate Search using mono-lingual
(target lang.) and cross-lingual (English) UMLS subsets.
Candidate Search Concept terms of English, Spanish,
French, Dutch and German versions of UMLS AB2017 are
indexed and searched using Apache Solr 6.5.06. A dictio-
nary lookup always applies exact matching. If this first
search does not return any results fuzzy matching is ap-
plied. Fuzzy matching uses a Levensthein edit distance of
5http://freedict.org/en/
6http://lucene.apache.org/solr/
one per token for tokens larger than 4 characters otherwise
the edit distance is set to zero.
As shown in Figure 1, we apply a sequential procedure for
candidate search. Subsequently, the following searches are
performed: (i) a mono-lingual candidate search looking up
terms only in the respective non-English UMLS, (ii) a sim-
ple cross-lingual candidate search looking up the original
term in English UMLS, and (iii) a cross-lingual candidate
search in English UMLS while terms are first translated
to English using our biomedical translation model. Once
matching candidates are found the sequence is stopped. In
this work we study how the addition of each search level
improves concept normalization. We compare candidate
searches up to level (i) mono-lingual (ML), level (ii) sim-
ple cross-lingual (CL), and level (iii) cross-lingual includ-
ing translation of terms (BTM).
Disambiguation Our sequential candidate search may re-
turn a list of candidate concepts. This list is filtered by
the following steps: (1) filter for known UMLS semantic
groups or types, (2) prefer concepts with UMLS preferred
labels, (3) filter by using densest-subgraph disambigua-
tion (Moro et al., 2014; Weissenborn et al., 2016), and (4)
choose the smallest UMLS concept ID. Steps 1, 2, and 4
were similarly applied by (Afzal et al., 2015).
4. Evaluation
The performance of our sequential candidate search
including our biomedical translation model is evalu-
ated on two corpora: Quaero (Ne´ve´ol et al., 2014) and
Mantra (Kors et al., 2015). In the following the corpora
and evaluation procedures are explained and results are pre-
sented.
4.1. Evaluation Corpora
Quaero The Quaero corpus contains French Medline ti-
tles and EMEA abstracts and has been used for named
entity recognition and normalization tasks in CLEF
eHealth 2015 Task 1b (Ne´ve´ol et al., 2015) and 2016 Task
2 (Ne´ve´ol et al., 2016). We compare our approach to re-
sults of teams performing best in the entity normalization
task, Afzal et al. (2015) and Cabot et al. (2016). For that
purpose we extracted gold standard annotations from the
test corpora in 2015 and 2016. Note, the current (2016)
version of Quaero contains a training, development and test
set. The current development set is the test set of 2015.
Mantra The Mantra corpus contains Medline titles,
EMEA abstracts and EPO patents for several languages in-
cluding bi-lingual aligned sentences. For evaluation of our
system we extracted gold standard annotations of Mantra
Medline titles in Spanish, French, Dutch, and German.
Note, that the Mantra Medline corpus is much smaller than
the Quaero corpus. For evaluation we compare perfomance
of our system to performance of commercial translators.
Hereby, we apply the same sequential candidate search
while instead of our biomedical translation model we use
translations obtained manually from Google Translate and
Bing Translator Similar to Afzal et al. (2015), only the first
translation of each service was selected and used only if
both systems returned the same translation.
4.2. Evaluation Results for Quaero
We evaluate performance of our proposed method against
best performing systems in CLEF eHealth challenges 2016
and 2015. In 2016, team SIBM (Cabot et al., 2016) per-
formed best on the task of gold standard entity normal-
ization, see Table 1 for their results. In 2015, team
Erasmus (Afzal et al., 2015) performed far better. They
achieved an F1-score of 0.872 for EMEA and 0.671 for
Medline, see Table 2. Moreover, the system was able to
achieve a precision of 1 for EMEA.
Medline EMEA
Method P R F1 P R F1
ML 0.800 0.594 0.682 0.822 0.552 0.661
CL 0.786 0.620 0.693 0.808 0.676 0.736
BTM 0.771 0.663 0.713 0.781 0.692 0.734
SIBM 0.594 0.515 0.552 0.604 0.463 0.524
Table 1: Evaluation of mono- and cross-lingual candi-
date search for concept normalization on Quaero Corpus
of CLEF eHealth challenge 2016 Task 2. We compare
against SIBM (Cabot et al., 2016), the winning system of
the challenge. Methods presented include mono-lingual
(ML) and cross-lingual (CL) candidate search, and cross-
lingual candidate search including translation of concept
terms using our biomedical translation model (BTM). BTM
outperforms SIBM on both, Medline and EMEA.
Medline EMEA
Method P R F1 P R F1
ML 0.831 0.575 0.680 0.911 0.632 0.746
CL 0.834 0.611 0.705 0.919 0.764 0.834
BTM 0.831 0.661 0.736 0.909 0.772 0.835
Erasmus 0.805 0.575 0.671 1.000 0.774 0.872
Table 2: Evaluation of mono- and cross-lingual candi-
date search for concept normalization on Quaero Corpus
of CLEF eHealth challenge 2015 Task 1b. We compare
against Erasmus (Afzal et al., 2015), the winning system
of the challenge. Methods presented include mono-lingual
(ML) and cross-lingual (CL) candidate search, and trans-
lation of concept terms using our biomedical translation
model (BTM). BTM outperforms Erasmus on Medline but
not on EMEA.
Cross-lingual candidate search including our biomedical
translation model outperforms results for entity normaliza-
tion of previous teams in three out of four data sets. In
2016, mono-lingual candidate search reaches highest pre-
cision for Medline and EMEA and already outperforms
SIBM, see Table 1. Why the system of SIBM yields such
poor results is not clear. One reason could be that their
integrated and translated terminologies have a lower cov-
erage in terms of concepts as full UMLS. Although most
terminologies they integrate are part of UMLS. For ranking
extracted candidates they use a classification based on most
relevant term-semantic type relations which might not be as
sufficient as our disambiguation procedure. Extending the
search space by using the English UMLS subset in addition
(CL) leads to further improvements in terms of recall and
SPA FRE DUT GER
Method P R F1 P R F1 P R F1 P R F1
ML 0.799 0.561 0.659 0.814 0.469 0.595 0.800 0.357 0.494 0.833 0.493 0.620
CL 0.788 0.583 0.670 0.795 0.502 0.615 0.769 0.424 0.546 0.817 0.530 0.643
BTM 0.781 0.619 0.691 0.780 0.593 0.674 0.725 0.533 0.614 0.771 0.582 0.663
GB 0.790 0.607 0.687 0.794 0.604 0.686 0.767 0.560 0.648 0.804 0.588 0.679
Table 3: Evaluation on Medline titles of Mantra. We compare performance to commercial translation tools (GB) for
Spanish, French, Dutch, and German. Methods presented include mono-lingual and cross-lingual candidate search, as well
as our and biomedical translation model (BTM) or Google Translate and Bing Translator (GB).
F1. Finally, including our translation system, in combina-
tion with a cross-lingual search (BTM) leads to the highest
recall and the highest F1-Score.
On the dataset of 2015, we see the same pattern. Cross-
lingual search improves the performance of the system
in terms of recall and F1 in comparison to mono-lingual
search and BTM outperforms CL. Moreover, CL and BTM
both outperform Erasmus on the Medline dataset. On
EMEA instead, our method cannot reach the performance
of Erasmus. While recall of BTM and Erasmus are similar,
the precision of our system is approximately 10% lower. A
reasonable explanation for that might be the fact that Eras-
mus applied various pre- and post-processing steps opti-
mized for the Quaero copus. In contrast, our method is fully
generic. Using a different and more corpus specific disam-
biguation might improve results for our system as well.
4.3. Evaluation Results for Mantra
We compare performance of our sequential mono- and
cross-lingual candidate search for different languages,
Spanish, French, Dutch, and German. Additionally, we
directly compare performance of our biomedical transla-
tion model to commercial translators. The same sequential
procedure is applied while instead of translating terms us-
ing our translation model we use translations from Google
Translate and Bing Translator. Details on how translations
with Google Translate and Bing Translator were obtained
are described in Section 4.1..
Results presented in Table 3 show the same pattern for all
languages as previous results for French on Quaero: Cross-
lingual candidate search always outperforms mono-lingual
candidate search and the integration of the translator out-
performs CL and ML. The main reason for that is the boost
of recall which leads, in combination with a good disam-
biguation, to a high precision and thus to an improved F1.
Cross-lingual candidate search including our biomedical
translation model (BTM) outperforms Google Translate
and Bing Translator (GB) for Spanish in recall and F1.
Overall, precision and recall are very similar for both sys-
tems and all languages. Differences in precision are very
small for Spanish and French (0.01) and only slightly
higher for Dutch and German (0.03-0.04). Differences in
recall are in the same range: 0.02 for Spanish (while BTM
outperforms GB), 0.01 for French, 0.03 for Dutch, and no
significant difference for German.
We also compared performance of BTM and GB between
languages. Although differences are small, in terms of re-
call and F1 the performance of both systems decreases in
the following order SPA > FRE > GER > DUT. Interest-
ingly this order correlates well with the number of concepts
for each language present in UMLS. In terms of precision,
BTM shows the same order, while commercial translators
yield best results for German: GER> FRE> SPA> DUT.
5. Conclusions
In this work we present a character-based neural transla-
tion model trained on the multi-lingual terminology UMLS
for Spanish, French, Dutch, and German. The model is
integrated into a sequential candidate search for concept
normalization. Evaluation on two different corpora shows
that our proposed method significantly improves biomedi-
cal concept normalization for non-English texts.
We propose a sequential procedure for candidate search.
Subsequently, terms are searched (i) in the relevant Non-
English version of UMLS (ML), (ii) in English UMLS
without translating the search term (CL), and (iii) translat-
ing the term using our biomedical translation model before
searching in English UMLS (BTM). Once a matching con-
cept is found the sequence is stopped. We chose this se-
quential procedure as ML and CL tend to result in a smaller
number of false positives (data not shown here).
In all evaluations we found that already a simple cross-
lingual candidate search (CL) (without translation) im-
proves recall significantly while at the same time the loss
in precision is small. This might be explained by the fact
that many biomedical terms are very similar across differ-
ent languages because they originated from common Greek
or Latin words. Therefore, already a fuzzy search is able to
detect the right concept for many terms.
We evaluated our system on previous concept normaliza-
tion tasks using the French Quaero corpus. The sequen-
tial candidate search including our biomedical translation
model outperformed the winning teams in 3 out of 4 data
sets. In this study we focused on a novel approach for can-
didate search using established methods for disambigua-
tion. Using corpus-specific disambiguation procedures
might even further improve precision of our method.
Compared to commercial translation systems our biomedi-
cal translation model yields comparable results for French,
Dutch, and German, and slightly outperforms on recall and
F1 for Spanish. While commercial services require Inter-
net access and are charged although with a low price, our
translation model is open-source and free of charge. Ad-
ditionally, it can be run locally, and therefore be used for
processing patient related clinical texts. Such data underly
strict data privacy restrictions and are not allowed to be pro-
cessed using online services. We assume integrating our
translation model into NLP pipelines will improve results
for non-English biomedical information extraction tasks.
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