This paper presents simple large sample prediction intervals for a future response Y f given a vector x f of predictors when the regression model has the form Y i = m(x i ) + e i where m is a function of x i and the errors e i are iid. Intervals with correct asymptotic coverage and shortest asymptotic length can be made by applying the shorth estimator to the residuals. Since residuals underestimate the errors, finite sample correction factors are needed.
INTRODUCTION
Notation is needed for the population and sample percentiles. Let ξ α be the α percentile of the error e, i.e., P (e ≤ ξ α ) = α. Letξ α be the sample α percentile of the residuals, e.g., as computed by the R/Splus function quantile.
An important topic in regression analysis is predicting a future observation Y f given a vector of predictors x f where (Y f , x f ) comes from the same population as the past data (Y i , x i ) for i = 1, ..., n. Let 1 − α 2 − α 1 = 1 − α with 0 < α < 1 and α 1 < 1 − α 2 where 0 < α i < 1. Then P [Y f ∈ (m(x f ) + ξ α 1 , m(x f ) + ξ 1−α 2 )] = P (m(x f ) + ξ α 1 < m(x f ) + e f < m(x f ) + ξ 1−α 2 ) = P (ξ α 1 < e f < ξ 1−α 2 ) = 1 − α 2 − α 1 = 1 − α.
A large sample 100(1 − α)% prediction interval (PI) has the form (L n ,Û n ) where P (L n < Y f <Û n ) P → 1 − α as the sample size n → ∞. See Patel (1989) for a review. To derive a simple PI, assume thatm is consistent:m(x) P → m(x) as n → ∞. Then
Consequently,
as the sample size n → ∞. Typically the squared residuals underestimate the squared errors. Hence (m(x f ) +ξ α 1 ,m(x f ) +ξ 1−α 2 ) has less than 100(1 − α)% coverage in small samples. Multiplyingξ α 1 by a n andξ 1−α 2 by b n where, for example, a n = b n = 1 + 15/n, can greatly improve the small sample performance of the PI. If a n P → 1 and b n P → 1 as
is a large sample 100(1 − α)% PI for Y f .
Preston (2000) suggested the PI (1.2) with a n = b n ≡ 1 for simple linear regression.
The following section will give illustrations of (1.2) and show how to choose the finite sample correction factors a n and b n .
Examples
The location model is
for i = 1, ..., n. Hence x i = 1 and m(x i ) = µ. Ifm(x i ) =μ for all i, then the ith residual r i = Y i −μ, and the sample percentilesξ α of the residuals are related to the sample
. If a n = b n ≡ 1, then the PI (1.2) becomes the usual nonparametric PI 
Thus the percentiles of T estimate the percentiles of e/σ, asymptotically.
The most important regression model is the multiple linear regression (MLR) model
for i = 1, . . . , n. In matrix notation, these n equations become
where Y is an n × 1 vector of dependent variables, X is an n × p matrix of predictors, β is a p × 1 vector of unknown coefficients, and e is an n × 1 vector of unknown errors.
We will assume that x i,1 ≡ 1 and that the iid errors have 0 mean and constant variance σ 2 . Note that the 0 mean assumption can be made without loss of generality since if
where e i =ẽ i − µ and
Under regularity conditions, the least squares (OLS) estimatorβ satisfies
This large sample result is analogous to the central limit theorem and is often a good approximation if n > 5p and the error distribution has "light tails," i.e., the tails go to zero at an exponential rate or faster. For error distributions with heavier tails, much larger samples are needed, and the assumption that the variance σ 2 exists is crucial, e.g., Cauchy errors are not allowed. Also, outliers can cause OLS to perform arbitrarily poorly.
Under regularity conditions, much of the inference for MLR that is valid when the iid errors e i ∼ N (0, σ 2 ), is approximately valid when the e i are iid with 0 mean and constant variance if the sample size is large. For example, confidence intervals for β i are asymptotically correct, the MSE can be used to estimate σ 2 (see Seber and Lee 2003, p.
45) and variable selection procedures perform well (see Olive and Hawkins 2005).
However, parametric prediction intervals made under the assumption that
may not perform well. Following Seber and Lee (2003, p. 132) , the classical parametric
where P (T ≤ t n−p,α ) = α if T has a t distribution with n − p degrees of freedom and the "leverage"
h f using the fact that Y f is independent ofŶ f and the fact that
Here the approximation that
being used. If the errors e i ∼ N (0, σ 2 ), then the approximation is exact and the pivotal quantity
We assume that h f ≤ max i=1,...,n h i since otherwise extrapolation is occuring, i.e.,
is not from the same population as the past data (Y i , x i ) and the PI can not be expected to be valid. Then typically h f → 0 and
Notice that the PÎ
Thus the quantity
can be regarded as a finite sample correction factor if e i ∼ N (0, σ 2 ) where
Let 1 − δ be the asymptotic coverage of the classical nominal (1 − α)100% PI (2.6).
where the inequality follows from Chebyshev's inequality.
Next we find a n = b n in order to tailor the PI (1.2) for MLR. Notice that
Using
This PI is very similar to the classical PI except thatξ α is used instead of σz α to estimate the error percentiles ξ α . The term n n−p is needed since the squared residuals underestimate the squared errors, and the term 1 + 15/n was found to work well in the simulation study described below. Stine (1985) used the bootstrap to provide nonparametric PIs while Schmoyer (1992) gave asymptotically valid PIs based on the quantiles of a convolution of the empirical distribution of the residuals and the limiting normal distribution of the parameter estimates.
An asymptotically conservative (ac) 100(1 − α)% PI has asymptotic coverage 1 − δ ≥ 1 − α. We used the (ac) 100(1 − α)% PÎ
which has asymptotic coverage
Notice that 1 − α ≤ 1 − δ ≤ 1 − α/2 and 1 − δ = 1 − α if the error distribution is symmetric.
Example 2.2. For the Buxton (1920) In the simulations below,ξ α will be the sample percentile for the PIs (2.9) and (2.10).
A PI is asymptotically optimal if it has the shortest asymptotic length that gives the desired asymptotic coverage. An asymptotically optimal PI can be created by applying the shorth(c) estimator to the residuals where c = n(1 − α) and x is the smallest integer ≥ x, e.g., 7.7 = 8. That is, let r (1) , ..., r (n) be the order statistics of the resid-
correspond to the interval with the smallest distance. See Grübel (1988) and Rousseeuw and Leroy (1988) . Then the 100 (1 − α)% PI for Y f is
In the simulations, we used a n = b n where a n is given by (2.8). See Di Bucchianico, Einmahl, and Mushkudiani (2001) for related intervals for the location model.
A small simulation study compares the PI lengths and coverages for sample sizes n = 50, 100 and 1000 for several error distributions. The value n = ∞ gives the asymptotic coverages and lengths. The MLR model with E(Y i ) = 1 + x i2 + · · · + x i8 was used.
The vectors (x 2 , ..., x 8 ) T were iid N 7 (0, I 7 ). The error distributions were N(0,1), t 3 , exponential(1) −1, uniform(−1, 1) and 0.9N (0, 1) + 0.1N (0, 100). Also, a small sensitivity study to examine the effects of changing (1 + 15/n) to (1 + k/n) on the 99% PIs (2.9) and (2.12) was performed. For n=50 and k between 10 and 20, the coverage increased by roughly 0.001 as k increased by 1.
The simulation compared coverages and lengths of the classical (2.6), semiparametric (2.9), asymptotically conservative (2.10) and asymptotically optimal (2.12) PIs. The latter 3 intervals are asymptotically optimal for symmetric error distributions in that they have the shortest asymptotic length that gives the desired asymptotic coverage. The semiparametric PI gives the correct asymptotic coverage if the errors are not symmetric while the PI (2.10) gives higher coverage (is conservative). The simulation used 5000 runs and gave the proportionp of runs where Y f fell within the nominal 100(1 − α)% PI. The count mp has a binomial(m = 5000, p = 1− δ n ) distribution where 1 − δ n converges to the asymptotic coverage (1 − δ). The standard error for the proportion is p(1 −p)/5000 = 0.0014, 0.0031 and 0.0042 for p = 0.01, 0.05 and 0.1, respectively. Hence an observed coveragep ∈ (.986, .994) for 99%,p ∈ (.941, .959) for 95% andp ∈ (.887, .913) for 90%
PIs suggests that there is no reason to doubt that the PI has the nominal coverage. Tables 1-5 show the results of the simulations for the 5 error distributions. The letters c, s, a and o refer to intervals (2.6), (2.9), (2.10) and (2.12) respectively. For the normal errors, the coverages were about right and the semiparametric interval tended to be rather long for n = 50 and 100. The classical PI asymptotic coverage 1 − δ tended to be fairly close to the nominal coverage 1 − α for all 5 distributions and α = 0.01, 0.05, and 0.1. The classical PI was the most conservative for the uniform (−1, 1) distribution.
The classical PI had about 3% under coverage for the 99% PI when the errors were from the mixture distribution even though the length of PI was far shorter than the optimal asymptotic length of 32.9.
Conclusions
The large sample MLR prediction intervals presented in this paper are useful to practitioners since the normality assumption of the errors can be relaxed. For the importance of prediction intervals in data analysis, see Carroll and Ruppert (1991) . The fit response plot should always be made to check the adequacy of the model (1.1) and adding the prediction limits as in Figure 1 is a valuable aid for explaining prediction intervals to students and consulting clients.
Large sample intervals similar to (2.9), (2.10) and (2.12) can be used for model (1.1) withŶ f =m(x f ), but may perform very poorly for realistic sample sizes if good finite sample correction factors can not be found. For semiparametric models such as spline and kernel fits, theory for the bias of r i and the variability ofm(x f ) is needed to find useful correction factors. For example, theory for the bias of r i and the variability ofŶ f suggested Equation (2.8) as a correction factor for OLS MLR.
If there is a lot of data (e.g. ≥ 50 cases) at x f , then model free prediction intervals can be created by applying the location model PI to the Y s at x f . If the constant variance assumption for MLR is violated, one could use the cases in a narrow vertical slice about x T fβ in the fit response plot to make a PI. Both of these suggestions require much larger amounts of data than the simple model based PI (1.2).
A referee noted that PIs can be improved by applying optimal design techniques as in Müller and Kitsos (2004) .
The R/Splus functions piplot and pisim, used to create Figure 1 and for the simulations, are included in the collection of functions rpack.txt. The Buxton data and rpack.txt are available from the website (http://www.math.siu.edu/olive/ol-bookp.htm). 
