Introduction
In many applications, the aim is to localize a region of interest (e.g. a known template) in the image and extract its motion over time. Examples include vehicle tracking, augmented reality and intelligent surveillance. To achieve this, it is common to start from an initial location and iteratively minimize some error function such as sum of squared error. In dynamic applications, the initialization is typically predicted from the previous frame using a motion model. In static cases such as single-image facial feature localization, we can get a reasonable initialization from the available image information (e.g. the bounding box from a face detector).
This initialization is then refined using a gradient descent-based optimization [7] where it is assumed the previous parameter values remain within the 'basin of attraction' at the current time instant. These methods have since been improved, for example via eigenspaces and robust statistics [3] , learned classifier-based metrics [1, 2] and learned quadratic cost functions [9] .
At the same time, it has been proposed to learn the parameter updates directly from image information at the displaced location. In the Active Appearance Model [4] , a linear predictor (regressor) is used to update parameters from image differences. More recently, the Relevance Vector Machine (RVM [11] ) has demon- strated success in applications such as face tracking [12] although boosting [6] is rapidly gaining in popularity [5, 10] . These methods have acquired the generic term 'displacement experts'.
The performance of a displacement expert is usually related to the number of training patches sampled, N ; in general, the more training data the better. Clearly, one option is to sample more image patches for training. However, in this work we propose an alternative approach which increases the number of contraints per image, C, by using the image gradients of the training patches to specify the desired gradient of the displacement field (Section 2). We show that this straightforward but effective modification to training is empirically more accurate and efficient (Section 3). Finally, we briefly discuss factors such as the implications of this observation for sparse regressors (Section 4).
Applying Gradient Constraints
A displacement expert is usually trained using seed images labelled with known parameter values, p * . By displacing parameter values from p * , a feature vector 
Each training patch provides C = 1 constraint on the output function. However, by taking partial derivatives we see that if the gradient of the function approximation is known there are additional constraints imposed by the training image data:
where I is the identity matrix, thus providing C = 3 constraints per training sample. For simplicity, we illustrate this using a linear predictor trained on the vector of raw pixel values such that q(p) = I(p) and
where H is the matrix of regression coefficients. Differentiating (4) with respect to p gives
where each column of the Jacobian matrix, J(p), is the vector of pixel values sampled from image derivatives with respect to the parameters, p. Since these constraints are also linear in H, they are easily included in the learning process. The effect is to produce a better defined displacement field for a given training dataset ( Figure 3 ). Note also that these constraints do not increase complexity at run-time since the matrix H operates only on the raw data regardless of whether grade constraints are included.
Experiments
To assess the effect of these added constraints on the accuracy and efficiency of the displacement expert, we applied the method to localizing facial features in static images (Section 3.1) and a tracking application in dynamic sequences (Section 3.2).
Facial Feature Localization
In this experiment, we used data from the XM2VTS dataset [8] to train a predictor with displaced images of the right eye. One image each for the first 100 subjects were selected for training and the predictor was tested on the next 100 subjects. To reduce the dimensional- ity of the input space, we subsampled each image by a factor of four and used a template of 21 × 21 pixels for training. Parameter perturbations were drawn from a Gaussian distribution with a standard deviation of five pixels for each parameter and the total number of training patches, N , varied from 200 to 9000. As a baseline, we trained using only raw data such that the number of constraints per image, C = 1, and compared this to those using the gradient constraints where C = 3. When testing, the true parameter value was first perturbed by a random displacement drawn from a distribution identical to that used for training. The predictor was then applied iteratively to convergence defined by (a) the magnitude of the parameter update falling below a threshold of 1 pixel or (b) the expert becoming stuck in a cycle that alternated between two values whereby we accepted their mid-point. If the solution did not converge within 20 iterations, we used the estimate from the final iteration.
Qualitatively, we can see that the added constraints result in estimates that are more sharply peaked around the true location (Figure 4) . Quantitatively, this is reflected in the error statistics (Table 1) and we see that more tests reached convergence with gradient constraints ( Figure 5) , even when the total number of constraints was equal i.e. using three times as many training patches without gradient constraints. We also note that using fewer training examples has implications for more complex regressors (see Section 4).
Tracking
In this experiment, we captured an image sequence of a textured object being translated within the image plane over 500 frames ( Figure 6 ). After labelling the location of one point on the object across the whole sequence, we trained a linear regressor using image patches centred on known, perturbed locations around the selected point in the first frame. Since the displacement between frames is typically small, the perturbated image patches were centred on points drawn from a Gaussian distribution of standard deviation 2.5 pixels. We used this displacement expert to track the patch on the moving object. If the predicted location was outside the image we reverted to the most recent valid estimate to initialize the next frame and discarded the erroneous measurement from our evaluations. For a fair comparison of efficiency, in our first experiment (A) we initialized the location at each frame using the hand-labelled (i.e. ground truth) location at the previous frame for both training regimes. On average, th gradient-based predictor converged in fewer iterations (Table 2 ) and with less processing time (each iteration has constant time for a linear regressor). Accuracy also improved with more frequent convergence and more predictions closer to the true location. We then conducted an experiment (B) under more realistic conditions where the estimated location at one frame was used as the initialization at the following frame, thus permitting total loss of track as errors accumulate. Under these conditions, we again see a reduction in the number of iterations required while achieving comparable performance between the two cases.
Discussion
This study trained a displacement expert for feature localization and template tracking using the known gradient of a learned function. Performance improved with additional raw images but we obtained even better results using gradient images as training data. One hypothesis for this is that the smoothing applied by the Sobel operator was regularizing the resulting surface. However, testing this hypothesis by further smoothing the training images for C = 1 showed this not to be the case; an increase in accuracy (error less than one pixel) was achieved but at a cost of reduced convergence, unlike the C = 3 case. We will investigate further the causes of this effect in future work.
We did not use a motion model to smooth the output of the tracker or prevent tracking loss; incorporating the iterative prediction within a Kalman Filter, for example, has been shown to stabilize tracking [12] . Varying the level of perturbation during training is also known to be more accurate [13] .
These experiments use a linear predictor that can exploit large training sets (since examples can be added sequentially with constant memory requirements). Future work will focus on applying gradient-based training to complex regressors (e.g. the Relevance Vector Machine) that do not scale well with training set size due to memory constraints.
