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Abstract
When dealing with satellites orbiting a central body on a highly elliptical orbit,
it is necessary to consider the effect of gravitational perturbations due to external
bodies. Indeed, these perturbations can become very important as soon as the al-
titude of the satellite becomes high, which is the case around the apocentre of this
type of orbit. For several reasons, the traditional tools of celestial mechanics are
not well adapted to the particular dynamic of highly elliptical orbits. On the one
hand, analytical solutions are quite generally expanded into power series of the
eccentricity and therefore limited to quasi-circular orbits [17, 25]. On the other
hand, the time-dependency due to the motion of the third-body is often neglected.
We propose several tools to overcome these limitations. Firstly, we have expanded
the disturbing function into a finite polynomial using Fourier expansions of ellip-
tic motion functions in multiple of the satellite’s eccentric anomaly (instead of the
mean anomaly) and involving Hansen-like coefficients. Next, we show how to per-
form a normalization of the expanded Hamiltonian by means of a time-dependent
Lie transformation which aims to eliminate periodic terms. The difficulty lies in
the fact that the generator of the transformation must be computed by solving a
partial differential equation involving variables which are linear with time and the
eccentric anomaly which is not time linear. We propose to solve this equation by
means of an iterative process.
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1 Introduction
The problem of the expansion of the third body disturbing function has been exten-
sively studied since a long time.
In 1959, Kozai [28] developed a truncated theory limited to the second harmonic
showing that the effects of the lunisolar perturbations may affect significantly the mo-
tion of artificial satellites. Later, Musen et al. [33] took into account the third harmonic.
Kaula [24, 26] introduced the inclination and eccentricity special functions, fundamen-
tal for the analysis of the perturbations of a satellite orbit. This enabled him to give
in [25] the first general expression of the third-body disturbing function using equato-
rial elements for the satellite and the disturbing body; the function is expanded using
Fourier series in terms of the mean anomaly and the so-called Hansen coefficients de-
pending on the eccentricity e in order to obtain perturbation fully expressed in orbital
elements.
It was noticed by Kozai [29] that, concerning the Moon, it is more suitable to parametrize
its motion in ecliptic elements rather than in equatorial elements. Indeed, in this frame,
the inclination of the Moon is roughly constant and the longitude of its right ascending
node can be considered as linear with respect to time. In light of this observation, Gi-
acaglia and Burša [17]–[18] established the disturbing function of an Earth’s satellite
due to the Moon attraction, using the ecliptic elements for the Moon and the equatorial
elements for the satellite. However, by comparing their expressions with respect to
the representation of the disturbing function in Cartesian coordinates, which is exact,
we have noticed they are not correct. Although Lane [30] highlighted some algebraic
errors in [17], its development remains incorrect. The main limitation of these papers
is that they suppose truncations from a certain order in eccentricity. Generally, the
truncation is not explicit because there is no explicit expansion in power of the eccen-
tricity; but in practice Fourier series of the mean anomaly which converge slowly must
be truncated and this relies mainly on the d’Alembert rule which guarantees an accel-
erated convergence as long as the eccentricity is small. Since this is indeed the case
of numerous natural bodies or artificial satellites, these formulations are well suited in
many situations.
However, there are also many examples of orbits of artificial satellites having very high
eccentricities for which any truncation with respect to the eccentricity is prohibited.
Brumberg and Fukushima [8] investigated this situation. They show that the series in
multiples of the elliptic anomaly w, first introduced by Nacozy [34] and studied later
by Janin and Bond [23]; Bond and Broucke [4], converge faster than the series in mul-
tiples of any classical anomaly in many cases. These was confirmed by Klioner et
al. [27]. Unfortunately, the introduction of the elliptic anomaly increases seriously
the complexity, involving in particular elliptical functions, e.g., see Dixon [15]. In the
same paper, they give the expressions of the Fourier coefficients Y n,ms and Zn,ms in terms
of hypergeometric functions, coming from the Fourier series expansion of the elliptic
motion functions in terms of the true anomaly and of the eccentric anomaly, respec-
tively. More discussions and examples can be found in [10].
For completeness let us mention other researches developed by Da Silva Fernandes
[12] using a semi-analytical approach based on the expansions in powers of (e− e0)
in the neighborhood of a fixed value e0. Note that this trick increases the radius of
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convergence of the Fourier coefficients in power series of the eccentricity, but does not
improve the speed of convergence of the Fourier series.
The aim of the first part of the paper is to propose a new expression of the disturb-
ing function which is in closed form with respect to the satellite eccentricity and still
permits to construct an analytical theory of the motion. We will show that the use of
the eccentric anomaly instead of the mean anomaly as fast angular variable fulfills this
requirement.
On the other hand, the expansion must be supple enough to define a trade-off be-
tween accuracy and complexity for each situation. To this end, the use of special func-
tions is well suited: the expansions are compact and easy to manipulate and the ex-
tension of the theory is chosen for each case by fixing the limits of the summations.
The complexity is relegated in the special functions, knowing that efficient algorithms
exist to compute these functions. In short, we shall develop an expression of the dis-
turbing function mixing mainly the compactness of the formulation of Giacaglia and
Burša [18] in exponential form and the convergence of Fourier series of the eccentric
anomaly.
Even if some formulas written in this paper are already published in previous arti-
cle, we think that for clarity and consistency, it is useful to present the developments
from the beginning.
Besides the question of large eccentricities, the other issue concerning the third
body perturbation is that it is explicit time-dependency. This should be taken into ac-
count when constructing an analytical solution, in particular by means of canonical
transformations. To do this, the key point is to start from a disturbing function using
angular variables which are time linear. This is precisely the motivation to use eclip-
tic elements instead of equatorial elements for the Moon perturbation, as explained
above. In this situation, the PDE (Partial Differential Equation) that we have to solve
to construct an analytical theory are of the form:
n
∑
i=1
ωi
∂W
∂αi
=Acos
(
n
∑
i=1
kiαi
)
,
with the obvious solution
W = An
∑
i=1
kiωi
sin
(
n
∑
i=1
kiαi
)
.
Unfortunately, this nice mechanics is broken as soon as the fast variable of the satellite
motion is no longer the mean anomaly M, but instead is the eccentric anomaly E . The
equation to solve in this case looks like
ω1
∂W
∂M +
n
∑
i=2
ωi
∂W
∂αi
=Acos
(
k1E +
n
∑
i=2
kiαi
)
,
the solution of which is not trivial. In the second part of the paper, we propose a way
to deal with this difficulty.
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The paper is organized as follows: in Section 2, we present the hierarchy of the
perturbations acting on a satellite and we define the Hamiltonian used in our analytical
theory of the third-body problem. Sections 3-4 are devoted to the development of the
Moon and Sun disturbing functions fully expressed in orbital elements, satisfying our
objectives. Particularly, we recall the expressions in spherical coordinates and in Hill-
Whittaker variables: these are more or less well known results but they are expressed
in a form suited for our use. In Section 5, we show how our development can be used
in a canonical Lie Transform, in order to eliminate all angular variables.
2 Model
In an inertial geocentric reference frame, we study the perturbations on a satellite orbit
due to the Earth’s oblateness, the Earth’s gravity field and the attraction of external
bodies (e.g. Moon, Sun). The satellite (mass M) and the third-body (mass M′) are
respectively located at a radial distance r and r′ from the Earth’s centre. We suppose
that r′/r > 1 and M′/M ≫ 1. Here and subsequently, we will use unprimed variables
for satellite and primed variables for the disturbing body.
2.1 Hierarchy of the perturbations
In Figure 1, we have plotted the evolution with respect to the distance, of the different
parts of the gravitational acceleration:
• the keplerian part;
• the non-sphericity of the Earth: zonal harmonic terms: J2,J3,J4 and tesseral
harmonic terms: C21,C31;
• lunisolar perturbations.
The evolution of the atmospheric drag is also plotted using an exponential density
profile (EDP).
We have the following hierarchy depending on the altitude:
• Low altitude: the dominant perturbation is obviously J2, then the atmospheric
drag;
• Medium altitude: the dominant perturbation is always J2, followed by the lu-
nisolar perturbations;
• High altitude: in this region, the lunisolar perturbations can reach or exceed the
same order of magnitude as J2.
Since we are interested in studying the dynamics for highly elliptical orbits, and
in order to simplify the problem, only the oblateness term and the third-body effects
are considered. Indeed, a satellite on this kind of orbit spends most of the time at a
high altitude. In terms of semi-major axis a and eccentricity e, we must have: a ≥
R/(1− e), with R the equatorial radius of the Earth.
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Figure 1: Order of magnitude of the acceleration experienced by a celestial body
arising from gravitational and non-gravitational perturbations as function of the
altitude from the mean terrestrial surface. The axes are in log scale.
2.2 The Hamiltonian formalism
We introduce the osculating orbital elements: a, e, I the inclination, Ω the longitude
of the ascending node, ω the argument of periapsis and M the mean anomaly; and the
classical Delaunay canonical variables:
L =
√µ a ; l = M ,
G = ηL ; g = ω , (2.1)
H = Gcos I ; h = Ω .
where µ = GM is the geocentric gravitational constant, G is the gravitational constant,
M the mass of the Earth and η =
√
1− e2. For compactness, we will note y = (l,g,h)
and Y = (L,G,H).
The HamiltonianH of the system can be expressed as a sum of two terms:
H=H0 +H1 . (2.2)
We have chosen to put in the main partH0 of the Hamiltonian, the keplerian partHkep
and the secular variations of the oblateness term in J2, notedHJ2,sec:
H0 =H0(_,Y ) =Hkep(_,_,_,L,_,_)+HJ2(_,_,_,L,G,H) , (2.3a)
Hkep =−
µ2
2L2
, (2.3b)
5
HJ2,sec =
n20
4
J2R2
(
L
G
)3[
1− 3
(
H
G
)2]
, (2.3c)
where n0 is the mean motion defined by,
n0 =
µ2
L3
. (2.4)
The perturbing part H1, of order 1, contains in principle the short periodic variations
in J2, noted HJ2,per, and the third-body perturbations H3c (Moon, Sun), which can
reach the same order of magnitude than J2 (see Figure 1):
H˜1 =HJ2,per +H3c . (2.5)
In fact, periodic perturbations due to J2 are not considered in this paper (this point will
be discussed in the conclusion), and we retain only the part:
H1 =H1(y,y′,Y,Y ′) =H3c . (2.6)
Note that, this perturbed Hamiltonian is explicitly time dependent through the position
of the disturbing body. The Hamilton equations are written as follows:
dL
dt =−
∂H
∂ l ;
dl
dt =
∂H
∂L ,
dG
dt =−
∂H
∂g ;
dg
dt =
∂H
∂G , (2.7)
dH
dt =−
∂H
∂h ;
dh
dt =
∂H
∂H .
3 Moon disturbing function
3.1 Spherical harmonics and transformation under rotations
Let S (O,x,y,z) be a reference frame and P a point of spherical coordinates: r the
radius, θ the co-latitude and ϕ the longitude. For any couple of integers (n, m) with n≥
0 and −n≤ m≤ n, we define the normalized complex spherical harmonics Y n,m(θ ,ϕ)
by
Y n,m(θ ,ϕ) = Nn,mYn,m(θ ,ϕ) , (3.1a)
Yn,m(θ ,ϕ) = Pn,m(sin θ )exp ımϕ , (3.1b)
Nn,m =
√
(2n+ 1) (n−m)!
(n+m)!
, (3.1c)
where the Pn,m(sinθ ) are the associated Legendre polynomials of degree n and order m
(see e.g. Abramowitz M. and Stegun I. A. [2]), Nn,m is the much more common Ferrers
normalization factor [16] (geodesy convention), and ı =√−1.
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Note that for m≤ 0, we have the property,
Pn,−m(sinθ ) = (−1)m (n−m)!
(n+m)!
Pn,m(sin θ ), (3.2)
which then also implies that
Yn,−m(θ ,ϕ) = (−1)m (n−m)!
(n+m)!
Y ∗n,m(θ ,ϕ) , (3.3)
where the asterisk "*" denotes complex conjugation.
Consider now a new frame S ′ (O,x′,y′,z′) and (θ ′,ϕ ′) the new angular spherical
coordinates of P in this frame. If the transformation between the two frames is a 3-
1-3 Euler angle sequence (α − pi2 ,β ,γ + pi2 ), the spherical harmonics transform under
rotations as (see Sneeuw [35]):
Yn,m(θ ,ϕ) =
n
∑
k=−n
Dn,m,k
(
α− pi
2
,β ,γ + pi
2
)
Yn,k(θ ′,ϕ ′) . (3.4)
The coefficients of the transformation are defined by
Dn,m,k
(
α− pi
2
,β ,γ + pi
2
)
= exp ım
(
α− pi
2
)
dn,m,k(β )exp ık
(
γ + pi
2
)
, (3.5a)
= ık−m dn,m,k(β ) exp ı
(
kγ +mα
)
, (3.5b)
where dn,m,k(β ) are the real coefficients given explicitly by the Wigner formula1:
dn,m,k(β ) = (−1)k−m (n− k)!
(n−m)!Un,m,k(β ) , (3.6a)
Un,m,k(β ) = (−1)n−k ∑
r
(−1)r
(
n−m
r
)(
n+m
m+ k+ r
)
× cosa
(β
2
)
sin2n−a
(β
2
)
,
(3.6b)
with a = 2r+m+ k where r ranges from max(0,−k−m) to min(n− k,n−m). Here,
the U-functions are the same used in Giacaglia [17] and Lane [30].
3.2 Expansion in spherical coordinates
Introducing the equatorial coordinates (α,δ ) and using the addition formula of Legen-
dre polynomials fully denormalized (see e.g. [21], Eq. (8.814)), the disturbing function
R3c for an external body can be written
R3c = µ
′
r′ ∑
n≥2
n
∑
m=−n
(n−m)!
(n+m)!
(
r
r′
)n
Yn,m(δ ,α)Y ∗n,m(δ ′,α ′) , (3.7)
where µ ′ = GM′.
Note that R3c is the opposite of the potential energy and thus H3c =−R3c.
1The original Wigner formula [38] applies to a 3-2-3 sequence, while in our context, we use a 3-1-3
sequence; a 3-1-3 rotation sequence is equivalent to a 3-2-3 sequence providing we subtract pi/2 to the first
rotation and we add pi/2 to the third one.
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3.3 Expansion in Hill-Whittaker variables
In order to construct an analytical theory, it is suitable to express the disturbing poten-
tial as function of the osculating orbital elements or equivalent variables.
Giacaglia [17] established the first general expression of the lunar disturbing func-
tion in terms of ecliptic elements. As he wrote later, his approach to the problem is
messy and obscure. Having noticed some error calculations leading to relation 15,
Lane [30] proposed a new expression, but still not correct. Calculations in his paper
are not trivial and require a little "algorithm" to restore signs of trigonometric terms due
to the fact that Lane converts powers of the complex number ık by powers of (−1)[k/2]
(which is valid only for non-negative integer values of k).
In order to obtain a valid trigonometric formulation of the lunar disturbing body,
we propose to use and convert an exponential formulation. Such a formulation is given
in Giacaglia and Burša [18], Eq. (35), but the normalization convention and some
functions do not correspond to those used widely in Celestial Mechanics. For bet-
ter understanding and more clarity, we have chosen to present the main steps of the
demonstration with the standard convention.
An other proof is given in Appendix A where we have taken the approach used by
Giacaglia and Burša [18].
3.3.1 Exponential formulation.
In a first step, we express (3.7) as function of the Hill-Whittaker variables r, r˙, θ =
ω +ν , G =
√
µa(1− e2), Ω and H = Gcos I with ν the true anomaly (see Whittaker
[37] and Deprit [14]). For conciseness we will still use the inclination I instead of
H/G = cos I.
We begin by expressing the complex spherical harmonics of the satellite Yn,m(δ ,α)
in terms of osculating orbital elements. Such a transformation is equivalent to a rotation
of the equatorial frame into the orbital frame. This can be written using the generalized
inclination functions Fkn,m(I) (see Gooding and Wagner [19]):
Yn,m(δ ,α) = ın−m
n
∑
k=−n
Fkn,m(I)exp ıΨm,k , (3.8a)
Fkn,m(I) = (−1)
n−k
2 dn,m,k(I)Pn,k(0) , (3.8b)
Pn,k(0) =
(−1)
(n−k)/2 (n+ k)!
2n[(n− k)/2]![(n+ k)/2]! , for (n− k) even
0 , for (n− k) odd
(3.8c)
with
Ψm,k = kθ +mΩ , (3.9)
and dn,m,k(I) are defined in (3.6).
Replacing k by n− 2p leads to
Yn,m(δ ,α) = ın−m
n
∑
p=0
Fn,m,p(I)exp ıΨn,m,p , (3.10)
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with
Ψn,m,p = (n− 2p)θ +mΩ , (3.11)
and Fn,m,p(I) = Fn−2pn,m (I). These latter are related to the Kaula’s inclination functions
[24, 26] by the factor (−1)[(n−m+1)/2]. We refer the reader to Gooding and Wagner
[19, 20] for more details (background and numerical computation) on the F and d-
functions.
We note that Brumberg et al. [11] and Brumberg [9] propose a relation equivalent
to the transformation (3.8).
To parametrize the motion of the Moon using linear angular variables with respect
to the time, it is advised to use orbital elements referred to the ecliptic plane (see Kozai
[29]). Introducing the ecliptic longitude λ ′ and the ecliptic latitude β ′, the spherical
harmonics Yn,m(δ ′,α ′) transform under rotation as (see Eq. (3.4)):
Yn,m(δ ′,α ′) =
n
∑
m′=−n
ım
′−m dn,m,m′(ǫ)Yn,m′(β ′,λ ′) , (3.12)
where ǫ is the obliquity.
Spherical harmonics Yn,m′(β ′,λ ′) are then expressed into lunar orbital frame thanks
again to the relation (3.4) using a 3-1-3 Euler sequence involving the coefficients
Dn,m,m′
(
Ω′− pi2 , I′,θ ′+ pi2
)
. By construction, the longitude and latitude of the moon in
the new frame are zero, and we obtain
Yn,m′(β ′,λ ′) =
n
∑
r=−n
ır−m
′ dn,m′,r(I′)Yn,r(0,0)exp ı(m′Ω′+ rθ ′) . (3.13)
Knowing that Yn,r(0,0) = Pn,r(0) (see Eq. (3.8c)), we replace r by n− 2p′, so that
Yn,m′(β ′,λ ′) = ın−m′
n
∑
p′=0
Fn,m′,p′(I′)exp ıΨ′n,m′,p′ , (3.14)
and
Yn,m(δ ′,α ′) = ın−m
n
∑
m′=−n
n
∑
p′=0
dn,m,m′(ǫ)Fn,m′,p′(I
′)exp ıΨ′n,m′,p′ , (3.15)
with
Ψ′n,m′,p′ = (n− 2p′)θ ′+m′Ω′ . (3.16)
Substituting (3.10) and (3.15) into (3.7), and using the relation (3.6a) to convert the
d-functions into U-functions, the disturbing function takes the form
R$ =
µ ′
r′ ∑
n≥2
n
∑
m=−n
n
∑
m′=−n
n
∑
p=0
n
∑
p′=0
(
r
r′
)n
(−1)m−m′ (n−m
′)!
(n+m)!
×Fn,m,p(I)Fn,m′,p′(I′)Un,m,m′(ǫ)exp ı
(
Ψn,m,p−Ψ′n,m′,p′
)
.
(3.17)
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Giacaglia and Burša Our relations
Fn,m,p(I) = ın−m Fn,m,p(I)
Dn,−m,−m′(0, ǫ,0) = Dn,m,m′(−pi/2, ǫ,pi/2)
F ′n,m′,p′(I
′) = (−1)n ım′−n Fn,−m′,n−p′(I′)
= (−1)m′ ım′−n (n−m
′)!
(n+m′)!
Fn,m′,p′(I′)
Kn,m,m′(ǫ) = (−1)m ım−m
′ dn,m,m′(ǫ)
R′n,m,m′ ,p,p′ ≡
(n+m)!
(n−m)!Rn,m,m′,p,p′
Table 1: Comparison between functions used in Giacaglia
and Burša [18] and those of our paper yielding to the dis-
turbing function of the Moon (3.17).
(3.18)
(3.19)
(3.20)
(3.21)
(3.22)
In Table 1, we give the relations between the functions used by Giacaglia and
Burša [18] and the classical functions used in this paper yielding to the lunar disturbing
function (3.17).
The main difference between our formulation ofR$ and those of [18] comes from
the convention used to define the addition formula for Legendre polynomials (see the
relation (3.22) in Table 1). In our case, we use a Ferrers normalization (3.1) while
Giacaglia seems to use Schmidt normalized.
3.3.2 Trigonometric formulation.
We propose here a fast and simple method to convert the disturbing function into
trigonometric form from the relation (3.17).
Let
R= µ
′
r′ ∑
n≥2
n
∑
p=0
n
∑
p′=0
(
r
r′
)n
Rn,p,p′ , (3.23a)
Rn,p,p′ =
n
∑
m=−n
n
∑
m′=−n
(−1)m−m′ (n−m
′)!
(n+m)!
×Fn,m,p(I)Fn,m′,p′(I′)Un,m,m′(ǫ)exp ı
(
Ψn,m,p−Ψ′n,m′,p′
)
.
(3.23b)
At first, we split the sum over m and m′ into four parts such that m and m′ are positive
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or null,
Rn,p,p′ =
n
∑
m=0
n
∑
m′=0
∆m,m
′
0
2
(−1)m−m′
×
[
(n−m′)!
(n+m)! Fn,m,p(I)Fn,m′ ,p′(I
′)Un,m,m′(ǫ)exp ı
(
Ψn,m,p−Ψ′n,m′,p′
)
+
(n+m′)!
(n+m)!
Fn,m,p(I)Fn,−m′,p′(I′)Un,m,−m′(ǫ)exp ı
(
Ψn,m,p−Ψ′n,−m′,p′
)
+
(n−m′)!
(n−m)! Fn,−m,p(I)Fn,m′,p′(I
′)Un,−m,m′(ǫ)exp ı
(
Ψn,−m,p−Ψ′n,m′,p′
)
+
(n+m′)!
(n−m)! Fn,−m,p(I)Fn,−m′,p′(I
′)Un,−m,−m′(ǫ)exp ı
(
Ψn,−m,p−Ψ′n,−m′,p′
)]
,
(3.24)
where
∆m,m
′
0 =
(2− δ m0 )(2− δ m
′
0 )
2
, (3.25)
in which, δ kj is the Kronecker delta.
We may find in Sneeuw [35] some interesting symmetry properties about the incli-
nation functions and the coefficients dn,m,m′ for negative values of m or m′:
Un,−m,−m′ = (−1)m
′−mUn,m,m′ , (3.26a)
Fn,−m,n−p = (−1)n−m (n−m)!
(n+m)!
Fn,m,p . (3.26b)
Additionally, we have the property,
Ψn,−m,n−p =−Ψn,m,p . (3.27)
Changing p by n− p in the third and fourth term of (3.24), then p′ by n− p′ in the
second and fourth term, we substitute each function for which the second index has a
negative sign by their equivalent expression given above. After some rearrangement,
we find
Rn,p,p′ =
n
∑
m=0
n
∑
m′=0
∆m,m
′
0
2
(n−m′)!
(n+m)! Fn,m,p(I)Fn,m′,p′(I
′)
×
[
(−1)m−m′Un,m,m′(ǫ)
(
exp ıΘ−
n,m,m′,p,p′ + exp
(
− ıΘ−
n,m,m′ ,p,p′
))
+(−1)n−mUn,m,−m′(ǫ)
(
exp ıΘ+
n,m,m′ ,p,p′ + exp
(
− ıΘ+
n,m,m′,p,p′
))]
,
(3.28)
where Θ±
n,m,m′,p,p′ = Ψn,m,p±Ψ′n,m′,p′ .
Finally, converting the exponential terms to trigonometric terms, the lunar disturb-
ing function thus becomes
R$ =
µ ′
r′ ∑
n≥2
n
∑
m=0
n
∑
m′=0
n
∑
p=0
n
∑
p′=0
∆m,m
′
0 (−1)m−m
′ (n−m′)!
(n+m)!
(
r
r′
)n
Fn,m,p(I)Fn,m′,p′ (I′)
×
[
Un,m,m′ (ǫ)cosΘ−n,m,m′,p,p′ +(−1)n−m
′
Un,m,−m′(ǫ)cos Θ+n,m,m′,p,p′
]
.
(3.29)
As we can see, this expression involves only cosine terms contrary to the mistaken
formulation given in Giacaglia and Lane.
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3.4 Expansion in osculating orbital elements
Let us introduce the elliptic motion functions
Φn,k =
(
r
a
)n
exp ı kν . (3.30)
Expressions (3.17) still depend on r, r′, ν and ν ′ (via θ and θ ′). To obtain a pertur-
bation fully expressed in orbital elements, the classical way is to introduce expansions
in Fourier series of the mean anomaly of the form:
Φn,k =
+∞
∑
q=−∞
Xn,kq (e)exp ıqM , (3.31)
where Xn,kq (e) are the well known Hansen coefficients [22]. In the general case, the
series (3.31) always converge as Fourier series but can converge rather slowly (see
e.g. Klioner et al. [27] or Brumberg and Brumberg [10]). Only in the particular case
where e is small, the convergence is fast thanks to the d’Alembert property which
ensures that e|k−q| can be factorized in Xn,kq (e). That is why the method is reasonably
efficient for most of the natural bodies (in particular the Sun and the Moon) but can fail
for satellites moving on orbits with high eccentricities. In this case, Fourier series of
the eccentric anomaly E (see Brumberg and Fukushima [8]) are much more efficient:
Φn,k =
+∞
∑
q=−∞
Zn,kq (e)exp ıqE , (3.32)
In case where 0≤ |k| ≤ n, the coefficients Zn,kq (e) can be expressed in closed form and
the sum over q (3.32) is bounded by ±n (coefficients are null for |q|> n). The expres-
sion of the Fourier coefficients Zn,kq (e) are given in Annexe B only for this particular
case. Other general expressions and numerical methods to compute them can be find
in Klioner et al. [27], Laskar [31], Lion and Métris [32].
Even if this kind of expansion does not allow to express the disturbing function
strictly in orbital elements, the key point is that the required operations (derivation and
integration with respect to the mean anomaly) can be easily performed thanks to the
relation
dM = r
a
dE . (3.33)
Rewriting the ratio of the distance r to r′ within (3.17) as
1
r′
(
r
r′
)n
=
1
a′
(
a
a′
)n(
a
r
)(
r
a
)n+1(
a′
r′
)n+1
, (3.34)
we get
R$ = ∑
n≥2
n
∑
m=−n
n
∑
m′=−n
n
∑
p=0
n
∑
p′=0
n+1
∑
q=−n−1
+∞
∑
q′=−∞
Rn,m,m′ ,p,p′,q,q′ , (3.35a)
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Rn,m,m′,p,p′,q,q′ =
a
r
An,m,m′ ,p,p′,q,q′Un,m,m′(ǫ)exp ı Θ−n,m,m′,p,p′,q,q′ , (3.35b)
An,m,m′,p,p′,q,q′ =
µ ′
a′
(
a
a′
)n
(−1)m−m′ (n−m
′)!
(n+m)!
Fn,m,p (I)Fn,m′,p′
(
I′
)
×Zn+1,n−2pq (e)X−(n+1),n−2p
′
q′
(
e′
)
,
(3.35c)
or expressed in trigonometric form:
R$ = ∑
n≥2
n
∑
m=0
n
∑
m′=0
n
∑
p=0
n
∑
p′=0
n+1
∑
q=−n−1
+∞
∑
q′=−∞
Rn,m,m′ ,p,p′,q,q′ , (3.36a)
Rn,m,m′,p,p′,q,q′ = ∆m,m
′
0
a
r
An,m,m′,p,p′,q,q′
×
[
Un,m,m′(ǫ)cosΘ−n,m,m′,p,p′,q,q′
+(−1)n−m′Un,m,−m′(ǫ)cosΘ+n,m,m′,p,p′,q,q′
]
,
(3.36b)
where
Θ±
n,m,m′,p,p′,q,q′ = Ψn,m,p,q±Ψ′n,m′,p′,q′ , (3.37a)
Ψn,m,p,q = qE +(n− 2p)ω+mΩ , (3.37b)
Ψ′n,m′,p′,q′ = q
′M′+(n− 2p′)ω ′+m′Ω′ . (3.37c)
Note that we have kept the term a/r in factor, in order to anticipate the use of the
relation (3.33) in the following (Section 5).
In case where the eccentricity of the third body is also high, we can introduce the
Fourier series in multiples of the true anomaly ν (see Brumberg and Fukushima [8])
instead of the infinite Fourier series (3.31) defined by(
r′
a′
)−n
exp ı k′ν ′ =
+∞
∑
q′=−∞
Y−n,k
′
q′ (e
′)exp ı q′ν ′ . (3.38)
The reason to use these Fourier series is that in this case, these series are finite for
−n ≤ 0. Indeed, the coefficients are null for −n ≥ |q′− k′|. We give in Annexe B.2
their expression for this particular case.
Note that the average of the function Φn,k with respect to the mean anomaly M over
one period may be easily connected to coefficients X , Y and Z:
〈
Φn,k
〉
M =
1
2pi
ˆ 2pi
0
Φn,k dM = Xn,k0 = Z
n+1,k
0 =
1
η Y
n+2,k
0 . (3.39)
4 Sun disturbing function
The general expression of the disturbing function for the Sun has been obtained by
Kaula [25]. It can be obtained quickly by combining the expression of the disturbing
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function in spherical coordinates (3.7) and the Fourier series of the spherical harmonics
Yn,m given in (3.8) for the perturbed and disturbing body. This yields,
R⊙ = ∑
n≥2
n
∑
m=−n
n
∑
p=0
n
∑
p′=0
n+1
∑
q=−n−1
+∞
∑
q′=−∞
Rn,m,p,p′,q,q′ , (4.1a)
Rn,m,p,p′,q,q′ =
a
r
An,m,p,p′,q,q′ exp ı Θn,m,p,p′,q,q′ , (4.1b)
An,m,p,p′,q,q′ =
µ ′
a′
(
a
a′
)n (n−m)!
(n+m)!
Fn,m,p (I)Fn,m,p′ (ǫ)
×Zn+1,n−2pq (e)X−(n+1),n−2p
′
q′
(
e′
)
,
(4.1c)
with
Θn,m,p,p′,q,q′ = Ψn,m,p,q−Ψ′n,p′,q′ , (4.2a)
Ψn,m,p,q = qE +(n− 2p)ω+mΩ , (4.2b)
Ψ′n,p′,q′ = q
′M′+(n− 2p′)ω ′ . (4.2c)
or express in trigonometric form:
R⊙ = ∑
n≥2
n
∑
m=0
n
∑
p=0
n
∑
p′=0
n+1
∑
q=−n−1
+∞
∑
q′=−∞
Rn,m,p,p′,q,q′ , (4.3a)
Rn,m,p,p′,q,q′ = (2− δ m0 )
a
r
An,m,p,p′,q,q′ cosΘn,m,p,p′,q,q′ . (4.3b)
5 Application of Lie Transform perturbation method
The idea is to use a perturbative method based on the algorithm of the Lie Transform
(see Deprit [13]) in order to obtain an approximated analytical solution of the third-
body problem. In this section, we give a method to treat the perturbed part H1 =H3c
of the HamiltonianH.
The third-body Hamiltonian H3c is rewritten in order to isolate the secular, short-
period and long-period parts:
H3c =H3c(y,Y,y′,Y ′) =H3c,sec +H3c,sp +H3c,l p . (5.1)
The secular part H3c,sec is the part of H3c that contains no term depending of any
angular variable:
H3c,sec =H3c,sec(_,_,Y,Y ′) , (5.2a)
= lim
T→∞
1
T
ˆ T
0
H3c dt , (5.2b)
=
1
(2pi)6
ˆ 2pi
0
ˆ 2pi
0
· · ·
ˆ 2pi
0
H3c dl dl′ dgdg′dhdh′ . (5.2c)
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Introduce the intermediate function
〈H3c〉l =
1
2pi
ˆ 2pi
0
H3c dl = 12pi
ˆ 2pi
0
H3c r
a
dE . (5.3)
The long-period perturbations H3c,l p are computed by eliminating the secular terms
inside 〈H3c〉l:
H3c,l p = 〈H3c〉l −H3c,sec . (5.4)
The short-period perturbations H3c,sp are computed by eliminating in H3c all terms
that do not depend on the fast variable l:
H3c,sp =H3c−〈H3c〉l , (5.5)
In practice, this sharing of H3c is equivalent to an appropriate sorting of the indices in
expression (3.29) or (4.3).
We want to transform the Hamiltonian H(y,y′,Y,Y ′) to a new one K(y⋆,y′,Y ⋆,Y ′)
by means of a generating function W . The transformed Hamiltonian and the corre-
sponding generator will be assumed expandable as power series of quantities having
the same order of magnitude than J2:
K =K0 +K1 +O(2) , (5.6a)
W =W1 +O(2) . (5.6b)
Since the Hamiltonian H1 is time-dependent, we can solve (2.7) using the first order
time-dependent Lie Transform from [13] as canonical perturbation method:
Order 0: K0 =H0 , (5.7a)
Order 1: K1 =H3c + {H0;W1}− ∂W1∂ t (5.7b)
=H3c−
(
ωl
∂W1
∂ l +ωg
∂W1
∂g +ωh
∂W1
∂h +
∂W1
∂ t
)
, (5.7c)
where
{
α;β} is the Poisson brackets defined by
{
α;β}y,Y = 3∑
j=1
(
∂ α
∂y j
∂ β
∂Yj
− ∂ α∂Yj
∂ β
∂y j
)
=−{β ;α}y,Y , (5.8)
and the ω j are the angular frequencies associated to H0:
ωl = ˙l0 =
∂H0
∂L = n0
[
1+ 6γ2 η
(
1− 3cos2 I
)]
, (5.9a)
ωg = g˙0 =
∂H0
∂G = 6γ2 n0
(
1− 5cos2 I
)
, (5.9b)
ωh = ˙h0 =
∂H0
∂H = 12γ2 n0 cosI , (5.9c)
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with
γ2 =− J28η4
(
R
a
)2
=−J28
(
µR
G2
)2
. (5.10)
We choose the new HamiltonianK1 such that it does not depend on any angle variables:
K1 =H3c,sec . (5.11)
Assuming that the angles y′ related to the third-body vary linearly with time and the
momenta Y ′ are constants (which is a good approximation), the t-partial derivative that
appears in the homological equation (5.7a) can be expressed as:
∂W1
∂ t = ωl′
∂W1
∂ l′ +ωg′
∂W1
∂g′ +ωh′
∂W1
∂h′ . (5.12)
where ωl′ = ˙l′sec, ωg′ = g˙′sec and ωh′ = ˙h′sec.
Substituting (5.12) in (5.7b), we obtain the PDE:
∂W1
∂ l +
5
∑
j=1
β j ∂W1∂α j =
1
ωl
(H3c−K1) = 1
ωl
(H3c,sp +H3c,l p) , (5.13)
where
α j =
{
g,h, l′,g′,h′
}
, (5.14a)
ω j =
{
ωg,ωh,ωl′ ,ωg′ ,ωh′
}
, (5.14b)
β j = ω j
ωl
≪ 1 . (5.14c)
As we can note, we have introduced in (5.13) a small parameter β j, which is the ratio
between the low angular frequency and ωl . Since the fastest long-period is 2pi/ωl′
(about 28 days for the Moon) and supposing that the satellite orbital period for a highly
elliptic orbit can reach 1–2 days, β j can not exceed 1/15.
In order to solve the PDE, we seek a solution in the form
W1 =W1,l p(_,g,h,y′,Y,Y ′)+W1,sp(l,g,h,y′,Y,Y ′) , (5.15)
such that
5
∑
j=1
β j ∂W1,l p∂α j =
1
ωl
H3c,l p ,
∂W1,sp
∂ l +
5
∑
j=1
β j ∂W1,sp∂α j =
1
ωl
H3c,sp .
(5.16a)
(5.16b)
The solution for the generator of the long-periods W1,l p is straightforward, while
the solution for the generator of short-periods W1,sp is more technical. To bypass this
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difficulty, we solve the PDE (5.16b) by means of a recursive process which may be
more suitable for an analytical theory.
To solve (5.16b), we need to integrate all terms with respect to the mean anomaly
l. Since our disturbing function is express in term of the eccentric anomaly E we can
use the relation (3.33) that connects the eccentric anomaly E and the mean anomaly l.
The PDE rewrites
∂W1,sp
∂E +
5
∑
j=1
r
a
β j ∂W1,sp∂α j =
1
ωl
r
a
H3c,sp . (5.17)
We note that we have in factor ofH3c,sp the ratio r/a. This term will simplify due to the
fact that we have anticipated this factor in the development of the disturbing function
(3.35) and (4.1).
Given that β j ≪ 1, we can assume that the generatorW1,sp is expandable in power
series of the quantity β j:
W1,sp =W
(0)
1,sp + ∑
σ≥1
W(σ)1,sp . (5.18)
Inserting this series in (5.17), the generator W1,sp can be recursively determined by
using the relations
∂W(0)1,sp
∂E =
1
ωl
r
a
H3c,sp ,
∂W(σ+1)1,sp
∂E =−
5
∑
j=1
r
a
β j ∂∞,W
(σ)
sp
∂α j
, σ ≥ 0 .
(5.19a)
(5.19b)
The order zero is considered as the initial guess and the order (σ + 1) as a correction
of the solution of order σ . Also, we impose that the mean value of the generatorW(σ)1,sp
over the mean anomaly l is zero:
〈W1,sp〉l = 0. This can be realized by adding a
constant C(σ) independent of the eccentric anomaly.
6 Conclusion
The construction of an analytical theory of the third-body perturbations in case of
highly elliptical orbits is facing several difficulties. On the one hand, the Fourier series
in term of the mean anomaly converge slowly, on the other hand the disturbing function
is time dependent. Each of these difficulties can be solved separately with more-or-less
classical methods. Concerning the first issue, it is already known that the Fourier series
in multiple of eccentric anomaly are finite series. Their use in an analytical theory is
less simple than classical series in multiple of the mean anomaly, but remains tractable.
The time dependence is not a great difficulty, only a complication: after having intro-
duced the appropriate (time linear) angular variables in the disturbing function, these
variables must be taken into account in the PDE to solve during the construction of the
theory.
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Combining the two problems (expansion in terms of the eccentric anomaly and time
dependence) in the same theory is a more serious issue. In particular, solving the PDE
(5.13) in order to express the generator of the canonical transformation is not trivial. In
this paper we propose two recipes to progress towards a solution:
• an appropriate expansion of the disturbing function involving the Fourier series
with respect to the eccentric anomaly; more precisely, this is not a complete
expansion since we keep the ratio a/r in factor for the needs of the theory;
• the generator, solution of the PDE (5.16b) is constructed by means of an iterative
process, which is equivalent to a development of a generator in power series of
small ratio of slow to fast angular frequencies.
The inclusion of this iterative process in a fully automatic and recursive algorithm is
in progress. This allows to get a very compact solution using special functions. The
main advantage is that the degree of approximation of the solution (e.g. the truncation
of the development in spherical harmonics (3.7) and the number of iterations in the
resolution of (5.19b)) are chosen by the user as needed and not fixed once for all when
constructing the theory.
As said in Section 1, this paper does not deal with the perturbation due to J2. In
principle this is a well-known problem having received numerous satisfactory solu-
tions. However, we have included the J2 secular terms in the main part of the Hamil-
tonian H0. The advantage is that this Hamiltonian is not degenerate (it contains the
three momenta L, G and H), and consequently, the homological equation (5.7b) allows
to choose a new Hamiltonian free of any angular variable. In return, the most classical
theories (e.g. [5], [1], [3]) for which the whole J2 perturbation is relegated in H1 are
no longer directly usable. We have to construct another solution taking into account
the new sharing of the J2 disturbing function. This work is in progress.
A Second proof of the trigonometric formulation
Let us define the spherical harmonics as
Yn,m = Yn,m(δ ,α) =Cn,m(δ ,α)+ ıSn,m(δ ,α) , (A.1a)
Y ′∗n,m = Y
∗
n,m(δ ′,α ′) =C′n,m(δ ′,α ′)− ıS′n,m(δ ′,α ′) . (A.1b)
The disturbing function (3.7) can be expanded in trigonometric form as
R3c = µ
′
r′ ∑
n≥2
n
∑
m=0
(2− δ m0 )
(n−m)!
(n+m)!
(
r
r′
)n
Re
{
Yn,mY ′∗n,m
}
, (A.2)
where
Re
{
Yn,mY ′∗n,m
}
=Cn,mC′n,m + Sn,mS′n,m . (A.3)
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At first, we express (A.3) in terms osculating orbital elements of the satellite with the
help of the transformation (3.10). We get
Re
{
Yn,mY ′∗n,m
}
= ın−m
n
∑
p=0
Fn,m,p(I)

[
C′n,m
− ıS′n,m
](n−m)even
(n−m)odd
cosΨn,m,p
+
[
S′n,m
ıC′n,m
](n−m)even
(n−m)odd
sinΨn,m,p
 .
(A.4)
We express then the elements C′n,m and S′n,m in terms osculating orbital elements of
the Moon.
Let be
Ucn,m,m′ =
1
2
(
Un,m,m′ +Un,m,−m′
)
, (A.5)
U sn,m,m′ =
1
2
(
Un,m,m′−Un,m,−m′
)
, (A.6)
with the U-functions defined in (3.6b).
Splitting the sum over m′ of the transformation (3.12) into two parts such that m′≥ 0
and using the relation (3.3), it follows that
Yn,m =
n
∑
m′=0
ım−m
′
(2− δ m′0 )
(n−m′)!
(n−m)! Pn,m′(sin β
′)
×
[
Ucn,m,m′ cosm
′λ ′+ ıU sn,m,m′ sinm′λ ′
]
.
(A.7)
Contrary to Giacaglia [17] and Lane [30], the complex power ım′ is not absorbed into
the trigonometric terms. This permits to reduce the complexity of calculations naturally
by setting constraints on the parity of the couple n−m and m−m′. Thus, the real part
of Y ′n,m(δ ′,α ′) is given by
C′n,m =
n
∑
m′=0
ım−m
′
(2− δ m′0 )
(n−m′)!
(n−m)!
[
Uc
n,m,m′C
′′
n,m′
ıU s
n,m,m′ S
′′
n,m′
](m−m′)even
(m−m′)odd
, (A.8)
and the imaginary part by
S′n,m =
n
∑
m′=0
ım−m
′
(2− δ m′0 )
(n−m′)!
(n−m)!
[
U s
n,m,m′ S
′′
n,m′
− ıUc
n,m,m′C
′′
n,m′
](m−m′)even
(m−m′)odd
, (A.9)
where C′′
n,m′ = Re
{
Yn,m′(β ′,λ ′)
}
and S′′
n,m′ = Im
{
Yn,m′(β ′,λ ′)
}
.
Converting these coefficients in terms of osculating orbital elements referred in the
ecliptic plane thanks to the transformation (3.14), we find
C′′n,m′ = ı
n−m′
n
∑
p′=0
[
cosΨ′
n,m′,p′
ı sinΨ′
n,m′,p′
](n−m′)even
(n−m′)odd
, (A.10a)
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S′′n,m′ = ı
n−m′
n
∑
p′=0
[
sinΨ′
n,m′,p′
− ıcosΨ′
n,m′,p′
](n−m′)even
(n−m′)odd
. (A.10b)
Before replacing anything, it is interesting to take a look on the possible parities
between the values of n−m, m−m′ and n−m′ (see Table 2). Indeed, if we fix the
parity of n−m and m−m′, we constrain the parity of n−m′.
Case n−m m−m′ n−m′
(a) even even even
(b) even odd odd
(c) odd even odd
(d) odd odd even
Table 2: Possible par-
ities.
Consider
R= ∑
n≥2
n
∑
m=0
n
∑
m′=0
n
∑
p=0
n
∑
p′=0
Rn,m,m′,p,p′ . (A.11)
Substituting now the relations (A.10) into (A.8) and (A.9), we find according the cases
listed in Table 2:
Rn,m,m′ ,p,p′ = (−1)n−m
′R˜n,m,m′ ,p,p′× . . .
• (a)
[
Un,m,m′C−n,m,m′,p,p′,q,q′ +Un,m,−m′C
+
n,m,m′,p,p′,q,q′
]
, (A.12a)
• (b)
[
Un,m,m′C−n,m,m′,p,p′,q,q′−Un,m,−m′C+n,m,m′,p,p′,q,q′
]
, (A.12b)
• (c)
[
−Un,m,m′C−n,m,m′,p,p′,q,q′ +Un,m,−m′C+n,m,m′,p,p′,q,q′
]
, (A.12c)
• (d)
[
−Un,m,m′C−n,m,m′,p,p′,q,q′−Un,m,−m′C+n,m,m′,p,p′,q,q′
]
, (A.12d)
with
R˜n,m,m′,p,p′ = ∆m,m
′
0
(n−m′)!
(n+m)!
µ ′
r′
(
r
r′
)n
Fn,m,p(I)Fn,m′,p′(I′) , (A.13)
C±
n,m,m′,p,p′,q,q′ = cos
(
Ψn,m,p,q±Ψ′n,m′,p′,q′
)
. (A.14)
Finally, since the sign of Un,m,m′ depends on the parity of n−m and those of Un,m,−m′
of the parity of m−m′, we can combine the four relations into only one leading to the
relation (3.29).
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B Hansen-like coefficients Zn,ms and Y n,ms
Contrary to the classical Hansen coefficients Xn,ms , the coefficients Y n,ms and Zn,ms (or
equivalents) are not widely used and, to our knowledge, only a few authors have worked
about their analytical expression. We can quote (Brown [6], p. 68-71; Brumberg and
Fukushima [8]; Da Silva Fernandes [12] and or more recently Laskar [31].
In this section, we present a simple method to obtain the expressions of Y n,ms for n≤ 0
and Zn,ms for n≥ 0, which corresponds to our need in this paper.
B.1 Coefficients Zn,ms
The Hansen-like coefficients Zn,ms defined in [8] as
Φn,m =
+∞
∑
s=−∞
Zn,ms (e)exp ı sE , (B.1)
depend on the eccentricity e and admit an integral representation:
Zn,ms =
1
2pi
2piˆ
0
Ψn,ms dE , (B.2)
Ψn,ms =
(
r
a
)n
σmζ−s . (B.3)
with σ = exp ıν and ζ = exp ıE .
Due to the fact that ν is an odd function of E , if we change m by −m and s by −s
in (B.1), we get directly the symmetry:
Zn,−m−s = Z
n,m
s , (B.4)
as in the case of the classical Hansen coefficients Xn,ms .
According to Tisserand [36, p. 251-252], one can express r/a and σ in terms of ζ
as
r
a
=
1
1+β 2 (1−β ζ
−1)(1−β ζ ) , (B.5)
σ = ζ (1−β ζ−1)(1−β ζ)−1 , (B.6)
with β = e
1+
√
1− e2 .
Consequently
Ψn,ms (ζ ) = 1(1+β 2)n (1−β ζ )
n−m(1−β ζ−1)n+mζ m−s. (B.7)
Since 0≤ β < 1 for elliptic motion, using the Taylor expansions
(1−β ζ )n−m =
+∞
∑
p=0
(
n−m
p
)
(−β )pζ p ,
(1−β ζ−1)n+m =
+∞
∑
q=0
(
n+m
q
)
(−β )qζ−q ,
(B.8)
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we get
Ψn,ms =
1
(1+β 2)n
+∞
∑
q=0
+∞
∑
p=0
(
n−m
p
)(
n+m
q
)
(−β )p+qζ m−s+p−q , (B.9)
which can be rewritten in a power series of ζ as
Ψn,ms =
+∞
∑
r=−∞
αn,ms,r ζ r . (B.10)
Restricting to n≥ 0 and inserting (B.10) into (B.3), we get
Zn,ms = α
n,m
s,0 = Z
n,−m
−s = (−1)m−s
β m−s
(1+β 2)n
qmax
∑
q=qmin
(
n−m
q
)(
n+m
q+m− s
)
β 2q . (B.11)
Here q takes all values making the binomial coefficients non-zero, i.e. from qmin = max(0,s−m)
to qmax = n+ s. Additionally, if 0 ≤ |m| ≤ n, the upper limit of the sum is given by
qmax = min(n−m,n+ s) and for |s|> n we have Zn,ms = 0. Thus, the representation of
the Zn,ms is finite.
More relations and efficient algorithms to compute the Zn,ms coefficients are given
in Lion and Métris [32].
B.2 Coefficients Y n,ms
The coefficients Y n,ms (e) are defined by(
r
a
)n
exp ımν =
+∞
∑
s=−∞
Y n,ms (e)exp ı sν . (B.12)
Setting
Ψn,ms =
(
r
a
)n
σm−s , (B.13)
each coefficient admits an integral representation
Y n,ms (e) =
1
2pi
2piˆ
0
Ψn,ms dν , (B.14)
and the symmetry
Y n,ms = Y
n,−m
−s = Y
n,m−s
0 = Y
n,0
s−m . (B.15)
Repeating the process used for Zn,ms , we expand Ψn,ms in power of σ (instead of ζ ) as
follows
Ψn,ms =
+∞
∑
r=−∞
αn,ms,r σ
m . (B.16)
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Knowing that
a
r
=
1+β 2
(1−β 2)2 (1+β σ
−1)(1+β σ) , (B.17)
and restricting to the case n≤ 0 we find
Y n,ms = α
n,m
s,0 = Y
n,−m
−s = Y
n,0
s−m , (B.18a)
= β m−s (1−β
2)2n
(1+β 2)n
qmax
∑
q=qmin
( −n
q+m− s
)(−n
q
)
β 2q , (B.18b)
where q takes the values making the binomial coefficients nonzero, i.e. qmin = max(0,m− s)
and qmax = min(−n,−n−m+ s). It is easy to show that for | m− s |> −n we have
Y n,ms = 0, which proves that expansions of the form (B.12) admits a closed-form repre-
sentation for −n≥ 0.
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