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Resumen
En éste trabajo de investigación se estudiará la buena colocación local para un
problema de valor inicial, con condiciones de frontera y condiciones iniciales en
espacios de tipo Sobolev adecuados, asociado con la ecuación de Benney-Luke
en la semirecta, imponiendo algunas condiciones de compatibilidad en los datos
iniciales y de frontera. Ademas, se mostrará que la aplicación que asocia a éstos
datos iniciales y de frontera con su respectiva solución al problema es Lipschitz
entre espacios de Banach adecuados.
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Introducción
El estudio del problema de valor inicial (buena colocación) asociado con modelos
de evolución ha sido de gran interés desde tiempos remotos por parte de ma-
temáticos, f́ısicos, qúımico o biólogos, entre otros, debido a que estos modelos
están ligados a la descripición de diversos fenómenos en sus respectivas áreas de
estudio. En el caso de modelos de evolución relacionados con la descripción de
ondas de agua, el interés comenzó con las observaciones de un ingeniero naval es-
cocés John Scott Russell (1808-1882) quien descubrió lo que hoy se conoce como
un solitón (onda de transmisión u onda solitaria), mientras haćıa un estudio de
la quilla de los botes en el Union Canal en Hermiston (Escocia), muy cerca del
campus Riccarton de la Universidad de Heriot-Watt (Edimburgo). Como resulta-
do del estudio de éste fenómeno, y de las investigaciones de J. Boussinesq y Lord
Rayleigh, los matemáticos holandeses Diederik Johannes Korteweg(1848-1941) y
su estudiante Gustav de Vries (1866-1934), obtuvieron una ecuación satisfactoria
que describe el perfil de la onda. Esta ecuación estaba basada en la suposición
de que la profundidad del agua es pequeña en comparación con la anchura de las
ondas y relaciona la amplitud de la onda y sus cambios en el espacio con el cambio
de la amplitud en el tiempo. La ecuación propuesta por D. Korteweg y G. de Vries
(denominada ecuación Korteweg-de Vries o simplemente ecuación KdV)
ut + ε uux + µuxxx = 0,
es uno de los modelos clásicos no lineales mas relevantes en el estudio de ondas
de agua de gran elongación y de pequeña amplitud. Es importante mencionar que
el estudio de los problemas de valor inicial con condiciones de frontera (IBVP
en adelante) para modelos dispersivos de ondas de agua han llamado la atención
de muchos investigadores en los últimos años, debido a la necesidad de considerar
estos modelos en dominios finitos o en semirectas y además, a la importancia en la
teoŕıa de controlabilidad de estos modelos. Por ejemplo, el IBVP de la ecuación
KdV {
∂tu− ∂3xu+ u∂xu = 0, x ∈ R, t ≥ 0, k ∈ N
u(0, t) = h(t), u(x, 0) = ϕ(x)
(1)
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ha sido abordado por diferentes matemáticos. La buena colocación local para el
IBVP (1) para datos iniciales (ϕ, h) ∈ Hs(R+)×H
s+1
3
loc (R+) con s ≥ 0, fue mos-
trada en [7] por J. Colliander y C. Kenig, reemplazando el IBVP por un problema
de valor inicial (IVP en adelante) forzado. En [8] J. Holmer estableció el mismo
resultado para el caso s ≥ −3
4
. En [6] J. Bona, S. Sun, y B. Zhang estudiaron
la buena colocación local del problema utilizando la técnica de la transformada
de Laplace para (ϕ, h) ∈ hs(R+)×H
s+1
3
loc (R+) con s ≥ 34 . Como es bien conocido,
además de la ecuación KdV, existen diversos modelos que describen fenómenos
relacionados con el análisis de la dinámica de un fluido irrotacional incompresible,
bien sea en un dominio acotado o en un semiplano, como la “buena” ecuación de
Boussinesq y la ecuación generalizada de Benney-Luke. La buena colocación local
de IBVP para la “buena ecuación de Boussinesq”{





= 0, x ∈ R, t > 0,
u(x, 0) = f(x), ut(x, 0) = h(x),
(2)
fue establecido por R. Xue en [10] utilizando el principio de la contracción y una
técnia de la transformada de Laplace, como la utilizada por J. Bona, S. Sun, y B.
Zhang en [6] en el caso del IBVP para la ecuación KdV. Más exactamente, se ob-
tuvo la buena colocación local para datos iniciales (f, h) ∈ Hs(R+)×Hs−1(R+) y




4 (R+)×H s2− 34+ε(R+), bajo algunas condicio-
nes de compatibilidad por s > 1
2
y ε > 0 pequeños. Más aún, la buena colocación
global fué establecida en el caso de dato de frontera cero y condiciones iniciales
(f, h) ∈ Hs0(R+)×Hs−10 (R+) para s ≥ 1 con ‖f‖H10 (R+) + ‖h‖L2(R+) pequeño.
En éste trabajo de investigación se considerará el IBVP asociado a la ecuación
generalizada de Benney-Luke en el primer cuadrante
utt − uxx + auxxxx − buxxtt + putup−1x uxx + 2upxuxt = 0, x > 0, t > 0,
ux(0, t) = h1(t), ut(0, t) = h2(t)
ux(x, 0) = f1(x), ut(x, 0) = f2(x),
(3)
donde las funciones fi y hi pertenecen a espacios apropiados de tipo Sobolev. Para
p = 1, esta ecuación es una aproximación formalmente válida para la descripción
de ondas de agua de profundidad finita, de pequeña amplitud y de gran elongación.
Esta ecuación es una versión tridimensional del modelo derivado por J. Quintero
y R. Pego en [3] como un modelo isotrópico para ondas de agua tridimensionales,
donde los parámetros a, b > 0 son tales que a − b = σ − 1
3
, siendo σ el inverso
del número Bond (asociado con la tensión superficial). A lo largo del trabajo se
asumirá que 0 < b < a, lo cual corresponde a una tensión superficial pequeña o
cero (σ > 1
3
). En contraste con las ecuaciones de un solo sentido, como la KdV o
la BBM, señalamos que el modelo (3) es una aproximación válida para describir
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formalmente propagación de ondas de agua en dos sentidos. La buena colocación
local del IVP para la ecuación de Benney-Luke (3) fue obtenida por J. Quintero en
[2] con los datos iniciales (u0, u1) tal que u0 ∈ Ḣs+1 = {f ∈ D′(R) : f ′ ∈ Hs(R)}
y u1 ∈ Hs(R) para s ≥ s(p), donde D′(R) denota el espacio de distribuciones en
R. Para p = 1, se puede ver que s(p) = 1. En particular, si u es una solución local
en [0, T ] tenemos que
ux ∈ C([0, T ], Hs(R)), ut ∈ C([0, T ], Hs(R)) ∩ C1([0, T ], Hs−1(R)).
El resultado sigue los argumentos estándar usando la teoŕıa de semigrupos y la
existencia de un efecto suavizante sobre la parte no lineal. La buena colocación
global del IVP para la ecuación de Benney-Luke (3) se estableció utilizando el
hecho de que la estructura hamiltoniana asociada con la ecuación de Benney-Luke
se conserva en el tiempo para soluciones suaves.
Para el caso de este trabajo de investigación, el objetivo es demostrar que el
IBVP (3) para 0 < a < b está localmente bien puesto para datos iniciales
(f1, f2) ∈ Hs(R+)×Hs(R+) y datos de frontera (h1, h2) ∈ Hr1(s)(R+)×Hr2(s)(R+),
donde r1(s) y r2(s) son exponentes apropiados con s ∈ R. Los resultados de la
buena colocación para el IBVP asociado con la ecuacuón de Benney-Luke (3) en
el primer cuadrante (x ≥ 0, t ≥ 0) serán obtenidos siguiendo la misma estrategia
empleada por Bona, Sun y Zhang [6] en el IBVP para la ecuación Korteweg-de
Vries, y por Xue [10] en el IBVP para la “buena” ecuación de Boussinesq.
Este trabajo está dividido en tres caṕıtulos. En el primer caṕıtulo se reescribe el
IBVP (3) como un IBVP de primer orden, el cual se divide en tres subproblemas
lineales homogéneos: dos IBVP y un IVP. En los tres subproblemas se encuen-
tran soluciones expĺıcitas y estimativos de dichas soluciones, el primer IBVP y el
IVP se resuelven v́ıa transformada de Laplace y Fourier, respectivamente, el se-
gundo IBVP como una combinación de los dos anteriores. En el segundo caṕıtulo
se utilizan los resultados del primer caṕıtulo para determinar un estimativo del
IBVP lineal homogéneo asociado con datos iniciales (f1, f2) ∈ Hs(R+)×Hs(R+)
y datos de frontera (h1, h2) ∈ Hr1(s)(R+) × Hr2(s)(R+). En el tercer caṕıtulo se
utiliza la descripción de las soluciones v́ıa el principio de Duhamel, se obtiene
un resultado de la buena colocación para el problema homogéneo no lineal como
consecuencia del principio de contraccción en un espacio apropiado ZsT , y final-
mente se realizan los estimativos no lineales para obtener un resultado de buena




En este caṕıtulo plantearemos algunas notaciones básicas y algunos resultados
importantes utilizados en el dearrollo del trabajo.
Sean Hs(R),Hα,β(R) y Ḣs(R) espacios tipo Sobolev definidos como
Hs(R) = {f ∈ D′(R) : (1 + |ζ|)sf̂(ζ) ∈ L2(R)},
Hα,β(R) = {f ∈ D′(R) : |ζ|α(1 + |ζ|)β−αf̂(ζ) ∈ L2(R)},
Ḣs(R) = {f ∈ D′(R) : |ζ|sf̂(ζ) ∈ L2(R)},
donde D′(R) denota el espacio de distribuciones sobre R y f̂ denota la transfor-
mada de Fourier con respecto a la variable espacial x.
Ahora para s ≥ 0, se definen los espacios Hs(R+) y Ḣs(R+) como
Hs(R+) = {f = F |R+ : F ∈ Hs(R)}, ‖f‖Hs(R+) = ı́nf{‖F‖Hs(R) : f = F |R+}
(1.1)
Ḣs(R+) = {f = F |R+ : F ∈ Ḣs(R)}, ‖f‖Ḣs(R+) = ı́nf{‖F‖Ḣs(R) : f = F |R+}
(1.2)
Note que para f ∈ Hs(R), se tiene que f |R+ ∈ Hs(R+) y ‖f |R+‖Hs(R+) ≤ ‖f |R‖Hs(R).
Para s < 0, Hs(R+) y Ḣs(R+) denotan los espacios de las transformaciones linea-
les acotadas g definidas sobre C∞0 (R+) con normas
‖g‖Hs(R+) = sup{|g(f)| : f ∈ C∞0 (R+) and ‖f‖H−s(R+) = 1}
y
‖g‖Ḣs(R+) = sup{|g(f)| <∞, f ∈ C
∞
0 (R+) and ‖f‖Ḣ−s(R+) = 1},
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respectivamente.
Finalmente, para s ∈ R, y α, β ∈ R, se definen los espacios
Hs0(R+) = {f ∈ Hs0(R) : supp(f) ⊂ [0,∞)}
Ḣs0(R+) = {f ∈ Ḣs0(R) : supp(f) ⊂ [0,∞)}
Hα,β0 (R+) = {f ∈ Hα,β(R) : supp(f) ⊂ [0,∞)}
El siguiente lema resume los resultados obtenidos por R. Xue en [10] respecto a
estos espacios (ver lemas 2.1, 2.2 y 2.3 en [10]).
Lema 1.0.1. 1. Para s < 0, se tiene que Ḣs(R+) = Ḣs0(R+).
2. Para s ≤ 1
2
, se tiene que Hs(R+) = Hs0(R+).
3. Para k + 1
2
< s ≤ k + 3
2
con k entero no negativo, se tiene que
Hs0(R+) = {f ∈ Hs(R) : Tr(∂jxf) = 0, j : 0, 1, ....k}.
donde Tr(∂jxf) = ∂
j
xF para F ∈ Hs(R) y f = F |R+.
4. Para α < 0 y β ≤ 1
2
con α ≤ β, se tiene que Hα,β(R+) = Hα,β0 (R+).
5. Para α < 0 y k + 1
2
< β ≤ k + 3
2
con k entero, se tiene que
Hα,β0 (R+) = {f ∈ Hα,β(R+) : Tr(∂jxf) = 0, j : 0, 1, ....k}.
donde Tr(∂jxf) = ∂
j
xF para F ∈ Hβ(R) and f = F |R+.
Para efectos del trabajo se definen los conjuntos Y l(A), Y l0 (A) y Y
α,β, para l ∈ R,
α, β ∈ R, y A = R o R+, con sus respectivas normas, como
Y l(A) = H l(A)×H l(A), ‖(q, r)‖Y l(A) = ‖q‖Hl(A) + ‖r‖Hl(A),
Y l0 (A) = H
l
0(A)×H l0(A), ‖(q, r)‖Y l0 (A) = ‖q‖Hl0(A) + ‖r‖Hl0(A),
Y α,β(A) = Hα,β(R+)×Hα,β(R+), ‖(q, r)‖Y α,β(A) = ‖q‖Hα,β(R+) + ‖r‖Hα,β(R+).
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Caṕıtulo 2
IBVP lineal homogéneo: casos
particulares
En este caṕıtulo se reescribe la ecuación de Benney-Luke (3) como una ecuación de
primer orden y se estudia el IBVP homogéneo asociado. Para esto se consideran
las variables q = ux y r = ut, de donde qt = rx, y la ecuación en (3) puede
expresarse como
rt − qx + aqxxx − brxxt + prqp−1qx + 2qprx = 0,
o equivalentemente como,
(I − b∂2x)rt − (I − a∂2x)qx + prqp−1qx + 2qprx = 0.
Si se consideran los operadores lineales A = I − a∂2x y B = I − b∂2x, entonces se
tiene que r satisface la ecuación
rt = B
−1Aqx −B−1(prqp−1qx + 2qprx).
Luego, el IBVP (3) puede ser escrito como un IBVP de primer orden
qt = rx, x > 0, t > 0,
rt = B
−1Aqx −B−1(prqp−1qx + 2qprx)
q(0, t) = h1(t), r(0, t) = h2(t)
q(x, 0) = f1(x), r(x, 0) = f2(x),
o equivalentemente como




































se conserva en el tiempo para soluciones clásicas y para soluciones suaves, siempre
que la solución exista y r(0, t) = 0. Por lo tanto, si se considera el problema de
Cauchy asociado con el sistema en la variable (q, r) con dato inicial q0 ∈ Hs(R+),
que cumpla la propiedad de la media cero∫ ∞
0
q0(x) dx = 0,
se tiene, siempre que la solución exista para t, que∫ ∞
0
q(x, t) dx = 0.
Lo anterior significa que q(·, t) ∈ Hs(R+) y cumple la propiedad de la media
cero, siempre que la solución exista para t. En este caso, la función u es tal que
u(x, t) = ∂−1x q(x, t) ∈ Vs+1 con q(x, t) = ux(x, t) y r(x, t) = ut(x, t), donde




Por esta razón, el trabajo se centra en la buena colocación local y global para el
problema de Cauchy asociado con el sistema en la variable (q, r), y se establece la
buena colocación global para el problema de Cauchy asociado al modelo de Benney-
Luke en el caso de condiciones de frontera homogeneas (h1 = h2 = 0).
Ahora, para estudiar el caso lineal homogeneo (G ≡ 0), se considera el sistema













El análisis de este IBVP se divide en tres subproblemas. En primer lugar, se
determina la solución Wb(h1, h2) del IBVP sobre la semirecta


















0 (R+) y valores iniciales cero. En segundo
lugar, se determina la solución WR(f1, f2) del IVP sobre la recta real







para valores iniciales (f1, f2) ∈ Y s(R). Y en tercer lugar, se determina la solución
WC(f1, f2) del IBVP sobre la semirecta












para valores iniciales (f1, f2) ∈ Y s0 (R+) y datos de frontera cero. Además de las
soluciones expĺıcitas se obtienen estimativos lineales para cada subproblema.
Note que la función
W (f1, f2, h1, h2) = Wb(h1, h2) +WC(f1, f2)
es solución del IBVP (2.2) para datos iniciales (f1, f2) ∈ Y s0 (R+) y de frontera





0 (R+). En el tercer caṕıtulo se hacen modificaciones apropiadas,
como lo hizo Xue en [10], para obtener un estimativo lineal para el IBVP (2.2) con





2.1. IBVP lineal homogéneo : caso f1 ≡ f2 ≡ 0
En esta sección se estudia el IBVP lineal homogéneo cuando f1 ≡ f2 ≡ 0, x > 0
y t > 0, esto es,













Para este caso se utilizará la técnica de la transformada de Laplace con respecto
a la variable tiempo t, la cual consiste en pasar el problema original a un proble-
ma dual via transformada de Laplace, obtener una solución expĺıcita del nuevo
problema y aśı obtener una solución expĺıcita del problema original utilizando la
trasformada inversa.
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Lema 2.1.1. Para cada h1, h2 ∈ C∞0 (R+), la solución Wb(h1, h2) del IBVP lineal
homogeneo (2.3) tiene la fórmula expĺıcita
X(x, t) = Wb(h1, h2)(x, t) =
(
U1(x, t) + U2(x, t) + U1(x, t) + U2(x, t)
V1(x, t) + V2(x, t) + V1(x, t) + V2(x, t)
)
(2.4)



































µρ2(x, t, µ) dµ,
donde,




























Demostración. Si aplicamos la transformada de Laplace con respecto a t al IBVP
lineal (2.3), obtenemos el siguiente IBVP lineal:
λq̃(x, λ) = r̃x(x, λ), Re(λ) > 0, x > 0,
λr̃(x, λ) = B−1Aq̃x(x, λ),
q̃(0, λ) = h̃1(λ), r̃(0, λ) = h̃2(λ),
∂jxq̃(+∞, λ) = ∂jxr̃(+∞, λ) = 0, j = 0, 1,
(2.5)
donde λ es la variable dual de t y q̃(x, λ), r̃(x, λ), h̃1(λ), h̃2(λ) son las transformadas
de Laplace de q(x, t), r(x, t), h1(t), h2(t) con respecto a t, respectivamente. Del






λ2q̃ − bλ2q̃xx = q̃xx − aq̃xxxx
aq̃xxxx − (1 + bλ2)q̃xx + λ2q̃ = 0.
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Una solución general de la última ecuación es










(1 + bλ2)2 − 4aλ2
2a
, γ3A = −γ2A, γ4A = −γ1A,
son las cuatro raices del polinomio caracteŕıstico









ordenadas de manera que Re(γ1A) < 0, Re(γ2A) < 0, Re(γ3A) > 0, y Re(γ4A) > 0.
Además, γiA es anaĺıtica para Re(λ) > λ+ y continua para Re(λ) ≥ λ+, excepto
en λ = λ+, para i = 1, 2, 3, 4.
De las condiciones ∂jxq̃(+∞, λ) = 0 para j = 0, 1, se tiene que c3 = c4 = 0 y por
lo tanto
q̃(x, λ) = c1e
γ1Ax + c2e
γ2Ax.







λ2r̃ − bλ2r̃xx = r̃xx − ar̃xxxx
ar̃xxxx − (1 + bλ2)r̃xx + λ2r̃ = 0,
de donde r̃ puede ser expresado como
r̃(x, λ) = d1e
γ1Ax + d2e
γ2Ax.











































































(λh̃1 − γ2Ah̃2)eγ1Ax − (λh̃1 − γ1h̃2)eγ2Ax
]
. (2.10)
























|γ21A − γ22A| =
∣∣∣∣∣
√








entonces |γ21A − γ22A| = O(|λ− λ+|
1
2 ) cuando λ→ λ+ con Re(λ) > λ+. Más aún,








(1 + bλ2)2 − 4aλ2
± 1,









(1 + bλ2)2 − 4aλ2√
2a
.
















(λh̃1 − γ2Ah̃2)eγ1Ax − (λh̃1 − γ1Ah̃2)eγ2Ax
]
dλ. (2.14)
Ahora, sea γiB con i = 1, 2, 3, 4, las cuatro raices del polinomio caracteŕıstico
aγ4 − (1 + bλ2)γ2 + λ2 = 0, λ ∈ B = {ω : λ− < Re(ω) < λ+} . (2.15)
ordenadas de manera que Re(γ1B) < 0, Re(γ2B) < 0, Re(γ3B) > 0 y Re(γ4B) > 0.
Además, γiB es anaĺıtica para λ− < Re(λ) < λ+ y continua para λ− ≤ Re(λ) ≤
λ+, excepto en λ = λ± para i = 1, 2, 3, 4. Usando la unicidad y continuidad de las
raices del polinomio caracteŕıstico aγ4 − (1 + bλ2)γ2 + λ2 = 0 en las semirectas
Γ+ = {ω : Re(ω) = λ+, =(ω) > 0} y Γ− = {ω : Re(ω) = λ−, =(ω) < 0}, y
asumiendo sin pérdida de generalidad que
γ1A = γ1B, γ2A = γ2B, λ ∈ Γ+,
entonces se tiene que
γ1A = γ1B, γ2A = γ2B, λ ∈ Γ−, o γ2A = γ1B, γ1A = γ2B, λ ∈ Γ−.






















(λh̃1 − γ2Bh̃2)eγ1Bx − (λh̃1 − γ1Bh̃2)eγ2Bx
]
dλ. (2.17)
De manera similar como se hizo para λ ∈ A, se tiene para λ ∈ B que
|γ21B − γ22B| = O(|λ− λ+|
1
2 ), λ→ λ+, λ− < Re(λ) < λ+.
|γ1B − γ2B| = O(
√
(1 + bλ2)2 − 4aλ2), λ→ λ−, λ− < Re(λ) < λ+.
γ1B → − 4
√
(1 + bλ2)2 − 4aλ2, |λ| → ∞, λ ∈ B.
γ2B → −i 4
√
(1 + bλ2)2 − 4aλ2, |λ| → ∞, λ ∈ B.
De este modo, usando el teorema de Cauchy con respecto a la región B, se pueden
















(λh̃1 − γ2Bh̃2)eγ1Bx − (λh̃1 − γ1Bh̃2)eγ2Bx
]
dλ. (2.19)
Del mismo modo, realizando estimaciones similares y usando el Teorema de Cauchy




























γ1C(γ1C + γ2C)(λh̃1 − γ2C h̃2)eγ1Cx]dλ





























γ1C(γ1C + γ2C)(λh̃1 − γ2C h̃2)eγ1Cx]dλ
y de manera similar








γ2C(γ1C + γ2C)(λh̃1 − γ1C h̃2)eγ2Cx
]
dλ.
Por lo tanto, para x, t > 0 se tiene que
q(x, t) = U1(x, t) + U2(x, t) + U1(x, t) + U2(x, t). (2.22)
Como se hizo para q, se puede calcular de manera similar una fórmula expĺıcita









(γ1C + γ2C)(λh̃1 − γ2C h̃2)eγ1Cx]dλ (2.23)








(γ1C + γ2C)(λh̃1 − γ1C h̃2)eγ2Cx
]
dλ, (2.24)
se tiene que para x, t > 0,
r(x, t) = V1(x, t) + V2(x, t) + V1(x, t) + V2(x, t). (2.25)
De este modo,







U1(x, t) + U2(x, t) + U1(x, t) + U2(x, t)




Finalmente, si γ es una raiz del polinomio caracteŕıstico
am4 − (1 + bλ2)m2 + λ2 = 0,














≤ µ ≤ 1√
b
(a > b), entonces las cuatro raices del polinomio caracteŕıstico
están dadas por



















1−bµ2 = iµs(µ) recorre el eje imaginario desde cero hasta +∞. Este
cambio de variable es tal que
2λ dλ =




i(abµ4 − 2aµ2 + 1) dµ
(1− bµ2)3/2(aµ2 − 1)1/2
.
Ademas también se tiene que
γ22 − γ21 =
(abµ4 − 2aµ2 + 1)
a(1− bµ2)
.












































ρ2(x, t, µ) dµ,
con




























Las expresiones para Vi (i = 1, 2) se obtienen de manera similar.
Lema 2.1.2. Sea s ≥ 0 y Wb(h1, h2) = (q, r)T . Si h1 ∈ H
s− 3
2



















Demostración. Del lema anterior, basta estimar Ui y Vi con i = 1, 2, para obtener













































De este modo, si queremos estimar U1 debemos estimar T1(g1) y T1(g2). Primero













































































Usando (2.27) para k = 0 se tiene que























De este modo, por el anterior estimativo y por el Teorema de Interpolación de
Calderon-Lions se concluye que
‖T1(g)(·, t)‖Hs(R+) ≤ C
∥∥|γ1|s− 12 g∥∥L1(1/√a,1/√b). (2.28)
Aplicando (2.28) para g = g1 y g = g2, se tiene respectivamente que




























































Más aún, se tiene que
2ηdη =





[aµ2(1− bµ2) + (aµ2 − 1)]




(aµ2 − 1)1/2(1− bµ2)1/2
dµ.
Usando los estimativos (2.29) y (2.30), se tiene que



































∣∣∣∣ ( (aµ2 + s2(µ))(aµ2 − 1)1/2(1− bµ2)1/2
)
dµ
y de manera similar,





















≤ µ ≤ 1√
b
y que η = µs(µ), se puede concluir para η 6= 0 que
√







1 + bη2 ≥ C
√













De este último estimativo, se tiene que para i = 1, 2,










de donde, aplicando la desigualdad de Hölder se tiene que
‖T1(gi)(·, t)‖Hs(R+) ≤ C










De este útlimo estimativo y de (2.35), se puede concluir que












































(iT2(g3) + T2(g4)). (2.35)





















s(µ) y G(µ) = [γ2(µ)]
keiµs(µ)tg(µ).
24























a(aµ2 − 1) 12 (1− bµ2) 32
6= 0.









aµ2 − 1 ≤ a− b
b
, 1− bµ2 ≤ a− b
a
,



































donde χA denota la función caracteŕıstica sobre A. De la fórmula de Parseval se
tiene que










































de donde se concluye que































Luego, utilizando el Teorema de Interpolación de Calderon-Lions, se tiene que





















































De este modo, aplicando (2.37) a las funciones g = g3 y g = g4, se tienen respec-
tivamente que




























































, se tiene que |s(µ)| = |ηµ−1| ≤ Cη. Aśı, usando
el cambio de variable η = µs(µ) en (2.38) y (2.39), se tiene respectivamente que














































De los estimativos anteriores y de (2.35) se concluye que













y por lo tanto, de los estimativos (2.22), (2.34) y (2.40), se tiene que
‖q(·, t)‖Hs(R+) ≤ ‖U1(·, t)‖Hs(R+) + ‖U2(·, t)‖Hs(R+)













Con un procedimiento similar (ver fórmulas (2.23), (2.24) y (2.25)), se tiene que













2.2. IVP lineal homogéneo sobre la recta
Considere el problema de valor inicial (IVP) sobre la recta,








Para este caso se utilizará la misma técnica que en el caso anterior pero via
transformada de Fourier con respecto a la variable espacial x.
Observación 2.2.1. Note que a diferencia del caso anterior, la matriz M se va a
ver afectada directamente por la transformada de Fourier, por lo cual es necesario
estudiar las representaciones duales de los operadores ∂x y B
−1A∂x.
Por propiedades de transformada de fourier ∂̂xf(x) = iξf̂(ξ), donde ξ denota la
variable dual de x. Para el segundo operador, sea h(x) = B−1A∂xf(x), luego,
aplicando el operador B y transformada de fourier a ambos lados de la igualdad
se tiene que
̂(h(x)− bh′′(x)) = ̂(f ′(x)− af ′′′(x))







Aśı, denotando Λ(ξ) =
1 + aξ2
1 + bξ2
, los operadores duales de ∂x y B
−1A∂x están dados
por
∂̂x = iξ, B̂−1A∂x = iξΛ(ξ). (2.42)
Lema 2.2.2. Sea s ∈ R y f1, f2 ∈ Hs(R), entonces la solución WR(f1, f2)(x, t)
del (IVP) (2.41) está dado por la fórmula expĺıcita





























Demostración. Si aplicamos la transformada de Fourier con respecto a x al IVP
28
(2.41), se obtiene el siguiente IVP








donde ξ denota la variable dual de x, y q̂, r̂, f̂1, f̂2 son las transformadas de Fourier







Aśı, la solución general de (2.44) tiene la forma






Un cálculo directo muestra que
eM̂t =

























M̂4 = Λ2(ξ)ξ4I = (−Λ(ξ)ξ2)2I
M̂5 = Λ2(ξ)ξ4M̂ = (−Λ(ξ)ξ2)2M̂,
luego,
29















































































Usando esta fórmula en (2.45), se tiene que
X̂(ξ, t) =



























Ahora, al aplicar la transformada de Fourier inversa, se tiene que WR(f1, f2) tiene
la fórmula expĺıcita
WR(f1, f2)(x, t) =
∫ ∞
−∞































se obtiene el resultado deseado.
Observación 2.2.3. Antes de continuar, note que las componentes de la solución
30








































esto es, WR(f1, f2)(x, t) = (q, r)
T (x, t).
Además, note que Λ(ξ) es acotado. En efecto, dado que b < a se tiene que













Lema 2.2.4. Sea s ∈ (−∞,+∞) y f1, f2 ∈ Hs(R), entonces se tiene que
sup
t>0











































































De este modo se puede concluir que
sup
t>0
‖WR(f1, f2)(·, t)‖Y s(R) ≤ sup
t>0








Observación 2.2.5. Ahora, interesa estudiar el supx>0 ‖WR(f1, f2)(x, ·)||Hs(R)
con s ∈ R. Observe que WR(f1, f2) se puede reescribir en términos de la fun-
ción auxiliar φ(ξ) = ξ
√
















































Sea ξ = ξ(η) la raiz de la ecuación φ(ξ) = η, entonces usando el cambio de variable









En particular, la transformada de Fourier para V1(f)(x, ·) con respecto a la varia-
ble t ∈ R con variable dual η está dada por




De este modo, utilizando el cambio de variable η = φ(ξ) con ξ ∈ R en V1(f)(x, t),
































, ξ ∈ R, (2.48)
entonces
2ηdη =


















1 + 2aξ2 + abξ4
]
.
Puesto que b < a se tiene que 1 + 2bξ2 + b2ξ4 < 1 + 2aξ2 + abξ4, luego∣∣∣∣dξdη





|ξ|. De este modo, siguiendo con el estimativo (2.47), se
puede concluir que








≤ C ‖f‖Hα,β(R) . (2.49)
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En particular, para α = 0, se obtiene que
‖V1(f)(x, ·)‖Hs(R) ≤ C ‖f‖Hs(R) . (2.50)
Utilizando el cambio de variable η = −φ(ξ) y siguiendo un procedimiento similar,
se obtienen los mismos estimativos (2.49) y (2.50) para el operador V2.
Más aún, dadas las funciones A, B, C, y D tales que
Â(ξ) = f̂1(ξ) +
1√
Λ(ξ)






Λ(ξ)f̂1(ξ) + f̂2(ξ), D̂(ξ) = −
√
Λ(ξ)f̂1(ξ) + f̂2(ξ),
se tiene que para todo F ∈ {A,B,C,D},




y por lo tanto, para i = 1, 2,










El siguiente lema se obtiene de la observación anterior.
Lema 2.2.6. Sea s ∈ R, α, β ∈ R y f1, f2 ∈ S(R). Entonces se tiene que



















(V1(A)(x, t) + V2(B)(x, t)) , r(x, t) =
1
2
(V1(C)(x, t) + V2(D)(x, t)) .
De este modo, por la observación anterior se tiene que
sup
x>0
‖WR(f1, f2)(x, ·)‖Y α,β(R) ≤ sup
x>0










‖WR(f1, f2)(x, ·)‖Y s(R) ≤ sup
x>0









Para el tercer estimativo observe que
∂x(e
iξx) = iξeiξx, B−1A∂x(e
iξx) = iξΛ(ξ)eiξx.



















Ahora, de la representación (2.46) y las dos igualdades previas, se puede concluir
que MWR(f1, f2) = WR((M(f1, f2)










































T )T )(x, t). (2.54)
Aśı, usando el estimativo (2.53) y el hecho que ∂̂x y B̂−1A∂x son operadores de
orden uno (ver (2.42)), se concluye que
sup
x>0
‖MWR(f1, f2)(x, ·)‖Y s(R) = sup
x>0































El mismo argumento de forma reiterativa muestra el estimativo para k ∈ N.
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2.3. IBVP lineal homogéneo: caso h1 ≡ h2 ≡ 0.
Considere el IBVP lineal homogéneo en el primer cuadrante













En las secciones 1.1 y 1.2 se encontraron expĺıcitamente las soluciones Wb(h1, h2)
y WR(f1, f2) de los IBVP lineales (2.3) y (2.41), respectivamente. Para el caso del
IBVP lineal homogéneo en el primer cuadrante (2.55), se utilizarán las soluciones
expĺıcitas Wb y WR con condición inicial en el espacio H
l
0(R+), para obtener una
solución expĺıcita del problema.
Dadas las funciones f1, f2 ∈ C∞0 (R+), se consideran las extensiones f̃i para fi de




= WR(f̃1, f̃2)(0, t).
El siguiente lema plantea una solución expĺıcita del IBVP lineal homogéneo (2.55)
utilizando las funciones f̃i y h̃i.
Lema 2.3.1. Sean f1, f2 ∈ C∞0 (R+), entonces la solución WC(f1, f2)(x, t) del
IBVP lineal homogéneo (2.55) está dado por la fórmula expĺıcita
WC(f1, f2)(x, t) = WR(f̃1, f̃2)(x, t)−Wb(χh̃1, χh̃2)(x, t).
Demostración. Por definición de WC(f1, f2) se tiene que
∂tWC(f1, f2)(x, t) = ∂tWR(f̃1, f̃2)(x, t)− ∂tWb(χh̃1, χh̃2)(x, t)
= MWR(f̃1, f̃2)(x, t)−MWb(χh̃1, χh̃2)(x, t)
= MWC(f1, f2)(x, t).
Ahora sólo resta mostrar que cumple las condiciones iniciales. Por un lado,
WC(f1, f2)(0, t) = WR(f̃1, f̃2)(0, t)−Wb(χh̃1, χh̃2)(0, t)










= WR(f̃1, f̃2)(0, t)−WR(f̃1, f̃2)(0, t),
de donde,



























Ahora, de los estimativos para Wb y WR se obtiene el estimativo para WC utili-
zando su representación anterior.
Lema 2.3.2. Para s > 1
2
y f1, f2 ∈ Hs0(R+) se tiene que
sup
t>0





Demostración. Para cada f1, f2 ∈ C∞0 (R), se tiene que f̃1, f̃2 ∈ C∞0 (R) ⊂ Hβ(R)
para cada β > 0, y aśı, por lema 2.2.4 se tiene que










‖f1‖Hβ0 (R+) + ‖f2‖Hβ0 (R+)
)
.
Más aún, como WR(f̃1, f̃2)(x, t) es una solución del IVP sobre la recta (2.41)
entonces WR(f̃1, f̃2)(x, 0) = (f̃1(x), f̃2(x))
T , luego
(h̃1(0), h̃2(0))
T = WR(f̃1, f̃2)(0, 0) = (f̃1(0), f̃2(0))
T = (0, 0)T ,
y en general, para j ∈ N,
∂j(h̃1(0), h̃2(0))
T = ∂jtWR(f̃1, f̃2)(0, 0) = M
jWR(f̃1, f̃2)(0, 0) = M
j(f̃1(0), f̃2(0))
T
= (0, 0)T .
De este modo, por lemas (1.0.1) y (2.2.6) se tiene que (χh̃1, χh̃2) ∈ Y β0 (R+), y que
para β > 1
2

















Aśı, por lema (2.1.2) se tiene que
supt>0 ‖Wb(χh̃1, χh̃2)(·, t)‖Y β(R+) ≤ C‖(χh̃1, χh̃2)‖Y β0 (R+)
≤ C
(
‖f1‖Hβ0 (R+) + ‖f2‖Hβ0 (R+)
)
.
De esta manera, para cada fi ∈ C∞0 (R+) con i = 1, 2,
sup
t>0
‖WC(f1, f2)(·, t)‖Y β(R+) ≤ C
(
‖f1‖Hβ0 (R+) + ‖f2‖Hβ0 (R+)
)
.
Utilizando la densidad de C∞0 (R) en H
β
0 (R+), se concluye para fi ∈ H
β
0 (R+) con
i = 1, 2, que
sup
t>0
‖WC(f1, f2)(·, t)‖Y β(R) ≤ C
(





IBVP lineal homogéneo: caso
general
En este caṕıtulo se estudia el IBVP lineal homogeneo general y se obtiene un
estimativo para este problema. Considere el IBVP lineal homogeneo general,













En los resultados siguientes se podrá observar que la solución del IBVP (3.1)
depende necesariamente de las soluciones Wb(h1, h2), WR(f1, f2), y WC(f1, f2).
Además, se considerarán los estimativos lineales del caṕıtulo anterior para datos





0 (R+), y se uti-
lizarán modificaciones apropiadas a fin de obtener un estimativo para la solución
del IBVP (3.1) con datos iniciales y condiciones de frontera sobre los espacios
Y s(R+), Y s− 32 ,s− 52 (R+), como lo hace Xue in [10].
Observación 3.0.1. Note que una solución del IBVP lineal homogéneo se puede
expresar en términos de un problema lineal no homogéneo. En efecto, sea X so-
lución del problema lineal homogéneo (3.1) y supongamos que X = V −K, donde
K es una función que será escogida apropiadamente. Entonces, V satisface,
∂tV = ∂tX + ∂tK = MX + ∂tK = MV + ∂tK −MK,
Más aún, para K1 = ∂tK − MK, la función V satisface el IBVP lineal no
homogéneo 
∂tV (x, t) = MV (x, t) +K1(x, t), x > 0, t > 0,
































Para este caso, un cálculo directo muestra v́ıa el principio de Duhamel que V
viene dada por





WC(K1(·, τ))(x, t− τ) dτ.
En efecto, por un lado se tiene que
∂t
(




Wb(h̃1, h̃2)(x, t) +WC(f̃1, f̃2)(x, t)
)
.
Por otro lado, derivando con respecto a t y utilizando el Teorema Fundamental








WC(K1(·, τ))(x, t− τ) dτ
)
+WC(K1(·, t))(x, 0)
= MWD(K1)(x, t) +K1(x, t),
de donde se tiene que ∂tV (x, t) = MV (x, t) +K1(x, t).
Además utilizando que
Wb(h̃1, h̃2)(0, t) = (h̃1(t), h̃2(t))
T , Wb(·, ·)(x, 0) = (0, 0)T
WC(·, ·)(0, t) = (0, 0)T , WC(f̃1, f̃2)(x, 0) = (f̃1(x), f̃2(x))T ,
se concluye que
V (0, t) = Wb(h̃1, h̃2)(0, t) +WC(f̃1, f̃2)(0, t) +
∫ t
0


















De este modo, V satisface el problema de valor inicial (3.3). Es importante señalar
que, dadas las funciones fi, hi ∈ H l(R+), es necesario definir de manera conve-
niente las funciones f̃i, h̃i ∈ H l0R+) dependiendo de l ∈ R, y establecer algunas
condiciones de compatibilidad entre las funciones fi y hi para i = 1, 2 en x = 0 y
t = 0, como veremos en el siguiente resultado.
Condiciones de s-compatibilidad
En el siguiente resultado, asuma para 1
2
< s ≤ 9
2
que f1 ∈ Hs(R+), f2 ∈ Hs(R+),
h1 ∈ Hs−
3





< s ≤ 3
2
, fi(0) = hi(0) (i = 1, 2).
(sC2) Para 3
2
< s ≤ 5
2
, fi(0) = hi(0) (i = 1, 2) y







< s ≤ 7
2
, fi(0) = hi(0) (i = 1, 2) y
f2(0) = f1(0) + h
′









2 (0) = −f1(0)− f ′1(0)− h′1(0).
(sC4) For 7
2
< s ≤ 9
2
, fi(0) = hi(0) (i = 1, 2) y
h2(0) = f1(0)− 2f ′′1 (0)− f ′′′1 (0)− h′1(0), f ′2(0) = h′1(0),
f ′′2 (0) = −f1(0)− f ′1(0)− h′1(0), h′2(0) = 2h′1(0) + 2f ′′1 (0) + f ′′′1 (0),
f ′′′2 (0) = 2f
′′′
1 (0) + 5f
′′
1 (0) + 6f
′




1(0) = −2h′1(0)− f1(0).
Teorema 3.0.2. Sea 1
2
< s ≤ 9
2





2 (R+) satisfacen una de las condiciones de compatibilidad (sC1)-(sC4),




‖W (f1, f2, h1, h1)(·, t)‖Y s(R+)
≤ C
(
‖f1‖Hs(R+) + ‖f2‖Hs(R+) + ‖h1‖Hs− 32 (R+) + ‖h2‖Hs− 32 (R+)
)
.
Demostración. Primero asuma que 1
2
< s ≤ 3
2
. En este caso, si se escribe la
solución del IBVP general W (f1, f2, h1, h2) como
W (f1, f2, h1, h2)(x, t) = V (x, t)−K(x, t),
con K(x, t) = −(f1(0), f2(0))T e−x−t, la observación anterior muestra que V satis-
face el IBVP
∂tV (x, t) = MV (x, t) +K1(x, t), x > 0, t > 0,












con K1 que satisface










































Ahora, sea ψ ∈ H10(R) una extensión de e−x de R+ a R y considere la función
K2(·, t) ∈ (L1tHs0(R+))2 definida por














0 (R+) y también que
F̃ ∈ Hs0(R+). Entonces, por los lemas (2.1.2) y (2.3.2) para V2 (replazando K1
por K2), se tiene que
sup
t>0
‖V2(·, t)‖Y s(R+) ≤ sup
t>0
(





‖WC(f̃1, f̃2)(·, t)‖Y s(R+) +
∫ t
0






















Observe que Z2 = V − V2 satisface el IBVP{
∂tV (x, t) = MV (x, t) + K̃1(0)e
−x−t, x > 0, t > 0,
V (0, t) = 0, V (x, 0) = 0
(3.5)
cuya solución está dada por
Z2(x, t) = K̃1(0)
∫ t
0
WR(ψ)(x, t− τ)e−t+τ dτ.
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Luego, se tiene que
‖Z2(·, t)‖Y s ≤ ‖K̃1(0)‖
∫ t
0





de donde se concluye que V = V2 + Z2 ∈ Y s(R+). Más aún, dado que para s > 12
se tiene que |fi(0)| ≤ C‖fi‖Hs(R+), entonces
sup
t>0
‖V (·, t)‖Y s(R+) ≤C2
(
‖h1‖Hs− 32 (R+) + ‖h2‖Hs− 52 (R+)
+ ‖f1‖Hs(R+) + ‖f2‖Hs(R+)
)
,
Del anterior estimativo y dado que ‖e−x−τ‖Hs(R+) ≤ Ce−τ , se tiene que
sup
t>0








‖f1‖L∞ + ‖f2‖L∞ + ‖h̃1‖Hs− 32 (R+) + ‖h̃2‖Hs− 52 (R+) + ‖f̃1‖Hs(R+)
+‖f̃2‖Hs(R+) + ‖f1‖Hs(R+) + ‖f2‖Hs(R+)
)
.
Ahora, usando que Hs(R+) ⊂ Cb(R+) para s > 12 , que hi(0) = fi(0), y que
‖f̃i‖Hs(R+) ≤ ‖fi‖Hs(R+) + |fi(0)| ≤ ‖fi‖Hs(R+) + ‖fi‖L∞ ≤ C‖fi‖Hs(R+),
‖h̃i‖Hs−li (R+) ≤ ‖hi‖Hs−li (R+) + |hi(0)| ≤ ‖hi‖Hs−li (R+) + ‖fi‖L∞







, se obtiene que
sup
t>0
‖W (f1, f2, h1, h1)(·, t)‖Y s(R+)
≤ C
(
‖f1‖Hs(R+) + ‖f2‖Hs(R+) + ‖h1‖Hs− 32 (R+) + ‖h2‖Hs− 52 (R+)
)
.
Asuma ahora que 3
2
< s ≤ 5
2
. En este caso, se puede escribir W (f1, f2, h1, h2) como








donde f̃i, h̃i son funciones escogidas apropiadamente, ϕ1 ∈ H10(R) es una exten-
sión de R+ a R de la función (h1(0) + x(f ′1(0) + h1(0)))e−x, ϕ2 ∈ H10(R) es una
43
extensión de R+ a R de la función (2h1(0) + f ′1(0) + x(f ′1(0) + h1(0)))e−x, y WE
una solución del (IVP) no homogeneo sobre la recta




















WR(0, ψ(·)e−τ )(x, t− τ) dτ.
Además, que para x ∈ R+
F̃ (x) =
(
f1(x)− (h1(0) + x(f ′1(0) + h1(0)))e−x





f ′1(x)− (f ′1(0)− x(f ′1(0) + h1(0)))e−x
f2(x)− (−h1(0)− x(f ′1(0) + h1(0)))e−x
)
,










Aśı, de las condiciones de compatibilidad, se tiene que F̃ ∈ Y s0 (R+) y también






0 (R+) cuando WE(0, 0) = (0, 0)T . Se sigue entonces que
Wb,C = Wb(h̃1, h̃2) +WC(f̃1, f̃2) satisface el (IBVP) (3.3) con K1 = 0.
Para estimar la solución WE, por Lema (2.2.4) se tiene que
sup
t>0
‖WE(·, t)‖Y s(R) ≤
∫ t
0





≤ C (|h1(0)|+ |f1(0)|)
≤ 2C‖f1‖Hs(R+), (3.7)



















≤ C(|h1(0)|+ |f ′1(0)|)
≤ C
(
‖h1‖Hs− 32 (R+) + ‖f1‖Hs(R+)
)
.
De otro lado, se tiene que WR es solución del IBVP (2.41), luego se tiene que
MWR(f1, f2) = WR((M(f1, f2)















−τ , 0)(x, t−τ) dτ.
Más aún,










≤ C (|h1(0)|+ |f1(0)|)
≤ C
(
















luego, de los lemas (2.2.4) y (2.2.6), se tiene que








‖h1‖Hs− 32 (R+) + ‖f1‖Hs(R+)
)
+ C(|h1(0) + |f1(0)|)
≤ C1
(
‖h1‖Hs− 32 (R+) + ‖f1‖Hs(R+)
)
.
Usando el argumento de interpolación se concluye que
‖WE(0, ·)‖Y s(R+) ≤ C1
(
‖h1‖Hs− 32 (R+) + ‖f1‖Hs(R+)
)
De la discusión anterior, se tiene que









donde Wb,C = Wb(h̃1, h̃2) +WC(f̃1, f̃2). En primer lugar, note que
sup
t>0




‖Wb,C(·, t)‖Y s(R+) ≤ C
(




‖h1‖Hs− 32 (R+) + ‖h2‖Hs− 32 (R+)
)
,
usando la definición de H̃ y las condiciones de compatibilidad (sC2). Aśı, de estos
cálculos y los estimativos para WE dados por (3.8), se obtiene finalmente que
sup
t>0
‖W (f1, f2, h1, h1)(·, t)‖Y s(R+)
≤ C
(
‖f1‖Hs(R+) + ‖f2‖Hs(R+) + ‖h1‖Hs− 52 (R+) + ‖h2‖Hs− 32 (R+)
)
.
Ahora, asuma que 5
2
< s ≤ 7
2
. En este caso considere la descomposición de la
solución W (f1, f2, h1, h2) dada por








ϕi(x, t) = (ϕi,1(x) + tϕi,2(x))e
−t−x = (ϕ̃i,1(x) + tϕ̃i,2(x))e
−t
(i = 1, 2) con ϕ̃11 y ϕ̃12 extensiones de R+ a R de las funciones(













y (h′1(0) + f1(0))e
−x, respectivamente. Las funciones f̃i, h̃i serán escogidas apro-
piadamente más adelante, mientras que W1 se define como la solución del IVP









−1A∂xϕ̃1,1 + ϕ̃2,1 − ϕ̃2,2, ψ2 = B−1A∂xϕ̃1,2 + ϕ̃2,2.
Las funciones ϕ2,i(i = 1, 2) puede ser escogidas para x > 0 como














ϕ̃2,2(x) = −(f1(0) + h′1(0))e−x.
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WR(0, (ψ1(·) + τψ2(·))e−τ )(x, t− τ) dτ.














, k = 0, 1, 2,









, k = 0, 1.






Aśı, se tiene que Wb,C = Wb(h̃1, h̃2) + WC(f̃1, f̃2) satisface el IBVP (3.3) con
K1 = 0.
En primer lugar se acota la solución W1. Utilizando el lema (2.2.4), se tiene que
‖W1(·, t)‖Y s(R) ≤
∫ t
0








(‖ψ1‖Hs(R) + τ‖ψ2‖Hs(R))e−τ dτ
≤ C (|h1(0)|+ |f1(0)|+ |f ′1(0)|+ |f ′′1 (0)|)
≤ C
(
‖h1‖Hs− 32 (R+) + ‖f1‖Hs(R+)
)
,










||ψi||Hs ≤ ||ϕ̃1,1||Hs+1 + ||ϕ̃1,2||Hs+1 + ||ϕ̃2,1||Hs + ||ϕ̃2,2|Hs
≤ C (|h1(0)|+ |f1(0)|+ |f ′1(0)|+ |f ′′1 (0)|)
≤ C
(
‖h1‖Hs− 32 (R+) + ‖f1‖Hs(R+)
)
.
De manera similar se puede observar que
‖ϕi(·, t)‖Y s(R) ≤ C
(
‖h1‖Hs− 32 (R+) + ‖f1‖Hs(R+)
)
.





0 (R+) de las condiciones
de compatibilidad (sC3), se tiene que W (f1, f2, h1, h2) tiene la forma (3.9), y por
cálculos similares a los casos previos, se puede ver que
sup
t>0
‖W (f1, f2, h1, h1)(·, t)‖Y s(R+)
≤ C
(






< s ≤ 9
2
. En este caso, se descompone W (f1, f2, h1, h2) como






donde para i = 1, 2,
ϕi(x, t) = (ϕi,1(x) + tϕi,2(x))e
−t−x = (ϕ̃i,1(x) + tϕ̃i,2(x))e
−t
con ϕ̃11 y ϕ̃12 extensiones de R+ a R de las funciones[





















y (h′1(0) + f1(0))e
−x, respectivamente. Para este caso, ϕ2,i(i = 1, 2) pueden ser
escogidas para x > 0 como
























WR(0, (ψ1(·) + τψ2(·))e−τ )(x, t− τ) dτ,








donde las funciones ψ1, ψ2 están definidas como
ψ1 = B
−1A∂xϕ̃1,1 + ϕ̃2,1 − ϕ̃2,2, ψ2 = B−1A∂xϕ̃1,2 + ϕ̃2,2,
con ψ1(0) = 0.
De las condiciones de compatibilidad (sC4), se tiene que F̃ ∈ Y s0 (R+) y que





0 (R+). De esta manera, usando argumentos y cálculos similares como
en los casos previos, se puede ver que
sup
t>0
‖W (f1, f2, h1, h1)(·, t)‖Y s(R+)
≤ C
(






El objetivo de este caṕıtulo es obtener un resultado de existencia local para el
IBVP (2.1), para ello se reescribe el problema como{
∂tX(x, t) = MX(x, t) +G(X)(x, t), x > 0, t > 0,
X(x, 0) = F (x), X(0, t) = H(t),
. (4.1)
donde F y G denotan las condiciones iniciales y de frontera como en el caṕıtulo













4.1. IBVP no lineal: existencia local
Antes de abordar el IBVP no lineal (4.1), se estudiará un caso particular de
este problema utilizando el resultado del IBVP lineal homogéneo obtenido en el
caṕıtulo anterior.
Teorema 4.1.1. Sea 1
2
< s ≤ 9
2
y F ∈ L1([0, T ] : Y s(R+)) para T > 0. Entonces
el IBVP 












posee una única solución WI ∈ C([0, T ] : Y s(R+)) tal que
sup
0≤t≤T
‖WI(·, t)‖Y s(R+) ≤ C
∫ T
0
‖F (·, τ)‖Y s(R+) dτ.
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Demostración. Antes de abordar el problema para un F ∈ L1([0, T ] : Y s(R+)) en
general, se resolverá un caso particular tomando un F ∈ L1([0, T ] : Y s(R+)) de
la forma F (x, t) = g(t)e−x. Sea ψ ∈ H10(R) una extensión de e−x de R+ a R, y
gj ∈ (C∞0 (0, T ))2 tal que∫ T
0
|gj(t)− g(t)| dt→ 0, cuando j →∞.




WR(gj(τ)ψ)(x, t− τ) dτ,
se puede ver Wj es una solución clásica del problema de valor inicial puro{
∂tW (x, t) = MW (x, t) + gj(t)ψ(x), x ∈ R, t > 0,
W (x, 0) = (0, 0)t
(4.3)
como en el lema (2.2.6), se tiene que
sup
x∈R
‖Wj(x, ·)‖Y s− 32 (R) ≤ C
∫ T
0
















Ahora, si se define Zj(x, t) = Wj(x, t)−Wb(Wj(0, ·))(x, t) se tiene que Zj satisface
el IBVP (4.2) con término no homogéneo G(x, t) = gj(t)ψ(x) y también que
sup
0≤t≤T




Además, por lemas (2.2.6) y (4.4),
sup
0≤t≤T
‖Wj(·, t)‖Y s(R+) ≤ sup
0≤t≤T






‖gj(τ)‖ dτ + sup
0≤t≤T





Finalmente, se puede ver que (Wj)j en (C
∞
0 ([0, T ] : Y
s(R+)))2 es una sucesión de
Cauchy con ĺımite W . En efecto,





Aśı, de éste hecho, de los cálculos previos y tomando ĺımite cuando j → ∞, se
concluye que W (x, t) = ĺımj→∞Wj(x, t) es una solución del IBVP (4.3) reempla-
zando gj por g, y también que
sup
0≤t≤T




Ahora asuma que 1
2
< s ≤ 3
2
y defina F̃ (x, t) = F (x, t) − F (0, t)e−x. Considere
U y V soluciones del IBVP (4.2) con parte no homogénea G(x, t) = F̃ (x, t) y
G(x, t) = F (0, t)e−x = g(t)e−x, respectivamente. Por un lado, de la fórmula de




W (F̃ (·, τ), 0, 0)(x, t− τ) dτ,
donde W representa la solución del IBVP (3.1). Como U(x, 0) = U(0, t) = 0,
satisface la hipótesis del teorema (3.0.2), entonces
sup
0≤t≤T















‖F (·, τ)‖Y s(R+) dτ,
dado que Hs(R+) ⊂ Cb(R+) para s > 12 . Por otro lado, aplicando el argumento
previo para g(t) = F (0, t), se tiene también que
sup
0≤t≤T
‖V (·, t)‖Y s(R+) ≤ C
∫ T
0
‖F (0, τ)‖ dτ ≤ C1
∫ T
0
‖F (·, τ)‖Y s(R+) dτ.
Como WI = U + V , se concluye el estimativo deseado para el caso
1
2
< s ≤ 3
2
.
En los casos restantes se procede de manera similar, considerando una F̃ apropia-
da. En el caso 3
2
< s ≤ 5
2
, se utiliza
F̃ (x, t) = F (x, t)− (F (0, t) + (∂xF (0, t) + F (0, t))x) e−x,
para 5
2
< s ≤ 7
2
se toma
F̃ (x, t) = F (x, t)− (F (0, t) + (∂xF (0, t) + F (0, t))x+
1
2





y finalmente, para 7
2
< s ≤ 9
2
,
F̃ (x, t) = F (x, t)− e−x
(








(∂3xF (0, t) + 3∂
2
xF (0, t) + 3∂xF (0, t) + F (0, t))x
3
)
Ahora considere el espacio Ys como





y para cada T > 0 y 1
2
< s ≤ 9
2




‖U(·, t)‖Y s .
De esta manera, usando las condiciones de s-compatibilidad para 1
2
< s ≤ 9
2
,
aplicadas a la pareja de funciones (F,H) ∈ Ys(R+), se tiene el siguiente resultado
de existencia local para el IBVP (2.1).
Teorema 4.1.2. Sea 1
2
< s ≤ 9
2
y (F,H) ∈ Ys que satisfacen una de las condi-
ciones de s-compatibilidad (sC1)-(sC4). Entonces existe
T0 = T0
(
‖F‖Y s(R+), ‖H‖Y s− 32 ,s− 52 (R+)
)
> 0
tal que el IBVP (4.1) tiene una única solución X = K(F,H) ∈ ZsT0. Más aún,
para 0 < T1 < T0, existe una vecindad Uε de (F,H) ∈ Ys tal que la aplicación
solución K : Uε → ZsT es Lipschitz.
Demostración. Sea XRT = {U ∈ ZsT : ‖U‖ZsT ≤ R} una bola de radio R > 0 en
ZsT , con T y R constantes positivas que se determinarán más adelante. Considere
la aplicación solución Φ definida como
Φ(U) = W (F,H) +WI(G(U)).
Primero se probará que para (F,H) ∈ Ys que satisface una de las condiciones de
s-compatibilidad se tiene que Φ es una contracción de XRT en XRT para T > 0 y
R > 0 apropiados. Sean U, V ∈ XRT y
R0 = ‖F‖Y s(R+) + ‖H‖Y s− 32 ,s− 52 (R+).
52
Luego, por teoremas (3.0.2) y (4.1.1) se tiene que
‖Φ(U)‖ZsT ≤ ‖W (F,H)‖ZsT + ‖WI(G(U))‖ZsT
≤ CR0 + C
∫ T
0
‖G(U)(·, τ)‖Y s(R+) dτ
≤ CR0 + CT sup
0≤τ≤T
‖G(U)(·, τ)‖Y s(R+).
Ahora, para los estimativos no lineales, se utilizará la Ley de Multiplicación de
Sobolev: Sea d ≥ 1, y sean s1, s2 y t tales que cumplen
s1+s2 ≥ 0, t ≤ s1+s2, t < s1+s2−
d
2




entonces, se tiene que
‖ψϕ‖Ht(Rd) ≤ ‖ψ‖Hs1 (Rd)‖ϕ‖Hs2 (Rd). (4.5)
Aśı, sea Vi = (qi, ri) ∈ Y s(R+) (i = 1, 2). Usando el hecho que B−1 tiene orden
(−2), y tomando t = s− 2, s1 = s y s2 = s− 1, se tiene que




































≤ C1(p, b)‖V1 − V2‖Y s(R+)
(





Un estimativo similar muestra que
‖G2(V1)−G2(V2)‖Y s(R+) ≤ C1(p, b)‖V1 − V2‖Y s(R+)
(





Más aún, para V1 = V y V2 = 0,





Luego, de este hecho se tiene que














‖U(τ)− V (τ)‖Y s(R+)
(





≤ C1(p, b)T sup
0≤τ≤T
‖U(τ)− V (τ)‖Y s(R+)
(




≤ C1(p, b)T‖U − V ‖ZsT
(




≤ 2C1(p, b)RpT‖U − V ‖ZsT . (4.7)






con N > 2p + 1 y N ∈ N. De (4.8) y de los estimativos (4.6) y (4.7), se tiene que
Φ es una contracción de XRT0 en X
R
T0
, luego, el teorema de Contracción garantiza
la existencia y unicidad de una solución local para el IBVP en el espacio XRT0 .
Ahora, lo que queda por probar es que para cada 0 < T1 < T0 la función K de
Uε a C([0;T1] : Y s(R+)) es Lipschitz, donde Uε es una vecindad de (F,H) ∈ Ys y
ε > 0 un valor por determinar. Sea (F̃i, H̃i) ∈ Uε para i = 1, 2, y sean U , U1 y U2
las tres soluciones correspondientes del IBVP para datos iniciales y de frontera
G = (F,H), G1 = (F̃1, H̃1) y G2 = (F̃2, H̃2), respectivamente. De éste modo, se
tiene que
U(x, t)− U1(x, t) = W (F − F1, H −H1)(x, t) +WI(G(U)−G(U1))(x, t).
Aśı, de manera similar que para (4.7), se tiene que para T ≤ T1 < T0,
‖U − U1‖ZsT ≤ C‖G − G1‖Ys(R+) + 2C1(p, b)R
pT1‖U − U1‖ZsT
≤ εC + 1
N
‖U − V ‖ZsT (4.9)
Ahora, considere la función
l(x) = −(N − 1)x+NCε.





= 0. Más aún, de la desigualdad (4.9) para









y de manera similar





U1(x, t)− U2(x, t) = W (F1 − F2, H1 −H2)(x, t) +WI(G1(U)−G(U2))(x, t).
Si definimos ε > 0 tal que NCε
N−1 < R. De un argumento similar que en (4.7) se
tiene que













≤ C‖G1 − G2‖Ys(R+) + 2C1(p, b)RpT12p‖U1 − U2‖ZsT1




lo cual implica que






de donde se concluye que la función solución K de Uε a ZsT1 es Lipschitz.
4.2. IBVP no lineal: existencia global
En esta sección se considera para s ≥ 1 la existencia global del IBVP con condi-
ción de frontera homogénea{
∂tX(x, t) = MX(x, t) +G(X)(x, t), x > 0, t > 0,
X(x, 0) = F (x), X(0, t) = 0.
(4.12)
donde el valor inicial F = (f1, f2) ∈ Y s0 (R+) y es tal que∫ ∞
0
f1(x) dx = 0.
De la sección anterior, el IBVP (4.12) está localmente bien puesto y existe un
tiempo T0 que depende de la cantidad ‖F‖Y s0 (R+). Más aún, se puede observar que
cuanto mayor es ‖F‖Y s0 (R+) menor es T0. En esta sección se establece la existencia
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global del IBVP (4.12) mostrando que las siguientes cantidades se conservan en




q(x, t) dx, (4.13)








En efecto, si se asume que (q, r) es una solución suave del sistema (2.1) tal que









qt(x, t) dx =
∫ ∞
0
rx(x, t) dx = −r(0, t) = −h2(t) = 0,
Ahora, multiplicando la segunda ecuación por r e integrando, se obtiene∫ ∞
0




(I − a∂2x)qx + prqp−1qx + 2qprx
)
r dx.





















dx = −r2(0, t)qp(0, t) = 0


























































(q2 + aq2x) dx
)
ya que qt(0, t) = h1(t) = 0 for t ≥ 0. Finalmente, siempre y cuando la solución

































En otras palabras, si (q, r) es una solución suave del IBVP (4.12), se tiene que
las cantidades (4.13) y (4.14) se conservan en el tiempo, de lo cual se obtiene la
existencia de las cantidades conservadas con respecto a t > 0




f 21 + a(∂xf1)




≤ C‖F‖2Y 10 (R+). (4.15)
Teorema 4.2.1. Para cada F ∈ Y 10 (R+), el IBVP (4.12) tiene solución única
global U ∈ C([0,∞) : Y 10 (R+)) que satisface
sup
t≥0
‖U‖Y 10 (R+) ≤ C‖F‖Y 10 (R+).
Demostración. Sea (f1,j, f2,j) ∈ C∞0 (R+) tal que
‖fi − fi,j‖H10 (R+) → 0, j →∞, i = 1, 2.
Sea Uj = (qj, rj) la solución del IBVP (4.12) con condición inicial Fj = (f1,j, f2,j).
Aśı, se tiene que
Uj(x, t) = W (Fj, 0)(x, t) +WI(G(Uj))(x, t). (4.16)
Más aún, Uj ∈ C2([0, T ] : Y 4(R+)) y utilizando que la aplicación solución es
Lipschitz se obtiene que
sup
0≤t≤T
‖Uj(·, t)− Uk(·, t)‖Y 1(R+) → 0, j, k → +∞. (4.17)
Para 1 ≤ k ≤ 4, ∂kxUj ∈ C([0, T ] : Y 4−k(R+)). Dado que Y 1(R+) ⊂ C(R+),




∂kxUj(x, t) = 0, t ∈ [0, T ], 0 ≤ k ≤ 3.
Sea U ∈ C([0, T ] : Y 1(R+)) el ĺımite de la sucesión (Uj)j, cuando j → +∞ (ver
(4.17)). Aśı, de (4.16), se tiene que
U(x, t) = W (F, 0)(x, t) +WI(G(U))(x, t), ĺım
j→∞
Uj(0, t) = U(0, t) = 0
lo que significa que U es una solución del IBVP (4.12) con U ∈ C([0, T ] : Y 10 (R+)).
Ahora, de la discusión anterior (ver (4.15)), se sabe que la enerǵıa
E(Uj)(t) = E(Fj), 0 ≤ t ≤ T.
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Más aún, tomando ĺımite cuando j → +∞ en la enerǵıa, se concluye que
E(U)(t) = E(F ), 0 ≤ t ≤ T.
De este modo, se puede observar que existe una constante positiva C1 tal que
C−11 ‖F‖Y 1(R+) ≤
√
E(F ) ≤ C1‖F‖Y 1(R+).
Lo anterior garantiza que cada solución local puede ser extendida en el tiempo.
En otras plabras, se tiene que U es solución del IBVP (4.12) tal que
U ∈ C([0,+∞) : Y 10 (R+)).
Finalmente, se tiene un resultado de existencia global para la ecuación de Benney-
Luke que sigue directamente del resultado anterior, la existencia de la cantidad
M dada por (4.13) la cual se conserva en el tiempo, y la observación (2.0.1)
que permite establecer la equivalencia entre el IBVP con la condición de frontera
homogénea (4.12) y el IBVP con condición de frontera homogénea para el modelo
de Benney-Luke
utt − uxx + auxxxx − buxxtt + putup−1x uxx + 2upxuxt = 0, x > 0, t > 0,
ux(0, t) = 0, ut(0, t) = 0
ux(x, 0) = f1(x), ut(x, 0) = f2(x),
Corolario 4.2.2. Para cada F = (f1, f2)
T ∈ Y 10 (R+), el IBVP con condición
de frontera homogénea para la ecuación de Benney-Luke (3) tiene solución única
global u ∈ C([0,∞) : V2(R+)) que satisface
sup
t≥0
‖u(·, t)‖V2(R+) ≤ C‖F‖H1(R+).
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Conclusiones
Se escribió el IBVP (3) asociado a la ecuación de Benney-Luke como un
IBVP de primer orden (2.1), y se logró obtener representaciones expĺıci-
tas y estimativos de la soluciones de tres subproblemas lineales homogéneos
(G ≡ 0) asociados a este problema de primer orden: un IBVP lineal con con-





0 (R+) sobre la
semirecta, un IVP lineal con valores iniciales (f1, f2) ∈ Y s(R) sobre la recta
y un IBVP con datos de frontera cero y valores iniciales (f1, f2) ∈ Y s0 (R+)
en la semirecta.
Para la obtención expĺıcita de las soluciones de los dos primeros subpro-
blemas mencionados anteriormente se implementaron satisfactoriamente las
técnicas de la tranformada de Laplace (primer subproblema) y la técnica
de la transformada de Fourier (segundo subproblema), como lo hicieron J.
Bona, S. Sun, y B. Zhang en [6] en el IBVP para la ecuación KdV y como
lo hizo Xue en [10] en el IBVP para la “buena” ecuación de Boussinesq.
Se obtuvo un estimativo para el IBVP lineal homogéneo general (2.2) con






que satisfacen una de las condiciones de compatibilidad (sC1)-(sC4), uti-
lizando las soluciones expĺıcitas y los estimativos de los tres subproblemas
asociados.
Se obtuvo un resultado de buena colocación local para el IBVP lineal des-
crito en el item anterior, a través del argumento de contracción en una bola.
Se obtuvo un resultado de buena colocación global y un estimativo para
el IBVP no lineal (2.1) con valores iniciales (f1, f2) ∈ Y 10 (R+) y datos de
frontera cero.
Se utilizó el resultado del item anterior para determinar un resultado de
buena colocación global y un estimativo para el IBVP (3) asociado a la
ecuación de Benney-Luke considerado inicialmente.
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