The authors present a technique for correcting for exposure measurement error in the analysis of casecontrol data when subjects have a variable number of repeated measurements, and the average is used as the subject's measure of exposure. The true exposure as well as the measurement error are assumed to be normally distributed. The method transforms each subject's observed average by a factor which is a function of the measurement error parameters, prior to fitting the logistic regression model. The resulting logistic regression coefficient estimate based on the transformed average is corrected for error. A bootstrap method for obtaining confidence intervals for the true regression coefficient, which takes into account the variability due to estimation of the measurement error parameters, is also described. The method is applied to data from a nested case-control study of hormones and breast cancer. Am J Epidemiol 1997;145:1003-10. epidemiologic methods; breast neoplasms; hormones; measurement error; statistics
In most case-control studies, the risk factors of interest are measured with error. For biologic variables, such as blood pressure, nutrients, and hormone levels, measurement error can arise from limitations in the measurement technique or laboratory assay. In addition, because the exposure of interest is usually a subject's underlying long-term average value rather than the level at any single point in time, intrinsic fluctuations in the variable over time can also contribute to measurement error.
When the error is random and nondifferential with respect to case-control status, it is well known that estimates of relative risk based on the mis-measured exposure will be attenuated. In order to minimize the effects of measurement error, many investigators advocate collecting repeated measurements of the exposure on all subjects and using the individual's average value (1) . However, as noted by Rosner et al. (2) , even when the mean of several replicates is substituted for a single measurement, attenuation of relative risks may still occur, especially when the degree of measurement error is large and the average is based on only a few repeats.
Methods for correcting estimates of relative risk for measurement error have been proposed in a number of epidemiologic and statistical papers (3, 4) . The most common method involves correcting the "naive" relative risk estimate based on the observed exposure by the expected amount of bias. In the case of logistic regression, the regression parameter will be attenuated by the factor, R, which is equal to the reliability coefficient of the mis-measured exposure (1, 2) . Therefore, one can multiply the biased estimate of the regression coefficient by the inverse of the reliability coefficient to obtain the corrected estimate. This method, however, is dependent on the assumption that the reliability of the exposure measurement is the same for all subjects. When the average of several replicates is used as the measure of exposure, this condition will be met only if all subjects have an equal number of repeated measurements, given that the degree of measurement error associated with a single measurement is the same for all subjects.
In studies in which the exposure is measured on repeated occasions, however, subjects often have a variable number of measurements because of missing data. For example, the data that are utilized to illustrate the methods in this paper are derived from a nested case-control study of serum hormonal levels and breast cancer from the New York University (NYU) Women's Health Study (5) . The study cohort consists of 14,275 women who donated multiple blood samples over time and have been followed since enrollment for the development of breast cancer. Most women have donated one or two samples; however, many have also donated three or more samples. Because subjects with a larger number of multiple blood samples have a more reliable estimate of their true underlying serum hormonal levels than subjects with fewer measurements, the reliability of the measured exposure will not be constant across individuals. Consequently, the usual procedure for correcting for measurement error cannot be applied.
Liu and Liang (6) proposed an estimating equation approach for obtaining consistent estimates of logistic regression parameters when all subjects have the same number of repeated imprecise exposure measurements, which in principle could be extended to the more complicated situation when the number of replicates is variable between subjects. In this paper, we discuss an alternative method for correcting for measurement error in the analysis of matched case-control data when subjects have a variable number of repeated exposure measurements and the individual's average is used as the measure of exposure. The technique, which assumes that both the true exposure and the measurement error are normally distributed, involves multiplying each subject's observed average by the reliability of the average prior to fitting the logistic regression model. The resulting logistic regression coefficient based on the transformed average is corrected for measurement error. A bootstrap algorithm for obtaining confidence intervals for the regression parameter which takes into account the variability due to estimation of the reliability coefficient is also proposed.
METHODS

Measurement error model and correction of logistic regression parameter
The methods described below are based on the measurement error model of Armstrong et al. (7) for matched case-control studies. We assume that in each matching stratum, a case is matched to a variable number of controls. However, the techniques are generalizable to the unmatched design by assuming that there is only one matching stratum.
Let Xjj k denote the unobserved true value of the exposure variable for the kth subject with case/control status./ (0 = control, 1 = case), in stratum i(i= 1,. . ., M). Assume that x iJk is normally distributed with mean, JLL, + j8, and variance o^. In addition, let z iJkl denote the /th observed value of x ijk , measured with error, for / = 1, . . ., n iJk . We assume the following classical errors-in-variables model: With these assumptions and the application of Bayes' rule, Armstrong et al. (7) showed that the probability that a study subject is a case, conditional on £", the observed average based on n measurements, and membership in stratum /, is a logistic function:
is the reliability of z n as a measure of x. When no measurement error is present, z n -x, the reliability coefficient is equal to 1, and equation 1 reduces to:
Thus, an estimate of the logistic regression coefficient based on z n will estimate the "naive" coefficient, (5* -f5R n , rather than the true fi. Because the reliability coefficient is between 0 and 1, the "naive" /3* will be attenuated relative to /3. We can see from equation 2, however, that as the number of repeated measurements increases, the reliability coefficient approaches one, and the corresponding attenuation in /3 will diminish.
When all subjects have the same number of n repeated measurements, an estimate of the true regression coefficient can be obtained by fitting the logistic model using z n for each subject's exposure measurement, and multiplying the resulting coefficient estimate, /3*, by \IR n . If subjects have a variable number of measurements, however, this approach cannot be applied, since the reliability of the exposure variable is no longer constant for all subjects, but depends on the number of available repeated measurements.
For the case where the reliability of the exposure differs across subjects, a corrected estimate of the regression coefficient may be obtained by multiplying each subject's average exposure measurement by the reliability of the average, prior to model fitting. That is, if the kth subject in stratum i has the observed average z,^., based on n ijk approximate measurements of x uk , then replacing the unknown x ijk in the conditional logistic model with the transformed average, R n Zijk • • where R n is calculated from equation 2, will yield an estimate of" the true /3. Because the reliability increases with the number of measurements, this transformation results in greater "shrinkage" of averages based on a small number of repeats and less shrinkage of more informative averages based on many repeats.
When all subjects within the same matched set have the same number of repeats, this method is equivalent to the two-stage approach proposed by Thomas et al. (4) and Whittemore (8) for error correction in linear models, in which E(x,j k \z Ijk .) is computed and then used as the exposure in the usual regression model. Given the model assumptions described above, If n ijk is constant for all subjects in stratum /, the (1 -R nn )E{x tjk ) term is absorbed in the intercept term and does not affect the estimate of the slope parameter in the logistic regression model. Thus, utilizing E(x ijk \z ijk .) or R n z iJk . will yield equivalent estimates of the true regression parameter. Furthermore, when all subjects in the study have the same number of n repeats, this technique will result in a corrected estimate of the logistic regression coefficient that is identical to the one obtained by correcting die naive estimate by \IR n .
Although fitting the logistic model to the transformed covariate will result in an unbiased estimate of /3, the corresponding variance of /3 will be underestimated unless the variance components in the reliability coefficient are known. Usually, however, the variance components are estimated from a separate reliability substudy or from subjects in the main study. In our setting, repeated measurements are assumed to be available on all or a subset of the main study participants. Thus, we can estimate the variance components, a^ and a\, from the main study data by fitting the following mixed effects analysis of variance model to data on all cases and controls:
where z ijU is defined as before, /i, is the effect for stratum /, S y -is the effect due to case/control status, y ijk is a normally distributed random subject effect with mean 0 and variance o^, and e yw is the residual error which is normally distributed with mean 0 and variance cPg.
The variance components, o^ and o^, can be estimated using one of several methods, including traditional analysis of variance (ANOVA), maximum likelihood (ML) or restricted maximum likelihood (REML) methods. The ANOVA method, available in the SAS procedure, PROC GLM (SAS Institute, Cary, North Carolina), was used in our example because it is computationally simpler than the other methods. This is an important consideration when implementing the bootstrap procedure that we describe in the next section for generating confidence intervals. However, the ANOVA method can lead to negative variance estimates. The ML or REML estimators, which are available from PROC MIXED in SAS, do not have this limitation. For further details about the different estimation techniques, see Searle et al. (9) .
The steps involved in obtaining an estimate of the logistic regression coefficient corrected for measurement error can be summarized as follows: Because the technique is based on assuming that the true exposure and measurement error are normally distributed, suitable data transformations should be applied when the distributions deviate from normality. Note, however, that a data transformation such as the log-transform will result in a model in which the log odds of disease is a linear function of the exposure measured on the log rather than the original scale.
Bootstrap method for obtaining confidence intervals
The width of the usual 95 percent confidence interval for the true /3 based on the transformed covariate will be too narrow because the interval does not account for the extra variability associated with estimation of the variance components in R n . Rosner et al. (2) have derived the asymptotic variance and corresponding confidence intervals of the corrected logistic regression parameter which includes the uncertainty of the variance estimates for use in cohort studies under a rare disease assumption. Their method, however, is applicable only when all subjects in the main study have the same number of repeats. For the situation when subjects in a matched case-control study have a variable number of replicates, we propose the follow-ing bootstrap algorithm for obtaining confidence intervals for the true /3:
1. Assuming there are M matched sets in the main study, generate a bootstrap sample using the matching stratum as the sampling unit, and sampling M matched sets with replacement from the main study data. For each matched set that is selected, the sample contains all the subjects within the matched set, along with each subject's case/control status and repeated measurements. 2. Using the bootstrap sample, estimate a^, o^, and the true /3 by following the three-step approach outlined in the previous section. 3. Repeat steps 1) and 2) 1,000 times, which is the approximate minimum number of bootstraps necessary to compute bias-corrected confidence limits (10).
In constructing a bootstrap sample from the main study data, sampling occurs at the level of the matching stratum because the matching between the cases and the controls needs to be preserved. If the number of controls matched to each case is variable across strata, one can sample the strata according to the number of subjects in each matched set, in order to keep the total sample size constant for each bootstrap iteration. For example, one samples with replacement M 2 matched sets from the M 2 sets in the main study with two controls per case, M 3 sets from the strata with three controls per case, etc. The simple (1 -a)% confidence interval can be constructed using the a/2 and (1 -a/2) percentiles of the bootstrap distribution. Bias-corrected confidence intervals should be used when the bootstrap distribution of /3 is asymmetric and when the sample size is small (10) . We report only the bias-corrected confidence intervals in this paper.
Thus far, our focus has been on correcting for measurement error in a single exposure variable, in the absence of confounders. However, the methods can also be generalized to the multi-covariate situation, where the confounders, in addition to the primary exposure variable, may be measured with error. A brief outline of the methods is given in the Appendix. Additional details on the measurement error model and estimation of variance components are also described in Armstrong et al. (7) .
EXAMPLE
The primary aim of the NYU Women's Health Study is to determine whether serum levels of endogenous hormones, such as estradiol, are associated with risk of breast cancer. Between March 1985 and June 1991, a cohort of 14,275 healthy women aged 34-65 years were enrolled at the Guttman Breast Diagnostic Institute in New York City. At the time of enrollment and at annual screening visits thereafter, women were asked to donate blood and complete a selfadministered questionnaire. Serum samples were frozen and stored for future biologic assays. Subsequent cases of breast cancer were identified primarily through active follow-up and confirmed by reviewing medical and pathologic records. In this example, only the women who were postmenopausal at enrollment (49 percent) were included.
In order to limit the costs associated with measuring hormone levels in the cohort, a nested case-control study design was used. For each incident case of breast cancer, individually matched controls were selected at random from the risk set consisting of all cohort members alive and free of breast cancer at the time of diagnosis of the case, and who matched the case on menopausal status at entry, age at entry, and number and approximate dates of blood donations up to the case's date of diagnosis. For additional details of the study design, see Toniolo et al. (5) .
The goal of this example is to evaluate the effect of random measurement error on the associations between total estradiol, % free estradiol, and % estradiol bound to sex hormone-binding globulin (SHBG) and risk of breast cancer, when the average of all the available repeated measurements for a subject is used as her exposure. The associations between the baseline measurements of the total estradiol, % free estradiol, and % estradiol bound to SHBG and risk of breast cancer among postmenopausal women, unadjusted for measurement error, were evaluated by Toniolo et al. (11) . Total estradiol and % free estradiol were found to be positively associated with risk of breast cancer, whereas % estradiol bound to SHBG had a strong protective effect.
One of the assumptions of the measurement error model is that the true and observed exposure variables are normally distributed. The distribution of total estradiol levels was skewed, so the logarithms of the values were used. Based on data from both postmenopausal cases and controls, we estimated the reliability coefficients for total estradiol, % free estradiol, and % estradiol bound to SHBG, adjusted for matching stratum and case/control status, as 0.48, 0.68, and 0.92, respectively (table 1). (These estimates were somewhat lower than the estimates published by Toniolo et al. (12) , 0.51, 0.77, and 0.94 for total estradiol, % free estradiol, and % estradiol bound to SHBG, respectively, based on data from only the postmenopausal controls in the NYU Women's Health Study.) The estimates of the reliability coefficients indicate that the degree of measurement error in total estradiol and % The main case-control study sample consisted of 381 subjects stratified into 130 matched sets. Ten matched sets had one control per case, 119 sets had two controls per case, and one set had three controls per case. Of the 381 subjects in the main study, 157 (41 percent) had two or more repeated measurements, i.e., 98 subjects had two replicates, 53 had three replicates, and six subjects had four replicates.
We investigated the effects of measurement error on the observed associations between each exposure variable and risk of breast cancer by comparing the estimated logistic regression parameters based on the first measurement of the exposure for each subject, the average of the replicate measures, and the transformed (corrected) average value. Corresponding odds ratios were calculated from the regression estimates by comparing women in the 90th versus 10th percentiles of the observed distributions (i.e., 63.0 vs. 14.5 for total estradiol, 1.7 vs. 1.04 for % free estradiol, and 57.6 vs. 27.3 for % estradiol bound to SHBG).
The bootstrap confidence intervals were generated using the SAS macro facility to create the bootstrap sample, in conjunction with PROC PHREG, which fits conditional logistic regression models. All analyses were run on a DEC 3000/700 AXP computer workstation (Digital Equipment Corporation, Maynard, Massachusetts).
The results are shown in table 2. For total estradiol and % free estradiol, the uncorrected analyses show that using the observed average of the repeated measurements results in a minor increase in the regression coefficient estimates compared with using only the baseline measurement. On the other hand, the estimated regression coefficients corrected for measurement error using the transformed averages are substantially larger than the estimates based on the observed averages for both variables: increases are 74 percent and 40 percent for total estradiol and % free estradiol, respectively. t Comparing women at 90th vs. 10th percentlle of observed distribution.
t Total estradiol measurements were tog-transformed.
The effect of measurement error on the estimated odds ratios is especially striking. When comparing women in the 90th percentile versus the 10th percentile of the observed total estradiol distribution, the corrected odds ratio was estimated to be 7.16, compared with uncorrected odds ratios of 2.64 and 3.10 using the baseline and untransformed average, respectively. Similarly, the corrected odds ratio for % free estradiol was 4.95, compared with 3.07 for the baseline measurement and 3.13 for the average value.
This illustrates how using the observed average of replicate measurements of exposure for each subject may not be sufficient to offset the effects of measurement error when the degree of error is large and when subjects have only a few replicates, and that additional error correction procedures may be necessary. In the case of total estradiol, one would need to take the average of 10 replicate measurements to improve the reliability to 0.90, based on the estimated variance components in table 1. For % free estradiol, one would need five measurements. Thus, it is not surprising that using the average value in our example did not appreciably deattenuate the corresponding regression coefficient, because only 41 percent of the study subjects had replicate measurements, and, among these, most had only two or three measurements. Using the average resulted in a 17 percent increase in the regression coefficient for total estradiol, relative to using the first measurement. In comparison, if all subjects had two replicates, the expected increase in the regression coefficient would be (R 2 -Ri)/Ri = (0.65 -0.48)/0.48 = 37% over the estimate based on one measurement. On the other hand, because levels of % estradiol bound to SHBG are highly reproducible, the logistic regression estimates and corresponding odds ratios using the corrected average were not very different from the uncorrected analyses.
Because 119 (92%) of the 130 matched sets had two controls matched per case, implementation of a more complex stratified bootstrap sampling scheme, which would keep the total number of subjects constant for each iteration, was not warranted. As one would expect, the bias-corrected bootstrap confidence intervals based on the transformed average, as shown in table 2, are shifted further away from 0 and are wider than the unconnected confidence intervals for all variables, because the bootstrap method accounts for the variation due to estimation of the variance components in the reliability coefficient. When the variation in the estimates of variance components estimates was ignored, the simple 95 percent confidence intervals based on the corrected average were estimated to be 0.54 to 2.13, 1.02 to 3.82, and -0.074 to -0.025 for total estradiol, % free estradiol, and % estradiol bound to SHBG, respectively. Thus, ignoring the extra source of variation from R n underestimated the width of the confidence interval by as much as 17 percent (for total estradiol) in our data set
DISCUSSION
In most reliability studies, the within-subject or error variance of the exposure is estimated from an external population or from a random subset of the main study population from whom repeated measurements are obtained, and one must assume that the resulting estimate is generalizable to the main study population. In our example, the within-subject variances were estimated from the subjects in the main study with at least two repeated hormone measurements. Women with repeated measurements, however, may differ from women with only one measurement. Because blood samples in the NYU Women's Health Study were obtained at annual breast cancer screening visits, women with a family history of breast cancer, for example, or those who are more health conscious, may have been more likely to return for subsequent visits. It is unlikely, though, that this would result in a systematic difference in the within-subject variability of the hormone levels between the subset with repeats and those who had only one measurement. Thus, we can assume generalizability of the estimated withinsubject variance to all subjects in our main study.
A second assumption of our error-correction method is that a subject's measurements are distributed randomly around the unobserved true value, and that levels of the exposure are not changing systematically over time. This assumption may not be true if hormone levels decrease with age. In addition, for breast cancer cases, hormone levels could be influenced by the development of disease so that measurements obtained closer to the date of diagnosis may exhibit a systematic time trend. Among subjects in the NYU Women's Health Study, however, a trend in estradiol levels over time was not observed in preliminary analyses using linear regression techniques (results not shown).
We have also assumed that the variance compo-OO nents, <r s and 07, are homogeneous across strata and case/control status. The within-subject variance for total estradiol was estimated as 0.16 and 0.18 for cases and controls, respectively, indicating that the error variances are similar for the two groups. Because only one case was included in each stratum, we could not evaluate whether CT^ was constant for cases and controls. Furthermore, assessing whether a\ was homogeneous across strata was not possible, given that most strata only had two controls. The error-correction methods in this paper are applicable to studies in which a variable number of repeated measurements of exposure are obtained on subjects, and the average of each subject's measurements is used as the exposure variable. In principle, a corrected estimate of the logistic regression coefficient could also be obtained by utilizing only the first measurement of exposure for each subject, and correcting the resulting estimate by the reliability of a single measure. Although this method is much simpler than using all the available repeated measurements and applying the techniques proposed in this paper, the estimate based on a single measurement will not be as efficient. For example, the 95 percent bias-corrected bootstrap confidence interval for the true 0 using only the first measurements of total estradiol was 0.52-2.73, which is wider by 19 percent than the corresponding interval based on the transformed averages.
Haukka (13) proposed a similar bootstrap method for correcting for measurement error in generalized linear models for the situation when the "gold standard" is known for the exposure measurement and when validation (as opposed to reproducibility) data are available. When compared with the correction method for logistic regression proposed by Rosner et al. (14) , which also takes into account the variability in R, the bootstrap method was found to yield wider confidence intervals for peaked and skewed measurement error distributions. As discussed by Haukka (13) , this difference may result because the bootstrap method takes better account of the measurement error variance, whereas the Rosner et al. method (14) is based on a first-order Taylor series approximation, which may not adequately correct confidence intervals when the error variance is large.
We have shown that in situations when the magnitude of measurement error is large and subjects have only a few repeats, using the average of the available replicate measurements for each subject may not be sufficient to adjust for the measurement error. The methods proposed in this paper can be applied to provide additional correction procedures in the analysis of case-control data where subjects have a variable number of repeated measures of the exposure. The advantage of our algorithm is that it is conceptually straightforward and relatively easy to implement, especially with the amount of computing power that is now readily available to most investigators.
APPENDIX
In order to generalize the techniques to the multivariate situation, assume that Xy denotes a (p X 1) vector of true covariates for the jth subject in stratum /, and that it follows a multivariate normal distribution with mean vector p,, + A for the cases and p,,-for the controls, and covariance matrix 2. In addition, let ZyJt = Xy + -ijk denote the kth observed measurement of Xy, for k = 1, . .., riy, where the e ijk are independent and identically distributed according to a multivariate normal distribution with covariance matrix, ft.
Under these assumptions, Armstrong et al. (7) showed that the probability that a subject is a case, conditional on the mean of n repeated observations of the covariate vectors, z n , is equal to the following logistic function:
Pr(D = \\z n , i) = exp(a, + f n A n j3)
1 + exp(a, + ZnKt-
and £ is the (p X 1) vector of logistic regression parameters.
When subjects have a variable number of replicate measures of the exposure variables, it follows that as in the single covariate case, one can transform the observed mean covariate vector for each subject by multiplying the vector by an estimate of the matrix, A n , and then fitting the usual logistic regression model to the transformed covariates to obtain the corrected logistic regression coefficients for all covariates. A bootstrap algorithm analogous to that for the single covariate case could be used to obtain corrected confidence intervals which take into account the variation due to estimation of A n , but the method could become very computationally intensive with a large number of covariates, since more complicated multivariate analysis of variance (MANOVA) models would be needed to estimate 2 and O. For the special case when only a single covariate is measured with error and the others are measured without error, however, estimation of the variance components is greatly simplified (see Kim et al. (15) ), and the bootstrap method can be more easily applied.
