INTRODUCTION
Image quality metrics are designed to estimate the perceived quality. A full reference objective image quality metric tries to quantify the differences between the original and the distorted image if both the images are available. Root meansquared error (RMSE) is calculated by obtaining the pixelwise difference between the two images, taking the square root of the difference and calculating the mean. RMSE is scaled with the bit depth of the image and mapped using a monotonic logarithmic function to obtain the peak signal-tonoise ratio (PSNR). The authors in [1] introduce PSNR-HVS by stretching the contrast block-wise, quantizing the DCT coefficients with the JPEG compression table and removing mean shift. PSNR-HVS is further modified by multiplying the difference between the DCT coefficients with contrast masking metric (PSNR-HVS-M) [2] . The authors in [3] add mean shift sensitivity and contrast change to the pixel-wise metrics and the modified versions are denoted as PSNR-HA and PSNR-HMA. Signal-to-noise ratio (SNR) is weighted by the authors in [4] using contrast sensitivity function and the authors in [5] use wavelet-based models of visual masking.
In addition to pixel-wise metrics, structural metrics are also commonly used to estimate the quality of images. The authors in [6] compare the reference and distorted images in terms of luminance, contrast and structure similarity in the spatial domain to estimate the image quality. These structure-based metrics are also extended to multi-scale (MS-SSIM) [7] , complex domain (CW-SSIM) [8] and informationweighted (IW-SSIM) [9] versions. Instead of directly using the pixel values, phase and magnitude of the images can also be used separately to estimate the quality. FSIM is a feature similarity index introduced by the authors in [10] which consists of phase congruency (PC) and gradient magnitude (GM). PC consists of log-Gabor filter and Gaussian spread function and GM is based on gradient operators. The feature similarity index is further extended as FSIM-c which also includes the color similarity in the YIQ domain. GM is utilized along with the LoG features to obtain joint statistics that can be used for blind image quality assessment by the authors in [11] . LoG features are also used in [12] to directly asses the image quality but they overlook the hierarchical procedure and color perception in the visual system.
In this paper, we operate in the perceptually uniform Lab color space where luma and chroma information are separated. Retinal ganglion cells in the visual system are modeled using the LoG features in the L channel. Chroma similarity is calculated over the a and b channels. We obtain the similarity maps at different resolutions and calculate the geometric mean of these maps to obtain the multi-resolution similarity maps. LoG and chroma similarities are tuned using the ratios in the 4:2:2 chroma sub-sampling format. After sensitivity tuning, the minimum similarity is selected pixel-wise over the quality maps. Mean pooling is performed over the full map to calculate a single quality value. The resulting value is monotonically mapped by taking the power to obtain the perceptual similarity index PerSIM.
2. PERSIM 2.1. Log Features Instead of using the pixel values as raw data, image features are extracted to represent the images in a more compact and distinctive way. Difference of Gaussian and Laplacian of Gaussian are among the most commonly used operators in the image processing literature and the computer vision literature. Difference of Gaussian operators can be used to model the retinal Ganglion cells of the cat as discussed in [13] . Moreover, the authors in [14] discuss that Gaussian derivative-like approaches can model neural mechanisms in the human foveal retinal vision. These Gaussian derivativelike approaches also outperform the Gabor filter-based models according to model-free Wiener filter analysis as explained in [14] . In the difference of Gaussian models, standard deviation and the scale of the difference need to be tuned to obtain distinctive features. In case of using various scales, fusion of these models also becomes an issue. Difference of Gaussian operator can be used as an approximation to the second derivative of Gaussian when the scale is adjusted. And the second derivative of Gaussian corresponds to the Laplacian of Gaussian operator. In order to avoid the tuning of the scale and simplify the problem, we use Laplacian of Gaussian as formulated in Eq. (1).
The standard deviation of the LoG operator is represented with σ and m and n are the respective pixel locations . Reference (f 1 ) and distorted (f 2 ) images are convolved with the LoG operator as formulated in Eq. (2) where i corresponds to the image index.
The similarity between LoG maps is calculated using the familiar similarity formulation that has been part of most of the structural and pixel-wise comparison metrics as expressed in Eq. (3).
LoGSIM rm, ns " 2¨LoG 1 rm, ns¨LoG 2 rm, ns`c 1 pLoG 1 rm, nsq 2`p LoG 2 rm, nsq 2`c 2 (3) Similarity metric becomes 1.0 when the images are same and it gets closer to 0.0 as the differences between images become very large. We set constants c 1 and c 2 to 0.001 to avoid the issues when the denominator converges to 0.0.
Color Similarity
Color similarity is directly calculated over the a and the b channels separately. We use the similarity formulation as expressed in Eq. (4) and Eq. (5).
aSIM rm, ns " 2¨a 1 rm, ns¨a 2 rm, ns`c 3 pa 1 rm, nsq 2`p a 2 rm, nsq 2`c 4 (4)
where a 1 rm, ns and b 1 rm, ns are the chroma channels in the reference image and a 2 rm, ns and b 2 rm, ns are the chroma channels in the distorted image. c 3 , c 4 , c 5 and c 6 are the constants set to 0.001.
Fusion
The human visual system is more sensitive to structural information compared to color. Based on this observation, chroma sub-sampling is introduced in image and video coding to assign less resolution to chroma information. 4:2:2 is one of the most commonly used chroma sub-sampling format where chroma channels get half the resolution of luma channels. In the proposed work, we follow a similar approach and tune the significance of the intensity and the color-based components. The power of LoG similarity is set to 4.0 and the powers of similarities for chroma channels are set to 2.0. After this sensitivity adjustment, we choose the minimum among the similarity indexes as formulated in Eq. (6) because the perceived quality is dominated by the most significant degradation.
We perform mean pooling to obtain a single quality value corresponding to the distortion map. Similarity is calculated over the full feature map so the pixels that are slightly distorted would bias the metric to be close to 1.0. In order to increase the variation of the metric and spread the range of the estimations, we monotonically scale the resulting value with a power function as given in Eq. (7).
Mean pooling is performed over the whole image where M is number of rows, N is the number of columns and c 7 is the power index. SR refers to single resolution since we use the reference and distorted images at the original resolution. Power index is set to 25 so that the metric similarity index goes down to 0.0 under severe degradation. Power indexes less than 25 does not use the full metric range and indexes more than 25 become extra sensitive to even slight degradation. This monotonic scaling does not bias the results since ranking-based validation metrics are insensitive to the monotonic mapping and the regression step before the linear correlation calculation perform monotonic mapping automatically.
Multi-Resolution
Perception in the visual system is hierarchical. At first, the raw data is acquired with the sensor-like structures. Then, the data is processed and transferred into different abstraction layers with varying resolutions. Different features and regions of interest can be more distinctive at different resolutions. Therefore, we calculate the perceptual similarity maps at different resolutions and fuse them together. We start by calculating LoGSIM, aSIM and bSIM over three different resolutions. The first set is calculated over the full resolution while the second and third are calculated at 3{5 and 2{5 times the full resolution, respectively. We refer to all the maps as LoGSIM , aSIM and bSIM and the scales of the resolution are shown with a subscript. LoG features and chroma similarities are extracted over the scaled maps and then interpolated to the original resolution using the bicubic approach. Since the average value and range of the metrics are not known, we directly calculate the geometric mean of the interpolated maps pixel-wise to obtain the multi-resolution perceptual similarity map as formulated in Eqs. (8)- (10) .
Multi-resolution indexes are combined in the same way as the single resolution given in Eq. (11) .
Finally, multi-resolution perceptual quality map is mean pooled and monotonically mapped as formulated in Eq. (12) .
As the resolution gets lower, it becomes more challenging to detect distinctive features. Therefore, we decrease the block-size and standard deviation accordingly as tabulated in Table 1 . The scale values, standard deviation and block size are selected by visually assessing the distinctiveness of randomly selected feature maps. 3. VALIDATION LIVE and TID2013 image databases are used in the validation of PerSIM. LIVE database includes 29 reference images and 779 degraded images under the distortion of JPEG, JPEG2000 (Jp2k), White Noise (Wn), Gaussian blur (Gblur) and Fast Fading Rayleigh channel errors (FF). TID2013 consists of 25 reference images that are originally from Kodak Lossless True Color Image Suite [15] . Reference images are degraded with 24 different types of distortions that fall into the categories of Noise, Actual, Simple, Exotic, New and Color. TID2013 database is introduced in [16] where ranking based metrics Spearman and Kendall correlation coefficients are used for the validation. Therefore, we follow the same approach as in [16] .
Objective image quality metrics are defined in different numerical ranges and monotonic regression is necessary for a (13) is used for monotonic regression. Therefore, we also calculate the PLCC and the RMSE after the monotonic regression as tabulated in Table 2 .
We use the TID2013 benchmark data to compare the proposed metric with the state of the art. In the LIVE database, we use the common structural metrics and the best perfoming ones in the TID benchmark. In order to show the effect of color similarity in the overall metric, we replace the LabSIM M R rm, ns in Eq. 12 with LoGSIM M R rm, ns and report the results as LogSIM . Top three performance values are highlighted in the results tables to indicate best performing metrics. In the LIVE database, PerSIM is among the top metrics in the compression-related degradation JPEG2000 and JPEG and also in Gaussian blur. However, PerSIM is not as good as structure and phase conjugacy-based metrics in case of White noise and Fastfaing artifacts. White noise artifacts are captured by the LoG features but color similarity is less sensitive to these artifacts. In case of the Fastfading, communication channel errors can lead to local errors that are perceptually very disturbing but they would be overlooked by PerSIM since relative size of the errors can be negligible compared to the rest of the sharp transitions in the image. In the overall LIVE database, PerSIM still performs better than the compared metrics.
The performance of PerSIM in the TID2013 databse is tabulated in Table 3 . According to the validation results, PerSIM is among the best performing metrics in all the cat- egories except Exotic. Exotic category includes local blockwise distortions and JPEG2000 tranmission errors that can lead to local and slice-based distortions that are overlooked by the LoG features and color similarity. In the overall TID2013, PerSIM is still the best performing objective quality metric among the compared ones. As it can be seen in Table 2 and  Table 3 , the performance of the quality metric over the full image set degrades without the color similarity in both LIVE and TID2013.
If we compare the metrics in both LIVE and TID2013 databases, the best performing metrics are IW-SSIM, FSIMc, PSNR-HA and PerSIM. The scatter plots of the best performing metrics are given in Fig. 1 to observe the distributional characteristics. Information theoretic-weighting based structural metric (IW-SSIM) scores mostly cluster around the high quality region and the same observation is valid for the metric based on phase-conjugacy (FSIMc). PSNR-HA has an outlier problem when we include identical images and the range of the metric is not bounded. In order to obtain the scatter plot in Fig. 1(f) , we exclude the outliers. PSNR-HA estimates are mostly centered in the metric range and it has a higher linearity compared to the strucutral and phase-conjugacy-based metrics. PerSIM scores are distributed in the full metric range and show a high linearity. Almost all the estimates are in the one standard deviation range in the LIVE database. However, in the TID2013 database, some of the estimates are located between one and two standard deviation and only a minority is located outside of two standard deviation range. Most of the outliers in the TID2013 database correspond to the Exotic class since PerSIM has difficulty in capturing local degradations.
4. CONCLUSION We proposed a full reference multi-resolution image quality metric based on LoG features and chroma similarity in the perceptually uniform Lab domain. LoG features are used to model the retinal ganglion cells in the human visual system and the color similarity complements the structural similarity. The results in the LIVE and TID2013 database show that PerSIM outprforms state of the art metrics in terms of monotonicity, accuracy and linearity. Even PerSIM detects majority of the distortions accurately, it overlooks local distortions. As an ongoing work, we are working on a smarter pooling strategy to make the metric sensitive to local distortions.
