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Abstract. The Rodin tool for Event-B supports formal modelling and
proof using a mathematical language that is based on predicate logic and
set theory. Although Rodin has in-built support for a rich set of operators
and proof rules, for some application areas there may be a need to extend
the set of operators and proof rules supported by the tool. This paper
outlines a new feature of the Rodin tool, the theory component, that
allows users to extend the mathematical language supported by the tool.
Using theories, Rodin users may dene new data types and polymorphic
operators in a systematic and practical way. Theories also allow users to
extend the proof capabilities of Rodin by dening new proof rules that
get incorporated into the proof mechanisms. Soundness of new denitions
and rules is provided through validity proof obligations.
1 Introduction
Abrial's Event-B is a formalism for renement-based development of discrete
event systems [1]. Its deployment is supported by the Rodin toolset which in-
cludes proof obligation generation and verication through a collection of me-
chanical provers [2]. An Event-B machine consists of a collection of variables,
invariants on those variables and a collection of guarded events that may update
the machine variables. An Event-B development consists of a collection of ma-
chines linked by renement and renement is veried through proof obligations
for preservation of gluing invariants between abstract and concrete variables.
Abrial's book [1] contains a range of renement case studies in Event-B and
many other Event-B case studies have been undertaken by academic researchers
(e.g., wiki.event-b.org/index.php/Event-B Examples) and by industry (e.g.[17]).
In Event-B, types, axioms, invariants, guards and actions may be dened
using a set-theoretic mathematical language. While the mathematical language
supported by the Rodin tool is rich (including operators on integers, sets, rela-
tions and functions), there is always a need to extend the mathematical language
to broaden further the expressivity of the modelling notation. Because proof
plays such a central role in the Event-B approach, hand-in-hand with any new
mathematical operator denitions, there is a need to support proofs involving
those operators. The need for an extensible mathematical language and theories
in Event-B was envisaged by Abrial [3] where the need for a generic extension
mechanisms, as found in languages such as PVS [15] and Isabelle [14], was iden-
tied. We refer to the process of dening new mathematical types and operators,
together with associated proof rules, as theory extension.As well as supporting a rich mathematical language, the Rodin tool provides
a range of automatic and interactive mechanical provers for proving obligations
expressed in that language. In the earlier releases of Rodin, there were no mech-
anisms available for users to dene new operators nor to extend the mechani-
cal provers with new proof rules. Such extensions could only be undertaken by
modifying the tool itself. This paper outlines recent work that overcomes this
limitation, making theory extension part of the modelling process that can be
undertaken in a systematic way without having to modify the Rodin tool. This
has been achieved by adding a major new construct, the Theory component, to
Event-B. This feature dis available in Rodin as a plug-in3.
This paper outlines the theory component, how it enables the process of the-
ory extension in the Event-B language and how it is supported in the Rodin tool.
By allowing commonly-occurring structures to be captured as generic types, op-
erators and proof rules, we allow these structures to be reused, thus reducing
modelling and proof eort in the longer term. Genericity is achieved by support-
ing the denition of polymorphic operators and proof rules. These polymorphic
operators and rules are instantiated with more specic types in modelling and
proof, e.g., an operator with an argument of type P() is instantiated with an
argument of type P(Z).
In the earlier releases of Rodin, types were dened using set theory (power set
and cartesian product) and there was no support for inductive data types (such
as lists or trees). The new theory component supports the denition of inductive
data types, along with recursive operator denitions and proof by induction.
It is important that any theory extensions are sound. Verifying soundness of
theories is achieved through the denition of soundness proof obligations. When
a modeller denes a new theory, soundness proof obligations are generated and
then proved with the existing Rodin framework. This follows the standard Event-
B approach where consistency of models and correctness of renement between
models is veried by discharging standard proof obligations.
This paper is structured around the main elements that may be contained
in a theory, namely, operator denitions, datatype denitions, rewrite rules and
inference rules. After presenting the theory component, we address important
related work on proof in Event-B and mechanised theorem proving in general
(Section 10). We start with a brief overview of the core Event-B mathematical
language.
2 Event-B Mathematical Language
In the Event-B mathematical language, expressions and predicates are separate
syntactic categories. Expressions are dened using literals (e.g., 1), constants,
variables and polymorphic operators (e.g., set union). Expression operators can
have expressions as arguments { such an operator op with arguments x1 to
xn is written in the form op(x1;:::;xn). Operators can also have predicates as
3 wiki.event-b.org/index.php/Theory Plug-inarguments, e.g., (x  P(x) j E(x)) where P(x) is a predicate and E(x) is a
expression.
Predicates, on the other hand, are built from predicate operators (e.g., 2
;), logical connectives and quantiers. Predicate operators take expressions as
arguments e.g., x 2 S has x and S as arguments.
Expressions have a type and we use  to denote types. Types are constructed
as follows:
1. a basic set such as Z or a carrier set dened in an Event-B context,
2. a power set of a type, written P(),
3. a cartesian product of two types, written 1  2.
The type of a expression operator op with arguments x1 :::xn is dened using
typing rules of the form:
type(x1) = 1 ::: type(xn) = n
type(op(x1;:::;xn)) = 
:
Arguments of a basic predicate must satisfy typing rules, e.g., the typing rule
for the basic predicate finite(R) is:
type(R) = P():
Note that types can be used as set expressions within the Event-B mathematical
language, e.g., Z is both a type and a set expression. Furthermore, the type
operators (P and ) have a second role as operators on sets. For example, suppose
T is a basic type and S is a subset of T, then the expression P(S) is a valid
expression. For set expressions S and R, we have
R 2 P(S) , R  S
o1 7! o2 2 S  R , o1 2 S ^ o2 2 R
Alongside typing rules, expression operators have well-denedness conditions.
WD(E) is used to denote the well-denedness predicate of expression E. Proof
obligations are generated (if necessary) to establish the well-denedness of ex-
pressions appearing in models. To illustrate, we consider the expression card(E)
for which we have:
WD(card(E)) , WD(E) ^ finite(E):
Functions versus operators It is instructive to consider the relationship between
operators and function application in Event-B. An Event-B function f 2 A 7 !B
is a special case of a set of pairs so the type of f is P(type(A)type(B)). The
functionality of f is an additional property dened by a predicate specifying a
uniqueness condition:
8x;y;y0  x 7! y 2 f ^ x 7! y0 2 f ) y = y0The domain of f, written dom(f), is the set f x j 9y  x 7! y 2 f g. Application
of f to x is written f(x) which is well-dened provided x 2 dom(f).
It is important to note that f is not itself an operator, it is simply a set
expression. The operator involved here is implicit { it is the function applica-
tion operator that takes two arguments, f and x. To make the operator explicit,
function application could have been written as apply(f;x), where apply is the
operator and f and x are the arguments. However, in the Rodin tool, the short-
hand f(x) must be used.
Variables in the mathematical language are typed by set expressions. This
means, for example, that a variable may represent a function since a function is a
special case of a set (of pairs). Variables may not represent expression operators
or predicates in the mathematical language. This means that, while we can
quantify over sets (including functions), we cannot quantify over operators or
predicates in Event-B.
3 Theory component
Models in Event-B are specied by means of contexts (static properties of a
model) and machines (dynamic properties of a model). A theory is a new kind
of Event-B component for dening theories that may be independent of any
particular models. A theory is the means by which the mathematical language
and mechanical provers may be extended.
We describe the overall structure of Event-B theories. A theory component
has a name, a list of global type parameters (global to the theory), and an arbi-
trary number of denitions and rules:
theory name
type parameters T1;:::;Tn
f h Predicate Operator Denition i
j h Expression Operator Denition i
j h Data Type Denition i
j h Rewrite Rule i
j h Inference Rule i g
An Event-B theory has a name which identies it. A theory can have an arbitrary
number of type parameters which are pair-wise distinct, in which case the theory
is said to be polymorphic on its type parameters. In the following it is important
to recall that the mathematical language has two syntactic categories, predicates
and expressions. We look at each form of denition and rule in turn in the
following sections.
4 Dening new predicate operators
A new Event-B polymorphic operator can be dened by providing the following
information:1. Parser Information: this includes the syntax, the notation (inx or prex),
and the syntactic class (expression or predicate).
2. Type Checker Information: this includes the types of the child arguments,
and the resultant type if the operator is a expression operator.
3. Prover Information: this includes the well-denedness of the operator as well
as its denition which may be used to reason about it.
A predicate operator denes a property on one or more expressions. For
example, the predicate x divides y holds when x is an integer divisor of y. This
predicate is dened in the following way:
predicate divides
inx
args x : Z, y : Z
condition x 2 N ^ y 2 N
denition 9a  y = a  x
This declares a new operator divides. It is declared as inx with two arguments
x and y both of type Z. This declaration makes the predicate E divides F
syntactically valid for integer expressions E and F. The condition species a
well-denedness condition { in this case that x and y must be naturals (N  Z).
The nal clause provides the denition of x divides y. That is, we have
x divides y , 9a  y = a  x
A new predicate operator may be inx or prex. For example, if divides had
been declared as prex, then divides(E;F) would become syntactically valid.
An inx predicate must have exactly two arguments.
Though in the above case the arguments are typed with the predened type
Z, in general arguments may be typed using some of the type parameters dened
for the theory which makes the predicate polymorphic on those type parameters.
The general structure of a basic predicate denition is as follows:
predicate Identier
( prex j inx )
args x1 : 1; ::: ;xn : n
condition P(x1;:::;xn)
denition Q(x1;:::;xn)
5 Dening new expression operators
While a predicate operator forms a predicate from a number of expressions,
an operator forms an expression from a number of expressions. We consider an
example involving the representation of sequences as functions whose domains
are contiguous ranges of naturals starting at 1, i.e., functions from (1::n) ! T.
The seq operator takes a set s and yields all sequences whose members are in s:operator seq
prex
args s : P(T)
denition f f;n  f 2 (1::n) ! s j f g
Here seq is declared to be a prex operator with a single argument represented by
s of type P(T). Since T is a type parameter, this means that seq is polymorphic
on type T. The nal clause denes the expression seq(T) in terms of the existing
expression language. The denition means we have that:
seq(s) = f f;n  f 2 (1::n) ! s j f g
Note that the result type of an operator is inferred from the denition. In this
case, the type of seq(s) is P(Z$T), that is, a set of relations4 between integers
and the polymorphic type T. The following is an example of another prex
operator size that yields the size of a sequence:
operator size
prex
args m : Z $ T
condition m 2 seq(T)
denition card(m)
Here, the well-denedness condition is stronger than the type declaration on m,
requiring that m is an element of seq(T).
Proof obligations are generated to verify the well-denedness of denitions.
The validity proof obligation for operator denitions ensures that expressions
involving that operator are well-dened. The proof obligation species that, as-
suming the arguments are well-dened and the explicit well-denedness condition
for the operator holds, then the denition itself is well-dened. An important
aspect of dening an operator is the well-denedness condition to be used. A
simple strategy may use the well-denedness of the operator's direct denition.
An advantage of a user-supplied condition is the possibility of strengthening
well-denedness conditions to simplify proofs. In order to ensure that a supplied
condition is in fact stronger than the default (i.e., the one inferred from the
direct denition), proof obligations are generated.
For example, the denition of size leads to a proof obligation requiring that
card(m) is well-dened whenever m 2 seq(T). This is provable from the condi-
tion that m is a sequence since any element of seq(T) has a nite domain and
card(m) is well-dened when m is nite (in Section 8 this is expressed as an
inference rule).
Operators may be inx in which case they may be declared to be associa-
tive and commutative. For example, the concatenation operator on sequences,
declared as follows, is associative:
4 1 $ 2 is shorthand for P(1  2)operator _
inx assoc
args m : Z $ T, n : Z $ T
condition m 2 seq(T) ^ n 2 seq(T)
denition m [ f i;x  i 7! x 2 n j size(m) + i 7! x g
The general form of an operator denition is as follows:
operator Identier
( prex j inx ) [assoc] [commut]
args x1 : 1; :::; xn : n
condition P(x1;:::;xn)
denition E(x1;:::;xn)
A conditional expression of the form, COND(p;e1;e2), may be used to dene
operators (p is a predicate while e1 and e2 are expressions). For example, the max
operator, that yields the maximum of two integers, is dened using a conditional
expression as follows:
operator max
inx assoc commut // declare max to be associative and commutative
type parameters T
args x : Z, y : Z
denition COND( x  y ; x ; y )
Declaring an operator to be associative and commutative gives rise to proof
obligations to verify these properties. Since the Rodin provers automatically
make use of commutativity and associativity properties of operators, to avoid
circular proofs, the proof obligations must be specied in terms of the operator
denition rather than the operator itself, e.g., the above declaration of max will
give rise to the following commutativity proof obligation:
COND( x  y ; x ; y ) = COND( y  x ; y ; x )
6 Dening new datatypes
A new datatype declaration denes a new type constructor together with con-
structor and destructor functions for elements of the new type. For example the
usual inductive list type constructor is dened as follows:
datatype List
type args T
constructors
nil
cons( head : T; tail : List(T) )This denes
{ A new type constructor List. List(T) becomes a type for any type T.
{ A set operator List. List(s) is a set expression { the set of lists whose mem-
bers are in set s
{ Two constructors nil and cons
{ Two destructors head and tail
{ An induction principle on List
The general form of an inductive data denition is as follows:
datatype Ident
type args T1 :::Tn
constructors
c1( d1
1 : 1
1;  ; d
j
1 : 
j
1 )
. . .
cm( d1
m : 1
m;  ; dk
m : k
m )
Constructor and destructor names must be distinct. Types in Event-B are as-
sumed to be non-empty, and this must hold for datatypes. As such, each newly
dened datatype must have a base constructor, i.e., a constructor that does not
refer to the datatype being dened. Here each i
j is a type that may include
occurrences of the type being dened Ident(T1 :::Tn). If i
j does include occur-
rences of Ident(T1 :::Tn), then i
j must be admissible, i.e., i
j is Ident(T1 :::Tn)
or is formed from a cartesian product or an existing inductive data type. With-
out the admissibility check, the datatype cannot be constructed. In the context
of Event-B, the admissibility check rules out the following datatype denition
t() ::= C1 j C2(P(t))
since there is no injective function of type P(t) ! t by Cantor's theorem.
Proof by induction is supported in Rodin though a special reasoner that
generates an induction scheme for any particular hypothesis or goal of a proof.
6.1 Pattern matching with datatypes
When dening basic predicates and operators on inductive types, the usual pat-
tern matching may be used. For example the size function on inductive lists is
dened as follows:
operator size
prex
args a : List(T)
denition
match a
nil 0
cons(x;b) 1 + size(b)Since a is of type List(T) the argument a may be matched against each of the
constructors for List.
predicate member
prex
args x : T; a : List(T)
denition
match a
nil false
cons(y;b) x 6= y ) member(x;b)
Pattern matching and conditional expressions can be used together. Here is
an example of an operator denition that removes duplicates in a list and uses
a conditional expression:
operator remdup
prex
args a
condition a 2 List(T)
denition
match a
nil nil
cons(x;b) COND( member(x;b) ; remdup(b) ; cons(x;remdup(b)) )
Type constructors as set operators In Section 2 we stated that type constructors
(P and ) also serve as set expression operators. Data type constructors can
also be used as set operators. For example, suppose S is a set expression of type
P(T), then List(S) is a set expression specifying the set of inductive lists whose
elements all come from S. List(S) satises the following properties:
nil 2 List(S)
cons(x;t) 2 List(S) , x 2 S ^ t 2 List(S)
7 Rewrite Rules
A rewrite rule is used in automatic or interactive proof to rewrite an expression
or predicate in order to faciliate proof. A rewrite involves a left hand pattern and
one or more right hands. Each right hand may be guarded by some condition. For
example, the following rewrite rule denes two ways of rewriting the expression
card(i::j) depending on a condition on i and j (i::j is the set of integers between
i and j):
rewrite CardIntegerRange
auto manual complete
vars i : Z, j : Z
lhs card(i::j)rhs
i  j j   i + 1
i > j 0
This rule states that card(i::j) may be rewritten to j i+1 if i  j and rewritten
to 0 if i > j. The above declaration means that the rewrite rule can be used
in automatic and interactive proof modes. The `complete' declaration means
that the disjunction of the guards must be true. The variables of the rule (i
and j) serve as meta variables that can be matched with any expression of the
appropriate type.
The general form of a rewrite rule for expressions is as follows (where the lhs
and rhs are expressions):
rewrite Name
[auto] [manual] [complete]
vars x1 : 1; :::; xn : n
condition P(x1;:::;xn)
lhs E(x1;:::;xn)
rhs
Q1(x1;:::;xn) E1(x1;:::;xn)
. . .
. . .
Qm(x1;:::;xn) Em(x1;:::;xn)
A number of validity obligations are required to ensure the soundness of a
rewrite rule:
{ The conditions must be well-dened: P ^ WD(E) ) WD(Qi)
{ Each rhs must be well-dened: P ^ WD(E) ^ Qi ) WD(Ei)
{ Each rhs must equal the lhs: P ^ Qi ) E = Ei
In addition, if the rule is declared to be case complete, then a completeness
condition is required (P ) Q1 _  _ Qm).
The general form of a rewite for predicates is similar (with the lhs and rhs
being predicates). The validity obligations are similar to those for expression
rewrites.
8 Inference Rules
An inference rule has a list of hypothesis and a consequent. It is parameterised
by one or more variables. For example, the following inference rule has two
hypotheses and a consequent that may be inferred from the hypotheses:
rule FiniteSeq
vars s : P(T); m : Z $ T
given
m 2 seq(s)
infer
finite(m)Here is another inference rule showing that sequence concatenation is closed
for elements of seq(s):
rule Concat1
vars s;m;n
given s  T
m 2 seq(s)
n 2 seq(s)
infer m _ n 2 seq(s)
The general form of an inference rule is as follows:
rule Name
vars x1;:::;xn
given
P1(x1;:::;xn); :::; Pm(x1;:::;xn)
infer
Q(x1;:::;xn)
A number of validity obligations are required to ensure the soundness of an
inference rule:
{ The rule must be well-dened: WD(P1 ^  ^ Pm) ) WD(Q)
{ The rule must be provable: P1 ^  ^ Pm ) Q
Using Inference Rules Inference rules can be used in a backward style as well
forward style. If used in backward style, the prover discharges or splits the goal.
If applied in a forward style, more hypotheses get generated.
9 Axiomatic Denitions
The constructs we have outlined so far in this paper allow for direct denitions
of new operators, inductive data types and recursive denitions of new oper-
ators over inductive types. For some types and operators this is not enough.
For example, theories of integers and reals are typically dened axiomatically.
That is, the types are not inductive data types, rather they are assumed to exist
axiomatically and are supplied with a set of basic operators whose properties
are dened axiomatically. In the case of integers and reals, these operators are
arithmetic operators that satisfy algebraic properties such as commutativity, as-
sociativity, distribution and simplication properties. We are currently adding
support for axiomatic types and operators to the theory extension mechanism
in Rodin5. One dierence with the direct and recursive denitions is that we do
not dene full soundness obligations for the axiomatic denitions. For now, we
assume that the theory modeller has ensured the soundness of a collection of ax-
ioms externally. We can dene basic well-denedness obligations on the axioms
however.
5 http://wiki.event-b.org/index.php/Theory Plug-inEvent-B already supports lambda expressions of the form (xP(x) j E(x))
where P is a constraint on x and the lambda function yields E(x) for x satisfying
P. Axiomatic denitions in theories also allow us to mimic other binder operators
by dening operators on lambda expressions. For example, consider summation
over a collection of integers that sums each expression E(x) for every x satisfying
predicate P:
x  P(x) j E(x)
This can be represented by dening a SIGMA operator on functions with the
form
SIGMA(x  P(x) j E(x))
SIGMA is dened as a new operator on functions satisfying the following axioms:
SIGMA(?) = 0
SIGMA(fx 7! yg) = y
SIGMA(s [ t) = SIGMA(s) + SIGMA(t) provided s \ t = ?
10 Related Work
Event-B theories are similar in principle to Isabelle [13] and PVS [15], though
Isabelle and PVS theories are wider in scope. Theories in Isabelle and PVS can
be used to carry signicant modelling and reasoning activities. We argue that
combining modelling and theory development in Event-B provides a comparable
level of sophistication to that of Isabelle and PVS theories. Event-B modelling
uses set theory which can provide powerful expressive power that is close to
higher order logic [4]. The addition of the theory component ensures that poly-
morphism can be exploited to enhance the expressive power of the Event-B
mathematical language.
The architecture of proof tools continues to stir up much heated debate. One
of the main talking points is how to strike a reasonable balance between three
important attributes of the prover: eciency, extensibility and soundness. In [8],
Harrison outlines three options to achieve prover extensibility:
1. If a new rule is considered to be useful, simply extend the basic primitives
of the prover to include it.
2. Use a full programming language to specify new rules using the basic prim-
itives. The new rules ultimately decompose to these primitives.
3. Incorporate the reection principle, so that the user can add and verify new
rules within the existing infrastructure.
Many theorem provers including Isabelle [13] and HOL [6] employ the LCF
(Logic of Computable Functions) approach of Milner [11]. The functional lan-
guage ML [12] is used to implement these systems, and acts as their meta-
language. The approach taken by such systems is to use ML to dene data typescorresponding to logical entities such as expressions and theorems. A number of
ML functions are provided that can generate theorems; these functions imple-
ment the basic inference rules of the logic. The ML type system ensures that
theorems are only constructed by the aforementioned functions. Therefore, the
LCF approach oers both \reliability" and \controllability" of a low level proof
checker combined with the power and exibility of a sophisticated prover [8]. On
the ip side, however, a major drawback for this approach is that each newly
developed proof procedure must decompose into the basic inference rules. There
are cases where this may not be possible or indeed an ecient solution, e.g., the
truth table method for propositional logic [5].
The PVS [15] system follows a similar approach to LCF with more liberal
support for adding external provers. This liberality comes at a risk of intro-
ducing soundness bugs. It, however, presents the user with several choices of
automated provers which may ease the proving experience. A comparison be-
tween Isabelle/HOL and PVS from a user's point of view is presented in [7].
Interestingly, it mentions that \soundness bugs are hardly ever unintentionally
explored" during proof, and that \most mistakes in a system to be veried are
detected in the process of making a formal specication". A similar experience
is reported when using the Rodin platform [10].
Schmalz [18] denes the Event-B logic using a shallow embedding in Isabelle/
HOL [14]. Schmalz provides a comprehensive specication of the logic of Event-
B. He gives semantics, devises soundness preserving extension methods, develops
a proof calculus similar to [9], and proves its soundness. He presents a formal
language for expressing rules (including non-freeness conditions) and shows how
to reason about the soundness of Event-B rules. The Event-B type operators
such as P and  are dened by means of their Isabelle/HOL counterparts. Type
substitutions are central to a logic that supports polymorphism, and are also
introduced. Binders, expressions and predicates are introduced and are assigned
Isabelle/HOL semantics by means of a number of higher-order logic constructs.
Note that Schmalz considers predicates to be HOL terms with a boolean type B.
Ways of conservatively extending the Event-B logic are outlined and the proof
system of Event-B is shown to be sound [18].
11 Concluding
Polymorphic structures such as sequences, bags and stacks are very useful and
common modelling elements, but they are absent from the core syntax of Event-
B. Prior to our work, functions could be used to mimic operators through ax-
iomatic denitions in Event-B contexts (e.g. see [16]) { but these functions are
not polymorphic. Furthermore, from our experience of using the Rodin tool, if a
new proof rule is required, a bureaucratic process has to be initiated where re-
sources have to be allocated depending on the urgency of the request. We argue
that the practical contributions of the work outlined here are that it:
{ complements the Event-B methodology and make it a more rounded formal-
ism,{ provides an appealing platform to end users because it has facilities for meta-
reasoning to complement reasoning and modelling in Event-B,
{ reduces the dependency on the Java programming language and specialised
knowledge of Rodin architecture in order to extend the language and proof
mechanisms.
Signicant eort is required to develop sound theories. Theory hierarchies
are a useful structuring mechanism to create operator taxonomies as is the prac-
tice in Isabelle [13]. The eort required to create and validate theories can be
decomposed into two large phases:
1. Theory specication phase: new datatypes, operators and proof rules are
specied. In this phase, particular attention should be paid to specifying
any auxiliary operators that facilitate the use of the main newly introduced
structures. In the case of the sequence theory, the seq operator is the main
structure of the theory, and a number of auxiliary operators, e.g., emptySeq,
seqHead and seqTail, are also dened.
2. Theory validation phase: in this phase, proof obligations are considered and
discharged by the user. This phase helps with uncovering errors in the spec-
ication of operators and proof rules, in the same way that interactive proof
can reveal errors in models.
Therefore, theory development is an iterative process. It is a recurring observa-
tion that developing sound theories may take at least the same amount of eort
as when developing consistent models. However, the major advantage of using
theories is the reusability of denitions thanks to their polymorphic nature. Fi-
nally, the familiarity of our approach to users (reactive development, the use of
proof obligations and the use of the existing Rodin user interface for specifying
and validating theories) ensures that the theory component provides a practical
way to extend the Event-B language and proof infrastructure.
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