Introduction.
In this paper we investigate the conditions under which which Carlson's theorem on entire functions applies to a set of positive integers. Our principal result is the following theorem. Theorem 2. 7ra order that there exist a nonconstant function g(z) whose region of regularity includes the full negative real axis, -=o ^z^O, with a power series expansion of the form g(z) = Y* VnZ", it is necessary and sufficient that 8(A) >0.
A star on a Y (or a IT) wl'' be used throughout this paper to indicate that the index of the sum (or the product) is restricted to lie in A. Theorem 1 is an optimal extension of a celebrated theorem of Carlson which states that the only entire function/(z) satisfying (1.1) and (1.2) and such that/(ra) =0 for each positive integer ra is the null function f(z) =0. The necessity of condition (1.4) has been known for some time, but it has long been suspected that (1.4) is not sufficient. Theorem 1 is analogous to a theorem of Fuchs [l, p. 157](') which concerns functions/(z) regular only in L. A. RUBEL [November the half-plane (R(z) ^0 under a less severe restriction on the set A than that it be a set of positive integers. In § §7 and 13 we discuss the problem of strengthening Theorem 1 to include more general sets. In the light of this more general problem, the role played in Theorem 1 by A(A) will appear artificial. Indeed, the natural upper density for this problem seems to be the logarithmic block density L(A), defined by
This point of view is made explicit in the conjecture of §7. Support for the conjecture is offered by Theorems 3 and 5.
In § §8-11 we investigate the ordering of certain upper densities that occur often in entire function theory. In §12, we obtain a partial converse to a theorem of Levinson on the growth of certain Weierstrass products. §13 describes certain difficulties that arise if one uses the methods that succeeded in proving Theorem 1 in an attempt to prove the conjecture of §7.
2. Proof of Theorem 1. We shall first prove the following intermediate theorems, of which Theorem 1 is an immediate consequence. If, in the above formula, we first put R = t and then R=\t, subtract the first from the second, and then discard certain terms, we arrive at £* -^ 7^ £ r» + -T, f "*lo& I /^x'e") I cos W9 (3.5) -
This follows directly from (1.1).
Estimate 3. (3.
Estimates 4 and 5 are direct consequences of (1.2).
We now apply (3.2), (3.5), (3.6), (3.7), and (3.8) to the inequality (3.1) to get Y* l/» ^ (c/t) log X + K.
KnSXf
Since K is independent of t ior large t, it follows that
Since i£ is independent of X,
But c<ir, so that the sufficiency of (2.1) is now established. for all sufficiently large t. Then
Furthermore, there exists a set A of positive integers for which we may choose X and |8(X) so that equality holds in (4.2).
Proof. Suppose that (4.1) is valid for all t^M. We may write any such t as t = a\p, where M^a<\M and p is a non-negative integer. We put
We estimate the Bk.
The first inequality in (4.3) is valid because there are precisely Bk terms in each sum, and the ith term in the second sum does not exceed the ith term in the first sum. The second inequality in (4.3) is elementary. The inequalities (4.3) and (4.1) combine to give us Bk^l+a\k+1(l-\~^^). In order that each entire function f(z) satisfying (7. 2) f(z) = 0(1) exp (t | z | ) for some r < oo, (7. 3) f(iy) = 0(1) exp (c \ y \ ) for some c < 6, (7.4) /(X")=0 forn= 1,2,3,-■■ vanish identically, it is necessary and sufficient that
Here, L(A) is the logarithmic block density of A defined by (7.6) 7(A) = inf lim sup (logX)"1 Y VX-
An examination of the proof in §3 shows that we have actually proved the sufficiency of (7.5).
Theorem 5. Let A satisfy (7.1), and let (7.5) be satisfied. Then each entire function f(z) satisfying (7.2), (7.3) and (7.4) must vanish identically.
Before describing (see §13) certain unusual difficulties that would have to be met before the necessity of (7.5) could be established, it will be useful to discuss some familiar upper densities.
8. Upper densities. In all that follows, A will denote an arbitrary set of positive real numbers X", n = 1, 2, 3, • • • , satisfying the separation condition (7.1). Even this restriction is not essential to what follows except that we thereby avoid certain notational and terminological difficulties. We denote by A(t) the number of X" which do not exceed t, and now define all the upper densities we shall refer to. When the set under discussion is known to be a set of positive integers, it will be denoted by A, in keeping with our previous notation.
Upper density:
A (A) = lim sup A(t)/t. This definition of Li (A) is equivalent to the definition (7.6), the sum in (7.6) being replaced by a Stieltjes integral, with X replaced by ex. The existence of the limit, and its equivalence to the infimum may be shown by familiar arguments [7, pp. 559, 560] .
The entire function /a(z) = XT»-i (1 -zVXn) satisfies the inequality The second part of Theorem 6 is of particular importance to the general problem of §7, and we refer the reader to the final section of this paper for a discussion of its significance. Theorem 8 is proved by indirect means. Direct proofs of Theorem 8 insofar as it concerns AM(A) and A(^4), and insofar as it concerns Aq(A) and A^(^4) have been obtained by Dvoretzky [4] , and Agnew (unpublished), respectively. 9. Proof of Theorem 6. Suppose that the first part of the theorem is false.
Then there is a set A for which AP(A)<L(A) and we may choose e>0 for which AP(A)-|-€<7(A). By (8.1), the function/A(z) satisfies (7.2), (7.3), and Sketch of proof. After the usual changes of variables and integration by parts, it is seen that we need only establish that e~'A(e') is slowly decreasing and that the Fourier transform of sech x vanishes nowhere. The first part is elementary, and for the second it suffices to say that sech (7r/2)1/2.v is its own Fourier transform.
The function f.\(z) corresponding to the set A above obeys the "functional equation" 
