We report on improved practical algorithms for lattice basis reduction. We propose a practical oating point version of the L 3 {algorithm of Lenstra, Lenstra, Lov asz (1982) . We present a variant of the L 3 { algorithm with \deep insertions" and a practical algorithm for block Korkin{Zolotarev reduction, a concept introduced by Schnorr (1987) . Empirical tests show that the strongest of these algorithms solves almost all subset sum problems with up to 66 random weights of arbitrary bit length within at most a few hours on a UNISYS 6000/70 or within a couple of minutes on a SPARC 1+ computer.
Introduction and Survey
It is a major open problem to determine the exact complexity of nding short vectors in a lattice. On the one hand the problem of nding a non{zero lattice vector that is shortest in the sup{norm is known to be NP{complete 4] (in its feasibility recognition form). On the other hand the L 3 {lattice basis reduction algorithm of Lenstra, Lenstra, Lov asz 17] is a polynomial time algorithm that nds a non{zero vector in an m{dimensional lattice that is guaranteed to be at most 2 m=2 {times the length of the shortest non{ zero vector in that lattice. The L 3 {algorithm nds in practice much shorter vectors than is guaranteed by the worst case 2 m=2 {bound. The performance of the L 3 has been further improved by suitable modi cations 5, 15, 22] , and new algorithms are being invented 19, 23, 24, 27] . Possibly nding reasonably short vectors in a random lattice is not so di cult on the average. This would have important consequences for solving linear and non{linear integer programming problems.
Several attempts have been made to improve on the performance of the L 3 {algorithm for lattice reduction. Recently Seysen 27] and Schnorr 23, 24] have invented new algorithms for basis reduction in the square norm. Seysen's method performs extremely well for lattices of dimension up to 30. It operates on small integers, the intermediate integers for Seysen's algorithm are not larger than the input integers. Schnorr 23] has extended the L 3 { reduction to a hierarchy of polynomial time reduction algorithms that nd a non{zero vector in an m{dimensional lattice that is guaranteed to be at most (1 + ") m {times the length of the shortest non{zero vector in that lattice. The degree of the polynomial that bounds the running time increases as " converges to zero. A di erent approach to improve on lattice reduction has been made by Lov asz and Scarf (1992) . They propose a generalised lattice reduction algorithm that works for an arbitrary norm. This general approach is tailor{made for certain integer programming problems.
A bottleneck for the speed of the L 3 {algorithm is the required exact arithmetic on large integers. Most of these arithmetic steps occur in the process of Gram{Schmidt orthogonalizing the basis vectors. It has been proposed to perform this orthogonalization in oating point arithmetic while keeping the basis vectors in exact integer representation. This however makes the L 3 {algorithm unstable.
In this paper we present a practical oating point L 3 {algorithm, L 3 FP, having good stability according to empirical tests up to dimension 125 with integer entries of bit length up to 300. We also propose a practical algorithm for block Korkin{Zolotarev reduction and we introduce the variant of the L 3 {algorithm that uses \deep insertions". These algorithms produce considerably shorter lattice vectors than the original L 3 {algorithm. They perform well in practice but may be ine cient in worst case. We report on the performance of all these algorithms in solving subset sum problems. These algorithms have also been applied to solve the diophantine approximation problem that yields the factorization of a given integer 25]. However to make this approach work for large integers further progress in basis reduction is needed.
The knapsack or subset sum problem is to solve, given positive integers a 1 ; : : :; a n and s, the equation
a i x i = s with x 1 ; : : :; x n 2 f0; 1g:
The Brickell 1] and the Lagarias{Odlyzko 14] algorithms solve almost all subset sum problems for which the density d = n = log 2 max a i is su ciently small. Radziszowski and Kreher 17] evaluate the performance of an improved variant of the Lagarias{Odlyzko algorithm. In this paper we replace in the Lagarias{Odlyzko method the L 3 {algorithm, by more powerful reduction algorithms, namely by the L 3 {algorithm with \deep insertions" and by block Korkin{Zolotarev reduction. We also replace the Lagarias{Odlyzko lattice by a lattice (1) { see section 7 { that is better suited to produce 0; 1{solutions for the knapsack equation. Empirical tests show that these algorithms solve almost all subset sum problems that have either su ciently low or su ciently high density. The hardest subset sum problems turn out to be those that have a density that is slightly larger than 1, i.e. a density about 1 + (log 2 (n=2))=n. The new lattice basis (1) and the stronger reduction algorithms lead to a substantially improved success rate of subset sum algorithms. Using block Korkin{Zolotarev reduction with block size 20 we can solve almost all subset sum problems of dimension up to 58 even if their density is close to 1. It has been proved rigorously that for almost all subset sum problems with density less that 0:9408 the shortest non{zero vector in the associated lattice basis (1) yields a solution of the subset sum problem 3]. In section 6 we describe a particular practical algorithm for block Korkin{ Zolotarev reduction. Using the improved reduction algorithms we can solve a much larger class of subset sum problems than was previously possible. Some empirical data are given in section 7. Several alternative algorithms for block Korkin{Zolotarev reduction and more empirical data are given in the master thesis of M. Euchner 5] . Another empirical comparison of the success rates for the new lattice basis (1) versus the Lagarias{Odlyzko lattice has been done by LaMacchia 15] . His success rates roughly correspond to our success rates using the weakest of our reduction methods, L 3 {reduction in oating point arithmetic (algorithm L 3 FP), see the comments in section 7.
Early versions of the new practical algorithms and the improved lattice (1) have been developed during the courses on lattice basis reduction which the rst author gave at Frankfurt University in summer 1990. This work has been mentioned in the talk of the rst author at the workshop on cryptography at Princeton University in September 1990 and has in uenced the subsequent work in 3,10,15].
2 Basic concepts, L 3 {reduction Let IR n be the n{dimensional real vector space with the ordinary inner product < ; > and Euclidean length kyk = hy; yi 1=2 . A discrete, additive subgroup L IR n is called a lattice. Every lattice L is generated by some Let be a constant, 1=4 < In practical applications the above L 3 {algorithm is su ering from the slowness of the subroutines for long integer arithmetic. To speed up the algorithm it has been proposed to operate the numbers i;j and kb i k 2 in oating point arithmetic. Then however the above algorithm becomes unstable and it has to be rewritten to minimize oating point errors. This will be done in section 3.
L {reduction using oating point arithmetic
In the following algorithm for L 3 {reduction we keep the basis vectors b 1 ; : : :; b m 2 ZZ n in exact representation and the numbers i;j ; kb i k 2 in oating point. The basis must be exact since errors in the basis change the lattice and cannot be corrected. All other errors can be corrected using a correct basis. The following provisions are taken to minimize the oating point errors. We let v 0 denote the oating point value corresponding to an exact value . Let the integer denote the number of precision bits in the oating point arithmetic. COMMENTS. 1 . According to our experience the algorithm L 3 FP has good stability even for single precision oating point arithmetic and for very large input vectors. Double precision arithmetic results in a considerable decrease of the number of swaps and in a faster algorithm. The point is that L 3 FP performs reduction with respect to the leading bits of the basis vectors handling about of these bits at the same time, where is the number of precision bits of the oating point arithmetic. Thus the number of swaps in L 3 FP is proportional to log 2 B= times the number of swaps in the L 3 { algorithm.
2. We cannot prove that L 3 FP always terminates. If the oating point precision is too small compared to the length of the input vectors L 3 FP might run into cycles that are caused by oating point errors. However the algorithm was successful in several thousand applications with lattices of rank up to 125 and where the bit length of the input integers was up to 300. 4 . The ag F c is set true if a correction step has to be performed. In this case k will be decreased to k ? 1 and the i;j ; kb i k 2 will be corrected for i = k ? 1 and i = k.
5. To o set small oating point errors one has to use {values that are larger than 1=4, e.g. 1=2.
The Here we use that 1=3 and that the basis is L 3 {reduced with . 2
The rst part of the above proof does not require that 1=3, thus any basis that is 2{reduced with is also L 3 {reduced with . COMMENTS. 1 . The algorithm ENUM enumerates in depth rst search all integer vectors (e u t ; : : :; e u k ) for t = k; : : :; j that satisfy c t (e u t ; : : :; e u k ) < c j where c j is the current minimum for the function c j . The current minimal place is (u j ; : : :; u k ). We always have that e c t = c t (e u t ; : : :; e u k ) for the current vector (e u t ; : : :; e u k ). Redundancies have been eliminated so that the following holds throughout the enumeration. The largest i with e u i 6 = 0 satis es e u i > 0. This is because arriving at level t for the rst time from level t ? 1 we set 4 t = 1 and e u t = 1. 2. Throughout the enumeration s is the maximal previous value for t. 3 . When initially we arrive at level t from level t?1 we have y t = 4 t = 0 and s = t. Then we set 4 t to 1 and e u t to 1. When subsequently level t is reached from level t ? 1 we take for 4 t the next value in order 1; ?1; 2; ?2; 3; ?3;::: as long as e c t c j . At this latter point we increment t to t+1 and s to s+1. When level t is reached from level t + 1 we set 4 t to 0 and we assign to t the sign of ?y t +d?y t e. When subsequently level t is reached from level t?1 we take for 4 t the next value in either the order 1; ?1; 2; ?2;3;?3 , or in the order ?1; 1; ?2; 2; ?3;3 , as long as e c t c j . (The choice of the order depends on t and it is made so that the values (y t + d?y t c + 4 t ) 2 c t do not decrease for the chosen sequence 4 t .) At this latter point t is incremented to t + 1. 7 Solving subset sum problems Given positive integers a 1 ; : : :; a n ; s we wish to solve the equation 
The following algorithm SUBSETSUM improves the Lagarias{Odlyzko algorithm 14] for solving low density subset sum problems in various ways. It uses the lattice basis (1) that is better suited than the Lagarias{Odlyzko basis. It has been proved rigorously that for almost all subset sum problems of density less than 0.9408 the shortest lattice vector yields a solution of the subset sum problem 3]. SUBSETSUM also uses superior algorithms for lattice basis reduction.
Step 5 Comparison with La Macchia's results. La Macchia 15] also used the lattice basis (1) to solve subset sum problems. La Macchia minimizes oating point errors in the L 3 {reduction by using initially Seysen's reduction algorithm. A comparison of La Macchia's and our success rates has to take into account that La Macchia applies 5 independent randomizations to the initial basis which increases the success rates by a factor between 1 and 5. La Macchia's success rates for a single randomization of the initial basis are consistently lower than ours for L 3 FP. Our improved success rates are due to the deep insertion rule that is used for indices i 5. Block Korkin Zolotarev reduction with pruning. We can speed up BKZ{reduction with large block size by pruning the enumeration tree that is produced by the procedure ENUM. For example we set t := min n 1:05 k?t+1 k?j ; 1 o and we replace in Step 2 of ENUM the predicate \IF e c t < c j " by \IF e c t < t c j ". Note that t is rather small if t is close to k and which is near 1 if t is close to j. Here are some performance data for solving subset sum problems using this pruned variant of block Korkine Zolotarev reduction. This algorithm improves the success rates of BKZ{reduction with block size 20 as is shown by the rst block of the 
