ABSTRACT Due to the complexity of the brain image itself, the brain image segmentation technology has become a bottle for further application and development of the system. Considering the inconsistency of intensity, partial volume effect, and noise in medical images, this paper studies the brain image segmentation technology based on the multi-weight probability. The multi-weight probability method mainly models the data set with outliers and non-Gaussian noise. First, the probabilistic local ELM model is established. Based on this, the Parzen window method is used to establish the probability distribution of the local model, and then, the probability distribution is used as the weight to fuse. All local models are used to build a global robustness model. The method successfully applied the brain and UCI examples and compared with traditional ELM, regularized ELM, and robust ELM. The results show that the probability weight ELM shows better modeling performance.
I. INTRODUCTION
Due to the medical imaging equipment itself, there are three special phenomena in medical images: intensity inconsistency, noise and partial volume effect (PVE) [1] , [2] . The existence of these phenomena makes the segmentation of brain images very complicated. Among the three phenomena, the most difficult to deal with and solve is the partial volume effect [3] - [5] . Partial volume effect phenomenon refers to the gray value of a pixel in a brain image is the average of the horns in a small area around the pixel, depending on the device or tissue adjacent to the pixel, which is due to the imaging device itself. The existence of the PVE phenomenon makes the traditional ''hard'' segmentation method unable to achieve the desired effect in the segmentation of the brain image. The intensity inconsistency is caused by the partial volume effect. It refers to the difference between the pixels in an organ or tissue. Gray value. Therefore, dealing with the partial volume effect is the key to the segmentation of the brain image.
At present, manual segmentation of the brain is considered the gold standard for all segmentation methods, but manual segmentation is time consuming, laborious, and repetitive, and relies heavily on the experience and anatomy of the segment. The segmentation method based on map registration makes full use of the prior knowledge of the shape of manual segmentation. By mapping the image with the image to be segmented, the shape prior information stored in the map is directly mapped to the image to be segmented, realizing a fully automatic Image segmentation under the guidance of an expert (map). The segmentation method based on map registration introduces shape prior information, which eliminates the need to manually set the initial boundary and is insensitive to noise and offset fields, thus obtaining wide application and recognition. Literature [6] - [8] uses the single-spectrumbased segmentation method to segment the brain structure and obtain better segmentation results. However, considering the difference in human anatomy, single-spectral segmentation is difficult to adapt to the differences in brain structure of different individuals, and it is easy to produce false segmentation, especially at the boundary. Segmentation methods based on multi-spectral registration [9] use multiple sets of medical maps to reduce the uncertainty of map selection. The multi-map registration method based on multimap registration uses multiple sets of maps, so a fusion algorithm is needed to fuse multiple sets of segmentation results together.
In this paper, the local similarity measure of the image to be segmented and the map registration is considered, and the local weight probability map of the brain is calculated as the weight. The similarity measure of the registration weights the accuracy of the registration to improve the accuracy of the probability map calculation. In the calculation of the probability map, the concept of the distance field is introduced and the map label image is weighted by the distance field. The distance field weighting takes into account the position information provided by the map label image. Then, according to the similarity between the pixels in the image to be segmented and the pixels in its local neighborhood, it is called self-similarity, and it is used to optimize the local weight probability map containing the position information. The self-similarity optimization considers the gray level provided by the image to be segmented. The structural information ensures the integrity of the information, reduces the influence of noise, and considers the segmentation of neighboring pixels to improve the segmentation accuracy.
II. BRAIN IMAGE SEGMENTATION
Firstly, the brain image segmentation is introduced in detail, including the main problems of brain image segmentation, and the reason why the segmentation algorithm is suitable for brain image segmentation. Next, this chapter introduces the common algorithms in brain image segmentation in detail, and In-depth analysis of the problems that occur when applying commonly used algorithms to image segmentation is introduced. Several
A. INTRODUCTION TO BRAIN IMAGE SEGMENTATION
With the rapid development of information technology and the continuous improvement of computer application level, the rapid development of brain medical imaging instruments, such as X-ray, CT, MRI and digital gastrointestinal, has been promoted. Making full use of the brain images provided by these medical imaging instruments can effectively help doctors to perform computer-aided diagnosis, develop internal surgical planning, dynamically simulate the corresponding tissues or organs, analyze the structure and occurrence of lesions, and improve the diagnosis of brain diseases. The key issue in using brain images is the correct and fast segmentation of the image. Over the years, many scholars and researchers have done a lot of research on brain image segmentation and achieved rich results, but there is still a long way to go to achieve correct and rapid segmentation. How to improve the accuracy and speed of brain image segmentation is still a recognized bottleneck.
In essence, the brain image segmentation of a certain feature of the pixel in the image, and the division of the given image [10] - [12] , that is, the image is divided into mutually disjoint parts t 1 , t 2 . . . t n , satisfying the following two conditions:
The partial volume phenomenon in brain image segmentation is a common problem in brain imaging. It refers to the acquisition of signals at the same level. If there are two or more substances with different densities on the layer, they are collected. The signal is the average hatred of these substances. It is not the signal of a certain kind of material, reflected on the brain image. The PVE effect refers to the phenomenon that the gray value of a pixel is the pixel in the area around the pixel. The average value does not refer to the true gray value of the pixel; the presence of a part of the volume effect causes the pixel gray value at the edge of the same medical organ or tissue to appear inconsistent with the gray value of the central pixel. This is the intensity inconsistency; the noise in the brain image is generated along with the gradient field generated by the coil in the medical device, which is usually unavoidable. In general, the noise in the brain image is multiplicative noise [13] . typical brain image segmentation improvement algorithms and their segmentation results on synthetic brain images are introduced. Finally, several typical algorithms are introduced.
It can be seen from Fig. 1 that the segmentation method based on multi-map registration requires a fusion algorithm to fuse multiple sets of segmentation results. The above figure is a segmentation process based on multi-map registration.
B. BRAIN IMAGE SEGMENTATION CLASSIFICATION
Due to the different principles and equipment of imaging, there are multiple imaging modes. According to the information disclosed by the classification, the brain image can be divided into two categories: anatomical imaging mode and functional imaging mode (see Table 1 ). Among them, anatomical imaging modes include x-ray imaging, CT computed tomography, MRI magnetic resonance imaging, US ultrasound imaging, and various tissue section images; functional imaging modes include SPECT single photon emission tomography, PET positron Emission tomography images and FMRI functional magnetic resonance imaging. There are many classification methods for brain image segmentation depending on the imaging mode and the basis of the segmentation process.
According to the characteristics and levels of the knowledge used, the image segmentation method can be roughly divided into two types: data driving and model driving. Among them, the main feature of data driving is to use the image data itself to directly perform related operations on the image, including feature extraction and grayscale transformation. Although data driving does not rule out the use of related prior knowledge, but does not rely on prior knowledge, data-driven segmentation methods which can be mainly divided into edge detection and region-based segmentation, the former including Prewitt operator, Sobel operator, etc. These include threshold segmentation, region growing, clustering methods, and the like. The model-driven approach is based directly on prior knowledge, and is designed to obtain a certain prior knowledge of the brain and segmentation goals.
According to the type characteristics of segmentation, the segmentation method is divided into model-based algorithm and feature-based algorithm. Two types of port-based model algorithms use some common mathematical or statistical models to describe the correlation between image data. Satisfying the model is close to the essential features of the data, which will greatly reduce the difficulty and accuracy of the segmentation problem. Therefore, this type of segmentation algorithm will involve more or less the use of prior knowledge: feature-based methods are one class. Starting from the image data itself, the grayscale statistical characteristics or local texture features of the image are obtained and applied to optimization such as clustering or some energy function.
C. TRADITIONAL ALGORITHM FOR BRAIN IMAGE SEGMENTATION
According to the above analysis, due to the partial volume effect, the collected pixel intensity values are the average of the intensity values of the different densities on the same level. Therefore, the intensity value of a certain pixel may involve multiple tissues adjacent to it or organ. Therefore, the traditional k-means algorithm is not suitable for brain image segmentation, because in this algorithm, pixels can only belong to a certain cluster, which is independent of other clusters, so that the processing will not achieve good segmentation results. Therefore, the brain image segmentation technique based on the fuzzy technique [13] has been generated [14] - [18] . The most famous one is the fuzzy C-means algorithm FCM.
So far, the FCM algorithm [19] - [22] has been successfully applied to related fields such as machine learning, pattern recognition, and computer vision. In essence, the FCM algorithm accomplishes brain image segmentation by minimizing the weighted distance from the pixel to the cluster center. In the FCM algorithm, the weighted distance is called the objective function or the energy function, and the formal representation is as follows: Generally, judging whether the objective function reaches the minimum value of r can be judged by the difference between two adjacent values being less than a certain preset value, but it is easy to make the algorithm fall into local optimum.
Therefore, the FCM algorithm usually takes the maximum change value of the pixel membership degree or the maximum change value of the cluster center as the end of the iteration. The process diagram for image segmentation using the FCM algorithm is shown below.
It can be seen from Figure 2 and Equation 3 that in order to minimize the objective function of the FCM algorithm, pixels near the center of the cluster will be given a greater degree of membership, while pixels farther from the center of the cluster will be given a smaller degree of membership. . However, the above formula also shows that the objective function of the FCM algorithm also considers the gray value of the pixel, and does not consider other information, which leads to the FCM algorithm being more sensitive to the noise in the image, without the annotation to obtain the ideal segmentation result. Using FCM The algorithm splits the composite image containing noise, and the segmentation result is shown in the figure below.
As can be seen from the above figure 3 , the FCM algorithm is sensitive to noise in the image and cannot achieve the ideal segmentation result. Since the noise in the brain image is carried by the medical device itself, how to effectively suppress the influence of the snoring in the process of segmentation of the brain image is the key to ensure the quality of the segmentation.
III. MULTI-WEIGHT PROBABILITY MAP
In general, the outliers or noise points should be far from normal data, or less normal data, so the noise should have a smaller frequency. Different sub-samples are obtained by the method of put back the resampling. The number of noise points in the sub-sample should also obey the above rule, that is, if the number of noise points is large, the influence on the sub-sample is large, but in all sub-sample sets. The proportion is small; if the number of noise points is small, the impact on the subsample is small, and the proportion in all subsample sets is large.
From figure 4, we could see that based on the above characteristics, the sub-samples can be evaluated by the noise distribution in the sub-sample set, thereby establishing a robust multi-weight probability map, as shown in the following figure.
A. ESTABLISH LOCAL WEIGHT PROBABILITY
According to the resampling theorem, the training data is randomly divided into N groups, each group is a subsample set, and then a local weight probability model is established for the subsample set. The J model can be expressed as:
Among them, x i and y j are the input and output of the local model, a i is the local input human weight matrix, and b i is the local matrix.
B. LOCAL WEIGHT PROBABILITY DISTRIBUTION
The probability distribution of local weights is obtained by the method of overall data evaluation. The main steps are as follows.
1) Using the local model to find the root mean square error of the overall sample, the formula is:
2) Use the Parzen window to establish the probability distribution of the RMSE, where the window function is defined as:
The center and width of the window function are E and h, respectively, and the area of the window is −
All RMSEs falling within the region (7) statistics:
The probability value of each RMSE can be expressed as:
Since RMSE is a measure of local robustness, the probability distribution of RMSE can be regarded as the probability distribution of local ELM robustness, and the noise point is the direct influencing factor of local ELM probability distribution, so the probability distribution of RMSE reflects the noise. The extent of the impact of the point.
C. CONSTRUCTION OF OBJECTIVE FUNCTION
An improved multi-weight algorithm is proposed, which is a multi-weight probability algorithm based on layering technology, which can effectively improve the segmentation efficiency of the algorithm. The core of the algorithm is to assume that the center of a cluster is determined by the pixels inside the cluster, not all the pixels in the image. The key to algorithm implementation is how to initially divide a given brain image into roughly different organizations. Take peak detection technology. The given image is roughly divided into different organizations, so that when calculating the multiweight probability, only the pixels in the organization need to be involved, which effectively reduces the amount of calculation and improves the efficiency of the algorithm.
Let us take the white matter segmentation of the MR image as an example. For each pixel i on the curve, we examine the adjacent 8 pixels, given the normal direction of the horizontal set contour at the i point, with a vertical line. The above 8 pixel points are divided into two regions, A and B, and it is assumed that A and B are independent of each other, A obeys a normal distribution, and B obeys a normal distribution. The probability that i is located at the gray matter and white matter boundary is:
where: I is the gray value of the pixel points belonging to the gray matter and white matter, and P GM is the probability that the i point is on the boundary between the gray matter and the white matter.
When p is small, we believe that the probability that the currently examined pixel is on the boundary is small, and this does not affect the evolution of the level set curve. When p is gradually increased, we believe that the probability of the point on the boundary increases. The large, horizontal set function expands the velocity field to be suppressed; when p is close to 1, we assume that the probability of the point on the boundary is very large, the horizontal set function expansion speed approaches zero, and the level set curve will stop evolving.
In order to eliminate the influence of different physical dimensions on decision-making results, the decision matrix needs to be standardized. The most common types of indicators are benefit type index I1 and cost type index I2. Linear transformation method is adopted, and the normalized matrix is still represented by R. The normalization method is as follows:
For benefit attribute indicators:
For cost-based attribute indicators:
The index attribute value is a trapezoidal fuzzy number, so the index weight can be obtained by the weighted method using the expected value of the trapezoidal fuzzy number. The expected value is:
For the indicator weight attribute, the sum of the expected values for all scenarios is:
Entropy is a measure of uncertainty in information using probability theory. It shows that the more dispersed the data, the greater the uncertainty. The decision information of each indicator can be expressed by its entropy value.
D. MULTI-WEIGHT PROBABILITY ALGORITHM SORTING STEP
(1) further refine the probability interval in different states of different attributes.
(2) Converting decision data of different data types into trapezoidal fuzzy numbers and index weight attributes.
(3) Convert the interval probability risk mixed multiattribute decision into a risk-free decision matrix. The expected value under the index attribute is: (14) (4) The decision weighting probability matrix is initialized to obtain a normalized decision matrix. (6) Calculating the weighting matrix. According to the entropy value, the normalized probability data is weighted to form a weighted normalization matrix.
(7) Sorting. According to the relative proximity, the evaluation scheme is sorted. The greater is the relative proximity, the better is the scheme.
E. BRAIN IMAGE SEGMENTATION MODEL ARCHITECTURE
Specific in computer vision, assuming that its features are only a simple copy of the training examples in the brain segmentation image, there is no major change, it is a certain degree of rigid change, the individual always has very unique individual characteristics, such as quite color, specific The texture, traces and shapes of the area. Since the quasi-special model of a particular individual is known, the feature change can be controlled within a certain range, and the representation of the object can be quantitatively refined, so that it is easy to identify the part of the image segmentation.
Similarly, the difficulty of the same kind of object is greater than the specified individual, and the knowledge or characteristics of the BOTTOM-UP segmentation application are not completely considered from the object-level level. More is a regional level. TOP-DOWN is composed of individual objects, which constitutes a collection of brain divisions, and more describes the features at the object level.
The system framework for brain image segmentation is shown below:
As can be seen from Figure 5 , the model architecture is designed as follows
1) SPLIT MODEL BACKEND
The models of large fragments in the same brain image are themselves classified, and the large fragments correspond to different positions or structural parts of the object. The classification of this category is based on the topology of the skeleton. Large fragments of the same kind in multiple images will be different. Flexible changes from objects, such as brain images, have different positional relationships. Large fragments of the abstraction layer should reflect such differences, while retaining such differences, multi-weight probability. In the map class, the shape model performs multi-weight probability processing to find the representative constituent values of the shape. When calculating the weight probability, the size of the large fragment is uniformly adjusted.
2) SEGMENTATION MODEL FRONT END
The features of the key points are extracted on the segmented image, and the surface features are also extracted from the example of the image of the example brain. The large fragments belong to the large fragments, and the large fragments constitute the sub-fragments, and the small fragments naturally contain the objects. Shapes and tables are characterized, and uniformity is no longer established separately under large debris. The scale range of large-scale small fragments is partially intersected with the range of large fragments, and the size of large fragments is appropriately adjusted to ensure that such small fragments enter, and small fragments with too small scale are also excluded. Similarly, some small fragments are too large, and too many edges beyond the large fragments need to be excluded. You can set the smell value, you can take half to 1/2 to 3/4.
The original and reduced magnification brain shape image segmentation models use SIFT operators to find key points VOLUME 7, 2019 and feature descriptors. Although the key points can be detected by the corner points, and the SIFT feature description is formed from the key point neighborhood, the main reason for directly using the SIFT is that the scale information of the small fragments is obtained from the SIFT and can be used to establish the feature histogram. The large fragment model can be considered as a skeleton fragment model. From the skeleton extraction method, it includes the skeleton branch, the main skeleton branch and the branch skeleton.
The skeleton branch is the straight line or curved end of all the two points connected to the skeleton Is the basic unit. The main skeleton branch and the branch skeleton are formed, and the branch skeleton is a set of skeleton branches which are relatively larger than the main skeleton and whose objects vary greatly. The skeleton branch and the branch skeleton can be multi-point line end sets.
IV. INTELLIGENT APPLICATION OF MULTI-WEIGHT PROBABILITY MAP A. MULTI-WEIGHT PROBABILITY APPLICATION
According to the previous analysis, this part intends to use the correlation of adjacent pixels to simulate the influence factor in the multi-weight probability map algorithm. If the correlation between the neighboring city pixel and the central pixel is large, the information of the pixel is considered in the objective function. If the correlation between the neighborhood pixel and the center pixel is small, the information of the pixel is not considered in the objective function. Referring to the objective function of the multi-weight probability map, the applied objective function based on pixel weight probability correlation is as follows: (16) According to the above analysis, the probability correlation of pixels refers to the extent to which two pixels belong to the same cluster. This section believes that the correlation between pixels depends on the position of the two pixels and the color information of the two pixels. In general, the correlation of two pixels can be defined as follows: (17) It should be noted that the pixel correlation proposed in this section considers the neighborhood gray level information of the pixel, and the spatial correlation also extends to the degree of influence of the diagonal element on the central pixel. Here, the definition of spatial correlation is corrected.
In a homogeneous region, the value of R is small, and the gray-scale correlation between the pixel and its neighboring pixels is larger. Conversely, in the heterogeneous region, the gray-scale correlation between pixels is smaller. As shown in the following table:
At the same time, in order to avoid the influence of the noise existing in the image on the segmentation result, the strategy of post-image segmentation can be utilized to reduce the influence of noise on the segmentation result. The strategy of post-image segmentation can be divided into two steps:
(1) Detecting pixels that are mis-divided in the image (2) Reclassify and segment the brain image pixels that have been mis-segmented.
B. APPLIED COMPOSITE IMAGE
From the comparison of the segmentation map to the final result, the integration of different visual features such as brightness, color and directional features is used. In the brain image segmentation model, the normalization operation is used to solve the integration. It is like a topographic map. The local saliency coding of the location reflects the integrated brain image segmentation information.
Brain image segmentation was performed using a multiweight probability map, and the results of significant analysis of several PET images were performed. Significant results The size of the image is reduced, and its size is restored to correspond to the true position of the original image.
In addition to the manual segmentation in the learning phase, the object area for training the brain image is obtained, and the other phases are automatically completed. The object hypothesis exists simultaneously in the image as a small dry area. Each such area is represented by a weight probability. The difference between the brain tissue and the background contained in the image is larger. The larger the more the tissue is, the more the probability value depends on the brain image model. The degree is of matching.
The value of the debris is reflected in the more appropriate local model of the brain, and the equivalent debris covers the position of the brain in the image, so that the local hypothesis of the brain is formed first. However, in theory, it is not guaranteed that all the coverage or matching is the real brain organization, and the organization information together constitutes a further partial hypothesis. The transformation from local to global hypothesis relies on global consistency constraints to achieve true brain image segmentation.
V. EXPERIMENT AND RESULTS

A. MULTI-WEIGHT PROBABILITY MAP STABILITY
We used the brain PET images of 20 normal people provided by IBSR, a network image standard segmentation library of a university affiliated hospital, as experimental data, and used the new method and traditional brain image segmentation method proposed in this paper. Group internationally common ''gold standard'' data is for segmentation comparison. Table 2 is one of the indicators for characterizing the segmentation accuracy by using the traditional brain image segmentation method and the brain image segmentation algorithm combined with the multi-weight probability map for the overlap ratio of the 20 sets of data on white matter. The higher the overlap rate, the higher the segmentation accuracy and the average overlap rate. Figure 6 shows that we select two sets Through the segmentation comparison of the 20 sets of brain PET image data shown in the above table, the multiweight probability map segmentation method can obtain an average white matter overlap rate of 73%, and for each set of data, the segmentation results are superior to the traditional method results. The stability of the multi-weight probability mapping method is high.
The above figure 6 shows the statistical comparison of the average overlap rate of white matter in 20 groups of brain PET image data under various different segmentation methods, among which, the maximum posterior probability; the adaptive maximum posterior probability; the method segmentation result is better than the traditional image segmentation method. It is also superior to other image segmentation methods. And the method has better stability.
B. MULTI-WEIGHT PROBABILITY IMAGE SEGMENTATION VALIDITY
In order to verify the effectiveness of the method, the method is applied to the actual example of the above-mentioned brain PET image, and with the conventional ELM, regularized ELM And robust comparisons. 400 data were randomly selected from the data set, of which 200 were used as probability training data and 200 were used as test data. During the training process, the training data is resampled into 30 subsample sets, each of which contains 50 data. FIG. 7 shows the prediction of the multi-weight probability image segmentation model. As can The comparison results of multi-weight probability image segmentation with traditional ELM, regularized ELM and robust ELM are shown in Fig. 7 . It can be seen from Fig. 7 that the performance of the proposed new method is superior to other methods.
It can be seen that the method has a good simulation effect on both outliers and non-Gaussian noise data. The main reason for the robustness of this method is that the method of Parzen window is used to establish the probability distribution of the local model, and the weighting is performed. By integrating the weighted probability distribution as a weight, all local models are built to establish a global robust ELM. Therefore, this method can model a variety of noise very efficiently. Applying the method to the image data of the brain for verification, it can be found that the robust probability ELM has better robustness and accuracy than the traditional ELM, regularized ELM and robust ELM.
C. MULTI-WEIGHT PROBABILITY IMAGE SEGMENTATION CONSISTENCY
In addition, in order to verify the consistency of this method, we compared several current mainstream methods, namely Major Voting, Weight Voting and SIMPLE, STAPLE, Spatial STAPLE. Dice Similarity Coefficient (DSC) is used as a criterion for evaluating segmentation results. The definition is:
where v(A).v(B) represents the volume of the automatic segmentation result and the expert hand-drawn result, respectively, and V(A-B) represents the volume of the overlap between the automatic segmentation result and the expert manual delineation result. Figure 8 shows the box plot of the overlap rate for the left and right brain segmentation results and the manual segmentation results for different segmentation methods. Observing and comparing box plots, Major Voting, Weight Voting, SIMPLE, STAPLE and Spatial STAPLE are used to segment the left brain. Among the five methods, only the spatial similarity of Spatial STAPLE is about 85.8%, and the method can reach 87%. , increased by 1.2%; the similarity of Dice to the traditional method of right brain segmentation is about 86.5%, and the method of this paper is about 87.5%, which increases I%. Moreover, the box plot diagram of the method is relatively short, indicating that the method has good consistency. Figure 8 shows the Major Voting, Weight Voting, SIMPLE, STAPLE, and Spatial STAPLE and the left brain segmentation verification graph in the method number 10 data. The figure shows the result of manual segmentation by experts. It can be seen from Fig. 8 that the method is closer to the result of manual segmentation by experts, and the result of this method is smoother. This is because the self-similarity weighting considers the grayscale and structural information of the image to be segmented to optimize the segmentation result which could result in smooth, accurate segmentation results.
In order to carry out the control experiment, the validity of each weighting is verified, and the average probability map, the local weight probability map, the local weight probability map containing the position information and the selfsimilarity weighted local weight probability map are respectively processed to obtain the segmentation result. In order to facilitate drawing, we call the average probability map, the local weight probability map, the local weight probability map containing the position information, and the selfsimilarity weighted local weight probability map. Figure 9 shows the segmentation results for the left and right brains. Observing and comparing the box plots, it can be seen that the similarity weighting, distance field weighting and self-similarity weighting of the registration can significantly improve the segmentation accuracy.
The image segmentation is discussed in detail above, but the adverse effects of noise on image segmentation are not considered. However, noise removal as a preprocessing of image segmentation may seriously affect the image segmentation effect. Next, the noise statistical model can be studied to assist image segmentation. The details of the image are preserved, and the steps of filtering out the noise can be subtracted, providing another direction for the study of the image segmentation method.
VI. CONCLUSION
Location, volume and morphological changes of the internal structure of the brain and various diseases It's closely related, and to determine and analyze these changes, you first need to the structure is precisely segmented. We have carried out a detailed analysis of the current brain segmentation methods, and proposed a new brain image segmentation method based on multi-weight probability maps for the shortcomings and shortcomings of these methods. The new method includes three weights: the registration similarity measure weighting, the distance field weighting of the label image, and the self-similarity weighting of the image to be segmented. The accuracy of the probability map calculation is guaranteed by three kinds of weights, and the accuracy of the probability map will directly affect the accuracy of the segmentation. Experimental results show that the segmentation method can segment the brain accurately and robustly.
As a new auxiliary information of recommendation system, multi-weight probability knowledge map has received extensive attention from researchers in recent years. In the future, the combination of knowledge maps and time series models, the combination of knowledge maps and recommendation systems based on reinforcement learning, and the integration of knowledge maps and other auxiliary information in recommendation systems and their applications in distance learning systems are still worthwhile. Many studies, such as the study of three-dimensional segmentation of medical images in distance learning systems.
