Abstract-Dietary assessment system has proven as an effective tool to evaluate the eating behavior of patients suffering from diabetes and obesity. To assess the dietary intake, the traditional method is to carry out a 24-hour dietary recall (24HR), a structured interview aimed at capturing information on food items and portion size consumed by participants. However, unconscious biases are developed easily due to individual's subjective perception in this self-reporting technique which may lead to inaccuracy. Thus, this paper proposed a novel visionbased approach for estimating the volume of food items based on deep learning view synthesis and depth sensing techniques. In this paper, a point completion network is applied to perform 3D reconstruction of food items using a single depth image captured from any convenient viewing angle. Compared to previous approaches, the proposed method has addressed several key challenges in vision-based dietary assessment, such as view occlusion and scale ambiguity. Experiments have been carried out to examine this approach and showed the feasibility of the algorithm in accurate estimation of food volume.
I. INTRODUCTION
A dietary assessment technique, 24-hour dietary recall (24HR), is commonly used in nutritional epidemiology studies to obtain detailed information of food consumed by participants for dietitians to understand the dietary intake of the participants. To assess the food intake, participants are required to recall the complete profile of food items consumed in the last 24 hours and the respective portion sizes. However, the food portion size relies mainly on individuals' subjective perception which is often highly inaccurate. Thus, a variety of objective visual-based dietary assessment approaches, ranging from stereo-based approach [1] , model-based approach [2] , [3] , depth camera based approach [4] and deep learning approaches [5] , have been proposed. Despite these methods have shown promises in food volume estimation, several key challenges, such as view occlusion and scale ambiguity, are still unresolved. Specifically, one major concern in visionbased food volume estimation is that existing approaches require users to take images from various viewing angles which complicates the process, hinders the user compliance, and not able to be embedded in wearable devices for pervasive monitoring. Inspired by [6] , a novel deep learning view synthesis approach is proposed in this paper. This method is designed to address the issue of view occlusion and scale ambiguity by combining the advantages of artificial neural network and depth sensing techniques. The aim of the design is to enable accurate portion size estimation with a single depth image captured from any convenient position and facilitate the implementation of pervasive dietary monitoring on wearable sensors. With the advances in depth sensing technologies, many new smartphones are already equipped with 3D cameras, and new wearable cameras will soon be embedded with depth sensing capabilities.
Instead of using a 2D encoder-decoder network to synthesize the occluded part of the food items in our previous work [5] , point cloud completion is carried out through a point completion network in this paper, which makes use of a 3D encoder-decoder network trained by a dataset consisting of a variety of virtual 3D food models. Once the point cloud is completed, an objective estimates of the food volume can be obtained. The main contributions of this paper can be summarized as follows: (1) A new 3D dataset is constructed through image rendering to evaluate the performance of the point completion network. (2) The effectiveness of using the point completion network in food volume estimation is examined. (3) Point cloud pre-processing algorithms are proposed to facilitate the volume estimation of multiple food items. (4) The generalization capabilities of the point completion network in handling food items with unseen viewing angle and unseen volume are discussed.
II. DETAILED INFORMATION AND METHODS

A. The Procedure of Deep learning View Synthesis Approach
The procedure of using the deep learning view synthesis for dietary assessment is shown as follows: (1) A stereo or depth sensor is required to capture an image from any convenient viewing angle and position. (2) Each food item is segmented out through an unsupervised segmentation method [7] as shown in Figure 1A . (3) The depth image is converted from image coordinate to camera coordinate so that the partial point cloud of each food item can be obtained as shown in Figure 1B . (4) The partial point cloud is then directed to the point completion network to perform 3D reconstruction and estimate the portion size of the food items as shown in Figure 1C . (5) Once the food volume is estimated, the portion information can be linked to nutrient databases, such as USDA, for further dietary analysis [8] . Note that this paper mainly focuses on the deep learning view synthesis in food volume 978-1-5386-7477-2/19/$31.00 ©2019 IEEE Fig. 1 : The procedure of using deep learning view synthesis in aiding dietary assessment estimation, so that the procedure of dietary analysis will not be discussed in detail.
B. Image Rendering and Point Cloud Pre-processing
To evaluate the efficacy of using deep learning view synthesis to assess dietary intake, a new 3D dataset 1 is constructed through image rendering, an automatic process of synthesising photorealistic images, based on virtual 3D models from the Yale-CMU-Berkeley object set [9] . Specifically, 9 food-related items are chosen from the object dataset to train the point completion network. By using food-related items to construct the dataset, prior knowledge of general food shape can be learned by the model. In image rendering, the 2.5D depth images of food items from different viewing angles and positions are randomly generated with a range of camera extrinsic parameters as shown in Table I . Once the depth images are generated, the next step is to transform them from image coordinate to camera coordinate, as shown in equation 1, so that the partial point cloud of food items can be obtained. Before training the neural network using the rendered images, a series of pre-processing techniques are applied to the partial point cloud. (1) To enable point cloud completion with a single image taken from any convenient angles, the point cloud is first shifted to the origin by subtracting the centroid, which is calculated using equation 2. This alignment enables the network to handle food items placed in any position in the image. (2) The partial point cloud is down sampled through voxel grid filter by taking a spatial average of the data points in every single voxel. (3) Statistical outlier removal filter is then applied to remove the outliers from the data points to alleviate the effects of environmental noise. In using statistical outlier removal filter, the data point with the distance larger than k standard deviation of the mean distance is marked as outlier and removed. Note that k and voxel size are determined empirically in this paper.
⎡
where u, v refer to the coordinates in the depth image and x,y and z refer to the coordinates in the camera coordinate, D is a scalar number which refers to depthimage (u, v) and K ∈ R 3x3 refers to the camera intrinsic matrix.
1 https://www.doc.ic.ac.uk/˜ys4315/Food 3Ddataset.zip
where (x i , y i , z i ) represents the camera coordinate of data point i and n refers to the total number of points in the point cloud. 
C. Neural Network Architecture
By using the depth image from a single viewing angle, only the 3D points from the observed surface can be obtained. If using these points to determine the portion size, the food volume will be largely underestimated due to the limited viewing angle. To address this issue, a point completion network, which is an encoder-decoder network, is designed to generate the 3D points of the complete object based on the partial point cloud obtained. The architecture of the point completion network is shown in Figure 3 , which is designed based on [6] . The partial point cloud with n points (nx3 matrix) is directed into point feature encoder. The encoder consists of several shared multilayer perception (MLP) and maxpooling layers which convert the partial point cloud into point feature vectors and global feature vector respectively. After passing through the encoder, the partial point cloud can be represented by a final feature vector v. The decoder of point completion network combines the merits of fully connected (FC) decoder and folding-based decoder which divides the 3D reconstruction into 2 stages. With the advantage of FC decoder in generating sparse point cloud, it is used to construct the global geometry of the shape. Folding-based decoder is designed for refining the local geometry of the food item. Apart from this, symmetric version of Chamfer Distance (CD), as shown in equation 3, is used in the cost function of the point completion network. In using symmetric CD, penalty will be induced to the cost function if the partial and completed point cloud are not in the same scale. This facilitates the scale determination as well as volume estimation. The cost function is shown in equation 4.
CD(G,C)
where G and C refer to the ground truth and completed point cloud respectively, g and c represent each point in the point cloud.
where G global and G local refer to the ground truth of the global geometry and local geometry respectively, C global and C local represent the point cloud of the global geometry and the completed point cloud respectively, and k is the weighted parameter. 
D. Meshing and Volume Estimation
As shown in Figure 4 , the completed point cloud of a pear and a soup can are converted into completed 3D meshes. Once the mesh is generated, the food volume can be easily estimated by using alpha shape [10] . 
III. EXPERIMENTAL RESULTS AND DISCUSSION
A. Performance of point completion network in view synthesis
To evaluate the performance of the point completion network in 3D view synthesis, several experiments have been carried out. In the first experiment, 9 food items are chosen from the Yale-CMU-Berkeley object dataset. For each food item, 50k depth images are rendered using the range of camera extrinsic parameters as shown in Table I . For testing, food items captured with unseen viewing angles and position (azimuth, elevation, height and shifting) are directed into the neural network to simulate the scenario of daily photo taking. The qualitative results of the point cloud completion using deep learning view synthesis are presented in Figure 5 .
B. Performance of food volume estimation using deep learning view synthesis
The feasibility of using deep learning view synthesis to estimate the actual portion sizes of food items is also examined. After the partial point cloud is completed and converted to a 3D mesh, the food volume is then calculated. 15 trials (captured from different viewing angles and position) have been carried out for each food item using the same trained model as mentioned above. As shown in Table II , the experimental results of food volume estimation based on deep learning view synthesis is promising with only 4.59% averaged error (accuracy in 95.41%) and robust with only 2.5cm 3 in averaged standard deviation (SD). Further experiments are also carried out to evaluate the generalization capabilities of the point completion network in handling food items with unseen scale. Another training dataset, denoted as dataset B, is constructed by removing food items with specific scale from the original dataset, while these food items with specific scale, known as hold-out scale, are used to construct another testing dataset. Two neural networks are trained by using dataset A (original one) and dataset B respectively. Furthermore, the graphs (training and testing loss versus iterations) of using training dataset A and B are plotted. In Figure 6A and 6B, both of them show that the performance (training and testing loss) of the neural networks are comparable to each other which indicate that the point completion network is generic and able to handle food items with unseen potion size without over-fitting. This finding concludes that the point completion network can be used to estimate the food volume even the scale of the food items are unknown which in turn makes the proposed method effective in quantifying the portion size consumed by the users as shown in Figure 7 . 
C. Performance of food volume estimation of multiple objects
Instead of estimating the volume of a single object item, multiple objects are placed together to simulate the daily food intake as shown in Figure 2 . Once the corresponding food items in the depth image is segmented, the point cloud of each individual food item can be completed and the volume can be estimated. As shown in Table III , the experimental results are comparable to the case of using a single food item which proves that deep learning view synthesis is capable to handle the scenario with multiple food items. Apart from this, another interesting factor is also shown in the table. The estimation error of the pear in scenario 1 and the tomato soup can in scenario 2 is both higher than the others, which may due to the occluded region in the depth image for these two object items (as shown in Figure 2 ). This finding indicates that the network is able to handle occluded food items with reasonable small error.
IV. CONCLUSIONS A novel vision-based dietary assessment approach using deep learning view synthesis is proposed to estimate food volume in this paper. The proposed method shows the efficacy and accuracy in food volume estimation under the circumstance of view occlusion. With the use of point completion network, the completed point cloud of the occluded food items can be obtained. The performance of food volume estimation can achieve the accuracy up to 95.41% which outperforms the current existing approaches.
