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Resumen
Definimos la distribucio´n multifractal binomial, como expresio´n de una ley de los
pequen˜os nu´meros.
Estudiamos una forma de evaluacio´n o de disen˜o de un sistema de distribucio´n
en un distrito de riego, al determinar su capacidad de conduccio´n con la flexibilidad
deseada, conociendo los para´metros de gasto, frecuencia y tiempo de riego. El me´todo
es la aproximacio´n de la distribucio´n binomial por la Gaussiana, una relacio´n inversa
de probabilidad, dos estimaciones de para´metros Gaussianos, y la aplicacio´n de la
distribucio´n multifractal.
Presentamos la reformulacio´n matema´tica de la relacio´n de Boltzmann en la me-
ca´nica estad´ıstica, que da origen al modelo multifractal. En particular, ilustramos su
aplicacio´n en el problema del riego. Pero tambie´n es posible aplicarlo a los modelos
multifractales: variograma, exponencial, gama, y Gaussiano.
Palabras clave: Riego, flexibilidad, multifractales, binomial, Student, estimacio´n de
para´metros.
Abstract
We define the binomial multifractal distribution as an expression of a law of small
numbers.
We studied a form of evaluation or design of a distribution system in an irrigation
district by determining its conduction capacity with the desired flexibility knowing
the following parameters: flow, frequency, and irrigation time. The method consists
of the approximation of the binomial distribution through the Gaussian, an inverse
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relation of probability, two estimations of Gaussian parameters, and the application
of the multifractal distribution.
We present the mathematical reformulation of Boltzmann relation in the statistical
mechanics, which gives origin to the multifractal model. In particular, we illustrate
its application in the problems of irrigation, pointing out that it is also possible to
apply it to multifractal models: variogram, exponential, gamma, and Gaussian.
Keywords: Irrigation, flexibility, multifractals, binomial, Student, parameter estimation
Mathematics Subject Classification: 28A80, 62E17, 60F05.
1 Introduccio´n
El objetivo del presente trabajo es la revisio´n del modelo multifractal, para introducir la
distribucio´n multifractal, y aplicarla a la estimacio´n de para´metros en la determinacio´n
del posible nu´mero de tomas abiertas, como una forma de valorar y disen˜ar un sistema de
riego.
Los sistemas de distribucio´n, en general, cuentan con muchos puntos de entrega o de
recepcio´n; los que a su vez, tienen la posibilidad de estar muy esparcidos en un vasto
territorio. Imaginemos por ejemplo, sistemas de distribucio´n de mercanc´ıas o productos
comerciales, sistemas de distribucio´n de los servicios de agua, luz o tele´fono. Sistemas
de distribucio´n de presupuestos. Un sistema de votacio´n. Sistemas de recoleccio´n o de
recaudaccio´n. Las cuencas hidrolo´gicas. Los sistemas de distribucio´n de la energ´ıa de las
part´ıculas en los a´tomos y mole´culas. El sistema de intercambio entre los pulmones y
las ce´lulas. Estos sistemas ofrecen la posibilidad de describirse a trave´s del modelo de la
estructura arbo´rea fractal.
Veamos entonces, las fuentes teo´ricas que alimentan el sustento de los modelos del
presente trabajo. Por una parte se considera la reformulacio´n matema´tica de la relacio´n de
Boltzmann en la meca´nica estad´ıstica, que da origen al modelo multifractal, y en particular,
al modelo de las pruebas independientes y homoge´neas de Bernoulli que dan lugar a
la distribucio´n binomial. Y desde otro a´ngulo, definimos la distribucio´n multifractal,
mostramos que esta distribucio´n se aproxima a una distribucio´n student.
El trabajo esta´ organizado como sigue: Realizamos primero, en la seccio´n 2, la refor-
mulacio´n matema´tica del modelo multifractal partiendo de los conceptos de la meca´nica
estad´ıstica, y en particular trabajando el modelo multifractal binomial. Se describe luego
en la seccio´n 3, un sistema de riego como el de la Begon˜a, Gto. Se clarifica la diferencia
de lo que entendemos por el problema directo e inverso en este contexto. Repasamos
el teorema del l´ımite central, y la estimacio´n de para´metros Gaussianos, y se elaboran
los cuadros donde se determina el nu´mero de tomas abiertas con sus respectivos interva-
los de confianza. El primero de e´stos, se construye con la aplicacio´n de la distribucio´n
multifractal inversa. Finalmente, en la seccio´n 4, se presentan las conclusiones.
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2 Modelo Multifractal
Un sistema de distribucio´n lo imaginamos como una serie de puntos en el espacio que
represente el conjunto de puntos de entrega, el cual presentar´ıa un aspecto esparcido e
irregular; los cubrimos con una serie de cubos de un mismo taman˜o variable y queremos
determinar su dimensio´n fractal. Adema´s los pintamos con dos colores: uno de color rojo,
para los puntos abiertos, y otros de color negro, para los cerrados; y si se encuentra una
manera de estimar la probabilidad de que un punto este´ iluminado con color rojo, cono-
ciendo el nu´mero de los puntos iluminados, podemos calcular la probabilidad acumulada;
sin embargo, resultar´ıa ma´s interesante tener una manera de estimar cua´l es el nu´mero
ma´s probable de puntos iluminados, dado que la probabilidad acumulada no supere un
valor preestablecido.
El estado microsco´pico de cada toma, se especifica por 0 si esta´ cerrada; y por 1 si esta´
abierta la toma, de tal manera que los estados del sistema se representan por sucesiones
del grupo bic´ıclico {0, 1}, entonces todos los posibles estados del sistema son homeomorfos
a un conjunto de Cantor.
Este conjunto, es ma´s conocido cuando se construye por un proceso iterativo que parte
de una medida unitaria; se la divide en tres partes iguales y se suprime el tercio intermedio,
de tal manera que resultan 2 partes o rasgos de medida 1/3, al final de la primera etapa,
y 1 (1/3) de medida desechada. En la segunda, cada una de los dos rasgos se divide
nuevamente en tres partes iguales y se desechan los dos tercios intermedios, resultando
ahora 22 rasgos de medida 1/32, cada uno, y 2 (1/3)2 de la medida desechada; y el proceso
se continu´a de forma interminable, [1], [4].
En el nivel microsco´pico tomamos un conjunto de Cantor, como el soporte de la medida
micro µ, la cual debe definirse para cada contexto espec´ıfico. Se conforma luego una malla
como una coleccio´n de cubos (Ci)i de lado b, con 0 < 1/b < 1, que intersecten el soporte
de la medida µ; y a b, se le denomina la resolucio´n.
Por ejemplo la medida de probabilidad µ puede escogerse como la binomial, la cual
se define por la probabilidad de e´xitos en un esquema de Bernoulli: µk = pk (1− p)n−k,
siendo p la probabilidad de e´xito. Se representan por bk las resoluciones evaluadas en
los cubos Ck y por µk la medida valorada en Ck, asociada al estado particular k, como
proporcional a la resolucio´n correspondiente, por
µk = µ (Ck) = ctebk = pk (1− p)n−k ,
se tiene as´ı especificada la configuracio´n microsco´pica, de tal manera que a cada estado
microsco´pico quede asociada una u´nica configuracio´n microsco´pica.
Se pasa ahora al nivel macrosco´pico. Correspondientes a los distintos factores de
Boltzmann, se definen las configuraciones macrosco´picas como proporcionales a cierta
potencia de las resoluciones
µsk = cteb
s
k =
(
n
k
)(
pk (1− p)n−k
)s
.
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Se define la funcio´n de particio´n como la suma total de las configuraciones, o macro-
configuraciones, disponibles del sistema
Sb (s) =
∑
k
µsi =
∑
k
(
n
k
)(
pk (1− p)n−k
)s
,
en donde la suma se extiende sobre aquellos cubos que intersectan el soporte de la medida
µ y Sb(0) = ab(sopµ) representa el nu´mero de cubos -de lado 1/b- necesarios para cubrir
el soporte de µ.
Se busca una relacio´n de potencia para la funcio´n de particio´n
Sb (s) ≈ bτ(s).
Una vez que se cuenta con la funcio´n de particio´n, se define la distribucio´n de Gibbs,
que puede verse como la forma en que se distribuyen las probabilidades de los estados
microsco´picos dentro de un cuerpo macrosco´pico; o bien, como la probabilidad de encontrar
el estado con micro-configuracio´n medida por µk, como el nu´mero de macro-configuraciones
que representan este estado sobre el nu´mero total de configuraciones disponibles en el
sistema, por
νk =
µsk
Sb (s)
,
pero adema´s, admite tambie´n la interpretacio´n de la frecuencia relativa de ocupacio´n de
un estado microsco´pico, [9].
En general el objetivo multifractal es encontrar la funcio´n f que var´ıa con el para´metro
α, el cual recorre todos los valores reales, este para´metro es conocido como exponente
Ho¨lder, y resulta estar relacionado con la energ´ıa, por lo que es un para´metro energe´tico.
La funcio´n f por lo general se asume co´ncava, diferenciable y estrictamente positiva; y se
le conoce como el espectro multifractal, [14], [5].
Por otra parte, cuando se tiene definida la medida νk, contamos con la opcio´n de
pasar a la entrop´ıa de Shannon, en donde se toma a la potencia s como para´metro, [6],
f (α) = −∑
k
νk ln νk. Sin embargo, en las aplicaciones es frecuente, como es el caso de
la binomial, que sea ma´s fa´cil seguir un camino indirecto, y se deba calcular primero la
potencia de la funcio´n de particio´n, para luego hallar el espectro multifractal f(α). La
idea es buscar una relacio´n ana´loga a la que Boltzmann postulo´ entre entrop´ıa y nu´mero
de configuraciones, [9].
Se consideran los cubos con medida del orden de la potencia α, con ε arbitrario, positivo
y pequen˜o; y los rasgos como el nu´mero de cubos en donde la medida sea razonablemente
grande, es decir, del orden de α, con 1/b pequen˜o,(
1
b
)α+ε ≤ µ (Ck) < (1b )α , ab (α) = #{k : µ (Ck) ≥ (1b)α} .
Se busca que los rasgos sean del orden de f(α), o lo que es lo mismo, que los rasgos ab(α)
obedecen una ley de potencia, cuando la resolucio´n vaya a cero, o con ma´s precisio´n en
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te´rminos de ε,
ab (α) ≈ bf(α), ab (α+ ε)− ab (α− ε) ≈ bf(α).
En el formalismo multifractal la potencia - τ(s) -, ana´loga a la energ´ıa libre de Gibbs,
resulta ser la transformada de Legendre del espectro multifractal - f(α) -, y el ma´ximo se
alcanza cuando la curva co´ncava f(α) esta´ por encima y lo ma´s alejado posible de la recta
sα de pendiente s, luego
τ (s) = sup
α≥0
{f (α)− sα} , τ (s) = f (α (s))− sα (s) .
Por la condicio´n de ma´ximo, se obtiene que la potencia s es la pendiente del espectro f ;
y como adema´s para el caso presente, τ es diferenciable, la pendiente de τ es −α,
d
dα (f − sα) = ddαf − s = 0, ddsτ =
(
d
dαf
d
dsα− s ddsα
)− α = 0− α.
En particular, el valor nulo del para´metro potencia corresponde al ma´ximo del espectro,
f (α (0)) = τ (0) , Sb(0) = ab(sopµ) ≈ bτ(0).
Por tanto, α en efecto, admite la comparacio´n con la energ´ıa interna, el espectro f con la
entrop´ıa y la potencia s con el inverso de la temperatura de un sistema termodina´mico.
La potencia de la funcio´n de particio´n, en el caso binomial se calcula directamente
de la expansio´n del binomio de Newton y se da en la ecuacio´n (1). Se observa que para
el para´metro potencia unidad el exponente de la funcio´n de particio´n es nulo: si s = 1,
τ (1) = 0; en tanto que para el valor nulo del para´metro s, se tiene la dimensio´n del soporte
de la medida: si s = 0, τ (0) = f (α (0)) = dimB (sopµ) = DB .
τ (s) = logb (p
s + (1− p)s) . (1)
Ahora se halla la pendiente α de la potencia τ , de la funcio´n de particio´n Sb (s),
α (s) = −p
s logb p+ (1− p)s logb (1− p)
ps + (1− p)s ,
por tanto, de f (α (s)) = τ (s) + sα (s), el espectro en forma parame´trica es
f (α (s)) = logb (p
s + (1− p)s) + s
(
−p
s logb p+ (1− p)s logb (1− p)
ps + (1− p)s
)
.
En particular, la multifractal binomial para la probabilidad del proceso de Bernoulli de
p = 1/7, con g (r) = τ (r) + rα (r), es:
τ (r) = 1ln 3 ln
((
1
7
)r + (67)r) , α (r) = − 1ln 3 (( 17 )r ln( 17)+( 67)r ln( 67)( 17)r+( 67)r
)
.
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A partir de este espectro multifractal se define la distribucio´n multifractal M (x):
M
(
x;
1
7
)
=
1
1.6713
x∫
−∞
f (r) dr,
porque se verifican las condiciones: f (r) ≥ 0, para casi todo r; que M (∞)→ 1; y adema´s
se observa que f (r) es medible segu´n Lebesgue, entonces f (r) define una densidad de
cierta magnitud aleatoria.
Por otra parte, la probabilidad de que la magnitud aleatoria no supere cierto valor, en
el caso de la conocida distribucio´n student o T, se da por la expresio´n
Pr (ξ ≤ x) = TDist(x; v) = Γ(
v+1
2 )
Γ(v2 )
√
piv
∫ x
−∞
(
1 +
1
v
s2
)− v+1
2
ds,
donde Γ es la funcio´n delta de Euler; y al para´metro de forma ν, se le conoce como los
grados de libertad. Para el caso presente este nu´mero es igual a 5− 1 = 4, luego
Pr (ξ ≤ x) = TDist(x; 4) = 3
8
∫ x
−∞
(
1 +
1
4
s2
)− 5
2
ds.
Las gra´ficas de la dos distribuciones se presenta en la (figura 2), con l´ınea continua para la
multifractal y con pequen˜os c´ırculos para la Student. Las densidades tambie´n se muestran
en la figura (1), la multifractal con l´ınea continua, la Student con pequen˜os c´ırculos y la
Gaussiana con cruces. En esta gra´fica se observa que las tres densidades tienen la forma
de campana, son sime´tricas, y sus medias son cero. Comparadas con la Gaussiana, la
multifractal y Student tienen menor altura, mayor varianza, y las colas son ma´s grandes.
En particular, tanto la distribucio´n multifractal como la Student, son caracter´ısticas de ley
de los pequen˜os nu´meros, y son u´tiles cuando los taman˜os de las muestras son pequen˜os.
Aclaramos que el valor ν = 4, para los grados de libertad se ha escogido, para que el
taman˜o de la muestra sea pequen˜a, en tanto se ha encontrado que para el valor p = 17 ,
b = 3, se obtiene la proximidad citada entre las dos distribuciones.
Al comparar el espectro multifractal como funcio´n del para´metro potencia con la dis-
tribucio´n Student, la representacio´n gra´fica de las dos nos muestra la cercan´ıa de una con
la otra. Esta cercan´ıa tambie´n se refuerza cuando se observan y comparan las dos expan-
siones en serie. Se ilustra la comparacio´n entre la multifractal binomial con probabilidad
del proceso de Bernoulli de p = 1/7, b = 3, con la Student de 4 grados de libertad, en la
gra´fica (2) para las distribuciones y, en (1) para las densidades.
3 El problema del riego
Un sistema de distribucio´n de agua para riego se describe como un canal inicial, con
mayor capacidad de conduccio´n del agua, luego una secuencia de canales laterales cada
vez de menor capacidad de conduccio´n, hasta llegar a las tomas, en las cuales se entrega
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Figura 1: Distribucio´n Multifractal y Student.
Figura 2: Densidad Multifractal, 1/7; Student, 4; Gaussiana.
el agua para el riego en los surcos de las parcelas. Un perfecto modelo de este sistema de
distribucio´n, es un a´rbol; con un tronco inicial de mayor dia´metro, que progresivamente
se abre en ramas de menor dia´metro hasta llegar a las hojas, como se muestra en la figura
(3) 1.
En el caso del distrito de riego de la Begon˜a, Gto., a partir de una presa de mayor
capacidad, llamada la presa derivadora, se van formando una secuencia de canales laterales
con la posibilidad de representarse en forma de un a´rbol, hasta llegar al nivel de las tomas,
en donde se entrega el agua para los surcos en las parcelas. Cada nodo de ese a´rbol se
interpreta como un nodo inicial similar al de la derivadora, de tal modo que en cada
nodo se inicia un suba´rbol, y el nu´mero de tomas n se ve como una sucesio´n de estos
nodos iniciales: n(i) = ni. Y en particular para el distrito de la Begon˜a, se consideran 10
suba´rboles, as´ı que el sub´ındice i var´ıa desde 1 hasta 10.
3.1 Problema directo e inverso
En el sistema de distribucio´n de agua para riego, los puntos de entrega los representamos
con dos colores: uno de color rojo, para los puntos abiertos, y otros de color negro, para
1Segu´n disen˜o de Martha Morales Mart´ınez.
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Figura 3: Estructura arbo´rea.
los cerrados. El constatar si una determinada toma esta´ abierta, se concibe como un
experimento aleatorio, as´ı que los posibles resultados de los experimentos son 1 o 0; si esta´
abierta, se ilumina de rojo y la magnitud aleatoria asume el valor 1; y en el caso contrario,
se pinta con negro y el valor es 0.
Como hay un total de n tomas, se obtiene un experimento compuesto de n pruebas,
las cuales son independientes y del mismo tipo para todas las tomas. Se componen las n
magnitudes aleatorias, una por cada toma, para formar la magnitud aleatoria suma ξ, la
cual se describe afirmando que del total de las n tomas, k se encuentran abiertas y n− k
esta´n cerradas.
La medida de probabilidad del estado abierto se define como p, y al estado cerrado
como q = 1− p. Al resultado del experimento aleatorio compuesto se le asocia un valor de
la medida de probabilidad dada por Bξ, y la probabilidad de que haya m tomas abiertas
es entonces la suma de probabilidades
Bξ (n, k; p) =
(
n
k
)
pn−kqk,
m∑
k=0
Bξ (n, k; p) = Pp (n,m) , (2)
que se conoce como un modelo probabil´ıstico binomial de pruebas de Jacob Bernoulli.
De acuerdo con la ley de los grandes nu´meros una sucesio´n de magnitudes aleatorias
independientes e igualmente distribuidas, en el l´ımite tendra´, a la uniforme, como su
distribucio´n, independientemente de cua´l haya sido su distribucio´n a lo largo de todo su
proceso evolutivo, [3]. Entonces, la desviacio´n cuadra´tica media se da por la distancia
entre el valor estimado y el valor teo´rico [15],∥∥∥∥n (A)n − p
∥∥∥∥ = 1n√npq =
√
pq
n
. (3)
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En los sistemas de riego se aplican los me´todos: de distribucio´n continua, de demanda
libre, de demanda controlada y de rotacio´n, turno o tandeo. Si Qrot denota el gasto de
rotacio´n, r la fraccio´n de tiempo de ocupacio´n del sistema, n el nu´mero de tomas, y QT el
gasto en cada toma. La manera de estimar la probabilidad de que un punto este´ iluminado
con color rojo o que una toma este´ abierta, p, consiste en avalu´ar
p =
Qrot
rnQT
, (4)
Por tanto, el problema directo se enuncia diciendo que: se tiene la densidad de probabili-
dades, y luego se integra para obtener la probabilidad acumulada. Si todos los puntos de
entrega esta´n abiertos, la probabilidad acumulada tiene que ser 1, por construccio´n.
En cambio para el problema inverso se tiene: dada una probabilidad acumulada, cua´l
es el nu´mero ma´s probable de puntos de entrega que esta´n coloreados de rojo? E´ste es el
problema que se aborda, dada la probabilidad Pp, se quiere conocer cua´l es el nu´mero m
ma´s probable de tomas que este´n abiertas, [11].
Invertir la probabilidad dada por la binomial no es posible porque e´sta es una dis-
tribucio´n discreta y tal operacio´n carece de sentido, sin embargo, cuando el nu´mero de
pruebas n es suficientemente grande, es posible aproximar la distribucio´n binomial por la
distribucio´n normal de Gauss, a trave´s del expediente de embeber o diluir la binomial en la
normal, tal como fue demostrado por Abraham de Moivre, en 1733, para el caso particular
p = 1/2.
Los factoriales presentes en la distribucio´n binomial surgen de las diversas formas en
que los objetos de cierta muestra se pueden agrupar en submuestras de objetos indistin-
guibles, y para un gran taman˜o de muestra e´stos crecen en forma descomunal. El teorema
de deMoivre-Laplace, en su forma intuitiva, se basa en aproximar el logaritmo y los fac-
toriales; para el primero, se usa la expansio´n de Taylor; y para los segundos, se recurre a
la aproximacio´n del escoce´s, James Stirling, de 1730, para los factoriales de los grandes
nu´meros, que permite convertir estos factoriales en potencias.
A grandes rasgos, se trata de tomar algu´n intervalo como:
[
−np√
npq ,
nq√
npq
]
, dividirlo en n
intervalos iguales de longitud ∆x = 1√npq , con extremos xn,k; definir la magnitud aleatoria
normalizada ξn que toma uno de estos valores xn,k de la forma
xn,k =
k − np√
npq
, k = 0, 1, . . . n;
se calcula la probabilidad acumulada de la binomial; se usan las aproximaciones, y se
obtiene la distribucio´n Gaussiana G:
Pp (n,m) =
m≤n∑
k=0
Bξ (n, k; p) =
m∑
k=0
(
n
k
)
pn−kqk ' G (xn,m) ; (5)
como la funcio´n de distribucio´n es inyectiva tiene inversa por la izquierda, y finalmente se
obtiene
G−1 (Pp (n,m)) = xn,m = m−np√npq , m = np+G
−1 (Pp (n,m))
√
npq. (6)
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Por otra parte, en este trabajo encontramos la cercan´ıa de la funcio´n del espectro, en tanto
funcio´n del para´metro potencia, con la distribucio´n student, y es conocida la cercan´ıa de
la distribucio´n student con la Gaussiana:
M (xn,m) ' S (xn,m) , S (xn,m) ' G (xn,m) ; (7)
las tres densidades se ilustran en la figura 2.
3.2 Estimacio´n de para´metros
La extensio´n y diversidad en los sistemas de distribucio´n, obliga a plantearse me´todos
de clasificacio´n para evaluar un sistema. En el caso de la distribucio´n del agua con fines
de riego, la idea de Clement consiste en determinar, segu´n la forma de la estimacio´n de
los para´metros y el nu´mero de tomas, so´lo dos clases : a) la estimacio´n de la media con
desviacio´n desconocida para un nu´mero mayor que 100 tomas; y b) la estimacio´n de la me-
dia con desviacio´n conocida, para un nu´mero menor que 100 tomas. Por tanto, la relacio´n
inversa se despliega en dos ecuaciones, en razo´n de la naturaleza de las estimaciones, [2].
3.2.1 La clase central
Para la clase con un nu´mero mayor que 100 tomas, se tienen, para el primer a´rbol desde
la presa derivadora, 384 observaciones independientes posibles de la magnitud aleatoria
Gaussiana, en donde el para´metro que se estima es la media Gaussiana con varianza des-
conocida, luego es de esperar una cola mayor. Se sabe que en estos casos se debe recurrir
a la ley de los pequen˜os nu´meros, o taman˜os de muestra de nu´meros pequen˜os, de William
Sealy Gosset, quien uso´ el seudo´nimo de student, (1908), [12]; pero debido a la cercan´ıa
mostrada en este trabajo con la multifractal binomial, e´sta igualmente expresa una de las
leyes de los pequen˜os nu´meros, y en consecuencia tambie´n es susceptible de ser usada con
el mismo propo´sito.
Dentro de una muestra de m tomas, un usuario en particular demanda el servicio, la
razo´n entre la probabilidad que desde cualquiera de las tomas lo encuentre disponible, y
la probabilidad que as´ı sea desde su propia toma, es el ı´ndice de congestio´n, Pa. Se fija un
ı´ndice de congestio´n relativamente bajo, del orden del 1%, con lo cual se pretende valorar
la disponibilidad del sistema cuando es demandado.
As´ı, se obtiene una de las fo´rmulas del modelo propuesto. Se calcula Pp =
√
npqPa, se
aplica la distribucio´n multifractal inversa, se evalu´a por los valores tabulados de la student
inversa, M−1(Pp) ' TInv(Pp), y se obtiene el nu´mero de tomas abiertas por
√
npqPa = Pp =M (xn,m) , m = np+M−1(Pp)
√
npq. (8)
Para estimar la media Gaussiana se toma un taman˜o de muestra de 5 tomas, cercano
al 10%. La hipo´tesis es H0: la media Gaussiana asume el valor espec´ıfico de la media
muestral: µ = x¯. La media se estima como promedio aritme´tico de las 5 observaciones,
o media muestral, con lo que resulta una estimacio´n insesgada en el sentido, de que la
esperanza matema´tica de las estimaciones coincide con el valor del para´metro que se
estima: la media Gaussiana. Como la esperanza de las desviaciones cuadra´ticas de las
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estimaciones con respecto al para´metro la media Gaussiana, es la n-e´sima parte de la
varianza Gaussiana, los momentos muestrales y teo´ricos coinciden y la estimacio´n se dice
conciliable, [10].
Desde el punto de vista estad´ıstico, una de las distintas formas cuantiles en que se
agrupan los datos, es la forma percentil, expresada como porcentaje, o bien como ı´ndice.
El espacio muestral en este caso es la recta real: R. Se divide el espacio muestral en tres
partes estableciendo dos marcas cuantilas: ±c (α). Por fuera de esas cuantilas quedan
las dos colas de la campana multifractal. Se fija el nivel de significacio´n en 0.05, lo que
significa que el 5% del a´rea de la campana, esta´ en las llamadas colas, luego el 2.5% esta´
en cada una de las colas; por tanto el 95% esta´ por dentro del intervalo; o en te´rminos de
ı´ndice, el nivel de confianza es: α = 0.95 = 1− 0.05, [16].
Desde −∞ hasta la cuantila c (α) extremo del intervalo, se tiene el
95% + 2.5% = 97.5%, entonces se calcula la inversa de la distribucio´n multifractal:
M−1(0.975, 3) ' TInv(0.975, 3) = 3.1824 = c(0.95), y se tiene la cuantila:
c (α) = c (0.95) = 3.1824. Por tanto, para cada uno de los a´rboles que se inician en
los nodos desde donde salen los canales laterales, y que cuentan con ma´s de 100 tomas,
tiene los intervalos de confianza
(np− 3.1824√npq, np+ 3.1824√npq) . (9)
La ecuacio´n (8) determina el gasto en te´rminos del nu´mero de tomas n, tal que la proba-
bilidad de que a lo ma´s m tomas operen simulta´neamente, no supere el nivel de confianza
de 95%.
Para la ecuacio´n (8) los resultados se muestran en la tabla 1, llamada clase central,
en donde la columna 6, para la probabilidad inversa, se construye con la distribucio´n
multifractal inversa. La forma espec´ıfica de calcular sus valores, se ilustra con ma´s detalle
en la subseccio´n de la clase perisfe´rica.
Posicio´n A´rea Gasto Tomas Probabilidad Probabilidad Tomas Binomial
p inversa abiertas
0+000 8132 9050.9 384 0.19642 1.81852630 90 0.96257
1+612 7000 7791.0 330 0.19674 1.86273229 78 0.96770
5+485 6000 6678.0 283 0.19664 1.90887096 68 0.97033
5+460 5000 5565.0 236 0.19650 1.96457296 58 0.97403
5+460 3500 3895.5 165 0.19674 2.07754585 43 0.98213
6+758 2500 2782.5 118 0.19650 2.18885890 32 0.98155
Tabla 1: Clase central.
3.2.2 La clase perisfe´rica
La probabilidad acumulada para que la magnitud aleatoria no supere cierto valor bajo la
curva de la campana de Gauss, se da por la distribucio´n normal, la cual se define, para
cualesquiera valores de los para´metros de la media µ y de la desviacio´n esta´ndar σ, por la
184 J.R.Mercado – A´.Aldama – M.´In˜iguez – M.Mej´ıa Rev.Mate.Teor.Aplic. (2005) 12(1 & 2)
integral
Pr (ξ ≤ x) = G (x;µ, σ) = 1
σ
√
2pi
∫ x
−∞
e−
(t−µ)2
2σ2 dt. (10)
Las a´reas debajo de la curva Gaussiana representan tambie´n la probabilidad acumu-
lada. Nuevamente el problema de la estimacio´n de para´metros tiene que ver con los
dos para´metros de la distribucio´n normal, la media y la desviacio´n esta´ndar.
Para esta clase, se debe estimar la media Gaussiana con varianza conocida. La hipo´tesis
tambie´n es H0: la media Gaussiana asume el valor espec´ıfico de la media muestral: µ = x¯.
Se asume una muestra del taman˜o del orden de 30 tomas, se calcula la media muestral o
emp´ırica, como promedio aritme´tico, y e´sta resulta entonces insesgada y conciliable.
El espacio muestral tambie´n en este caso es la recta real: R, y la densidad de la
distribucio´n esta´ representada por la campana de Gauss. Se divide el espacio muestral
en tres partes con las dos marcas cuantilas: ±c (α). Por fuera de esas cuantilas quedan
las dos colas de la campana Gaussiana. Se fija el nivel de significacio´n en 0.05, luego el
2.5% esta´ en cada cola, y el 95% esta´ por dentro del intervalo; y el nivel de confianza es:
α = 0.95 = 1− 0.05.
Por tanto, desde −∞ hasta la cuantila c (α) extremo del intervalo, se tiene el
95%+2.5% = 97.5%, entonces se calcula la inversa de la distribucio´n Gaussiana esta´ndar:
NormalInv (0.975) = 1. 96, y se tiene la cuantila: c (α) = c (0.95) = 1.96. En consecuencia,
los intervalos de confianza son:
(np− 1.96√npq, np+ 1.96√npq) . (11)
La ecuacio´n (6), determina el gasto en te´rminos del nu´mero de tomas n, tal que la probabi-
lidad de que a lo ma´sm tomas operen simulta´neamente, sea ma´s grande que la probabilidad
deseada para el nivel de satisfaccio´n de 97.5%. Al fijar el valor de la cuantila en 1.96 se
tiene que la probabilidad acumulada es del 97.5%, con este valor, la posibilidad de que un
usuario, al recurrir al sistema, encuentre la disponibilidad del agua para el riego deseada,
es casi cierta.
Los ca´lculos realizados para cada uno de ellos a trave´s de la relacio´n inversa de proba-
bilidad dada por la ecuacio´n (6), se presentan en la tabla llamada 2 clase perisfe´rica, y de
acuerdo con el autor [8].
En la primera columna se ilustra la posicio´n de los sucesivos nodos, en donde se inician
cada uno de los suba´rboles, en kilo´metros desde la derivadora. En la segunda, se dan las
a´reas susceptibles de regar. En la tercera, se tiene el gasto o caudal de rotacio´n, en lps,
litros por segundo, destinado al riego de cada una de las a´reas de la respectiva fila, en
donde 1.113 lps/ha se conoce como gasto unitario por hecta´rea. En la cuarta, se da el
nu´mero total de tomas para cada suba´rbol. En la quinta, se da la probabilidad estimada
p en donde
i Qrot
7 1.113 × 2000 = 2226.0
8 1.113 × 1500 = 1669.5
9 1.113 × 1000 = 1113.0
10 1.113 × 500 = 556.5
i p = QrotrnQT
7 2226.01×94×120 = .197 34
8 1669.51×71×120 = .195 95
9 1113.01×47×120 = .197 34
10 556.51×24×120 = .193 23.
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En la sexta, se presenta la probabilidad total, de acuerdo con el nivel de significacio´n, por
ejemplo, para i = 7, se calcula la media:
np = 94 × 2226
1× 94× 120 =
2226
1× 120 = 18.55,
la desviacio´n:
√
npq =
√
2226
1× 120
(
1− 2226
1× 94× 120
)
= 3.8587 ≈ 3.859
y en forma ana´loga para las restantes2. En la se´ptima, se ilustra el nu´mero de tomas
abiertas probables de acuerdo con la probabilidad inversa. El valor de la cuantila para
el nivel de significacio´n de 0.05 es: NormalInv (.975) = 1.96, luego el nu´mero de tomas
abiertas de acuerdo con la ecuacio´n (6) es
94× .197 34 + 1.96
√
94× .197 34 × (1− .197 34) = 26.113 ≈ 26.
En la octava y u´ltima, se calculan las probabilidades acumuladas de acuerdo con la dis-
tribucio´n binomial, por ejemplo para i = 7:
BinomialDist(26; 94, 0.19734) = .976 78,
que deben compararse con la probabilidad acumulada segu´n la Gaussiana, al fijar el nivel
de significacio´n en 0.05, o lo que es equivalente, el nivel de confianza en 0.95.
Posicio´n A´rea Gasto Tomas Probabilidad Probabilidad Tomas Binomial
p inversa abiertas
9+587 2000 2226.0 94 0.1974 1.96 26 0.97678
13+198 1500 1669.5 71 0.19595 1.96 20 0.97130
14+564 1000 1113.0 47 0.19734 1.96 15 0.96710
16+420 500 556.5 24 0.19323 1.96 8 0.97050
Tabla 2: Clase perisfe´rica.
4 Conclusiones
• La construccio´n de las tablas contienen el procedimiento para evaluar o determinar
la capacidad de conduccio´n de un sistema de riego, con la flexibilidad deseada en
gasto, frecuencia y duracio´n; ya sea con el propo´sito de rehabilitar o de disen˜ar una
red, [8].
• La valoracio´n de un sistema de distribucio´n de riego, para la clase central, puede
realizarse a trave´s de la distribucio´n multifractal binomial.
2Para elaborar la tabla se recurre al programa de Excel, de Microsoft Office.
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• El modelo multifractal binomial produce una coleccio´n de distribuciones de proba-
bilidad, cuyas densidades tienen forma de campana y poseen dos colas ma´s largas
que las Gaussianas.
• La distribucio´n multifractal binomial expresa una ley de los pequen˜os nu´meros.
• Para la probabilidad de e´xito de 1/7 en el esquema de Bernoulli, la distribucio´n
multifractal binomial es cercana a la distribucio´n student de 4 grados de libertad.
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