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1 Introduction
The present paper concerns the study of systems of nonlinear parabolic boundary value




u1t = u1 + f1(t, x, u1, u2)u1, t > 0, x ∈ D,
u2t = u2 + f2(t, x, u1, u2)u2, t > 0, x ∈ D,
B1u1 = 0, t > 0, x ∈ ∂ D,
B2u2 = 0, t > 0, x ∈ ∂ D,
(1.1)
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where f = ( f1, f2) : [0,∞) × D¯ × [0,∞) × [0,∞) → R2, and Bi is a boundary operator
of either Dirichlet or Neumann type, i.e., Bi ui = ui or Bi ui = ∂ui
∂ν
(i = 1, 2) (B1 and B2
are not necessarily the same).
System (1.1) arises in many applied problems, including two species competition in biol-
ogy. In population dynamics, important dynamical issues associated to (1.1) include deter-
mining whether the two species will survive in the long term, which is related to the so
called persistence and/or coexistence, determining whether one of the species will be driven
to extinction, etc.
We are interested in the issue of the uniform persistence of the system (1.1). Uniform
persistence for autonomous and time periodic nonlinear systems of parabolic partial differ-
ential equations of second order has been well studied (see [1–6,12,16,28], etc.). It has also
been recently intensively studied for various nonautonomous nonlinear systems of parabolic
equations (see [8], [15,22,24,26,27], etc.). We point out that in [8], Hetzer and Shen gave
a study for time almost periodic cases. In [22], the authors of the current paper studied the
persistence for general nonautonomous and random cases by applying the principal spec-
tral theory developed in [22]. The authors of [15] provided various sufficient conditions for
uniform persistence in quite general nonautonomous cases. In [24], uniform persistence for
nonautonomous n-species competition system is studied.
Systems of differential equations arisen in applied problems usually depend on time and
may only be defined for positive time. We call such systems which are only defined for
positive time forward nonautonomous. Even when a system is defined for all time, only
positive time may be relevant for the associated underline problem. It is therefore important
to study persistence for forward nonautonomous systems of parabolic equations.
The objective of this paper is first to introduce a proper notion of uniform persistence (i.e.,
forward uniform persistence) for forward nonautonomous systems of parabolic equations in
some natural state space X and then to provide sufficient conditions (in terms of the principal
spectrum) for those systems to be uniformly persistent under some basic assumptions.
To be more precise, let us first introduce our basic assumptions. Throughout the paper we
assume
(A1) D ⊂ RN is a bounded domain, the boundary ∂ D of which is an (N − 1)-dimensional
manifold of class C2+α , for some α > 0.
(A2) The functions fi (i = 1, 2) and their first order partial derivatives are bounded and
Lipschitz continuous on [0,∞) × D¯ × [0, M] × [0, M], for any M > 0.
(A3) There are P1 > 0, P2 > 0 and continuous functions m1 : [P1,∞) → (0,∞) and
m2 : [P2,∞) → (0,∞) such that f1(t, x, u1, u2) ≤ −m1(u1) for any t ≥ 0, x ∈ D¯,
and any u1 ≥ P1, u2 ≥ 0 and f2(t, x, u1, u2) ≤ −m2(u2) for any t ≥ 0, x ∈ D¯, and
any u1 ≥ 0, u2 ≥ P2.
(A4) There is a continuous function m˜ : [0,∞) × [0,∞) → (0,∞) such that ∂ui f j (t, x,
u1, u2) ≤ −m˜(u1, u2) for i, j = 1, 2, all t ≥ 0, x ∈ D¯, and u1, u2 ∈ [0,∞).
In the following, i denotes 1 or 2, unless otherwise specified.
Let Xi be a fractional power space of the Laplacian operator  in L p(D) with the bound-
ary condition Bi u = 0 such that Xi is compactly imbedded into C1(D¯). We denote the norm
in Xi by ‖·‖Xi .
Denote X+i := { u ∈ Xi : u(x) ≥ 0 for all x ∈ D¯ }. The interior X++i of X+i is nonempty,
and is characterized in the following way: In the case of Dirichlet boundary conditions,
X++i = { u ∈ X+i : u(x) > 0 for all x ∈ D and (∂u/∂ν)(x) < 0 for all x ∈ ∂ D }, and in
the case of Neumann boundary conditions, X++i = { u ∈ X+i : u(x) > 0 for all x ∈ D¯} (see
[22, Lemma 7.1.8]).
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As ui is a nonnegative quantity (usually it is the population density of the i-th
species), we are interested only in nonnegative solutions of (1.1). By the theory in [7],
for each t0 ≥ 0 and each u0 = (u10, u20) ∈ X+ := X+1 × X+2 there is a (classical) solution
u(·; t0, u0) = (u1(·; t0, (u10, u20)), u2(·; t0, (u10, u20))), defined on [t0,∞), of (1.1) with
initial condition u(t0; t0, u0)(x) = u0(x).
Let now ϕiprinc denote a normalized nonnegative principal eigenfunction of the Laplace
operator with the corresponding boundary operator Bi . Observe that ϕiprinc ∈ X++i . We
call (1.1) forward uniformly persistent if there is η > 0 such that for each initial value
u0 = (u10, u20) with both u10 and u20 nonnegative and not identically equal to zero there
exists τ > 0 such that u1(t; t0, u0)(x) ≥ ηϕ1princ(x) and u2(t; t0, u0)(x) ≥ ηϕ2princ(x) for all
t0 ≥ 0, t ≥ t0 + τ and x ∈ D¯ (see Sect. 4 for detail).
The theory of principal spectrum for linear second order parabolic equations, as presented
in the authors’ monograph [22] and extended to the forward nonautonomous case in [23], will
be the main tool to investigate the sufficient conditions for forward uniform persistence of
(1.1). The reader is also referred to [9–11,13,17–21,25] for the studies of principal spectrum
of various nonautonomous parabolic equations. Roughly speaking, the principal spectrum
of the problem
{
ut = u + c(t, x)u, t > 0, x ∈ D,
Bu = 0, t > 0, x ∈ ∂ D, (1.2)
where c : [0,∞)× D¯ → R and B = B1 or B2, equals the set of limits of logarithmic growth
rates of its nonnegative solutions (see Sect. 2 for detail). The principal spectrum is a nonempty
compact interval [λmin(c;B), λmax(c;B)].
Note that when c(t, x) is independent of time t or is periodic in t , then [λmin(c;B), λmax
(c;B)] is a singleton (i.e., λmin(c;B) = λmax(c;B)) and λprinc(c;B) := λmin(c;B) is the
principal eigenvalue of the associated eigenvalue problem of (1.2). More generally, if c(t, x)
is asymptotic to a uniquely ergodic function c∗(t, x) (see Definition 2.5), then applying
the theory in [14] it is proved in [23] that [λmin(c;B), λmax(c;B)] is also a singleton (see
Proposition 2.3).
Let f0i (t, x) := fi (t, x, 0, 0). For given u10 ∈ X+1 \ {0} and u20 ∈ X+2 \ {0}, let
f u1012 (t, x) := f2(t, x, u1(t; 0, (u10, 0))(x), 0) and f u2021 (t, x) := f1(t, x, 0, u2(t; 0, (0, u20))
(x)).
In [23] it is proved that if λmin( f01;B1) > 0, then (1.1) in the absence of the species u2,
i.e.,
{
u1t = u1 + f1(t, x, u1, 0)u1, t > 0, x ∈ D,
B1u1 = 0, t > 0, x ∈ ∂ D, (1.3)
is forward uniformly persistent, and if λmin( f02;B2) > 0, then (1.1) in the absence of the
species u1, i.e.,
{
u2t = u2 + f2(t, x, 0, u2)u2, t > 0, x ∈ D,
B2u2 = 0, t > 0, x ∈ ∂ D, (1.4)
is forward uniformly persistent (see Proposition 3.10 for detail).
In this paper, we further prove
(1) If λmin( f01;B1) > 0, then λmin( f u1012 ;B2) and λmax( f u1012 ;B2) are independent of u10 ∈
X+1 \ {0} (hence we may put λ1min := λmin( f u1012 ;B2) and λ1max := λmax( f u1012 ;B2)) (see
Theorem 4.1).
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(2) If λmin( f02;B2) > 0, then λmin( f u2021 ;B1) and λmax( f u2021 ;B1) are independent of u20 ∈
X+ \ {0} (hence we may put λ2min := λmin( f u2021 ;B1) and λ2max = λmax( f u2021 ;B1)) (see
Theorem 4.1).
We then have the following general result for the forward uniform persistence of (1.1).
(3) Assume that λmin( f0i ;Bi ) > 0 for i = 1, 2 and λimin > 0 for i = 1, 2. Then (1.1) is
forward uniformly persistent (see Theorem 4.2).
Moreover, we get the following easily checkable sufficient conditions for forward uniform
persistence of (1.1).
(4) If λmin( f˜1;B1) > 0 and λmin( f˜2;B2) > 0, where f˜1(t, x) := f1(t, x, 0, P2) and
f˜2(t, x) := f2(t, x, P1, 0), then (1.1) is forward uniformly persistent (see Theorem 5.1).
(5) If λmin( fˆ1,{sn ,tn};B1) > 0 and λmin( fˆ2,{sn ,tn};B2) > 0 for any sn → ∞ and tn − sn →























f˜2(t, x) dt , then (1.1) is forward uniformly persistent (see Theorem 5.2).
The rest of the paper is organized as follows. In Sect. 2, we collect the basic properties of
the principal spectrum for forward nonautonomous parabolic equations to be used in proving
the main results. In Sect. 3, we explore the fundamental properties of nonnegative solutions
of (1.1), which will also be used in proving the main results. The main above results (1)–(3)
are stated and proved in Sect. 4 (Theorems 4.1 and 4.2). The paper concludes with Sect. 5, in
which the above sufficient conditions (4) and (5) for forward uniform persistence are proved
(Theorems 5.1 and 5.2).
The authors thank the referee for valuable remarks.
2 Principal Spectrum of Forward Nonautonomous Parabolic Equations
In this section, we collect some basic properties of principal spectrum of forward nonauton-
omous parabolic equations for the later use. The reader is referred to [23] for detail.
First, we introduce some standing notations. For B1, B2 Banach spaces, L(B1, B2)denotes
the Banach space of all bounded linear operators from B1 into B2. Instead of L(B, B) we
write L(B).
We denote the norm in L2(D) by ‖·‖, where D ⊂ RN satisfies (A1). Denote L2(D)+ :=
{ u ∈ L2(D) : u(x) ≥ 0 for Lebesgue-a.e. x ∈ D }. For u, v ∈ L2(D) we write
u ≤ v if v − u ∈ L2(D)+,
u < v if v − u ∈ L2(D)+ \ {0}.
The symbols ≥ and > are used in an analogous manner.
B will stand for the boundary operator either of the Dirichlet type
Bu = u on ∂ D,




where ν denotes the unit normal vector pointing out of D.
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Consider now the following forward nonautonomous boundary value problem (see [23]),
{
ut = u + c(t, x)u, t > 0, x ∈ D,
Bu = 0, t > 0, x ∈ ∂ D, (2.1)
where c : [0,∞) × D¯ → R is a bounded and Lipschitz continuous function.
For s ≥ 0 and u0 ∈ L2(D), let
[ [s,∞) 
 t → Uc(t, s)u0 ∈ L2(D) ]
denote the weak solution u(t, x) of (2.1) satisfying the initial condition u(s, ·) = u0 (hence
u(t, x) = Uc(t, s)u0)). For definition and properties of weak solutions the reader is referred
to [23, Subsection 2.3].
Definition 2.1 (Principal resolvent) A real number λ belongs to the principal resolvent
ρ(c;B) of (2.1) or {Uc(t, s)}t≥s≥0, if either of the following conditions holds:
• There are η > 0, M ≥ 1, and T > 0 such that
‖Uc(t, s)‖ ≤ Me(λ−η)(t−s) for t > s ≥ T
(in this case, we say that such λ belongs to the upper principal resolvent ρ+(c;B)),
• There are η > 0, M ∈ (0, 1], and T > 0 such that
‖Uc(t, s)‖ ≥ Me(λ+η)(t−s) for t > s ≥ T
(in this case, we say that such λ belongs to the lower principal resolvent ρ−(c;B)).
Definition 2.2 (Principal spectrum) The principal spectrum (c;B) of (2.1) or
{Uc(t, s)}t≥s≥0 equals the complement in R of the principal resolvent ρ(c;B).
Proposition 2.1 Assume that c is a bounded and Lipschitz continuous real function on
[0,∞) × D¯. Then there are real numbers λmin(c;B) ≤ λmax(c;B) such that [λmin(c;B),
λmax(c;B)] = (c;B) and for any nonzero u0 ∈ L2(D)+ there holds












t − s = lim sups→∞
t−s→∞
ln ‖Uc(t, s)u0‖
t − s = λmax(c;B).
Proof The proposition follows from the arguments similar to those in [23, Theorem 4.7]. unionsq
The principal spectrum of (2.1) therefore describes the logarithmic growth rates of its
nonnegative solutions as t → ∞. It then can be characterized by the limiting equations of
(2.1) as t → ∞.
To see this in more detail, extend the function c to a function c¯ : R × D¯ → R by putting
c¯(t, x) := c(0, x) for t < 0, x ∈ D¯. For any function c˜ : R × D¯ → R and any t ∈ R we




cl { c¯ · t : t ∈ [s,∞) }, (2.2)
where the closure is taken in the open-compact topology. Note that C0(c) is nonempty, com-
pact (with respect to the open-compact topology), connected and invariant (with respect to
time translation).
123
556 J Dyn Diff Equat (2011) 23:551–571
For given c˜ ∈ C0(c) and s ∈ R, consider
{
ut = u + c˜(t, x)u, t > s, x ∈ D,
Bu = 0, t > s, x ∈ ∂ D. (2.3)
For s ∈ R and u0 ∈ L2(D), let
[ [s,∞) 
 t → Uc˜(t, s)u0 ∈ L2(D) ]
denote the weak solution u(t, x) of (2.3) satisfying the initial condition u(s, ·) = u0 (see also
[23, Subsection 2.3] for the properties of weak solutions of (2.3)).
Definition 2.3 λ ∈ R belongs to the principal resolvent ρ˜(c;B) of (2.3) over C0(c), if either
of the following conditions is satisfied:
• there are η > 0 and M ≥ 1 such that
‖Uc˜(t, 0)‖ ≤ Me(λ−η)t for t > 0, c˜ ∈ C0(c)
(in this case, we say that λ belongs to the upper principal resolvent ρ˜+(c;B) of (2.3) over
C0(c)),
• there are η > 0 and M ∈ (0, 1] such that
‖Uc˜(t, 0)‖ ≥ Me(λ+η)t for t > 0, c˜ ∈ C0(c)
(in this case, we say that λ belongs to the lower principal resolvent ρ˜−(c;B) of (2.3) over
C0(c)).
Definition 2.4 The principal spectrum ˜(c;B) of (2.3) over C0(c) equals the complement
in R of the principal resolvent of (2.3) over C0(c).
We have
Proposition 2.2 (1) ˜(c;B) is a compact interval [λ˜min(c;B), λ˜max(c;B)].
(2) (c;B) = ˜(c;B), that is, λmin(c;B) = λ˜min(c;B) and λmax(c;B) = λ˜max(c;B).
Proof (1) See [22, Theorem 3.1.1].
(2) This part follows from arguments similar to those in [23, Theorem 4.3]. unionsq
Definition 2.5 (1) A real function c which is bounded and Lipschitz continuous on R × D¯
is said to be uniquely ergodic if the compact flow (H(c), R) is uniquely ergodic, where
H(c) = cl { c · τ : τ ∈ R } with the open-compact topology (the closure is taken in the
open-compact topology), and (c˜, t) = c˜ · t for c˜ ∈ H(c) and t ∈ R.
(2) A real function c which is bounded and Lipschitz continuous on R × D¯ is said to be
asymptotic to a uniquely ergodic c∗(·, ·) if c(t, x)− c∗(t, x) → 0 as t → ∞ uniformly
in x ∈ D¯.
Note that if c∗(t, x) is periodic or almost periodic in t , then it is uniquely ergodic. If
c(t, x) is asymptotic to a uniquely ergodic function c∗(t, x), then C0(c) ⊂ H(c∗) and hence
(C0(c), R) is uniquely ergodic.
Proposition 2.3 If c(t, x) is asymptotic to a uniquely ergodic function, then λmin(c,B) =
λmax(c,B).
Proof See [23, Corollary 4.5]. unionsq
We remark that both (2.1) and (2.3) can be considered in other state spaces. For example,
let X be a fractional power space of the Laplacian operator  in L p(D) with the boundary
condition Bu = 0 such that X is compactly imbedded into C1(D¯). We denote the norm in X
by ‖·‖X .
123
J Dyn Diff Equat (2011) 23:551–571 557
3 Fundamental Properties
In this section, we establish the fundamental properties of nonnegative solutions of (1.1), i.e.,
{
u1t = u1 + f1(t, x, u1, u2)u1, x ∈ D,
u2t = u2 + f2(t, x, u1, u2)u2, x ∈ D, (3.1)
endowed with the boundary conditions
{
B1u1 = 0, x ∈ ∂ D,
B2u2 = 0, x ∈ ∂ D,
(3.2)
where f = ( f1, f2) : [0,∞) × D¯ × [0,∞) × [0,∞) → R2. Throughout the present section
we assume (A1)–(A4). We focus on the proof of the properties of nonnegative solutions of
(3.1)+(3.2), which will be used in the investigation of the uniform persistence of (3.1) + (3.2)
in later sections.
Observe that, to investigate the uniform persistence of (3.1) + (3.2), in addition to
(3.1) + (3.2), it is also important to study the limit equations of the positive time translations of
(3.1) + (3.2). To this end, we extend the function f to a function f¯ : R× D¯×[0,∞)×[0,∞) →
R
2 by putting f¯(t, x, u) := f(0, x, u) for t < 0, x ∈ D¯ and u ∈ [0,∞) × [0,∞).
For any function g : R×D¯×[0,∞)×[0,∞) → R2 and any t ∈ R we write g · t (τ, x, u) :=
g(τ + t, x, u), τ ∈ R, x ∈ D¯, u ∈ [0,∞) × [0,∞).
Put
Z := cl { f¯ · t : t ∈ R } (3.3)
with the open-compact topology, where the closure is taken in the open-compact topology. It
is a consequence of (A2) via the Ascoli–Arzelà theorem that the set Z is a compact metrizable






cl { f¯ · t : t ∈ [s,∞) }. (3.4)
Z0, as the ω-limit set of a forward orbit in the compact flow (Z, {ζ t }t∈R), is nonempty,
compact, connected and invariant.
Put
Z˜ := { f¯ · t : t ≥ 0 } ∪ Z0. (3.5)
The set Z˜ is a closed, hence compact, subset of Z. Further, it is forward invariant: for any
g ∈ Z˜ and any t ≥ 0 there holds g · t ∈ Z˜.
We denote by d(·, ·) a metric on Z which induces the open-compact topology in Z.
For any g = (g1, g2) ∈ Z˜, consider the following competitive Kolmogorov system of






= u1 + g1(t, x, u1, u2)u1, t > 0, x ∈ D,
∂u2
∂t
= u2 + g2(t, x, u1, u2)u2, t > 0, x ∈ D,
B1u1 = 0, t > 0, x ∈ ∂ D,
B2u2 = 0, t > 0, x ∈ ∂ D.
(3.6)
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To emphasize the dependence of an equation on a parameter g (or another) we will sometimes
write (3.6) (or similar ones) as (3.6)g.
Let X := X1 × X2. We put X+ := X+1 × X+2 , and X++ := X++1 × X++2 . Observe that
X++ is the interior of X+.
For u = (u1, u2), v = (v1, v2) ∈ X we write
u ≤2 v if (v1 − u1, u2 − v2) ∈ X+,
u <2 v if (v1 − u1, u2 − v2) ∈ X+ \ {(0, 0)},
u 2 v if (v1 − u1, u2 − v2) ∈ X++.
The symbols ≥2, >2 and 2 are used in an analogous manner.
By the theory in [7], for each t0 ≥ 0 and each u0 = (u10, u20) ∈ X+ there is a (classi-
cal) solution u(·; t0, u0) = (u1(·; t0, (u10, u20)), u2(·; t0, (u10, u20))), defined on [t0,∞), of
(3.1) + (3.2) with initial condition u(t0; t0, u0)(x) = u0(x).
3.1 Nonnegative Solutions
In this subsection, we present some basic properties for nonnegative solutions of (3.6)g for
g ∈ Z˜.
First, by the theory in [7], the following holds:
Proposition 3.1 (Existence and uniqueness of a classical solution) For each u0 = (u10, u20)
∈ X+ and each g = (g1, g2) ∈ Z˜ there exists a unique solution
u(·; u0, g) = (u1(·; (u10, u20), (g1, g2)), u2(·; (u10, u20), (g1, g2)))
of (3.6) satisfying the initial condition u(0, ·) = u0, defined on [0,∞). Moreover, the solution
is classical.
Note that for any t0 ≥ 0 and any u0 ∈ X+ there holds
u(t + t0; t0, u0) = u(t; u0, f¯ · t0) for all t ≥ 0.
Proposition 3.2 (Continuous dependence) The mapping
[ [0,∞) × X+ × Z˜ 
 (t, u0, g) → u(t; u0, g) ∈ X+ ]
is continuous.
In view of the above result, the family (3.6)g, g ∈ Z˜, generates a topological skew-product
semiflow ˜ on the product bundle X+ × Z˜, covering the translation semiflow on Z˜:
˜(t; u0, g) := (u(t; u0, g), g · t), t ≥ 0, u0 ∈ X+, g ∈ Z˜. (3.7)
By 0 we understand the topological skew-product semiflow on the product bundle X+ ×
Z0, covering the translation flow on Z0:
0(t; u0, g) := (u(t; u0, g), g · t), t ≥ 0, u0 ∈ X+, g ∈ Z0. (3.8)
Proposition 3.3 (Differentiability) The derivative ∂2u of the mapping
[ [0,∞) × X+ × Z˜ 
 (t, u0, g) → u(t; u0, g) ∈ X+ ]
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with respect to the u0-variable exists and is continuous on the set (0,∞)× X+ ×Z˜. For
u0 = (u10, u20) ∈ X+ and v0 = (v10, v20) ∈ X the function [ t → v(t) ], where v(t) =






= v1 + ∂G1
∂u1
(t, x, u(t; u0, g)(x))v1
+∂G1
∂u2
(t, x, u(t; u0, g)(x))v2, t > 0, x ∈ D,
∂v2
∂t
= v2 + ∂G2
∂u1
(t, x, u(t; u0, g)(x))v1
+∂G2
∂u2
(t, x, u(t; u0, g)(x))v2, t > 0, x ∈ D,
B1v1 = 0, t > 0, x ∈ ∂ D,
B2v2 = 0, t > 0, x ∈ ∂ D,
(3.9)
with initial conditions v1(0)=v10, v2(0) = v20, where Gi (t, x, u1, u2) := gi (t, x, u1, u2)ui ,
i = 1, 2.
Proposition 3.4 (Order preserving) Let g ∈ Z˜.
(1) If (u1, u2), (v1, v2) ∈ X+, (u1, u2) ≤2 (v1, v2), then
u(t; (u1, u2), g) ≤2 u(t; (v1, v2), g)
for each t ≥ 0.
(2) If (u1, u2), (v1, v2) ∈ X+, (u1, u2) <2 (v1, v2) and v1 > 0, u2 > 0, then
u(t; (u1, u2), g) 2 u(t; (v1, v2), g)
for each t > 0.
Proposition 3.5 (Compactness) For any δ0 > 0 and any B ⊂ X+ bounded in the C(D¯) ×
C(D¯)-norm, the set { u(t; u0, g) : t ≥ δ0, u0 ∈ B, g ∈ Z˜ } has compact closure in the
X-norm.
Proposition 3.6 (Semitrivial solutions)
(1) For any u0 ∈ X+×{0}, u(t; u0, g) ∈ X+×{0} for all t ≥ 0 and g ∈ Z˜ (such u(t; u0, g)
is called a semitrivial solution).
(2) For any u0 ∈ {0}×X+, u(t; u0, g) ∈ {0}×X+ for all t ≥ 0 and g ∈ Z˜ (such u(t; u0, g)
is also called a semitrivial solution).
Observe that the first coordinate of a semitrivial solution u(·; u0, g) = (u1(·; (u10, 0),
(g1, g2)), 0) is the solution of the problem
{
∂u1
∂t = u1 + g1(t, x, u1, 0)u1, t > 0, x ∈ D,
B1u1 = 0, t > 0, x ∈ ∂ D,
(3.10)
satisfying the initial condition u1(0) = u10. Similarly, the second coordinate of a semitrivial






= u2 + g2(t, x, 0, u2)u2, t > 0, x ∈ D,
B2u2 = 0, t > 0, x ∈ ∂ D,
(3.11)
satisfying the initial condition u2(0) = u20.
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3.2 Linearization at Trivial Solutions
In this subsection, we consider the linearization of (3.1) + (3.2) at the trivial solution







= vi + f0i (t, x)vi , t > 0, x ∈ D,
Bivi = 0, t > 0, x ∈ ∂ D,
(3.12)
where f0i (t, x) = fi (t, x, 0, 0), t ≥ 0, x ∈ D, i = 1, 2. We write (3.12) for f01 (resp. f02)
as (3.12)1 (resp. (3.12)2). Recall that [λmin( f0i ,Bi ), λmax( f0i ;Bi )] denotes the principal
spectrum of (3.12)i , i = 1, 2.
We define mappings p1 : Z˜ → C(R× D¯ ×[0,∞)) and p2 : Z˜ → C(R× D¯ ×[0,∞)) by
(p1(g))(t, x, u1) := g1(t, x, u1, 0) for t ∈ R, x ∈ D¯ and u1 ≥ 0
and
(p2(g))(t, x, u2) := g2(t, x, 0, u2) for t ∈ R, x ∈ D¯ and u2 ≥ 0,
where g = (g1, g2) ∈ Z˜.
We write p1(g) := (p1(g), 0) and p2(g) := (0, p2(g)), g ∈ Z˜.
Further, we introduce a mapping p0 : Z˜ → C(R × D¯) by
p0(g) := g0,
where g0(t, x) := g(t, x, 0, 0) for g ∈ Z˜. Finally, we introduce p01 : Z˜ → C(R × D¯) by
p01(g) := g01,
where g01(t, x) := g1(t, x, 0, 0) for g = (g1, g2) ∈ Z˜, and p02 : Z˜ → L∞(R × D, R) by
p02(g) := g02,
where g02(t, x) := g2(t, x, 0, 0).
Denote by Y˜0, Y˜ 01, and Y˜ 02 the images of p0, p01, and p02, respectively.
It follows from Proposition 3.3 that for any v0 = (v10, v20) ∈ X and any g = (g1, g2) ∈ Z˜
the function [ (0,∞) 







= vi + g0i (t, x)vi , t > 0, x ∈ D,
Bivi = 0, t > 0, x ∈ ∂ D,
(3.13)
with initial condition vi (0) = vi0, i = 1, 2.
For g0 = (g01, g02) = p0(g) ∈ p0(Z˜) and vi0 ∈ L2(D) consider the weak solution
[ [0,∞) 
 t → U 0ig0i (t, 0)vi0 ∈ L2(D) ]
of (3.13)g0i , i = 1, 2 (for properties of weak solutions, see [23, Subsection 2.3]). We may
write U 01g0 (t, 0) and U
02
g0 (t, 0) for U
01
g01(t, 0) and U
02
g02(t, 0), respectively, if no confusion
occurs. Let [λmin(p0i (Z0);Bi ), λmax(p0i (Z0);Bi )] be the principal spectral interval of (3.13)
over p0i (Z0).
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Proposition 3.7 Assume (A1)–(A4). Then
λmin( f0i ;Bi ) = λmin(p0i (Z0);Bi ) and λmax( f0i ;Bi ) = λmax(p0i (Z0);Bi )
for i = 1, 2.
Proof The proposition follows from the fact that C0( f0i ) = p0i (Z0) (see (2.2) for the defi-
nition of C0(·)) and Proposition 2.2. unionsq
3.3 Semitrivial Solutions
In this subsection, we explore some important properties of semitrivial solutions of (3.1) +
(3.2).
First, we recall the notion of part metric. For given u10, u
2







ln α : α > 1, 1
α
u10 ≤ u20 ≤ αu10
}
.







ln α : α > 1, 1
α
u10 ≤ u20 ≤ αu10
}
.
2(·, ·) is called the part metric in X++2 .
Proposition 3.8 (1) For any g ∈ Z0 and u10, u20 ∈ X++1 , u10 = u20, the function
1(u1(t; (u10, 0), g), u1(t; (u20, 0), g)) is decreasing in t > 0.
(2) For any g ∈ Z0 and u10, u20 ∈ X++2 , u10 = u20, the function 2(u2(t; (0, u10), g), u2(t;
(0, u20), g)) is decreasing in t > 0.
Proof The proposition follows from the arguments in [19, Lemma 3.2]. unionsq
Proposition 3.9 (1) Assume λmin( f01;B1) > 0. Then there exists a continuous function
ξ1 : Z0 → X++1 such that
(i) 01 := { ((ξ1(g), 0), g) : g ∈ Z0 } is invariant,
(ii) for any u∗ ∈ X+1 \ {0} there holds
sup {‖u(t; (u∗, 0), g) − u(t; (ξ1(g), 0), g)‖X : g ∈ Z0 } → 0 (3.14)
as t → ∞,
(iii) there is P∗1 ∈ (0, P1) such that ξ1(g)(x) ≤ P∗1 for all g ∈ Z0 and x ∈ D¯.
(2) Assume λmin( f02;B2) > 0. Then there exists a continuous function ξ2 : Z0 → X++2
such that
(i) 02 := { ((0, ξ2(g)), g) : g ∈ Z0 } is invariant,
(ii) for any u∗ ∈ X+2 \ {0} there holds
sup {‖u(t; (0, u∗), g) − u(t; (0, ξ2(g)), g)‖X : g ∈ Z0 } → 0 (3.15)
as t → ∞,
(iii) there is P∗2 ∈ (0, P2) such that ξ2(g)(x) ≤ P∗2 for all g ∈ Z0 and x ∈ D¯.
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The invariance of 01 is understood in the following sense: For each g ∈ Z0 and each
t > 0 there holds u(t; (ξ1(g), 0), g) = (ξ1(g · t), 0), and for each g ∈ Z0 and each t < 0
there holds u(−t; (ξ1(g · t), 0), g · t) = (ξ1(g), 0).
Consequently, for each g ∈ Z0 the function [ R 
 t → (ξ1(g · t), 0) ∈ X ] is an entire
solution of (3.6)g. We will denote this solution by u(t; (ξ1(g), 0), g).
Proof We prove only (1), the proof of statement (2) being similar.
(1)(i) and (ii) follow from the arguments in [22, Theorem 7.1.12].
In the proof of (1)(iii) we apply an approach similar to the proof of [22, Theorem 7.1.7].
Define a function g˜1 : [0,∞) → R by g˜1(w) := sup { g1(t, x, w, 0) : g1 ∈ p1(Z0), t ∈
R, x ∈ D¯ }. The function g˜1 is locally Lipschitz continuous. The (unique) solution w(·)
of the ODE w˙ = g˜1(w)w satisfying the initial condition w(0) = P1 is a supersolution of
(3.10)g1 , for any g1 ∈ p1(Z0). As there are θ > 0 and P∗1 ∈ (0, P1) such that w(t) ≤ P∗1
for all t ≥ θ , it follows that u1(t; (u0, 0), g1, 0)(x) ≤ P∗1 for all t ≥ θ, g1 ∈ p1(Z0) and
x ∈ D¯. Consequently,
ξ1(g)(x) ≤ P∗1
for all g ∈ Z0 and x ∈ D¯. unionsq
Recall that u(t; t0, u0) = (u1(t; t0, u0), u2(t; t0, u0)) denotes the solution of (3.1) + (3.2)
with u(t0; t0, u0) = u0.
Proposition 3.10 (1) If λmin( f01;B1) > 0, then there is η01 > 0 such that for any u10 ∈
X+1 \ {0} there is τ(u10) ≥ 0 with the property that
u1(t; t0, (u10, 0)) ≥ η01ϕ1princ
for all t0 ≥ 0 and all t ≥ τ(u10) + t0.
(2) If λmin( f02;B2) > 0, then there is η02 > 0 such that for any u20 ∈ X+2 \ {0} there is
τ(u20) ≥ 0 with the property that
u2(t; t0, (0, u20)) ≥ η02ϕ2princ
for all t0 ≥ 0 and all t ≥ τ(u20) + t0.
Proof It follows from [23, Theorem 6.1]. unionsq
4 Main Results
In this section, we state and prove the main results of the paper. Throughout the present
section, assume (A1)–(A4).
Let ϕiprinc denote the unique (nonnegative) principal eigenfunction of the elliptic boundary
value problem
{
u = λu on D,
Bi u = 0 on ∂ D, (4.1)
normalized so that sup {ϕiprinc(x) : x ∈ D¯ } = 1 (i = 1, 2). By the elliptic strong maximum
principle and the Hopf boundary point principle, in the Dirichlet case ϕiprinc(x) > 0 for each
x ∈ D and (∂ϕiprinc/∂ν)(x) < 0 for each x ∈ ∂ D. In the Neumann case ϕiprinc ≡ 1.
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Definition 4.1 (3.1) + (3.2) is said to be forward uniformly persistent if there is η > 0 such
that for any u0 ∈ (X+1 \ {0}) × (X+2 \ {0}) there is τ(u0) ≥ 0 with the property that
ui (t; t0, u0) ≥ ηϕiprinc
for i = 1, 2, all t0 ≥ 0 and t ≥ t0 + τ(u0).
Let
f0i (t, x) := fi (t, x, 0, 0).
As in Sect. 1, for given u10 ∈ X+1 \ {0} and u20 ∈ X+2 \ {0}, let
f u1012 (t, x) := f2(t, x, u1(t; 0, (u10, 0))(x), 0),
and
f u2021 (t, x) := f1(t, x, 0, u2(t; 0, (0, u20))(x)).
Our first result reads as follows.
Theorem 4.1 (1) If λmin( f01;B1) > 0, then λmin( f u1012 ;B2) and λmax( f u1012 ;B2) are inde-
pendent of u10 ∈ X+1 \ {0}.
(2) If λmin( f02;B2) > 0, then λmin( f u2021 ;B1) and λmax( f u2021 ;B1) are independent of u20 ∈
X+2 \ {0}.
Assume
(A5) λmin( f0i ;Bi ) > 0 for i = 1, 2.
By Theorem 4.1, if we assume (A1)–(A5) then λmin( f u1012 ;B2) and λmax( f u1012 ;B2) are
independent of u10 ∈ X+1 \ {0} and λmin( f u2021 ;B1) and λmax( f u2021 ;B1) are independent of
u20 ∈ X+2 \ {0}. In such a case, we put λ1min := λmin( f u1012 ;B2) and λ1max := λmax( f u1012 ;B2)
and λ2min := λmin( f u2021 ;B1) and λ2max := λmax( f u2021 ;B1). Our second result then reads as
follows.
Theorem 4.2 Assume (A1)–(A5) and λimin > 0 for i = 1, 2. Then (3.1) + (3.2) is forward
uniformly persistent.
Proof of Theorem 4.1 (1) First assume λmin( f01;B1) > 0. Let ξ1 be as in Proposition 3.9.
For g ∈ Z0 denote
p12(g)(t, x) := g2(t, x, ξ1(g · t)(x), 0), t ∈ R, x ∈ D¯.
Let Y 10 := p12(Z0). The set Y 10 is considered endowed with the open-compact topology.
As a continuous image of a compact set, it is compact, too. Denote a generic element of Y 10
by g12.
For g12 ∈ Y 10 and s ∈ R we put (g12 · s)(t, x) := g2(t + s, x, ξ1(g · (t + s))(x), 0), t ∈





= v2 + g12(t, x)v2, x ∈ D,
B2v2 = 0, x ∈ ∂ D,
(4.2)
where g12 ∈ Y 10 . We write sometimes (4.2) as (4.2)g12 .
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For g ∈ Z0 the equation (4.2)p12(g) equals the second coordinate of the linearization (3.9)
of (3.6) along the semitrivial solution u(t; (ξ1(g), 0), g).
For g12 ∈ Y 10 , t ≥ 0 and v20 ∈ L2(D) denote by U 12g12(t, 0)v20 the weak solution operator
of (4.2). Put
12(t; v20, g12) := (U 12g12(t, 0)v20, g12 · t), t ≥ 0, v20 ∈ L2(D), g12 ∈ Y 10 . (4.3)
Denote by [λ1min, λ1max] the principal spectrum of (4.2) over Y 10 .
We claim that [λmin( f u101 ;B2), λmax( f u101 ;B2)] = [λ1min, λ1max] for any u10 ∈ X+1 \ {0}.
To this end, it suffices to prove that C0( f u1012 ) = Y 10 for any u10 ∈ X+1 \ {0} (see (2.2) for the
definition of C0(·)).
For any given u10 ∈ X+ \ {0}, take c˜ ∈ C0( f u1012 ). Then there is tn → ∞ such that
f2(t + tn, x, u1(t + tn; 0, u0)(x), 0) → c˜(t, x) in the open-compact topology, where u0 =
(u10, 0). Without loss of generality we may assume that f¯ · tn → g = (g1, g2) as n → ∞ in
Z˜ (that is, in the open-compact topology).
By applying the diagonal procedure, we can assume that for each k = 0, 1, 2, 3, . . . the
sequence u(tn − k; 0, u0) = u(tn − k; u0, f¯) converges in X, as n → ∞, to some u∗(−k).
Observe that for any k ∈ N ∪ {0} there holds
u(1; u∗(−k − 1), g · (−k − 1)) = lim
n→∞ u(1; u(tn − k − 1; u0, f¯), f¯ · (tn − k − 1))
= lim
n→∞ u(tn − k; u0, f¯) = u
∗(−k).
By putting u∗(t) := u(t −t; u∗(t), g ·(t)) for t < 0 and u∗(t) := u(t; u∗0, g) for t ≥ 0,
we get an entire solution u∗ = (u∗1, 0) : R → X of (3.6)g. It follows from Proposition 3.5
that the set { u∗(t) : t ∈ R } has compact closure in X.
Observe that [ R 
 t → u(t; (ξ1(g), 0), g) ] is also an entire solution of (3.6)g, and its
image has compact closure. We will prove that u∗(t) = u(t; (ξ1(g), 0), g) for all t ∈ R.
First, observe that there is η∗01 > 0 such that
u∗1(t) ≥ η∗01ϕ1princ and u1(t; (ξ1(g), 0), g) ≥ η∗01ϕ1princ (4.4)
for t ∈ R. Indeed, the first inequality follows from the construction of u∗ via Proposition
3.10(1), the other one is a consequence of Proposition 3.9(1).
By Proposition 3.8, 1(u∗1(t), u1(t; (ξ1(g), 0), g)) is decreasing in t ∈ R.
Suppose to the contrary that u∗1(τ ) = ξ1(g·τ) for some τ ∈ R. Take a sequence sn → −∞
such that u∗(τ +sn) → u∗∗ (in X), u(sn; (ξ1(g ·τ), 0), g ·τ) → u˜ (in X), and g ·(τ +sn) → g˜
(in Z0) as n → ∞. Repeating the above construction we can obtain two entire semitrivial
solutions u(t; u∗∗, g˜) = (u1(t; u∗∗, g˜), 0) and u(t; u˜, g˜) = (u1(t; u˜, g˜), 0) of (3.6)g˜. They
both have precompact images. Moreover,
u1(t; u∗∗, g˜) ≥ η∗01ϕ1princ and u1(t; u˜, g˜) ≥ η∗01ϕ1princ (4.5)
for t ∈ R. By the strict decrease of 1(u∗1(t), u1(t; (ξ1(g), 0), g)) in t , which follows from
Proposition 3.8, we have u∗∗ = u˜ and ρ1(u1(t; u∗∗, g˜), u1(t; u˜, g˜)) is independent of t . On
the other hand, by Proposition 3.8, 1(u1(t; u∗∗, g˜), u1(t; u˜, g˜)) is decreasing in t . This is a
contradiction. Therefore u∗1(t) = ξ1(g · t) for all t ∈ R.
Take c˜ ∈ Y 10 . There is a sequence tn → ∞ such that f¯ · tn → g = (g1, g2) in Z˜ as
n → ∞, where c˜(t, x) = g2(t, x, ξ1(g · t)(x), 0) for all t ∈ R and all x ∈ D¯. Pick any
u10 ∈ X+ \ {0}. By repeating the above construction we can show that (after possibly taking
a subsequence) f2(t +tn, x, u1(t +tn; 0, u0)(x), 0) → c˜(t, x) in the open-compact topology,
where u0 = (u10, 0). This proves the inclusion Y 10 ⊂ C0( f u1012 ).
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We then have C0( f u1012 ) = Y 10 for any u10 ∈ X+1 \ {0}. Therefore [λmin( f u1012 ;B2),
λmax( f u1012 ;B2)] = [λ1min, λ1max] for any u10 ∈ X+1 \ {0}.
(2) For g ∈ Z0 denote
p21(g)(t, x) := g1(t, x, 0, ξ2(g · t)(x)), t ∈ R, x ∈ D¯.
Let Y 20 := p21(Z0). The set Y 20 is considered endowed with the open-compact topology.
As a continuous image of a compact set, it is compact, too. Denote a generic element
of Y 20 by g21.
For g21 ∈ Y 20 and s ∈ R we put (g21 · s)(t, x) := g2(t + s, x, 0, ξ2(g · (t + s))(x)), t ∈




∂t = v1 + g21(t, x)v1, x ∈ D,
B1v1 = 0, x ∈ ∂ D, (4.6)
where g21 ∈ Y 20 . We write sometimes (4.6) as (4.6)g21 .
For g ∈ Z0 the equation (4.6)p21(g) equals the first coordinate of the linearization (3.9) of
(3.6) along the semitrivial solution u(t; (0, ξ2(g)), g).
For g21 ∈ Y 20 , t ≥ 0 and v10 ∈ L2(D) denote by U 21g21(t, 0)v10 the weak solution operator
of (4.6). Put
21(t; v10, g21) := (U 21g21(t, 0)v10, g21 · t), t ≥ 0, v10 ∈ L2(D), g21 ∈ Y 20 .
Denote by [λ2min, λ2max] the principal spectrum of (4.6) over Y 20 .
Similarly, we can prove that [λmin( f u2021 ;B1), λmax( f u2021 ;B1)] = [λ2min, λ2max].
Theorem 4.1 is thus proved. unionsq
Next we prove Theorem 4.2. We will prove only that there is η1 > 0 such that for any
u0 ∈ (X+1 \ {0}) × (X+2 \ {0}) there is τ1(u0) ≥ 0 such that
u2(t; t0, u0) ≥ η1ϕ2princ
for any t0 ≥ 0 and any t ≥ t0 + τ(u0), the other part being similar.
To do so, we first prove some lemmas. For u10 ∈ X+1 \ {0} and g ∈ Z˜ denote
p˜12(u10, g)(t, x) := g2(t, x, u(t; (u10, 0), g)(x)), t ≥ 0, x ∈ D¯.
For u10 ∈ X+1 \ {0} and g ∈ Z˜ consider the equation
{
∂v2
∂t = v2 + gu1012 (t, x)v2, x ∈ D,
B2v2 = 0, x ∈ ∂ D, (4.7)
where gu1012 = p˜12(u0, g). We write sometimes (4.7) as (4.7)gu1012 .
Equation (4.7)gu1012 equals the second coordinate of the linearization (3.9) of (3.6) along
the semitrivial solution u(t; (u10, 0), g).
For gu1012 ∈ p˜12(X+ × Z˜), t ≥ 0 and v20 ∈ L2(D) denote by U 12gu1012 (t, 0)v20 the weak
solution operator of (4.7)gu1012 .
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for any g ∈ Z0. Moreover, as X++2 is open, the function
[ Z0 
 g → sup { r > 0 : U 12g12(T, 0)ϕ2princ  rϕ2princ } ]
is lower semicontinuous. Since it takes values in (3,∞), its infimum (denoted by m) is, by
the compactness of Z0, attained, hence is larger than 3.
Fix δ0 > 0 so small that
δ0 < min
{
ln m − ln 3
T
,




Lemma 4.3 Let T and δ0 be as above. If u10 ∈ X+1 \ {0}, g˜ ∈ Z˜ and g ∈ Z0 are such that
g˜u1012 (t, x) ≥ g12(t, x) − δ0 for t ∈ [0, T ] and x ∈ D¯,
where g˜u1012 = p˜12(u0, g˜) and g12 = p12(g), then U 12g˜u1012 (T, 0)ϕ
2
princ  3ϕ2princ.
Proof Denote by [ [0, T ] 




= v2 + (g12(t, x) − δ0)v2, t ∈ [0, T ], x ∈ D,
B2v2 = 0, t ∈ [0, T ], x ∈ ∂ D,
satisfying v˜2(0) = ϕ2princ. There holds v˜2(t) = e−tδ0U 12g12(t, 0)ϕ2princ for all t ∈ [0, T ]. It
follows from the monotone dependence of solutions on the zero-order coefficients (compare,
for instance, [22, Proposition 2.2.10(1)–(2)]) that U 12
g˜u1012




(T, 0)ϕ2princ ≥ v˜2(T ) = e−T δ0U 12g12(T, 0)ϕ2princ  3ϕ2princ. unionsq
As 01 is compact, it follows from uniform continuity on compact sets that there exist
1 > 0 and 2 > 0 with the property that if for any g = (g1, g2) ∈ Z0 and g˜ = (g˜1, g˜2) ∈ Z˜
we have d(g, g˜) ≤ 1 then
g˜2(t, x, ξ1(g)(x) + 2, 0) ≥ g2(t, x, ξ1(g)(x), 0) − δ0, t ∈ [0, T ], x ∈ D¯. (4.8)
Fix 1 and 2 as above. Denote
E := { ((u10, 0), g˜) ∈ (X+1 × {0}) × Z˜ : there is g ∈ Z0
such that d(g, g˜) ≤ 1 and u10 ≤ ξ1(g) + 2 }.
E is a closed subset of X × Z˜.
It follows from Lemma 4.3 that U 12
g˜u1012
(T, 0)ϕ2princ  3ϕ2princ for all ((u10, 0), g˜) ∈ E.
The closure in the X2-topology of the set {U 12g˜u1012 (T, 0)ϕ
2
princ : (u10, g˜) ∈ E } is contained in
3ϕ2princ + X+2 ⊂ 2ϕ2princ + X++2 and is, by Proposition 3.5, compact. Therefore
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cl {U 12
g˜u1012
(T, 0)ϕ2princ − 2ϕ2princ : ((u10, 0), g˜) ∈ E }
= cl {U 12
g˜u1012
(T, 0)ϕ2princ : ((u10, 0), g˜) ∈ E } − 2ϕ2princ ⊂ X++2
is compact, hence there is 0 > 0 such that
inf{ ‖(U 12
g˜u1012
(T, 0)ϕ2princ − 2ϕ2princ) − v‖X2 : ((u10, 0), g˜) ∈ E, v ∈ ∂ X+2 } ≥ 0 (4.9)
for any  > 0.
Lemma 4.4 Let T and E be as above. There is 0 > 0 such that
u2(T ; (u10, ϕ2princ), g˜)  2ϕ2princ
for each ((u10, 0), g˜) ∈ E and each  ∈ (0, 0].
Proof First, let
E˜ := {((u10, 0), g˜) ∈ (X+1 × {0}) × Z˜ : there exists g ∈ Z0
such that d(g, g˜) ≤ 1 and u10 = ξ1(g) + 2}.
It is clear that E˜ ⊂ E and cl E˜ is a compact subset of E. Note that for any ((u10, 0), g˜)∈ E,
there is g ∈ Z0 such that d(g˜, g) ≤ 1 and u10 ≤ ξ1(g) + 2. Hence ((ξ1(g) + 2, 0), g˜) ∈ E˜
and
u2(T ; (u10, ϕ2princ), g˜) ≥ u2(T ; (ξ1(g) + 2, ϕ2princ), g˜).
It then suffices to prove that there is 0 > 0 such that
u2(T ; (u10, ϕ2princ), g˜)  2ϕ2princ
for each ((u10, 0), g˜) ∈ E˜ and each  ∈ (0, 0].
By the compactness of cl E˜ and the arguments similar to those in the proof of [22, Theo-
rem 7.1.5], we can prove that





as  → 0+, uniformly in ((u10, 0), g˜) ∈ E˜. Consequently, there is 0 > 0 such that





for all ((u10, 0), g˜) ∈ E˜ and  ∈ (0, 0]. We estimate
‖(u2(T ; (u10, ϕ2princ), g˜) − 2ϕ2princ) − (Ugu1012 (T, 0)ϕprinc − 2ϕ
2
princ)‖X2
= ‖u2(T ; (u10, ϕ2princ), g˜) − Ugu1012 (T, 0)ϕ
2
princ‖X2 ≤ 02
for any ((u10, 0), g˜)∈ E˜ and any ∈ (0, 0]. It follows from (4.9) that u2(T ; (u10, ϕ2princ), g˜)
− 2ϕ2princ ∈ X++2 for any ((u10, 0), g˜) ∈ E˜ and any  ∈ (0, 0]. unionsq
Proof of Theorem 4.2 Let u0 = (u10, u20) ∈ (X+1 \ {0}) × (X+2 \ {0}) be fixed. Denote
u∗0 := (u10, 0). For t0 ≥ 0 we write
u(t; t0, u0) = u(t; t0) = (u1(t; t0), u2(t; t0)),
u(t; t0, u∗0) = u∗(t; t0) = (u∗1(t; t0), 0).
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By Proposition 3.4(2),
u1(t; t0)  u∗1(t; t0) for all t > t0. (4.10)
We claim that there is  ≥ 0 such that for each t0 ≥ 0 and each t ≥ t0 +  we can find
g ∈ Z0 with the property that d(f¯ · t, g) < 1 and u∗1(t)(x) ≤ ξ1(g)(x) + 2 for all x ∈ D¯.
The fact that for each sufficiently large t ≥ 0 there is g ∈ Z0 such that d(f¯ · t, g) < 1 fol-
lows from the definition of Z0. Suppose to the contrary that there are sequences (t (n)0 )∞n=1 ⊂
[0,∞), (t (n))∞n=1 ⊂ (0,∞) with limt→∞ t (n) = ∞, (x (n))∞n=1 ⊂ D¯ and (g(n))∞n=1 ⊂ Z0
such that d(f¯ · (t (n)0 + t (n)), g(n)) < 1 but u∗1(t (n); t (n)0 )(x (n)) > ξ1(g(n))(x (n))+ 2. Proposi-
tion 3.5 gives that the set { u∗1(t (n); t (n)0 ) : n ∈ N } has compact closure in X1. By passing to a
subsequence, if necessary, we can assume that limn→∞ f¯ · (t (n)0 + t (n)) = limn→∞ g(n) = gˆ
in Z˜, limn→∞ u∗1(t (n); t (n)0 ) = uˆ1 in X1 and limn→∞ x (n) = xˆ in D¯. Consequently we have
uˆ1(xˆ) ≥ ξ1(gˆ)(xˆ) + 2. By arguments as in the proof of Theorem 4.1, uˆ1(xˆ) = ξ1(gˆ)(xˆ), a
contradiction.
We have proved that ((u∗1(t; t0), 0), f¯ ·t) ∈ E for any t0 ≥ 0 and any t ≥ t0+. Lemma 4.4
states that there is 0 > 0 such that
u2(T ; (u∗1(t; t0), ϕ2princ), f¯ · t)  2ϕ2princ (4.11)
for all t0 ≥ 0, all t ≥ t0 +  + 1 and all  ∈ (0, 0].
Since [ + 1, + T + 1] × {u0} × Z˜ is compact, Proposition 3.2 implies that the set
{ u(t; u0, g˜) : t ∈ [ + 1, + T + 1], g˜ ∈ Z˜ } is compact, too. Consequently, the closure
(in X ) of the set { u2(t; t0) : t0 ≥ 0, t ∈ [t0 +  + 1, t0 +  + T + 1] }, as contained in
p2({ u(t; u0, g˜) : t ∈ [+1,+T +1], g˜ ∈ Z˜ }), is compact. Further, by Proposition 3.4(2),
p2({ u(t; u0, g˜) : t ∈ [ + 1, + T + 1], g˜ ∈ Z˜ }) ⊂ X++. Applying arguments as in the
proof of [22, Theorem 7.1.6] we obtain the existence of ˜ > 0 such that u2(t; t0) ≥ ˜ϕprinc
for all t0 ≥ 0 and all t ∈ [t0 +  + 1, t0 +  + T + 1].
Assume ˜ ≥ 0. Then for each t0 ≥ 0 and each t ∈ [t0 ++ 1, t0 ++ T + 1] we have
(u1(t; t0), u2(t; t0)) ≤2 (u∗1(t; t0), 0ϕprinc), which yields with the help of Proposition 3.4(1)
and (4.11) that
u2(t + T ; t0) = u2(T ; (u1(t; t0), u2(t; t0)), f¯ · t)
≥ u2(T ; (u∗1(t; t0), 0ϕ2princ), f¯ · t)
 20ϕ2princ.
By induction, we have u2(t + nT ; t0)  20ϕ2princ for all n = 1, 2, . . .. Therefore we can
take τ1(u0) =  + T + 1.
Assume ˜ < 0. Then for each t0 ≥ 0 and each t ∈ [t0 ++1, t0 ++ T +1] such that
u2(t; t0) ≥ ϕ2princ for some  < 0 we have (u1(t; t0), u2(t; t0)) ≤2 (u∗1(t; t0), ϕ2princ),
which yields with the help of Proposition 3.4(1) and (4.11) that
u2(t + T ; t0) = u2(T ; (u1(t; t0), u2(t; t0)), f¯ · t)
≥ u2(T ; (u∗1(t; t0), ϕ2princ), f¯ · t)
 2ϕ2princ.
Repeating this procedure sufficiently many times we obtain that u2(t + nT ; t0)  2nϕprinc




T +  + 1.
In both cases, η1 = 20. unionsq
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5 Sufficient Conditions for Forward Uniform Persistence
As checking the assumptions in Theorem 4.2 requires actually some knowledge of the prin-
cipal spectrum over the attracting sets 01 and 02 (which can be difficult to obtain), in the
present section we give some easy to check sufficient conditions.
In the present section we assume (A1) through (A4).
Denote
f˜1(t, x) := f1(t, x, 0, P2), t ≥ 0, x ∈ D¯,
f˜2(t, x) := f2(t, x, P1, 0), t ≥ 0, x ∈ D¯.






= v1 + f˜1(t, x)v1, t > 0, x ∈ D






= v2 + f˜2(t, x)v2, t > 0, x ∈ D
B2v2 = 0, t > 0, x ∈ ∂ D.
(5.2)
Recall that [λmin( f˜1;B1), λmax( f˜1;B1)] (resp. [λmin( f˜2;B2), λmax( f˜2;B2)]) denotes the
principal spectrum of (5.1) (resp. of (5.2).
Theorem 5.1 Assume that λmin( f˜1;B1) > 0 and λmin( f˜2;B2) > 0. Then (3.1) + (3.2) is
forward uniformly persistent.
Proof First, note that
f0i (t, x) = fi (t, x, 0, 0) ≥ f˜i (t, x), t ≥ 0, x ∈ D,
hence, by the monotone dependence of the principal spectrum on the zero-order coefficients
(see [23, Theorem 3.8]),
λmin( f0i ;Bi ) ≥ λmin( f˜i ;Bi ) > 0,
for i = 1, 2.
Next, note that for any u10 ∈ X+1 \ {0} with u10 ≤ P1,
u1(t; 0, (u10, 0)) ≤ P1 for t ≥ 0.
This implies that
f2(t, x, u1(t; 0, (u10, 0))(x), 0) ≥ f2(t, x, P1, 0) = f˜2(t, x), t ≥ 0, x ∈ D.
Hence, by the monotone dependence of the principal spectrum on the zero-order coefficients,
λmin( f u1012 ;B2) ≥ λmin( f˜2;B2) > 0.
Similarly, we have
λmin( f u2021 ,B1) ≥ λmin( f˜1;B1)
for any u20 ∈ X+2 \ {0} with u20 ≤ P2. Then by Theorems (4.1) and (4.2), (3.1) + (3.2) is
forward uniformly persistent. unionsq
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A function fˆ1 ∈ C(D¯) belongs to Yˆ1 if there are subsequences (sn)∞n=1 and (tn)∞n=1, with







f1(t, x, 0, P2) dt
uniformly for x ∈ D¯. Similarly, a function fˆ2 ∈ C(D¯) belongs to Yˆ2 if there are sub-







f2(t, x, P1, 0) dt
uniformly for x ∈ D¯.
For a given fˆi ∈ Yˆi , denote by λprinc( fˆi ;Bi ) the principal eigenvalue of
{
u + fˆi (x)u = λu, x ∈ D,
Bi u = 0, x ∈ ∂ D. (5.3)
Theorem 5.2 If λprinc( fˆi ;Bi ) > 0 for any fˆi ∈ Yˆi , i = 1, 2, then (3.1) + (3.2) is forward
uniformly persistent.
Proof By [23, Theorem 5.3(1)], there are fˆ1 ∈ Yˆ1 such that λmin( f˜1;B1) ≥ λprinc( fˆ1;B1),
and fˆ2 ∈ Yˆ2 such that λmin( f˜2;B2) ≥ λprinc( fˆ2;B2). An application of Theorem 5.1 con-
cludes the proof. unionsq
Acknowledgment The first-named author was supported from resources for science in years 2009–2012 as
research project (grant MENII N N201 394537, Poland). The second-named author was partially supported
by NSF grant DMS–0907752.
Open Access This article is distributed under the terms of the Creative Commons Attribution Noncommer-
cial License which permits any noncommercial use, distribution, and reproduction in any medium, provided
the original author(s) and source are credited.
References
1. Álvarez-Caudevilla, P., López-Gómez, J.: A dynamics of a class of cooperative systems. Discret. Contin.
Dyn. Syst. 26(2), 397–415 (2010)
2. Cantrell, R.S., Cosner, C.: Should a park be an island?. SIAM J. Appl. Math. 53(1), 219–252 (1993)
3. Cantrell, R.S., Cosner, C.: Spatial Ecology via Reaction–Diffusion Equations (Wiley Series in Mathe-
matical and Computational Biology). Wiley, Chichester (2003)
4. Cantrell, R.S., Cosner, C., Hutson, V.: Permanence in ecological systems with spatial heterogeneity. Proc.
R. Soc. Edinb. A 123(3), 533–559 (1993)
5. Cantrell, R.S., Cosner, C., Huston, V.: Ecological models, permanence and spatial heterogeneity. Rocky
Mt. J. Math. 26(1), 1–35 (1996)
6. Hale, J., Waltman, P.: Persistence in infinite-dimensional systems. SIAM J. Math. Anal. 20(2),
388–395 (1989)
7. Henry, D.: Geometric Theory of Semilinear Parabolic Equations. Lecture Notes in Mathematics, vol. 840.
Springer, Berlin, New York (1981)
8. Hetzer, G., Shen, W.: Uniform persistence, coexistence, and extinction in almost periodic/nonautonomous
competition diffusion systems. SIAM J. Math. Anal. 34(1), 204–227 (2002)
9. Húska, J.: Harnack inequality and exponential separation for oblique derivative problems on Lipschitz
domains. J. Differ. Equat. 226(2), 541–557 (2006)
123
J Dyn Diff Equat (2011) 23:551–571 571
10. Húska, J., Polácˇik, P.: The principal Floquet bundle and exponential separation for linear parabolic equa-
tions. J. Dynam. Differ. Equat. 16(2), 347–375 (2004)
11. Húska, J., Polácˇik, P., Safonov, M.V.: Harnack inequality, exponential separation, and perturba-
tions of principal Floquet bundles for linear parabolic equations. Ann. Inst. H. Poincaré Anal. Non
Linéaire 24(5), 711–739 (2007)
12. Hutson, V., Schmitt, K.: Permanence and the dynamics of the biological systems. Math. Biosci. 111(1),
1–71 (1992)
13. Hutson, V., Shen, W., Vickers, G.T.: Estimates for the principal spectrum point for certain time-dependent
parabolic operators. Proc. Am. Math. Soc. 129(6), 1669–1679 (2000)
14. Johnson, R.A., Palmer, K.J., Sell, G.R.: Ergodic properties of linear dynamical systems. SIAM J. Math.
Anal. 18(1), 1–33 (1987)
15. Langa, J.A., Robinson, J.C., Rodríguez-Bernal, A., Suárez, A.: Permanence and asymptotically
stable complete trajectories for nonautonomous Lotka-Volterra models with diffusion. SIAM J. Math.
Anal. 40(6), 2179–2216 (2009)
16. López-Gómez, J.: On the structure of the permanence region for competing species models with general
diffusivities and transport effects. Discret. Contin. Dyn. Syst. 2(4), 525–542 (1996)
17. Mierczyn´ski, J.: The principal spectrum for linear nonautonomous parabolic PDEs of second order: basic
properties. In: Special issue in celebration of Jack K. Hale’s 70th birthday, Part 2 (Atlanta, GA/Lisbon,
1998). J. Differ. Equat. 168(2), 453–476 (2000)
18. Mierczyn´ski, J., Shen, W.: Exponential separation and principal Lyapunov exponent/spectrum for
random/nonautonomous parabolic equations. J. Differ. Equat. 191(1), 175–205 (2003)
19. Mierczyn´ski, J., Shen, W.: Lyapunov exponents and asymptotic dynamics in random Kolmogorov
models. J. Evol. Equat. 4(3), 371–390 (2004)
20. Mierczyn´ski, J., Shen, W.: The Faber–Krahn inequality for random/nonautonomous parabolic equations.
Commun. Pure Appl. Anal. 4(1), 101–114 (2005)
21. Mierczyn´ski, J., Shen, W.: Time averaging for nonautonomous/random parabolic equations. Discret.
Contin. Dyn. Syst. Ser. B 9(3/4), 661–699 (2008)
22. Mierczyn´ski, J., Shen, W.: Spectral theory for random and nonautonomous parabolic equations and
applications. In: Chapman & Hall/CRC Monographs and Surveys in Pure and Applied Mathematics.
Chapman & Hall/CRC, Boca Raton, FL, (2008)
23. Mierczyn´ski, J., Shen, W.: Spectral theory for forward nonautonomous parabolic equations and
applications. In: International Conference on Infinite Dimensional Dynamical Systems, York University,
Toronto, September 24–28, 2008, dedicated to Professor George Sell on the occasion of his 70th birthday.
Fields Inst. Commun.
24. Mierczyn´ski, J., Shen, W., Zhao, X.-Q.: Uniform persistence for nonautonomous and random parabolic
Kolmogorov systems. J. Differ. Equat. 204(2), 471–510 (2004)
25. Polácˇik, P.: On uniqueness of positive entire solutions and other properties of linear parabolic equa-
tions. Discret. Contin. Dyn. Syst. 12(1), 13–26 (2005)
26. Thieme, H.R.: Uniform weak implies uniform strong persistence for non-autonomous semiflows. Proc.
Am. Math. Soc. 127(8), 2395–2403 (1999)
27. Thieme, H.R.: Uniform persistence and permanence for non-autonomous semiflows in population biol-
ogy. Math. Biosci. 166(2), 173–201 (2000)
28. Zhao, X.-Q.: Uniform persistence and periodic coexistence states in infinite-dimensional periodic
semiflows with applications Canad. Appl. Math. Quart. 3(4), 473–495 (1995)
123
