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Kapitel 1 
 
1 Einführung 
 Die ersten experimentellen Ergebnisse auf dem Gebiet der magnetischen Kernresonanz in 
kondensierter Materie wurden 1946 in den Arbeiten von Bloch, Hansen und Packard 
[BHP] und von Purcell, Torrey und Pound [PTP] publiziert. Viele Atomkerne besitzen 
neben Masse und Ladung auch einen Kernspin und damit ein magnetisches Moment. 
Bringt man derartige Atomkerne in ein statisches Magnetfeld, so wird die Entartung der 
Energieniveaus der einzelnen, aus den magnetischen Momenten resultierenden, 
Kernzustände aufgehoben (Zeeman-Aufspaltung). Ein zusätzlich eingestrahltes 
oszillierendes Hochfrequenzfeld kann Übergänge zwischen den unterschiedlichen 
Energieniveaus anregen. Ausgehend von diesem Prinzip lassen sich die Methoden der 
magnetischen Kernresonanz-Spektroskopie in CW-, Impuls- und Korrelations-
Spektroskopie einteilen. In jeder dieser drei Klassen gibt es Methoden, welche die linearen 
Eigenschaften des Spinsystems messen und andere, welche auf den Nichtlinearitäten 
aufbauen. 
 Bei der in den ersten zwanzig Jahren ausschließlich benutzten Methode der CW (engl.: 
Continuous Wave)-Spektroskopie wird die magnetische Suszeptibilität, das Spektrum, 
direkt über eine kontinuierliche, quasistatische Veränderung des magnetischen Feldes 
und/oder der Frequenz des schmalbandigen Hochfrequenzstörfeldes gemessen.  
 Im Gegensatz dazu werden die Spektren sowohl in der Impuls-, als auch in der 
Korrelations-Spektroskopie indirekt gemessen. Kennzeichen dieser in den sechziger Jahren 
maßgeblich von Ernst mitentwickelten Methoden ist die breitbandige Anregung des 
Spinsystems mit Hilfe kurzer Hochfrequenzimpulse in Kombination mit einer Aufnahme 
der Daten in der Zeitdomäne. Die Spektren werden durch anschließende Fourier-
Transformation erhalten [EA]. Diese auch als FT (engl.: Fourier Transform)-Spektroskopie 
bekannten Methoden zeichnen sich gegenüber der CW-Methode vor allem durch ein bei 
gleicher Meßzeit deutlich verbessertes Signal-zu-Rausch-Verhältnis aus. 
 Rauschen als eine alternative Form der breitbandigen Anregung wurde bereits 1963 von 
Ernst und Primas [ERN1] vorgestellt. Die Möglichkeit, Rauschen als Anregung linearer 
und nichtlinearer Systeme zu benutzen war bereits vorher von Wiener theoretisch 
untersucht worden [WIE]. Die ersten experimentell gemessenen Kernresonanz-Spektren 
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wurden 1970 unabhängig voneinander von Ernst [ERN2] und Kaiser [KAI1] vorgestellt. In 
der Folgezeit wurde wiederholt an der Weiterentwicklung der stochastischen 
Anregungsmethoden gearbeitet [ZIE, KAI2, WWM, BZ2, BLÜ3], wobei viele wichtige 
Konzepte, wie zum Beispiel die Möglichkeit zur Lösungsmittelresonanz-Unterdrückung 
[TOM], entwickelt wurden. Parallel hierzu wurde an einer konsistenten theoretischen 
Beschreibung des Kernspinsystems unter stochastischer Hochfrequenzanregung gearbeitet 
[BAR, ABE, BZ1, BLÜ1, KK1, KK2, PBK]. 
 Die Methode der stochastischen Kernresonanz zeichnet sich im Gegensatz zur Impuls-
Spektroskopie - welche durch eine strikte zeitliche Trennung der Anregung des 
Spinsystems von der Aufnahme des Antwortsignals gekennzeichnet ist - dadurch aus, daß 
die Anregung parallel zur Aufnahme der Systemantwort erfolgt. Dabei kann das 
stochastische Experiment als natürliche Fortführung des Impulsexperiments angesehen 
werden, wenn der Impulsabstand klein gegenüber den Relaxationszeiten wird und die 
Impulsamplituden und/oder Phasen statistischen Gesetzmäßigkeiten folgen. Das im 
stochastischen Experiment aufgenommene Signal ist wieder Rauschen, welches vom 
untersuchten System als Antwort auf die Rauschanregung abgestrahlt wird und mit den 
spezifischen Resonanzfrequenzen und Relaxationsmerkmalen des Spinsystems markiert 
ist. Über eine Korrelation des Antwortsignals mit der Anregungssequenz gelangt man zu 
den in der Kernresonanz-Spektroskopie interessierenden magnetischen Suszeptibilitäten, 
den Spektren. Die Spektren können dabei sowohl über eine Kreuzkorrelation der Anregung 
mit dem Antwortsignal in der Zeitdomäne und nachfolgender Fourier-Transformation 
[KAI2, ZB, BWE], als auch über eine komplexe Multiplikation der Fourier-
Transformierten von Anregung und Antwort in der Frequenzdomäne [BLÜ1, PBK] 
berechnet werden. Die Korrelation erster Ordnung liefert die linearen Suszeptibilitäten, die 
eindimensionalen Spektren, des untersuchten Spinsystems. 
 Die Nichtlinearitäten eines Spinsystems können in der Impuls-Spektroskopie mit Hilfe von 
Doppel- und Multiimpulsexperimenten untersucht werden. Das Spinsystem wird dabei mit 
mehreren aufeinanderfolgenden Hochfrequenzimpulsen angeregt und das Antwortsignal 
als Funktion eines Impulsabstandes gemessen. Die aus einer zweidimensionalen Fourier-
Transformation der Antwortsignale resultierenden Spektren werden als 2D-korrelierte 
Spektren bezeichnet [EWB]. An den Kreuzkoordinaten von Resonanzen koppelnder Spins 
erscheinen Kreuzlinien, welche das Spektrum mit sich selbst korrelieren. Auf diese Weise 
können sowohl direkte und indirekte Spin-Spin-Kopplungen, als auch Wege des 
chemischen Austausches und der Kreuzrelaxation aufgezeigt, sowie Kohärenzen 
verbotener Übergange indirekt detektiert werden [ABE]. Der Weg zur mehrdimensionalen 
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Spektroskopie mit stochastischer Anregung wurde 1969 durch Ernst [ERN2] eingeleitet, 
welcher erkannte, daß die nichtlineare Systemantwort  analog zu den mehrdimensionalen 
Experimenten der Impuls-Spektroskopie  Informationen über die Kopplung der Spins 
beinhalten sollte. Die ersten zweidimensionalen stochastischen Kernresonanz-Spektren 
wurden 1980 von Blümich [BLÜ1] gemessen, wobei die nichtlinearen Anteile der 
Systemantwort über eine dreidimensionale Kreuzkorrelation der Anregung mit der 
nichtlinearen Systemantwort bestimmt wurden. Über die Auswahl geeigneter 2D-Schnitte 
durch den daraus resultierenden dreidimensionalen Datensatz lassen sich die gewünschten 
2D-Spektren erhalten. Parallel zur experimentellen Umsetzung wurde eine umfassende 
systemtheoretische [BLÜ1, BLÜ3, PBK], sowie eine quantenmechanische Beschreibung 
des Experiments erarbeitet [BLÜ3, PBK].  
 Kreuzkorrelation und Interferenz sind äquivalente Begriffe [ERN3, PBK]. Das durch ein 
Michelson-Interferometer erzeugte Interferogramm ist bei geeignetem Versuchsaufbau 
gleich der Kreuzkorrelationsfunktion von Anregungs- und Antwortdaten. Umgekehrt ist 
die in der Zeitdomäne berechnete eindimensionale Korrelationsfunktion stochastischer 
Antwortdaten das Interferogramm von Anregung und Systemantwort. Der Bergriff 
Interferenz aus der linearen Spektroskopie kann in den nichtlinearen Bereich erweitert 
werden. Eine n-dimensionale Kreuzkorrelation stochastischer Antwortdaten ist ein n-
dimensionales Interferogramm und eine n-dimensionale Fourier-Transformation hiervon 
führt auf die nichtlinearen magnetischen Suszeptibilitäten n-ter Ordnung [PBK]. Zusätzlich 
läßt sich das Interferometrie-Konzept durch die Kombination mehrerer Michelson-
Interferometer auf mehrere Dimensionen erweitern. Das daraus resultierende Konzept wird 
ganz allgemein als n-dimensionale Interferometrie n-ter Ordnung bezeichnet. Es basiert 
auf einer farbigen Anregung, erzeugt über die Summation von n voneinander 
unabhängigen Rauschsequenzen (Summenanregung). Wie bereits 1980 von Blümich 
experimentell gezeigt wurde, läßt sich die aus dem Interferometrie-Konzept abgeleitete 
Summenanregung auch auf die Kernresonanz-Spektroskopie übertragen [BLÜ1]. Über 
eine Kombination von zweidimensionaler Interferometrie und linearer Kreuzkorrelation ist 
es danach möglich, 2D-korrelierte Spektren vom COSY-Typ aufzunehmen [BLÜ1, PBK].  
 
 Ziel der vorliegenden Arbeit ist es, das Verfahren der Hadamard-Spektroskopie auf 
einem kommerziellen Kernresonanz-Spektrometer zu implementieren. Darauf aufbauend 
werden die Möglichkeiten und Grenzen stochastischer Kernresonanz-Experimente 
demonstriert und potentielle Anwendungen in der Festkörper-Spektroskopie aufgezeigt. 
Parallel dazu wird das Konzept der stochastischen Summenanregung experimentell 
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realisiert. Es werden 2D-korrelierte Spektren vom COSY-Typ aufgenommen und mit 
anderen aus der stochastischen und aus der Impuls-Spektroskopie bekannten Methoden zur 
Aufnahme von 2D-Spektren verglichen.  
 Die Arbeit ist in drei Hauptteile gegliedert. Im ersten Teil wird die Theorie des 
stochastischen Experimentes sowohl vom Standpunkt der Systemtheorie, als auch 
quantenmechanisch betrachtet. Die abgeleiteten quantenmechanischen Ausdrücke für 
stochastische Korrelationsexperimente mit nichtlinearer Auswertung in dritter Ordnung 
zeigen die Interpretationsmöglichkeit im Sinne von hypothetischen Drei-Impuls-
Experimenten. Dadurch können wichtige Konzepte der gepulsten magnetischen 
Resonanzspektroskopie auf die Spektroskopie mit stochastischer Anregung übertragen 
werden. Im Rahmen der systemtheoretischen Betrachtungen wird darüber hinaus versucht, 
Bezüge zu Methoden aus anderen Spektroskopiearten, insbesondere zu der aus der IR-
Spektroskopie bekannten Interferometrie, aufzuzeigen. Über ein erweitertes 
Interferometrie-Konzept gelingt es, die mehrdimensionalen Korrelationsexperimente unter 
dem Begriff der nichtlinearen Interferometrie zusammenzufassen. Besondere 
Aufmerksamkeit gilt dabei der über die Summenanregung auf n Dimensionen erweiterten 
Interferometrie. In Kombination mit linearer bzw. nichtlinearer Korrelation ergeben sich 
hieraus neuartige n-dimensionale Korrelationsexperimente, welche zur Untersuchung der 
nichtlinearen Systemeigenschaften geeignet sind. Experimentell besonders leicht zu 
realisieren ist die unter dem Namen Hadamard-Spektroskopie bekannte Technik, bei der 
die stochastische Anregung über binäre Sequenzen maximaler Länge realisiert wird. Da 
alle im Rahmen dieser Arbeit durchgeführten Experimente auf der Hadamard-Technik 
basieren, werden die Grundlagen dieser Technik in einem eigenen Kapitel ausführlich 
betrachtet. 
 Kernpunkt des zweiten Teiles der Arbeit ist die Implementierung der Hadamard-Technik 
auf einem kommerziellen BRUKER-Kernresonanz-Spektrometer. Das Hauptaugenmerk 
liegt dabei auf einer Maximierung der erreichbaren spektralen Weiten. Über eine Soft- und 
Hardware-Optimierung werden sowohl die bei der Anregung, als auch bei der Detektion 
auftretenden Totzeitprobleme auf ein Minimum reduziert. In Abhängigkeit von der 
Spektrometerfrequenz können so Kernresonanz-Spektren mit Frequenzweiten von 
mehreren Hunderttausend Hertz aufgenommen werden, was, verglichen mit den bisher 
veröffentlichten Ergebnissen, einer Vervielfachung der maximal erreichbaren spektralen 
Weiten entspricht. Anhand von Messungen an verschiedenen Kernen werden sowohl die 
Grenzen, als auch potentielle Anwendungen in der Festkörper-Spektroskopie demonstriert. 
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 Der dritte Teil der Arbeit beschäftigt sich mit der Kombination von zweidimensionaler 
Interferometrie (Summenanregung) und linearer Kreuzkorrelation als Methode zur 
Aufnahme 2D-korrelierter Spektren vom COSY-Typ. Es werden ausschließlich flüssige 
Systeme untersucht. Anregung und Korrelation basieren auf der Hadamard-Technik. 
Besonderes Augenmerk liegt dabei auf den aus der zyklischen Korrelation der 
nichtlinearen Antwort resultierenden Störsignalen, sowie auf Relaxations- und 
Sättigungseffekten. Im Vergleich zu bekannten Methoden der mehrdimensionalen Impuls- 
und Korrelations-Spektroskopie werden abschließend Vor- und Nachteile der 
stochastischen Summenanregung erörtert. Von besonderem Interesse ist dabei ein 
Vergleich hinsichtlich der Signal-zu-Rausch-Verhältnisse, der Linienformen und der 
relativen Intensitäten mit den aus der nichtlinearen Anregung mit weißem Rauschen und 
nachfolgender dreidimensionaler Kreuzkorrelation resultierenden 2D-Schnitten (vgl. Kap. 
2.2). 
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Kapitel 2 
 
2 Theoretische Grundlagen 
 Dieses Kapitel enthält eine Einführung in die theoretischen Grundlagen der stochastischen 
Kernresonanz-Spektroskopie. Dabei sollen zwar auch dem Leser, der kein Spezialist auf 
dem Gebiet der kernmagnetischen Resonanz ist, alle zum Verständnis der Arbeit 
notwendigen Zusammenhänge vermittelt werden, auf eine ausführliche Darstellung wird 
jedoch verzichtet und statt dessen auf die Standardliteratur verwiesen [ABR, EWB]. Die 
Grundlagen der stochastischen Anregung werden ausführlich nach den Methoden der 
nichtlinearen Systemtheorie über eine Integralreihenentwicklung beschrieben. Eine 
umfassende Analyse des stochastischen Experiments wird über eine zusätzlich 
durchgeführte quantenmechanische Betrachtung erreicht, bei der die Entwicklung der 
Kernspin-Dichtematrix für stochastische Anregung beschrieben wird. Daran anschließend 
werden die stochastischen Resonanzexperimente im Rahmen eines erweiterten 
Interferometrie-Konzepts interpretiert, bevor zum Abschluß des Kapitels die Grundlagen 
der Hadamard-Spektroskopie dargelegt werden. 
 
2.1 Kernmagnetische Resonanz 
 Im Folgenden werden die zum Verständnis der vorliegenden Arbeit notwendigen 
Grundlagen der magnetischen Kernresonanz-Spektroskopie rekapituliert und die 
verwendete Nomenklatur festgelegt.  
 Grundlage der magnetischen Kernresonanz ist die Wechselwirkung des magnetischen 
Moments eines Atomkerns mit den ihn umgebenden elektrischen und magnetischen 
Feldern. Ein Atomkern mit einem Kernspin I größer Null besitzt ein magnetisches Moment 
µ. Beide Größen sind proportional zueinander und lassen sich durch das gyromagnetische 
Verhältnis γ in Verbindung bringen 
 
 .Ihγ=µ  (2.1) 
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 Eine umfassende Erklärung des Kernresonanz-Experimentes ist durch die klassische 
Beschreibung, basierend auf den Bloch-Gleichungen und dem daraus resultierenden 
Vektormodell, gegeben [BLO, FAR1, EWB]. Um zu einem tiefgreifenderen Verständnis 
der magnetischen Kernresonanz-Spektroskopie zu gelangen, ist es jedoch unverzichtbar, 
eine quantenmechanische Betrachtung des Kernresonanz-Experimentes anzustellen 
[FAR2]. Eine fundamentale Größe ist in diesem Zusammenhang der Kernspin-Hamilton-
Operator H. Die Eigenwerte des Hamilton-Operators legen die Energieniveaus und somit 
auch die Übergangsfrequenzen zwischen den möglichen Zuständen fest. Sie ergeben sich 
aus den Wechselwirkungen der Kernspins untereinander. Dabei unterscheidet man 
zwischen linearen und bilinearen Wechselwirkungen. 
 
 Tabelle 2.1: Kernspinwechselwirkungen und Hamilton-Operatoren H für 1H-Atomkerne 
mit Spin 2/1=I  in einem äußeren Magnetfeld B0=4.7 T. 
Wechselwirkung Hamilton-Operator Größe  
Lineare Wechselwirkungen   
Zeeman zZ B IH  0−= h  ∼200 MHz 
Chemische Verschiebung 0cs Bσγ IH h=  ∼2 kHz 
Suszeptibilität 0Bχγ IH h=χ  ∼2 kHz 
Hochfrequenz ( )tBγ 1xHF IH h−=  ∼50 kHz 
Bilineare Wechselwirkungen   
Direkte Dipol-Dipol-Kopplung ∑=
l<k
lklkD D IIH  ∼1 kHz 
Indirekte Spin-Spin-Kopplung ∑=
l<k
lklkJ J IIH  ∼100 Hz 
 
 Der Gesamt- Kernspin-Hamilton-Operator ergibt sich zu 
 
 .JCSDHFz HHHHHHH +++++= χ  (2.2)  
 
 Der Operator beschreibt damit sowohl die Wechselwirkung der Kernspins mit dem 
statischen und den eingestrahlten Hochfrequenzfeldern, als auch die Vielzahl der weiteren 
Wechselwirkungen, wie die chemische Verschiebung, die direkte Dipol-Dipol-Kopplung 
und die indirekte Spin-Spin-Kopplung. Der Hamilton-Operator ist Teil der Schrödinger-
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Gleichung, mit deren Hilfe sich die zeitliche Entwicklung der Wellenfunktion eines 
einzelnen Kernspins beschreiben läßt  
 
 .)t()t()t(
t
i Ψ=Ψ
∂
∂ H  (2.3) 
 
 In der magnetischen Kernresonanz-Spektroskopie werden jedoch nicht einzelne Spins 
sondern Ensembles von mehreren 1020 Spins betrachtet, so daß es sich bei den gemessenen 
Größen stets um Scharmittel über alle beobachteten Spins handelt. Grundvoraussetzung 
eines jeden Kernresonanz-Experiments ist es daher, eine ausreichend große Zahl von Spins 
zu kohärenten Übergängen zwischen unterschiedlichen Energiezuständen anzuregen, da 
nur dann das Scharmittel von Null verschiedene Werte annehmen kann. 
 Der geeignete Weg, die zeitliche Entwicklung des Scharmittels unter den verschiedenen 
Wechselwirkungen und den Begriff der Kohärenz zu beschreiben, ist der Ansatz des 
Dichtematrix-Formalismus, welcher im Folgenden kurz erläutert wird. 
2.1.1 Die Dichtematrix 
 Während das klassische Vektormodell zur Beschreibung von Kernresonanz-Experimenten 
nur eingeschränkt angewendet werden kann, ist die Dichtematrix universell einsetzbar. 
Sind die Energieniveaus eines aus N Spins bestehenden Systems bekannt, so kann dieses 
durch die Dichtmatrix vollständig beschrieben werden [BJP, EWB, FAR3]. Meßbare 
Größen werden durch den Erwartungswert einer Observablen repräsentiert. Dieser 
Erwartungswert ist durch Gleichung 2.4 gegeben 
 
 .ΨΨ= OO  (2.4) 
 
 Die Zustandsfunktion eines Systems kann ganz allgemein als Überlagerung der 
Eigenfunktionen ausgedrückt werden 
 
 .mα
m
m∑=Ψ  (2.5) 
 
 Den Erwartungswert erhält man nun durch Kombination der Gleichungen 2.4 und 2.5 
 
 .mnαα
m n
*
nm∑∑= OO  (2.6) 
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 Den Produkten *nmαα lassen sich die Matrixelemente des Wahrscheinlichkeitsoperators P 
zuordnen und man erhält 
 
 { }∑∑ ∑ ===
m n n
.Spmnmnmn POO POOP  (2.7) 
 
 Betrachtet man ein Spin-Ensemble, muß über alle Spins gemittelt werden. Dabei wird P 
durch die Dichtematrix ρ ersetzt 
 
 { }∑∑∑∑ ===
m n
mnmn
m n
*
nm .Spρmnαα OO ρO Ο  (2.8) 
 
 Die Dichtematrix wird schließlich durch 
 
 ∗== nmmn ααmρnρ  (2.9) 
 
 definiert und beschreibt das Mittel aller Teilchen des betrachteten Systems. Für den Fall, 
daß in einer gegebenen Matrix nur die Elemente nm = einen von Null verschiedenen Wert 
annehmen, befindet sich das System im thermodynamischen Gleichgewicht. Die 
Einstrahlung von Hochfrequenzimpulsen bewirkt, daß Nebendiagonalelemente nm ≠ nicht 
verschwinden und das System das Gleichgewicht verläßt.  
 Die zeitliche Entwicklung der Dichtematrix im Liouville-Raum* wird durch die Liouville-
von Neumann-Gleichung beschrieben 
 
 [ ] ,)t(ρ,i)t(ρ
t
H−=
∂
∂  (2.10) 
 
 
 
* Der Liouville-Raum ist ein über dem Hilbert-Raum liegender unitärer Vektorraum. Im 
mathematischen Sinn bildet er eine Operator-Algebra auf dem Hilbert-Raum. Dieser 
Superraum wird von Operatoren des Hilbert-Raums aufgespannt, seine Superoperatoren 
sind Operatoren auf Operatoren, also z.B. Transformatoren oder Kommutatoren. Unter 
Verwendung von Superoperatoren lassen sich zum Beispiel Transformationen, die im 
Hilbert-Raum zwei Matrixmultiplikationen erfordern, im Liouville-Raum durch die 
Multiplikation einer (allerdings viermal so großen) Supermatrix mit einem Vektor 
erledigen. Dadurch läßt sich vieles eleganter und kompakter formulieren. Darüber hinaus 
existieren viele Probleme, die nur im Liouville-Raum lösbar sind. Insbesondere ist die von 
Neumann-Gleichung (2.10) für stochastische Anregung nur in diesem Superraum 
analytisch lösbar [KK2, JEE1]. 
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 wobei [ ],  den Kommutator von H und ρ  und H den Hamilton-Operator beschreibt, unter 
dem sich die Dichtmatrix entwickelt. Durch Lösen dieser Gleichung erhält man die 
Dichtematrix zur Zeit t mit dem Evolutionsoperator U nach 
 
 ( ) ( ) ( ) ( ).t,ttρt,ttρ 0100 −= UU  (2.11) 
 
 In allen bisherigen Betrachtungen wurden die einzelnen Spins des Systems als isolierte 
Einheiten angesehen. Die aufgrund dieser Annahme abgeleiteten Gleichungen für die 
Entwicklung der Dichtematrix können daher lediglich als Näherung für kurze 
Entwicklungszeiten t herangezogen werden.  
 Bei längeren Entwicklungszeiten müssen zusätzlich die Wechselwirkungen der Kernspins 
mit ihrer Umgebung berücksichtigt werden, welche die Magnetisierung gegen den 
thermischen Gleichgewichtszustand konvergieren lassen. Diesen unter dem Begriff der 
Relaxation zusammengefaßten Wechselwirkungen wird dadurch Rechnung getragen, daß 
die Liouville-von Neumann-Gleichung (2.10) um einen Relaxations-Operator Γ erweitert 
wird (chemischer Austausch bleibt dabei unberücksichtigt) 
 
 [ ] [ ].ρ)t(ρ)t(ρ,i)t(ρ
t 0
d
−+−=
∂
∂ ΓH  (2.12) 
 
 Der Relaxations-Operator Γ wird als Superoperator bezeichnet. Mit Hilfe dieses 
Superoperator lassen sich die für den Hilbert-Raum aufgestellten Formulierungen, welche 
zur von Neumann-Gleichung für die Entwicklung der Dichtematrix führen, in den 
Liouville-Raum übertragen.  
 Der als Derivations-Superoperator bezeichnete Hamiltonian Hd kann in einen explizit 
zeitunabhängigen Term d0H , der die Wirkung des statischen Magnetfeldes (die Zeeman-
Aufspaltung) beschreibt, und einen Term d1H , der das zeitabhängige Anregungsfeld erfaßt, 
aufgespalten werden  
 
 .)t(d1
d
0
d HHH +=  (2.13) 
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2.1.2 Der Begriff der Kohärenz 
 Für Kerne mit I=1/2 können die Vektorkomponenten des Spinoperators I durch die Pauli-
Spin-Matritzen beschrieben werden 
 
 ,
01
10
2
1
x 


=I  ,
01
10
2
i
y 

 −
=I  .
10
01
2
1
z 


−
=I  (2.14) 
 
 Die longitudinale Magnetisierung Mz ist proportional zum Erwartungswert von Iz und wird 
vom Besetzungsunterschied der beiden Energieniveaus bestimmt, welcher durch die 
Differenz zwischen den Diagonalelementen der Dichtematrix beschrieben ist  
 
 { } ( ) .ααγρργρSpγ 22/122/12211*tzz  −=−== −hhh IM  (2.15) 
 
 Die Summe aller Diagonalelemente der Dichtematrix { }ρSp  ist dabei stets Eins, da sie der 
relativen Anzahl der Kerne aller Zustände entspricht. 
 Im thermodynamischen Gleichgewicht haben die Nebendiagonalelemente der 
Dichtematrix den Wert Null. Die Werte der Diagonalelemente sind durch die Boltzmann-
Verteilung bestimmt 
 
 
( )
( )
.
T
exp
T
exp
z
z
0
∑ 


−



−
=
b
b
k
k
H
H
ρ  (2.16) 
 
 Bei der Anregung durch Hochfrequenz-Pulse wird das System aus dem Gleichgewicht 
ausgelenkt und Nebendiagonalelemente können entwickelt werden. Die Entwicklung 
beschreibt kohärente Übergänge zwischen unterschiedlichen Energiezuständen. Dabei 
besteht eine Kohärenz dann, wenn zwischen zwei Zuständen m  und n  das zugehörige 
Element der Dichtematrix im zeitlichen Mittel nicht verschwindet, so daß gilt 
 
 .0)t(α)t(α)t(ρ n
*
mmn ≠=  (2.17) 
 
 Die Ordnung der Kohärenz erhält man durch die Differenz der magnetischen 
Quantenzahlen nm mmp −= . Während Systeme isolierter Kerne mit Kernspin 2/1=I  
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danach nur Einquantenübergänge entwickeln können, lassen sich für Systeme mit Kernspin 
2/1>I  oder Systeme mit koppelnden Spins höhere Kohärenzordnungen erhalten. Die 
Anzahl der miteinander koppelnden Spins bestimmt dabei den maximal möglichen Wert 
für p . So ist für die Kopplung dreier Spins mit 2/1=I , etwa in einer Methylgruppe, die 
Entwicklung von Tripelquantenübergängen ( )3p =  möglich. Die durch einen 90°-Puls 
erzeugte transversale Magnetisierung entspricht einem Spezialfall der Einquantenkohärenz, 
nämlich einem magnetischen Dipolübergang, der ein Signal in der Empfängerspule 
induziert. Diese Übergänge sind aufgrund der Auswahlregeln erlaubt. Da 
Mehrquantenübergänge nicht mit einer Änderung der Magnetisierung verbunden sind, 
können sie kein Signal in der Empfängerspule induzieren und müssen indirekt über eine 
Kodierung der transversalen Magnetisierung detektiert werden. Die Zusammenhänge 
zwischen Dichtematrix und Kohärenz koppelnder Spinsysteme lassen sich anhand des 
Beispiels zweier koppelnder Spin-1/2-Kerne veranschaulichen: 
 
SQ
SQ SQ
SQ
ZQ
DQ
E
αα
ββ
αβ βα
P1 SQ SQ DQ
SQ P2
P3
P4
ZQ SQ
SQ ZQ SQ
DQ SQ SQ
ρ( )t =
αα
αα
αβ
αβ
βα
βα
ββ
ββ
 
 Abbildung 2.1: Energieniveaudiagramm für zwei koppelnde Spins (links) und die 
zugehörigen Elemente der Dichtematrix (rechts). 
 
 Betrachtet man ein Zwei-Spin-1/2-System AX, kann jeder Spin anhand seiner 
Wellenfunktion α und β  charakterisiert werden, abhängig davon, ob der Spin parallel 
(spin-up state) oder antiparallel (spin-down state) bezüglich des äußeren Magnetfeldes 
ausgerichtet ist. Da es für zwei koppelnde Spins vier Möglichkeiten gibt, sich bezüglich 
des Magnetfeldes anzuordnen, müssen Wellenfunktionen gefunden werden, welche die 
vier entsprechenden Energiezustände beschreiben. Für ein solches Spinsystem kann die 
Dichtematrix ausreichend durch die Verwendung des Produktes der Eigenfunktionen des 
Iz -Operators der ungekoppelten Spins beschrieben werden 
 
 ( ) ,α2/1αz =I  ( ) .β2/1βz −=I  (2.18) 
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 Die Produktfunktionen ergeben sich zu αα , αβ , βα  und ββ , wobei sich die erste 
Funktion auf den Spin A, die zweite auf den Spin X des koppelnden AX-Systems bezieht. 
Die magnetische Quantenzahl des koppelnden Systems wird durch die Summe der 
Magnetquantenzahlen xA mmm +=  der einzelnen Spins gegeben, wodurch in diesem Fall 
Werte von 0, 1 und -1 erhalten werden können. Daher ergeben sich mögliche 
Kohärenzordnungen p  von 0, 1 und 2 und folglich Null-, Ein- und 
Doppelquantenübergänge. Die Beziehung zwischen Dichtematrixelementen und der im 
NMR-Experiment auftretenden Kohärenzen wird durch Abbildung 2.1 repräsentiert. 
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2.2 Stochastische Anregung 
 In den folgenden zwei Kapiteln wird die magnetische Kernresonanz-Spektroskopie vom 
Standpunkt der nichtlinearen Systemtheorie (Kap. 2.2.1) und der Quantenmechanik (Kap. 
2.2.2) betrachtet. 
 Die - rein formale - systemtheoretische Entwicklung der Systemantwort in eine 
Funktionalreihe der Anregung ist äquivalent zur Lösung der Bewegungsgleichung der 
Dichtematrix mit einer quantenmechanischen Störungsrechnung. Durch die Deutung des 
Experiments anhand dieser beiden Ansätze werden sowohl Bezüge zur IR- und optischen 
Spektroskopie deutlich, als auch die Interpretation der quantenmechanischen, analytischen 
Beschreibung der stochastischen magnetischen Resonanz durchsichtiger. 
2.2.1 Nichtlineare Systemtheorie am Beispiel der Kernresonanz 
 Der allgemeine systemtheoretische Ansatz [MM1] zur Untersuchung (beliebiger) Systeme 
geht von einem schwarzen Kasten aus, der Eingangs- in Ausgangssignale umwandelt. Im 
speziellen Fall der Kernresonanz gibt es einen Eingang x(t), die anregende 
Hochfrequenzwelle, und einen Ausgang y(t), die als Antwort des Kernspinsystems 
detektierte transversale Magnetisierungskomponente (Abb. 2.2) 
 
 
System
Anregung
x(t)
Systemantwort
y(t)
 
 
 Abbildung 2.2: Das NMR-Experiment aus systemtheoretischer Sicht. 
 
2.2.1.1 Lineare Systeme 
 Ein System heißt linear, wenn die Antwortamplitude proportional zur Anregungsamplitude 
ist. Ein lineares NMR-Experiment liegt beispielsweise bei einer Dauerstrich- (CW, engl.: 
Continuous Wave) Anregung mit einer genügend schwachen, monochromatischen Welle 
( ) [ ]tiexprtx ω= , deren Frequenz  langsam über den interessierenden Bereich gefahren 
wird, vor. Die Systemantwort ist dann 
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( ) [ ] ( ) [ ] ( ) [ ]
( ) ( )[ ] .dtiexprkk
diexpktiexprkKtiexprkty
0
10
0
1010
∫
∫
∞
∞
ττ−ωτ+=
τωτ−τω+=ωω+=
 (2.19) 
 
 Hier bedeutet 0k  einen (physikalisch unbedeutenden) konstanten Untergrund, )(K1 ω  die 
lineare Suszeptibilität (das 1D-Spektrum) des Kernspinsystems, ( )τ1k  deren Fourier-
Transformierte in der Zeitdomäne und r die Anregungsamplitude. Setzt man im letzten 
Integral der Gleichung 2.19 die Anregung wieder ein, so erhält man als 
systemtheoretischen Ausdruck für die lineare Antwort 
 
 ( ) ( ) ( ) .dtxkkty
0
10 ∫∞ ττ−τ+=  (2.20) 
 
 Der Integralkern ( )τ1k  wird als Gedächtnisfunktion des Systems bezeichnet, weil die 
Integration über alle in der Vergangenheit liegenden x-Werte (die positive τAchse zeigt in 
die negative Zeitrichtung), gewichtet mit ( )τ1k , gerade die Systemantwort ergibt. Die 
Kernspins erinnern sich an eine zurückliegende Anregung, allerdings um so weniger, je 
weiter diese in der Vergangenheit liegt. Eine physikalisch vernünftige Gedächtnisfunktion 
ist deswegen für negative τWerte gleich Null (ein Blick in die Zukunft ist nicht möglich) 
und konvergiert für τ gegen Unendlich gegen Null. 
 Die Funktion ( )τ1k  kann bei der Anregung mit einem idealen Delta-Impuls ( ) ( )trtx δ=  
direkt gemessen werden. Aus Gleichung 2.20 folgt in diesem Fall 
 
 ( ) ( ) ( ) ( ) .krkdtkrkty 10
0
10 τ+=ττ−δτ+= ∫∞  (2.21) 
 
 In der gepulsten eindimensionalen Kernresonanz-Spektroskopie mißt man als 
Systemantwort den FID (Free Induction Decay), die systemspezifische Impulsantwort. Die 
Gedächtnisfunktion ist proportional zum linearen Antwortanteil im FID und damit Träger 
physikalisch relevanter Informationen über Relaxationszeiten und Resonanzfrequenzen 
(Vgl. Abb. 2.3). 
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Y( )ω
C) CW-Anregung :
x(t)
Fourier-Transformation
System
A) Rauschanregung :
x(t)
Kreuzkorrelation
y(t)
System
Verzögerung σ x(t- )σ
Systemantwort
t
Spektrum
ω
B) Impuls-Anregung :
x(t) y(t)System
Free Induction Decay
t
σc ( )1 σ
 
 Abbildung 2.3: Beziehung zwischen Anregung (links) und Antwort (rechts) in der 
Resonanzspektroskopie: A) Das bei stochastischer Anregung gemessene Antwortsignal 
wird vor der Fourier-Transformation in einem Zwischenschritt durch Kreuzkorrelation von 
Anregung und Antwort in ein der gepulsten Spektroskopie entsprechendes Antwortsignal 
überführt. B) In der gepulsten Spektroskopie erhält man das Spektrum durch Fourier-
Transformation des Antwortsignals. C) CW-Anregung produziert direkt das Spektrum. 
 
2.2.1.2 Nichtlineare Systeme 
 In der nichtlinearen Systemtheorie wird die Systemantwort in eine Funktionalreihe von 
Potenzen der Anregung entwickelt, wobei die Anregung in die n-te Antwortordnung in n-
ter Potenz eingeht. Die Erweiterung der Gleichung 2.20 in den nichtlinearen Bereich führt 
auf die Volterra-Reihe [VOL] 
 
( ) ( ) ( ) ( )[ ]
( ) ( ) ( ) .d...dtx...tx,...,k....
tx,...,tx,,...,kyty
0
1nn1n1n
0
n
0n
n1n1n
0n
v
n
∫∫∑
∑
∞∞∞
=
∞
=
τττ−τ−ττ=
τ−τ−ττ=
 (2.22) 
 Die Integralkerne nk  sind die Impuls-Antwortfunktionen n-ter Ordnung. 
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 Für die Messung der Systemantwort auf eine Rauschanregung sind keine analytischen 
mathematischen Methoden bekannt, um die interessierenden Volterra-Integralkerne zu 
isolieren [SCH]. Die näherungsweise Bestimmung der Kerne im Sinne eines least-square-
fit ist jedoch möglich [AB]. Darüberhinaus gibt es eine Reihenentwicklung, die Wiener-
Reihe [WIE] (s.u.), deren Kerne leicht berechnet werden können [LS]. 
 Zur Messung stochastischer Antwortdaten wird das System mit einem binären, 
quarternären (vgl. Kap. 2.4.1) oder Gauß-verteilten Prozeß x(t) mit einer (idealerweise) 
frequenzunabhängigen spektralen Leistungsdichte [EWB] angeregt. Wiener 
orthogonalisierte die Funktionale der Volterra-Reihe für eine solche Gauß-verteilte, weiße 
Rauschanregung und erhielt eine formal ähnliche, nach ihm benannte Reihe. Orthogonal 
bedeutet in diesem Zusammenhang, daß für n≠m gilt 
 
 ( ) ( ) .0dttyty
0
mn∫∞ =  (2.23) 
 
 Die ersten vier Glieder der Reihe lauten 
 
 ( ) ,hty 00 =  (2.24) 
 
 ( ) ( ) ( )∫∞ ττ−τ=
0
11111 ,dtxhty  (2.25) 
 
 
( ) ( ) ( ) ( )
( )∫
∫∫
∞
∞∞
τττµ−
τττ−τ−ττ=
0
22222
0
1221212
0
2
,d,h
ddtxtx,hty
 (2.26) 
 
 
( ) ( ) ( ) ( ) ( )
( ) ( )∫
∫∫∫
∞
∞∞∞
τττ−τττµ−
ττττ−τ−τ−τττ=
0
12122132
0
1233213213
00
3
ddtx,,h3
dddtxtxtx,,hty
 (2.27) 
 
mit  ( )∫
−
∞→
=µ
T
T
2
T
2 .dttxT2
1
lim  (2.28) 
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 Der Oberstrich bedeutet, daß die Wiener-Kerne symmetrisch sind, also invariant gegenüber 
Permutationen der Zeitargumente. 
 Zwischen den beiden Funktionalreihenentwicklungen gibt es, abgesehen von der 
Orthogonalität der Wiener-Reihe, einen grundlegenden Unterschied. Der Wiener-Kern n-
ter Ordnung enthält mit der Anregungsleistung skalierte Anteile der Volterra-Kerne (n+i)-
ter Ordnung, wobei i von Null bis Unendlich in Zweierschritten variiert [MM1]. Dieser 
Umstand bedingt das für die Wiener-Kerne typische Sättigungsverhalten. Auf die 
physikalische Bedeutung der Kerne wird im Kapitel 2.2.2 noch näher eingegangen. 
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2.2.1.3 Kreuzkorrelationen 
2.2.1.3.1 Kreuzkorrelation in der Zeitdomäne 
 Lee und Schetzen [LS] zeigten, daß der symmetrische Wiener-Kern n-ter Ordnung aus der 
Systemantwort auf weißes Rauschen mit Hilfe einer n-dimensionalen Kreuzkorrelation 
berechnet werden kann (Vgl. Abb. 2.4) 
 
 
( ) ( ) ( ) ( ) ( )
....
,,...,h!ndttx...txy,...,c
n21
0
n1n
n
2n11n1n
σ≠≠σ≠σ
σσµ=σ−σ−τσσ ∫∞=:  (2.29) 
 
 Wenn in Gleichung 2.29 zwei Korrelationsparameter iσ  gleiche Werte annehmen, 
kommen noch Korrekturterme mit Kernen niederer Ordnung hinzu [LS].  
 
Systemx(t) y(t)
Verzögerung  σ1 x(t- )σ1
Zeitmittel
h ( )3 σ1 2  3, ,σ σ
Verzögerung  σ2 x(t- )σ2
Verzögerung  σ3 x(t- )σ3
 
 
 Abbildung 2.4: Blockdiagramm eines 3D-Kreuzkorrelators. Die Anregung wird in vier 
Kanäle aufgeteilt. Ein Kanal dient zur Anregung der Probe, die anderen drei werden 
entsprechend der iσ Werte zeitverzögert. Die zeitverzögerten Anregungen und die 
Systemantwort werden anschließend miteinander multipliziert und das resultierende 
Produkt über die Zeit gemittelt. 
 
 Für die Kernresonanz-Spektroskopie sind die Wiener-Kerne erster und dritter Ordnung 
besonders interessant, da sie experimentell zugänglich sind und Informationen über 
Resonanzfrequenzen, Konnektivitäten von Linien über gemeinsame Energieniveaus, Null- 
und Doppelquantenkohärenzen und Relaxationsterme enthalten (vgl. Kap. 2.2.2). Der Kern 
erster Ordnung kann durch die eindimensionale Kreuzkorrelation 
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 ( ) ( ) ( ) ( )∫∞ σµ=σ−σ =
0
121 hdttxtyc :  (2.30) 
 
 berechnet werden. Nach einer Fourier-Transformation erhält man die lineare Suszeptibilität 
(vgl. Kap. 2.2.1.1) des Spinsystems. Abbildung 2.3 [BLÜ3] verdeutlicht den Weg von der 
Antwort auf stochastische Anregung zum eindimensionalen Spektrum und den 
Zusammenhang der verschiedenen Anregungsmethoden. 
 Die physikalische Relevanz des zeitgeordneten Wiener-Kerns dritter Ordnung, 
( )3213h σ≥σ≥σ , folgt aus einer quantenmechanischen Rechnung (vgl. Kap. 2.2.1.2). Der 
Zusammenhang zwischen dem symmetrischen (zeitlich nicht geordneten) und dem 
unsymmetrischen (zeitlich geordneten) Wiener-Kern dritter Ordnung ist 
 
 ( ) ( ) .h
!3
1,,h
ationenallePermut 32133213 ∑ σ≥σ≥σ=σσσ  (2.31) 
 
 Die unsymmetrischen Volterra-Kerne sind in analoger Weise definiert. Die 
Kreuzkorrelation dritter Ordnung unter Einhaltung der Zeitordnung der Argumente iσ  
führt auf den symmetrischen, zeitgeordneten Wiener-Kern 3h  [PAF] nach 
 
 ( ) ( ) .hc 3213323213 σ≥σ≥σµ=σ≥σ≥σ  (2.32) 
 
 Läßt man in dieser Gleichung auch ki σ=σ  zu, so kommt noch ein Korrekturterm hinzu, 
der den Kern erster Ordnung enthält. 
 
2.2.1.3.2 Komplexe Multiplikation in der Frequenzdomäne 
 Die Fourier-Transformierten der symmetrischen Wiener-Kerne (vgl. die Gleichungen 2.24 
bis 2.28 und 2.31) erster beziehungsweise dritter Ordnung ( )(H1 ω  bzw. ),,(H 3213 ωωω ) 
sind, bis auf Sättigungsterme, proportional zur nichtlinearen Suszeptibilität der 
entsprechenden Ordnung (vgl. Kap. 2.2.2). Diese frequenzabhängigen Funktionen sind 
über eine komplexe Multiplikation des Anregungsspektrums )(X ω  mit dem 
Antwortspektrum )(Y ω  zugänglich. Für die erste und dritte Ordnung gelten (vgl. 
Gleichung 2.29, das Symbol * bedeutet komplex konjugiert) 
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ω
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=ω  (2.33) 
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2
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2
2
2
1
3
*
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*
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*
3213
3213
ωωω
ωωωω+ω+ω
=ωωω  (2.34) 
 
 Da 2)(X ω  eine inkonsistente Schätzung des zweiten Moments der Anregung ist mit einer 
Varianz von der Größe seines Mittelwerts unabhängig von der Länge x(t) [BP1], werden in 
Gleichung 2.33 und 2.34 die statistischen Mittelwerte  zur Reduktion der Varianz 
(systematisches Rauschen) verwendet [FRE]. 
 Das Spektrum dritter Ordnung wird aus dem Spektrum der gesamten Systemantwort durch 
Subtraktion des Anteils erster Ordnung erhalten 
 
 .)(X)(H)(Y)(Y 13 ωω−ω=ω  (2.35) 
 
 Im Gegensatz zur Fourier-Transformierten 3H  des unsymmetrischen, zeitgeordneten 
Wiener-Kerns ist die Fourier-Transformierte 3H  des symmetrischen Wiener-Kerns dritter 
Ordnung ( )3213 ,,h σσσ  invariant gegenüber der Variation der Zeitargumente, so daß sich 
folgende Relation ergibt 
 
 
( ) ( )
( ) ( )∑
∑
σ≥σ≥σ=σσσ
ωωω=ωωω
ationenallePermut 32133213
ationenallePermut 32133213
h
!3
1,,h
FTFT
,,H
!3
1,,H
bb  (2.36) 
 
 Der Vorteil einer Rechnung in der Frequenzdomäne gegenüber der in der Zeitdomäne mit 
anschließender n-dimensionaler Fourier-Transformation liegt in der Möglichkeit, 
Ausschnitte des n-dimensionalen Spektrums ),...,(H n1n ωω  punktweise zu berechnen, 
unabhängig von den übrigen Bereichen von nH . So kann der "mlogm" ⋅ -Vorteil des FFT-
Algorithmus (eine n-dimensionale Fourier-Transformation von m Werten erfordert 
mlogm ⋅ Operationen) gegenüber der n-dimensionalen Kreuzkorrelation (welche bei m 
Werten nm  Operationen erfordert) genutzt werden. Der Frequenzdomänenalgorithmus 
besitzt jedoch den Nachteil, daß immer nur die Fourier-Transformierten der symmetrischen 
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Kerne nH  und nicht, wie bei der Rechnung in der Zeitdomäne, auch die Fourier-
Transformierten der unsymmetrischen Kerne nH  berechnet werden können. Darüber 
hinaus führt das Zerschneiden der Anregungs- und Antwortdaten in mehrere Abschnitte 
vor der Fourier-Transformation zu einer Verringerung des Signal-zu-Rausch-Verhältnisses. 
Das Erinnerungsvermögen der ersten Datenpunkte eines jeden Abschnitts überstreicht 
noch die letzten Datenpunkte des vorhergehenden. Die Zerteilung in getrennte Abschnitte 
bedeutet somit einen Verlust an Signalinformation, welcher sich nur durch erhöhte 
Mittelung über mehrere Abschnitte oder durch zyklische Anregung von der Länge der 
Zeitabschnitte ausgleichen läßt. 
2.2.1.3.3 Kreuzkorrelation und Interferenz 
 Die in der physikalischen Chemie am häufigsten angewendete Korrelationstechnik ist die 
FT-IR-Spektroskopie. In einem FT-IR-Spektrometer wird die Systemantwort auf ein (im 
IR-Bereich) quasi weißes Rauschen in einem Michelson-Interferometer nach einer 
Laufzeitverzögerung durch einen bewegten Spiegel mit sich selbst zur Interferenz 
gebracht. Das mit Hilfe eines derartigen analogen Autokorrelators aufgenommene Signal 
bezeichnet man als Interferogramm. Der als Integrator wirkende langsame Detektor mißt 
punktweise das Betragsquadrat der superponierten Wellen )t(y  und )t(y σ−  in 
Abhängigkeit von der Spiegelstellung (Laufzeitverzögerung). Für das aufgenommene 
Signal gilt 
 
 ( ) ( ) ( ) ( )[ ] ,)t(adttytydttyty 1222∫ ∫ +σ−+=σ−+  (2.37) 
 
 wobei die ersten beiden Terme einen konstanten Hintergrund liefern und der dritte Term 
das Interferogramm darstellt, welches nach Gleichung 2.30 [BLÜ3, ERN3] durch den 
Realteil der Autokorrelationsfunktion der Systemantwort gegeben ist 
 
 ( ) ( ){ }.dttytyRe2)t(a *1 ∫ σ−⋅=  (2.38) 
 
 Plaziert man die Probe vor dem festen Spiegel (und nicht wie üblich vor dem Detektor 
selbst), so kann das Interferometer als analoger Kreuzkorrelator interpretiert werden. Das 
aufgenommene Signal entspricht dann dem Realteil der Kreuzkorrelationsfunktion von 
Anregung x(t) und Antwort y(t) 
 
 ( ) ( ) ,)(hdttxty)t(c 12*1 ∫ σµ=σ−=  (2.39) 
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 aus welchem sich durch Einsetzen der Wiener-Reihe für y(t) (in der rechten Hälfte von 
Gleichung 2.39) der Wiener-Kern erster Ordnung ergibt. Die in der stochastischen 
Resonanzspektroskopie durchgeführte Kreuzkorrelation und die in der IR-Spektroskopie 
gemessene Interferenz sind demnach physikalisch äquivalent [ERN3]. Die Fourier-
Transformation der gemessenen Interferogramme führt in beiden Fällen auf die lineare 
Suszeptibilität des untersuchten Spinsystems (vgl. Kap. 2.2.2). 
  
System
x(t)
x(t- )σ
σ/2
Beweglicher
Spiegel
Fester
Spiegel
x(t)
y(t, )σ
h ( )1 σ 
∫dt
Detektor
 
 
 
System
x(t)
y(t)
h ( )1 σ 
∫dt
x(t- )σ
σ/2
Detektor
Beweglicher
Spiegel
Fester
Spiegel
 
 
 Abbildung 2.5a: Schematische Darstellung eines Michelson-Interferometers (oben: 
Autokorrelator, unten: Kreuzkorrelator). 
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Systemx(t) y(t)
Verzögerung  σ x(t- )σ
Zeitmittel
h ( )1 σ  
 Abbildung 2.5b: Blockdiagramm eines 1D-Kreuzkorrelators. 
 
 Wie im vorangegangen Kapitel gezeigt wurde, kann die Kreuzkorrelation nicht nur linear, 
sondern auch nichtlinear in n-ter Ordnung durch die n-fache Multiplikation und 
nachfolgende Integration der zeitverzögerten Anregungen erfolgen (vgl. Gleichung 2.29). 
Auch das Konzept der Interferenz läßt sich auf n Dimensionen erweitern [BLÜ3, PAF, 
PB]. Hierzu ist es lediglich erforderlich, mehrere Michelson-Interferometer miteinander zu 
kombinieren. Bei geeignetem Versuchsaufbau und bei breitbandiger inkohärenter 
Anregung können so auch in der IR-Spektroskopie n-dimensionale Korrelationsfunktionen 
direkt gemessen werden. Darüber hinaus ermöglicht das erweiterte Interferometrie-
Konzept auch in der Kernresonanz-Spektroskopie die Entwicklung neuartiger Methoden. 
Diese unter dem Begriff der mehrdimensionalen Interferometrie zusammengefaßten 
Methoden eröffnen den Zugang zu einer Reihe sehr interessanter Experimente, welche in 
Kapitel 2.2.3 ausführlich beschrieben werden. 
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2.2.2 Die Quantenmechanik des stochastischen Kernresonanz-Experiments 
 In Kapitel 2.2.1 wurde die Systemantwort in Funktionalreihen (Volterra- und Wiener-
Reihe) entwickelt. In diesem Abschnitt wird die Lösung der Bewegungsgleichung der 
Dichtematrix wiedergegeben. Die einzelnen Ordnungen der zur Lösung benutzten 
Störungsrechnung bilden wieder eine Volterra-Reihe. 
 Die in Kapitel 2.2.1 zur Berechnung der Kerne der Wiener-Reihe definierte 
Kreuzkorrelation kann mit quantenmechanischen Mitteln durchgeführt werden. Diese 
Rechnung liefert Ausdrücke für die Wiener-Kerne. Wiener- und Volterra-Kerne, sowie die 
Systemantwort auf die Anregungsimpulse werden am Ende des Kapitels verglichen. An 
einem Beispiel wird gezeigt, wie die Ergebnisse aus der Berechnung von Impuls-
Antwortfunktionen auf stochastische Experimente mit nachfolgender Kreuzkorrelation 
übertragen werden können. In diesem Zusammenhang wird die Interpretation des 
stochastischen Experimentes im Sinne eines hypothetischen Impulsexperimentes 
wiedergegeben. 
2.2.2.1 Formulierung der Bewegungsgleichung der Kernspin-Dichtematrix 
 Kaiser und Knight berechneten die Wiener- und Volterra-Kerne durch Kreuzkorrelation 
sowohl aus den stochastisch getriebenen Bloch-Gleichungen [KK1], als auch aus der von 
Neumann-Gleichung (2.10) für eine Anregung mit Gauß-verteiltem weißen Rauschen. Die 
geschlossene Lösung der stochastischen von Neumann-Gleichung ist im Hilbert-Raum 
nicht möglich, wohl aber im Liouville-Raum [KK2]. Wie in Kapitel 2.1.1 gezeigt wurde, 
läßt sich die zeitliche Entwicklung der Kernspin-Dichtematrix im Liouville-Raum durch 
die um einen Relaxations-Superoperator Γ erweiterte Liouville-von Neumann-Gleichung 
beschreiben [KK1] 
 ,ρ)t(ρ)t(ρi)t(ρ
t 0
d
−+−=
∂
∂ ΓH  (2.40) 
 wobei )t(ρ  den zeitabhängigen Elementen der Dichtematrix entspricht und 0ρ  die 
Dichtematrixelemente im thermischen Gleichgewicht beschreibt. Der Derivations-
Superoperator )t(d1
d
0
d HHH +=  kann, wie in Kapitel 2.1.1 beschrieben, in einen 
zeitunabhängigen Term d0H  und einen zeitabhängigen, die Anregung tragenden Term d1H  
aufgespalten werden (vgl. Abb. 2.13 in Kap. 2.1.1). 
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 Mit den Definitionen für den um den Relaxations-Superoperator erweiterten Liouville-
Operator 
 ,iA d0 Γ+−= H  (2.41) 
 
 dem Vektor der Gleichgewichts-Populationsdifferenzen 
 
 0a ρ−= Γ  (2.42) 
 
 und dem Derivations-Superoperator 
 
 ,B)t(rs:)t(irsi ddx
d
1 ==− FH  (2.43) 
 
 wobei dxF  der x-Komponente des Gesamtspinoperators dF  entspricht, läßt sich die 
Bewegungsgleichung (2.40) auf die Form 
 
 { } )t(ρB)t(rsAa)t(ρ
t
d++=
∂
∂  (2.44) 
 
 bringen. Die vor dem ersten Impuls vorhandenen Populationsdifferenzen, beschrieben 
durch die thermodynamische Gleichgewichts-Dichtematrix (vgl. Kap. 2.1.2, Gleichung 
2.16), können in der Hochtemperaturnäherung vernachlässigt werden und es folgt 
 { } .)t(ρB)t(rsA)t(ρ
t
d+=
∂
∂  (2.45) 
 
 Die letzte Gleichung wird in die Wechselwirkungsdarstellung transformiert und dort 
anschließend integriert. Dieses Vorgehen führt auf eine Integralreihe, deren Argumente 
dieselbe Zeitordnung aufweisen wie die unsymmetrischen Kerne der Volterra-Reihe (vgl. 
Kap. 2.2.1.3.1, Gleichung 2.22)  
 
 
 
 
 
 
 
 
 
  (2.46) 
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 Der in der letzten Gleichung neu eingeführte Vektor 
∞
ρ  entspricht dabei einer 
Gleichgewichts-Dichtematrix, in welche Relaxationsprozesse mit einbezogen sind. Bildet 
man nun den Erwartungswert für die transversale Magnetisierung Mt 
 
 ( ) ,)t()t(M)t(M)t(M yxt ρ=+= −F  (2.47) 
 
 mit der komplex konjugierten −F des Gesamtspinoperators 
 ,i yx FFF +=+  (2.48) 
 
 wobei Fx und Fy die x- beziehungsweise y-Komponenten des Gesamtspinoperators sind, so 
ergibt sich aus den Gleichungen 2.46 bis 2.48 für den Volterra-Kern erster Ordnung 
 
 [ ]
∞
− τ=τ ρBAexpr)(k d1 F  (2.49) 
 
 und für den Volterra-Kern dritter Ordnung 
 
 [ ] [ ] [ ] .ρB)(AexpB)(AexpBAexpr)(k d21d32d333213 ∞− τ−ττ−ττ=τ>τ>τ F  
  (2.50) 
 Die Integration (vgl. Gleichung 2.22) muß nicht über alle Zeiten ausgeführt werden, da die 
Anregung in der Zukunft nicht definiert ist und deswegen gleich Null gesetzt werden kann. 
Bemerkenswert ist der Umstand, daß Gleichung 2.46 bedingt durch die 
Integrationsgrenzen auf natürliche Art und Weise auf die unsymmetrischen, zeitgeordneten 
Volterra-Kerne, so zum Beispiel auf den unsymmetrischen Kern dritter Ordnung 
)(k 3213 τ>τ>τ  in Gleichung 2.50, führt. Dies wird durch das universell gültige 
Kausalitätsprinzip gewährleistet. Die Volterra-Kerne sind die Impuls-Antwortfunktionen 
(s.u.) des Systems. Die zeitliche Abfolge der Impulse bedingt die Zeitordnung der Kerne. 
 Neben der Volterra-Reihe [BLÜ2] wurde auch die Wiener-Reihe für die stochastische 
Anregung von Kaiser und Knight berechnet. Danach folgt für die Wiener-Kerne erster und 
dritter Ordnung im Liouville-Raum 
 
 [ ] ,ρBCexp
2
r)(h 'd1 ∞
− τ=τ F  (2.51) 
 [ ] [ ] [ ] .ρB)(CexpB)(CexpBCexp
8
r)(h 'd21
d
32
d
3
3
3213 ∞
− τ−ττ−ττ=τ>τ>τ F  
  (2.52) 
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 Dabei ist '
∞
ρ  die Dichtematrix im dynamischen Gleichgewicht mit der stochastischen 
Anregung, 
 
 ,C 0
1' ρ=ρ −
∞
Γ  (2.53) 
 
 und C der effektive Liouville-Superoperator 
 
 ,r
2
BBAC 2
dd
+=  (2.54) 
 
 der zusätzlich zu A noch einen Sättigungsterm proportional zum Quadrat der 
Anregungsamplitude enthält. Dies ist der Hauptunterschied zwischen den Wiener- 
(Gleichung 2.51, 2.52) und den Volterra-Kernen (Gleichung 2.49, 2.50). Die Tatsache, daß 
während der Evolutionszeit zwischen zwei Pseudoimpulsen (s.u.) im Wiener-Kern der 
oben genannte Sättigungsterm wirksam wird, führt zu sättigungsverbreiterten Linien nach 
der Fourier-Transformation der Wiener-Kerne. Ein weiterer Unterschied ist der im Wiener-
Kern verringerte Besetzungsunterschied der Dichtematrix im dynamischen Gleichgewicht 
aufgrund partieller Sättigung des Systems durch die kontinuierliche Anregung. 
 Für die Interpretation der Volterra- und Wiener-Kerne ist der in Gleichung 2.43 
eingeführte Superoperator Bd  
 
 dx
d i:B F=  (2.55) 
 
 von zentraler Bedeutung. Er ist proportional zur x-Komponente des Gesamtspin-Operators 
dF , was bedeutet, daß er Dichtematrixelemente ikρ  in andere Elemente lnρ , die sich von 
ikρ  um 1m ±=∆  unterscheiden, transformiert [KK2] (Abb. 2.6). 
 Dichtematrixelemente ikρ  mit ki ≠  bezeichnet man als Kohärenzen (vgl. Kap. 2.1.2). Die 
durch einen Anregungspuls erzeugten Kohärenzen werden in Abhängigkeit von der 
Differenz der magnetischen Quantenzahlen der Zustände i  und k  als Nullquanten- 
( 0m =∆ ), Einquanten- ( 1m ±=∆ ) und Mehrfachquantenkohärenzen ( 1m >∆ ) 
bezeichnet. Abbildung 2.7 zeigt am Beispiel des Volterra-Kerns dritter Ordnung, der die 
ersten meßbaren nichtlinearen Anteile der Antwort beschreibt (s.u.), die Erzeugung 
verschiedener Kohärenzen durch dreifache Anwendung des Bd-Operators (vgl. Gleichung 
2.50). Gleichzeitig werden der Zusammenhang der Zeitachsen der dreidimensionalen 
Kreuzkorrelation, die auch den τi-Werten der Störungsentwicklung in Gleichung 2.46 
entsprechen, und der ti-Werte im Drei-Impuls-Experiment (vgl. Gleichung 2.58 weiter 
unten) dargestellt. 
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 Abbildung. 2.6: Prinzipielle Wirkung des Pseudoimpuls-Superoperators Bd. im System 
von drei gekoppelten Spins. 
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 Abbildung. 2.7: Das Kohärenzübertragungsdiagramm im System gekoppelter Spins für 
drei Pseudoimpulse zur Interpretation des Volterra-Kerns dritter Ordnung. 
 
 In einem System gekoppelter Spins erzeugt die Anwendung des Superoperators Bd auf die 
Gleichgewichts-Dichtematrix 0ρ  zum Zeitpunkt 1t τ−  Einquantenkohärenzen, welche 
bis zur Anwendung des nächsten Pseudoimpulses für eine Zeit 211t τ−τ=  unter dem 
Einfluß des Liouville-Operators A relaxieren. Der zweite Pseudoimpuls zum Zeitpunkt 
2t τ−  erzeugt hieraus Doppel- und Nullquantenkohärenzen und Populationen. Diese 
entwickeln sich über eine Mischzeit 322t τ−τ= , bevor sie durch die nochmalige 
Anwendung von Bd zum Zeitpunkt 3t τ−  in detektierbare Einquanten- und 
nichtdetektierbare Tripelquantenkohärenzen überführt werden.  
 Die Verallgemeinerung des Kohärenzübertragungsdiagramms (Abb. 2.7) auf n 
aufeinanderfolgende Pseudoimpulse ermöglicht eine veranschaulichte Darstellung des 
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Volterra-Kerns n-ter Ordnung. Dies führt auf das auch aus der Lösung der Blochschen 
Gleichungen [KK1] für die stochastische Anregung bekannte Ergebnis, daß in der 
transversalen Magnetisierung nur die ungeraden Potenzen der Anregung auftreten, 
während in der longitudinalen Magnetisierung ausschließlich gerade Potenzen enthalten 
sind. Die ersten Nichtlinearitäten, welche durch zweimalige Anwendung des Bd-Operators 
erzeugt werden, treten nur in der longitudinalen Magnetisierung auf, während für die 
Erzeugung nichtlinearer Anteile in der transversalen Magnetisierung mindestens die 
dreimalige Anwendung von Bd erforderlich ist. 
 Ganz allgemein kann der Superoperator für eine gepulste Anregung zum Zeitpunkt t0 mit 
einem Drehwinkel )t(r 0δ=Θ  um die x-Achse  
 
 ( ) [ ] [ ]ddxd Bexpiexp:U Θ−=Θ−Θ = F  (2.56) 
 
 in Abhängigkeit vom Drehwinkel alle Kohärenzen anregen. Man sieht dies an der 
Potenzreihenentwicklung von Gleichung 2.56 
 
 ( ) ....BBB
!3
BB
!2
B1:U ddd
3
dd
2
ddd +
Θ
−
Θ
+Θ−Θ =  (2.57) 
 
 So erzeugt beispielsweise dx
d
x
dd FFBB −=  Kohärenzen mit 0m =∆  und 2m ±=∆ . Für 
höhere Potenzen von Bd gilt entsprechendes. 
 Gleichung 2.56 zeigt, daß die Wirkung des Superoperators Bd auf die Dichtematrix genau 
der eines Impulses mit kleinem Drehwinkel entspricht, welcher linear in Θ ist und somit 
nur Einquantenkohärenzen ( 1m ±=∆ ) erzeugen kann. Man bezeichnet den Superoperator 
aus diesem Grund als Pseudoimpuls-Superoperator (vgl. Abb.2.5).  
 Die Systemantwort ( )3322113 t,,t,,t,p ΘΘΘ  im Drei-Impuls-Experiment mit jeweils 
einem Impuls mit dem Drehwinkel iΘ  zum Zeitpunkt ti läßt sich aus der erweiterten 
Louville von-Neumann-Gleichung (vgl. Gleichung 2.40) ableiten [EWB] 
  (2.58) 
 
( )
[ ] [ ] [ ] [ ] [ ] [ ] .ρBexp)(AexpBexp)(AexpBexpAexp
t,,t,,t,p
d
11
d
22
d
33
3322113
∞
− Θ−τΘ−τΘ−τ
=ΘΘΘ
F
 
 
 Setzt man hier die Potenzreihenentwicklung (Gleichung 2.57) ein, so erhält man wieder 
eine Reihenentwicklung für die bei gepulster Anregung gemessene Magnetisierung. Aus 
dem Vergleich mit der Volterra-Reihe (Gleichung 2.46) für gepulste Anregung folgen die 
Volterra-Kerne. So enthält der Volterra-Kern k3 den Term p3, der trilinear im Operator Bd 
ist (vgl. Gleichung 2.50). Dieser Vergleich illustriert noch einmal sehr deutlich die 
Eigenschaft von Bd als Pseudoimpuls-Superoperator [BLÜ3]. 
Theoretische Grundlagen    31
 Der Vergleich von Gleichung 2.58 mit dem für den Wiener-Kern dritter Ordnung 
gefundenen Ausdruck (Gleichung 2.52) zeigt, daß sich der im stochastischen Experiment 
mit einer Auswertung durch eine dreidimensionale Kreuzkorrelation gemessene Wiener-
Kern h3 in dreifacher Hinsicht von der Systemantwort p3 im Drei-Impuls-Experiment 
unterscheidet. Zum einen enthält der Wiener-Kern, vermittelt durch den effektiven 
Liouville-Operator C (vgl. Gleichung 2.54), einen Sättigungsterm, der in der 
Impulsantwort nicht enthalten ist. Zum anderen geht der Pseudoimpuls-Operator Bd jeweils 
nur linear in den Wiener-Kern ein, wohingegen er in der Impulsantwort in allen Potenzen 
(vgl. Gleichung 2.57) auftritt. Des weiteren ist die thermodynamische Gleichgewichts-
Dichtematrix durch die Dichtematrix im Gleichgewicht der Anregung ersetzt.  
 Das stochastische Experiment kann unter Berücksichtigung dieser Unterschiede im Sinne 
eines hypothetischen Drei-Impuls-Experiments interpretiert werden, wobei jeder 
Pseudoimpuls die Kohärenz im Kohärenzübertragungsdiagramm um eine Stufe ändert. 
 Viele Ergebnisse für konventionelle Drei-Impuls-Experimente können so direkt auf die 
stochastische Kernresonanz-Spektroskopie übertragen werden. In Abbildung 2.8 sind die 
interessantesten 1D- und 2D-Experimente dargestellt, die mit stochastischer Anregung und 
anschließender Kreuzkorrelation dritter Ordnung realisiert werden können. Die Abbildung 
zeigt die physikalisch interessierenden ein- und zweidimensionalen Schnitte durch den 
dabei gemessenen Wiener-Kern h3. Die σiWerte entsprechen den Korrelationsparametern 
(vgl. Gleichung 2.29) und die ti-Werte sind die bereits für das 
Kohärenzübertragungsdiagramm (vgl. Abbildung 2.7) eingeführten Pseudoimpuls-
Abstände, welche entsprechend den gängigen Kernresonanz-Zeitkonventionen der 
Präparations- (t1), Evolutions- (t2) und Detektionszeit (t3) zugeordnet werden können. 
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 Abbildung 2.8: Durchführung hypothetischer Drei-Impuls-Experimente durch geeignete 
Variation der Kreuzkorrelationsparameter bei der Auswertung stochastischer Experimente. 
 
 Gemäß Abbildung 2.8 können entsprechend den durch den Wiener-Kern dritter Ordnung 
gelegten 2D-Schnitten sowohl 2D-, Null- und Doppelquantenspektren konstant),(t1 = als 
auch 2D-Spektren vom COSY-Typ konstant)(t 2 = erhalten werden. Die 1D-Schnitte 
durch h3 enthalten Informationen über Echos )tkonstant,(t 21 ε== , T1-Relaxation 
konstant)t,(t 31 =ε= und T2-Relaxation )t(t 21 ε== . 
 Der in Abbildung 2.6 eingeführte Parameter ε entspricht einem Mindestwert 0>ε für die 
Pseudoimpuls-Abstände. Dieser Mindestabstand tritt auf, da die Pseudoimpuls-Parameter ti 
nach Gleichung 2.52 nicht gleich Null werden dürfen. Der Wiener-Kern dritter Ordnung 
kann somit ohne größeren Aufwand nur für Werte 0t i > berechnet, beziehungsweise 
gemessen werden. Dies führt auf eine stochastische (effektive) Totzeit, die von der Breite 
des Autokorrelationssignals des verwendeten Rauschens abhängt. Beim Einsatz einer 
geeigneten Anregungssequenz ist diese Totzeit kleiner als in konventionell gepulsten 
Experimenten, und die aus der Totzeit resultierenden Basisliniendeformationen können 
leicht mit einer linear prediction beseitigt werden. 
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2.3 Nichtlineare Interferometrie in der Kernresonanz-Spektroskopie 
 In Kapitel 2.2.1.3.3 wurde bereits auf die Parallelen zwischen dem stochastischen 
Resonanzexperiment und der aus der IR-Analytik bekannten Interferenz hingewiesen. Es 
konnte gezeigt werden, daß die in der stochastischen Resonanz-Spektroskopie 
durchgeführte Kreuzkorrelation und die in der IR-Spektroskopie mit Hilfe des Michelson-
Interferometers gemessene Interferenz physikalisch äquivalent sind. Ausgehend von dieser 
Äquivalenz wird im Folgenden versucht, die auf einer Korrelation von Anregung und 
Systemantwort beruhenden Methoden unter dem Oberbegriff der Interferometrie 
zusammenzufassen. 
 Wie in den vorangegangenen Kapiteln gezeigt wurde, kann die Kreuzkorrelation nicht nur 
linear, sondern auch nichtlinear in n-ter Ordnung durch die n-fache Multiplikation und 
nachfolgende Integration der zeitverzögerten Anregungen (vgl. Gleichung 2.29) 
durchgeführt werden. Die so gemessenen nichtlinearen Interferogramme führen über eine 
(n-dimensionale) Fourier-Transformation auf die nichtlinearen Suszeptibilitäten n-ter 
Ordnung [BLÜ3, PBK]. Derartige Korrelationsexperimente, welche auf einer n-
dimensionalen Kreuzkorrelation der Systemantwort mit der Anregungssequenz basieren, 
werden ganz allgemein als nichtlineare Interferometrie (n-ter Ordnung) bezeichnet. 
 Ein Korrelationsexperiment, bei dem die Anregung des Systems im Gegensatz zu den 
bisher beschriebenen Experimenten nicht nur über eine, sondern über die Summe mehrerer 
voneinander unabhängiger weißer Rauschsequenzen erfolgt, bezeichnet man als 
mehrdimensionale Interferometrie. Grundlagen und potentielle Anwendungen derartiger 
Verfahren werden in Kapitel 2.3.2 behandelt. Eine für die Kernresonanz-Spektroskopie 
besonders interessante Anwendung dieser Methode ergibt sich aus einer Kombination der 
zweidimensionalen Interferometrie mit der linearen Kreuzkorrelation. Das Experiment 
stellt ein alternatives Verfahren zur Aufnahme 2D-korrelierter Spektren dar und wird in 
Kapitel 2.3.2.2 beschrieben. Tabelle 2.2 gibt eine Übersicht über die entsprechend dem 
erweiterten Interferometrie-Konzept möglichen Experimente. 
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 Tabelle 2.2: Übersicht über die verschiedenen Interferometriemethoden und ihre 
potentiellen Anwendungen. 
 
[Literatur]
Echo T1,T -Relaxation2
Null, Doppelquanten COSY, Austausch
weiß
(Potentielle) Anwendungen[Dimension]
[1] linear
nichtlinear
[1]
nichtlinear [n]
linear 1D-Spektroskopie
(Multiquanten Sp.);
Lösungsmittelunterdrückungfarbig [n] linear
nichtlinear
[1]
nichtlinear [n]
linear
[BLÜ1]  [PBK]
Pump-and-probe
2D Korrelationsspektroskopie (COSY)
Selektive Sättigung (NMR-Bildgebung)
 
 
2.3.1 Eindimensionale Interferometrie 
 Wie in Kapitel 2.2.2.1 gezeigt wurde, kann das stochastische Experiment im Sinne eines 
hypothetischen n-Impuls-Experimentes interpretiert werden, wobei jeder Pseudoimpuls die 
Kohärenz um eine Stufe ändert ( 1m ±=∆ ). Während über das hypothetische Ein-Impuls-
Experiment nur die linearen Systemeigenschaften (das 1D-Spektrum) zugänglich sind, 
können über das Drei-Impuls-Experiment auch die nichtlinearen Eigenschaften des 
Systems untersucht werden. Auf diese Weise können viele der über konventionelle Drei-
Impuls-Experimente zugänglichen Informationen auch über die stochastische 
Kernresonanz-Spektroskopie, durch Anregung mit weißem Rauschen und anschließende 
dreidimensionale Kreuzkorrelation, erhalten werden. Wie aus Tabelle 2.8 ersichtlich wird, 
ist es auf diese Weise möglich, sowohl stochastische 2D-Spektren vom COSY-Typ, als 
auch 2D-Austausch-Spektren aufzunehmen. 
 Größtes Problem bei der Aufnahme nichtlinearer Interferogramme ist das im Vergleich zur 
linearen Interferometrie niedrige Signal-zu-Rausch-Verhältnis. Haupverantwortlich hierfür 
ist die mit zunehmender Ordnung abnehmende Intensität des Antwortsignals. So liegen die 
Intensitäten der Antwortsignale dritter Ordnung bereits um etwa zwei Größenordnungen 
unter denen der ersten Ordnung. Ein weiteres Problem stellt das bei der Kreuzkorrelation 
der endlichen Anregungssequenz mit dem aufgenommenem Antwortdatensatz erzeugte 
systematische Rauschen dar. Das systematische Rauschen hat seine Ursache darin, daß die 
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Integralterme in Gleichung 2.29 mit den Integrationsgrenzen Null und Unendlich durch 
endliche Summen ersetzt werden. Für die Anregung mit weißem Rauschen läßt sich zeigen 
[PB], daß das Verhältnis von Signal zu systematischem Rauschen sn proportional zur 
Wurzel der Abtastrate νr ist 
 .ks rn ν=  (2.59) 
 Dieses Verhältnis läßt sich durch eine Erhöhung der Abtastrate über den durch das 
Nyquist-Theorem vorgegebenen Mindestwert hinaus maximieren (oversampling) [PFB]. 
So führt beispielsweise eine Vervierfachung der Abtastrate zu einer Verdoppelung des sn-
Wertes. Es bleibt jedoch festzustellen, daß das Signal-zu-Rausch-Verhältnis bei der 
eindimensionalen Interferometrie n-ter Ordnung selbst im Falle maximierter Abtastraten 
klein gegenüber dem konventioneller Kernresonanz-Experimente bleibt, da immer nur die 
Beiträge einer Ordnung gemessen werden. 
2.3.2 Mehrdimensionale Interferometrie 
 In Analogie zum linearen Fall läßt sich auch das n-dimensionale Korrelationsexperiment 
zur Messung der nichtlinearen Systemeigenschaften auf das aus der IR-Spektroskopie 
bekannte Konzept der Interferenz übertragen.  
 Hauptmerkmal n-dimensionaler Experimente ist das Vorhandensein von n voneinander 
unabhängigen Parameterachsen. In der gepulsten Kernresonanz-Spektroskopie handelt es 
sich dabei in der Regel um Zeitachsen, wobei die direkte Achse der Datenaufnahme 
entspricht. Alle anderen, indirekten Achsen werden über n aufeinanderfolgende Impulse 
mit n-1 unabhängig voneinander variierbaren Zeitabständen festgelegt. In der 
Korrelationsspektroskopie werden die n Dimensionen über die Korrelationsparameter σi 
(vgl. Gleichung 2.29) definiert. 
 Um ein Interferometer auf n Dimensionen zu erweitern, ist es notwendig, n Michelson-
Interferometer, mit n unabhängig voneinander variierbaren Spiegeln, miteinander zu 
kombinieren. So wird eine Erweiterung auf zwei Dimensionen beispielsweise dadurch 
erreicht, daß zwei Interferometer parallel oder auch in Serie hintereinander geschaltet 
werden. Eines der beiden Interferometer, welches dem zu untersuchenden System 
vorgeschaltet ist, hat dabei jeweils die Aufgabe, das ursprünglich weiße Anregungssignal 
in die Summe zweier zeitverzögerter Rauschsequenzen zu überführen. Dieses als 
Summenanregung bezeichnete Konzept wird in Kapitel 2.3.2.1 eingehend untersucht, 
bevor nachfolgend (Kapitel 2.3.2.2) auf die Möglichkeit einer Anwendung der 
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zweidimensionalen Interferometrie als Methode zur Aufnahme 2D-korrelierter 
Kernresonanz-Spektren eingegangen wird. 
2.3.2.1 Das Konzept der Summenanregung 
 Um das Interferometer-Konzept, basierend auf einer Anregung des zu untersuchenden 
Systems mit weißem Rauschen, von einer auf zwei Dimensionen zu erweitern, ist es 
erforderlich, einen zweiten Zeitparameter einzuführen, welcher unabhängig vom 
Korrelationsparameter σ2 des Michelson-Interferometers ist. Zu diesem Zweck wird das 
Interferometer wie oben bereits beschrieben um ein weiteres, der Probe vorgeschaltetes 
Michelson-Interferometer erweitert, wodurch das ursprünglich als Anregungssignal 
dienende weiße Rauschen in die Summe zweier zeitverzögerter Rauschsignale, skaliert 
über einen Faktor r, überführt wird 
 
 .)t(xr)t(x),t('x 11 σ−+=σ  (2.60) 
 
 Der auf diese Weise eingeführte zweite Zeit-Parameter σ1 ist unabhängig von σ2. Derartige 
Korrelationsexperimente, bei denen die Anregung über die Summe zweier zeitverzögerter 
Rauschsequenzen erfolgt, lassen sich direkt auf konventionelle 2D-Experimente mit zwei 
Anregungsimpulsen übertragen. Dabei wird die indirekte Zeitachse über die 
Zeitverzögerung zwischen den beiden Rauschsequenzen aufgespannt, welche dem 
Impulsabstand im konventionellen Zwei-Impuls-Experiment entspricht. 
 
 
Zeit t
σ1
σ2
x(t- )σ1
x(t)
Evolution Detektion
t1 1 2= τ − τ t2 2= τ
ω1 ω1+ω2  
 
 Abbildung 2.9: Schematische Darstellung des Doppel-Impuls-Experimentes. σi: 
Korrelationsparameter bei der Auswertung stochastischer Summenanregungs-Experimente 
über eine Kreuzkorrelation zweiter Ordnung.  
 
 Die auf diese Weise durch die Aneinanderreihung von n Michelson-Interferometern 
realisierbaren Korrelationsexperimente werden allgemein als n-dimensionale 
Interferometrie n-ter Ordnung bezeichnet. Als Beispiele für die praktische Anwendung 
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derartiger Verfahren sind sowohl zeitaufgelöste Photolyse-Experimente, als auch pump 
and probe-Experimente in der IR-Spektroskopie [BLÜ6] zu nennen. Eine potentielle 
Anwendung in der Kernresonanz-Spektroskopie stellt das von Blümich vorgeschlagene 
Verfahren der zweidimensionalen Interferometrie zweiter Ordnung (vgl. Abb. 2.10) zur 
Messung longitudinaler Magnetisierung dar [BLÜ7]. 
 
dt
System
Re{k ( )}1 σ1, 2σ
Detektor
x(t)
x(t- )σ1
σ1/2
Beweglicher
Spiegel
Fester
Spiegel
Beweglicher
Spiegel
x(t)
∫
Fester
Spiegel
σ2/2
y(t, )σ1
y(t- , )σσ2 1
 
 Abbildung 2.10: 2D-Interferometer mit zwei in Serie geschalteten Michelson-
Interferometern. 
 
 Ein wichtiges Kriterium für die Anregung ist die Spektrale Leistungsdichte P der 
verwendeten Anregungssequenz. Weißes Rauschen zeichnet sich dadurch aus, daß es eine 
über den gesamten in der Kernresonanz beobachteten spektralen Bereich hinweg konstante 
spektrale Leistungsdichte besitzt 
 
 { } .r)t(xr)(X 222 ==ω= FTP  (2.61) 
 
 Im Gegensatz dazu gilt für die Summe zweier bis auf einen Skalierungsfaktor identischer 
weißer Rauschsignale: 
 
 { } .),cos(r2r1)t(xr)t(x),(X 122121 σω++=σ−+=σω= FTP  (2.62) 
 
 Aus Gleichung 2.62 ergibt sich, daß es sich bei dem durch Summation zweier 
zeitverzögerter weißer Rauschsignale erzeugten Summensignal nicht mehr länger um 
weißes, sondern um farbiges Rauschen mit einem cosinusmodulierten Leistungsdichte-
Spektrum handelt. Als Folge der Modulation des Leistungsdichte-Spektrums der 
Anregungssequenz sind in den Kreuzkorrelationsfunktionen n-ter Ordnung nicht länger nur 
die Kerne der entsprechenden Ordnung, sondern zusätzlich auch Kerne höherer 
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beziehungsweise niedrigerer Ordnungen enthalten. Dies eröffnet beispielsweise die 
Möglichkeit, die in der Systemantwort enthaltenen Kerne dritter und höherer Ordnung über 
eine Kreuzkorrelation erster Ordnung zu extrahieren. In Kapitel 2.3.2.2 wird gezeigt, wie 
sich eine derartige Kombination von zweidimensionaler Interferenz und eindimensionaler 
Kreuzkorrelation direkt auf die aus der konventionellen Kernresonanz-Spektroskopie 
bekannten Methoden zur Aufnahme 2D-korrelierter Spektren übertragen läßt. 
 Vergleicht man die auf der Summenanregung basierende zweidimensionale Interferometrie 
mit der in Kapitel 2.3.1 beschriebenen eindimensionalen nichtlinearen Interferometrie, so 
lassen sich zwei Hauptmerkmale der beiden Methoden herausarbeiten. 
 Ziel beider Methoden ist die Aufnahme zweidimensionaler Spektren, mit deren Hilfe die 
Nichtlinearitäten eines Systems analysiert werden können. Wird das zu untersuchende 
System wie im Falle der eindimensionalen nichtlinearen Interferometrie mit weißem 
Rauschen angeregt, so besteht die Möglichkeit, den aus der breitbandigen Anregung 
resultierenden Multiplexvorteil in beiden Dimensionen auszunutzen. Dabei wird die 
Erzeugung des mehrdimensionalen Datensatzes, gleichbedeutend mit der Einführung 
physikalisch sinnvoller Zeitachsen, auf die Seite der Datenprozessierung verlagert. Wird 
das System im Gegensatz dazu der Summenanregung unterworfen, so geht der 
Multiplexvorteil in einer Dimension verloren. Der breitbandige Charakter der Anregung 
bleibt nur für die einzelnen Hochfrequenzimpulse erhalten, während die aus der 
Summation zweier zeitverzögerter weißer Rauschsequenzen resultierende Summensequenz 
wie oben bereits beschrieben immer nur eine Farbe (Frequenz) enthält. Die jeweilige Farbe 
wird dabei über das Ausmaß der Zeitverzögerung zwischen den beiden aufsummierten 
Rauschsequenzen bestimmt. Erst die Integration über alle Farben (Frequenzen von Null bis 
Unendlich) liefert wieder ein der weißen Anregung entsprechendes Anregungsprofil mit 
einem konstanten Leistungsdichtespektrum über den gesamten Anregungsbereich hinweg. 
Die Integration wird experimentell über eine Wiederholung des Experimentes mit 
schrittweise inkrementier Zeitverzögerung bei der Summation der Rauschsequenzen 
umgesetzt. Das Ergebnis ist ein um eine indirekte Dimension auf zwei Dimensionen 
erweitertes Anregungsschema, welches dem konventioneller 2D-Experimente mit zwei 
Anregungsimpulsen entspricht. 
 In Kapitel 2.2.2.1 wurde das stochastische Experiment zur Bestimmung des Volterra-Kerns 
dritter Ordnung im Sinne eines hypothetischen Drei-Impuls-Experimentes interpretiert, 
wobei jeder Pseudoimpuls die Kohärenz im Kohärenzübertragungsdiagramm (vgl. Abb. 
2.7) um genau eine Stufe ändert. Die als Pseudoimpuls-Abstände interpretierten 
Kreuzkorrelationsparameter konnten auf diese Weise unmittelbar den Impulsabständen 
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entsprechender konventioneller 1D- und 2D-Experimente zugeordnet werden (vgl. Abb. 
2.8). Grundlage dieser Interpretation ist, daß in der aus der Antwort auf eine Anregung mit 
weißem Rauschen resultierenden Korrelationsfunktion n-ter Ordnung nur der Kern n-ter 
Ordnung enthalten ist. Da in den aus der Antwort auf die Summenanregung resultierenden 
Kreuzkorrelationsfunktionen stets Kerne verschiedener Ordnungen enthalten sind, läßt sich 
das in Kapitel 2.2.2.1 beschriebene Modell des hypothetischen Multi-Impuls-Experiments 
nur eingeschränkt auf die Summenanregung übertragen. Zwar entsprechen die in 
Abbildung 2.9 für die Summenanregung definierten Zeitabstände ebenfalls denen 
konventioneller Experimente, eine Interpretation der für die Summenanregung 
dargestellten Impulse im Sinne der in Kapitel 2.2.2.1 (Abbildung 2.8) beschriebenen 
Pseudoimpulse ist jedoch nicht ohne weiteres möglich.  
2.3.2.2 Lineare Kreuzkorrelation zweidimensionaler Interferogramme 
 Wie bereits bei der quantenmechanischen Beschreibung des stochastischen Kernresonanz-
Experiments gezeigt werden konnte, sind in dem über die transversale Magnetisierung 
gemessenen Anteil der Systemantwort ausschließlich die ungeraden Potenzen der 
Anregung enthalten  
 
 ....),t(y),t(y)t(y 1311 +σ+σ=  (2.63) 
 
 Wird das System mit einer gemäß Gleichung 2.60 aus der Summe zweier zeitverzögerter 
weißer Rauschsignale gebildeten Sequenz angeregt, so gilt für die ersten beiden Glieder 
des gemessenen Antwortsignals 
 
 ,d),t('x)(k),t(y
0
1111 ∫∞ τστ−τ=σ  (2.64) 
 .ddd),t('x),t('x),t('x),,(k),t(y
0 0 0
321131211321313 ∫ ∫ ∫∞ ∞ ∞ τττστ−στ−στ−τττ=σ  (2.65) 
 
 Für die lineare Kreuzkorrelation der nichtlinearen Systemantwort mit der zeitverzögerten 
Anregung gilt 
 
 .)5(O),(c),(cdt)t(x),t(yr),(c 2113211121211 +σσ+σσ=σ−σ=σσ ∫∞
∞−
 (2.66) 
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 Der erste Index der Korrelationsprodukte, cij beschreibt die Korrelationsordnung, während 
der zweite Index die Ordnung des Volterra-Kerns angibt. Der dritte Summand auf der 
rechten Seite der Korrelationsfunktion beinhaltet die Terme fünfter und höherer Ordnung. 
Die Kreuzkorrelation wird für 1σ -Werte von Null bis maxσ  durchgeführt, wobei maxσ so 
gewählt wird, daß ein vollständiger Abfall des FIDs bis auf Null sichergestellt ist. Der 
Parameter 2σ  reicht von 1σ  bis max1 σ+σ . Transformiert man die iσ -Werte in die 
konventionellen Zeitachsen 1t  und 2t , so ergibt sich für die indirekte Achse 11t σ=  und 
die direkte Achse 122t σ−σ=  (vgl. Abb. 2.11).  
 
 a) 
 
Zeit t
σ2
σ1
x(t, )σ1
t1 1= σ t2 1= −σσ2
ω1 ω1+ω2  
 
 
 b) 
 
System
x(t)
x(t- )σ1Fester
Spiegel
x(t)
y(t, )σ1
c( )σ1, 2σ
∫dt
Detektor
Beweglicher
Spiegel
σ2/2
Beweglicher
Spiegel
σ1/2
x(t- )σ2
 
 
 Abbildung 2.11: (a) Schematische Darstellung des Summenanregungs-Experimentes. σi: 
Korrelationsparameter für die Auswertung stochastischer Summenanregungs-Experimente 
über eine Kreuzkorrelation erster Ordnung. (b) 2D-Interferometer, bestehend aus zwei 
parallel geschalteten Michelson-Interferometern, welches eine Kombination von 
zweidimensionaler Interferometrie und linearer Kreuzkorrelation ermöglicht. 
 
 Der im Kreuzkorrelationsexperiment mit den oben angegebenen Zeit-Parametern 
aufgenommene 2D-Datensatz wird gemäß Gleichung 2.66 zeilenweise kreuzkorreliert und 
anschließend entsprechend den Zeitachsen 1t  und 2t  2D-Fourier-transformiert. Die auf 
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diese Weise erhaltenen Spektren haben große Ähnlichkeit mit denen konventioneller 2D-
korrelierter (COSY) Experimente. Die zur Auswertung der Spektren erforderliche Analyse 
der Kreuzkorrelationsfunktionen beschränkt sich auf die Terme erster und dritter Ordnung. 
Terme fünfter und höherer Ordnung werden nicht näher betrachtet. Dies ist zulässig, da die 
aus diesen Termen resultierenden Signale klein gegenüber denen der niedrigeren 
Ordnungen sind und darüber hinaus im Spektrum genau an den Frequenzen Beiträge 
liefern, an denen auch die Terme erster und dritter Ordnung Signale ergeben. Das 
Korrelationsprodukt 11σ  ergibt sich aus der Summe von zwei zu verschiedenen 
Zeitpunkten gehörenden Volterra-Kernen erster Ordnung  
 
 [ ] .)(kr)(kr),(c 1212122111 σ−σ+σ=σσ  (2.67) 
 
 Beginnt der über die Variation von 2σ  aufgenommene Bereich bei Null, so entspricht das 
aus der Kreuzkorrelation resultierende Signal der Überlagerung von zwei zeitverzögerten 
FIDs, wobei der erste FID zum Zeitpunkt 02 =σ  ( 12t σ−= ) und der zweite zum 
Zeitpunkt 12 σ=σ  ( 0t2 = ) beginnt (vgl. Abbildung 2.11). 
 Das Korrelationsprodukt 13σ , welches die Volterra-Kerne dritter Ordnung enthält, setzt 
sich aus der Summe von vier jeweils zu verschiedenen Zeitpunkten gehörenden Termen 
zusammen 
 ( )[ ]{
( )[ ] } .d),,(kr2),,(kr1r
),,(kr2),,(kr1r3),(c
1213123
20
21323
24
2113
ττσ−σσ+τ+ττσ−σ++
τσσ+τ+ττσ+=σσ ∫∞  (2.68) 
 
 Überführt man die iσ -Werte in Gleichung 2.67 und 2.68 in die ( 21 t,t )-Zeitachsen 
konventioneller 2D-Experimente, so ergibt sich für die Korrelationsfunktionen erster und 
dritter Ordnung 
 
 [ ] ,)t(kr)tt(kr),(c 2121122111 ++=σσ  (2.69) 
 
 ( )[ ]{
( )[ ] } .d),t,t(kr2),,t(kr1r
),tt,t(kr2),,tt(kr1r3)t,t(c
21323
20
2113213
24
2113
ττ+τ+ττ++
τ++τ+ττ++= ∫∞  (2.70) 
 
 Zweidimensionale Fourier-Transformation der Summe von Gleichung 2.69 und 2.70 ergibt 
das 2D-Spektrum. Dabei liefern die beiden in Gleichung 2.70 in eckigen Klammern 
dargestellten Teilsummen nach der Fourier-Transformation identische Beiträge im 2D-
Spektrum, lediglich skaliert über den Faktor r und um 45° verdreht durch den Austausch 
von 21 tt +  durch 2t . Betrachtet man die einzelnen Summanden in Gleichung 2.69 und 
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2.70, so stellt man fest, daß nur die jeweils letzten Terme der in Gleichung 2.70 in eckigen 
Klammern dargestellten Teilsummen in 2D-Spektren transformiert werden. Die Fourier-
Transformation dieser beiden Summanden liefert zwei über r skalierte und um 45° 
zueinander verdrehte Sätze von Kreuz-Signalen im resultierenden 2D-Spektrum. Alle 
anderen Summanden führen zu 1D-Spektren. Der erste Summand in Gleichung 2.69 und 
der dritte Summand in Gleichung 2.70 sind unabhängig von 1t  und liefern axiale Beiträge 
erster beziehungsweise dritter Ordnung bei 01 =ω . Die jeweils ersten Terme in beiden 
Gleichungen, welche abhängig von 1t  und 2t  sind, liefern Beiträge entlang der Diagonalen 
durch das 2D-Spektrum.  
 Die in den 2D-Spektren unerwünschten axialen 1D-Spektren, sowie die um 45° verdrehten 
Beiträge lassen sich in Analogie zu den aus konventionellen 2D-Experimenten bekannten 
Phasenzyklen durch die aufeinanderfolgende Aufnahme mehrerer Datensätze mit 
unterschiedlichem Skalierungsfaktor r eliminieren. So gilt für die Summe von zwei 
Kreuzkorrelationsfunktionen c1 mit positivem und negativem r 
  (2.71) 
 ( ) .d),tt,t(kr2),,tt(kr1r3)tt(kr
)r,t,t(c)r,t,t(c)r,t,t(c
0
2113213
24
211
2
21121121Summe1
ττ++τ+ττ++++=
−+=
∫∞  
 
 Das aus der Fourier-Transformation von Gleichung 2.71 resultierende 2D-Spektrum 
enthält neben den aus den Kernen erster und dritter Ordnung resultierenden Beiträgen, 
welche 1D-Spektren auf der Diagonale des 2D-Spektrums liefern, nur noch einen aus dem 
dritten Summanden resultierenden Satz von Kreuz-Signalen. Die um 45° verdrehten 
Kreuz-Signale, sowie die axialen Signale erster und dritter Ordnung werden durch eine 
Summation gemäß Gleichung 2.71 vollständig eliminiert.  
 Die quantenmechanische Interpretation von Gleichung 2.71 liefert nach Gleichung 2.49 
(vgl. Kap. 2.2.2.1) für den Volterra-Kern erster Ordnung 
 
 [ ] .dρB)tt(Aexprd)tt(k
0
d
21
0
211 ∫∫ ∞ ∞−∞ τ+=τ+ F  (2.72) 
 
 Entsprechend gilt für den unsymmetrischen (zeitlich geordneten) Volterra-Kern dritter 
Ordnung unter Berücksichtigung der Vertauschungen der Zeitargumente im 
symmetrischen Volterra-Kern nach Gleichung 2.50 (vgl. Kap. 2.2.2.1): 
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 Für die Interpretation im Sinne eines hypothetischen Drei-Impuls-Experiments bedeutet 
dies, daß der erste Pseudoimpuls Einquantenkohärenzen erzeugt, welche während t1 
relaxieren (Präparation). Durch die nochmalige Anwendung des Pseudoimpuls-
Superoperators Bd werden die angeregten Einquanten-Kohärenzen mit allen anderen über 
gemeinsame Energieniveaus gekoppelten Kohärenzen gemischt. Die Ordnung der 
Kohärenzen wird dabei genau um Eins geändert ( 1m ±=∆ ), so daß Doppel- und 
Nullquanten-Kohärenzen und Populationen entstehen, welche sich über eine Mischzeit 
2t τ−  entwickeln, bevor Sie durch die erneute Anwendung von B
d in detektierbare 
Einquanten-Kohärenzen überführt und während t2 detektiert werden. Die Null- und 
Doppelquantenkohärenzen werden dabei durch Integration über die Mischzeit 
herausgemittelt, so daß ein effektiver Kohärenztransfer - gleichbedeutend mit dem 
Auftreten von Kreuzpeaks im 2D-Spektrum - nur über die Populationen möglich ist. Aus 
diesem Grund kann das auf der stochastischen Summenanregung basierende Experiment 
unter Berücksichtigung der Ähnlichkeit mit dem konventionellen COSY-Experiment als 
populationsgefiltertes COSY-Experiment bezeichnet werden. 
 Abschließend lassen sich für die in diesem Kapitel beschriebene Methode der 
zweidimensionalen Interferometrie mit anschließender linearer Kreuzkorrelation einige im 
Vergleich zur eindimensionalen (nichtlinearen) Interferometrie besonders interessante 
Aspekte herausstellen. Zum einen liegt das Verhältnis von Signal zu systematischem 
Rauschen in den mit dieser Methode aufgenommenen 2D-Spektren deutlich über dem der 
aus der nichtlinearen Interferenz resultierenden Spektren. Die Ursache hierfür ist, wie in 
diesem Kapitel bereits beschrieben, in den unterschiedlichen Eigenschaften der 
Anregungssequenzen zu finden. Während in der aus der Antwort auf weißes Rauschen 
berechneten Korrelationsfunktion n-ter Ordnung nur die n-te Ordnung der Anregung 
enthalten ist, sind in der aus der Summenanregung resultierenden linearen 
Kreuzkorrelationsfunktion alle ungeraden, über die transversale Magnetisierung meßbaren 
Ordnungen auf einmal enthalten. 
 Über den bei der Summation eingeführten Skalierungsfaktor r besteht zum anderen die 
Möglichkeit zur Bildung von Summen- und Differenzspektren. Dabei kann der 
Skalierungsfaktor nicht nur wie oben beschrieben real, um 180°, sondern auch komplex, 
um 90° beziehungsweise 270°, variiert werden. Auf diese Weise sollte es auch im 
stochastischen Experiment möglich sein, analog zu den Phasenzyklen konventioneller 2D-
Experimente gezielt Kohärenzpfade zu selektieren, um auf diese Weise die Spektren zu 
vereinfachen und mögliche Artefakte zu eliminieren.  
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2.4 Hadamard-Spektroskopie 
 Für die Interpretation des stochastischen Experiments im Sinne der in Kapitel 2.2 
beschriebenen Systemanalyse ist eine Anregung des Systems mit Gaußschem weißen 
Rauschen erforderlich. Sein konstantes Leistungsspektrum über den gesamten 
Frequenzbereich hinweg ist in der Praxis nicht erreichbar, in der Kernresonanz-
Spektroskopie wegen der limitierten Bandbreite der Resonanzsignale aber auch nicht 
erforderlich. Die Eigenschaften des Gaußschen weißen Rauschens lassen sich durch 
sogenannte pseudo-Random-Sequenzen annähern, welche in der Digitaltechnik einfach 
und reproduzierbar erzeugt werden können.  
 Besonders einfach zu realisieren ist die in der Spektroskopie unter dem Namen 
Hadamard bekannte Methode, bei der die Anregung in Form binärer pseudo-Random-
Sequenzen maximaler Länge realisiert wird.  
2.4.1 Stochastische Anregung mit binären Sequenzen maximaler Länge  
 Die in der Hadamard-Spektroskopie für die Anregung benötigten binären Sequenzen 
maximaler Länge (mlbs; engl.: maximum length binary sequences) werden über n-stufige 
Schieberegister erzeugt. Die schematische Darstellung eines dreistufigen Schieberegisters 
(n=3) ist in Abbildung 2.12 zu sehen.  
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1    1    0    0    1    0    1 
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2.Bit
1.Bit
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 Abbildung 2.12: Schematische Darstellung eines 3-Bit Schieberegisters zur Erzeugung 
einer binären Sequenz maximaler Länge. Rechts unten: Durch zyklische Rotation der 
mlbs-Sequenz erzeugte Korrelationsmatrix. 
 
 Zu Beginn enthalten alle binären Speicher eine 1. Der Inhalt der Speicher wird bei jedem 
Takt in Pfeilrichtung weitergereicht. Dabei wird der Inhalt des ersten Speichers jeweils 
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durch eine Verknüpfung der letzten beiden Speicher über eine modulo-2-Addition (0 + 0 = 
1 + 1 = 0 und 0 + 1 = 1 + 0 = 1) neu ermittelt. Auf diese Weise entsteht im Schieberegister 
bei jedem Taktimpuls eine neue n-stellige Binärzahl. Die Position(en) der 
Verknüpfung(en) wird(werden) dabei so gewählt, daß der Inhalt des Schieberegisters alle 
denkbaren 12n −  Werte (Null ist ausgenommen, da andernfalls alle nachfolgenden 
Binärzahlen Null bleiben) genau einmal und in zufälliger Folge annimmt, so daß sich der 
Inhalt erst nach genau 12n −  Schritten wiederholt [ZB, WAT]. Faßt man die auf der 
rechten Seite aus dem Schieberegister herausgeschobenen Werte zu einer Folge von 
12N n −=  Binärzahlen bi zusammen, so erhält man die gewünschte mlbs-Sequenz 
(Abbildung 2.12).  
 Eine auf der Verwendung von mlbs-Sequenzen basierende Rauschanregung läßt sich auf 
zwei Arten realisieren (Abbildung 2.13). Bei der Amplitudenmodulation wird jeder 1 ein 
Anregungsimpuls und jeder 0 ein Loch entsprechender Länge zugeordnet. Im Fall der 
Phasenmodulation werden 1 und 0 als Impulse gleicher Länge und Leistung aber 
entgegengesetzter Phase interpretiert (dabei werden 1 und 0 durch -1 beziehungsweise 
+1 ersetzt). Die daraus resultierenden Pulssequenzen sind periodisch mit der Zeit 
tNTmlbs ∆ . 
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 Abbildung 2.13: Schematische Darstellung von Anregung und Datenaufnahme im 
Hadamard-Experiment. (a) Phasenmodulation, (b) Amplitudenmodulation. 
 
 Bei allen auf einer weißen Rauschanregung basierenden Methoden besteht grundsätzlich 
das Problem, daß die resultierenden Spektren immer mit systematischem Rauschen 
behaftet sind. Ursache hierfür ist die Verwendung endlicher Integrationsgrenzen bei der 
Korrelation von Anregungssequenz und Systemantwort (Vgl. Kap.2.3.1). Die mlbs-
Sequenzen zeichnen sich im Gegensatz zu weißem Rauschen dadurch aus, daß sie zyklisch 
sind. Daraus ergibt sich in der Hadamard-Spektroskopie die Möglichkeit, die endlichen 
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Integrationsgrenzen zu vermeiden und die Kreuzkorrelation von Anregungssequenz und 
Systemantwort zyklisch durchzuführen. Dies hat zur Folge, daß in der eindimensionalen 
Hadamard-Spektroskopie Spektren erhalten werden können, welche frei von 
systematischem Rauschen sind. 
 Wichtige Merkmale für die Güte der pseudo-random-Sequenzen - gleichbedeutend mit der 
Qualität der Näherung des Gaußschen weißen Rauschens - sind die 
Autokorrelationseigenschaften, die Häufigkeitsverteilung der pseudo-random-Werte und 
das Leistungsspektrum. 
 Die Autokorrelationsfunktion erster Ordnung einer mlbs-Sequenz entspricht analog zur 
Autokorrelationsfunktion des Gaußschen weißen Rauschens einer Delta-Funktion. Das für 
eine dem Gaußschen weißen Rauschen ähnliche Anregung erforderliche konstante 
Leistungsspektrum ist für die mlbs-Sequenzen, vor allem im Falle einer Realisierung über 
die Phasenmodulation, ebenfalls gegeben. Für die zyklische Autokorrelation erster 
Ordnung gilt 
 
 

−
±±=−
=∑−
=
+ .sonsti12
...,N2,N,0i12bb
N
1
n
n1N
0i
Nii  (2.74) 
 
 Mit Hilfe von Gleichung 2.74 läßt sich ableiten, daß die spektrale Leistungsdichte einer 
mlbs-Sequenz genau der eines Impulses gleicher Breite, entsprechend höherer Amplitude 
und gleicher Periodizität in T entspricht. Je größer also N bei gleichem T gewählt wird, 
desto geringer werden die Ansprüche an die Spitzenleistung des hf-Impulsverstärkers des 
Spektrometers. Bei der Realisierung über die Phasenmodulation kann dabei die 
Impulsleistung im Vergleich zur Amplitudenmodulation nochmals um den Faktor Vier 
reduziert werden. 
 Drittes Kriterium für die Güte der Anregungssequenz ist die Häufigkeitsverteilung der in 
der Anregung enthaltenen Werte. Für weißes Rauschen, welches sich durch eine 
gaußförmige Verteilungsfunktion auszeichnet, sind die Autokorrelationsfunktionen 
höherer gerader Ordnungen ebenfalls Delta-Funktionen und Null für alle ungeraden. 
Binäre Sequenzen weisen aufgrund der auf zwei Werte beschränkten Verteilung bei den 
höheren Ordnungen deutlich schlechtere Korrelationseigenschaften auf. Dies hat zur Folge, 
daß sie als Anregungssequenzen bei der Untersuchung nichtlinearer Systemeigenschaften 
über die in der nichtlinearen Systemtheorie beschriebenen Korrelationen höherer Ordnung 
nicht geeignet sind. Eine verbesserte Nährung der Häufigkeitsverteilung des Gaußschen 
weißen Rauschens - und damit verbunden eine Verbesserung der Autokorrelations-
eigenschaften - läßt sich jedoch leicht durch die Verwendung von pseudo-random-
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Sequenzen mit mehr als zwei Werten erreichen. Anhand von Simulationen konnte gezeigt 
werden, daß sich beispielsweise mit quarternären Sequenzen, deren Werte jeweils durch 
Addition dreier aufeinanderfolgender Werte einer binären Sequenz erzeugt werden, 
deutlich bessere Ergebnisse bei den Korrelationen höherer Ordnung erzielen lassen [ABZ]. 
Während also die Anregung über binäre mlbs-Sequenzen lediglich für den linearen Fall 
eine ausreichend gute Näherung des Gaußschen weißen Rauschens darstellt, läßt sich über 
pseudo-random-Sequenzen mit mehr als zwei Werten auch die Anregung höherer 
Ordnungen annähern. Auf diese Weise ist es möglich, die in Kapitel 2.2.1 für die 
Anregung mit Gaußschem weißen Rauschen angestellten systemtheoretischen 
Betrachtungen auf stochastische Experimente mit einer Anregung über entsprechend 
angepaßte pseudo-random-Sequenzen zu übertragen. 
 Die Datenaufnahme erfolgt synchron zur Anregung, wobei nach jedem der N 
äquidistanten Anregungsimpulse (oder Löcher) genau ein komplexer Datenpunkt 
aufgenommen wird (timesharing von Anregung und Datenaufnahme). Nach dem 
Abtasttheorem ist dann )t2/(1 ∆  der über die Datenaufnahme erfaßte spektrale Bereich.  
2.4.2 Hadamard-Transformation 
 Zur Auswertung werden die aufgenommenen Daten in einem ersten Schritt, ähnlich dem 
für Gaußsches weißes Rauschen abgeleiteten Zeitdomänenalgorithmus (vgl. Kap. 
2.2.1.3.1), einer Hadamard-Transformation unterzogen. Das Ergebnis der Transformation 
entspricht dem einer zyklischen Kreuzkorrelation von Anregung und Systemantwort in der 
Zeitdomäne. Das dabei erhaltene Zeitsignal gleicht dem aus der konventionellen Impuls-
Spektroskopie bekannten FID-Signal, aus welchem sich durch anschließende Fourier-
Transformation das Spektrum ergibt. 
 Für die lineare Kreuzkorrelation einer aus N Werten bestehenden Anregungssequenz (x) 
und dem Real- beziehungsweise Imaginärteil der als Antwort aufgenommenen komplexen 
Datenpunkte (y) gilt 
 .xy
1N
1c
1N
0n
knnk1 ∑−
=
−+
=  (2.75) 
 
 Die Summation ist zyklisch. Sowohl die Anregung, als auch die Systemantwort werden als 
periodisch mit dem Beobachtungsintervall T angesehen. Die Korrelation nach Gleichung 
2.75 erfordert - ebenso wie die Fourier-Transformation für eine ungerade Datenzahl - 2N  
Rechenoperationen. Wird die Anregung über eine Phasenmodulation realisiert 
( ii b21x −= ), so sind im Unterschied zu dieser jedoch nur Additionen und Subtraktionen 
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erforderlich, da x nur die Werte +1 und -1 annehmen kann. Im Gegensatz zu den 
gemessenen Antwortdaten ist es bei dem Korrelationsprodukt möglich, die Datenzahl 
durch Nullergänzung auf n21N =+  Werte zu erhöhen und anschließend das Spektrum 
durch schnelle Fourier-Transformation zu berechnen, für welche anstatt von 2N  nur noch 
)1N(log)1N( 2 ++  Operationen benötigt werden.  
 Die an Stelle der zyklischen Kreuzkorrelation durchgeführte Hadamard-Transformation 
entspricht mathematisch einer Vektor-Matrix-Multiplikation. Genau wie bei der Fourier-
Transformation kann dabei ein schneller Algorithmus angewendet werden, welcher eine 
Reduktion des Rechenaufwandes von 2N  auf )1N(log)1N( 2 ++  Operationen (Additionen 
beziehungsweise Subtraktionen) ermöglicht. Eine detaillierte Beschreibung der 
Rechenvorschrift ist dem Anhang A dieser Arbeit zu entnehmen. An dieser Stelle sei 
lediglich darauf hingewiesen, daß das als Hadamardtransformierte bezeichnete 
Korrelationsprodukt über eine Multiplikation des durch eine (vorgestellte) Null auf N+1 
Werte erweiterten Datenvektors mit einer N+1-dimensionalen Hadamard-Matrix nH  
erhalten wird (P, Q: Permutationsmatrizen) 
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 Die Zahl der Vorzeichenwechsel innerhalb einer Zeile der Hadamard-Matrix läßt sich als 
Sequenz einer Rechteckwelle ansehen (Abb. 2.14). In Analogie zur Fourier-
Transformation, bei der die Transformierte den Anteil der harmonischen Wellen von Null 
bis zur Nyquist-Frequenz angibt, kann die Hadamardtransformierte als das Spektrum der 
in y enthaltenen Rechteckwellen interpretiert werden. 
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 Abbildung 2.14: Links: N-dimensionale Hadamard-Matrix; erzeugt durch Zeilen- und 
Spaltenvertauschung aus der durch zyklische Rotation der mlbs-Sequenz gebildeten 
Korrelationsmatrix (vgl. Abb. 2.12). Rechts: (N+1)-dimensionale Hadamard-Matrix für 
n=3 (N+1 = 2n = 8). ν entspricht der Anzahl der Vorzeichenwechsel innerhalb der Zeilen. 
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2.4.3 Sättigungseffekte in der Hadamard-Spektroskopie 
 Das zeitliche Verhalten der Kernmagnetisierung bei Einstrahlung eines 
Hochfrequenzfeldes läßt sich über die Blochschen Gleichungen beschreiben [BLO]. So 
folgt die Signalhöhe in der gepulsten Kernresonanz-Spektroskopie bei Einstrahlung eines 
Hochfrequenzimpulses mit der Amplitude H1 und der Breite tp dem Ausdruck 
 
 αsin    mit   ,tH p1γ=α  (2.77) 
 
 wobei H1 proportional zur Spitzenspannung des Hochfrequenzimpulses ist. Die Linearität - 
das heißt die Proportionalität der Anregungsstärke zur Intensität des Antwortsignals - ist 
erfüllt, solange α≈αsin  gilt. Bei wiederholter Einstrahlung der Impulse nimmt das 
maximale Signal ab, wenn die Wiederholzeit von der Größenordnung der Spin-Gitter-
Relaxationszeit T1 ist [EA].  
 Im stochastischen Kernresonanz-Experiment, wie auch im CW-Experiment ist die 
Linearität nur bei sehr kleinen Anregungsleistungen gegeben. Der Zusammenhang von 
Anregungsstärke und Signalintensität ist in Abbildung 2.15 dargestellt.  
 
 αBlαBl, max
smax
[rms]s
 
 
α =αBl  Bl, max
α αBl << Bl, max
α >αBl  Bl, max
 
 
 Abbildung 2.15: Sättigungsverhalten in der Hadamard-Spektroskopie. Links: 
Signalintensität s in Abhängigkeit vom Impulswinkel αBl. Als Maß für die 
Magnetisierungsamplitude dient die Wurzel aus der mittleren Summe der Quadrate (rms) 
des aufgenommenen Signals. Rechts: Hadamard-Sättigungsspektren eines Spin ½ Kerns. 
Normierte Darstellung von drei mit verschiedenen Impulslängen erhaltenen Spektren.  
 
 Die Entwicklung der Signalintensität weicht mit zunehmender Anregungsstärke immer 
weiter vom linearen Verhalten ab, durchläuft ein Maximum und flacht dann ab [ABE]. Als 
Maß für die Anregungsamplitude dient der mittlere Impulswinkel αBl, der im Fall der 
Phasenmodulation gleich dem Drehwinkel α der Hochfrequenzimpulse ist, im Fall der 
Amplitudenmodulation jedoch nur dem halben Drehwinkel entspricht, da im Mittel nur auf 
jedes zweite Datenaufnahmeintervall ein Impuls entfällt.  
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 Bei Anregung mit Gaußschem weißen Rauschen läßt sich für eine einzelne Resonanzlinie 
zeigen [ERN2], daß sie  unabhängig von der Leistungsdichte a2 der rauschmodulierten 
Anregung  wie in der Impuls-Spektroskopie die Form einer Lorentzkurve mit der 
Halbwertsbreite 2T/1 π  hat (T2: Spin-Spin-Relaxationszeit). Die Signalintensität ist 
proportional zu 
 
 ( ) ,2aT1T( 212 +σ  (2.78) 
 
 was bedeutet, daß Sättigungseffekte für große Anregungsleistungen a2 nur von T1 
abhängen, und nicht vom Produkt 21 TT ⋅  wie in der konventionellen Impuls-
Spektroskopie. Der Impulswinkel max,Blα  bei dem die maximale Signalintensität erhalten 
wird ist proportional zum Kehrwert aus der Wurzel der Spin-Gitter-Relaxationszeit [ABE] 
 
 .T 2/11max,Bl
−
∝α  (2.79) 
 
 Um das Auftreten von Sättigungserscheinungen bei der Aufnahme der Spektren zu 
vermeiden, muß die Anregung des Systems im linearen Bereich mit max,BlBl α<<α  
erfolgen. Dies ist notwendig, um sicher stellen zu können, daß in der Systemantwort 
ausschließlich lineare Anteile (Volterra Kern erster Ordnung, vgl. Kap.2.2.1.2) enthalten 
sind. Ist diese Bedingung erfüllt, so können über eine binäre stochastische Anregung - mit 
nachfolgender Hadamard- und Fourier-Transformation der aufgenommenen Antwortdaten 
- eindimensionale Spektren erhalten werden, welche frei von systematischem Rauschen 
sind.  
 Bei höheren Anregungsleistungen treten in zunehmendem Maße systematische Störungen 
in Form zackiger Linienverzerrungen auf, welche ihre Ursache im Vorhandensein 
nichtlinearer Anteile (dritter und höherer Ordnung) in der Systemantwort haben (vgl. Abb. 
2.15). Da die Resonanzfrequenzen der aus den unterschiedlichen Ordnungen der 
Systemantwort stammenden Signale gleich sind, weisen die Störungen genau an den 
Frequenzen die stärksten Intensitäten auf, an denen auch die linearen Anteile Signale 
liefern (vgl. Kap. 2.3.2.2). 
 
2.4.4 Zweidimensionale Hadamard-Spektroskopie 
 Wie bereits in Kapitel 2.3.2.2 für die Anregung mit Gaußschem weißen Rauschen 
beschrieben, lassen sich die stochastischen Korrelationsexperimente über das Konzept der 
Summenanregung von einer auf zwei Dimensionen erweitern. Dieses Konzept läßt sich auf 
die Hadamard-Spektroskopie übertragen, indem die ursprünglich binär (entsprechend den 
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Werten einer mlbs-Sequenz) modulierte Anregung durch eine Summensequenz, erzeugt 
über die Addition zweier zeitverzögerter mlbs-Sequenzen, ersetzt wird. Die für den Fall 
der Phasenmodulation aus der Addition zweier zeitverzögerter mlbs-Sequenzen 
resultierenden Summensequenzen sind in Abbildung 2.15 dargestellt. 
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 Abbildung 2.16: Schematische Darstellung des zweidimensionalen Hadamard-
Experiments. Oben: Entsprechend den Vorgaben der mlbs-Sequenz phasenmodulierte 
Rauschsequenz x(t). Mitte: Erzeugung der Summensequenz x(t,σ1) ausgehend von x(t) 
durch Addition einer identischen binären Sequenz x(t-σ1) [r: 0] bzw. Addition einer um 
90° phasenverschobenen binären Sequenz x(t-σ1) [r: 2/ie π ]. Unten: Darstellung der 
Korrelationsparameter und Interpretation der über Anregung und Korrelation festgelegten 
Zeitintervalle. 
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Die Durchführung des zweidimensionalen Experiments erfolgt nach dem in Kapitel 2.3.2.2 
beschriebenen Verfahren der zweidimensionalen Interferometrie mit anschließender 
linearer Kreuzkorrelation. Durch wiederholte Anregung des Systems - mit schrittweise 
inkrementierter Zeitverzögerung bei der Summation der binären Rauschsequenzen - wird 
ein zweidimensionaler Datensatz erhalten. Zeilenweise Hadamard-Transformation der 
dabei aufgenommenen Systemantworten und anschließende zweidimensionale Fourier-
Transformation führen zum gewünschten Spektrum.  
 Über den Skalierungsfaktor r (vgl. Kap. 2.3.2.2) kann die Anregung im Sinne der aus der 
Impuls-Sektroskopie bekannten Phasenzyklen variiert werden. Die Variation von r kann 
dabei nicht nur, wie in Kapitel 2.3.2.2 beschrieben, real (um ±1; entsprechend einer 
Phasenverschiebung um 180°), sondern auch komplex (unter Einbeziehung von 
Phasenverschiebungen von 90° und 270°) erfolgen. In Abbildung 2.15 sind die aus der 
Addition zweier um 0° bzw. 90° phasenverschobener mlbs-Sequenzen resultierenden 
Summensequenzen dargestellt. Dabei ist zu erkennen, daß die aus der Addition 
resultierenden Sequenzen nicht mehr länger auf eine binäre Phasenmodulation beschränkt 
sind. Während ohne Phasenverschiebung ternäre Summensequenzen resultieren, bei denen 
sowohl die Amplituden (0,1), als auch die Phasen (±180°) binär moduliert sind, werden bei 
einer Phasenverschiebung von 90° quarternär phasenmodulierte Sequenzen (0°, 90°, 180°, 
270°) erhalten. Über die auf drei bzw. vier Werte erweiterte Modulation wird eine im 
Vergleich zur binären mlbs-Sequenz verbesserte Nährung der Häugfigkeitsverteilung des 
Gaußschen weißen Rauschens erreicht. Die damit verbundene Verbesserung der 
Autokorrelationseigenschaften läßt erwarten, daß die Summensequenzen den in Kapitel 
2.3.2.2 für die Anregung höherer Ordnungen beschriebenen Anforderungen genügen. Im 
Gegensatz zu der in Kapitel 2.4.1 beschriebenen eindimensionalen Hadamard-
Spektroskopie, welche auf einer binären Anregung basiert, sollte das auf der 
Summenanregung basierende zweidimensionale Verfahren demnach auch zur 
Untersuchung der nichtlinearen Systemeigenschaften geeignet sein. Die Interpretation der 
Ergebnisse erfolgt auf Grundlage der in Kapitel 2.3.2.2 für die zweidimensionale 
Interferometrie mit linearer Kreuzkorrelation abgeleiteten Beziehungen, wonach die 
erhaltenen Informationen denen eines populationsgefilterten COSY-Experiments 
entsprechen sollten.  
 Sowohl die eindimensionale, als auch die zweidimensionale Hadamard-Spektroskopie 
zeichnen sich im Gegensatz zu den auf einer Anregung mit weißem Rauschen basierenden 
Methoden durch aus, daß die verwendeten Anregungssequenzen zyklisch sind, so daß die 
der Fourier-Transformation vorausgehende Korrelation von Anregung und Systemantwort 
zyklisch durchgeführt werden kann (vgl. Kap. 2.4.1). 
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 Anders als im eindimensionalen Experiment, bei dem die Anregung auf den linearen 
Bereich und somit auf die Anregung der linearen Anteile der Systemantwort beschränkt 
werden kann, sind im zweidimensionalen Experiment die nichtlinearen Anteile der 
Systemantwort von besonderem Interesse. Die hierfür erforderliche Erhöhung der 
Anregungsleistung führt zu den im vorangegangenen Kapitel beschriebenen 
Sättigungserscheinungen. Die zyklische Korrelation von Anregung und nichtlinearer 
Systemantwort erzeugt demnach systematisches Rauschen, welches seine Ursache darin 
hat, daß die nichtlinearen Anteile eine Behandlung erfahren, wie sie nur für lineare Anteile 
gerechtfertigt ist. Das auf diese Weise erzeugte Rauschen kommt dabei in den über eine 
zweidimensionale Fourier-Transformation erhaltenen Spektren besonders an den 
Frequenzen zum tragen, an denen die nichtlinearen Anteile Signalbeiträge liefern. In erster 
Linie betroffen sind daher die in den zweidimensionalen Spektren auftretenden Kreuz-
Signale, da sie rein nichtlinearen Ursprungs sind (vgl. Kap. 2.3.2.2). 
 Um das aus der linearen Korrelation nichtlinearer Anteile resultierende systematische 
Rauschen zu vermeiden, muß die mit der zyklischen Transformation verbundene zyklische 
Anregung durch eine kontinuierliche Anregung mit einer dann zwangsweise 
nichtzyklischen Transformation ersetzt werden. Die Korrelation von Anregung und 
Antwortsignal entspricht in diesem Fall nicht mehr länger einer linearen Transformation 
sondern vielmehr einem Filterungs-Prozess, bei dem das für die zyklische Transformation 
beschriebene systematische Rauschen herausgefiltert wird. Nachteilig wirkt sich dabei 
jedoch aus, daß die praktische Durchführung der nichtzyklischen Transformation selbst 
wieder mit der Einführung systematischen Rauschens verbunden ist (vgl. Kap. 2.3.1).  
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Kapitel 3 
 
3 Stochastische Kernresonanz-Experimente 
3.1 Experimentelle Umsetzung der Hadamard-Technik 
 Ein grundlegendes Ziel dieser Arbeit bestand darin, die Hadamard-Technik auf einem 
kommerziellen Kernresonanz-Spektrometer zu implementieren. Nahezu alle im Rahmen 
dieser Arbeit beschriebenen Experimente wurden aus diesem Grund auf AVANCE 
Festkörper-Spektrometern der Firma BRUKER durchgeführt. Die speziell auf diese 
Spektrometer-Serie zugeschnittene Umsetzung der Hadamard-Technik erfolgte 
ausschließlich über Softwaremodifikationen - v.a. über die Entwicklung geeigneter Steuer- 
und Auswerteprogramme, sowie über eine Optimierung der vorhandenen Spektrometer-
Hardware. Auf die Verwendung speziell für die Stochastik entwickelter Hardware-
Komponenten wurde bewußt verzichtet.  
 Die Umsetzung erfolgte auf der Grundlage der in Kapitel 2.4 für die Durchführung von 
Hadamard-Experimenten beschriebenen Vorgaben. Die stochastische Anregung wurde 
dabei entsprechend den Vorgaben in den Kapiteln 2.4.1 und 2.4.3 in Form der 
Phasenmodulation realisiert. Die Steuerung des Experimentablaufs erfolgte über 
Pulsprogramme (siehe Anhang B), in welchen die Phasen der Anregungsimpulse über 
zyklische Phasenlisten definiert sind. Die für die stochastische Phasenmodulation 
erforderlichen Listen wurden über eigens hierfür geschriebene C-Programme erstellt (siehe 
Anhang D) und entweder bereits im voraus oder in Kombination mit dem Start des 
Experiments über ein Automationsprogramm in das Pulsprogramm eingebunden. Die 
Länge der auf diese Weise realisierbaren Anregungssequenzen wird in erster Linie von der 
Größe des temporären Speichers des Spektrometers bestimmt. Die bei den verwendeten 
Spektrometern maximal möglichen Längen der Phasenlisten lagen zwischen 4k und 32k 
Werten.  
 Abbildung 3.1 gibt einen Überblick über den Ablauf des Hadamard-Experiments und die 
bei der Durchführung besonders zu beachtenden Zeitintervalle. Die Zeit für den einmaligen 
Durchlauf der Hadamard-Sequenz beträgt ,tN∆  wobei )12(N n −=  der Sequenzlänge 
entspricht. Bei der Datenakkumulation ist über die Spektrometer-Software ein Mindestwert 
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von rectt)1N(2 +∆+  als Zeitintervall für die Aufnahme eines Antwort-Datensatzes (Scan) 
vorgegeben (vgl. Abb. 3.1). Die Mindestzeit für einen Hadamard-Scan ist demnach mehr 
als doppelt so groß wie die Durchlaufzeit der Hadamard-Sequenz, was bedeutet, daß in den 
Hadamard-Experimenten nur 50% der Meßzeit zur Datenaufnahme genutzt werden können 
(dunkelgrau markierter Bereich in Abbildung 3.1). Grundbedingung bei der Durchführung 
des stochastischen Experiments ist die kontinuierliche Anregung, über die das System im 
stationären Zustand gehalten wird. Um diese Bedingung zu erfüllen, wird dem mit der 
Datenaufnahme verbundenen Durchlauf der Anregungssequenz ein zweiter Durchlauf ohne 
Datenaufnahme vorausgeschickt (hellgrau markierter Bereich in Abbildung 3.1), so daß 
das System während des gesamten Hadamard-Scans (bis auf das Zeitintervall rect ) im 
stationären Zustand gehalten werden kann. Eine derartige Paarbildung der 
Anregungssequenzen hat vor allem bei der Verwendung langer Sequenzen zwei positive 
Nebeneffekte. Diese bestehen darin, daß sich das System sowohl bei großen rect -Werten, 
als auch bei der Verwendung von Phasenzyklen bereits zu Beginn eines jeden 
Aufnahmeintervalls im stationären Zustand befindet. 
 
 
tdead
Sender (Gating)
Sender
Phasenliste (Sender) ! !
∆t∆t
tpre tp tacqu trectpre tp t = t + tdead acqu
Phase (Sende/Empfangskanal)
Vorverstärker (Gating)
Empfänger (Aufnahme)
Schleife 1 (Hadamard-Sequenz)
Schleife 2 (Hadamard-Scan)
 
 
 Abbildung 3.1: Experimentelle Umsetzung des Hadamard-Experimentes auf einem 
BRUKER-AVANCE-Spektrometer. Die Wiederholung der inneren Schleifen (1) wird 
durch die Länge der Anregungssequenzen bestimmt. Die äußere Schleife (2) dient der 
Datenakkumulation. Beschreibung der Zeitintervalle: tdead: Totzeit, tacqu: Zeitintervall für 
die Aufnahme eines komplexen Datenpunktes, tpre: Phasen-Stabilisierungs-Intervall vor 
jedem Impuls, tp: Länge des Anregungsimpulses, trec: (Softwarebedingte) Zeitverzögerung 
zwischen aufeinanderfolgenden Anregungszyklen.   
 Die Datenaufnahme erfolgt idealerweise unmittelbar nach einem deltaförmigen 
Anregungsimpuls. Da kommerzielle Probenköpfe in der Regel mit nur einer Anregungs- 
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und Aufnahmespule ausgerüstet sind, muß bei der praktischen Umsetzung des Hadamard-
Experiments ein zeitlicher Mindestabstand - elektronische Totzeit (Abklingen des 
Schwingkreises) - zwischen dem Anregungsimpuls und der Datenaufnahme eingehalten 
werden. Dieses zur Entkopplung von Sender- und Empfängersignal erforderliche time-
sharing von Anregung und Datenaufnahme führt zu einer linearen Phasenverschiebung, 
welche über eine Phasenkorrektur erster Ordnung  
 
 ( ) °∆−=φ 180ttdead1  (3.1) 
 
 im resultierenden Spektrum korrigiert werden muß [GBGH]. 
 Wichtige Parameter bei der Durchführung des Hadamard-Experiments sind die 
Anregungsleistung, die Länge der Hochfrequenzimpulse, sowie die Zeitverzögerung 
zwischen den aufeinanderfolgenden Durchläufen der Anregungs- und Aufnahmesequenz 
(Hadamard-Scans). 
 Die Länge der Anregungsimpulse tp ist bei der praktischen Umsetzung über das time-
sharing von Anregung und Datenaufnahme automatisch auf einen Wert unterhalb der 
Länge des Aufnahmeintervalls begrenzt, so daß in jedem Fall eine gleichförmige Anregung 
über den gesamten Aufnahmebereich garantiert ist. Die Leistung der einzelnen 
Anregungsimpulse wird in erster Linie über die Spin-Gitter Relaxationszeit T1 des zu 
untersuchenden Systems (vgl. Kap. 2.4.3), sowie über die Impulslänge und den 
Impulsabstand festgelegt. Die bei den durchgeführten Experimenten verwendeten 
Impulslängen lagen in Abhängigkeit von der Länge der Datenaufnahmeintervalle im 
Bereich von 0.6 bis 10 µs bei Anregungsleistungen von maximal 2 Watt.  
 Zwischen den aufeinanderfolgenden Hadamard-Scans (Datenakkumulation) muß 
softwarebedingt eine Mindestverzögerung trec eingehalten werden, in der die Zeiger im 
temporären Datenspeicher auf Null zurückgesetzt werden. Das hierfür minimal 
erforderliche Zeitintervall läßt sich durch Verwendung einer optimierten Pulssequenz auf 
120 µs reduzieren. Dieser Wert ist - vor allem in Kombination mit der Verwendung langer 
Sequenzen ( recttN >>∆ ) und der oben beschriebenen Paarbildung der Anregungs-
sequenzen - vernachlässigbar klein, so daß er keinen erkennbaren Einfluß auf das Ergebnis 
hat, und die in der Literatur [GBGH] beschriebenen systematischen Störungen nicht 
auftreten können. 
 Die niedrigen Anregungsleistungen  in Kombination mit der geringen Intensität des 
aufgenommenen Antwortsignals  machen das Experiment sehr empfindlich gegenüber 
elektronischen Störungen. Ein besonderes Problem stellen dabei die zum Öffnen und 
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Schließen des Sende- und Empfangskanals (Gating) erforderlichen Steuerimpulse dar. Bei 
der Durchführung stochastischer Experimente ist darauf zu achten, daß vor allem 
unmittelbar vor und auch während des Datenaufnahmeintervalls keine Steuerimpulse auf 
dem Sende- oder Empfangskanal erfolgen. Andernfalls ist mit deutlichen Störungen bei der 
Datenaufnahme zu rechnen.  
 Die Phase des Anregungssignals ergibt sich additiv aus der digital erzeugten 
Referenzphase des Sende- und Empfangskanals (DDS-Phase) und einer nachträglichen 
Phasenverschiebung um ein ganzzahliges Vielfaches von 90° über den Vier-Phasen-
Modulator (4PM-Phase). Unter Ausnutzung dieser additiven Kombination von DDS- und 
4PM-Phase lassen sich komplexe Phasenzyklen realisieren, ohne daß eine Erweiterung der 
stochastischen Phasenlisten erforderlich wird. Eine besonders komfortable Situation ergibt 
sich dabei, wenn die binäre (0°, 180°) stochastische Phasenliste über die 4PM-Phase 
eingebunden wird und die Realisierung der Phasenzyklen über die DDS-Phase erfolgt. 
 Die Prozessierung der aufgenommenen Antwortdaten (Hadamard-Transformation) erfolgt 
direkt am Spektrometer. Das zu diesem Zweck entwickelte C-Programm wurde in Form 
verschiedener Automationsprogramme in die Spektrometersoftware integriert (siehe 
Anhang C). Das Programm ermöglicht die zyklische Hadamard-Transformation sowohl in 
Form einer Kreuzkorrelation, als auch nach dem in Kapitel 2.4.2 beschriebenen schnellen 
Algorithmus (vgl. auch Anhang A). Darüber hinaus ist alternativ die nichtzyklische 
Transformation der Meßdaten möglich. Wichtiges Kriterium bei der Transformation ist in 
jedem Fall die Re-Skalierung des Datensatzes im Anschluß an die Transformation, welche 
erforderlich ist, um die optimale Ausnutzung der digitalen Auflösung der Antwortdaten (16 
Bit) auch nach der Transformation gewährleisten zu können. 
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3.2 Stochastische Festkörper-Kernresonanz-Spektroskopie 
 
3.2.1 Problemstellung 
 In flüssiger Phase bewegen sich die Moleküle sehr rasch auf einer Zeitskala von 10-13s. In 
festen Materialien ist diese schnelle Bewegung im allgemeinen unterbunden, was zur Folge 
hat, daß im Festkörper-Kernresonanz-Experiment auch Wechselwirkungen beobachtet 
werden, die in der flüssigen Phase durch die schnelle Molekülbewegung herausgemittelt 
werden. Dominierende Wechselwirkung im Festkörper ist die dipolare Wechselwirkung, 
und bei Kernen mit einem Spin größer 1/2 zusätzlich noch die durch das elektrische 
Quadrupolmoment bewirkte Quadrupol-Wechselwirkung. Beiden Wechselwirkungen ist 
gemeinsam, daß sie die Resonanzfrequenz von der Orientierung der Moleküle im 
Magnetfeld abhängig machen (Anisotropie). Da in Pulvern und amorphen Materialien alle 
Molekülorientierungen vertreten sind, findet man statt schmaler, flüssigkeitsähnlicher 
Linien aufgrund der Winkelabhängigkeit stark verbreiterte Resonanzen. In Abhängigkeit 
von der Stärke der Wechselwirkungen können Linienbreiten von bis zu mehreren 
Hunderttausend Hertz auftreten. Über die Form dieser Resonanzen lassen sich 
Informationen über die Orientierungsverteilung der Moleküle und über molekulare 
Bewegungsmechanismen erhalten. 
 Grundvoraussetzung für alle Festkörper-Kernresonanz-Experimente ist die gleichförmige 
Anregung eines breiten Frequenzbereichs. Dies läßt sich in der gepulsten Kernresonanz-
Spektroskopie nur über sehr kurze Anregungsimpulse erreichen. Um trotzdem ausreichend 
große Flipwinkel realisieren zu können sind - insbesondere bei der Untersuchung größerer 
Proben - sehr hohe Impulsleistungen erforderlich, was vor allem bei höheren Frequenzen 
einige Schwierigkeiten bereitet. 
 Ein weiteres Problem stellt die Aufnahme des Festkörper-Signals dar. Die aus der 
Anisotropie der Wechselwirkungen resultierende Linienverbreiterung entspricht einer 
Verkürzung der transversalen Relaxationszeit T2, mit der Folge, daß das Abklingen des 
Signals in der Regel mit dem Abklingen des Schwingkreises nach der Anregung 
zusammenfällt. Um dieses Problem zu umgehen, wird in der gepulsten Festkörper-
Kernresonanz-Spektroskopie in den meisten Fällen auf die direkte Aufnahme des FID-
Signals verzichtet und statt dessen auf Echo-Experimente zurückgegriffen. In vielen 
Fällen, so zum Beispiel bei Untersuchungen zur Moleküldynamik (vgl. Kap. 3.2.3.2) und 
nicht zuletzt hinsichtlich einer optimalen Ausnutzung der zur Aufnahme des Signals 
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benötigten Meßzeit, ist es jedoch wünschenswert, anstatt des Echos direkt das FID-Signal 
messen zu können. Vor diesem Hintergrund stellt das stochastische Experiment eine 
interessante Alternative zu den herkömmlichen Verfahren der gepulsten Festkörper-
Spektroskopie dar (vgl. Abb. 3.2). 
 
 
Zeit t
Echo DetektionPräparation
x(t)
Anregung
Anregung
Y(t)
FID Detektion  
 
 Abbildung 3.2: Festkörper Kernresonanz-Spektroskopie. Vergleich des Echo-Experiments 
der gepulsten Spektroskopie (oben) mit dem Hadamard-Experiment (unten). x(t): 
Phasenmodulierte Anregungssequenz, Y(t): Antwortsignal nach der Hadamard-
Transformation.   
 Die stochastische Anregung erfolgt über sehr kurze Impulse mit gleichzeitig geringer 
Leistung, so daß die bei der gepulsten Spektroskopie mit der Notwendigkeit hoher 
Impulsleistungen verbundenen Schwierigkeiten von vorne herein entfallen. Die im 
Vergleich zur gepulsten Spektroskopie um drei bis vier Größenordnungen kleineren 
Impulsleistungen haben eine deutliche Verkürzung der elektronischen Totzeiten zur Folge, 
so daß die Datenaufnahme unmittelbar - unter Einhaltung einer Rest-Totzeit (vgl. Kap. 
3.2.2) - nach dem Anregungsimpuls erfolgen kann, wodurch die direkte Aufnahme des 
FID-Signals möglich wird.  
3.2.2 Das [Tot]zeitproblem 
 Bei der experimentellen Realisierung des Hadamard-Experiments - vor allem im Hinblick 
auf eine Maximierung der über die Anregung und die Datenaufnahme erfaßten spektralen 
Weiten - sind zwei Zeitintervalle von besonderer Bedeutung. Dabei handelt es sich zum 
Einen um das Aufnahmeintervall t∆  selbst, in welchem das Hin- und Herschalten (time-
 Stochastische Festkörper-Kernresonanz-Spektroskopie   
 
 
60 
sharing) zwischen Anregung und Datenaufnahme bewältigt werden muß. So beträgt die 
Länge des Aufnahmeintervalls bei der Aufnahme einer spektralen Weite von 
Vierhunderttausend Hertz gerade einmal zweieinhalb Mikrosekunden. In diesem 
Zeitintervall müssen neben den eigentlichen Befehlen für das Ein- und Ausschalten des 
Senders und dem Befehl für die Aufnahme des Datenpunktes eine Vielzahl weiterer 
Steuerbefehle untergebracht werden (vgl. Abb. 3.1 in Kap. 3.1). Dabei besteht die Gefahr, 
daß es zu versteckten Verzögerungen und zu gegenseitigen Beeinflussungen der 
Steuerimpulse (Gating), sowie der Vorab-Befehle für das Setzen der Phasen im Sende- und 
Empfangskanal kommt. 
 Das zweite kritische Zeitintervall ist die Zeitverzögerung zwischen dem Abschalten des 
Senders (verbunden mit dem Schließen des Sendekanals) und dem Beginn der 
Datenaufnahme. Bei Verwendung von Probenköpfen mit nur einer Anregungs- und 
Aufnahmespule muß immer zuerst das vollständige Abklingen des Anregungsimpulses 
abgewartet werden (elektronische Totzeit), bevor die Datenaufnahme erfolgen kann. 
Demnach muß auch im Hadamard-Experiment nach jedem Anregungsimpuls ein zeitlicher 
Mindestabstand tdead zur Aufnahme des Datenpunktes eingehalten werden, um eine 
vollständige Entkopplung von Anregung und Antwort sicherstellen zu können. Die Größe 
dieser Totzeit hängt in starkem Maße von den verwendeten Hardware-Komponenten des 
Spektrometers (Verstärker, Vorverstärker, Filter), der Steuerelektronik und nicht zuletzt 
von der Güte des Probenkopfes ab. Grundvoraussetzungen für eine erfolgreiche tdead-
Minimierung sind somit die Anpassung der Verstärkerleistung (1-10 W), die Verwendung 
breitbandiger Vorverstärker, der Verzicht auf analoge Filter bei der Signalaufnahme und 
die Verwendung von Probenköpfen mit niedriger Güte. 
  
 Tabelle 3.1: Hadamard-Experimente auf einem BRUKER-AVANCE-Kernresonanz-
Spektrometer. Mindestzeitintervalle und Parametereinstellungen.  
 
Zeitintervalle:
BRUKER-AVANCE-NMR-Spektrometer
Impulslänge ≥ µ 0.6 s
Steuerbefehle:
Vorab-Befehle:
Datenaufnahme
tpre
trec
tacqu
tp
Sender
DDS-Phase
4PM-Phase
Vorverstärker
Zeitverzögerung
= 0.25 sµ
PHASP4[ ]  0.5 s= µ
PHASPR[ ]  1.25 s≥ µ
BLKTR[ ]  0.25 s≥ µ
BLKPA[ ]  0.20 s≥ µ
Spektrometereinstellungen:
DIGMOD
DIGTYP
TD
FW
: Analog
: HADC 
: HADC+ 
(16 bit)
(16 bit)
: FADC (12 bit)
: 4k - 64k
: angepaßt,
2e9 Hz (offen)
Parametersatz
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 Der Versuch, die auf jeden der stochastischen Anregungsimpulse folgenden Störungen 
dem Einfluß einzelner Hardware-Komponenten zuzuordnen führte zu keinem eindeutigen 
Ergebnis. Die beobachteten Störungen lassen sich nicht eindeutig auf den Einfluß einzelner 
Komponenten - wie etwa das zu langsame Ausschwingen des Probenkopf-Schwingkreises 
- zurückführen, sondern resultieren vielmehr aus dem Produkt einer Vielzahl 
unterschiedlicher Störungen, deren Ursachen im Detail nicht immer erkennbar sind. 
 Bei Aufnahmeintervallen t∆  von weniger als vier Mikrosekunden hat es sich als 
vorteilhaft erwiesen, die stochastische Phasenmodulation der Anregungsimpulse über den 
Vier-Phasen-Modulator zu realisieren. Die minimal vertretbaren Impulslängen liegen bei 
0.6us. Die Länge des zur Aufnahme eines komplexen Datenpunktes erforderlichen 
Datenaufnahmeintervalls beträgt 250 ns. Die maximale Größe des Antwortdatensatzes - 
und somit auch die Gesamt-Aufnahmedauer pro Scan tN∆  - ist an die maximal mögliche 
Länge der für die Anregung erforderlichen Phasenlisten gebunden. Die über die Größe des 
temporären Spektrometerspeichers limitierte maximale Länge der Phasenlisten lag bei den 
verwendeten Spektrometern zwischen 4k und 32k. Tabelle 3.1 gibt eine Übersicht über die 
wichtigsten Spektrometereinstellungen, sowie über die (iterativ) zu optimierenden 
Zeitintervalle.  
3.2.3 Stochastische Festkörper-Kernresonanz-Experimente 
 Im Rahmen dieser Arbeit wurden Experimente an verschiedenen Kernen - 1H, 2H, 23Na 
und 27Al - im Frequenzbereich von 50  500 MHz durchgeführt. Vordringlichstes Ziel war 
dabei jeweils die Maximierung der bei der Datenaufnahme erreichbaren spektralen Weiten. 
Die Signal-zu-Rausch-Verhältnisse der erhaltenen Spektren sollten denen der gepulsten 
Spektroskopie entsprechen. Darauf aufbauend wurde nach potentiellen Anwendungs-
möglichkeiten der Hadamard-Spektroskopie gesucht. Vor allem 2H-Kernresonanz-
Experimente an perdeuteriertem Dimethylsulfon (DMS) zur Untersuchung der 
Moleküldynamik lieferten dabei (vgl. Kap. 3.2.3.3) interessante Ergebnisse. 
3.2.3.1 Grenzen der stochastischen Festörper-Kernresonanz-Spektroskopie 
 In Abhängigkeit von der sich für den jeweiligen Kern ergebenden Kombination von 
Meßfrequenz und den zur Verfügung stehenden Hardwarekomponenten 
(Spektrometerausstattung, Probenköpfe) ließen sich spektrale Weiten von bis zu 300.000 - 
400.000 Hz realisieren. Verglichen mit den bisher in der Literatur angegebenen 
Maximalwerten von 125.000 Hz [BLÜ5] bis maximal 200.000 Hz [HWBJ] stellen die im 
Rahmen dieser Arbeit erzielten spektralen Weiten einen deutlichen Fortschritt - vor allem 
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im Hinblick auf eine breitere Anwendung der Hadamard-Technik in der Festkörper-
Spektroskopie - dar. Zwei Beispiele für Hadamard-Pulverspektren mit spektralen Weiten 
oberhalb von 300.000 Hz sind in den Abbildungen 3.2 und 3.3 dargestellt. 
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 Abbildung 3.2: 1H-Kernresonanz-Spektren einer pulverförmigen OH2)ClO(Ba 223 ⋅  
Probe. Die Spektren wurden bei einer Spektrometerfrequenz von 500 MHz unter 
Verwendung eines 7 mm MAS-Probenkopfes der Firma BRUKER aufgenommen. Oben: 
Hadamard-Spektrum; aufgenommen mit einer spektralen Weite von 400.000 Hz ( t∆ : 2.5 
µs). Pro Scan wurden 8k komplexe Datenpunkte aufgenommen ( tN∆ : 10.24 ms). Die 
Experimentdauer betrug 21 s (2k Scans). Die Impulslänge lag bei 0.6 µs (bei einer 
Leistung von 0.4 W), was einem Flipwinkel von weniger als 1° entspricht. Die 
Prozessierung der Antwortdaten erfolgte unter Einbeziehung der Störungskorrektur (siehe 
weiter unten in diesem Kapitel). Unten: Festkörper-Echo-Experiment (Echozeit: 60 µs, 
Impulslänge: 4 µs, Leistung: 150 W, Experimentdauer: 4 min). 
 
 Die Aufnahme der in Abbildung 3.2 und 3.3 dargestellten Hadamard-Spektren erfolgte 
unter der Vorgabe, eine bestmögliche Annäherung an das Echo-Experiment zu erzielen 
(vgl. Kap. 3.2.3.2). Um dieses Ziel zu erreichen, wurden die Hadamard-Spektren jeweils 
unter Verwendung eines minimierten Zeitintervalls tdead  bis zu dem die Spektren noch 
keine deutlichen Störungen aufwiesen (siehe hierzu auch weiter unten) - aufgenommen. 
Die tdead -Minimierung lieferte im Falle der 1H-Experimente (Abb. 3.2) einen Wert von 1.1 
µs und bei den 27Al-Experimenten einen Wert von 2.1 µs (Abb. 3.3). Allgemein läßt sich 
feststellen, daß die Minimierung von tdead bei größeren Frequenzen bessere Ergebnisse, d.h. 
kleinere tdead-Werte lieferte. Die Ursache hierfür lag in erster Linie in den mit 
abnehmenderer Frequenz größer werdenden Abklingzeiten der verwendeten Probenköpfe, 
welche sich jedoch  unter leichtem Sensitivitätsverlust  weitgehend über eine 
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Verringerung der Schwingkreisgüte kompensieren ließe. Vergleicht man die Hadamard-
Spektren in Abbildung 3.2 und 3.3 mit den jeweils aus den Echo-Experimenten 
resultierenden Spektren, so lassen sich nahezu keine Unterschiede erkennen. Die 
Linienformen der Hadamard-Spektren zeigen selbst bei stark verbreiterten Resonanzen 
eine sehr gute Übereinstimmung mit den über das Echo-Experiment aufgenommenen 
Spektren. Lediglich das Signal-zu-Rausch-Verhältnis der Hadamard-Spektren weist einen 
im Vergleich zum Echo-Experiment ungünstigeren Wert auf. Dies ist in erster Linie auf 
das Auftreten systematischen Rauschens bei der Aufnahme der Hadamard-Spektren 
zurückzuführen, welches seine Ursache unter anderem in der unvollständigen Entkopplung 
von Anregung und Datenaufnahme hat. 
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 Abbildung 3.3: 27Al-Kernresonanz-Spektren von Yttrium-Aluminium-Granat 1253 OAlY  
(YAG)* [MBT]. Die Spektren wurden bei einer Spektrometerfrequenz von 130 MHz unter 
Verwendung eines Breitband-Probenkopfes der Firma BRUKER aufgenommen. Der 
Probendurchmesser betrug 5 mm. (a) - (b): Hadamard-Spektren; aufgenommen mit einer 
spektralen Weite von 350.000 Hz ( t∆ : 2.82 µs) bzw. 300.000 Hz ( t∆ : 3.3 µs). Pro Scan 
wurden 8k komplexe Datenpunkte aufgenommen ( tN∆ : 11.63 ms bzw. 13.52 ms). Die 
Experimentdauer betrug 3 min 10 s bzw. 3 min 40 s (2k Scans). Die Impulslänge lag bei 
0.6 µs (bei einer Leistung von 0.5 W), was einem Flipwinkel von weniger als 1° entspricht. 
Die Prozessierung der Antwortdaten erfolgte unter Einbeziehung der Störungskorrektur 
mit nachfolgender Basislinienoptimierung über ein ohne Probe aufgenommenes Referenz-
Spektrum (siehe weiter unten in diesem Kapitel). (c): Festkörper-Echo-Experiment 
(Impulslänge: 4.5 µs, Leistung: 300 W, Experimentdauer: 34 min).  
 
 * Die Probe wurde freundlicherweise vom Institut für Optik und Quantenelektronik der 
Friedrich-Schiller-Universität Jena zur Verfügung gestellt. (− − −): Theoretische 
Linienform der 1.Baugruppe (Al oktaedrisch koordiniert, MHz6.0C =Q , 0=η ). (⋅ ⋅ ⋅ ⋅): 
Theoretische Linienform der 2.Baugruppe (Al tetraedrisch koordiniert, MHz6C =Q , 
0=η ). Siehe hierzu auch die Linienformanalyse weiter unten in diesem Kapitel. 
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 Bei sehr kurzen Aufnahmeintervallen t∆  und bei sehr kurzen Zeitintervallen tdead zwischen 
dem Ende der Anregungsimpulse und dem Beginn der darauffolgenden Datenaufnahme 
kommt es zum Auftreten einer Reihe von systematischen Störungen, welche die Qualität 
der resultierenden Spektren in zunehmendem Maße negativ beeinflussen. 
 Die auffälligste Störung ist dabei der vielfach im Antwortdatensatz enthaltene 
Autokorrelationsanteil, der mit wechselndem Vorzeichen scheinbar unabhängig 
voneinander im Real- und/oder Imaginärteil des Antwortsignals auftritt, und dessen 
Intensität die der eigentlichen Systemantwort um ein Vielfaches übersteigen kann. Die 
ersten Punkte des daraus über die Hadamard-Transformation erhaltenen FID-Signals sind 
infolge des Autokorrelationsanteils deutlich zu groß und haben einen Intensitäts-Offset in 
den nach der Fourier-Transformation resultierenden Spektren zur Folge. Dieser Offset läßt 
sich minimieren, indem man den Autokorrelationsanteil vor der Hadamard-Transformation 
entsprechend der Formel 
 
 ( )nnnn x|s|rs's ⋅−=  (3.2) 
 
 aus dem Real- beziehungsweise Imaginärteil des Antwortsignals herausrechnet, wobei xn 
der Phase des korrespondierenden Anregungssignals (+1/-1), und |s| n  dem Mittelwert der 
Intensitätsbeträge entspricht. Der Korrekturfaktor r gibt das Vorzeichen des 
Autokorrelationsanteils relativ zur Anregungssequenz an (identisches Vorzeichen 1r ==> ; 
entgegengesetztes Vorzeichen 1r −==> ). 
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 Abbildung 3.4: 27Al-Hadamard-Experimente an Yttrium-Aluminium-Granat 1253 OAlY  
( t∆ : 3.3 µs; Aufnahmeparameter: siehe Abb.3.3). Die ersten 250 Punkte des 
Antwortdatensatzes (Realteil) vor der Hadamard-Transformation. Oben: Antwortdatensatz 
nach der Störungskorrektur. Unten: Originaldaten (der grau schraffierte Bereich beschreibt 
den Autokorrelationsanteil).  
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 Bei kurzen Aufnahmeintervallen t∆  werden neben dem Auftreten des 
Autokorrelationsanteils noch weitere Störungen beobachtet. Insbesondere sind in vielen 
Fällen die ersten und/oder letzten ein bis drei Punkte des aufgenommenen 
Antwortdatensatzes fehlerhaft. Die Hadamard-Transformation eines derart gestörten 
Datensatzes führt zu systematischem Rauschen im FID-Signal und in dem nach der 
Fourier-Transformation erhaltenen Spektrum. Die Störung läßt sich jedoch weitgehend 
durch Assimilation oder durch Ersetzen der fehlerhaften Werte durch Nullen vor der 
Transformation beheben.  
 In Abbildung 3.4 ist ein gestörter Antwortdatensatz, sowie die Wirkung der im 
Vorangegangenen beschriebenen Störungskorrektur - bestehend aus der Assimilation 
fehlerhafter Datenpunkte mit anschließender Eliminierung des Autokorrelationsanteils - 
dargestellt. Wie aus der Abbildung hervorgeht, lassen sich die bei der Datenaufnahme 
auftretenden Störungen über eine an die Datenaufnahme angeschlossene Störungskorrektur 
deutlich verringern, was vor allem bei der Aufnahme von Spektren mit großer spektraler 
Weite von Nutzen ist. Die für die Prozessierung der Hadamard-Antwortdaten entwickelte 
Software ist aus diesem Grund um ein Modul zur Fehlerkorrektur erweitert worden (vgl. 
Anhang C), in welchem sowohl fehlerhafte Datenpunkte, als auch das Auftreten 
signifikanter Autokorrelationsanteile automatisch erkannt und in der oben beschriebenen 
Weise eliminiert werden. Auf diese Weise wurden die Antwortdatensätze bei allen auf 
BRUKER-AVANCE-Spektrometern durchgeführten Hadamard-Experimenten - so auch 
bei den den Abbildungen 3.2 und 3.3 zugrunde liegenden Experimenten  routinemäßig 
einer nachträglichen Störungskorrektur unterzogen.  
 Wie beispielhaft anhand des in Abbildung 3.5 dargestellten 27Al-Spektrums zu erkennen 
ist, konnten über die Störungskorrektur nicht immer alle auftretenden Störungen eliminiert 
werden. Bei spektralen Weiten oberhalb von 200.000  300.000 Hz wiesen die Spektren 
oftmals auch nach der Störungskorrektur eine charakteristische Basisliniendeformation auf. 
Um auch diese  streng reproduzierbare  Störung eliminieren zu können, ist die 
Aufnahme eines zweiten Referenz-Spektrums unter identischen Bedingungen, jedoch 
unter Verzicht auf die Probe notwendig. Das Referenz-Spektrum des leeren 
Probenkopfes entspricht genau der deformierten Basislinie des mit Probe aufgenommenen 
Spektrums, so daß sich die Deformation über eine Subtraktion der beiden Spektren 
eliminieren läßt (vgl. Abb. 3.5).  
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 Abbildung 3.5: 27Al-Hadamard-Experimente an Yttrium-Aluminium-Granat 1253 OAlY  
( t∆ : 3.3 µs; Aufnahmeparameter: siehe Abb.3.3). (⋅ ⋅ ⋅ ⋅): 27Al-Spektrum einer 5 mm YAG-
Probe, (− − −): 27Al-Spektrum des leeren Probenkopfes und (): Differenz-Spektrum (a) 
- (b). 
 
 In Abbildung 3.6 sind alle in diesem Kapitel sowohl für die Datenaufnahme, als auch für 
die anschließende Datenprozessierung beschriebenen Verfahrensschritte zu einer 
allgemeingültigen Anleitung für die Aufnahme optimierter Hadamard-Festkörper-
Spektren auf BRUKER-AVANCE-Kernresonanz-Spektrometern zusammengefaßt. Über 
die Störungskorrektur und - falls erforderlich - die Bildung von Differenzspektren läßt sich 
die Qualität der bei großen spektralen Weiten erhaltenen Hadamard-Spektren deutlich 
verbessern, wodurch sich der maximal erfaßbare spektrale Bereich ohne erkennbaren 
Qualitätsverlust in den resultierenden Spektren um bis zu 100.000 Hz, in der Regel bis auf 
300.000  400.000 Hz, erweitern läßt. 
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 Abbildung 3.6: Flußdiagramm für die Durchführung von Hadamard-Festkörper-
Kernresonanz-Experimenten auf einem BRUKER-AVANCE-Spektrometer. 
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 Die Hadamard-Experimente zeichnen sich durch kurze Meßzeiten und eine hohe 
Unempfindlichkeit der Linienform in den erhaltenen Spektren gegenüber einer Variation 
der Anregungsleistung aus. Letzteres ist vor allem im Zusammenhang mit der Festkörper-
Kernresonanz-Spektroskopie quadrupolarer Kerne von besonderem Interesse.  
 Beispiele für die Hadamard-Spektroskopie an quadrupolaren Kernen sind die bereits in 
Abbildung 3.3 dargestellten 27Al-Spektren. Die Struktur des dabei als Probe dienenden 
Yttrium-Aluminium-Granats ( 1253 OAlY ) zeichnet sich durch das Vorhandensein zweier 
Baugruppen mit deutlich unterschiedlicher Symmetrie aus. 27Al besitzt einen Kernspin 
2/5=I . Wie bei allen Kernen mit halbzahligem Kernspin wird der zentrale Übergang 
( 2121 −→ ) über die Quadrupol-Wechselwirkung erster Ordnung nicht beeinflußt. Im 
Falle einer auf die erste Ordnung beschränkten Wechselwirkung unterliegen demnach 
allein die Satellitenübergänge einer (anisotropen) Aufspaltung entsprechend der über die 
Quadrupol-Wechselwirkung verschobenen Zeeman-Energien, während die Breite der 
Zentrallinie weiterhin durch die dipolare Wechselwirkung bestimmt wird. Wie anhand der 
aufgenommenen Spektren zu erkennen ist, besitzt eine der beiden Baugruppen der 
untersuchten Probe eine hohe Symmetrie (oktaedrisch koordiniertes Aluminium; 
Quadrupolkonstante MHz6.0CQ = ), so daß nur die Quadrupol-Wechselwirkung erster 
Ordnung wirksam wird und sich das Signal aus einer lediglich isotrop verbreiterten 
Zentrallinie und dem symmetrisch um die Zentrallinie aufgespaltenen Signal der 
Satellitenübergänge zusammensetzt. Die zweite Baugruppe hingegen weist eine deutlich 
geringere Symmetrie auf (tetraedrisch koordiniertes Aluminium; MHz0.6CQ = ). Die 
Energieniveaus werden zusätzlich über die Quadrupol-Wechselwirkung zweiter Ordnung 
beeinflußt, was eine anisotrope Aufspaltung der Zentrallinie zur Folge hat [MBT].  
 In der gepulsten Kernresonanz-Spektroskopie quadrupolarer Kerne besteht grundsätzlich 
das Problem, daß die Signalintensität - vor allem bei großen Anregungsleistungen - von der 
Stärke der quadrupolaren Wechselwirkung abhängt, weshalb eine Quantifizierung der 
Signalintensitäten in den aufgenommenen Spektren oftmals nicht möglich ist. Um diese 
aus der Nichtlinearität der Anregung resultierende Unsicherheit zu umgehen, wird in der 
Praxis meist mit verringerter Anregungsleistung - unter Beschränkung der Flipwinkel auf 
etwa 60° - gearbeitet. Eine Möglichkeit das Problem von vorneherein auszuschließen stellt 
die auf einer linearen Anregung des Systems basierende stochastische Anregung dar [ZAX, 
CSZ, YZ, YALZ]. Um dies zu demonstrieren, sind in Abbildung 3.7 sechs 27Al-Hadamard-
Spektren abgebildet, welche mit einer von (a) nach (f) zunehmenden Leistung der 
Anregungsimpulse aufgenommen wurden.  
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 Abbildung 3.7: 27Al-Hadamard-Kernresonanz-Spektren von Yttrium-Aluminium Granat 
1253 OAlY  (vgl. Abb. 3.3). Die Spektren wurden bei einer Spektrometerfrequenz von 130 
MHz unter Verwendung eines Breitband-Probenkopfes der Firma BRUKER 
aufgenommen. Die Länge des Aufnahmeintervalls t∆  betrug 2.82 µs (spektrale Weite: 
350.000 Hz). Pro Scan wurden 8k komplexe Datenpunkte aufgenommen ( tN∆ : 11.63 
ms). Die Experimentdauer betrug 3 min 10 s (2k Scans). Die Prozessierung der 
Antwortdaten erfolgte unter Einbeziehung der Störungskorrektur mit nachfolgender 
Basislinienoptimierung über ein ohne Probe aufgenommenes Referenz-Spektrum. Die 
Impulslänge lag bei 0.6 µs Die Leistung der Anregungsimpulse wurde von 0.25  15 W 
variiert. (a): αBl = 0.35° (0.125 W), (b): αBl, opt = 0.7° (0.5 W),. (c): αBl, max = 1.0° (1.0 W), 
(d): αBl = 2.3° (5 W), (e): αBl = 3.5° (10 W), (f): αBl = 3.9° (15 W).  
 Obwohl die Anregung bei den Experimenten (d) bis (f) bereits deutlich über den linearen 
Bereich (welcher auf Anregungsleistungen unterhalb von einem Watt beschränkt ist) 
hinaus geht, sind keine Veränderungen der relativen Intensitäten der aus den beiden 
Baugruppen resultierenden Signalbeiträge zu erkennen. Die Linienformen der erhaltenen 
Spektren weisen bis auf den von der Anregungsleistung abhängigen Rauschanteil eine sehr 
gute Übereinstimmung mit den im linearen Bereich aufgenommenen Spektren (a) und (b) 
auf. Entsprechend den in der Literatur beschriebenen Ergebnissen [LZ, LCZ] kann 
festgestellt werden, daß die Linienformen in den aus der stochastischen Anregung 
resultierenden Festkörper-Spektren auch bei quadrupolaren Kernen - unabhängig vom 
Ausmaß der quadrupolaren Wechselwirkung - allein eine Funktion der T1 Zeiten der 
einzelnen Signalbeiträge sind. Die stochastische Anregung sollte somit in besonderer 
Weise zur Aufnahme quantitativer Kernresonanz-Spektren quadrupolarer Kerne geeignet 
sein. 
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3.2.3.2 Stochastische 2H-Kernresonanz-Experimente an perdeuteriertem DMS 
 Wie in Kapitel 3.2.3.1 beschrieben, hängt das Ergebnis bei der Aufnahme stochastischer 
Festkörper-Spektren in starkem Maße von der Größe der Zeitverzögerung tdead zwischen 
dem Ende des Anregungsimpulses und dem Zeitpunkt der Datenaufnahme ab. 
Signalbeiträge mit sehr kurzen T2-Relaxationszeiten lassen sich bei der stochastischen 
Datenaufnahme - welche formal einer direkten Aufnahme des FID-Signals entspricht - nur 
über sehr kleine Werte für tdead erfassen. Die dem Hadamard-Festkörper-Experiment 
vorangestellte tdead-Minimierung (vgl. Kap. 3.2.3.1) kann demnach als Näherung des Echo-
Experiments - bei dem der Beginn der Datenaufnahme mit dem Beginn des Signalabfalls 
(Echomaximum) zusammenfällt - interpretiert werden. Die Qualität dieser Näherung ist in 
Abbildung 3.8 anhand einer Serie von 2H-Hadamard-Festkörper-Experimenten an 
perdeuteriertem DMS demonstriert. Die Experimente wurden jeweils mit einem 
entsprechend der Länge des Aufnahmeintervalls minimal beziehungsweise maximal 
möglichen Wert für tdead durchgeführt.    
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 Abbildung 3.8: 2H-Kernresonanz-Spektren von Dimethylsulfon (DMS). Die Spektren 
wurden bei einer Spektrometerfrequenz von 76.8 MHz unter Verwendung eines Breitband-
Probenkopfes der Firma BRUKER aufgenommen. Der Probendurchmesser betrug 5 mm.  
 (a)-(c): 2H-Hadamard-Spektren. (a): t∆ : 8.0 µs (spektrale Weite: 125.000 Hz), tdead: 7.1 µs. 
(b): t∆ : 8.0 µs, tdead: 3.2 µs. (c): t∆ : 3.3 µs (spektrale Weite: 300.000 Hz), tdead: 2.4 µs. 
Pro Scan wurden 8k komplexe Datenpunkte aufgenommen Die Prozessierung der 
Antwortdaten erfolgte unter Einbeziehung der Störungskorrektur mit nachfolgender 
Basislinienoptimierung über ein ohne Probe aufgenommenes Referenz-Spektrum. Die 
Impulslänge lag bei 0.6 µs. Die Leistung der Anregungsimpulse lag unterhalb von einem 
Watt. (d): 2H-Festkörper-Echo-Spektrum (spektrale Weite: 500.000 Hz, Impulslänge: 5 µs 
(Drehwinkel: 60°), Echozeit: 50 µs). 
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 Während das bei großem tdead erhaltene Spektrum (a) lediglich schmalbandige Anteile 
enthält, sind in den bei kleineren tdead-Zeiten - welche die Erfassung von Antwortsignalen 
mit kürzeren T2-Relaxationszeiten ermöglichen - erhaltenen Spektren in zunehmendem 
Maße auch breitbandige Anteile enthalten. Der kleinstmögliche Wert für tdead betrug 2.4 
µs. Das bei diesem Minimalwert resultierende Spektrum (c) gleicht weitgehend dem aus 
dem Echo-Experiment resultierenden Spektrum (d). Die Tatsache, daß beide Methoden 
unter den gegebenen Bedingungen ein vergleichbares Ergebnis liefern, führt zu der Frage 
nach den Vor- und Nachteilen, beziehungsweise nach potentiellen Einsatzmöglichkeiten 
der Hadamard-Technik als alternative Methode zur Aufnahme von 2H-Festkörperspektren. 
Besonders interessant erscheinen dabei 2H-Kernresonanz-Experimente zur Untersuchung 
der Moleküldynamik von Festkörpern.  
 Wie aus der Literatur [BS, HV, SS] hervorgeht, stellt die 2H-Kernresonanz-Spektroskopie 
eine sehr hilfreiche Technik zur Untersuchung der Temperaturabhängigkeit 
intramolekularer Schwingungs- und Rotationsbewegungen in Festkörpern dar. Die im 
Frequenzbereich von 104-107s-1 liegenden Bewegungen lassen sich direkt über ihren 
Einfluß auf die Linienform der Festkörper-Spektren detektieren. Über die Aufnahme von 
Temperatur-Meßreihen werden Bewegungsmodelle erstellt, welche anhand von 
Simulationen der aufgenommenen Spektren verifiziert und anschließend für die 
quantitative Analyse der Bewegungsprozesse herangezogen werden. Die der 
Linienformanalyse zugrunde liegenden Festkörper-Spektren werden bei den in der 
Literatur beschriebenen Untersuchungen über Echo-Experimente erhalten. Daraus ergibt 
sich eine Reihe grundsätzlicher Probleme, welche ihre Ursache in der zur Formierung des 
Echos erforderlichen Zeit ( ⋅2 techo) haben, während der sich das Signal unter dem Einfluß 
der Bewegungsprozesse entwickelt. 
 So besteht bei der Durchführung der Echo-Experimente grundsätzlich das Problem, daß 
ausgerechnet in den für die Bewegungsanalyse besonders interessanten 
Übergangsbereichen, in denen die Korrelationszeiten der Bewegungsprozesse im Bereich 
der Echozeiten liegen, dramatische Intensitätseinbußen bei der Aufnahme des Echos zu 
verzeichnen sind. Darüber hinaus wirken sich die mit der Formierung des Echos 
verbundenen Signalverluste, sowie mögliche Linienformdeformationen nachteilig auf das 
Ergebnis der Echo-Experimente aus. 
 Als Lösung der für das Echo-Experiment beschriebenen Probleme sollte sich in idealer 
Weise die auf der Aufnahme des FID-Signals basierende Hadamard-Spektroskopie 
anbieten. Um dies zu überprüfen, wurden in Zusammenarbeit mit Dipl. Phys. Ole Hirsch 
und unter Anleitung von Professor Jäger am Institut für Optik und Quantenelektronik der 
Universität Jena ausführliche Untersuchungen an perdeuteriertem Dimethylsulfon (DMS) 
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durchgeführt. Im Rahmen dieser Untersuchungen wurden vergleichende Temperatur-
Meßreihen im Bereich von 125 - 355 K aufgenommen, wobei sowohl Festkörper-Echo-
Experimente, als auch Experimente mit stochastischer Anregung durchgeführt wurden. Die 
auf der stochastischen Anregung basierenden Experimente wurden über ein von Hirsch 
eigens für die stochastische Spektroskopie entwickeltes Spektrometer realisiert. Eine 
detaillierte Beschreibung der Experimente ist der Literatur zu entnehmen [HWBJ]. Die 
wichtigsten aus den Temperatur-Meßreihen hervorgehenden Spektren, sowie die 
Ergebnisse der von Hirsch durchgeführten Simulationen sind in Abbildung 3.9 und 3.10 
dargestellt. Abbildung 3.9 gibt die Entwicklung der relativen Signalintensitäten in den 
DMS-Spektren, über einen Temperaturbereich von 135 bis 355 K hinweg, wieder. 
Abbildung 3.10 zeigt die dazugehörige Linienformentwicklung.  
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 Abbildung 3.9: Aufnahme von DMS-Spektren bei Temperaturen von 125 - 355 K. 
Signalintensitäten als Funktion der Temperatur (unter Kompensation des aufgrund der 
veränderten Boltzmannverteilung mit der Temperaturabnahme einhergehenden 
Intensitätsanstiegs) [HWBJ]. ( −•− ) Festkörper-Echos. ( −∗− ) stochastische Experimente. 
Um einen relativen Vergleich zu ermöglichen, wurden beide Meßreihen bei 
Raumtemperatur (293 K) auf Eins normiert. 
 
 Entsprechend den in der Literatur beschriebenen Arbeiten [WOG] lassen sich in diesem 
Bereich zwei Übergänge bezüglich der intramolekularen Bewegungszustände beobachten. 
Dabei handelt es sich zum Einen um das Auftreten der schnellen Methylgruppenrotation 
bereits ab etwa 140 K und zum Anderen um den oberhalb von 330 K zu beobachtenden 
sprungartigen Austausch der beiden Methyl-Gruppen um die C2-Symmetrieachse des 
DMS-Moleküls. Ein Vergleich der stochastischen Spektren mit denen der Echo-
Experimente demonstriert in eindeutiger Weise die bei der Hadamard-Spektroskopie aus 
der Aufnahme des FID-Signals resultierenden Vorteile gegenüber dem Echo-Experiment. 
Wie aus Abbildung 3.9 hervorgeht, sind bei den stochastischen Experimenten in den 
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Übergangsbereichen zwischen den einzelnen Bewegungszuständen (bei Temperaturen von 
130K beziehungsweise 350K) weitaus geringere Intensitätseinbußen zu verzeichnen, als 
bei den Echo-Experimenten.  
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 Abbildung 3.10: 2H-Kernresonanz-Spektren von Dimethylsulfon (DMS) bei Temperaturen 
von 135  355 K [HWBJ]. Die Spektren wurden bei einer Spektrometerfrequenz von 46.08 
MHz mit einem Breitband-Probenkopf der Firma BRUKER (unter Verwendung einer 
modifizierten Anregungsspule [HSJ], sowie einem über einen zusätzlichen Widerstand auf 
30 reduzierten Q-Faktor) aufgenommen. Der Probendurchmesser betrug 10 mm. (a): 
Festkörper-Echo-Spektren (Echozeit: 30 µs, Aufnahmeintervall t∆ : 1 µs, spektrale Weite: 
1 MHz, Impulslänge: 7 µs (Drehwinkel: 90°) bei einer Impulsleistung von 1 kW). (b): 
Simulationen von (a). (c): stochastische Festkörper-Spektren (Aufnahmeintervall t∆ : 6.2 
µs, spektrale Weite: 161.3 kHz). Die Anregung erfolgt über eine binär phasenmodulierte 
Sequenz bestehend aus 4096 Impulsen mit einer Länge von jeweils 0.5 µs und einer 
Leistung von 0.49 W. (d): Simulationen von (c). Alle gemessenen und simulierten 
Spektren sind auf eine gemeinsame maximale Intensität normiert. 
 Stochastische Festkörper-Kernresonanz-Spektroskopie   
 
 
74 
 Während der Signalverlust im Echo-Experiment 95% und mehr betragen kann, werden bei 
den stochastischen Experimenten lediglich Einbußen von maximal 30% beobachtet. Die 
Linienformen der gemessenen, beziehungsweise simulierten Spektren (vgl. Abb. 3.10) 
lassen darüber hinaus erkennen, daß sich die mit den Änderungen in der Moleküldynamik 
verbundene Linienformentwicklung über die stochastischen Spektren - ohne die mit der 
Formierung des Echos verbundenen Linienformveränderungen und die in den 
Übergangsbereichen (bei 130 K und 350 K) auftretenden Signalverluste - weitaus genauer 
und unverfälschter verfolgen läßt, als über die Echo-Experimente. Dies sollte vor allem bei 
der Untersuchung von Substanzen, über deren Moleküldynamik noch wenig bekannt ist, 
beziehungsweise bei Substanzen mit komplexeren, sich überlagernden Übergängen 
zwischen den Bewegungszuständen von Vorteil sein.  
 
Zweidimensionale Hadamard-Kernresonanz-Spektroskopie 75  
 
3.3 Zweidimensionale Hadamard-Kernresonanz-Spektroskopie 
 Aufbauend auf der in Kapitel 3.1 beschriebenen Implementierung der Hadamard-Technik 
auf einem kommerziellen Kernresonanz-Spektrometer wurden Verfahren zur 
Durchführung zweidimensionaler Hadamard-Kernresonanz-Experimente entwickelt. Ziel 
war die Aufnahme zweidimensional homonuklear korrelierter 1H-Spektren an 
Flüssigkeiten. Die Umsetzung erfolgte entsprechend den in Kapitel 2.4.4 beschriebenen 
Grundlagen in enger Anlehnung an das aus der gepulsten Spektroskopie bekannte 
homonukleare COSY-Experiment (engl.: COrrelation SpectroscopY) zur Aufnahme 
zweidimensional (verschiebungs)korrelierter Spektren (vgl. Kap.3.3.2). 
 Anhand von Modellsubstanzen wurde versucht, allgemeingültige Aussagen über die 
Magnetisierungsentwicklung abzuleiten. Besonderes Augenmerk galt dabei dem Einfluß 
der Anregungsleistung, sowie den Auswirkungen verschiedener Phasenzyklen auf das 
Aussehen der zweidimensionalen Spektren. Eine den zweidimensionalen Hadamard-
Experimenten vorausgehende Serie von 1D-Hadamard-Experimenten liefert den für die 
Durchführung der 2D-Experimente erforderlichen Parametersatz. Dabei gilt es 
insbesondere das Signal-zu-Rausch-Verhältnis unter linearer Anregung zu optimieren und 
das Sättigungsverhalten des untersuchten Systems zu analysieren (vgl. Kap.3.3.1).  
3.3.1 Stochastische Kernresonanz-Spektroskopie an Flüssigkeiten 
 Die in den nachfolgenden Kapiteln beschriebenen Experimente wurden alle unter 
Verwendung eines handelsüblichen DSX200 Festkörper-Spektrometers der Firma 
BRUKER durchgeführt. Die unter den gegebenen Bedingungen - Festkörper-Spektrometer 
(ohne Lock der Spektrometerfrequenz) in Kombination mit einem 5 mm Breitband-
Probenkopf (ohne Rotation des Probenröhrchens) - maximal zu erzielende Auflösung lag 
bei 3  4 Hz. Eine ausreichende Auflösung der Multiplett-Struktur in den aufgenommenen 
Flüssigkeits-Spektren war somit nur bei ausgewählten Modellsystemen gegeben, welche 
einfache Spektren liefern. Als geeignete Modellsysteme wurden verdünnte Lösungen 
organischer Verbindungen, wie zum Beispiel Zimtsäure oder Crotonsäure-Ethylester 
verwendet. Die 1H-Spektren dieser Lösungen zeichnen sich dadurch aus, daß sie nur 
wenige, sich nicht überlagernde und über zum Teil starke J-Kopplungen aufgespaltene 
Signale enthalten (vgl. Abb. 3.11).  
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 Abbildung 3.11: 1H-Kernresonanz-Spektren einer 2 molaren Lösung von trans-
Crotonsäure-Ethylester in d1-Chloroform. (a) Strukturformel. (b) Hadamard-Spektrum. (c) 
gespreizte Darstellung der 5 Multipletts des Hadamard Spektrums (inklusive der T1-
Relaxationszeiten). (d) Aus der Einzelimpulsanregung resultierendes Spektrum. 
 
 Vergleicht man die beiden in Abbildung 3.11 dargestellten Spektren, so läßt sich kein 
qualitativer Unterschied erkennen. Das aus dem Hadamard-Experiment resultierende 
Spektrum weist sowohl bezüglich der Linienform, als auch bezüglich des Signal-zu-
Rausch-Verhältnisses ein dem aus dem Impuls-Experiment resultierenden Spektrum 
gleichwertiges Ergebnis auf. Im Gegensatz zur Aufnahme von Festkörper-Spektren - bei 
der die Durchführung des Hadamard-Experimentes mit einer Reihe von prinzipiellen 
Problemen behaftet ist (vgl. Kap.3.2.2 und 3.2.3) - bereitet die Aufnahme von 1D-
Flüssigkeits-Spektren über das Hadamard-Experiment keinerlei Schwierigkeiten. Die bei 
der Festkörper-Spektroskopie aus der Notwendigkeit großer spektraler Weiten 
resultierenden Totzeitprobleme existieren nicht. Die kleinen spektralen Weiten der 
Flüssigkeits-Spektren erlauben eine großzügige Ausweitung aller bei der Durchführung 
auftretenden Zeitintervalle (vgl. Kap.3.2.3), so daß weder die Verwendung von 
Probenköpfen mit hoher Güte, noch die Einbeziehung angepaßter Filter bei der 
Datenaufnahme Probleme bereitet. Die zyklische Hadamard-Transformation der im Falle 
einer auf den linearen Bereich beschränkten Anregung aufgenommenen Systemantworten 
liefert somit immer Spektren, welche frei von systematischem Rauschen sind. 
 Während die Optimierung des Signal-zu-Rausch-Verhältnisses in der gepulsten 
Spektroskopie in erster Linie über den Anregungsimpuls (Festlegung des 90°-Impulses), 
sowie über die Bestimmung der für die Wiederholrate der Impulse entscheidenden T1-
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Relaxationszeiten (beispielsweise über das T1-inversion-recovery-Experiment) erfolgt, 
wird das Signal-zu-Rausch-Verhältnis im Hadamard-Experiment allein über die 
Anregungsleistung optimiert. Zu diesem Zweck wird eine Sättigungskurve aufgenommen, 
in der die Signalintensität als Funktion der Leistung, beziehungsweise der Amplitude 
(proportional zum Drehwinkel) der Anregungsimpulse dargestellt ist. 
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 Abbildung 3.12: Hadamard-Sättigungskurve. Signalintensitäten der Multipletts in den 1H-
Hadamard-Spektren einer 2 molaren Lösung von trans-Crotonsäure-Ethylester in d1-
Chloroform (vgl. Abb. 3.11). Die Leistung der Anregungsimpulse wurde von 0.1  4.0 W 
variiert. Die daraus resultierenden Drehwinkel α der Anregungsimpulse liegen im Bereich 
von 0.8 bis 5°. 
 
 Als Beispiele für die Aufnahme einer derartigen Sättigungskurve sind in den Abbildungen 
3.12 und 3.13 die unter Verwendung einer verdünnten Lösung des trans-Crotonsäure-
Ethylesters als Probe erhaltenen Ergebnisse dargestellt. Während Abbildung 3.12 den 
dabei für jedes Multiplett resultierenden Intensitätsverlauf wiedergibt, lassen sich anhand 
von Abbildung 3.13 die Linienformen der erhaltenen Spektren analysieren. Bei der 
Durchführung der Hadamard-Experimente wurde für das Aufnahmeintervall t∆  ein Wert 
von 200 µs und für die Länge der phasenmodulierten Anregungsimpulse ein Wert von 
10µs vorgegeben. Die maximalen Signalintensitäten wurde bei Impulsleistungen von 0.7 - 
1.0 W - und dementsprechend bei Drehwinkeln α von etwa 2.1 - 2.3° - erhalten. Aufgrund 
der zum Teil sehr stark voneinander abweichenden T1-Zeiten liegen die Intensitätsmaxima 
der einzelnen Multipletts bei leicht unterschiedlichen Leistungen (vgl. Kap. 2.4.3). 
Während die Multipletts mit T1-Relaxationszeiten von 2.5  3 s Maxima im 
Leistungsbereich von 0.9  1.0 W liefern, sind die Maxima der Multipletts mit längeren T1-
Zeiten (von 7  8 s) zu niedrigereren Anregungsleistungen (0.7  0.8 W) hin verschoben. 
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 Abbildung 3.13: Hadamard-Sättigungs-Spektren einer 2 molaren Lösung von trans-
Crotonsäure-Ethylester in d1-Chloroform (vgl. Abb. 3.11). Variation der 
Anregungsleistung von 0.6  1.6 W bei einer Impulslänge von 10 µs. Leistung/Drehwinkel 
der Anregungsimpulse bei der Aufnahme der einzelnen Spektren (von unten nach oben): 
0.06 W/0.65°, 0.125 W/0.9°,0.25 W/1.3°, 0.38 W/1.6°, 0.5 W/1.8°, 0.8 W/2.3°, 1.5 W/3.3°. 
 
 Um das Auftreten von Sättigungserscheinungen bei der Aufnahme der 1D-Spektren zu 
vermeiden, muß die Anregungsleistung auf Werte von maximal 0.25 W, beziehungsweise 
auf Drehwinkel von maximal 1.3° beschränkt werden (vgl. Abb. 3.13). In diesem Bereich 
sind in der Systemantwort ausschließlich lineare Anteile enthalten, so daß die 
Signalintensität proportional zur Amplitude der Anregungsimpulse ist (vgl. Kap.2.4.3). 
Das optimale Signal-zu-Rausch-Verhältnis ergibt sich dementsprechend am oberen Ende 
des linearen Bereiches bei einer Anregungsleistung von 0.25 W (Drehwinkel von 1.3°). 
3.3.2 Zweidimensionale Korrelations-Experimente: Das COSY-Experiment 
 Über die in der zweidimensionalen gepulsten Kernresonanz-Spektroskopie bekannten 
Methoden ist es auf elegante Weise möglich, gezielt Nichtlinearitäten im Spinsystem zu 
untersuchen und die erhaltenen Ergebnisse in anschaulicher Weise darzustellen [JEE2, 
ABE, EWB, BAX]. Ein speziell auf die Messung der aus der indirekten Spin-Spin 
Kopplung resultierenden Nichtlinearitäten zugeschnittenes Anregungsschema ist die dem 
COSY-Experiment zugrunde liegende Impulsfolge (vgl. Abb. 3.14)  
 
 .tt90 2x1x −θ−−°  (3.3) 
 
 Die Spins werden über die Einhaltung einer Präparationszeit in einen wohldefinierten 
Anfangszustand (thermisches Gleichgewicht) versetzt, bevor sie zum Zeitpunkt 0t1 =  mit 
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einem °x90 -Impuls kohärent angeregt werden. Nach Ablauf der Evolutionszeit 1t , 
während der die Magnetisierungsvektoren koppelnder Spins aufgrund unterschiedlicher 
Frequenzen in der x,y-Ebene auffächern, folgt ein weiterer Impuls mit dem Drehwinkel xθ  
(90° im klassischen COSY-90-Experiment), der die jeweilige y-Komponente der 
Magnetisierungsvektoren auf die z-Achse bringt. Dieser Schritt ist mit einem 
Magnetisierungstransfer verknüpft. Wieviel Magnetisierung transferiert wird, hängt vom 
Zustand des Spinsystems zum Zeitpunkt 1t  ab und damit von den Larmor-Frequenzen der 
koppelnden Kerne, sowie von der Stärke der Kopplung. Die weiterhin in der x,y-Ebene 
rotierenden, in gleicher Weise vom Entwicklungszustand abhängenden x-Anteile der 
Magnetisierungsvektoren liefern ein FID-Signal, welches während 2t  detektiert wird. 
Zyklische Wiederholung des Experimentes für inkrementiertes 1t  ermöglicht die indirekte 
Detektion des Spinverhaltens während der Evolutionszeit 1t . Die gemessenen 
Magnetisierungswerte werden in einer Datenmatrix abgespeichert, deren Zeilen mit 1t  und 
deren Spalten mit 2t  indiziert sind. Anschließende zeilen- und spaltenweise Fourier-
Transformation liefert das zweidimensionale Spektrum ),(S 21 νν .    
t2t1  = + ∆t t1 1
Zeit t
Evolution DetektionPräparation
x90° θx
 
 
 Abbildung 3.14: Aufnahme zweidimensional korrelierter-Spektren über das 
(homonukleare) COSY-Experiment (engl.: shift COrrelation SpectroscopY).  
 
 Die in den Spektren auftretenden Linien lassen sich in zwei Gruppen einteilen. Die auf den 
Diagonalen liegenden Signale werden als Diagonalpeaks bezeichnet, alle anderen 
symmetrisch zur den Diagonalen in der Ebene angeordneten Signale als Kreuzpeaks. 
Während die Diagonalpeaks die Magnetisierungsanteile repräsentieren, bei denen kein 
Magnetisierungstransfer stattgefunden hat, stellen die Kreuzpeaks die aus dem 
Magnetisierungstransfer resultierenden Signale dar. Über die im COSY-Spektrum immer 
genau an den Schnittpunkten gekoppelter Linien auftretenden Kreuzpeaks lassen sich 
somit die Nachbarschaftsbeziehungen aller koppelnden Kerne des untersuchten Systems 
ablesen. Die Projektionen eines solchen COSY-Spektrums auf die 2ν - bzw. 1ν Achse 
entsprechen genau wieder dem 1D-Spektrum. Neben den Diagonal- und Kreuzpeaks treten 
infolge longitudinaler Relaxation während 1t  zusätzlich unerwünschte Axialpeaks bei 
01 =ν  auf, welche sich jedoch leicht über den bei der Wiederholung des Experiments 
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(Signaladdition) verwendeten Phasenzyklus, mittels einer von Scan zu Scan jeweils um 
180° verschobenen Phase des zweiten Anregungsimpulses, eliminieren lassen. 
 Da bei der Durchführung des Experiments in der oben angegebenen Weise in der 2t -
Dimension jeweils ein Realteil R und ein Imaginärteil I aufgenommen wird, setzt sich das 
Spektrum aus zwei Termen zusammen: { }IIRR S,SS = . Die Linien der Spektren resultieren 
dabei meist aus einer Überlagerung absorptiver und dispersiver Signalbeiträge 
(Phasentwist), mit der Folge, daß die spektrale Information nur über das 
Betragsspektrum erhalten werden kann [EWB]  
 .SSS 2II
2
RR +=  (3.4) 
 
 Eine Phasierung der Spektren mit dem Ziel, die Linien im Realteil RRS  der Spektren auf 
ausschließlich absorptive, beziehungsweise dispersive Beiträge zurückzuführen, ist nur 
dann möglich, wenn den Spektren eine in beiden Dimensionen komplexe Aufnahme des 
Zeitsignals zugrunde liegt. Im Gegensatz zur direkten Datenaufnahme während 2t  ist in 
der indirekt aufgenommenen 1t -Dimension jedoch keine der Quadratur-Detektion 
entsprechende simultane Aufnahme von zwei Signalen möglich. Dies hat seine Ursache 
darin, daß über die 1t -Inkrementierung jeweils nur die Entwicklung einer Komponente des 
Magnetisierungsvektors erfaßt wird, mit der Folge, daß nicht zwischen positiven und 
negativen Modulationsfrequenzen während 1t  unterschieden werden kann. Um auch in der 
1t Dimension ein komplexes Signal zu erhalten, muß ein zweiter Datensatz mit einer um 
90° verschobenen Referenzphase - beispielsweise über eine 90°-Verschiebung der Phase 
des zweiten Anregungsimpulses - aufgenommen werden, welcher dann den Imaginärteil 
der 1t Daten darstellt. Die Datenpunkte des aus einer phasensensitiven Fourier-
Transformation des in 2t  und 1t  komplexen Datensatzes resultierenden Spektrums 
besitzen in jeder Dimension einen Real- und einen Imaginärteil, so daß sich das Spektrum 
aus vier Termen { }IIRIIRRR S,S,S,SS =  zusammensetzt [BFNT]. In der Praxis besonders 
bewährte Methoden zur Aufnahme derartiger Spektren stellen das von Ruben, States und 
Haberkorn entwickelte Verfahren [SHR, KN], sowie die von der Redfield-Aufnahme 
abgeleitete und unter dem Namen TPPI (engl.: Time Proportional Phase Increment) 
bekannte Methode [MW] dar. Eine aus der Kombination dieser beiden Methoden 
resultierende Variante ist das im Folgenden mit dem Namen States-TPPI bezeichnete 
Verfahren. Entsprechend einer Quadratur-Detektion in 1t  werden dabei für jedes 1t -
Inkrement zwei FIDs - mit einer bei der Erzeugung des zweiten FIDs um 90° 
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verschobenen Referenzphase - direkt hintereinander aufgenommen. Die nach einer 
zweidimensionalen Phasenkorrektur erhaltenen Spektren besitzen gegenüber den 
Betragsspektren zwei wesentliche Vorteile. Zum Einen kann die mit der Betragsbildung 
verbundene Linienverbreiterung der Signale vermieden werden, und zum Anderen gibt die 
Phasenbeziehung innerhalb der Kreuzsignale Aufschluß darüber, welche Kopplung für das 
Auftreten des Kreuzsignals verantwortlich ist. Das Verfahren besitzt allerdings den 
Nachteil, daß die phasensensitive Aufnahme zwangsläufig mit einer Verdoppelung der 
Experimentdauer verbunden ist. Da meist nur die Korrelationen von Interesse sind, wird 
aus diesem Grund in der Regel auf die phasensensitive Aufnahme verzichtet und auf eine 
Darstellung über die Betragsspektren, in denen die Linienbreiten über Filterfunktionen 
verringert werden [DER], zurückgegriffen. Um auch bei der Aufnahme der 
Betragsspektren zwischen positiven und negativen Modulationsfrequenzen während 1t  
unterscheiden zu können, wird die Referenzphase bei der Signaladdition (Scans) nicht, wie 
oben für die Eliminierung der Axialpeaks beschrieben, in 180°-Schritten, sondern in 
Schritten von jeweils 90° weitergeschoben. Auf diese Weise wird bei der Aufnahme 
zusätzlich eine Unterscheidung zwischen Kohärenz-Transfer-Echo und Anti-Echo 
möglich [BAX]. Werden die aus der 90°-Verschiebung resultierenden Signale subtrahiert, 
so entspricht das formal einer Umkehrung der Modulationsfrequenzen während 1t  und 2t , 
was, ähnlich der Refokussierung der Magnetisierungsvektoren im Spin-Echo-Experiment, 
der Bildung eines (Kohärenz-Transfer-)Echos entspricht. Addiert man die Signale, so 
weisen die Modulationsfrequenzen ein gleiches Vorzeichen auf, mit der Folge, daß sich 
kein Echo bilden kann und das aufgenommene Signal dementsprechend als Anti-Echo 
bezeichnet wird. Während die aus dem Kohärenz-Transfer-Echo resultierenden Signale 
symmetrisch zur Hauptdiagonale ( 21 ν=ν ) angeordnet sind, liefert das Anti-Echo 
Signale welche symmetrisch zur Nebendiagonale ( 21 ν−=ν ) sind. Über die Selektion 
des Echo- beziehungsweise Anti-Echo-Signals läßt sich die störende Überlagerung der 
beiden Teilspektren vermeiden. Die Linienformen der auf diese Weise erhaltenen Echo- 
beziehungsweise Anti-Echo-Signale weisen komplexe Unterschiede auf [KN]. Generell ist 
jedoch die Selektion des Echo-Signals von Vorteil, da die aus dem Echo resultierenden 
Linienbreiten von T2 abhängen und nicht wie im Fall des Anti-Echos über T2* festgelegt 
werden. In Abbildung 3.15 ist ein Beispiel für ein derartiges, aus der Selektion des Echo-
Signals resultierendes, COSY-Spektrum dargestellt. Da auf eine phasensensitive 
Aufnahme verzichtet wurde, mußte bei der Darstellung auf das Betragsspektrum 
zurückgegriffen werden. 
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 Abbildung 3.15: COSY-90 2D-Betragsspektrum einer 2 molaren Lösung von trans-
Crotonsäure-Ethylester in d1-Chloroform ( sµ220tt 12 =∆=∆ , Aufnahme von 4096 
Punkten in der 2t Dimension und 256 Punkten in der 1t Dimension, Präparationszeit: 4 s, 
16 Scans pro 1t Inkrement (unter Einbeziehung eines CYCLOPS-Phasenzyklus), 
Experimentdauer: 5 h). 
 
 Vor allem im Hinblick auf die Untersuchung komplexerer Systeme, bei denen die COSY-
Spektren aufgrund der Vielzahl von Korrelationen schnell unübersichtlich werden, ist es 
oftmals wünschenswert, die relativen Intensitäten der einzelnen Signale gezielt zugunsten 
einzelner Kreuzpeaks zu beeinflussen und so die Zahl der in den Spektren auftretenden 
Korrelationen zu verringern. Für die im Rahmen dieser Arbeit durchgeführten 
Untersuchungen sind dabei zwei Varianten des COSY-Experiments von besonderer 
Bedeutung. Bei der ersten Variante wird die Abhängigkeit der relativen Intensitäten der 
Kreuzpeaks vom Drehwinkel des zweiten Anregungsimpulses ausgenutzt. Über eine 
Verringerung des Drehwinkels läßt sich der Kohärenztransfer im wesentlichen auf 
antiparallele Übergänge zwischen direkt (über gemeinsame Energieniveaus) miteinander 
verbundenen Spins beschränken, wodurch sich eine deutliche Vereinfachung des Spektrum 
erzielen läßt. Dabei weisen vor allem die in der Nähe der Diagonalen liegenden 
Kreuzpeaks, welche aus Korrelationen innerhalb der Multipletts resultieren, als auch die 
aus der Kopplung indirekt (nicht über gemeinsame Energieniveaus) miteinander 
verbundener Spins verschiedener Multipletts resultierenden Kreuzpeaks deutlich 
verringerte Intensitäten auf. Leider wirkt sich der kleinere Impulswinkel gleichzeitig 
nachteilig auf die Empfindlichkeit des Experimentes aus. Als guter Kompromiß hat sich 
ein Winkel von °=θ 45x  erwiesen (COSY-45-Experiment; vgl. Abb. 3.16).  
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 Abbildung 3.16: COSY-45 2D-Betragsspektrum einer 2 molaren Lösung von trans-
Crotonsäure-Ethylester in d1-Chloroform ( sµ220tt 12 =∆=∆ , Aufnahme von 4096 
Punkten in der 2t Dimension und 256 Punkten in der 1t Dimension, Präparationszeit: 4 s, 
16 Scans pro 1t Inkrement (unter Einbeziehung eines CYCLOPS-Phasenzyklus), 
Experimentdauer: 5 h). 
 
 Eine weitere Variante des COSY-Experiments ergibt sich aus der mit der Detektion des 
Kohärenz-Transfer-Echos verbundenen Forderung, daß das Echomaximum in der Mitte 
des Datenaufnahmeintervalls 2t  liegen sollte. Das Ausmaß des Magnetisierungstransfers 
zum Zeitpunk 1t  ist proportional zu  
 .tsine 1
Tt 21 Jπ−  (3.5) 
 Gleichung 3.5 beschreibt formal die Einhüllende des Kohärenz-Transfer-Signal-FIDs in 
beiden Dimensionen. Das Maximum des Kohärenz-Transfer-Signals liegt demnach bei 
 .Ttan1t 2
1
max JJ
π
π
=
−  (3.6) 
 Um dem mit abnehmender Kopplungskonstante J zunehmend größeren maxt Wert - 
welcher sich bei sehr kleinen Kopplungskonstanten einem Höchstwert von 2max Tt =  
annähert - Rechnung tragen zu können, wird ein zusätzliches Zeitintervall ∆ in die 1t - und 
2t -Intervalle eingefügt, so daß sich für die Impulsfolge des im Folgenden als long-range 
COSY bezeichneten Experiments ergibt: 
 .tt90 2x1x −∆−θ−∆−−°  (3.7) 
 Als Beispiel für ein derartiges long-range COSY ist in Abbildung 3.17 das Ergebnis eines 
COSY-45 Experiments mit einem zusätzlichen Zeitintervall ms200=∆  dargestellt.  
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 Abbildung 3.17: long-range COSY-45 2D-Betragsspektrum einer 2 molaren Lösung 
von trans-Crotonsäure-Ethylester in d1-Chloroform. (a) Gestaffelte Ansicht, (b) Zuordnung 
der Kreuzpeaks (cp (engl.): cross peak) über die Kontur-Ansicht (inklusive der 1ν - und 
2ν -Projektionen). Anfangs-Zeitintervall: ms200=∆ , sµ220tt 12 =∆=∆ , 2t Dimension: 
4096 Punkte, 1t Dimension: 256 Punkte, Präparationszeit: 4 s, 16 Scans pro 1t Inkrement 
(CYCLOPS-Phasenzyklus), Experimentdauer: 5 h 30 min. 
 
 Durch geeignete Wahl von ∆ lassen sich so über das long-range COSY-Experiment gezielt 
die Intensitäten der aus schwachen Kopplungen (mit dementsprechend kleinen 
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Kopplungskonstanten) resultierenden Kreuzpeaks - im Extremfall sogar auf Kosten der 
Kreuzpeakintensitäten stärkerer Kopplungen - maximieren (vgl. Abb. 3.16 und 3,17: 
Anstieg der relativen Signalintensität von Kreuzpeak cp42). 
3.3.2.1 Zweidimensionale Hadamard-Experimente 
 Entsprechend den Ausführungen in Kapitel 2.3.2.2 läßt sich das Hadamard-Experiment 
über das Konzept der Summenanregung von einer auf zwei Dimensionen erweitern. Zu 
diesem Zweck wird die ursprünglich entsprechend den Werten einer mlbs-Sequenz binär 
phasenmodulierte Anregungssequenz des 1D-Experiments über die Addition zweier 
zeitverzögerter mlbs-Sequenzen in eine ternär beziehungsweise quarternär modulierte 
Summensequenz überführt. Zyklische Wiederholung des Experiments mit inkrementierter 
Zeitverzögerung 1t  bei der Addition der mlbs-Sequenzen liefert den zweidimensionalen 
Datensatz. Erfolgt die Inkrementierung der Zeitverzögerung über eine zyklische 
Linksverschiebung einer der beiden Sequenzen relativ zu dem über die zweite Sequenz 
festgelegten Startpunkt der Hadamard-Transformation, so entspricht die Inkrementierung 
einer zunehmenden Verschiebung in die negative Zeitrichtung (Vergangenheit), während 
eine Rechtsverschiebung im Gegensatz dazu einer Verschiebung in die Zukunft 
entspricht.  
 
-1 +1-1 +1-1 +1-1
-1 +1-1 +1-1 +1-1
-1 +1-1 +1-1 +1-1
-1 +1-1 +1-1 +1-1
-1 +1-1 +1-1 +1-1
-1 +1-1 +1-1 +1-1
-1 +1-1 +1-1 +1-1
-1 +1-1 +1-1 +1-1
-1+1-1 +1-1 +1-1
-1+1 -1+1-1 +1-1
-1+1 -1+1 -1+1-1
-1+1 -1 +1-1+1-1
-1 +1-1 +1-1+1-1
-1 +1-1 +1-1+1 -1
-1 +1-1 +1-1 +1-1
-1 +1-1 +1-1+1 -1
-1 +1-1 +1-1+1-1
-1+1 -1 +1-1+1-1
-1+1 -1+1 -1+1-1
-1+1 -1+1-1 +1-1
-1+1-1 +1-1 +1-1
-2 +2-2 +2-2 +2-2
-2 0-2 +200 0
-2 +20 000-2
00 0 +2-20-2
00 -20 0+2-2
-20 00-2 +20
0+2-2 0-2 00
-2 +2-2 +2-2 +2-2
-2 0-2 +200 0
-2 +20 000-2
00 0 +2-20-2
00 -20 0+2-2
-20 00-2 +20
0+2-2 0-2 00
(Zeilenweise) Addition:
Rechtsverschiebung
HT HT
Summensequenzen (ternär)(a) (b)  
 
 Abbildung 3.18: Konzept der Summenanregung. Erzeugung ternärer Summensequenzen 
über die zeilenweise Addition zweier bis auf die zyklische Rotation innerhalb der Zeilen 
identischer Anregungs-Matrizen. Die 2t Achse wird über die Sequenzlänge 2tN∆  (mit 
712N 3 =−= ) bestimmt. 1tm∆  entspricht der 1t  Achse, wobei m die Anzahl und 1t∆  die 
Größe der Inkremente beschreibt. Falls 12 tmtN ∆=∆  gilt, wird die ganze Anregungsmatrix 
durchlaufen und das 2D-Experiment ist zyklisch. Unten: zeilenweise Hadamard-
Transformation (HT) der Summensequenzen (Autokorrelation). (a), (b): Die aus der 
Rechtsverschiebung (a) bzw. aus der Linksverschiebung (b) resultierenden 
Autokorelationsfunktionen.  
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 Zeilenweise zyklische Hadamard-Transformation einer derartigen Anregungssequenz 
(Autokorrelation) liefert für jede Zeile zwei Delta-Funktionen (vgl. Abb. 3.18). Während 
der Peak der unverschobenen mlbs-Sequenz immer bei Null liegt, wandert der aus der 
Linksverschiebung resultierende Peak von hinteren Ende her rückwärts immer weiter in 
Richtung des Zeilenanfangs. Das in analoger Weise aus einer zyklischen 
Rechtsverschiebung resultierende Autokorrelationssignal wandert - bei Null beginnend - 
nach rechts zum Zeilenende hin. Entspricht der im 2D-Experiment über die 
Inkrementierung festgelegte Verschiebungsbereich genau der Sequenzlänge, so ist das 2D-
Experiment zyklisch. Verschobene und unverschobene Anregungssequenz sind in diesem 
Fall äquivalent und eine Umkehrung der Verschiebungsrichtung macht sich lediglich in 
einer Inversion der 1t -Zeitachse bemerkbar. Ist jedoch die Länge der Sequenz 2tN∆  
größer als der Verschiebungsbereich 1tm∆  im 2D-Experiment, geht die Äquivalenz der 
Anregungssequenzen verloren und das Ergebnis der zeitverzögerten Anregung hängt von 
der aus der Verschiebungsrichtung resultierenden zeitlichen Reihenfolge der 
Anregungssequenzen ab. Im Fall der Inkrementierung über die Linksverschiebung läuft die 
aus der verschobenen Sequenz resultierende Anregung der Anregung über die 
unverschobene Sequenz in zunehmendem Maße zeitlich voraus, während die zyklisch nach 
rechts verschobene Anregungssequenz der unverschobenen Anregung zunehmend später 
hinterher folgt (vgl. Abb.3.18).  
 In Abbildung 3.19 ist der Zusammenhang zwischen dem in Kapitel 3.3.2 beschriebenen 
COSY-Experiment und dem auf einer Linksverschiebung basierenden zweidimensionalen 
Hadamard-Experiment dargestellt. Im COSY-Experiment wird das Verhalten des 
Spinsystems über zwei aufeinanderfolgende Impulse getestet (Evolution), anschließend das 
Antwortsignal aufgenommen (Detektion) und vor jedem erneuten Durchlauf der 
Impulsfolge die Rückkehr ins thermische Gleichgewicht abgewartet (Präparation). Eine 
derartige zeitliche Trennung von Präparation, Evolution und Detektion ist im 
stochastischen Experiment nicht möglich. Die Datenaufnahme im stochastischen 
Experiment erfolgt parallel zur Anregung während des gesamten Experiments. Zyklische 
Hadamard-Transformation des dabei aufgenommenen Antwortsignals liefert zwei sich 
überlagernde - entsprechend der Zeitverzögerung bei der Bildung der Summensequenz 
relativ zueinander verschobene - FID-Signale. Der aus der unverschobenen Anregung 
resultierende zweite FID (welcher entsprechend dem im COSY-Experiment als Antwort 
auf den zweiten Impuls aufgenommenen Signal interpretiert werden kann) liegt dabei 
jeweils am Anfang des Datensatzes, während der aus der verschoben Anregungssequenz 
resultierende erste FID zunehmend (zyklisch) nach vorne aus dem Datensatz heraus 
(bzw. von hinten in den Datensatz hineingeschoben) wird.  
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 Abbildung 3.19: Methoden zur Aufnahme zweidimensional korrelierter-Spektren. (a) 
klassisches (homonukleares) COSY-Experiment. (b) Zweidimensionales, auf der 
Summenanregung basierendes Hadamard-Experiment (vgl. Abb. 2.16). x(t,σ1): quarternär 
phasenmodulierte Anregungssequenz. Y(t): Antwortsignal nach der Hadamard-
Transformation. 
 
 Der Versuch, die dem COSY-Experiment zugrunde liegende zeitliche Dreiteilung von 
Präparation, Evolution und Detektion auf das Hadamard-Experiment übertragen setzt 
voraus, daß zwar die Antwort auf die zweite Anregungssequenz mit der vorausgehenden 
Anregung über die erste Sequenz korreliert ist, die aus der ersten Anregung resultierende 
Antwort im Gegensatz dazu aber nichts mehr von der zweiten Anregung weis. Um dies zu 
erreichen, muß die Verschiebung zwischen der zweiten und der darauffolgenden ersten 
Sequenz größer als die Relaxationszeiten des untersuchten Systems sein, so daß die aus der 
zweiten Anregung resultierenden Antwortsignale nicht mit den entsprechenden Signalen 
aus der ersten Anregung korrelieren. Daraus ergibt sich für das zweidimensionale 
Hadamard-Experiment die Bedingung, daß die 2t Dimension ( 2tN∆ ) deutlich größer als 
die Dimension der 1t Achse ( 1tm∆ ) sein muß (vgl. Abb. 3.18). Um auch in der 1t 
Dimension die vollständige Aufnahme des Signalabfalls (in dem nach der Hadamard-
Transformation erhaltenen Zeitsignal) garantieren zu können, muß die Länge der 1t Achse 
( 1tm∆ ) im Bereich der T2-Relaxationszeiten liegen. Die Erfüllung der für das Hadamard-
Experiment aufgestellten Bedingung 12 tmtN ∆>>∆  ist somit, vor allem bei Systemen mit 
langen Relaxationszeiten und in Kombination mit der Aufnahme großer spektraler Weiten 
(kleine 2t Werte), nur unter Verwendung sehr langer Anregungssequenzen möglich.  
 Betrachtet man das unter Einhaltung dieser Zeiten nach der Hadamard-Transformation 
erhaltene Zeitsignal Y(t), so läßt sich eine mit dem zeitlichen Ablauf des COSY-
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Experiments vergleichbare Trennung der FID-Signale beobachten (vgl. Abb. 3.19). Das 
aus der zweiten Anregungssequenz resultierende FID-Signal liegt dabei - genau wie das im 
COSY-Experiment detektierte Signal - jeweils am Anfang des aufgenommenen 
Zeitsignals. Das Signal des ersten FIDs tritt unter Einhaltung der Bedingung 
12 tmtN ∆>>∆  erst nach dem vollständigen Abklingen des zweiten FID-Signals auf 
(entsprechend einer sich über die Detektions- und die Präparationszeit erstreckenden 
Datenaufnahme im COSY-Experiment). Der zwischen dem Beginn des ersten FIDs und 
dem Ende des Datensatzes liegende Bereich (Evolutionszeit im COSY-Experiment) wird 
in Analogie zum COSY-Experiment nicht in die Ermittelung des Spektrums mit 
einbezogen, so daß die Anzahl der bei der Fourier-Transformation zur Berechnung des 
Spektrums maximal verwendeten Punkte auf  
 12FT tmtN(max)n ∆−∆=  (3.8) 
 beschränkt ist. Die Interpretation der auf diese Weise erhaltenen Spektren erfolgt auf 
Grundlage der in Kapitel 2.3.2.2 (vgl. Abb. 2.11) für die lineare Kreuzkorrelation 
zweidimensionaler Interferogramme aufgestellten Beziehungen. 
3.3.2.2 Das PHASE-Experiment  
 Die größte Herausforderung bei der experimentellen Umsetzung zweidimensionaler 
Hadamard-Experimente stellte die Realisierung der Summenanregung dar, wobei 
insbesondere die ausschließliche Verwendung bereits vorhandener Hardware-
Komponenten der zur Verfügung stehenden BRUKER-AVANCE-Festkörper-
Kernresonanz-Spektromenter zu nahezu unüberwindlichen Problemen führte.  
 Kritischster Punkt war dabei stets die stochastische Modulation der Anregungsimpulse. 
Während sich die Anregung im eindimensionalen Hadamard-Experiment problemlos in 
Form einer binären Modulation der Impulsphasen - unter Verwendung stochastischer 
Phasenlisten mit Sequenzlängen von bis zu 32k-1 Werten  realisieren ließ, konnten die 
der Anregung im zweidimensionalen Experiment zugrunde liegenden Summensequenzen - 
sowohl aufgrund ihrer Größe, als auch aufgrund der komplexeren Modulation der 
Anregungsimpulse (vgl. Kap. 2.4.4)  nicht ohne weiteres experimentell realisiert werden. 
Darüber hinaus ist es (auch im 1D-Experiment) nicht gelungen, neben den Phasen auch die 
Amplituden der Anregungsimpulse in Form ausreichend langer Sequenzen stochastisch zu 
modulieren, so daß die Modulation der Anregungsimpulse von vornherein auf eine reine 
Phasenmodulation beschränkt war. 
 Wie bereits in Kapitel 2.4.4 beschrieben, lassen sich über die vektorielle Addition zweier 
um 90° phasenverschobener mlbs-Sequenzen quarternär (0°, 90°, 180°, 270°) 
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phasenmodulierte Summensequenzen mit konstanter Impulsamplitude erzeugen. 
Experimente mit einer derart rein phasenmodulierten Anregung werden im Folgenden als 
PHASE-Experimente (engl.: PHAse modulated Sum Excitation) bezeichnet. Die 
experimentelle Umsetzung der PHASE-Experimente erfolgt in Analogie zum 1D-
Experiment über die Verwendung quarternärer Phasenlisten (vgl. Kap. 2.4.4). Hinsichtlich 
der Durchführung zweidimensionaler Experimente ergibt sich dabei jedoch das Problem, 
daß die Phasenlisten für jedes 1t -Zeitinkrement neu - über die vektorielle Addition zweier 
mlbs-Sequenzen - ermittelt werden müssen, so daß die Phasenmodulation im 
zweidimensionalen Experiment eine Phasenmatrix - bestehend aus 12N n −=  Spalten 
entsprechend der Länge der mlbs-Sequenzen (vgl. Kap. 2.4.1) und m Zeilen entsprechend 
der Anzahl der 1t -Inkremente - erfordert. Bei der Durchführung der Experimente auf 
einem BRUKER-Kernresonanz-Spektrometer werden die Phasenwerte zu Beginn des 
Experiments in Form von Phasenlisten in das für die Steuerung des Experimentablaufs 
verantwortliche Pulsprogramm eingebunden. Die dabei vom temporären Speicher des 
Spektrometers maximal zu verarbeitende Länge der Phasenlisten liegt bei 32k Werten. 
Vergleicht man diesen Wert mit der Größe der bei den zweidimensionalen Hadamard-
Experimenten minimal erforderlichen Phasenmatrizen von 128k, so erkennt man, daß der 
temporäre Speicher des verwendeten Spektrometers für die Abarbeitung der 
Phasenmatrizen bei weitem zu klein und eine derartige Durchführung der Experimente von 
vornherein zum Scheitern verurteilt ist. Das Problem des zu kleinen Spektrometerspeichers 
läßt sich nur dadurch umgehen, daß das zweidimensionale Experiment entsprechend der 
1t -Inkrementierung in m aufeinanderfolgende eindimensionale Experimente aufgeteilt 
wird und die dabei erhaltenen eindimensionalen Antwortdatensätze anschließend in einem 
zweidimensionalen Antwortdatensatz zusammengefaßt werden. Die Steuerung dieses 
pseudo-2D-Experiments erfolgt über ein eigens zu diesem Zweck entwickeltes 
Automationsprogramm (siehe Anhang C), welches sowohl die vor dem Start eines jeden 
Experiments erforderliche Neuberechnung der quarternären Phasenlisten, als auch die 
abschließende Zusammenfassung der Antwortdaten zu einem zweidimensionalen 
Datensatz übernimmt. Einziger Nachteil dieses Verfahrens gegenüber der Durchführung in 
Form eines echten 2D-Experiments (unter Verwendung einer zweidimensionalen 
Phasenmatrix) ist die über den Abbruch und den Neustart zwischen zwei 
aufeinanderfolgenden 1D-Experimenten zusätzlich eingeführte Zeitverzögerung von etwa 
5s, welche zwar nur eine geringfügige Verlängerung der Experimentdauer zur Folge hat, 
sich aber störend auf den Ablauf des stochastischen Experiments auswirkt. Die 
Anregungsunterbrechung hat zur Folge, daß das Spinsystem zu Beginn jedes 
stochastischen 1D-Teilexperiments wieder neu in den stationären Zustand gebracht werden 
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muß. Dieses Problem läßt sich am elegantesten über die Verwendung langer 
Anregungssequenzen lösen. Unter Berücksichtigung der in Kapitel 3.1 beschriebenen 
Paarbildung der Anregungssequenzen sollte sich auf diese Weise sicherstellen lassen, daß 
sich das System trotz der Unterbrechung zwischen den aufeinanderfolgenden Hadamard-
Experimenten bereits vor Beginn der ersten Datenaufnahme wieder im stationären Zustand 
befindet und keine zusätzliche Verlängerung des Experimentablaufs erforderlich ist.  
 Abbildung 3.20 zeigt zwei aus dem PHASE-Experiment resultierende zweidimensionale 
Hadamard-Spektren. Die der Anregung zugrunde liegenden Summensequenzen wurden 
über eine Linksverschiebung bei der Addition der mlbs-Sequenzen erzeugt (vgl. Kap. 
3.3.2.1). Ausgehend von einer Anfangsverschiebung von Null (a) beziehungsweise 250 
Werten (b) wurde die zu verschiebende Sequenz dabei jeweils um einen Wert zyklisch 
nach vorne hin weitergeschoben. Die Größe der aus der Verschiebung resultierenden 1t -
Inkremente 1t∆  entspricht somit genau der Schrittweite 2t∆  in der 2t -Dimension, so daß 
sich für die Spektren die gleiche spektrale Weite in beiden Dimensionen ergibt. Die 
Berechnung der in Abbildung 3.20 dargestellten Betragsspektren erfolgt über eine 
zeilenweise (zyklische) Hadamard-Transformation der aufgenommenen Antwortdaten und 
anschließende zweidimensionale Fourier-Transformation. Als Probe dient eine verdünnte 
Lösung von trans-Zimtsäure in D2O. Der einzige im Spektrum zu beobachtende Kreuzpeak 
(cp52) resultiert aus der starken 3J-Kopplung (J = 15 Hz) der Protonen an C2 und C3 über 
die Doppelbindung (die daraus resultierenden Dubletts sind über die schwächeren 
Kopplungen mit den Protonen an C4 verbreitert). 
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 (b)  
      
 Abbildung 3.20: zweidimensionale PHASE-Hadamard-Spektren einer verdünnten Lösung 
von trans-Zimtsäure in D2O ( sµ320tt 12 =∆=∆ , (N = 8k-1, m = 128 12 tmtN ∆>>∆→ ), 8 
Scans pro 1t Inkrement (unter Einbeziehung eines CYCLOPS-Phasenzyklus), 
Experimentdauer: 1h 30 min). (a): Anfangsverschiebung: 0 Punkte. (b): 
Anfangsverschiebung: 250 Punkte (innerhalb jeder Zeile ( 1ν Dimension) 
Linksverschiebung um 250 komplexe Punkte vor der Fourier-Transformation). 
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 Wird das Experiment ohne Phasenzyklus bei der Signaladdition durchgeführt, so treten in 
den resultierenden Spektren Axialpeaks bei 01 =ν  auf, deren Intensitäten in der Regel die 
aller anderen Signale deutlich übersteigen. Entsprechend den in Kapitel 2.3.2.2 für die 
lineare Kreuzkorrelation zweidimensionaler Interferogramme abgeleiteten Beziehungen 
(vgl. Gleichung 2.71) sollte es im zweidimensionalen Hadamard-Experiment möglich sein, 
die aus der longitudinalen Relaxation resultierenden transversalen Magnetisierungsanteile 
zu eliminieren und so das Auftreten der unerwünschten Axialpeaks im Spektrum zu 
verhindern. Im entsprechend erweiterten PHASE-Experiment wird das System bei den 
aufeinanderfolgenden Scans abwechselnd über zwei unterschiedliche Summensequenzen 
angeregt, welche sich dadurch auszeichnen, daß die Phase der zeitlich unverschobenen 
mlbs-Sequenz - Entsprechend einer 180°-Verschiebung der Phase des zweiten 
Anregungsimpulses im COSY-Experiment - bei der Bildung der zweiten Summensequenz 
invertiert wurde. Die resultierenden Hadamard-Spektren (vgl. auch Abb. 3.20) weisen eine 
große Ähnlichkeit mit den Spektren entsprechender COSY-Experimente (mit analogem 
Phasenzyklus) auf. Neben den Diagonalpeaks lassen sich allein die entsprechend den 
Kopplungen zu erwartenden Kreuzpeaks beobachten. Axialpeaks treten wenn überhaupt, 
dann nur mit verschwindend kleiner Intensität (infolge experimenteller Imperfektionen) 
auf. Aufgrund des Fehlens eines komplexen Phasenzyklus kann im PHASE-Experiment 
nicht zwischen Echo- und Anti-Echo-Signal unterschieden werden, so daß es in den 
resultierenden Spektren immer zu einer Überlagerung zweier Teilspektren mit invertierter 
1ν Achse kommt. Wie ein Vergleich der in Abbildung 3.20 dargestellten Spektren zeigt, 
lassen sich die Intensitäten und Linienformen der Teilspektren in starkem Maße über die 
Aufnahmeparameter mitbestimmen. Eine detaillierte Analyse der unter Variation einzelner 
Aufnahmeparameter erhaltenen Spektren folgt in den Kapiteln 3.3.2.4 und 3.3.2.5. 
3.3.2.3 Das DOPE-Experiment 
 Parallel zu dem in Kapitel 3.3.2.3 beschriebenen PHASE-Experiment, in welchem die 
Anregung über quarternär phasenmodulierte Summensequenzen erfolgt, wurde versucht, 
auch die auf der Addition zweier identischer mlbs-Sequenzen (unter Verzicht auf die dem 
PHASE-Experiment zugrunde liegende Phasenverschiebung von 90°) basierende ternäre - 
jeweils binär phasen- und amplitudenmodulierte - Summenanregung auf einem BRUKER-
Spektrometer zu realisieren. Dabei trat, wie in vorangegangenen Kapitel bereits 
beschrieben, das Problem auf, daß sich zwar die Phasen, nicht jedoch die Amplituden der 
Anregungsimpulse in Form ausreichend langer Sequenzen stochastisch modulieren lassen. 
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Um trotzdem nicht auf die Möglichkeit einer Amplitudenmodulation verzichten zu 
müssen, wurde versucht, die stochastische Summenanregung über zusammengesetzte 
Impulse zu realisieren, deren Gesamt-Amplituden sich leicht über eine additive 
beziehungsweise subtraktive Kombination mehrerer Einzel-Impulse modulieren lassen. Zu 
diesem Zweck wurde die binär phasen- und amplitudenmodulierte Summensequenz durch 
mehrere, um einen Mindestabstand ∆  (mit 2p tt ∆<<∆≤ ) gegeneinander verschobene, 
jeweils binär phasenmodulierte Anregungssequenzen ersetzt (vgl. Abb.3.21). Die 
Modulation der Anregung wird in dem für die Steuerung des Experimentablaufs 
verantwortlichen Pulsprogramm über eine einzige (entsprechend den Werten einer mlbs-
Sequenz binär modulierte) Phasenliste realisiert, wobei jeder der Teil-Sequenzen über 
einen Zeiger ein eigener Anfangswert in der Liste zugewiesen werden kann. Die im 
zweidimensionalen Experiment für jedes 1t Inkrement erforderlichen Summensequenzen 
werden während des Experimentablaufs über eine entsprechende Verschiebung einzelner 
Zeiger erzeugt und müssen nicht wie im PHASE-Experiment für jedes 1t Inkrement neu 
berechnet werden. Darüber hinaus lassen sich über die additive Kombination von 4PM- 
und DDS-Phase auch Phasenzyklen realisieren (vgl. Kap.3.1). Für das auf der Mehrfach-
Impuls-Anregung basierende Hadamard-Experiment ergibt sich daraus der Vorteil, daß es 
im Gegensatz zum PHASE-Experiment in Form eines echten 2D-Experiments 
durchgeführt werden kann.  
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 Abbildung 3.21: Schematische Darstellung zweidimensionaler Hadamard-Experimente 
mit ternärer - jeweils binär phasen- und amplitudenmodulierter - Summenanregung. 
Realisierung über das DOPE-Experiment (engl.: DOuble Pulse Excitation). Die 
Modulation der Anregung erfolgt über zusammengesetzte Anregungsimpulse, wobei sich 
die Amplituden- und Phasenmodulation jeweils aus der Summe von zwei direkt 
aufeinander folgenden (um ∆  zueinander verschobenen) Anregungsimpulsen ergibt. )t(x , 
)t(x 1 ∆+σ− : mlbs-Sequenzen; ),t('x 1σ : Ternäre Summensequenz.  
 Die Modulation der Anregung wird nicht wie idealerweise üblich bereits im voraus über 
eine mathematische Addition der mlbs-Sequenzen festgelegt, sondern physikalisch erst 
während des Experimentes durch die Überlagerung unmittelbar aufeinanderfolgender 
Impulssignale erzeugt. Neben dem zwangsläufig aus der Zeitverzögerung ∆  zwischen den 
 Zweidimensionale Hadamard-Kernresonanz-Spektroskopie   
 
 
94 
Teil-Impulsen resultierenden linearen Phasenfehler bei der Anregung, stellen vor allem die 
mit der experimentellen Umsetzung der Mehrfach-Impuls-Anregung verbundenen 
Schwierigkeiten potentielle Fehlerquellen bei der Durchführung derartiger 
zweidimensionaler Hadamard-Experimente dar. Während sich der lineare Phasenfehler 
unter Einhaltung der Bedingung 2p tt ∆<<<<∆  leicht bis auf einen vernachlässigbar 
kleinen Wert minimieren läßt, machen die mit der experimentellen Umsetzung 
verbundenen Fehler ein aufwendiges Optimierungsverfahren erforderlich (Abb. 3.22). 
Anhand eindimensionaler Testexperimente muß dabei die gegenseitige Beeinflussung der 
einzelnen binären Anregungssequenzen derart aufeinander abgestimmt werden, daß das 
Ergebnis der Mehrfach-Impuls-Anregung eine möglichst gute Annäherung an die ternäre 
Summenanregung darstellt. Um dies zu erreichen, wurde mit Mehrfach-Impulsen 
bestehend aus bis zu sechs Einzel-Impulsen experimentiert. Die wichtigsten zu 
optimierenden Parameter waren neben dem Verhältnis der Impulslängen die Vorab-
Befehle für das Setzen der Impulsphasen, sowie die Gating-Befehle für den Sendekanal. 
Die optimale Parameterkombination wurde über ein iteratives Verfahren anhand 
ausgewählter 1D-Experimente ermittelt. Hauptkriterien waren dabei sowohl die möglichst 
vollständige Kompensation genau entgegengesetzter (unverschobener) Sequenzen, als auch 
die Angleichung der unabhängig voneinander gelieferten Signalbeiträge der einzelnen (um 
50% gegeneinander verschobenen) Teil-Sequenzen. Darüber hinaus wurde versucht, die 
aus dem Phasenzyklus - über eine abwechselnde 0°/180°-Verschiebung einer der beiden 
Anregungssequenzen - resultierende Eliminierung der Signale einzelner Teil-Sequenzen zu 
optimieren. Die besten Ergebnisse wurden bei Näherungen über zwei Impulse mit kurzen 
Impulslängen (von jeweils nicht mehr als 5 µs) und möglichst kurzen Zeitabständen 
zwischen den Impulsen (von weniger als 1.25 µs) erzielt. In Abbildung 3.22 sind die 
wichtigsten der dabei - unter Verwendung einer Zimtsäure-Lösung als Probe - erhaltenen 
Ergebnisse dargestellt. Die auf einer derartigen Doppel-Impuls-Anregung basierenden 
Hadamard-Experimente werden im Folgenden als DOPE-Experimente (engl.: DOuble 
Pulse Excitation) bezeichnet. 
 Optimiert man die Parameter im DOPE-Experiment hinsichtlich einer möglichst 
vollständigen Kompensation entgegengesetzter Sequenzen, so weisen die aus der additiven 
Kombination resultierenden Signale der einzelnen Sequenzen stets unterschiedliche 
Intensitäten auf (vgl. Abb. 3.22 Mitte). Die Näherung der ternären Summenanregung setzt 
im Gegensatz dazu voraus, daß die Teil-Sequenzen sowohl bei gleicher, als auch bei 
entgegengesetzter Phasenlage Signalbeiträge gleicher Intensität liefern.  
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 Abbildung 3.22: 1D-DOPE-Experimente (Ergebnis der Parameter-Optimierung). Oben: 
Kombination zweier mlbs-Sequenzen ohne Zeitverzögerung. (a): additiv, (b): subtraktiv, 
(c): b inkl. Impuls-Vertauschung. Mitte: Kombination zweier genau um 50% zueinander 
verschobener mlbs-Sequenzen. Vergleich der aus der getrennten Auswertung der beiden 
Teil-FIDs resultierenden Spektren: (a): Spektrum eines Teil-FIDs, (b): Differenz bei 
additiver Kombination, (c): b inkl. Impuls-Vertauschung, (d): Summe bei subtraktiver 
Kombination, (e): d inkl. Impuls-Vertauschung. Unten: Kombination zweier genau um 
50% zueinander verschobener mlbs-Sequenzen mit einem Phasenzyklus zur Eliminierung 
des ersten FIDs (Signal der unverschobenen Sequenz). (a): Spektrum des 2. Teil-FIDs, 
(b): Spektrum des 1. Teil-FIDs, (c): b inkl. Impuls-Vertauschung. 
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 Um diese Bedingung zu erfüllen, muß die zeitliche Reihenfolge der Teil-Sequenzen 
innerhalb der Doppel-Impulse in aufeinanderfolgenden Scans (entsprechend einer 
Inversion von ∆ ) abwechselnd vertauscht werden. Wie anhand der Spektren in Abbildung 
3.22 zu erkennen ist, führt die - leicht über eine Verdoppelung des Phasenzyklus 
realisierbare - Sequenz-Vertauschung zu einer deutlichen Verbesserung der erhaltenen 
Ergebnisse. Die mit der Doppel-Impuls-Anregung verbundenen Fehler werden auf ein 
Minimum reduziert, so daß die Ergebnisse der eindimensionalen Testexperimente 
entsprechend den aufgestellten Kriterien eine sehr gute Näherung der ternären 
Summenanregung darstellen sollten.  
 Ausgehend von einer derart optimierten Doppel-Impuls-Anregung wurde das DOPE-
Experiment zur Aufnahme zweidimensionaler Hadamard-Spektren eingesetzt. Abbildung 
3.23 zeigt ein dabei - nach zeilenweiser (zyklischer) Hadamard-Transformation und 
anschließender Fourier-Transformation der aufgenommenen Antwortdaten - erhaltenes 
Spektrum. 
     
    
 Abbildung 3.23: zweidimensionales DOPE-Hadamard-Spektrum einer verdünnten Lösung 
von trans-Zimtsäure in D2O ( sµ320tt 12 =∆=∆ , (N = 8k-1, m = 128 12 tmtN ∆>>∆→ ), 8 
Scans pro 1t Inkrement (unter Einbeziehung eines CYCLOPS-Phasenzyklus), 
Experimentdauer: 1 h 30 min, Anfangsverschiebung: 250 Punkte (innerhalb jeder Zeile 
( 1ν Dimension) Linksverschiebung um 250 komplexe Punkte vor der Fourier-
Transformation)). 
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 Ein qualitativer Vergleich mit den über das PHASE-Experiment erhaltenen Spektren läßt 
nahezu keine Unterschiede erkennen (vgl. Abb. 3.20), so daß sich folgern läßt, daß das 
DOPE-Experiment - als Näherung der ternären Summenanregung - in gleicher Weise zur 
Aufnahme zweidimensionaler Spektren geeignet ist, wie das auf einer quarternären 
Summenanregung basierende PHASE-Experiment. Auch im DOPE-Experiment lassen sich 
die Axialpeaks über einen Phasenzyklus nahezu vollständig eliminieren. Neben den 
Diagonalpeaks treten allein die entsprechend den Kopplungen zu erwartenden Kreuzpeaks 
auf. Aufgrund des Fehlens eines komplexen Phasenzyklus kommt es dabei genau wie im 
PHASE-Experiment zu einer Überlagerung zweier Teilspektren mit inverser 1ν Achse 
(Echo- und Anti-Echo-Signal), deren Intensitäten und Linienformen in starkem Maße von 
den Aufnahmeparametern abhängen (siehe hierzu auch Kapitel 3.3.2.4 und 3.3.2.5). 
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3.3.2.4 Magnetisierungsentwicklung in Abhängigkeit von der Stärke der 
Anregungsimpulse 
 Eine zentrale Rolle bei allen Hadamard-Experimenten spielt die Stärke der 
Anregungsimpulse. Während die Anregung im eindimensionalen Fall bewußt auf den 
linearen Bereich beschränkt wird - um das Auftreten störender Sättigungserscheinungen zu 
vermeiden (vgl. Kap. 2.4.3 und 3.3.1) - ist im zweidimensionalen Experiment gerade der 
nichtlineare Bereich von Interesse (siehe hierzu auch Kap. 3.3.2).  
 Die Interpretation des auf der Summenanregung basierenden zweidimensionalen 
Hadamard-Experiments beruht auf den in Kapitel 2.3.2.2 für die lineare Kreuzkorrelation 
zweidimensionaler Interferogramme abgeleiteten Beziehungen. Demnach lassen sich über 
die Hadamard-Transformation (welche einer zyklisch durchgeführten linearen Korrelation 
von Anregungssequenz und Antwortdaten entspricht) des als Antwort auf eine nichtlineare 
farbige Anregung aufgenommenen Zeitsignals neben dem Term erster Ordnung auch 
Terme höherer Ordnung detektieren. Die rein lineare Behandlung der nichtlinearen 
Systemantwort hat dabei zur Folge, daß die aus den nichtlinearen Antwortanteilen 
resultierenden Signale im zweidimensionalen Spektrum systematische Störungen in Form 
zackiger Linienverzerrungen - ähnlich den aus den eindimensionalen Spektren bekannten 
Sättigungserscheinungen - aufweisen (vgl. auch Kap. 2.4.4). Da das Auftreten 
systematischer Störungen an das Vorhandensein nichtlinearer Anteile gebunden ist, sollten 
im zweidimensionalen Spektrum insbesondere die Kreuzpeaks - welche rein nichtlinearen 
Ursprungs sind - mit Störungen behaftet sein, während Frequenzen an denen keine oder 
lediglich die aus den linearen Anteilen resultierenden Signale auftreten frei von 
systematischen Störungen sein sollten. Für die Intensitäten der in Abhängigkeit von der 
Stärke der Anregung aus den einzelnen Ordnungen resultierenden Signalbeiträge ist rein 
qualitativ ein den in Kapitel 3.3.1 für die Signale erster Ordnung dargestellten 
Sättigungskurven (vgl. Abb. 3.12) vergleichbarer Verlauf zu erwarten, wobei jedoch die 
Lage der Maxima mit zunehmender Ordnung immer weiter zu höheren 
Anregungsleistungen hin verschoben wird. Quantitativ ist mit der Zunahme der Ordnung 
eine deutliche Abnahme der maximalen Intensitäten verbunden [BLÜ2].  
 Genau wie in Kapitel 3.3.1 für das eindimensionale Experiment beschrieben, läßt sich auch 
das zweidimensionale Hadamard-Experiment allein über eine Variation der 
Anregungsleistung optimieren. Erfolgt die Optimierung mit dem ausschließlichen Ziel, 
eine maximale Empfindlichkeit (beziehungsweise ein optimales Verhältnis von Signal-zu-
weißem-Rauschen) bei der Detektion der Kreuzpeaks zu erreichen, gilt es, die Summe aller 
Signalbeiträge dritter und höherer Ordnung zu maximieren. Sollen hingegen gleichzeitig 
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die Linienformen der Kreuzpeaks optimiert werden, so ist es im Hinblick auf das mit 
zunehmender Ordnung ansteigende Ausmaß systematischer Störungen - und unter 
Berücksichtigung der gleichzeitig abnehmenden maximalen Signalintensitäten - sinnvoll, 
die Anregung im zweidimensionalen Hadamard-Experiment auf die dritte Ordnung zu 
beschränken (Beibehaltung des optimalen Verhältnisses von Signal-zu-systematischem-
Rauschen in den Kreuzpeaks). Darüber hinaus sollte sich über eine Erhöhung der 
Anregungsleistung - im Bereich zwischen den Maxima der Beiträge erster und dritter 
Ordnung - das Verhältnis der Intensitäten von Kreuz- und Diagonalpeaks deutlich 
zugunsten der Kreuzpeaks verschieben lassen.  
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 Abbildung 3.24: Links: Diagonalpeak-Intensitäten als Funktion der Anregungsamplitude 
im zweidimensionalen Hadamard-Experiment. Die Intensitäten der einzelnen 
Diagonalpeaks werden über zweidimensionale Integrale aus den 2D-Betragsspektren 
ermittelt. Rechts: Schematische Darstellung der Signalverteilung in den 2D-Spektren (die 
zur Berechnung der Integrale herangezogenen Signale sind Schwarz markiert). Die den 
Integralen zugrunde liegenden Spektren resultieren aus DOPE-Experimenten ( pt :10 µs, 
Sequenzlänge N : 16k-1, 2t∆ : 110 µs ( 2tN∆→ : 1,8 s), 1t∆ : 110 µs, Anzahl der 1t -
Inkremente m: 256). Die Numerierung (1-5) entspricht der Zuordnung der Multipletts in 
Abbildung 3.11. (H): Hauptdiagonale, (N): Nebendiagonale. 
 
 Um den Einfluß der Anregungsleistung auf die Magnetisierungsentwicklung im 
zweidimensionalen Hadamard-Experiment genauer analysieren zu können, wurden für 
verschiedene Proben PHASE- bzw. DOPE-Experimente unter Variation der 
Anregungsleistung von 0.25 bis 25 Watt (entsprechend Drehwinkeln im Bereich von 1 - 
15°) durchgeführt. Auffälligstes Ergebnis ist dabei in jedem Fall die deutlich 
unterschiedliche Entwicklung der Intensitäten der auf der Haupt- und Nebendiagonale 
liegenden Signale. In Abbildung 3.24 ist die aus der Variation der Anregungsleistung 
resultierende Entwicklung der Diagonalpeak-Intensitäten am Beispiel einer verdünnten 
Lösung des trans-Crotonsäure-Ethylesters dargestellt.  
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 Abbildung 3.25: Diagonalpeak-Intensitäten im zweidimensionalen Hadamard-Experiment. 
Vergleich von Haupt- und Nebendiagonale. Die Intensitäten der einzelnen Diagonalpeaks 
() werden über zweidimensionale Integrale aus den Betragsspektren ermittelt (vgl. 
Abb.3.24). Die Referenzkurve (⋅⋅⋅⋅⋅) entspricht der aus dem 1D-Experiment resultierenden 
Sättigungskurve (vgl. Abb.3.11).  
 
 Der Kurvenverlauf für die Signale auf der Nebendiagonale entspricht bis etwa zum 
Maximum dem Verlauf der aus dem 1D-Experiment resultierenden Sättigungskurven, 
welche die Beiträge erster Ordnung repräsentieren. Bei höheren Anregungsleistungen ist in 
zunehmendem Maße eine Abweichung durch das Auftreten zusätzlicher Beiträge aus 
höheren Ordnungen zu beobachten (Abb. 3.25). Im Gegensatz dazu läßt die 
Intensitätsentwicklung auf der Hauptdiagonale wenn überhaupt, dann nur verschwindend 
kleine Beiträge erster Ordnung erkennen. Der Kurvenverlauf entspricht - zumindest bei 
kleineren Anregungsleistungen - dem eines von der dritten Ordnung dominierten 
Antwortsignals [BLÜ2]. Die maximal erreichten Intensitäten liegen deutlich unter denen 
der Nebendiagonale und sind zudem zu deutlich höheren Leistungen hin verschoben. Im 
Bereich hoher Anregungsleistungen, in dem die Anteile erster Ordnung - und mit 
steigender Leistung auch die der dritten Ordnung - aufgrund starker Sättigung unterdrückt 
werden, nähern sich die Kurven mit zunehmender Leistung stark an. Dabei ist nur ein sehr 
langsamer Abfall der Signalintensitäten zu beobachten, was auf das Auftreten zusätzlicher 
Signalbeiträge - fünfter und höherer Ordnung - zurückzuführen ist, welche den bei hohen 
Leistungen aus der zunehmenden Sättigung der Anteile erster und dritter Ordnung 
resultierenden Signalverlust weitgehend kompensieren. 
 Die für die Diagonalpeaks beobachtete Intensitätsentwicklung spiegelt die Erwartung 
wieder, daß sich die aus den beiden - der Summenanregung zugrundeliegenden - 
zeitverzögerten Anregungssequenzen resultierenden Antwortsignale erster Ordnung vor 
allem bei größeren Zeitverzögerungen nicht miteinander korrelieren lassen, so daß das 
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resultierende Signal einer Überlagerung zweier nahezu unabhängiger Teilsignale 
entspricht. Während dabei die erste (schrittweise nach links) verschobene Sequenz 
Diagonalpeaks liefert, welche bei fehlender Korrelation ausschließlich auf der 
Nebendiagonale liegen, hat die zweite unverschobene Sequenz das Auftreten von 
Axialpeaks zur Folge. Im Gegensatz zu den Anteilen erster Ordnung sind die aus den 
zeitverzögerten Sequenzen resultierenden Anteile höherer Ordnung in starkem Maße 
miteinander korreliert. Das resultierende Signal ist infolge der Korrelation, entsprechend 
der schrittweise um 1t∆  erhöhten Zeitverzögerung zwischen den Teil-Sequenzen, in 1t 
Richtung moduliert. Wird bei der zyklischen Wiederholung des Experiments - wie im Fall 
des PHASE- bzw. DOPE-Experiments - kein komplexer Phasenzyklus durchlaufen, kann 
nicht zwischen positiven und negativen Modulationsfrequenzen unterschieden werden, und 
es kommt zum Auftreten von Echo- und Anti-Echo-Signalen im Spektrum. 
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 Abbildung 3.26: Kreuzpeak-Intensitäten im zweidimensionalen Hadamard-Experiment. 
Vergleich von Haupt (H)- und Nebendiagonale (N). Die Zuordnung der Kreuzpeaks erfolgt 
gemäß den Vorgaben in Abb.3.17. Die Intensitäten der einzelnen Kreuzpeaks werden über 
zweidimensionale Integrale aus den Betragsspektren ermittelt (vgl. Abb. 3.24).  
 
 Von besonderem Interesse bei der Interpretation der erhaltenen Spektren sind die 
Intensitäten der in den zweidimensionalen Spektren immer an den Schnittpunkten der 
Signale koppelnder Spins auftretenden Kreuzpeaks. In Abbildung 3.26 sind die unter 
Variation der Anregungsleistung für das Echo- bzw. Anti-Echo-Signal resultierenden 
Intensitäten dargestellt. Während sich die Kreuz- und Diagonalpeaks des Echo-Signals in 
den Spektren klar voneinander trennen lassen, besteht bei den aus dem Anti-Echo 
resultierenden Signalen das Problem, daß es zu einer Überlagerung der Kreuzpeaks mit 
den aufgrund der Betragsbildung stark verbreiterten Signalfüßen der Diagonalpeaks 
kommt. Infolge der über die Beiträge erster Ordnung stark erhöhten Diagonalpeak-
Intensitäten geben die für das Anti-Echo ermittelten Integrale weniger die 
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Intensitätsentwicklung der Kreuzpeaks als vielmehr die der Diagonalpeaks wieder, so daß 
keine Aussage über die Entwicklung der Kreuzpeak-Intensitäten gemacht werden kann. 
Die Entwicklung der für das Echo-Signal ermittelten Integrale  welche sich im Gegensatz 
dazu eindeutig den Kreuzpeak-Intensitäten zuordnen lassen - entspricht dem für die 
zugehörigen Diagonalpeaks beobachteten Verlauf (vgl. Abb. 3.27). Die relativen 
Intensitäten der aus dem Echo resultierenden Signale sind demnach unabhängig von der 
Anregungsleistung. Die optimale Empfindlichkeit (Maximale Kreuzpeak-Intensität) wurde 
bei einer Impulsleistung von 3W (entsprechend einem Drehwinkel von etwa 3.6°) erreicht. 
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 Abbildung 3.27: Signalintensitäten im zweidimensionalen Hadamard-Experiment. 
Vergleich von Diagonal- und Kreuzpeaks des Echo-Signals. Die Zuordnung der Peaks 
erfolgt gemäß den Vorgaben in Abb. 3.17. Die Intensitäten der einzelnen Peaks werden 
über zweidimensionale Integrale aus den Betragsspektren ermittelt (vgl. Abb. 3.24). 
Während die Kreuzpeak-Intensitäten den über die 2D-Integrale ermittelten Werten 
entsprechen, sind die Intensitäten der Diagonalpeaks auf einen Maximalwert von 2.5e8 
normiert. (H): Hauptdiagonale. 
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 Abbildung 3.28: Zweidimensionale Hadamard-Spektren einer verdünnten Lösung von 
trans-Crotonsäure-Ethylester. Die dargestellten Betragspektren resultieren aus DOPE-
Experimenten mit Anregungsleistungen von (a): 0.4 W, (b): 1,6 W und (c): 6,3 W. Für die 
Zeitinkremente gilt: )(tt 2121 ν=ν→∆=∆ . Um eine Überlagerung von Echo- und Anti-
Echo-Signalen zu vermeiden wurde das spektrale Fenster so gewählt, daß das 1D-
Spektrum komplett in der rechten Hälfte des aufgenommenen Frequenzbereichs liegt (vgl. 
Abb. 3.17). Die dargestellten Betragsspektren geben nur die zweite Hälfte der 2ν 
Dimension wieder. 
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 In Abbildung 3.28 sind die für die einzelnen Anregungsbereiche typischen Spektren 
dargestellt. Im Bereich niedriger Anregungsleistung (a) treten nahezu ausschließlich 
Signale erster Ordnung auf, welche auf der Nebendiagonale des Spektrums liegen. Erst bei 
erhöhter Leistung und der damit verbundenen Anregung nichtlinearer Anteile resultiert ein 
dem COSY vergleichbares Spektrum (b). In dem bei sehr hoher Anregungsleistung 
aufgenommenen Spektrum (c) läßt sich eine Vielzahl zusätzlicher Signale beobachten, 
welche ihren Ursprung vermutlich in den unzureichenden Korrelationseigenschaften der 
Anregung bei höheren Ordnungen als der dritten haben. Die jeweils auf der Spur (in 1ν 
Richtung) der Diagonalpeaks liegenden zusätzlichen Signale lassen sich dabei Teilspektren 
zuordnen, deren Projektionen auf die 2ν Achse den 1D-Spektren entsprechen, während 
die Frequenzen in der 1ν Dimension verdoppelt, beziehungsweise vervierfacht sind. Um 
das Auftreten derartiger Signale zu vermeiden, muß die Anregungsleistung auf einen Wert 
unterhalb der für die Maximierung der Kreuzpeak-Intensitäten erforderlichen Leistung 
beschränkt werden. Die damit verbundene Intensitätsabnahme hat zwar einen 
Empfindlichkeitsverlust bei der Detektion der Kreuzpeaks zur Folge, wirkt sich aber 
gleichzeitig positiv auf die Linienform der Kreuzpeaks aus. Mit abnehmender 
Anregungsleistung nehmen die Beiträge fünfter und höherer Ordnung ab, so daß der 
nichtlineare Anteil des Antwortsignals zunehmend von der dritten Ordnung dominiert 
wird, was gleichbedeutend mit einer Minimierung des systematischen Rauschens ist. 
 Betrachtet man die zweidimensionalen Linienformen der Diagonalpeaks, so fällt auf, daß 
die aufgrund von Korrelationen innerhalb der Multipletts zu erwartenden Kreuzpeaks wenn 
überhaupt, dann nur mit verschwindend kleinen Intensitäten auftreten. In Analogie zum 
COSY-Experiment - bei dem die Verringerung des Drehwinkels des zweiten Impulses ein 
vergleichbares Ergebnis liefert (vgl. Kap. 3.3.2) - ergibt sich daraus die Vermutung, daß 
der Kohärenztransfer im stochastischen Experiment im wesentlichen auf antiparallele 
Übergänge zwischen direkt (über gemeinsame Energieniveaus) miteinander 
verbundenen Spins beschränkt ist. Das Fehlen der aus Korrelationen innerhalb der 
Multipletts resultierenden Kreuzpeaks führt zu einer deutlichen Verringerung der Breite 
des Diagonalspektrums, woraus sich der Vorteil ergibt, daß auch Kreuzpeaks in der Nähe 
der Diagonalen detektiert werden können. 
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3.3.2.5 Das long range-Experiment 
 Wie in Kapitel 3.3.1 für das COSY-Experiment beschrieben, lassen sich die Kreuzpeak-
Intensitäten schwach koppelnder Spins gezielt über das long-range-Experiment 
maximieren. Dabei wird ausgenutzt, daß sich das Maximum des (Kohärenztransfer)Echo-
Signals mit abnehmender Kopplungskonstante J zunehmend zu größeren Zeiten hin 
verschiebt. Über die Einführung einer zusätzlichen Zeitverzögerung ∆  nach dem ersten 
Impuls und zu Beginn der Datenaufnahme wird die Impulsfolge im Sinne eines Echo-
Experimentes modifiziert und so eine Wichtung zugunsten der Signalbeiträge schwach 
koppelnder Spins im Echo-Signal und gleichzeitig zu ungunsten der Anti-Echo-Signale 
erzielt. Die Ähnlichkeiten mit dem COSY-Experiment geben Anlaß zu der Vermutung, 
daß sich die beobachteten long-range-Effekte auf das zweidimensionale Hadamard-
Experiment übertragen lassen. Für das stochastische Experiment sollte sich darüber hinaus 
die Möglichkeit ergeben, die unerwünschten Signalanteile erster Ordnung zu unterdrücken 
und so die relativen Intensitäten der Kreuzpeaks zu erhöhen. Um diese Vermutung zu 
überprüfen, wurde das zweidimensionale Hadamard-Experiment im Sinne einer 
Anpassung an das long-range-COSY-Experiment modifiziert. Die Einführung einer 
zusätzlichen Zeitverzögerung bei der Anregung läßt sich ohne Mehraufwand einfach über 
die Einführung einer entsprechenden Anfangsverschiebung von 21 t/tmn ∆∆⋅=  Werten 
bei der Addition der mlbs-Sequenzen realisieren. Dem zweiten - im COSY-Experiment der 
Datenaufnahme vorausgehenden - Zeitintervall wird im Anschluß an die Hadamard-
Transformation in Form eines Offsets von jeweils n komplexen Punkten in der 2t -
Dimension bei der zweidimensionalen Fourier-Transformation Rechnung getragen. Drei 
Beispiele für die mit zunehmender Anfangsverschiebung aus derartigen long-range-
Hadamard-Experimenten resultierenden Spektren sind in Abbildung 3.29 dargestellt. Bei 
den Diagonalpeaks ist mit zunehmender Anfangsverschiebung sowohl auf der Neben-, als 
auch auf der Hauptdiagonale eine biexponentielle Abnahme der Signalintensitäten zu 
beobachten. Bei kleinen Anfangsverschiebungen tritt ein starker Intensitätsabfall (mit 
extrapolierten Relaxationszeiten im Bereich der T1-Zeiten) ein, welcher mit größer 
werdenden Anfangsverschiebungen - im Bereich von etwa 100-200 ms - in einen 
langsameren Abfall (mit um fast zwei Größenordnungen längeren Relaxationszeiten) 
übergeht. Betrachtet man die daraus für die Diagonalpeaks resultierenden Signalverluste, 
so ist ein deutlicher Unterschied zwischen Neben- und Hauptdiagonale zu erkennen. 
Während die Signalintensitäten auf der Nebendiagonale bei Verschiebungen von 200 ms 
bereits bis auf unter 10% abgefallen sind, ist auf der Hauptdiagonale lediglich ein 
Intensitätsrückgang um etwa 50% zu verzeichnen.  
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 (a) 
 
 (b) 
 
 (c) 
   
 Abbildung 3.29: 2D-DOPE Hadamard-Betragsspektren einer verdünnten Lösung von 
trans-Crotonsäure-Ethylester mit Anfangsverschiebungen von (a): n = 0 Punkten, (b): n = 
144 Punkten (25 ms) und (c): n = 455 Punkten (200 ms). Die Anregungsleistung betrug bei 
allen Experimenten 1 W. Für die Zeitinkremente gilt: )(tt 2121 ν=ν→∆=∆ . Weitere 
Parameter: Sequenzlänge: 8191 Punkte, sµ220t2 =∆ , Experimentdauer: 4h.  
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 Abbildung 3.30: Diagonalpeak-Intensitäten im zweidimensionalen long-range-DOPE-
Experiment (Anregungsleistung: 1.3 W). Diagonalpeak-Intensitäten auf der Haupt-
diagonale (Oben, Mitte) und auf der Nebendiagonalen (Unten) in Abhängigkeit von der 
Anfangsverschiebung 2tn∆=∆ . Die Intensitäten der einzelnen Peaks werden über 
zweidimensionale Integrale aus den Betragsspektren ermittelt (vgl. Abb. 3.24).  
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 Eine Erklärung für das unterschiedliche Ausmaß der Intensitätsverluste liefert die bereits 
aus der Leistungsabhängigkeit bekannte Verteilung der Antwortanteile, wonach das 
Auftreten linearer Anteile nahezu ausschließlich auf die Nebendiagonale beschränkt ist, 
während die aus den höheren Ordnungen resultierenden nichtlinearen Anteile entsprechend 
der Bildung eines Echo- beziehungsweise Anti-Echo-Signals sowohl auf der Haupt-, als 
auch auf Nebendiagonale Signalbeiträge liefern. Die auf der Nebendiagonale zu 
beobachtenden Intensitätseinbußen lassen sich dementsprechend dadurch erklären, daß die 
nach der Hadamard-Transformation aus den linearen Anteilen resultierenden FID-Signale 
über die zusätzliche Zeitverzögerung bei der Anregung, sowie über den Offset bei der 
Fourier-Transformation nach vorne aus dem für die Berechnung des Spektrums 
verwendeten Abschnitt des Zeitsignals herausgeschoben und somit nicht mehr erfaßt 
werden. Zur Überprüfung dieser Annahme wird die Leistungsabhängigkeit der Diagonal- 
beziehungsweise Kreuzpeak-Intensitäten anhand von long-range-DOPE-Experimenten mit 
einer Anfangsverschiebung um 200 ms bei Anregungsleistungen von 0.25 bis 25 W 
(Abbildung 3.31 und 3.32) untersucht. 
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 Abbildung 3.31: Leistungsabhängigkeit der Diagonalpeak-Intensitäten im zwei-
dimensionalen long-range-DOPE-Experiment (Anfangsverschiebung: 200 ms). Die 
Intensitäten der einzelnen Peaks werden über zweidimensionale Integrale aus den 
Betragsspektren ermittelt (vgl. Abb. 3.24). (H): Hauptdiagonale (Echo-Signal). (N): 
Nebendiagonale (Anti-Echo-Signal). 
 
 Entsprechend der Erwartung lassen sich in den bei einer Anfangsverschiebung von 200 ms 
für die Diagonalpeaks resultierenden Sättigungskurven (Abb. 3.31) sowohl auf der Haupt-, 
als auch auf der Nebendiagonale keine Signalbeiträge erster Ordnung mehr erkennen. 
Vergleicht man die in Abbildung 3.31 dargestellten Sättigungskurven mit den aus 
Experimenten ohne Anfangsverschiebung resultierenden Kurven (vgl. Abb. 3.24), so ist 
bei den Diagonalpeaks darüber hinaus ein überproportionaler Verlust von Beiträgen dritter 
Ordnung zu beobachten, welcher dazu führt, daß die den Beiträgen dritter Ordnung 
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zuzuordnenden Intensitätsmaxima der Diagonalpeaks auf der Hauptdiagonale nahezu 
vollständig verlorengehen. Erst bei großen Anregungsleistungen, bei denen das 
Antwortsignal von Beiträgen fünfter und höherer Ordnung dominiert wird, nähert sich der 
Kurvenverlauf dem der Kreuzpeaks an, deren Sättigungskurven unabhängig von der 
Anfangsverschiebung stets einen qualitativ ähnlichen Verlauf zeigen (vgl. Abb. 3.26 und 
3.32). 
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 Abbildung 3.32: Leistungsabhängigkeit der Kreuzpeak-Intensitäten im zweidimensionalen 
long-range-DOPE-Experiment (Anfangsverschiebung: 200 ms). Die Zuordnung der 
Kreuzpeaks erfolgt gemäß den Vorgaben in Abb. 3.17. Die Intensitäten der einzelnen 
Peaks werden über zweidimensionale Integrale aus den Betragsspektren ermittelt (vgl. 
Abb. 3.24). (H): Hauptdiagonale (Echo-Signal). (N): Nebendiagonale (Anti-Echo-Signal). 
 
 Der mit der Einführung einer Anfangsverschiebung verbundene überproportionale Verlust 
von Beiträgen dritter Ordnung erklärt den anfänglich starken Intensitätsabfall (um bis zu 
50%) der Diagonalpeak-Intensitäten auf der Hauptdiagonale des Spektrums (vgl. Abb. 3.30 
Mitte). Gestärkt wird diese Annahme durch die Beobachtung, daß die bei einer 
Anfangsverschiebung größer Null resultierenden Diagonalpeaks infolge des Signalabfalls - 
bei gleichzeitig konstantem Rauschen - ein deutlich schlechteres Verhältnis von Signal-zu-
systematischem Rauschen aufweisen, was auf einen gestiegenen Anteil höherer Ordnungen 
hindeutet. Der Intensitätsabfall kann dazu genutzt werden, die relativen Intensitäten - unter 
lediglich minimalem Intensitätsverlust - deutlich zugunsten der Kreuzpeaks zu 
verschieben. Insbesondere bei gleichzeitiger Maximierung der Kreuzpeak-Intensitäten über 
die Optimierung der Anregungsleistung (entsprechend den Sättigungskurven in Abb. 3.32) 
lassen sich so die relativen Intensitäten der Kreuzpeaks um bis auf das Dreifache erhöhen. 
Für die resultierenden Spektren ergeben sich daraus die Vorteile, daß sich sowohl die aus 
jedem Diagonalpeak (aufgrund der reduzierten Anzahl von 1t Inkrementen) resultierende 
Spur, als auch störende Überlagerungen mit den Signalfüßen der Diagonalpeaks 
minimieren lassen. Betrachtet man die Entwicklung der absoluten KreuzpeakIntensitäten, 
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so ist bei den aus dem Echo-Signal resultierenden Kreuzpeaks mit zunehmender 
Anfangsverschiebung eine monoexponentielle Abnahme zu verzeichnen (Abb. 3.33). Die 
Relaxationszeiten liegen - genau wie bei der für die Diagonalpeaks (bei größeren 
Anfangsverschiebungen) beobachteten Intensitätsabnahme - um fast zwei 
Größenordnungen über den T1-Relaxationszeiten.  
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 Abbildung 3.33: Kreuzpeak-Intensitäten im zweidimensionalen long-range-Hadamard-
Experiment (Anregungsleistung: 1.3 W). Kreuzpeak-Intensitäten des Echo-Signals in 
Abhängigkeit von der Anfangsverschiebung 2tn∆=∆ . Zuordnung der Kreuzpeaks gemäß 
den Vorgaben in Abb. 3.17 (2.1 - 5.3: Kreuzpeak-Intensitäten; FIT 2.1 - FIT 5.3: 
Ausgleichskurven für die Kreuzpeak-Intensitäten). Die Intensitäten der einzelnen Peaks 
werden über zweidimensionale Integrale aus den Betragsspektren ermittelt (vgl. Abb.3.24). 
 
 Auffällig ist dabei, daß sich die Intensitäten bei großen Anfangsverschiebungen offenbar 
einem Mindestwert annähern (welcher bei etwa 30% der ohne Verschiebung maximal 
erreichten Intensität liegt) und nicht - wie im COSY-Experiment - bis auf Null abfallen. 
Eine vergleichbare Intensitätsentwicklung ist auch bei den Diagonalpeaks der 
Hauptdiagonale zu beobachten (vgl. Abb. 3.30), wenngleich der Mindestwert aufgrund der 
anfänglichen Signalverluste nur noch bei etwa 10% des ohne Verschiebung resultierenden 
Maximalwerts liegt. Bei der Suche nach einer möglichen Erklärung für die 
Intensitätsentwicklung des Echo-Signals müssen vor allem die Korrelationseigenschaften 
der verwendeten Anregungssequenzen in Betracht gezogen werden. So läßt das aus der 
zyklischen Hadamard-Transformation resultierende FID-Signal erkennen, daß die 
Antwortanteile höherer Ordnung im Gegensatz zu den linearen Antwortanteilen mit 
zunehmender Zeit nicht bis auf Null abklingen, sondern in Form einer Vielzahl von Echo-
Signalen mit wechselnder Amplitude über die gesamte Zeit hinweg in dem aus der 
Transformation resultierenden Zeitsignal erthalten bleiben. Infolge dieser unabhängig vom 
Ausmaß der Anfangsverschiebung zu beobachtenden Verteilung von Signalanteilen 
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höherer Ordnung über das gesamte FID-Signal hinweg sollten auch die nach der Fourier-
Transformation erhaltenen Spektren Signalbeiträge enthalten, welche unabhängig vom 
Ausmaß der Anfangsverschiebung konstante Intensitäten besitzen. Dies entspricht genau 
der bei der Durchführung der stochastischen 2D-Experimente gemachten Beobachtung, 
wonach die bei großen Anfangsverschiebungen verbleibenden nichtlinearen Signalbeiträge 
eine konstante - lediglich von der Anregungsleistung abhängige - Mindestintensität 
besitzen und das stochastische long-range-Experiment in erster Linie einer Wichtung der 
Signalintensitäten zugunsten genau dieser Beiträge entspricht. 
 Die Intensitätsentwicklung der aus dem Anti-Echo resultierenden Kreuzpeaks 
unterscheidet sich deutlich von der zuvor beschriebenen Intensitätsentwicklung des Echo-
Signals. In Abbildung 3.34 ist die Entwicklung der Kreuzpeak-Intensitäten des Anti-Echo-
Signals der Intensitätsentwicklung im Echo-Signal gegenübergestellt. Anhand der 
Abbildung ist zu erkennen, daß die Kreuzpeaks des Echo-Signals im Gegensatz zu denen 
des Anti-Echos unabhängig vom Ausmaß der Anfangsverschiebung über den gesamten 
Bereich hinweg nahezu konstante Intensitäten - von der Größe der für die Kreuzpeaks des 
Echo-Signals beobachteten Mindestwerte - aufweisen (die im Bereich kleiner 
Anfangsverschiebungen - bis etwa 100 ms - zu beobachtenden Intensitäten resultieren aus 
Überlagerungen mit den Signalfüßen der Diagonalpeaks und können daher nicht für die 
Interpretation herangezogen werden). 
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 Abbildung 3.34: Kreuzpeak-Intensitäten im zweidimensionalen long-range-Hadamard-
Experiment (Anregungsleistung: 1.3 W). Signalintensitäten in Abhängigkeit von der 
Anfangsverschiebung 2tn∆=∆ . Vergleich der Kreuzpeak-Intensitäten des Echo- und 
Anti-Echo-Signals. Zuordnung der Kreuzpeaks gemäß den Vorgaben in Abb. 3.17 (2.1 - 
5.3: Kreuzpeak-Intensitäten des Anti-Echos; FIT 2.1 - FIT 5.3: Ausgleichskurven für die 
Kreuzpeak-Intensitäten des Echo-Signals (Abb. 3.33)). Die Intensitäten der einzelnen 
Peaks werden über zweidimensionale Integrale aus den Betragsspektren ermittelt (vgl. 
Abb. 3.24).  
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 Die bezüglich der Kreuzpeak-Intensitäten gemachten Beobachtungen entsprechen im 
Prinzip dem aus dem COSY-Experiment bekannten long-range-Effekt - nach dem über die 
Einführung zusätzlicher Zeitverzögerungen eine Wichtung zugunsten des Echo-Signals 
und zuungunsten des Anti-Echos erfolgt - mit dem einzigen Unterschied, daß die 
Intensitäten im Hadamard-Experiment nicht bis auf Null abfallen, sondern sich jeweils 
einem Mindestwert (größer Null) annähern. 
 Abschließend kann festgestellt werden, daß sich das zweidimensionale Hadamard-
Experiment über die Einführung einer Anfangsverschiebung größer Null in mehrfacher 
Hinsicht vorteilhaft modifizieren läßt. So besteht beispielsweise die Möglichkeit, Spektren 
aufzunehmen, welche frei von linearen Anteilen sind. Über eine Maximierung der relativen 
Kreuzpeak-Intensitäten können dabei die störenden Einflüsse des Diagonalspektrums 
unterdrückt werden, was insbesondere bei der Detektion von Kreuzpeaks in der Nähe der 
Diagonale von Nutzen ist. Die im Vergleich zum COSY-Experiment um zwei 
Größenordnungen langsamere Intensitätsabnahme - vor allem aber die selbst bei sehr 
großen Verschiebungen verbleibenden Mindestintensitäten - lassen das Hadamard-
Experiment darüber hinaus als interessante Alternative zum long-range-COSY-Experiment 
zur Untersuchung schwacher Kopplungen erscheinen. 
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3.3.2.6 Quadratur-Detektion in der ersten Dimension: Das SEXY-Experiment 
 Zweidimensionale Kernresonanz-Experimente mit dem Ziel, einen in beiden Dimensionen 
komplexen Antwortdatensatz zu erhalten, machen jeweils die Aufnahme von Real- und 
Imaginärteil (Quadratur-Detektion) in beiden Dimensionen erforderlich. Grundlage hierfür 
ist - neben der Quadratur-Detektion bei der direkten Datenaufnahme in der zweiten 
Dimension - die Aufnahme zweier Antwortdatensätze mit einer um 90° zueinander 
verschobenen Referenzphase in der indirekt aufgenommenen ersten Dimension (vgl. Kap. 
3.3.2). Die beiden Datensätze werden dabei derart aufgenommen, daß anschließend der 
jeweils erste Datensatz über den zweiten um einen Imaginärteil in der ersten Dimension 
erweitert werden kann. Wird im Gegensatz dazu auf die Erweiterung des Datensatzes 
verzichtet und die 90°-Verschiebung der Referenzphase lediglich über einen komplexen 
Phasenzyklus bei der Signaladdition in das Experiment eingebunden, so kann zwar kein in 
beiden Dimensionen komplexer Datensatz aufgenommen werden, aber es besteht die 
Möglichkeit, zwischen positiven und negativen Modulationsfrequenzen während 1t  zu 
unterscheiden und so gezielt das Echo- beziehungsweise Anti-Echo-Signal bei der 
Datenaufnahme zu selektieren.  
 Von den im Vorangegangenen beschriebenen Verfahren zur Durchführung 
zweidimensionaler Hadamard-Experimente bietet weder das PHASE-, noch das DOPE-
Experiment die Möglichkeit, 90°-Verschiebungen der Referenzphase in den 
Experimentablauf zu integrieren. Erst die Kombination beider Experimente erlaubt die 
Implementierung komplexer Phasenverschiebungen, welche sowohl die Selektion des 
Echo- beziehungsweise Anti-Echo-Signals, als auch die Aufnahme komplexer Datensätze 
ermöglichen sollte. In den nachfolgenden Kapiteln wird ein Verfahren beschrieben, 
welches eben diese Kombination von PHASE- und DOPE-Experiment beinhaltet und so 
die Durchführung zweidimensionaler Hadamard-Experimente entsprechend den für das 
COSY-Experiment bekannten Verfahren ermöglicht. 
3.3.2.6.1 Echo- und Anti-Echo-Detektion 
 Die Selektion des (Kohärenz-Transfer)Echo- beziehungsweise Anti-Echo-Signals bei der 
Aufnahme des Antwortsignals ist nur möglich, wenn zwischen positiven und negativen 
Modulationsfrequenzen während der Evolutionszeit 1t  unterschieden werden kann. Um 
dies zu erreichen, muß die Referenzphase bei der Signaladdition schrittweise um jeweils 
90° weitergeschoben werden (vgl. Kap. 3.3.2). Sowohl im PHASE-Experiment - in dem 
die der Summenanregung zugrundeliegenden mlbs-Sequenzen um 90° beziehungsweise 
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270° zueinander verschoben sind, als auch im DOPE-Experiment - in dem die Anregung 
über zwei identische beziehungsweise entgegengesetzte Phasenlisten (entsprechend einer 
Phasenverschiebung von 0° und 180°) erfolgt - sind nur Phasenverschiebungen von °±180  
möglich. Kombiniert man die beiden Einzelexperimente zu einem Gesamtexperiment, so 
ergeben sich genau die für einen komplexen Phasenzyklus, basierend auf 
Phasenverschiebungen von jeweils °± 90 , erforderlichen Phasenverschiebungen von 0°, 
90°, 180° und 270° (vgl. Tab. 3.2). Anders als die Einzelexperimente sollte das aus der 
Kombination resultierende Gesamtexperiment daher die Möglichkeit eröffnen, die für das 
COSY-Experiment bekannten Phasenzyklen vollständig auf das zweidimensionale 
Hadamard-Experiment zu übertragen. Das zu diesem Zweck über die Kombination des auf 
einer quarternär phasenmodulierten Summenanregung basierenden PHASE-Experiments 
mit dem über eine Doppel-Impuls-Anregung realisierten DOPE-Experiment entwickelte 
Verfahren zur Durchführung zweidimensionaler Hadamard-Experimente wird in 
Anlehnung an das COSY-Experiment als SEXY- (Sum EXcitation spectroscopY) 
Experiment bezeichnet.  
  
 Tabelle 3.2: Zweidimensionale SEXY-Experimente. Darstellung des Phasenzyklus zur 
(Kohärenz-Transfer)Echo-Selektion (ohne CYCLOPS-Phasenzyklus).   
 
1
mlbs-Referenzphasen: Sequenz1  Sequenz2       Empfänger          Anregungstyp
0°
PHASE
Scan
3
2
4
6
5
7
8
DOPE-12
DOPE-21
∆(Seq.1-Seq.2): 0° 0°
90°
270°
90°
180°
PHASE
PHASE
DOPE-12
DOPE-21
PHASE
0°
0°
0°
180°
-90°
0°
180°
180°
0°
0° 0°
90°
270°
0°
0°
0°
180°
0°
180°
180°
0°
90°
180°
-90°
0°
  
 Sequenz1 entspricht der linksverschobenen (Referenz)Sequenz, während Sequenz2 die 
Phasenlage der zeitlich nachfolgenden, unverschobenen Sequenz beschreibt. PHASE: 
quarternäre Summenanregung entsprechend dem PHASE-Experiment. DOPE: Doppel-
Impuls-Anregung gemäß dem DOPE-Experiment. Sequenzzuordnung innerhalb der 
Doppel-Impulse: -12: Sequenz1→1.Impuls; -21: Sequenz1 →  2.Impuls. 
 
 Grundlage des SEXY-Experiments ist eine zweidimensional phasen- und 
amplitudenmodulierte Summenanregung. Die Kombination von Doppel-Impuls-Anregung 
und komplexer (quarternärer) Summenanregung erfolgt über eine Pulsprogramm-
erweiterung, welche beide Anregungsformen ermöglicht (siehe Anhang B). Das 
zweidimensionale Experiment wird dabei, wie in Kapitel 3.3.2.2 bereits für das PHASE-
Experiment beschrieben, entsprechend der 1t -Inkrementierung in m aufeinanderfolgende 
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eindimensionale Experimente aufgeteilt und die dabei erhaltenen eindimensionalen 
Antwortdatensätze anschließend in einem zweidimensionalen Antwortdatensatz 
zusammengefaßt. Das für die Steuerung dieses pseudo-2D-Experiments erforderliche 
Automationsprogramm entspricht einer Erweiterung des bereits für die Durchführung des 
PHASE-Experiments entwickelten Programms (siehe Anhang C). Das Steuerprogramm 
übernimmt sowohl die während des Experimentablaufs erforderliche Inkrementierung der 
Zeitverzögerung, die Auswahl der DOPE- beziehungsweise PHASE-Anregungszyklen, die 
Steuerung der Phasenzyklen und die vor jedem Durchlauf der PHASE-Anregung 
erforderliche Neuberechnung der quarternären Phasenlisten, als auch die abschließende 
Zusammenfassung der Antwortdaten zu einem zweidimensionalen Datensatz. Die 
Optimierung der experimentellen Parameter erfolgt entsprechend den bereits im 
Zusammenhang mit der Durchführung der PHASE- beziehungsweise DOPE-Experimente 
beschriebenen Besonderheiten. Darüber hinaus muß beim SEXY-Experiment die Stärke 
der Anregung in den PHASE- und DOPE-Teilexperimenten angeglichen werden. Bei 
gleicher Impulslänge und Leistung ist die durchschnittliche Anregungsamplitude der 
quarternären Summenanregung (bei der pro Aufnahmeintervall ein Impuls erfolgt) genau 
doppelt so hoch wie im Fall der jeweils binär phasen- und amplitudenmodulierten 
Anregung (bei der im Durchschnitt nur in jedem zweiten Aufnahmeintervall ein Impuls 
erfolgt). Dementsprechend sollte sich die Stärke der Anregung einfach über die quarternäre 
Summenanregung angleichen lassen, indem entweder die Impulslänge halbiert oder (bei 
gleichbleibender Impulslänge) die Anregungsleistung auf ein Viertel reduziert wird. 
Eindimensionale Testexperimente ließen jedoch erkennen, daß eine derartige 
Vorausberechnung der relativen Anregungsstärken in den beiden Teilexperimenten - 
infolge der (vor allem beim DOPE-Experiment) mit der experimentellen Umsetzung 
verbundenen Imperfektionen - zu keinem zufriedenstellenden Ergebnis führt. Die 
Anpassung der Anregungsleistungen ist daher nur über eine iterative Näherung anhand 
eindimensionaler DOPE- beziehungsweise PHASE-Testexperimente möglich.  
 In Abbildung 3.35 ist das Ergebnis einer derartigen Näherung für den Fall einer iterativen 
Impulslängen-Anpassung am Beispiel einer verdünnten Lösung des trans-Crotonsäure-
Esters dargestellt. Den eindimensionalen Testexperimenten liegt dabei der auch im 
zweidimensionalen Experiment verwendete Phasenzyklus zur Eliminierung des zweiten 
FID-Signals zugrunde. Um eine optimale Angleichung der jeweils aus dem ersten FID 
resultierenden Spektren zu erreichen, müssen die Impulslängen im PHASE-Experiment im 
Vergleich zu denen im DOPE-Experiment etwa um den Faktor 2  verringert werden. Bei 
der Verringerung der Impulslängen ist zu beachten, daß die Zeitverzögerung deadt  (vgl. 
Kap.3.1) zwischen dem Ende des Anregungsimpulses und der Datenaufnahme konstant 
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gehalten wird, um nicht einen zusätzlichen Fehler - über die unterschiedlichen linearen 
Phasenfehler in den Teilexperimenten - einzuführen. 
 
 
7 5 3 1
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(  ) a
 
0 901
Zeit (ms)
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 Abbildung 3.35: Angleichung der Anregungsstärke über eindimensionale PHASE- und 
DOPE-Testexperimente unter Verwendung einer 2 molaren Lösung von trans-
Crotonsäure-Ethylester in d1-Chloroform. Summenanregung unter Linksverschiebung 
einer der beiden mlbs-Sequenzen um 4095 Punkte, bei einer Gesamt-Sequenzlänge von 
8191 Punkten. Die Durchführung der Experimente erfolgt gemäß dem in Tabelle 3.2 
angegebenen Phasenzyklus unter zusätzlicher Einbeziehung eines CYCLOPS-
Phasenzyklus (⇒32-er Zyklus). (a) DOPE-Spektrum (Gesamtlänge des 
zusammengesetzten Impulses: sµ0.10p =∑ ), (b) Differenzspektrum (DOPE - PHASE) 
nach Verringerung der Impulslängen im PHASE-Experiment auf sµ26.7p =∑ .   
 Ausgehend von dem aus der Optimierung resultierenden Parametersatz wurden 
zweidimensionale SEXY-Experimente - unter Selektion des (Kohärenz-Transfer)Echo-
Signals - durchgeführt. Da keine Überlagerung von Echo- und Anti-Echo-Signal auftritt, 
kann das Spektrum in die Mitte des spektralen Fensters gelegt werden, wodurch eine 
Halbierung der spektralen Weite - im Vergleich zum PHASE- beziehungsweise DOPE-
Experiment - in beiden Dimensionen möglich wird. Die daraus theoretisch resultierende 
Meßzeitverringerung um 50% wird allerdings durch die Notwendigkeit eines 
aufwendigeren Phasenzyklus (vgl. Tab. 3.2; minimal 32 Scans pro 1t -Inkrement) 
kompensiert.  
 Abbildung 3.36 zeigt zwei aus dem SEXY-Experiment resultierende Betragsspektren des 
trans-Crotonsäure-Ethylesters. In beiden Spektren lassen sich nur die für das Echo-Signal 
zu erwartenden Signale erkennen. Die dem Anti-Echo zuzuordnenden Signale des PHASE- 
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beziehungsweise DOPE-Experiments werden demnach über den Phasenzyklus des SEXY-
Experiments nahezu vollständig eliminiert.  
  
 (a) 
 
 
 
 (b) 
 
 
 Abbildung 3.36: Zweidimensionale Hadamard-Spektren einer verdünnten Lösung von 
trans-Crotonsäure-Ethylester. Die dargestellten Betragspektren resultieren aus SEXY-
Experimenten mit Anfangsverschiebungen von (a): 0 Punkten und (b): 909 Punkten 
( ms200sµ220909:tm 2 =⋅∆ ). Die Anregungsleistung betrug bei beiden Experimenten 
1W. Für die Zeitinkremente gilt: )(tt 2121 ν=ν→∆=∆ . Weitere Parameter: Sequenzlänge: 
8191 Punkte, sµ220t2 =∆ , Experimentdauer: 8h, sµ06.5p1 = , DOPE: 
sµ94.4)DOPE(p2 = , sµ2.2)PHASE(p2 =  ( 1p : erster Teil-Impuls, 2p : zweiter Teil-
Impuls; vgl. auch Anhang B: SEXY-Pulsprogramm). 
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 Linienformen und Signal-zu-Rausch-Verhältnisse in den erhaltenen Spektren gleichen - bis 
auf die etwas schlechtere Kompensation der Axialpeaks im SEXY-Experiment - im 
wesentlichen denen der aus den entsprechenden DOPE- beziehungsweise PHASE-
Experimenten resultierenden Spektren. Die aus der Einführung einer Anfangsverschiebung 
beziehungsweise der Variation der Anregungsleistung resultierenden Intensitäts-
veränderungen entsprechen den bereits in den Kapiteln 3.3.2.4 und 3.3.2.5 für das Echo-
Signal beschriebenen Beobachtungen. Als Vorteil erweist sich dabei die mit der 
Eliminierung des Anti-Echo-Signals verbundene Unterdrückung der - vor allem bei kleinen 
Anregungsleistungen - intensiven Signalbeiträge erster Ordnung auf der Nebendiagonale 
des Spektrums. Das Fehlen dieser Diagonalpeaks hat ein deutlich reduziertes Rausch-
Niveau auf der Spur der Signale in 1ν Richtung zur Folge. 
3.3.2.6.2 Das phasensensitive SEXY-Experiment 
 Ausgehend von der im vorangegangenen Kapitel beschriebenen Realisierung des SEXY-
Experiments lag es nahe, das stochastische Experiment in einem letzten Schritt auch auf 
die phasensensitive Aufnahme zweidimensionaler Spektren auszuweiten. Grundlage 
hierfür ist die Aufnahme eines in beiden Dimensionen komplexen Antwortdatensatzes 
(vgl. Kap. 3.3.2.6). Ausgehend von einem derartigen zweidimensionalen Datensatz sollten 
sich - über eine phasensensitive Fourier-Transformation mit anschließender 
zweidimensionaler Phasenkorrektur - Spektren ermitteln lassen, in denen die Kreuzpeaks 
rein absorptive und die Diagonalpeaks dispersive Linienformen aufweisen. Die so 
erhaltenen Spektren besitzen gegenüber den Betragsspektren den Vorteil deutlich geringer 
Linienbreiten. Darüber hinaus besteht die Möglichkeit - über eine Vorzeichenanalyse der 
einzelnen Signale innerhalb der Kreuzpeaks - zusätzliche Informationen über die 
Kopplungen zu ermitteln. 
 Ein Beispiel für eine in der Praxis bewährte Methode zur phasensensitiven Aufnahme 
zweidimensionaler Spektren stellt das bereits in Kapitel 3.3.2 beschriebene States-TPPI-
Verfahren dar. Das in diesem Kapitel beschriebene Verfahren entspricht einer Übertragung 
des States-TPPI-Verfahrens auf das stochastische Summenanregungs-Experiment. Ähnlich 
der im vorangegangenem Kapitel beschriebenen Variante des SEXY-Experiments, basiert 
auch die phasensensitive Summenanregung auf einer Kombination des DOPE-Experiments 
mit dem PHASE-Experiment. Der einzige Unterschied besteht darin, daß die aus den Teil-
Experimenten resultierenden Antwortdaten nicht direkt bei der Aufnahme miteinander 
kombiniert werden, sondern für jedes Zeitinkrement separat - in Form von zwei 
nacheinander aufgenommenen und getrennt voneinander abgespeicherten Datensätzen - 
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ermittelt werden. Tabelle 3.3 zeigt den, aus der Kombination der für das SEXY-
Experiment beschriebenen Einführung eines komplexen Phasenzyklus (vgl. Kapitel 
3.3.2.6.1) mit dem States-TPPI-Verfahren, resultierenden Aufnahmezyklus. Wie anhand 
der Tabelle zu erkennen ist, werden die DOPE- und PHASE-Teil-Experimente getrennt 
voneinander jeweils für die Aufnahme des Realteils (DOPE-Experiment), beziehungsweise 
des Imaginärteils (PHASE-Experiment) der F1-Dimension eingesetzt.  
 
 Tabelle 3.3: Zweidimensionale phasensensitive SEXY-Experimente. Phasenzyklus 
enstsprechend dem States-TPPI-Verfahren (ohne CYCLOPS).   
 
Empfänger          Anregungstyp2D Sequenz1  
0°
0°
0°
0°
Sequenz2       
0°
180°
180°
0°
mlbs-Referenzphasen: Scan
DOPE-120°
DOPE-120°
DOPE-210°
DOPE-210°
PHASE
PHASE
0°
0°
90° 0°
1(Re) ∆(Seq.1-Seq.2):
180°
180°
0°
90°
-90°
0°
1(Im)
180°90°
DOPE-120°
DOPE-120°
DOPE-210°
DOPE-210°
PHASE
PHASE
0°
0°
270° 0°
2(Re) ∆(Seq.1-Seq.2): 180°
180°
0°
90°
-90°
0°
1
3
2
4
1
2
1
3
2
4
1
2
2(Im)
180°270°
180°
180°
180°
180°
0°
180°
180°
0°
   
 Vierstufiger Zyklus bei der Aufnahme der Antwortdaten. 2D: Abwechselnde Zuordnung 
der Antwortdatensätze zum Realteil (Re) bzw. Imaginärteil (Im) der ν1-Dimension. Bei 
jedem zweiten Schritt erfolgt eine Inkrementierung der Sequenzverschiebung (Inkrement 
1 und 2). Die Anzahl der für die einzelnen Teilschritte aufgeführten Scans entspricht 
der für die Umsetzung der Phasenzyklen in den DOPE- beziehungsweise PHASE-Teil-
Experimenten minimal erforderlichen Anzahl von Aufnahmeschritten. Sequenz1 
entspricht der linksverschobenen (Referenz)Sequenz, während Sequenz2 die Phasenlage 
der zeitlich nachfolgenden, unverschobenen Sequenz beschreibt. PHASE: quarternäre 
Summenanregung entsprechend dem PHASE-Experiment. DOPE: Doppel-Impuls-
Anregung gemäß dem DOPE-Experiment. Sequenzzuordnung innerhalb der Doppel-
Impulse: -12: Sequenz1→1.Impuls; -21: Sequenz1 →  2.Impuls. 
 
 Die DOPE- beziehungsweise PHASE-Teil-Experimente werden vor der Durchführung des 
2D-Experiments entsprechend dem bereits in Kapitel 3.3.2.6.1 für das SEXY-Experiment 
beschriebenen Verfahren aufeinander abgestimmt. Die Aufnahme des 2D-Datensatzes 
erfolgt in Form eines pseudo-2D-Experiments.  
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 (a) 
(ppm)2,5 0,51,5
(ppm)
2,5
0,5
1,5
 
 
 (b) 
(ppm)2,5 0,51,5
(ppm)
2,5
0,5
1,5
 
 
 Abbildung 3.37: Zweidimensionale SEXY-Hadamard-Spektren einer verdünnten Lösung 
von trans-Zimtsäure in D2O. Die Aufnahme der Spektren erfolgte nach dem in Tabelle 3.3 
angegebenen Phasenzyklus (inkl. CYCLOPS-Phasenzyklus) mit Anfangsverschiebungen 
von (a): 0 Punkten und (b): 250 Punkten ( ms80sµ320250:tm 2 =⋅∆ ).Die 
Anregungsleistung betrug bei beiden Experimenten 1 W. Für die Zeitinkremente gilt: 
sµ320tt 12 =∆=∆ , (N = 8k-1, m = 256 12 tmtN ∆>>∆→ ), 16 Scans pro 1t Inkrement 
(unter Einbeziehung eines CYCLOPS-Phasenzyklus), Experimentdauer: 6 h). Für die 
Darstellung der Spektren ((a) und (b)) gilt: 
 Der dargestellte Ausschnitt ist auf den Bereich der koppelnden Signale beschränkt. Rechts: 
Gestaffelte Darstellung in Form des Betragsspektrums. Oben links: Kontur-Ansicht, 
Prozessierung des Spektrums unter Verzicht auf die Betragsbildung (zweidimensional 
phasenkorrigiertes Spektrum. Schwarz: positive Signalbeiträge; Grau: negative Beiträge). 
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 Das für die Steuerung des Experiments erforderliche Automationsprogramm entspricht 
einer weiteren Variante des für die Durchführung des PHASE-Experiments entwickelten 
Automationsprogramms (siehe Anhang C). Das Programm kontrolliert sowohl den 
Experimentablauf (Inkrementierung der Zeitverzögerung, Phasenzyklen, Auswahl und 
Steuerung der DOPE- beziehungsweise PHASE-Teilexperime (inklusive der vor jedem 
PHASE-Experiment erforderlichen Neuberechnung der quarternären Phasenlisten)), als 
auch die abschließende Zusammenfassung der Antwortdaten zu einem zweidimensionalen 
Datensatz. Als Beispiele für die aus der phasensensitiven Aufnahme resultierenden 
Spektren sind in Abbildung 3.37 zwei Spektren der trans-Zimtsäure dargestellt (wobei der 
dargestellte Bereich zur genaueren Analyse auf die Signale der koppelnden Spins 
beschränkt ist). 
 Das im vorangegangenen Kapitel beschriebene SEXY-Experiment zeichnet sich dadurch 
aus, daß - basierend auf einer subtraktiven Kombination der DOPE- und PHASE-Teil-
Experimente - eine gezielte Selektion des Echo-Signals möglich ist. Die dem 
phasensensitiven Experiment zugrunde liegende Trennung der DOPE- und PHASE-Teil-
Experimente, hat zur Folge, daß eine derartige subtraktive Kombination der 
Teilexperimente und somit auch eine Selektion des Echo-Signals unmöglich ist. Das im 
phasensensitiven Experiment selektierte Signal entspricht demnach immer dem Anti-Echo-
Signal (wobei sich eine Inversion des Imaginärteils lediglich in Form einer invertierten ν1-
Achse bemerkbar macht).  
 Im Gegensatz zu den in den vorangegangenen Kapiteln beschriebenen stochastischen 
(PHASE- DOPE und SEXY) 2D-Experimenten, welche alle die Aufnahme des Echo-
Signals ermöglichen, ist das phasensensitive Experiment zwangsläufig mit den aus der 
Beschränkung auf das Anti-Echo-Signal resultierenden Problemen behaftet. Die 
aufgenommenen Spektren spiegeln dabei die bereits in den Kapiteln 3.3.2.4 und 3.3.2.5 am 
Beispiel des DOPE-Experiments für das Anti-Echo-Signal beschrieben Beobachtungen 
wieder. So besteht bei der Durchführung des Experiments ohne Anfangsverschiebung der 
mlbs-Sequenzen bei der Summenbildung grundsätzlich das Problem der hohen 
Diagonalpeak-Intensitäten im Anti-Echo-Signal (vgl. hierzu auch Abb. 3.25 in Kap. 
3.3.2.4). Um die Diagonalpeak-Intensitäten zu reduzieren, muß das phasensensitive 
Experiment in Form eines long-range-Experiments durchgeführt werden. Beim 
phasensensitiven long-range-Experiment besteht dabei wiederum das Problem der geringen 
Kreuzpeak-Intensitäten, welche im Anti-Echo-Signal bereits bei kleinen 
Anfangsverschiebungen bis auf einen Mindestwert abfallen (vgl. Abb. 3.34 in Kap. 
3.3.2.5). Als Beispiele für den long-range-Effekt bei der Durchführung phasensensitiver 
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SEXY-Experimente dienen die beiden in Abbildung 3.37 dargestellten Spektren, von 
denen das Eine aus einem Experiment ohne Anfangsverschiebung (a) und das Andere aus 
einem Experiment mit einer Anfangsverschiebung von 80 ms (b) resultiert. Der Versuch, 
die Spektren über eine zweidimensionale Phasenkorrektur in eine Form zu bringen, in der 
die Diagonalpeaks dispersiv und die Kreuzpeaks rein absorptiv sind bereitete bei allen 
aufgenommenen Spektren große Schwierigkeiten. Hauptverantwortlich hierfür waren - 
neben den aus der Detektion des Anti-Echo-Signals resultierenden Problemen - die 
verrauschten Linienformen der aus der zyklischen Hadamard-Transformation nichtlinearer 
Antwortanteile dritter und höherer Ordnung resultierenden Kreuzpeaks. Die daraus 
resultierende verrauschte Struktur der phasenkorrigierten Spektren ist auch der Grund 
dafür, daß bei der Demonstration des long-range-Effekts in Abbildung 3.37 auf die 
Betragsspektren (gestaffelte Ansicht) zurückgegriffen wurde, während die 
phasenkorrigierten Spektren (Kontur-Ansicht) lediglich das prinzipielle Funktionieren der 
phasensensitiven Aufnahme demonstrieren sollen. 
 Abschließend läßt sich feststellen, daß die phasensensitive Durchführung des SEXY-
Experiments zwar prinzipiell möglich ist, die dabei erhaltenen Ergebnisse aber wenig 
zufriedenstellend sind. Vor allem die niedrigen Kreuzpeak-Intensitäten, sowie die 
verrauschte Struktur der phasenkorrigierten Spektren lassen das in Kapitel 3.3.2.6 
beschriebene SEXY-Experiment unter Selektion des Anti-Echo-Signals als weitaus 
vielversprechendere Variante erscheinen (vgl. Abb. 3.36). 
3.3.3 Diskussion der erhaltenen Ergebnisse 
 Auf der Suche nach Wegen zur experimentellen Umsetzung des stochastischen 2D-
Summenanregungs-Experiments wurden drei Methoden entwickelt. Die dabei im ersten 
Schritt entwickelten PHASE- und DOPE-Experimente lassen zwar bereits alle typischen 
Eigenschaften des stochastischen Summenanregungs-Experiments erkennen, besitzen aber 
beide - aufgrund unvollständiger Phasenzyklen - den Nachteil, daß die erhaltenen Spektren 
immer mit einer Überlagerung von Echo- und Anti-Echo-Signal behaftet sind. Eine 
Möglichkeit diesen Nachteil zu überwinden, stellt das nachfolgend - als Kombination der 
beiden Experimente - bechriebene SEXY-Experiment dar, welches die selektive Auswahl 
des Echo- beziehungsweise Anti-Echo-Signals bei der Datenaufnahme ermöglicht. Von 
besonderem Vorteil hat sich dabei die Selektion des Echo-Signals erwiesen, da sich auf 
diese Weise - vor allem bei der Durchführung als long-range-Experiment - eine 
Maximierung der Kreuzpeak-Intensitäten erzielen läßt (vgl. Kap. 3.3.2.6.1). Zwar ist über 
das SEXY-Experiment auch die phasensensitive Aufnahme stochastischer 2D-Spektren 
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möglich, die damit verbundene Beschränkung auf das Anti-Echo-Signal wirkt sich jedoch 
nachteilig auf die Kreuzpeak-Intensitäten in den erhaltenen Spektren aus (vgl. Kap. 
3.3.2.6.2). 
 Den drei Methoden ist gemeinsam, daß sie auf einem speziell für die Durchführung auf 
einem BRUKER Festkörper-Kernresonanz-Spektrometer entwickelten Verfahren basieren. 
Dabei ist zu berücksichtigen, daß die Eigenschaften der zur Verfügung stehenden Hard- 
und Softwarekomponenten in vielen Fällen nicht den bei der experimentellen Umsetzung 
des stochastischen 2D-Experiments gestellten Anforderungen entsprechen. Um die 
stochastischen 2D-Experimente trotz der Hard- und Softwarebedingten Einschränkungen 
realisieren zu können, mußte in vielen Fällen - wie beispielsweise bei der experimentellen 
Umsetzung der stochastischen Amplitudenmodulation über das DOPE-Experiment - nach 
Alternativlösungen gesucht werden. Die aus diesem Grund nicht in allen Teilen ideale 
Umsetzung des Summenanregungs-Experiments macht sich in Form leichter 
Imperfektionen - wie zum Beispiel in Form einer unvollständigen Kompensation der 
Axialpeaks - bei der Durchführung der stochastischen 2D-Experimente bemerkbar. 
Desweiteren sind die Experimente grundsätzlich mit einem 50%igen Meßzeitverlust 
behaftet, da die Datenaufnahme softwarebedingt immer nur in jedem zweiten 
Anregungszyklus erfolgen kann. 
 Eine weitere Einschränkung stellte die begrenzte Kapazität des temporären 
Spektrometerspeichers dar, über die die maximal mögliche Sequenzlänge bei der 
Anregung im zweidimensionalen Experiment auf maximal (8k-1)  (16k-1) Werte 
beschränkt ist. Die Beschränkung der Sequenzlänge hat eine Benachteiligung der 
nichtzyklischen Hadamard-Transformation gegenüber der zyklischen Transformation zur 
Folge (vgl. Kap. 2.4.4). Die unter Verwendung kurzer Anregungssequenzen aus der 
nichtzyklischen Transformation der Antwortdaten resultierenden Spektren weisen 
gegenüber den aus der zyklischen Transformation resultierenden Spektren ein um mehrere 
Größenordnungen schlechteres Signal-zu-Rausch-Verhältnis auf. Um auch bei der 
nichtzyklischen Transformation zufriedenstellende Signal-zu-Rausch-Verhältnisse erzielen 
zu können, muß das Experiment zur Reduzierung des systematischen Rauschens in Form 
eines oversampling-Experiments [PFB] mit Sequenzlängen von mehr als (32k-1) Werten 
bei der Anregung durchgeführt werden. Da sich derartige Experimente im Rahmen dieser 
Arbeit nicht realisieren ließen, liegt den dargestellten Ergebnissen ausnahmslos eine 
zyklische Transformation der Antwortdaten zugrunde. 
 Ein abschließende Beurteilung der erhaltenen Ergebnisse ergibt sich aus einem Vergleich 
der aus den stochastischen Summenanregungs-Experimenten resultierenden 2D Spektren 
mit den unter vergleichbaren Bedingungen aufgenommenen COSY-Spektren (vgl. Kap. 
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3.3.2). Bezüglich des Verhältnisses von Signal zu weißem Rauschen kann kein 
signifikanter Unterschied festgestellt werden. Einziger prinzipieller Nachteil des 
stochastischen Experiments sind die verrauschten Linienformen insbesondere der 
Kreuzpeaks in den aus der stochastischen Summenanregung resultierenden 2D-Spektren. 
An dieser Stelle gilt es weiterführende Experimente unter Verwendung geeigneterer 
Anregungssequenzen mit verbesserten Korrelationseigenschaften durchzuführen, sowie 
über längere Anregungssequenzen den Einsatz der nichtzyklischen Hadamard-
Transformation zu ermöglichen, um so das aus der zyklischen Korrelation nichtlinearer 
Anteile resultierende systematische Rauschen eliminieren zu können. 
 Die Stärken des stochastischen 2D-Summenanregungs-Experiments kommen insbesondere 
bei der Durchführung in Form des SEXY-long-range-Experiments unter Selektion des 
Echo-Signals zum Tragen. Auffällig ist dabei die große Ähnlichkeit mit den aus dem 
COSY-45-Experiment resultierenden 2D-Spektren. Im stochastischen Experiment ist der 
Magnetisierungstransfer genau wie im COSY-45-Experiment im wesentlichen auf parallele 
Übergänge zwischen direkt miteinander verbundenen Spins beschränkt, was sich am 
deutlichsten in einer Verringerung der Breite des Diagonalspektrums bemerkbar macht 
(vgl. Kap. 3.3.2). Über die Einführung großer Anfangsverschiebungen besteht im 
stochastischen long-range-Experiment darüber hinaus die Möglichkeit, die Intensitäten der 
Diagonalpeaks über die Eliminierung der linearen Anteile des Antwortsignals drastisch 
reduzieren, so daß der störende Einfluß des Diagonalspektrums bis auf ein Mindestmaß 
unterdrückt werden kann. Die im Gegensatz zum COSY-Experiment auch bei großen 
Anfangsverschiebungen verbleibenden Kreuzpeak-Mindestintensitäten sollten dabei eine 
interessante Möglichkeit eröffnen, das stochastische SEXY-Experiment genau wie das 
long-range-COSY-Experiment gezielt zur Untersuchung schwacher Kopplungen 
einzusetzen (vgl. Kap. 3.3.2.5). Um dies zu überprüfen sind jedoch weitergehende 
Untersuchungen unter Einsatz eines Hochauflösungs-Kernresonanz-Spektrometers, 
welches eine detailliertere Analyse der Kreuzpeak-Intensitäten ermöglicht, erforderlich. 
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4 Zusammenfassung und Ausblick 
 Die vorliegende Arbeit beschreibt neue Ergebnisse und Methoden auf dem Gebiet der 
stochastischen Kernresonanz-Spektroskopie. Dabei werden insbesondere Möglichkeiten 
zur Bandbreitenerweiterung im stochastischen Experiment und daraus abgeleitet neue 
Einsatzmöglichkeiten auf dem Gebiet der eindimensionalen Festkörper-Kernresonanz-
Spektroskopie aufgezeigt. Desweiteren werden neue stochastische Methoden auf dem 
Gebiet der zweidimensionalen Kernresonanz-Spektroskopie an Flüssigkeiten vorgestellt 
und die experimentelle Realisierung der zweidimensionalen stochastischen 
Summenanregung am Beispiel der 2D-Hadamard-Kernresonanz-Spektroskopie 
demonstriert. 
 Grundlage der durchgeführten Arbeiten war die Entwicklung spezieller 
Softwarekomponenten, welche die Implementierung der Hadamard-Technik auf 
kommerziellen Kernresonanz-Spektrometern ermöglichen. Darauf aufbauend wurde die 
experimentelle Umsetzung des Hadamard-Experiments im Hinblick auf eine Vergrößerung 
der bei der Datenaufnahme maximal zu erreichenden Bandbreiten optimiert. Dabei galt es 
in erster Linie, die bei großen Bandbreiten - und dementsprechend kurzen 
Datenaufnahmeintervallen - aus dem time-sharing von Anregung und Datenaufnahme 
resultierenden Störungen auf ein Minimum zu reduzieren. Um dies zu erreichen wurde ein 
mehrstufiges Aufnahmeverfahren entwickelt, welches es - über die Aufnahme von 
Referenz-Spektren (Wiederholung des Experiments ohne Probe), welche anschließend von 
den zuvor aufgenommenen Spektren (der zu untersuchenden Probe) abgezogen wurden - 
ermöglicht, die bei großen Bandbreiten auftretenden Störungen zu kompensieren. In 
Kombination mit einer optimierten Datenprozessierung - unter Einbeziehung einer 
Störungskorrektur zur Minimierung des Autokorrelationsanteils im aufgenommenen 
Antwortsignal  konnten auf diese Weise Festkörper-Spektren mit Bandbreiten von 
300.000 bis maximal 400.000 Hz aufgenommen werden, was in etwa einer Verdoppelung 
der bisher erreichbaren Bandbreiten darstellt.  
 Mit der Vergrößerung der maximal erreichbaren Bandbreiten eröffnet sich für die 
stochastischen Experimente eine ganze Reihe neuer potentieller Anwendungen in der 
Festkörper-Spektroskopie. Um dies zu demonstrieren wurde der Einsatz der Hadamard-
Technik in der Kernresonanz-Spektroskopie quadrupolarer Kerne am Beispiel der 27Al-
Festkörper-Spektroskopie, sowie anhand von 2H-Spektren zur Untersuchung der 
Moleküldynamik von perdeuteriertem DMS erprobt. Vor allem die Untersuchungen zur 
Moleküldynamik lassen dabei Vorteile des stochastischen Experiments - wie zum Beispiel 
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die weitaus größere Empfindlichkeit in den Übergangsbereichen zwischen den 
Bewegungsprozessen - erkennen, welche das stochastische Kernresonanz-Experiment als 
hilfreiche Ergänzung zu den bisher bekannten NMR-Methoden zur Untersuchung der 
Moleküldynamik von Festkörpern erscheinen lassen.  
 Eine weitere potentielle Anwendung des stochastischen Experiments auf dem Gebiet der 
Festkörper-Spektroskopie - welche im Rahmen dieser Arbeit jedoch nicht genauer 
behandelt werden konnte - stellt die Untersuchung großer Proben dar. Während die nicht-
selektive Anregung über kurze Hochfrequenzimpulse in der gepulsten NMR vor allem bei 
großen Spulendurchmessern zwangsläufig mit der Notwendigkeit extrem hoher 
Anregungsleistungen verbunden ist, bietet das stochastische Experiment - bei dem die 
Anregung in Form einer Vielzahl kurzer Hochfrequenzimpulse über das gesamte 
Experiment verteilt ist - eine Möglichkeit, die breitbandige Anregung mit einer um den 
Faktor 104 bis 105 geringeren Anregungsleistung zu realisieren. Der daraus für das 
stochastische Experiment resultierende Vorteile besteht - neben dem Wegfall der 
Notwendigkeit von Hochleistungsverstärkern- und Probenköpfen - vor allem darin, daß 
eine gleichzeitige Optimierung von Anregungsbandbreite und Empfindlichkeit möglich ist 
und nicht, wie in der gepulsten Festkörper-Spektroskopie ein Kompromiß zwischen 
Empfindlichkeit und Anregungsbreite gefunden werden muß [BLÜ5]. 
 Aufbauend auf den bei der Implementierung und dem nachfolgenden Einsatz der 
Hadamard-Technik in der 1D-Festkörper-Spektroskopie gewonnenen Erkenntnissen, 
wurden Methoden zur Durchführung zweidimensionaler Hadamard-Experimente 
entwickelt. Das Ziel der im Rahmen dieses zweiten Schwerpunkts durchgeführten Arbeiten 
bestand darin, die Einsatzmöglichkeiten des stochastischen Experiments als alternatives 
Verfahren zur Aufnahme zweidimensional korrelierter Spektren vom COSY-Typ zu 
untersuchen. Als Grundlage für die zu diesem Zweck entwickelten zweidimensionalen 
Hadamard-Summenanregungs-Experimente diente das im Rahmen dieser Arbeit 
beschriebene Konzept der zweidimensionalen Interferometrie mit anschließender linearer 
Kreuzkorrelation. Auf der Suche nach dem bestmöglichen Weg, das zweidimensionale 
Hadamard-Experiment auf einem kommerziellen Kernresonanz-Spektrometer zu 
implementieren, wurden unterschiedliche Methoden zur experimentellen Realisierung der 
Summenanregung entwickelt. Die daraus resultierenden Verfahren wurden anhand von 
2D-Experimenten an Flüssigkeiten erprobt. Von besonderem Interesse waren dabei die zu 
erzielenden Signal-zu-Rausch-Verhältnisse, sowie die Entwicklung der Signalintensitäten 
in Abhängigkeit von den experimentellen Parametern bei der Durchführung der Hadamard-
Experimente. Als entscheidender Parameter hat sich die Anregungsleistung erwiesen, 
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deren Einfluß auf die Spektren aus diesem Grund eingehend untersucht wurde. Aus den 
Untersuchungen ging hervor, daß die über eine Anpassung der Anregungsleistung 
optimierten Hadamard-Experimente die Aufnahme von 2D-Spektren ermöglichen, welche 
bezüglich der relativen Signalintensitäten durchaus mit den Spektren entsprechender 
COSY-Experimente vergleichbar sind. 
 Die Einführung relativer Phasenverschiebungen zwischen den der Summenanregung 
zugrunde liegenden binären Anregungssequenzen eröffnete darüber hinaus die 
Möglichkeit, das Hadamard-Experiment unter Miteinbeziehung komplexer Phasenzyklen 
durchzuführen. Auf diese Weise ist es gelungen, genau wie im COSY-Experiment gezielt 
das Echo- beziehungsweise Anti-Echo-Signal zu selektieren. Neben der daraus 
resultierenden Vereinfachung der zweidimensionalen Spektren, sowie der Vermeidung 
unerwünschter Signalüberlagerungen ergibt sich dabei über die Selektion des Echo-Signals 
- in Kombination mit der Durchführung in Form eines long-range-Hadamard-Experiments 
- die Möglichkeit, die relativen Kreuzpeak-Intensitäten im resultierenden 2D-Spektrum bis 
auf einen Maximalwert zu erhöhen und so den störenden Einfluß der Diagonalpeaks bis 
auf ein Minimum zu reduzieren. 
 Über eine Erweiterung der Phasenzyklen bei der Durchführung des zweidimensionalen 
Hadamard-Experiments ist es in einem weiteren Schritt gelungen, auch die phasensensitive 
Aufnahme von 2D-Spektren zu realisieren. Die dabei für die Kreuzpeaks beobachteten 
Signalintensitäten sind jedoch deutlich geringer, als die unter Verzicht auf die 
phasensensitive Aufnahme aus der Selektion des Echo-Signals resultierenden Intensitäten, 
so daß das phasensensitive Hadamard-Experiment als wenig geeignetes Verfahren zur 
Aufnahme von 2D-Spektren erscheint. 
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7 Hadamard-Transformation 
 Für die zyklische Kreuzkorrelation erster Ordnung einer aus N Werten bestehenden 
Anregungssequenz (x) und dem Real- beziehungsweise Imaginärteil der als Antwort 
aufgenommenen komplexen Datenpunkte (y) gilt: 
 .xy
1N
1c
1N
0n
knnk1 ∑−
=
−+
=  (A7.1) 
 
 An Stelle der zyklischen Kreuzkorrelation wird eine Hadamard-Transformation (Vektor-
Matrix-Multiplikation) durchgeführt 
 .)c,...,c,ccund)y,...,y,y,y(ymityBc
n
H
0
H
2N
H
1N
H
1N210n
H ∑ −−− ===  (A7.2) 
 
 Die quadratische Korrelationsmatrix Bn der Ordnung )12(N n −=  wird aus einer durch 
zyklische Rotation der mlbs-Sequenz erzeugten Matrix durch den Ersatz von 0 durch 
+1 und 1 durch -1 erhalten (vgl. Abbildung A1.2). Zweimalige Transformation 
erzeugt bis auf einen Faktor wieder den Ausgangsvektor y. 
 Durch Anwendung eines schnellen Algorithmus kann der Rechenaufwand von 2N  auf 
)1N(log)1N( 2 ++  Operationen (Additionen beziehungsweise Subtraktionen) reduziert 
werden (vgl. Abbildung A1.1). Um zu dem schnellen Algorithmus zu gelangen, wird der 
Datensatz in einem ersten Schritt durch eine (vorgestellte) Null auf n2)1N( =+  Werte 
erweitert. Die Hadamard-Transformierte Hc  kann analog zu Gleichung A1.2 über eine 
Multiplikation des erweiterten Datenvektors y  mit einer N+1-dimensionalen Hadamard-
Matrix 'Hn  (erzeugt aus nB  durch Rändern mit +1-Werten) erhalten werden 
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 Abbildung A7.1: Flußdiagramme der Hadamard-Transformationsalgorithmen (gestrichelte 
Linien enstprechen einer Vorzeichenumkehr). Links: Schneller Algorithmus über 
(N+1)log2(N+1) Operationen (n=3 (N=7): 3 x 4 Additionen und 3 x 4 Subtraktionen). Die 
Daten werden dabei jeweils paarweise addiert bzw. subtrahiert. Rechts: Hadamard-
Transformation über eine Vektor-Matrix-Multiplikation (N2 Operationen). Die Matrix 
entspricht der durch zyklische Rotation der mlbs-Sequenz erzeugten Korrelationsmatrix. 
  
 Die für die Transformation erforderlichen Hadamard-Matrizen sind quadratische Matrizen 
mit den Elementen +1 und -1, deren Spalten und Zeilen orthogonal zueinander sind. 
Die Matrix kleinster Ordnung ist 1H . Von Bedeutung für den schnellen Algorithmus sind 
Matrizen, die sich als direktes Produkt von 1H  ergeben. Ist mH  eine Matrix der Ordnung 
m2M = , so entsteht gemäß 
 
  ,  mit  (A7.4) 
  
 eine Matrix der Ordnung 1m2M2 += . Auf analoge Weise wird die in Abbildung A1.2 
dargestellte Matrix 3H  erzeugt.  
 In Abbildung A1.2 wird der Zusammenhang zwischen den für den schnellen Algorithmus 
erforderlichen Hadamard-Matrizen nH  und den aus den Korrelationsmatritzen nB  
abgeleiteten Hadamardmatrizen 'Hn  aufgezeigt.  
Hm+1= H1=
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H1=
H3=
[n=1]
H3=
B3=
1    1    1    0    0    1    0
1    1    0    0    1    0    1
1    0    0    1    0    1    1
0    0    1    0    1    1    1
0    1    0    1    1    1    0
1    0    1    1    1    0    0
0    1    1    1    0    0    1
7    3    1    4    2    5    6
=
1    0    1    0    1    0    1
0    1    1    0    0    1    1
1    1    0    0    1    1    0
0    0    0    1    1    1    1
1    0    1    1    0    1    0
0    1    1    1    1    0    0
1    1    0    1    0    0    1
P Q. .
Zyklische Rotation
der mlbs-Sequenz
[n=3]
1    2    3    4    5    6    7
Dualzahl (Zeile 1, 2, 4):
[ ]P  H  Q3 
 
 Abbildung A7.2: Erzeugung der Hadamard-Matrizen für n=3: Berechnung von H3 über 
das Produkt von H1 und Ableitung von H3 aus der durch zyklische Rotation der mlbs-
Sequenz gebildeten Korrelationsmatrix B3.  
  
 Vergleicht man die beiden Matrizen, so fällt auf, daß sie sich lediglich durch eine Zeilen- 
und Spaltenvertauschung unterscheiden. In der Literatur ist ein Algorithmus beschrieben, 
nach dem sich die durch zyklische Rotation der mlbs-Sequenz erzeugte Korrelationsmatrix 
nB  über zwei Permutationsmatrizen P und Q in die Hadamard-Matrix nH  überführen läßt 
[ZB], so daß sich für die Korrelation von Anregung und Signal nach dem schnellen 
Algorithmus folgende endgültige Rechenvorschrift ergibt 
 
 .yQHPy'Hc 1n
1
n
H −−
==  (A7.5) 
 
 Für die Durchführung der Hadamard-Transformation nach dem schnellen Algorithmus 
bedeutet dies, daß neben der Anwendung von nH  zusätzlich eine Permutation der 
Elemente des Datenvektors entsprechend der Vorgaben durch die Permutationsmatrizen 
erforderlich ist.  
  Anhang 
 
 
A4 
8 Software 
 Die Experimentelle Umsetzung der im Rahmen dieser Arbeit beschriebenen Hadamard-
Experimente erfolgte unter Ausnutzung der BRUKER UXNMR Spektrometer-Software. 
Sowohl die Steuerung des Experimentablaufs (über Puls- und Automationsprogramme), als 
auch die Prozessierung (inklusive der Hadamard-Transformation) der aufgenommenen 
Antwortdaten (über Automationsprogramme) wurde vollständig in die Spektrometer-
Software integriert. 
 
9 Pulsprogramme 
(A) Grundlegende Parametereinstellung für die Durchführung der Hadamard-Experimente: 
 
/*---------------------------------------------------------------------------*/ 
  [I] EXPERIMENT setup : 
/*---------------------------------------------------------------------------*/ 
 
  (I)  std.(stochastic "one-impulse excitation") experiments: 
 
   ( |p1|_________________________________:x ______ )mlbs  _______________ )NS 
 
   ( |p1|-----------------------'tdead'---|----d3--|)mlbs |--trcyc+2.5u--| )NS 
 
                                            --> tdead=(CNST 21)=(dw*2)-(p1+d3) 
 
 
  (II) stochastic "DOPE" exp.: 
 
   ( ____|p1|_______|p2|__________________:x ______ )mlbs  _______________ )NS 
 
   ( |d11|p1|d10|d11|p2|2.5u|---'tdead'---|----d3--|)mlbs |--trcyc+2.5u--| )NS 
 
                       --> tdead =(CNST 21)=(dw*2)-(p1+p2+d3+d10+(d11*2)+2.5u) 
 
 
/*---------------------------------------------------------------------------*/ 
  [II] PARAMETER setup (for details see "zs_fht2D.au" / "zs_sexy2D.au"): 
/*---------------------------------------------------------------------------*/ 
 
   cnst1        2D-acquisition/processing : fid-shift-determination 
   cnst2        1D/2D-processing : (f)ht-mode                    
 
   cnst3        1D/2D-processing : time-domain-data-optimization (offset.corr.) 
   cnst4        1D   -processing :                           (artefact elimin.) 
 
   cnst5        2D(PHASE)acquisition => ph-lists for 2D phase cycling 
   cnst6        2D(PHASE)acquisition => rel.PHASE-SUMc list-offset 
 
   cnst7        2D(SEXY)acquisition  => basic 2D phasecycling parameter 
                  [0..]:NOT ph.sensitive  / [10..]:ph.sens.(statesTPPI) 
 
/*- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -*/ 
   cnst11       spectrometer TYPE: PC || UNIX based Spectrometer 
   cnst13       phase-list   TYPE: DDS or 4PM phase lists 
 
/*- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -*/ 
   l30          2D [F1] stepwidth          only for [2D] 
   l31          initial phase-list-shift   only for [2D]         
 
/*---------------------------------------------------------------------------*/ 
Anhang   
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(B1) Pulsprogramm für die Durchführung von Standard 1D Hadamard-Experimenten 
 
 
;------------------------------------------------------------------------------ 
; Std. 1D StochasticNMR-PULPROG                                         03dez99 
; 
;DDS/4PM ph1 lists  /  CYCLOPS via 4PM/DDS ph3 list 
;------------------------------------------------------------------------------ 
define delay tdead                              ;time betw.pulse & aq (trephas) 
"tdead=(dw*2)-(p1+d3)-d0" 
 
define delay tdel                               ;equivalent to tdead+d3 
"tdel=tdead+d3" 
 
define delay trcyc 
"trcyc=d5" 
 
define delay trec                               ;->recycle delay == (trec+2.5u) 
"trec=trcyc+2.5u" 
;------------------------------------------------------------------------------ 
 
"l21=(td/2)-1"                                  ;length of the [mlbs] sequence 
 
"l22=1"                                         ;l22: Num.of DUMMY SCANs 
"l24=1"                                         ;l24: Num.of ADDITIONAL loops 
 
StartExp,   ze 
            10u pl1:f1 
            2.5u ph3 
 
  DSloop,    d0 ph3 
             (p1 ph1 ):f1 
             tdel ipp1 
             lo to DSloop times l21             ;DUMMY SCAN-loop 
             2.5u 
             lo to DSloop times l22 
 
  StartScan, 2.5u adc ph31 
 
             ADDloop,  d0 ph3 
                       (p1 ph1):f1 
                       tdel ipp1 
                       lo to ADDloop times l21  ;ADDITIONAL-loop 
                       2.5u 
                       lo to ADDloop times l24 
 
             ACQUloop, d0 ph3 
                       (p1 ph1):f1 
                       tdead ph0 ipp1 
                       d3:x                      ;single point acqu.delay 
                       lo to ACQUloop times l21  ;ACQUISITION-loop 
 
             2.5u :x                             ; => (TD)data-pts/scan 
             2.5u ipp3                           ; => p1-phaseCycling(CYCLOPS) 
             2.5u ipp31 
 
  trcyc rcycnp=StartScan                         ; => NS-loop (NS scans) 
 
  100u 
  60m wr #0 
exit 
 
ph0  = 0             
ph31 = 0 1 2 3     
 
;MOD.I  (DDS-mlbsList/4PM-addPhase): 
 
;ph3  = +x +y -x -y 
;#include <stochast_ph1_td/2-1>                 ;stochastic DDS transm. ph-list 
 
 
;MOD.II (4PM-mlbsList/DDS-addPhase): 
 
ph3  = 0 1 2 3 
#include <stochast_4PM_td/2-1>                  ;stochastic 4PM transm. ph-list 
  Anhang 
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(B2) Pulsprogramm für die Durchführung von Festkörper-Hadamard-Experimenten 
 
;------------------------------------------------------------------------------ 
; Solid State 1D StochasticNMR-PULPROG                                  03dez99 
; 
;4PM ph1 lists  /  NO CYCLOPS 
;------------------------------------------------------------------------------ 
define delay tdead                              ;time betw.pulse & aq (trephas) 
"tdead=(dw*2)-(p1+d3)" 
 
define delay tdel                               ;equivalent to tdead+d3 
"tdel=tdead+d3" 
 
define delay trcyc 
"trcyc=d5" 
 
define delay trec                               ;->recycle delay == (trec+2.5u) 
"trec=trcyc+2.5u" 
;------------------------------------------------------------------------------ 
 
"l21=(td/2)-1"                                  ;length of the [mlbs] sequence 
 
"l22=1"                                         ;l22: Num.of DUMMY SCANs 
"l24=1"                                         ;l24: Num.of ADDITIONAL loops 
 
StartExp,   ze 
            10u pl1:f1 
            10u pl2:f2 
            2.5u ph0 
 
  DSloop,    (p1 ph1 ):f1 
             tdel ipp1 
             lo to DSloop times l21             ;DUMMY SCAN-loop 
             2.5u 
             lo to DSloop times l22 
 
  StartScan, 2.5u adc ph31 
              
             ADDloop,  (p1 ph1):f1 
                       tdel ipp1 
                       lo to ADDloop times l21  ;ADDITIONAL-loop 
                       2.5u 
                       lo to ADDloop times l24 
 
             ACQUloop, (p1 ph1):f1 
                       tdead ipp1 
                       d3:x                     ;single point acqu.delay 
                       lo to ACQUloop times l21 ;ACQUISITION-loop 
 
             2.5u :x                            ; => (TD  )data-pts/scan 
 
  trcyc rcycnp=StartScan                        ; => NS-loop (NS scans) 
 
  100u 
  300m wr #0 
exit 
 
#include <stochast_4PM_td/2-1>                  ;stochastic 4PM transm. ph-list 
 
ph0 = 0            
ph31 = 0 0 
 
 
Anhang   
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(B3) Pulsprogramm für die Durchführung von Festkörper-Hadamard-Experimenten 
 
;------------------------------------------------------------------------------ 
; Solid State 1D StochasticNMR-PULPROG  [FADC Version]                  23dez99 
;                                        
; stochastic 4PM (ph4)list  /  CYCLOPS via DDS ph3 list 
;------------------------------------------------------------------------------ 
; 2 ACQU-loops/1D-SCAN -> "Timedomain-Datapoint-Reorder"-Funct.in "zs_fht2D.au" 
;------------------------------------------------------------------------------ 
define delay tdead                              ;time betw.pulse & aq (trephas) 
"tdead=(dw*2)-(p1+d3)" 
 
define delay tdel                               ;equivalent to tdead+d3 
"tdel=tdead+d3" 
 
define delay trcyc 
"trcyc=d5" 
 
define delay trec                               ;->recycle delay == (trec+2.5u) 
"trec=trcyc+2.5u" 
;------------------------------------------------------------------------------ 
"l21=(td/2)-1"                                  ;length of the [mlbs] sequence 
 
"l22=1"                                         ;l22: Num.of DUMMY SCANs 
"l26=8"                                         ;add.pts in ADDITIONAL loop 1 
"l27=8"                                         ;add.pts in ADDITIONAL loop 2 
"l25=l21-l26" 
"l28=l21-l27" 
 
StartExp,   ze 
            10u pl1:f1 
            2.5u ph3 
 
  DSloop,     (p1 ph4):f1 
              tdel ipp4 
              lo to DSloop times l21            ;DUMMY SCAN-loop 
              2.5u 
              lo to DSloop times l22     
 
      StartScan, 2.5u adc ph31 
                 2.5u ph3 
                                                ;ADDITIONAL-loop 1 
          ADD1loop1,(p1 ph4):f1 
                    tdel ipp4 
                    lo to ADD1loop1 times l25 
          ADD1loop2,(p1 ph4):f1 
                    tdead ph0 ipp4 
                    d3:x                        ;add.(lost)data pts 
                    lo to ADD1loop2 times l26 
                                                ;ACQUISITION-loop 
          ACQUloop, (p1 ph4):f1 
                    tdead ph0 ipp4 
                    d3:x                        ;single data point acquisition 
                    lo to ACQUloop times l21 
                    2.5u 
                    lo to ACQUloop times 2      ; => two acqu-loops/scan(!) 
                                                ;ADDITIONAL-loop 2 
          ADD2loop1,(p1 ph4):f1 
                    tdead ph0 ipp4 
                    d3:x                        ;add.(lost)data pts 
                    lo to ADD2loop1 times l27 
          ADD2loop2,(p1 ph4):f1 
                    tdel ipp4 
                    lo to ADD2loop2 times l28 
          2.5u ipp3 
 
      trcyc rcycnp=StartScan                    ; => NS-loop (NS scans) 
      10u 
      30m wr #0 
exit 
 
#include <stochast_4PM_td/2-1>                  ;stochastic 4PM transm. ph-list 
 
ph3  = 0 1 2 3 
ph0  = 0            
ph31 = 0 1 2 3     
  Anhang 
 
 
A8 
(C1) 2D Pulsprogramm für die Durchführung von  DOPE 2D -Experimenten 
 
;------------------------------------------------------------------------------ 
; 2D PULPROG for stochastic (2D) DOPE experiments                       04jan00 
;------------------------------------------------------------------------------ 
; DDS ph1/ph2/ph3/ph4 lists   /   ph.cycl.via 4PM && DDS phaselists             
; 
; start exp.with :    cnst1=  10/20 "du31" -> l31=(TD/2)-1    "backward shift"! 
;                     cnst1=0/11/21 "iu31" -> l31=0           "forward shift" ! 
;------------------------------------------------------------------------------ 
define delay tdeadD                             ;time betw.pulse & aq (trephas) 
"tdeadD=(dw*2)-(p1+p2+d3+d10+(d11*2)+2.5u)" 
 
define delay tdelD                              ;equivalent to tdead+d3 
"tdelD=tdeadD+d3" 
 
define delay tdelC 
"tdelC=tdead+d3+(p1-p3)" 
 
define delay trcyc 
"trcyc=d5" 
 
define delay trec                               ;->recycle delay == (trec+2.5u) 
"trec=trcyc+2.5u" 
;------------------------------------------------------------------------------ 
 
"l21=(td/2)-1"                                  ;length of the [mlbs] sequence 
"l1 =1" 
 
;"l30=1"                                        ;default value for std.DOPE 2D 
 
"l18=0" 
"l19=l18+l31" 
 
StartExp,   ze 
            10u pl1:f1 
 
  FirstShift1,2.5u ipp1 
              lo to FirstShift1 times l18   ;2D-shift-loop -> ph1-shift 
              10u 
  FirstShift2,2.5u ipp2 
              lo to FirstShift2 times l19   ;2D-shift-loop -> ph2-shift 
              10u                           ;phase stab.delay(very important) 
 
  DSloop,     d11 ph5                       ;d11: pre-Impulse-(ph.preset)-delay 
              (p1 ph1 ):f1                  ;first DOPE-sub-impulse 
              d10                           ;d10: DOPEtype Impulse Separation 
              d11 ph5 
              (p2 ph2 ):f1                  ;second DOPE-sub-impulse 
              2.5u ipp2 
              tdelD ipp1 
              lo to DSloop times l21        ;PreAcquLoop(only before first FID) 
              2.5u 
              lo to DSloop times l22        ;Num.of PreAcquLoops 
              2.5u 
              goto StartScan 
 
 StartTwoD,  2.5u iu19                          ;shift (de/in)crementation 
             lo to StartTwoD times l30          ;[2D-(F1)-incr.] 
             10u                                ; -> (l30==1 => incr.: "2*dw" ) 
 
      ShiftTwoD1,2.5u ipp1 
                 lo to ShiftTwoD1 times l18     ;2D-shift-loop -> ph1-shift 
                 10u 
        ShiftTwoD2,2.5u ipp2 
                   lo to ShiftTwoD2 times l19   ;2D-shift-loop -> ph2-shift 
                   10u                          ;phase stab.delay 
 
      StartScan, 2.5u adc ph31 
 
                 if "l1==2" goto loop2 
                 2.5u 
        ; --------------------------------------------------------------------- 
          loop1, 2.5u 
 
          ADD1loop, d11 ph5                     ;ADDITIONAL-loop: 
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                    (p1 ph1 ):f1 
                    d10 
                    d11 ph6 
                    (p2 ph2 ):f1 
                    2.5u ipp2 
                    tdelD ipp1 
                    lo to ADD1loop times l21 
                    2.5u 
                    lo to ADD1loop times l24 
 
          ACQU1loop,d11 ph5                     ;ACQUISITION-loop: 
                    (p1 ph1 ):f1 
                    d10 
                    d11 ph6 
                    (p2 ph2 ):f1 
                    2.5u ipp2 
                    tdeadD ph0 ipp1 
                    d3:x                        ;single point acqu.delay 
                    lo to ACQU1loop times l21 
                    2.5u :x                     ; => (TD  )data-pts/scan 
 
                    2.5u iu1 
                    goto ENDofSCAN 
        ; --------------------------------------------------------------------- 
          loop2, 2.5u 
 
          ADD2loop, d11 ph6                     ;ADDITIONAL-loop: 
                    (p1 ph2 ):f1 
                    d10 
                    d11 ph5 
                    (p2 ph1 ):f1 
                    2.5u ipp2 
                    tdelD ipp1 
                    lo to ADD2loop times l21 
                    2.5u 
                    lo to ADD2loop times l24 
 
          ACQU2loop,d11 ph6                     ;ACQUISITION-loop: 
                    (p1 ph2 ):f1 
                    d10 
                    d11 ph5 
                    (p2 ph1 ):f1 
                    2.5u ipp2 
                    tdeadD ph0 ipp1 
                    d3:x                        ;single point acqu.delay 
                    lo to ACQU2loop times l21 
                    2.5u :x                     ; => (TD  )data-pts/scan 
 
                    2.5u du1 
        ; --------------------------------------------------------------------- 
 
          ENDofSCAN,2.5u ipp5                   ; => p1-phaseCycling(CYCLOPS).. 
                    2.5u ipp6                   ; => p2-phaseCycling(CYCLOPS).. 
 
      trcyc rcycnp=StartScan                    ; => 1D-NS-loop (NS scans) 
      10u 
 
      30m wr #0 if #0 zd                
      lo to StartTwoD times td1                 ; => 2D-loop (td1 FIDs) 
 
exit 
 
ph0 = (8) 1                
 
#include <stochast_ph1_s(td2/2-1)>  ;DDS transmitter ph-list   (ph1) FIXED 
#include <stochast_ph2_s(td2/2-1)>  ;DDS transmitter ph-list   (ph2) SHIFTED 
 
;------------------------------------------------------------------------------ 
 
ph5  = +x +x +x +x  +y +y +y +y  -x -x -x -x  -y -y -y -y ;A ) both FIDs! 
;ph5 = -x -x -x -x  -y -y -y -y  +x +x +x +x  +y +y +y +y ;B ) 1D comp.exp.! 
;ph5 = +x -x -x +x  +y -y -y +y  -x +x +x -x  -y +y +y -y ;C1) only SHIFTED FID 
 
ph6  = +x -x -x +x  +y -y -y +y  -x +x +x -x  -y +y +y -y ;C2) only   FIXED FID 
;ph6 = +x +x +x +x  +y +y +y +y  -x -x -x -x  -y -y -y -y ;A ) std.(1D)/2D ph4! 
 
ph31 =  0  0  0  0   1  1  1  1   2  2  2  2   3  3  3  3 
;------------------------------------------------------------------------------ 
  Anhang 
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(C2) 1D Pulsprogramm für die Durchführung von PHASE pseudo 2D-Experimenten 
 
;------------------------------------------------------------------------------ 
; 1D PULPROG for stochastic (1D/2D) PHASE experiments                   18jan99 
;------------------------------------------------------------------------------ 
; DDS ph1/ph2/ph3/ph4 lists   /   ph.cycl.via 4PM && DDS phaselists             
; 
; start exp.with :    cnst1=  10/20 "du31" -> l31=(TD/2)-1    "backward shift"! 
;                     cnst1=0/11/21 "iu31" -> l31=0           "forward shift" ! 
;------------------------------------------------------------------------------ 
define delay tdead                              ;time betw.pulse & aq (trephas) 
"tdead=(dw*2)-(p1+p2+d3+d10+(d11*2)+2.5u)" 
 
define delay tdelC 
"tdelC=tdead+d3+(p1-p3)" 
 
define delay trcyc 
"trcyc=d5" 
 
define delay trec                               ;->recycle delay == (trec+2.5u) 
"trec=trcyc+2.5u" 
;------------------------------------------------------------------------------ 
 
"d4=d3+(p1-p3)" 
 
"l21=(td/2)-1" 
"l1 =3" 
 
 
StartExp,   ze 
            10u pl1:f1 
 
  DSloop,     d11 ph6                       ;d11: pre-Impulse-(ph.preset)-delay 
              (p3 ph4 ):f1 
              d10                           ;d10: DOPEtype Impulse Separation 
              d11 ph6 
              (p2 ph4 ):f1 
              2.5u ipp4 
              tdelC 
              lo to DSloop times l21        ;PreAcquLoop(only before first FID) 
              2.5u 
              lo to DSloop times l22        ;Num.of PreAcquLoops 
              2.5u 
 
      StartScan, 2.5u adc ph31 
                                        ;2D SUMc-list-select.(for FID elimin.): 
                 if "l1==4" goto loop4 
                 2.5u 
 
        ; --------------------------------------------------------------------- 
          loop3, 2.5u 
 
          ADD3loop, d11 ph6                     ;ADDITIONAL-loop: 
                    (p3 ph4 ):f1 
                    d10 
                    d11 ph6 
                    (p2 ph4 ):f1 
                    2.5u ipp4 
                    tdelC 
                    lo to ADD3loop times l21 
                    2.5u 
                    lo to ADD3loop times l24 
 
          ACQU3loop,d11 ph6                     ;ACQUISITION-loop: 
                    (p3 ph4 ):f1 
                    d10 
                    d11 ph6 
                    (p2 ph4 ):f1 
                    2.5u ipp4 
                    tdead ph0 
                    d4:x                        ;single point acqu.delay 
                    lo to ACQU3loop times l21 
                    2.5u :x                     ; => (TD)data-pts/scan 
 
                    2.5u iu1 
                    goto ENDofSCAN 
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        ; --------------------------------------------------------------------- 
          loop4, 2.5u 
 
          ADD4loop, d11 ph6                     ;ADDITIONAL-loop: 
                    (p3 ph3 ):f1 
                    d10 
                    d11 ph6 
                    (p2 ph3 ):f1 
                    2.5u ipp3 
                    tdelC 
                    lo to ADD4loop times l21 
                    2.5u 
                    lo to ADD4loop times l24 
 
          ACQU4loop,d11 ph6                     ;ACQUISITION-loop: 
                    (p3 ph3 ):f1 
                    d10 
                    d11 ph6 
                    (p2 ph3 ):f1 
                    2.5u ipp3 
                    tdead ph0 
                    d4:x                        ;single point acqu.delay 
                    lo to ACQU4loop times l21 
                    2.5u :x                     ; => (TD)data-pts/scan 
 
                    2.5u du1 
        ; --------------------------------------------------------------------- 
 
          ENDofSCAN,2.5u ipp6                   ; => p2-phaseCycling(CYCLOPS).. 
 
      trcyc rcycnp=StartScan                    ; => NS-loop (NS scans) 
      10u 
      30m wr #0 
 
exit 
 
 
ph0  = (8) 1                                    
 
ph6  = -x -x    -x -x     -y -y    -y -y     +x +x    +x +x     +y +y    +y +y 
ph31 =  2  2     2  2      3  3     3  3      0  0     0  0      1  1     1  1 
 
 
 
;stochastic DDS-phase lists (online calculated via "zs_sexy2D.au): 
 
#include <stochast_SUMc_shift1> ;stochast.SUMc_"MLBS_0"-list (ph4) FIXED    
#include <stochast_SUMc_shift2> ;stochast.SUMc_"MLBS_1"-list (ph3) SHIFTED 
 
 
 
 
  Anhang 
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(C3) 1D Pulsprogramm für die Durchführung von SEXY pseudo 2D-Experimenten 
 
;------------------------------------------------------------------------------ 
; 1D PULPROG for stochastic (1D/2D) SEXY exp. (incl. "p3"-amplitude adjustment) 
; 
; [optional: phase sensitive using statesTPPI]                          18jan00 
;------------------------------------------------------------------------------ 
; DDS ph1/ph2/ph3/ph4 lists   /   ph.cycl.via 4PM && DDS phaselists             
; 
; start exp.with :    cnst1=  10/20 "du31" -> l31=(TD/2)-1    "backward shift"! 
;                     cnst1=0/11/21 "iu31" -> l31=0           "forward shift" ! 
;------------------------------------------------------------------------------ 
 
define delay tdead                              ;time betw.pulse & aq (trephas) 
"tdead=(dw*2)-(p1+p2+d3+d10+(d11*2)+2.5u)" 
 
define delay tdel                               ;equivalent to tdead+d3 
"tdel=tdead+d3" 
 
define delay tdelC 
"tdelC=tdead+d3+(p1-p3)" 
 
define delay trcyc 
"trcyc=d5" 
 
define delay trec                               ;->recycle delay == (trec+2.5u) 
"trec=trcyc+2.5u" 
 
;------------------------------------------------------------------------------ 
;-> std.SEXY(NOT phase sensitive): 
;   "l1==    1" ==> l1:[ 1 - 2 - 3 - 4]  alternating DOPE* && PHASAE loops!  
 
;-> PhaseSensitive SEXY(l1==11/13: 1.part of 2D step): 
;   "l1==11/13" ==> l1:[11 <--> 13    ]  DOPE* loops only!   
 
;-> PhaseSensitive SEXY(l1==12/14: 2.part of 2D step): 
;   "l1==12/14" ==> l1:[    12 <--> 14]  PHASAE loops only!   
;------------------------------------------------------------------------------ 
 
 
"d4=d3+(p1-p3)" 
 
"l21=(td/2)-1"                              ;length of the [mlbs] sequence 
 
 
StartExp,   ze 
            10u pl1:f1 
 
  FirstShift, 2.5u ipp2 
              lo to FirstShift times l31    ;2D-shift-loop -> ph2-shift 
              10u                           ;phase stab.delay(very important)! 
 
  DSloop,     d11 ph5                       ;d11: pre-Impulse-(ph.preset)-delay 
              (p1 ph1 ):f1                    
              d10                           ;d10: DOPEtype Impulse Separation 
              d11 ph6  
              (p2 ph2 ):f1 
              2.5u ipp2 
              tdel ipp1 
              lo to DSloop times l21        ;PreAcquLoop(only before first FID) 
              2.5u 
              lo to DSloop times l22        ;Num.of PreAcquLoops 
              2.5u 
 
      StartScan, 2.5u adc ph31 
                                            ;2D excitation-type selection: 
                                             
                   if "l1>=11" goto phSensitive 
                   2.5u 
                   if "l1==2" goto loop2 
                   2.5u 
                   if "l1==3" goto loop3 
                   2.5u 
                   if "l1==4" goto loop4 
                   2.5u 
          phSensitive, 2.5u 
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                       if "l1==12" goto loop3 
                       2.5u 
                       if "l1==13" goto loop2 
                       2.5u 
                       if "l1==14" goto loop4 
                       2.5u 
        ; --------------------------------------------------------------------- 
          loop1, 2.5u                                                ;DOPE-PART 
 
          ADD1loop, d11 ph5                     ;ADDITIONAL-loop: 
                    (p1 ph1 ):f1 
                    d10 
                    d11 ph6 
                    (p2 ph2 ):f1 
                    2.5u ipp2 
                    tdel ipp1 
                    lo to ADD1loop times l21 
                    2.5u 
                    lo to ADD1loop times l24 
 
          ACQU1loop,d11 ph5                     ;ACQUISITION-loop: 
                    (p1 ph1 ):f1 
                    d10 
                    d11 ph6 
                    (p2 ph2 ):f1 
                    2.5u ipp2 
                    tdead ph0 ipp1 
                    d3:x                        ;single point acqu.delay 
                    lo to ACQU1loop times l21 
                    2.5u :x                     ; => (TD)data-pts/scan 
 
                    2.5u iu1 
                    if "l1<=4" goto ENDofSCAN 
                    2.5u iu1 
                    goto ENDofSCAN 
        ; --------------------------------------------------------------------- 
          loop2, 2.5u                                                ;DOPE-PART 
 
          ADD2loop, d11 ph6                     ;ADDITIONAL-loop: 
                    (p1 ph2 ):f1 
                    d10 
                    d11 ph5 
                    (p2 ph1 ):f1 
                    2.5u ipp2 
                    tdel ipp1 
                    lo to ADD2loop times l21 
                    2.5u 
                    lo to ADD2loop times l24 
 
          ACQU2loop,d11 ph6                     ;ACQUISITION-loop: 
                    (p1 ph2 ):f1 
                    d10 
                    d11 ph5 
                    (p2 ph1 ):f1 
                    2.5u ipp2 
                    tdead ph0 ipp1 
                    d3:x                        ;single point acqu.delay 
                    lo to ACQU2loop times l21 
                    2.5u :x                     ; => (TD)data-pts/scan 
 
                    if "l1>=11" goto duPtr 
                    2.5u iu1 
                    goto ENDofSCAN 
        ; --------------------------------------------------------------------- 
          loop3, 2.5u                                               ;PHASE-PART 
 
          ADD3loop, d11 ph6                     ;ADDITIONAL-loop: 
                    (p3 ph4 ):f1                ;adjusted (p3) impulse (!) 
                    d10 
                    d11 ph6 
                    (p2 ph4 ):f1 
                    2.5u ipp4 
                    tdelC 
                    lo to ADD3loop times l21 
                    2.5u 
                    lo to ADD3loop times l24 
 
          ACQU3loop,d11 ph6                     ;ACQUISITION-loop: 
                    (p3 ph4 ):f1 
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                    d10 
                    d11 ph6 
                    (p2 ph4 ):f1 
                    2.5u ipp4 
                    tdead ph0 
                    d4:x                        ;single point acqu.delay 
                    lo to ACQU3loop times l21 
                    2.5u :x                     ; => (TD)data-pts/scan 
 
                    2.5u iu1 
                    if "l1<=4" goto ENDofSCAN 
                    2.5u iu1 
                    goto ENDofSCAN 
        ; --------------------------------------------------------------------- 
          loop4, 2.5u                                               ;PHASE-PART 
 
          ADD4loop, d11 ph6                     ;ADDITIONAL-loop: 
                    (p3 ph3 ):f1                ;adjusted (p3) impulse (!) 
                    d10 
                    d11 ph6 
                    (p2 ph3 ):f1 
                    2.5u ipp3 
                    tdelC 
                    lo to ADD4loop times l21 
                    2.5u 
                    lo to ADD4loop times l24 
 
          ACQU4loop,d11 ph6                     ;ACQUISITION-loop: 
                    (p3 ph3 ):f1 
                    d10 
                    d11 ph6 
                    (p2 ph3 ):f1 
                    2.5u ipp3 
                    tdead ph0 
                    d4:x                        ;single point acqu.delay 
                    lo to ACQU4loop times l21 
                    2.5u :x                     ; => (TD)data-pts/scan 
 
                    if "l1>=11" goto duPtr 
                    2.5u du1 
        ; --------------------------------------------------------------------- 
             duPtr, 2.5u du1 
                    2.5u du1 
 
          ENDofSCAN,2.5u ipp5                  ; => p1-phaseCycling(CYCLOPS)... 
                    2.5u ipp6                  ; => p2-phaseCycling(CYCLOPS)... 
 
      trcyc rcycnp=StartScan                   ; => 1D-NS-loop (NS scans) 
 
      10u 
      30m wr #0 
 
exit 
 
 
ph0 = (8) 1                              
 
#include <stochast_SEXY_ph5>     ;additional 4PM phase (for phase cycling) 
#include <stochast_SEXY_ph6>     ;additional 4PM phase (for phase cycling) 
#include <stochast_SEXY_ph31>    ;DIGITIZER (part of the total receiver phase) 
 
 
;PHASE SUMc-lists: 
 
#include <stochast_SUMc_shift1>  ;stochastic SUMc_"MLBS_0"-list  (ph4) FIXED   
#include <stochast_SUMc_shift2>  ;stochastic SUMc_"MLBS_1"-list  (ph3) SHIFTED 
 
 
;DOPE (mlbs)ph-lists: 
 
#include <stochast_ph1_sMLBS>    ;stochastic transmitter ph-list (ph1) FIXED 
#include <stochast_ph2_sMLBS>    ;stochastic transmitter ph-list (ph2) SHIFTED 
 
;+----------------------------------------------------------------------------+ 
;|                                                                            | 
;|       ["stochast_*"]-phaselists (online) calculated via zs_sexy2D.au       | 
;|                                                                            | 
;+----------------------------------------------------------------------------+ 
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10Automationsprogramme 
 
(A) Programm zur Hadamard-Transformation ein- und zweidimensionaler 
Antwortdatensätze: 
 
/*---------------------------------------------------------------------------*/ 
/* zs_fht2D.au                                                      28.04.00 */ 
/*                                                                           */ 
/* "Hadamard Transformation (ein- und zweidimensionaler Antwortdatensaetze)" */ 
/*                                                                           */ 
/*  BRUKER-UXNMR-AUTOMATIONSPROGRAMM                                         */ 
/*                                                                           */ 
/*---------------------------------------------------------------------------*/ 
/*                                                                           */ 
/* [A] cyclic      hadamard transformation "ht"  (linear crosscorrelation)   */ 
/* [B] cyclic fast hadamard transformation "fht" (fast transf. algorithm!)   */ 
/*                                                                           */ 
/* [C] noncyclic hadamard transformation (linear crosscorrelation)           */ 
/*                                                                           */ 
/*                                                                           */ 
/* -> [(optional) FADC-conversion]                                           */ 
/* -> [(optional) SYSRES/FID-Artefact/Offset-Elimination]                    */ 
/* -> [(optional) Noise-Analysis (Systematic-Noise-Elimination]              */ 
/*---------------------------------------------------------------------------*/ 
 
 
/*---------------------------------------------------------------------------*/ 
/* 2D ParameterSetup:                                                        */ 
/*                                                                           */ 
/* Acquisition:                                                              */ 
/*                                                                           */ 
/*  CNST 1 -->(ph2-list shift: forward:"iu31"/backward:"du31")  TwoDshift[0] */ 
/*                                                                           */ 
/*    ACQUISITION (1.FID==FIXED , 2.FID==SHIFTED):                           */ 
/*     0        : 1.+ 2.FID: ph2-list: Number of forw./backw.shift-pts.      */ 
/*     10       : 1.FID-ph2-list: backw.shift "du31" (mlbs-1-1TD ... mlbs-1) */ 
/*     20,201   : 2.FID --------------"-----------   (1          ...    1TD) */ 
/*     11       : 1.FID-ph2-list: forw.shift "iu31"  (1          ...    1TD) */ 
/*     21,211   : 2.FID --------------"-----------   (mlbs-1-1TD ... mlbs-1) */ 
/*                                                                           */ 
/*    PROCESSING:                                                            */ 
/*      0       : std 2D fht without any add.proc. -> both FIDs/no shift     */ 
/*      10      : backward ph2-shift: proc.via 1.(FIXED)FID   -> no shift    */ 
/*      20/201  :       --"--       : proc.via 2.(SHIFTED)FID -> FID-shift   */ 
/*      11      : forward ph2-shift : proc.via 3.(FIXED)FID   -> no shift    */ 
/*      21/211  :       --"--       : proc.via 4.(SHIFTED)FID -> FID-shift   */ 
/*                                                                           */ 
/*                                                                           */ 
/*  l31 -> initial 2D-ph2-list shift   (l31=1 <-> iu31  )!      TwoDshift[1] */ 
/*  l30 -> 2D[F1]stepWidth/phListShift (l30=1 <-> std.2D)!      TwoDshift[2] */ 
/*                                                                           */ 
/*  ------------------------------------------------------------------------ */ 
/*  2D input datafile: [nSysres==td2/2=mlbs+1]*[td1] complex data pts.       */ 
/*                                                                           */ 
/*  => !!! 2exp(n) == mlbs+1 !!! datapts have to be acquired in each exp.!   */ 
/*  ------------------------------------------------------------------------ */ 
/*                                                                           */ 
/* Processing:                                                               */ 
/*                                                                           */ 
/*  CNST 2 ["0"] fht                                            TwoDShift[3] */ 
/*         ["1"] cyclic ht, "2" noncyclic ht <--- binary "mlbs" sequence     */ 
/*         ["3"] cyclic ht, "4" noncyclic ht <-- quart.seq.( bin.ph.mod.)    */ 
/*         ["5"] cyclic ht, "6" noncyclic ht <- quart.seq.(quart.ph.mod.)    */ 
/*             --->noncycl.ht(cnst2:[2/4/6] TDeff proc.param.!  TwoDshift[4] */ 
/*                                                                           */ 
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/*  CNST 3 ["0"] std.1D/2D processing (input: sys_expno)         OneDproc[0] */ 
/*         ["1"] avance proc.incl."shiftDATA"funct. -> sysres        shift   */ 
/*         ["2"] avance proc.incl."shiftDATA"funct. -> sysres && fid shift   */ 
/*         ["3"] avance proc.incl."shiftDATA"funct. ->           fid shift   */ 
/*                                                                           */ 
/*  CNST 4 ["==0"]  std.1D processing (input: sys_expno)         OneDproc[1] */ 
/*         ["!=0"]  avance proc.incl."optSYSRES" funct.:                     */ 
/*          ->["!=1"] --> optSYS (input: sys_expno->sys_opt->transf.)        */ 
/*          ->["!=2"] --> optSYS && SYSRES-dataPt-assimil.(first||last pts): */ 
/*             ->[">=  2"] --> assimilation of the first[(CNST 4)-1]pts.     */ 
/*             ->["<= -2"] --> assimilation of the  last[(CNST 4)-1]pts.     */ 
/*                                                                           */ 
/*             ->[">=102"] --> assimil. of the first&&last[(CNST 4)-1]pts!   */ 
/*                                                                           */ 
/*                                                                           */ 
/* comment: [l20>=3]: excitation (and subsequent ht) using quarternary seq.: */ 
/*           pp: acqu of 3 cycl.(3 x mlbs/3) plus one add.data pt.(subseq.ht)*/ 
/*           zs_fht2D: add.of the data of the 3 cycl.first,then (non)cycl.ht */ 
/*---------------------------------------------------------------------------*/ 
 
 
 
/**************************** AU PROGRAM (head) ******************************/ 
 
#define USE_SXUTIL 
#define acqu_WINDOW {SETCURDATA AUERR=CPR_exec( "acqu",WAIT_TERM);} 
 
long  TD; 
int   DIG,TD1, 
      parMode,OneDproc[5],TwoDShift[5], 
      SWITCHcnst,SPECTtype; 
char  CUR_path[80],CUR_file[80],  
      SYSRES_file[80], FHT_file[80], 
      string[160], message[80]; 
float cnstCfloat; 
 
 
 
GETCURDATA; 
FETCHPARS("TD",&TD); 
FETCHPAR( "PARMODE",&parMode ); 
FETCHPAR("CNST 11",&cnstCfloat); 
  SPECTtype=(int)(cnstCfloat); 
FETCHPAR("CNST 31",&cnstCfloat); 
  SWITCHcnst=(int)(cnstCfloat); 
FETCHPAR("CNST 1",&cnstCfloat);  
  TwoDShift[0]=(int)(cnstCfloat);   /* exp.TYP  (s.above)   */ 
FETCHPAR("CNST 2",&cnstCfloat);  
  TwoDShift[3]=(int)(cnstCfloat);   /* fht-proc.parameter   */ 
FETCHPAR("CNST 3",&cnstCfloat);  
  OneDproc[0]=(int)(cnstCfloat);    /* 1D/2D proc.parameter */ 
FETCHPAR("CNST 4",&cnstCfloat);  
  OneDproc[1]=(int)(cnstCfloat);    /* 1D proc.parameter    */ 
FETCHPAR("l 31",&TwoDShift[1]); 
FETCHPAR("l 30",&TwoDShift[2]); 
FETCHPAR("TDeff",&TwoDShift[4]); 
FETCHPARS("DIGTYP",&DIG); 
 
/*** Check if FID-file exists (abort if not), create new name & copy file ****/ 
 
if(SPECTtype == -1) 
{ 
    sprintf( CUR_path,"%s/data/%s/nmr/%s/%d" 
           , disk, user, name, expno);                                 /* PC */ 
} 
else  
{ 
    sprintf( CUR_path,"/%s/data/%s/nmr/%s/%d" 
           , disk, user, name, expno);                               /* UNIX */ 
} 
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if (parMode == 0) 
{ TD1 = 1; 
   TwoDShift[0] = 0; 
   TwoDShift[1] = 0; 
   sprintf(CUR_file, "%s/fid", CUR_path);  
} 
else if (parMode == 1) 
{ 
   FETCHPAR1S("TD", &TD1); 
   sprintf(CUR_file, "%s/ser", CUR_path);  
} 
 
if (access(CUR_file,0) == -1) 
{ 
   STOPMSG( "AU program fht2D.au\n FID/SER-file not found !!!" ); 
} 
 
sprintf(SYSRES_file, "%s/sys_%d", CUR_path, expno); 
sprintf(string, "cp %s %s", CUR_file, SYSRES_file); 
system(string); 
 
 
/*** perform fht/create FHT-file/overwrite FID/SER-file/perform ft(fht) ******/ 
 
sprintf(FHT_file, "%s/fht_%d", CUR_path, expno); 
 
fhtMain(TD,TD1,FHT_file,CUR_file,CUR_path,DIG,OneDproc,TwoDShift,SPECTtype); 
 
 
sprintf(string, "cp %s %s", FHT_file, CUR_file); 
system(string); 
 
SWITCHcnst=2; 
STOREPAR("CNST 31",(float)SWITCHcnst); 
 
VIEWDATA;                                                   /* show fht-file */ 
/** 
***  acqu_WINDOW; 
**/ 
 
QUIT                                                /* end of main AU-progr. */ 
 
 
 
/**************************** fht PROGRAM ************************************/ 
 
 
/*-------------------------- local include files ----------------------------*/ 
#include<stdlib.h> 
#include<stdio.h> 
#include<math.h> 
#include<string.h> 
 
/*-------------------------- local declarations -----------------------------*/ 
#define DATATYPE long 
 
/*--------------------------- local functions -------------------------------*/ 
long zwohoch(val) 
int val; 
{ 
   register long zwo=2; 
 
   if(val==0) 
   { 
      return(1); 
   } 
   else 
   { 
      zwo<<=(val-1); 
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      return(zwo); 
   } 
} 
 
/*---------------------------------------------------------------------------*/ 
int initialize(ndata,nreg,tab) 
long ndata; 
int  *nreg,*tab; 
{ 
  int          ips[]={0,2,2,4,2,2,28,16,8,4,82,26,42,2,44,8,38,38}; 
  int          neor; 
  register int test2,mask,i; 
  long         test1; 
 
  test1=1;                                                      /* check data */ 
  *nreg=0; 
  do 
  { 
     *nreg=*nreg+1; 
     test1*=2; 
  } 
  while(test1<ndata); 
 
  if(test1!=ndata) 
  { 
     STOPMSG("ERROR: 11"); 
  } 
 
  if((*nreg<3)||(*nreg>19)) 
  { 
     STOPMSG("ERROR: 12"); 
  } 
 
  mask=ips[*nreg-2];                                            /* get eor`s */ 
  i=-1; 
  neor=0; 
  do 
  { 
     do 
     { 
        test2=mask; 
        mask/=2; 
        i++; 
     } 
     while(mask+mask==test2); 
     neor++; 
     tab[neor]=zwohoch(i); 
  } 
  while(mask!=0); 
  tab[0]=neor; 
 
  return(0); 
} 
 
/*---------------------------------------------------------------------------*/ 
int convertInput(proData,ioData,MLBS,ndata,tab,twoDshift) 
long     ndata,*twoDshift; 
int      *tab,*MLBS; 
DATATYPE *ioData; 
double   *proData; 
{ 
  int            xorBit,lastBit; 
  register long  i,j; 
  register long  bitSEQ; 
 
                     /* only for (non)cyclic ht [not for FHT!] : make mlbs[] */ 
  bitSEQ=ndata-1; 
 
  for (i=1;i<=ndata-1;i++) 
  { 
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     lastBit = (bitSEQ & 1); 
     if(lastBit==1)                                 /* (+1/-1) mlbs sequence */ 
     { 
        MLBS[i]=-1; 
     } 
     else 
     { 
        MLBS[i]=1; 
     } 
 
     if(twoDshift[3]==0)                            /* order fht input data! */ 
     { 
        proData[2*bitSEQ+1]=(double) ioData[2*i-1];               /* re_data */ 
        proData[2*bitSEQ+2]=(double) ioData[2*i];                 /* im_data */ 
     } 
 
     for (j=1;j<=tab[0];j++) 
     { 
        xorBit=(bitSEQ & tab[j]); 
        if (xorBit!=0) 
        { 
      xorBit=1; 
  } 
        lastBit=(lastBit^xorBit);                          /* XOR connection */ 
     } 
     bitSEQ /= 2; 
     bitSEQ  = (bitSEQ|(lastBit * ndata/2)); 
  } 
 
  if(twoDshift[3]==0)                          /* => 2exp(n) data for fht !! */ 
  { 
     proData[1]=0;                                /* datare/im [1] - [ndata] */ 
     proData[2]=0;                                /* datapro [1] - [2*ndata] */ 
  } 
 
  return(0); 
} 
 
/*---------------------------------------------------------------------------*/ 
int orderFADCdata(data,maxindex) 
long      maxindex; 
DATATYPE  *data; 
{ 
  DATATYPE      *tmp1,*tmp2; 
  register int  i,index; 
 
  if((((tmp1)=(DATATYPE*)calloc(maxindex/2,sizeof(DATATYPE)))==NULL)|| 
     (((tmp2)=(DATATYPE*)calloc(maxindex/2,sizeof(DATATYPE)))==NULL)) 
  { 
     STOPMSG("ERROR: cannot allocate memory for reordering FADCdata\n"); 
  } 
 
  index=maxindex/2-1; 
  for(i=1;i<=index;i++) 
  { 
     tmp1[i]=data[i]; 
     tmp2[i]=data[i+index]; 
  } 
  index=maxindex/4-1; 
  for(i=1;i<=index;i++) 
  { 
     data[4*i-3]=tmp1[2*i-1]; 
     data[4*i-2]=tmp1[2*i-0]; 
     data[4*i-1]=tmp2[2*i-0]; 
     data[4*i-0]=tmp2[2*i+1]; 
  } 
  data[maxindex-3]=tmp1[maxindex/2-1]; 
  data[maxindex-2]=tmp2[1]; 
  return(0); 
} 
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/*---------- eliminate SYSRES/FID offset(shift to zero) ---------------------*/ 
int convUnixDos(dataByte,maxIndex) 
char *dataByte; 
long maxIndex; 
{ 
  char tempBYTE; 
  register long i,j; 
 
  for(i=4;i<=maxIndex*4;i+=4) 
  { 
     tempBYTE = dataByte[i]; 
     dataByte[i] = dataByte[i+3]; 
     dataByte[i+3] = tempBYTE; 
 
     tempBYTE = dataByte[i+1]; 
     dataByte[i+1] = dataByte[i+2]; 
     dataByte[i+2] = tempBYTE; 
  } 
 
  return(0); 
} 
 
/*---------- eliminate SYSRES/FID offset(shift to zero) ---------------------*/ 
int shiftDATA(dataIo,fileType,maxIndex,numPts,twoDshift) 
DATATYPE  *dataIo; 
int       *twoDshift,fileType; 
long      maxIndex,numPts; 
{ 
  register long  i,indexReal; 
  long           firstReIndex,lastReIndex,NoiseIndex; 
  double         meanReVal,meanImVal; 
 
 
  if(fileType==1)  
  { 
    if(twoDshift[1]<=(maxIndex-2)-twoDshift[1])  
    { 
       NoiseIndex=0; 
    } 
    else  
    { 
       NoiseIndex=1; 
    } 
    
    switch(twoDshift[0]) 
    { 
       case  0 : 
       case 201: if(NoiseIndex==0)  
                 { 
                    lastReIndex=(maxIndex-3)-twoDshift[1]; 
                 } 
                 else lastReIndex=(maxIndex-3); 
                 break; 
       case 211: if(NoiseIndex==0) 
                 { 
                    lastReIndex=(maxIndex-3); 
                 } 
                 else lastReIndex=twoDshift[1]; 
                 break; 
       case 10 : 
       case 21 : if(twoDshift[1]>=numPts*2) 
                 { 
                    lastReIndex=twoDshift[1]; 
                 } 
                 else STOPMSG("ERROR: 2D FIDshift too small for mean \ 
                                 val.calc.(wrong l20 ?!?)!"); 
                 break; 
       case 11 : 
       case 20 : if((maxIndex-2)-twoDshift[1]>=numPts*2)  
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                 { 
                    lastReIndex=(maxIndex-3)-twoDshift[1]; 
                 } 
                 else STOPMSG("ERROR: 2D FIDshift too large for mean val. \ 
                               calc.(wrong l20 ?!?)!"); 
                 break; 
  
       default : twoDshift[0] = -1; 
    } 
    if(twoDshift[0] == -1)  
    { 
       STOPMSG("ERROR: wrong 2D-fht processing parameter (l30)"); 
    } 
 
  } 
  else 
  { 
     lastReIndex=maxIndex-3;   
  }                  /* [maxIndex-3]: last(complex)pt in [2exp(n)-1]fid file */ 
   
                           /* get last(complex)'numPts'for meanOffset calc.! */ 
  firstReIndex=lastReIndex-((numPts-1)*2);  
  if(firstReIndex<0)  
  { 
     STOPMSG("ERROR: 2D numPts too large for mean val.calc.!"); 
  } 
 
  meanReVal=0; 
  meanImVal=0; 
 
  for(i=firstReIndex;i<=lastReIndex;i+=2)  
  { 
     meanReVal+=(double)dataIo[i]; 
     meanImVal+=(double)dataIo[i+1]; 
  } 
    
  for(i=1;i<=maxIndex-3;i+=2)  
  { 
     dataIo[i  ]-=(DATATYPE)(meanReVal/numPts); 
     dataIo[i+1]-=(DATATYPE)(meanImVal/numPts); 
  } 
 
  return(0); 
} 
 
/*---------- eliminate RINGING effects(by manipulating SYSRES data) !!! -----*/ 
int optSYSRES(dataIo,ndata,tab,oneDproc) 
long      ndata; 
int       *tab,*oneDproc; 
DATATYPE  *dataIo; 
{ 
  register long  i,j,bitSEQ; 
  int            xorBit,lastBit,*MLBS,ReSign,ImSign; 
  int            ReAffinity,ImAffinity,optSYS,RefPt; 
  double         meanReVal,meanImVal; 
  long           refIndex,firstIndex,lastIndex; 
 
  FILE           *fpopt; 
  
 
  if((MLBS=(int*)calloc((size_t)(ndata+1),sizeof(int)))==NULL)  
  { 
     STOPMSG("ERROR(optSYSRES): cannot allocate memory!\n"); 
  } 
  
  if(oneDproc[1] >= 102) 
  { 
     RefPt = oneDproc[1]-100; 
  } 
  else 
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  { 
      if(oneDproc[1] >= 2) 
      { 
         RefPt = oneDproc[1]; 
      } 
      else 
      { 
         RefPt = oneDproc[1]*(-1); 
      } 
  } 
 
  if(dataIo[5]>=0) 
  { 
     ReSign=1;                         /* real part (0/180°)phase adjustment */ 
  } 
  else 
  { 
     ReSign=-1; 
  } 
 
  if(dataIo[6]>=0) 
  { 
     ImSign=1;                         /* imag.part (0/180°)phase adjustment */ 
  } 
  else 
  { 
     ImSign=-1; 
  } 
   
  ReAffinity=0;        /* [==0] : SYSRES similar to mlbs (=> RINGING effect) */ 
  ImAffinity=0;        /* [>=0] : SYSRES different from mlbs (-> no RINGING) */ 
 
  meanReVal=0;         /* => mean SYSRES offset (Ampl.due to RINGING effect) */ 
  meanImVal=0;         /*    -> SUM of (ndat-1) abs(value) ->"only positive" */ 
 
 
  i=1; 
  bitSEQ=ndata-1; 
 
  do /* -> calc.(+1/-1)(!)mlbs seq.and comp.sign of mlbs with SYSRES sign(!) */ 
  {            
     lastBit = (bitSEQ & 1); 
     if(lastBit==1)                                 /* (+1/-1) mlbs sequence */ 
     { 
        MLBS[i]=1;                                  /* -> first val.: ["+1"] */ 
     } 
     else 
     { 
        MLBS[i]=-1; 
     } 
 
     if((i >= RefPt)&&((ndata-1)- RefPt))  
     { 
        if( ((MLBS[i]==1)&&((dataIo[(2*i)-1]*ReSign)<=0))  
          ||((MLBS[i]==-1)&&((dataIo[(2*i)-1]*ReSign)>=0)) )  
        { 
           ReAffinity=i; 
        } 
        else  
        { 
           meanReVal += (double)(dataIo[(2*i)-1]*MLBS[i]); 
        } 
 
        if( ((MLBS[i]==1)&&((dataIo[ 2*i   ]*ImSign)<=0))  
          ||((MLBS[i]==-1)&&((dataIo[ 2*i   ]*ImSign)>=0)) ) 
        { 
           ImAffinity=i; 
        } 
        else 
        { 
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           meanImVal += (double)(dataIo[ 2*i   ]*MLBS[i]); 
        } 
     } 
 
     for (j=1;j<=tab[0];j++) 
     { 
        xorBit=(bitSEQ & tab[j]); 
        if (xorBit!=0) 
        { 
           xorBit=1; 
        } 
        lastBit=(lastBit^xorBit);  
     } 
     bitSEQ /= 2; 
     bitSEQ  = (bitSEQ|(lastBit * ndata/2)); 
 
     i++;     
  }                                     /* while "affinity in re || im part" */ 
  while( (i<(ndata-1))&&((ReAffinity==0)||(ImAffinity==0)) );   
 
            /* assimilation of the first(>=2)/last(<=-2) (oneDproc[1]-1) pts */ 
  if((oneDproc[1] >= 2)||(oneDproc[1] <= -2))  
  { 
     do 
     { 
        if(oneDproc[1] >= 2)  
        { 
           refIndex   = RefPt; 
           firstIndex = 1; 
           lastIndex  = refIndex - 1; 
        } 
        else if(oneDproc[1] <= -2)  
        { 
           refIndex   = (ndata - RefPt); 
           firstIndex = refIndex + 1; 
           lastIndex  = (ndata-1); 
        } 
 
        for(i=firstIndex;i<=lastIndex;i++)  
        { 
           if(ReAffinity==0)   /* assimilation incl. meanReVal-correction(!) */ 
           { 
              meanReVal -= (double)(dataIo[(2*i)-1]*MLBS[i]); 
              dataIo[(2*i)-1] = dataIo[(refIndex*2)-1]  
                                * (MLBS[refIndex] * MLBS[i]); 
              meanReVal += (double)(dataIo[(2*i)-1]*MLBS[i]); 
           } 
           else 
           { 
              dataIo[(2*i)-1] = dataIo[(refIndex*2)-1]; 
           } 
 
           if(ImAffinity==0)   /* assimilation incl. meanImVal-correction(!) */ 
           { 
              meanImVal -= (double)(dataIo[(2*i)]*MLBS[i]); 
              dataIo[(2*i)] = dataIo[(refIndex*2)] 
                              * (MLBS[refIndex] * MLBS[i]); 
              meanImVal += (double)(dataIo[(2*i)]*MLBS[i]); 
           } 
           else 
           { 
              dataIo[(2*i)] = dataIo[(refIndex*2)]; 
           } 
        } 
        oneDproc[1]-=(100 + 2*RefPt); 
     } 
     while(oneDproc[1] > -100); 
 
  } /* <-- end of assimilation */ 
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  if(ReAffinity==0) /* opt.real sysres pts */ 
  { 
     meanReVal /= (ndata-oneDproc[1]);  
     for(i=1;i<=(ndata*2)-3;i+=2)  
     { 
        dataIo[i]-=(meanReVal*MLBS[(i+1)/2]); 
     }  
  } 
    
  if(ImAffinity==0) /* opt.imaginary sysres pts */ 
  { 
     meanImVal/=(ndata-1-oneDproc[1]);  
     for(i=2;i<=(ndata*2)-2;i+=2)  
     { 
        dataIo[i]-=(meanImVal*MLBS[i/2]); 
     }  
  } 
    
  if((ReAffinity==0)||(ImAffinity==0))  
  { 
     optSYS=0; /* => save optSYSRES "sys_opt" datafile in current data dir.! */ 
  } 
  else 
  { 
     optSYS=1; 
  } 
    
  free(MLBS); 
  return(optSYS); 
} 
 
/*---------------------------------------------------------------------------*/ 
int ht_funct(proData,ioData,MLBS,maxIndex,twoDshift,fact) 
double    *proData; 
DATATYPE  *ioData; 
long      maxIndex; 
int       *MLBS,*twoDshift,fact; 
{ 
  register long  i,proIndex,indexStart,indexEnd; 
  long           lengthSEQ,shiftPtrSEQ,SEQeff,IndexSEQ,IndexReal; 
  int            htType,filterFunct; 
  double         relVal; 
 
 
  lengthSEQ = (maxIndex-2)/2; 
  SEQeff    = twoDshift[4]/2; 
 
 /** EXTRA: calc.quart.seq.: ------------------------------------------------*/ 
 
 /** Two different 1D excitation schemes: 
 *** 
 *** [A] compl.(quart.phase)mod.seq.(0/ 1/ 2/ 3) -> cc via two bin.sub-seq. 
 ***     (l20==5/6)                     -> cc: 2 x [1/-1] incl. 90°phase shift! 
 *** [B] compl.(bin.ph./ampl.)mod.seq.(3/ 1/-1/-3) -> cc via compl.quart.seq. 
 ***     (l20==3/4)                     -> cc: [ 3/ 1/-1/-3] without ph. shift! 
 **/ 
 
 
  if((twoDshift[3]>=3)&&(twoDshift[3]<=6)) 
  {                                   /* convert binary seq. into quart.seq. */ 
     maxIndex=(maxIndex-2)/fact + 2; 
     lengthSEQ=lengthSEQ/fact; 
     if(SEQeff > lengthSEQ) 
     { 
        SEQeff=lengthSEQ; 
     } 
 
     for(i=0;i<=lengthSEQ-1;i++)             /* mk quart.(3/1/-1/-3)sequence */ 
     { 
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        MLBS[i+1] = MLBS[i*3 + 1]; 
        MLBS[i+1]+= MLBS[i*3 + 2]; 
        MLBS[i+1]+= MLBS[i*3 + 3]; 
     } 
     /* ATTENTION !!! : reduction of the length of data/mlbs-files (by fact) */ 
  } 
 
 /* end of calc.quart.seq. (ndat reduced to ndat/fact) !!! ------------------*/ 
 
 
 if((twoDshift[3]==1)||(twoDshift[3]==3)||(twoDshift[3]==5))  /* CYCLIC ht ! */ 
 { 
    shiftPtrSEQ = 1; 
    for (IndexReal=1;IndexReal<=maxIndex-3;IndexReal+=2) 
    { 
       proData[IndexReal]=0; 
       proData[IndexReal+1]=0; 
       IndexSEQ=shiftPtrSEQ; 
 
       if(twoDshift[3]==5) /* [A]: quart.seq. inc. complex phase modulation! */ 
       {                   /* crosscorr.via two bin.sub-seq.incl.90°ph.shift */ 
          for (i=1;i<=maxIndex-3;i+=2) 
          { 
            /*** -> I) std.ht.proc.(cc of orig."complex"quart.(3/2/1/0)seq.)--- 
             *** if((MLBS[IndexSEQ]==3)||(MLBS[IndexSEQ]==-1))  
             *** { 
             ***    proData[IndexReal]   += (double) (ioData[i+1]*(-1)  
             ***                                      * (MLBS[IndexSEQ]-1)/2); 
             ***    proData[IndexReal+1] += (double) (ioData[i]         
             ***                                      * (MLBS[IndexSEQ]-1)/2);  
             *** } 
             *** else  
             *** { 
             ***    proData[IndexReal]   += (double) (ioData[i]         
             ***                                      * (MLBS[IndexSEQ]+1)/2); 
             ***    proData[IndexReal+1] += (double) (ioData[i+1]       
             ***                                      * (MLBS[IndexSEQ]+1)/2);  
             *** } 
             ***--------------------------------------------------- end of I */ 
 
            /*** -> II) modified ht.proc.(sym.probability weighting(C2 sym.)--- 
                    exchange of 3 and 2 in the "compl."quart.seq.=>mod.cc  ***/ 
             if((MLBS[IndexSEQ]==2)||(MLBS[IndexSEQ]==-1)) { 
                proData[IndexReal]   += (double) (ioData[i+1]*(-1) 
                                                  * MLBS[IndexSEQ]); 
                proData[IndexReal+1] += (double) (ioData[i] 
                                                  * MLBS[IndexSEQ]);  
             } 
             else  
             { 
                proData[IndexReal]   += (double) (ioData[i]   
                                                  * (MLBS[IndexSEQ]/3)); 
                proData[IndexReal+1] += (double) (ioData[i+1]     
                                                  * (MLBS[IndexSEQ]/3));  
             } 
            /*---------------------------------------------------- end of II */ 
 
             if(IndexSEQ == lengthSEQ) IndexSEQ = 1; 
              else IndexSEQ += 1; 
          } 
       } 
 
       if(twoDshift[3]!=5)  /* [B]: bin.seq.||quart.seq. inc.bin phase mod.! */ 
       { 
          for (i=1;i<=maxIndex-3;i+=2) 
          { 
             proData[IndexReal]   += (double) (ioData[i]   * MLBS[IndexSEQ]); 
             proData[IndexReal+1] += (double) (ioData[i+1] * MLBS[IndexSEQ]); 
 
             if(IndexSEQ == lengthSEQ) 
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             { 
                IndexSEQ = 1; 
             } 
             else 
             { 
                IndexSEQ += 1; 
             } 
          } 
       } 
 
       shiftPtrSEQ+=1; 
     } 
 
  } /* ---> end of: if(twoDshift[3]==1||3||5) "cycl.ht-loop" */ 
 
 
 
 
  if((twoDshift[3]==2)||(twoDshift[3]==4)||(twoDshift[3]==6)) /* NONcycl. ht */ 
  { 
   /*-------------------------------------------------------------------------- 
     selection of x(t)shift-dir.(dir.of t-axis) & starting point (pos/neg tau): 
      A1)  [rs of y(t) -> y(t+tau) tau:pos] == [ls of x(t) -> x(t+tau) tau:neg] 
      A2)  [ls of y(t) -> --------"-------] == [rs of x(t) -> --------"-------] 
      B1)  [----"----  -> y(t+tau) tau:neg] == [----"----  -> x(t+tau) tau:pos] 
      B2)  [rs of y(t) -> --------"-------] == [ls of x(t) -> --------"-------] 
 
     y(t)-shift: 
 
         x(t)                 |-----------|             Nr. shiftDir: tau: 
 
         y(t+tau)             |-----------|- - - - - -| A1      rs       pos 
         y(t+tau)             |- - - - - -|-----------| A2    ls         pos 
         y(t+tau) |- - - - - -|-----------|             B1    ls      neg 
         y(t+tau) |-----------|- - - - - -|             B2      rs    neg 
 
     x(t)-shift: 
 
     !!! x(t-tau) |- - - - - -|-----------|             A1    ls      neg  
         x(t-tau) |-----------|- - - - - -|             A2      rs    neg 
         x(t-tau)             |-----------|- - - - - -| B1      rs       pos 
         x(t-tau)             |- - - - - -|-----------| B2    ls         pos 
 
         y(t)                 |-----------| 
          
          
     --> noncycl.ht ["()":mlbs, "{}":ioData[htInput], "[]":proData[ht Output]]: 
 
     ---------------------------------   -------------------------------------- 
     A1:   (1)- - - - - - - >(mlbseff)   A2:    (1)- - - - - - - >(mlbseff) 
        {1}                                  {1} 
         |    - - - - - - -    | [1]          |    - - - - - - -    | [1] 
         |    - - - - - -    |                  |    - - - - - -    | 
         |    - - - - -    |                      |    - - - - -    | 
         |    - - - -    |                          |    - - - -    | 
         |    - - -    |                              |    - - -    | 
         |    - -    |                                  |    - -    | 
         |    -    | [TDeff]                              |    -    | [TDeff] 
        {TDeff}                                          {TDeff} 
 
     ht-loop:   - ioData ----- mlbs --   ht-loop:   - ioData ----- mlbs -- 
      1.step    {1->TDeff}  (1->TDeff)    1.step    {1       }  (   TDeff) 
      last step {1       }  (   TDeff)    last step {1->TDeff}  (1->TDeff) 
 
     proData:[TDeff]->[1]=>incl.FIDinv.! proData:[1]->[TDeff] => alles OK! 
 
     ---------------------------------   -------------------------------------- 
     B1:   (1)- - - - - - - >(mlbseff)   B2:    (1)- - - - - - - >(mlbseff) 
        {1}                                              {1} 
         |    -    | [1]                                  |    -    | [1] 
Anhang   
 
 
A27
         |    - -    |                                  |    - -    | 
         |    - - -    |                              |    - - -    | 
         |    - - - -    |                          |    - - - -    | 
         |    - - - - -    |                      |    - - - - -    | 
         |    - - - - - -    |                  |    - - - - - -    | 
         |    - - - - - - -    | [TDeff]      |    - - - - - - -    | [TDeff] 
        {TDeff}                              {TDeff} 
 
     ht-loop:   - ioData ---- mlbs --    ht-loop:   - ioData ---- mlbs --- 
      1.step    {1->TDeff} (1->TDeff)     1.step    {TDeff   }  (1       ) 
      last step {TDeff   } (1       )     last step {1->TDeff}  (1->TDeff) 
 
     proData:[1]->[TDeff] =>alles OK!    proData:[TDeff]->[1]=>incl.FIDinv.! 
 
    -------------------------------------------------------------------------*/ 
 
     htType = 4;   /* set noncycl.htType: 1 == A1; 2 == A2; 3 == B1; 4 == B2 */ 
 
    /*---> A) set initial shiftPtrMLBS value : */ 
 
     if((htType == 1)||(htType == 3)||(htType == 4))        /* if : A1,B1,B2 */ 
     { 
        shiftPtrSEQ = 1;                               
     } 
     else if(htType == 2)                                   /* if : A2       */ 
     { 
        shiftPtrSEQ = SEQeff;  
     } 
     else if((htType <= 0)||(htType >= 5))                  /* wrong htType  */ 
     { 
        STOPMSG("ERROR: wrong noncyc.htType (1-4)"); } 
     } 
 
 
    /* ---> B1) crosscorr.shift-loop (outer ht loop) : */ 
 
                                                  /* cc-data shift loop ---> */ 
     for (IndexReal=1;IndexReal<=((SEQeff*2)-1);IndexReal+=2)  
     { 
        switch(htType)  /* select (start/end)index for cc-loop (inner loop): */ 
        { 
            case 1 : indexStart = 1;                              /* if : A1 */ 
                     indexEnd   = (SEQeff*2)-IndexReal; 
                     proIndex   = (SEQeff*2) - IndexReal;     /* => FID inv. */ 
                     IndexSEQ   = shiftPtrSEQ; 
                     break; 
            case 2 : indexStart = 1;                              /* if : A2 */ 
                     indexEnd   = IndexReal; 
                     proIndex   = IndexReal;       /* => NO FID inv.after cc */ 
                     IndexSEQ   = shiftPtrSEQ; 
                     break; 
            case 3 : indexStart = IndexReal;                      /* if : B1 */ 
                     indexEnd   = (SEQeff*2)-1; 
                     proIndex   = IndexReal;       /* => NO FID inv.after cc */ 
                     IndexSEQ   = 1; 
                     break; 
            case 4 : indexStart = (SEQeff*2)-IndexReal;           /* if : B2 */ 
                     indexEnd   = (SEQeff*2)-1; 
                     proIndex   = (SEQeff*2) - IndexReal; /* =>incl.FID inv. */ 
                     IndexSEQ   = 1; 
                     break; 
        } /* end of switch */ 
 
        proData[proIndex]=0; 
        proData[proIndex+1]=0; 
 
                     /* [A] ---> quart. seq. inc. complex phase modulation ! */ 
        if(twoDshift[3]==6)       
        { 
                               /* ---> B2) crosscorr.-loop (inner cc-loop) : */ 
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           for (i=indexStart;i<=indexEnd;i+=2)   
           { 
              if((MLBS[IndexSEQ]==3)||(MLBS[IndexSEQ]==-1))  
              { 
                 proData[proIndex]   += (double) (ioData[i+1]*(-1)  
                                                  * (MLBS[IndexSEQ]-1)/2); 
                 proData[proIndex+1] += (double) (ioData[i]         
                                                  * (MLBS[IndexSEQ]-1)/2);  
              } 
              else  
              { 
                 proData[proIndex]   += (double) (ioData[i]    
                                                  * (MLBS[IndexSEQ]+1)/2); 
                 proData[proIndex+1] += (double) (ioData[i+1]  
                                                  * (MLBS[IndexSEQ]+1)/2);  
              } 
              IndexSEQ+=1; 
           } 
        } 
 
                     /* [B] ---> bin.seq.||quart.seq. inc.phase modulation ! */ 
        if(twoDshift[3]!=6) 
        { 
                               /* ---> B2) crosscorr.-loop (inner cc-loop) : */ 
           for (i=indexStart;i<=indexEnd;i+=2)  
           { 
              proData[proIndex]   += (double) (ioData[i]   * MLBS[IndexSEQ]); 
              proData[proIndex+1] += (double) (ioData[i+1] * MLBS[IndexSEQ]); 
              IndexSEQ+=1; 
           } 
        } 
 
 
 
 
      /* ---> noncycl.ht data FILTERING : */ 
 
        filterFunct = 0;  
                   /* select filter funct.: 0 == no calib.; 1 =="A"; 2 =="B" */ 
 
       /*---------------------------------------------------------------------- 
         "A" (filterFunct=1) corrFact ==  
                             MAX[num.of correlated pts]  / CUR[num.of corr.pts] 
         "B" (filterFunct=2) corrFact ==  
                              (2*MAX)-CUR[num.of corr.pts]/MAX[num.of corr.pts] 
          | 
          |**##    ##                                      oo    
          |                 ##                                   
          |                        ##                            
          |                                       oo             
          |                                ##                    
          |                                oo                     
          | 
          | 
          |        **              oo              ## 
          | 
          |                  oo 
          | 
          |                ** 
          |         oo 
          |                        ** 
          |                               ** 
          | oo                                     **     ##** 
           - - - - - - - - - - - - - - - - - - - - - - - - - - - - - >  
                                                  [num.of ccorr.pts] 
 
            oo  number of correlated pts   (pts(data[i])cc(mlbs[j])) 
            **  Type "A" (filterFunct=1)   (corr.value function    ) 
            ##  Type "B" (filterFunct=2)   (corr.value function    ) 
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        ---------------------------------------------------------------------*/ 
 
        if(filterFunct == 1)                             /* calib.factor "B" */ 
        { 
           relVal = (double) ( (SEQeff*100) / ((indexEnd-indexStart)/2 + 1) ); 
        } 
        else if(filterFunct == 2)                        /* calib.factor "A" */ 
        { 
           relVal = (double) ( (((SEQeff*2) - ((indexEnd-indexStart)/2 + 1)) 
                                * 100) /SEQeff ); 
        } 
 
        if(filterFunct >=1)                      /* ---> execute calibration */ 
        { 
          proData[proIndex]   *= relVal/100; 
          proData[proIndex+1] *= relVal/100; 
        } 
 
       /* <--- end of data filtering process */ 
 
 
        if((htType == 1)||(htType == 3)||(htType == 4))      /* if: A1,B1,B2 */ 
        { 
           shiftPtrSEQ+=1;  
        } 
        else  
        { 
           shiftPtrSEQ-=1;                                        /* if: A2  */ 
        } 
 
     } /* <--- end of crosscorr.shift-loop (outer ht loop) */ 
 
  }    /* <--- end of NONcyclic ht */ 
 
  return(0); 
} 
 
/*---------------------------------------------------------------------------*/ 
int fht_funct(datapro,ndata,nreg) 
double  *datapro; 
long    ndata; 
int     nreg; 
{ 
  register double  datest; 
  register long    i,iii,j; 
  long             k,l,ll; 
  int              n; 
 
 
  iii=1;                                                              /* FHT */ 
  ll=ndata/2; 
 
  for(n=1;n<=nreg;n++) 
  { 
     i=1-iii; 
     j=1; 
     for(l=1;l<=ll;l++) 
     { 
        i+=iii; 
        j+=iii; 
        for(k=1;k<=iii;k++) 
        { 
    datest=datapro[2*i-1]; 
           datapro[2*i-1]+=datapro[2*j-1]; 
           datapro[2*j-1]=datest-datapro[2*j-1]; 
    datest=datapro[2*i]; 
           datapro[2*i]+=datapro[2*j]; 
           datapro[2*j]=datest-datapro[2*j]; 
           j++; 
           i++; 
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        } 
     } 
     iii+=iii; 
     ll/=2; 
  } 
  return(0); 
} 
 
/*---------------------------------------------------------------------------*/ 
int calibFHT(datapro,calibre,calibim,maxindex) 
double  *datapro; 
long    maxindex,calibre,calibim; 
{ 
  register long i; 
 
 /*----check hadamardtransf.data for calib. / find calib.factor -----*/ 
 
  calibre=datapro[3]; 
  calibim=datapro[4]; 
  for(i=2;i<=maxindex-2;i+=2) 
  { 
     if(fabs(calibre)>fabs(datapro[i+1]))  
     { 
        calibre=datapro[i+1]; 
     } 
     if(fabs(calibim)>fabs(datapro[i+2]))  
     { 
        calibim=datapro[i+2]; 
     } 
  } 
 
  if ((calibre==0)||(calibim==0)) 
  { 
     calibre=calibim=1; 
     printf("\n\n no calibration (calibre;im==NULL) \n\n"); 
  } 
 
 /*-------------- END of finding CALIBRATION FACTOR -----------------*/ 
 
  return(0); 
} 
 
 
 
/*---------- permut/invert/add last pts/convert(long->DBL) fht-data ---------*/ 
int permut(datapro,dataio,maxIndex,nreg,tab,calibre,calibim,twoDshift) 
DATATYPE  *dataio; 
double    *datapro,calibre,calibim; 
long      maxIndex,*twoDshift; 
int       nreg,tab[]; 
{ 
  register long  i,na,nn; 
  long           k,jreg[19],bitvalue[19],shiftIndex1,shiftIndex2, 
                 shiftIndexAbs,shiftIndexRel,newIndex; 
  int            j; 
 
 
/* A) ---> define/select parameters for dataset permutation/inversion :      */ 
 
  for(j=1;j<=nreg;j++) 
  { 
     jreg[j]=zwohoch(j-1); 
     bitvalue[j]=jreg[j]; 
  } 
 
  shiftIndexAbs = twoDshift[1]; 
  shiftIndexRel = maxIndex-2-twoDshift[1]; 
 
 /** 
 *** def. Shift-pts (depending on l30 in the acqu-file of the current dataset): 
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 *** 
 *** ->l30=  0    : proc.(fht times td1, no add.proc.) -> both FIDs/no shift 
 *** ->l30= 10    : backw.phaselist shift: proc.via 1.  (FIXED)FID -> no shift 
 *** ->l30= 20/201:        --"--         : proc.via 2.(SHIFTED)FID -> FID-shift 
 *** ->l30= 11    : forw.phaselist shift : proc.via 2.  (FIXED)FID -> no shift 
 *** ->l30= 21/211:        --"--         : proc.via 1.(SHIFTED)FID -> FID-shift 
 *** 
 ***   l30=  0    : NO shift / no assimilation! 
 ***   l30= 10/20 : NO datafile-shift => FIXED FID in the first data pts! 
 ***                 1)assimilation of the pts.of the 'shifted FID'pts!  
 ***                    => NO SHIFTED FID in fht-file! 
 ***   l30= 20/21 : (backw.(l30=20)||forw.(l30=21))-shift of the sec.ph-list 
 ***                 1) cycl.shift of sec.(shifted)FID to the first pt! 
 ***                    => fixed FID: end of the file 
 ***                 2)assimilation of the last pts.!  
 ***                    => NO FIXED FID in fht-file! 
 ***   l30=101/111: same proc.than for l30=0 (NO shift/no assimilation)  
 ***                    => senseless parameter! 
 ***   l30=201/211: same proc.than for l30=20/21 (FID-shift), but no assimil. 
 ***                of the 'fixed fid'pts! 
 **/ 
 
  switch(twoDshift[0]) 
  { 
     case  0 : 
     case 201: 
     case 211: shiftIndex1 = maxIndex-2;    
                               /* IN : [2]                 - [maxIndex-2   ] */ 
               shiftIndex2 = maxIndex-2;    
                               /* OUT: [2]                 - [maxIndex-2   ] */ 
               break; 
     case 10 : shiftIndex1 = maxIndex-2;   
                               /* IN : [2]                 - [maxIndex-2   ] */ 
               shiftIndex2 = shiftIndexAbs; 
                               /* OUT: [2]                 - [shiftIndexAbs] */ 
        break; 
     case 11 : 
     case 20 : shiftIndex1 = maxIndex-2;    
                               /* IN : [shiftIndexAbs + 2] - [maxIndex-2   ] */ 
               shiftIndex2 = shiftIndexRel; 
                               /* OUT: [2]                 - [shiftIndexRel] */ 
        break; 
     case 21 : shiftIndex1 = maxIndex-2;    
                               /* IN : [shiftIndexRel + 2] - [maxIndex-2   ] */ 
               shiftIndex2 = shiftIndexAbs; 
                               /* OUT: [2]                 - [shiftIndexAbs] */ 
        break; 
 
     default : twoDshift[0] = -1; 
  } 
   
  if(twoDshift[0] == -1)  
  { 
     STOPMSG("ERROR: wrong 2D-fht processing parameter (l30)"); 
  } 
 
 
 /* B) ---> permutation of hadamardtransf.data vector incl.data vector inv.: */ 
 
  for(i=2;i<=shiftIndex1;i+=2)                /* start of PermutInvert-loop! */ 
  { 
     k=0; 
     for(j=1;j<=nreg;j++) 
     { 
        k+=(jreg[j] & 1)*bitvalue[j]; 
     } 
 
     if(datapro[2*k+1] >= 0) 
     { 
        datapro[2*k+1]=datapro[2*k+1]/calibre+0.5;  
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     } 
     else 
     { 
        datapro[2*k+1]=datapro[2*k+1]/calibre-0.5;  
     } 
 
     if(datapro[2*k+2] >= 0) 
     { 
        datapro[2*k+2]=datapro[2*k+2]/calibim+0.5;  
     } 
     else 
     { 
        datapro[2*k+2]=datapro[2*k+2]/calibim-0.5;  
     } 
 
 
     switch(twoDshift[0])  /* select newIndex for dataSet after permutation: */ 
     {                     /* INdata-permut->OUTdata(inverted dataSet order) */ 
        case  0 : 
        case 10 : 
        case 11 : newIndex   = (maxIndex-2)  - i;   
                                    /* => newIndex[maxIndex-4]      ---> [0] */ 
           break; 
        case 20 : 
        case 201: newIndex   = shiftIndexRel - i;   
                                    /* => newIndex[shiftIndexRel-2] ---> [0] */ 
                  if(newIndex <= 0)  
                  {                  
                     newIndex = shiftIndexRel - i + (maxIndex-2); 
                  }                 /*  => [maxIndex-2] ---> [shiftIndexRel] */ 
                  break; 
        case 21 : 
        case 211: newIndex   = shiftIndexAbs - i; 
                                    /* => newIndex[shiftIndexAbs-2] ---> [0] */ 
                  if(newIndex <= 0) 
                  { 
                     newIndex = shiftIndexAbs - i + (maxIndex-2); 
                  }                 /*  => [maxIndex-2] ---> [shiftIndexAbs] */ 
           break; 
     } 
 
 
    /* A1) BLUEMICH permut vers.(part I(-> II)): */ 
     dataio[newIndex+3]=(long) (datapro[2*k+1]);   
                                   /* => OUT: dataio[shiftIndex1+1] ---> [3] */ 
     dataio[newIndex+4]=(long) (datapro[2*k+2]);   
                                   /* => OUT: dataio[shiftIndex1+2] ---> [4] */ 
     shiftIndex2+=2; 
 
    /* B) eigentl.LOGISCHere permut vers.(part I(-> II)): */ 
    /**** dataio[newIndex+1]=(long) (datapro[2*k+1]); ***/ 
                                   /* => OUT: dataio[shiftIndex1-1] ---> [1] */ 
    /**** dataio[newIndex+2]=(long) (datapro[2*k+2]); ***/ 
                                   /* => OUT: dataio[shiftIndex1  ] ---> [2] */ 
 
 
 
     for(j=1;j<=nreg;j++) 
     { 
        na=(jreg[j] & 1); 
        for(k=1;k<=tab[0];k++) 
 { 
           nn=(jreg[j] & tab[k]); 
           if(nn!=0) nn=1; 
           na=(na^nn); 
 } 
        jreg[j]=((jreg[j]/2)|(na*maxIndex/4)); 
     } 
 
  } /* end of PermutInvert-loop! */ 
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  for(i=shiftIndex2;i<=maxIndex-2;i+=2)  /* -> assimil. of the last elements */ 
  { 
     dataio[i+1]=dataio[shiftIndex2-1];   
                          /* => OUT: dataio[shiftIndex2+1] ---> [maxindex-1] */ 
     dataio[i+2]=dataio[shiftIndex2];    
                          /* => OUT: dataio[shiftIndex2+2] ---> [maxindex  ] */ 
  } 
 
 
 /* A2) BLUEMICH permut vers.(part II): */ 
  dataio[1]=dataio[maxIndex-1];       /* => OUT: dataio[1] ---> [maxindex-1] */ 
  dataio[2]=dataio[maxIndex];         /* => OUT: dataio[2] ---> [maxindex  ] */ 
 
  return(0); 
} 
 
 
 
 
/*---------------------------------------------------------------------------*/ 
 
/********************* start of main function(fhtmain) ***********************/ 
int fhtMain(TD,TD1,FHT_file,CUR_file,CUR_path,digTYP,OneDproc,TwoDshift, 
            SpectType) 
int   digTYP,TD1,OneDproc[5],TwoDshift[5],SpectType; 
long  TD; 
char  CUR_path[80],CUR_file[80], FHT_file[80]; 
 
{ 
  DATATYPE       *dataio, *datatemp; 
  double         *datapro,calibre,calibim; 
  int            *mlbs,j,nreg,tab[5],nSysres,countSysres,Fact,checkSYSRES; 
  long           ndata,maxindex,maxFidIndex,bytes,newPos; 
  register long  i,ireg,na,nn; 
  char           *databyte,message[80],test[80],OPT_file[80]; 
 
  FILE           *fpin,*fpout,*fpopt; 
 
 
  nSysres  = TD1; 
  maxindex = TD; 
 
  if((TwoDshift[4]==0)||(TwoDshift[4]>=(maxindex-2)))  
  { 
     TwoDshift[4]=(maxindex-2);  
  }                   /* TwoDshift[4] == TDeff -> proc.param. for nonCycl.ht */ 
 
  ndata = maxindex / 2; 
  TwoDshift[1]=TwoDshift[1] * 2; 
 
 
  if((fpin=fopen(CUR_file,"rb"))==NULL)    /* check IN/OUT file(directories) */ 
  { 
      STOPMSG("ERROR: cannot open fid(input)file"); 
  } 
  if((fpout=fopen(FHT_file,"wb"))==NULL)  
  { 
      STOPMSG("ERROR: cannot open fht(output)file"); 
  } 
 
 
  if((TwoDshift[3]>=3)&&(TwoDshift[3]<=6))         /* proc.via quart.seq.-ht */ 
  { 
     if(((ndata-1)/3==1365)||((ndata-1)/3==5461)||((ndata-1)/3==21845))  
     { 
        Fact=3;  
     } 
     else  
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     { 
        STOPMSG("ERROR: wrong mlbs-length \ 
                 (quart.seq.only for:4095/16383/65535)");  
     } 
  } 
  else  
  { 
     Fact=1;  
  } 
 
  maxFidIndex=((maxindex-2)/Fact)+2; 
 
                                                            /* memory check: */ 
  if( ((dataio  = (DATATYPE*)calloc((size_t)(maxindex+2), 
                                    sizeof(DATATYPE)))==NULL) 
     ||((datatemp= (DATATYPE*)calloc((size_t)(maxindex+2), 
                                    sizeof(DATATYPE)))==NULL) 
     ||((datapro = (double*)  calloc((size_t)(maxindex+2), 
                                    sizeof(double)  ))==NULL) 
     ||((mlbs    = (int*)     calloc((size_t)(ndata*Fact), 
                                    sizeof(int)     ))==NULL)   
   ) 
  { 
     STOPMSG("ERROR: cannot allocate memory!\n");  
  } 
 
  if(SpectType == -1)  
  { 
     if((databyte= (char*)calloc((size_t)((maxindex+2)*4),sizeof(char)))==NULL)  
     {  
        STOPMSG("ERROR: cannot allocate memory!\n");  
     } 
  } 
 
 
  if(initialize(ndata,&nreg,tab)!=0)        /* check inputPar; define parSet */ 
  { 
     STOPMSG("ERROR: initialize returned with bad status!\n");  
  } 
 
 
 
 /*--- start 2D loop (nSysres fid-files) ------------------------------------*/ 
 
 for(countSysres=1;countSysres<=nSysres;countSysres+=1) 
 { 
   /*---------------- get sysres-data (convert FADC-data) -------------*/ 
 
     if(SpectType == -1)      /*---byteorder inversion:----------------*/   
     { 
        if(fread(&databyte[4],sizeof(char),maxindex*4,fpin)!=(maxindex*4))  
        { 
            STOPMSG("ERROR: ...when reading data");  
        } 
        if(convUnixDos(databyte,maxindex)!=0)  
        { 
           STOPMSG("ERROR: convUnixDos returned with bad status!\n");  
        } 
        dataio=&databyte[0]; 
     } 
     else  
     { 
        if(fread(&dataio[1],sizeof(DATATYPE),maxindex,fpin)!=maxindex)  
        { 
           STOPMSG("ERROR: ...when reading data");  
        } 
     } 
       
   /*------------ ATTENTION: read maxindex (2*(mlbs+1)) pts !!! -------*/ 
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    if((TwoDshift[3]>=3)&&(TwoDshift[3]<=6)) /* proc.via quart.seq.-ht */ 
    { 
       for(j=1;j<Fact;j++) 
       { 
          for(i=1;i<=(maxFidIndex-3);i+=2) 
          { 
             dataio[i  ]+=dataio[((maxFidIndex-2)*j)+i  ]; 
             dataio[i+1]+=dataio[((maxFidIndex-2)*j)+i+1]; 
          } 
       } 
    } 
 
    switch(digTYP)   /* orderFADC:add the(equal/uneq.pts)FADC-FID-parts*/ 
    { 
       case 3 : orderFADCdata(dataio,maxindex);   /* BC132-12*/ 
                break; 
       case 4 : orderFADCdata(dataio,maxindex);   /* BC132-16*/ 
                break; 
       case 5 : orderFADCdata(dataio,maxindex);   /* FADC    */ 
                break; 
       case 6 : digTYP=6;                         /* HADC    */ 
                break; 
       case 7 : digTYP=7;                         /* SADC    */ 
                break; 
       case 8 : digTYP=8;                         /* HADC+   */ 
                break; 
       case 9 : digTYP=9;                         /* SADC+   */ 
                break; 
 
       default : digTYP=-1; 
    } 
    if(digTYP==-1)  
    { 
       STOPMSG("ERROR: wrong DIGTYP"); 
    } 
 
 
   /*-------------------- start fht-data-processing -------------------------*/ 
 
 
   /** -> shiftDATA : (re/im)SYSRES offset elimin.  
   *** -> optSYSRES :  detection && elimin.of RINGING effects  
   ***                 optSYSRES(mlbs<->SYSRES) only for 1D exp.!  
   ***/ 
    
    if((OneDproc[0]==1)||(OneDproc[0]==2))    /* ->(re/im)FID offset elimin. */ 
    { 
       if(shiftDATA(dataio,0,maxindex,ndata-1,TwoDshift)!=0)  
       { 
          STOPMSG("ERROR: shiftDATA (SYSRES) returned with bad status!\n"); 
       } 
 
       sprintf(OPT_file, "%s/sys_shift", CUR_path); 
       if((fpopt=fopen(OPT_file,"wb"))==NULL)  
       { 
          STOPMSG("ERROR: cannot open opt(output)file"); 
       } 
 
       if(SpectType == -1)         /*---byteorder inversion:-----------------*/ 
       { 
          for(i=1;i<=(maxindex-2);i+=2) 
          { 
             datatemp[i  ]=dataio[i  ]; 
             datatemp[i+1]=dataio[i+1]; 
          } 
          databyte=&datatemp[0]; 
 
          if(convUnixDos(databyte,maxindex)!=0)  
          { 
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             STOPMSG("ERROR: convUnixDos (called from convUnixDos) returned \ 
                                          with bad status!\n");  
          } 
          if(fwrite( &databyte[4],sizeof(char) 
                   , (maxindex*4),fpopt)!=(maxindex*4) 
            )  
          { 
             STOPMSG("ERROR: ...when writing data");  
          } 
       } 
       else  
       { 
          if(( fwrite(&dataio[1],sizeof(DATATYPE),(maxindex) 
                     , fpopt)!=maxindex) 
            ) 
          { 
             STOPMSG("ERROR: ...when writing opt.SYSRES data!\n");  
          } 
       } 
       fclose(fpopt);        
    } 
 
 
    if((OneDproc[1]==1)||(OneDproc[1]>=2)||(OneDproc[1]<=-2))  
    { 
       checkSYSRES=optSYSRES(dataio,ndata,tab,OneDproc);     
       if((checkSYSRES<0)||(checkSYSRES>1))  
       {     
          STOPMSG("ERROR: optSYSRES returned with bad status!\n"); 
       }        
       if(checkSYSRES==0)  
       { 
          sprintf(OPT_file, "%s/sys_opt", CUR_path); 
          if((fpopt=fopen(OPT_file,"wb"))==NULL)  
          { 
             STOPMSG("ERROR: cannot open opt(output)file"); 
          } 
          if(SpectType == -1) /*---byteorder inversion:----------------*/ 
          { 
             for(i=1;i<=(maxindex-2);i+=2) 
             { 
                datatemp[i  ]=dataio[i  ]; 
                datatemp[i+1]=dataio[i+1]; 
             } 
             databyte=&datatemp[0]; 
 
             if(convUnixDos(databyte,maxindex)!=0)  
             { 
                STOPMSG("ERROR: convUnixDos (called from optSYSRES) \ 
                                             returned with bad status!\n");  
             } 
             if(fwrite( &databyte[4],sizeof(char),(maxindex*4) 
                      , fpopt)!=(maxindex*4) 
               )  
             { 
                STOPMSG("ERROR: ...when writing data");  
             } 
          } 
          else  
          { 
             if((fwrite( &dataio[1],sizeof(DATATYPE),(maxindex) 
                       , fpopt)!=maxindex) 
               )  
             { 
                STOPMSG("ERROR: ...when writing opt.SYSRES data!\n");  
             } 
          } 
          fclose(fpopt);        
       } 
    } 
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    if(convertInput(datapro,dataio,mlbs,ndata,tab,TwoDshift)!=0) { 
       STOPMSG("ERROR: convertInput returned with bad status!\n"); 
      } 
 
 
 
    if(TwoDshift[3]==0)                                  /* => fht !!! */ 
    { 
       if(fht_funct(datapro,ndata,nreg)!=0)  
       { 
          STOPMSG("ERROR: fht returned with bad status!\n"); 
       } 
    } 
    else                                      /* => (non)cyclic ht !!! */ 
    { 
       sprintf(message,"maxindex: %d \n\n... ht in progress",maxindex); 
       Proc_err(0,message); 
 
       if(ht_funct(datapro,dataio,mlbs,maxindex,TwoDshift,Fact)!=0)  
       { 
          STOPMSG("ERROR: ht returned with bad status!\n"); 
       } 
    } 
 
 
    calibre=calibim=1;                            /* -> NO CALIBRATION */ 
   /** 
   *** if(calibFHT(datapro,calibre,calibim,maxindex)!=0)  
   *** { 
   ***    STOPMSG("ERROR: calibFHT returned with bad status!\n"); 
   *** } 
   **/ 
 
 
    if(TwoDshift[3]==0)                                  /* fht => !!! */ 
    { 
       if( permut(datapro,dataio,maxindex,nreg,tab 
         , calibre,calibim,TwoDshift)!=0 
         )  
       { 
          STOPMSG("ERROR: permut returned with bad status!\n"); 
       } 
    } 
    else                                      /* => (non)cyclic ht !!! */ 
    { 
       if((TwoDshift[3]==1)||(TwoDshift[3]==3)||(TwoDshift[3]==5)) 
       {                                                  /* cyclic ht */ 
         for(i=1;i<=maxFidIndex-3;i+=2) 
         { /*conv.(double->long) of ht data vector incl.data vector inv.(!)*/ 
            * new vers.for cyclic ht funct.(ref.to bluemich fht vers.(l20=0)) 
            *  ----------> incl. "rs" of the (inverted FID by one complex pt) 
            */ 
           
           /* new version (part I(->II)) */ 
              dataio[maxFidIndex-i  ]=(long) (datapro[i]); 
              dataio[maxFidIndex-i+1]=(long) (datapro[i+1]); 
           /* end of new vers.(part I(->II)) */ 
 
           /* original version: 
            * dataio[maxFidIndex-i-2]=(long) (datapro[i]); 
            * dataio[maxFidIndex-i-1]=(long) (datapro[i+1]); 
            * end of orig.vers. */ 
         } 
 
 
         for(i=maxFidIndex+1;i<=maxindex-3;i+=2) 
         { 
            dataio[i]   = dataio[maxFidIndex-1]; 
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            dataio[i+1] = dataio[maxFidIndex]; 
         } 
 
         /* new version (part II) */ 
            dataio[1]=0; 
            dataio[2]=0; 
         /* end of new vers.(part II) */ 
 
       } 
       else                                            /* nonCyclic ht */ 
       { 
            /* conv.(double->long) of ht data vector without inversion */ 
          for(i=1;i<=TwoDshift[4];i+=1)  
          {  
             dataio[i]=(long) (datapro[i]);        
          } 
                               /* assimilation of the missing elements */ 
          for(i=(TwoDshift[4]+1);i<=(maxindex-2);i+=1)  
          { 
             dataio[i]=(long) (datapro[i-1]);  
          } 
       } 
                              /* assimilation of the last two elements */ 
       dataio[maxindex-1] = dataio[maxindex-3]; 
       dataio[maxindex]   = dataio[maxindex-2]; 
 
       sprintf(message," maxindex   : %d \n maxFidIndex: %d\n\n ht \ 
                         finished ...",maxindex,maxFidIndex); 
       Proc_err(0,message); 
    } 
 
 
    if((OneDproc[0]==2)||(OneDproc[0]==3)) { /*(re/im)FID offset elim. */ 
    { 
       if(shiftDATA(dataio,1,maxindex,100,TwoDshift)!=0)  
       {   
          STOPMSG("ERROR: shiftDATA (FID) returned with bad status!\n"); 
       } 
    } 
      
 
    switch(TwoDshift[0]) /*2D[F1]steps: phListPtr.incr.([2*dw]*TwoDshift[2]) */ 
    {                                   /* TwoDshift[2]==l30==[F1]shiftWidth */ 
       case 0  : break; 
       case 10 : 
       case 20 : 
       case 201: TwoDshift[1]-=2*TwoDshift[2]; 
                 break; 
       case 11 : 
       case 21 : 
       case 211: TwoDshift[1]+=2*TwoDshift[2]; 
                 break; 
 
       default : TwoDshift[1]=-1; 
    } 
 
    if(TwoDshift[1]==-1)  
    { 
       STOPMSG("ERROR: wrong 2D shift value (->l30)"); 
    } 
 
    if(TwoDshift[1] < 0)  
    { 
       STOPMSG("ERROR: negative 2D-shift value (->l31)"); 
    } 
 
   /*--------------------- write fht-data to disk ---------------------------*/ 
 
       
    if(SpectType == -1)       /*---byteorder inversion:----------------*/ 
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    { 
       for(i=1;i<=(maxindex-2);i+=2) 
       { 
          datatemp[i  ]=dataio[i  ]; 
          datatemp[i+1]=dataio[i+1]; 
       } 
       databyte=&datatemp[0]; 
 
       if(convUnixDos(databyte,maxindex)!=0)  
       { 
          STOPMSG("ERROR: convUnixDos returned with bad status!\n");  
       } 
 
       if(fwrite(&databyte[4],sizeof(char),maxindex*4,fpout)!=(maxindex*4))  
       { 
          STOPMSG("ERROR: ...when writing data");  
       } 
    } 
    else  
    { 
       if((fwrite(&dataio[1],sizeof(DATATYPE),maxindex,fpout)!=maxindex))  
       { 
          STOPMSG("ERROR: ...when writing data!\n");  
       } 
    } 
 
 
  } /* end of 2D loop !!! ---------------------------------------------------*/ 
 
  if(TwoDshift[3]>=1)  
  { 
     sprintf(message,"\n\n\n              ... zs_fht2D finished!"); 
     Proc_err(0,message); 
  } 
 
  fclose(fpin); 
  fclose(fpout); 
  free(dataio); 
  free(datapro); 
 
} 
/************ end of main function(fhtmain) & end of fht PROGRAM *************/ 
 
 
 
 
 
 
 
 
 
  Anhang 
 
 
A40 
 
(B) Programm zur Steuerung zweidimensionaler Summenanregungs-Experimente: 
 
/*---------------------------------------------------------------------------*/ 
/* zs_sexy2D.au                                                     16.03.00 */ 
/*                                                                           */ 
/* "Steuerprogramm fuer die Durchfuehrung von 'pseudo-2D' PHASE / SEXY Exp." */ 
/*                                                                           */ 
/*  BRUKER-UXNMR-AUTOMATIONSPROGRAMM                                         */ 
/*                                                                           */ 
/*---------------------------------------------------------------------------*/ 
/*                                                                           */ 
/* SEXY-2D ---> TD1: (TD1/2 1D-PHASE) && (TD1/2 1D-DOPE ) experiments:       */ 
/* ------------------------------------------------------------------------- */ 
/* ...starts with first dataset (expno == x) - with parameters taken from 2D */ 
/* dataset (expno == 900+x) - and performs TD1 1D-exp.(all at expno == x)!   */ 
/* changes dataset to expno==900+x (2D dataset) and creates SUM(2D)serfile!  */ 
/* ------------------------------------------------------------------------- */ 
/*         ---> mlbs / SUMc / 4PM ph.lists:online calc.via mkLists-funct.(!) */ 
/*---------------------------------------------------------------------------*/ 
 
 
/*---------------------------------------------------------------------------*/ 
/* 2D ParameterSetup:                                                        */ 
/*                                                                           */ 
/* ( l1      -> [acquisition] "loop-selection parameter" -> def.see cnst7! ) */ 
/*                                                                           */ 
/*   l21-l24 -> [acquisition]  pp - parameter !!!                            */ 
/*                                                                           */ 
/*                 l21           == mlbs-length                              */ 
/*                 l22           == DummyLoops (times mlbs)                  */ 
/*                                    at the beginning of the 2D exp.!       */ 
/*                 l23           == CALIBLoops (times mlbs)                  */ 
/*                                    at the beginning of each 2D step!      */ 
/*                 l24           == ADDLoops (times mlbs)                    */ 
/*                                    at the beginning of each SCAN!         */ 
/*                                                                           */ 
/*     l30     -> [acquisition] 2D[F1]stepwidth ([l30>=2]: oversampling exp.)*/ 
/*     l31     -> [acquisition] initial ph2-list shift ( [l31==1] <---> iu31)*/ 
/*                                                                           */ 
/*                                                                           */ 
/* Acquisition:                                                              */ 
/*                                                                           */ 
/*  CNST 1 -->(ph2-list shift: forward:"iu31"/backward:"du31")  TwoDshift[0] */ 
/*                                                                           */ 
/*    ACQUISITION (1.FID==FIXED , 2.FID==SHIFTED):                           */ 
/*     0        : 1.+ 2.FID: ph2-list: Number of forw./backw.shift-pts.      */ 
/*     10       : 1.FID-ph2-list: backw.shift "du31" (mlbs-1-1TD ... mlbs-1) */ 
/*     20,201   : 2.FID --------------"-----------   (1          ...    1TD) */ 
/*     11       : 1.FID-ph2-list: forw.shift "iu31"  (1          ...    1TD) */ 
/*     21,211   : 2.FID --------------"-----------   (mlbs-1-1TD ... mlbs-1) */ 
/*                                                                           */ 
/*    PROCESSING:                                                            */ 
/*      0       : std 2D fht without any add.proc. -> both FIDs/no shift     */ 
/*      10      : backward ph2-shift: proc.via 1.(FIXED)FID   -> no shift    */ 
/*      20/201  :       --"--       : proc.via 2.(SHIFTED)FID -> FID-shift   */ 
/*      11      : forward ph2-shift : proc.via 3.(FIXED)FID   -> no shift    */ 
/*      21/211  :       --"--       : proc.via 4.(SHIFTED)FID -> FID-shift   */ 
/*                                                                           */ 
/*  l31 -> initial 2D-ph2-list shift   (l31=1 <-> iu31  )!      TwoDshift[1] */ 
/*  l30 -> 2D[F1]stepWidth/phListShift (l30=1 <-> std.2D)!      TwoDshift[2] */ 
/*                                                                           */ 
/*                                                                           */ 
/*  CNST 2 [processing] via UXNMR "zs_fht2D"                                 */ 
/*         ["0"] fht                                                         */ 
/*         ["1"] cyclic ht, "2" noncyclic ht <--- binary "mlbs" sequence     */ 
/*         ["3"] cyclic ht, "4" noncyclic ht <-- quart.seq.( bin.ph.mod.)    */ 
/*         ["5"] cyclic ht, "6" noncyclic ht <- quart.seq.(quart.ph.mod.)    */ 
/*             --->noncycl.ht(cnst2:[2/4/6] TDeff proc.param.!               */ 
/*                                                                           */ 
/*                                                                           */ 
/*  CNST 5 [acquisition]  pp - selection parameter !!!                       */ 
/*          ==> number of ph-lists(2D ph-cycling)                            */ 
/*               "1"  no    2D cycling (ph1)                                 */ 
/*               "2"  incl. 2D cycling (ph1 && ph2)                          */ 
/*               "4"  incl. 2D cycling (ph1 && ph2 && ph3 && ph4)            */ 
/*                                                                           */ 
/*                                                                           */ 
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/*  CNST 6 [acquisition/processing]  (C-SEX SUMc-ph-list offset : "0"||"1")  */ 
/*          ----> quart.seq.: 'complex'SUMc-list, calculated via vector add.!*/ 
/*             -> FIXED[0/2]&&SHIFTED[1/3] --> SUMc_0'                       */ 
/*             -> FIXED[2/0]&&SHIFTED[1/3] --> SUMc_1'                       */ 
/*             -> FIXED[2/0]&&SHIFTED[3/1] --> SUMc_2'                       */ 
/*             -> FIXED[0/2]&&SHIFTED[3/1] --> SUMc_3'                       */ 
/*                                                                           */ 
/*    "0" => "n1":(quart.)SUMc-list["_3","_2"]:["3 3..1 1...","2 2..0 0..."] */ 
/*                 ===> ref.phase adjust.: add.4PM phase[ph6==-x]            */ 
/*                                                                           */ 
/*    "1" => "n2":(quart.)SUMc-list["_0","_1"]:["0 0..2 2...","1 1..3 3..."] */ 
/*                 ===> ref.phase adjust.: add.4PM phase[ph6==+x]            */ 
/*                                                                           */ 
/*                                                                           */ 
/*  CNST 7 [acquisition/processing]  (basic 2D phasecycling parameter!!!)    */ 
/*          ----> "TwoDmode" selection via add.4PM phaselists && ph31        */ 
/*                                                                           */ 
/*    " 0/ 1"  => "NAGAYAMA": std.COSY,not ph.sensitive! ----> [F1:mc]       */ 
/*                                                                           */ 
/*                   -> " 0" => [ph31(C-SEX part)==2  =>      NAGAYAMA]      */ 
/*                      " 1" => [ph31(C-SEX part)==0  => ANTI NAGAYAMA]      */ 
/*                                                                           */ 
/*    "10/11"  => "statesTPPI" : PHASE SENSITIVE COSY!!! ----> [F1:pk]       */ 
/*                                                                           */ 
/*                   -> "10" => [ph31(C-SEX part)==0  =>      NAGAYAMA]      */ 
/*                      "11" => [ph31(C-SEX part)==2  => ANTI NAGAYAMA]      */ 
/*                                                                           */ 
/*     ==> loopcounter "l1" as loop-selection parameter for the 1D pp!       */ 
/*         [PULPROG: "stoch_pp_2D4" --> [cnst7 <= 9] => [l1:  1- 4]          */ 
/*                                      [cnst7 >=10] => [l1: 11-14] ]        */ 
/*                                                                           */ 
/*  CNST 11 []  (basic AU program parameter!!!)                  "SpectType" */ 
/*           ----> PHATHname selection via cnst11                            */ 
/*                                                                           */ 
/*    "-1"      => PC (UXNMR emulation)spect.(AU incl. BYTEORDER funct.!!)   */ 
/*    " 0"      => D(S(M)X) spectrometer     (AU without BYTEORDER funct.)   */ 
/*    " 1"      => A(S(M)X) spectrometer (AU incl.spec.pp SYNTAX/DIGtypes)   */ 
/*                                                                           */ 
/*  CNST 13 [acquisition/processing]  (basic phaseList parameter!) "PhasMod" */ 
/*           ----> Phaselist[DDS || 4PM]selection via cnst 13                */ 
/*                                                                           */ 
/*    "0-3"     => stochast.DDS lists && 4PM add.phase!                      */ 
/*    " 4 "     => stochast.4PM lists && DDS add.phase!                      */ 
/*                                                                           */ 
/*---------------------------------------------------------------------------*/ 
/* 2D-SETUP:                                                                 */ 
/*             [fht]     [PULPROG]        [phCycling]  [pp//fht]   [pp//fht] */ 
/*    expno[]   AU        pp-loopCounter   pseudo 2D    shift(s)    filesize */ 
/*   --------  ------------------------------------------------------------- */ 
/*        X    [         "stoch_pp_2D4"                                2TD ] */ 
/*    900+X    [CNST1/2   L 31             CNST 5/6/7   L 30       1TD/2TD ] */ 
/*---------------------------------------------------------------------------*/ 
 
 
 
/**************************** AU PROGRAM (head) ******************************/ 
 
#include<stdlib.h> 
#include<stdio.h> 
 
 
#define USE_SXUTIL 
#define acqu_WINDOW {SETCURDATA AUERR=CPR_exec( "acqu",WAIT_TERM);} 
 
int   SPECTtype,countList,countL31,i,j,phLists,initShift,shiftWidth, 
      RelOffset,TwoDmode,ipCount,SeqTyp,PhaseMod; 
long  countIndex,TD,TD1,multiTD,maxCount; 
char  DDSmlbsList[80],CUR_list[80],FID_file[80],SER_file[80], 
      string[160],mainDir[80],message[80]; 
char  phaseList5[400],phaseList6[400],phaseList31[400], 
      ph5_file[80],ph6_file[80],ph31_file[80]; 
long  *multiFIDdata; 
float floatParam; 
FILE  *fptr,*fptr5,*fptr6,*fptr31; 
 
 
 
GETCURDATA; 
DATASET(name, (900+expno), 1, disk, user); 
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GETCURDATA; 
FETCHPAR("TD",&TD); 
FETCHPAR1("TD",&TD1); 
FETCHPAR("CNST 5",&floatParam);  phLists  = (int)(floatParam); 
FETCHPAR("CNST 6",&floatParam);  RelOffset= (int)(floatParam); 
FETCHPAR("CNST 7",&floatParam);  TwoDmode = (int)(floatParam); 
FETCHPAR("CNST 11",&floatParam); SPECTtype= (int)(floatParam); 
FETCHPAR("CNST 13",&floatParam); PhaseMod = (int)(floatParam); 
FETCHPAR("L 30",&shiftWidth); 
FETCHPAR("L 31",&initShift); 
 
ZG; 
 
DATASET(name, (expno-900), 1, disk, user); 
GETCURDATA; 
VIEWDATA; 
 
 
maxCount = ((TD1-1) * shiftWidth) + initShift; 
multiTD  = TD * TD1; 
 
if(((multiFIDdata)=(long*)calloc((size_t)(multiTD),sizeof(long)))==NULL) 
{ 
   STOPMSG("AU zs_sexy2D.au\n ERROR: cannot allocate memory\n"); 
} 
 
if(SPECTtype == -1)                                              /* PC spect */ 
{ 
   sprintf(mainDir,"%s/exp/stan/nmr/lists/pp",disk); 
   sprintf(FID_file,"%s/data/%s/nmr/%s/%d/fid",disk,user,name,expno); 
} 
else                                                           /* UNIX spect */ 
{ 
   sprintf(mainDir,"/u/exp/stan.weini/nmr/lists/pp"); 
   sprintf(FID_file,"/%s/data/%s/nmr/%s/%d/fid",disk,user,name,expno); 
} 
 
/*---------------define(generate) DDS phaselists!----------------------------*/ 
 
SeqTyp=3;  /* DDS/4PM mlbs lists */ 
 
for(i=1;i<=2;i++)  
{ 
   mkListsMain((TD/2),0,i,0,SeqTyp,PhaseMod,mainDir); 
} 
 
/*---------------define(copy to pp dir) 4PM phaselists!----------------------*/ 
 
sprintf(ph5_file, "%s/stochast_SEXY_ph5", mainDir); 
sprintf(ph6_file, "%s/stochast_SEXY_ph6", mainDir); 
sprintf(ph31_file,"%s/stochast_SEXY_ph31",mainDir); 
 
if(RelOffset>=2) 
{ 
   STOPMSG("AU program zs_sexy2D.au\n ERROR: wrong RelOffset! \ 
                                             [cnst6:[0/1])\n"); 
} 
 
if((TwoDmode!=0)&&(TwoDmode!=1)&&(TwoDmode!=10)&&(TwoDmode!=11)) 
{ 
   STOPMSG("AU program zs_sexy2D.au\n ERROR: wrong TwoDmode!  \ 
                                             [cnst7:[0/1//10/11])\n"); 
} 
 
if(TwoDmode<=9)                               /* NAGAYAMA (NOT ph.sensitive) */ 
{ 
   if((fptr5=fopen(ph5_file,"w"))==NULL) 
   { 
     STOPMSG("AU program zs_sexy2D.au\n ERROR: cannot open FILE ph5\n"); 
   }      
   if((fptr6=fopen(ph6_file,"w"))==NULL) 
   { 
     STOPMSG("AU program zs_sexy2D.au\n ERROR: cannot open FILE ph6\n"); 
   }      
   if((fptr31=fopen(ph31_file,"w"))==NULL) 
   { 
     STOPMSG("AU program zs_sexy2D.au\n ERROR: cannot open FILE ph31\n"); 
   }      
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   if(PhaseMod!=4)  
   { 
      sprintf(phaseList5,   "ph5 = -x +x -x -x +x -x -x -x  \ 
                                   -y +y -y -y +y -y -y -y  \ 
                                   +x -x +x +x -x +x +x +x  \ 
                                   +y -y +y +y -y +y +y +y  \n"); 
      if(RelOffset==0) 
      { 
         sprintf(phaseList6,"ph6 = -x -x -x -x -x -x -x -x  \ 
                                   -y -y -y -y -y -y -y -y  \ 
                                   +x +x +x +x +x +x +x +x  \ 
                                   +y +y +y +y +y +y +y +y  \n"); 
      } 
      else 
      { 
         sprintf(phaseList6,"ph6 = -x -x +x +x -x -x +x +x  \ 
                                   -y -y +y +y -y -y +y +y  \ 
                                   +x +x -x -x +x +x -x -x  \ 
                                   +y +y -y -y +y +y -y -y  \n"); 
      } 
   } 
   else  
   { 
      sprintf(phaseList5, "ph5 = {2 0 2 2 0 2 2 2}^1 \n"); 
      if(RelOffset==0) 
      { 
         sprintf(phaseList5, "ph6 = {{2}*8}^1 \n"); 
      } 
      else 
      { 
         sprintf(phaseList5, "ph6 = {{2 2 0 0}*2}^1 \n"); 
      } 
   } 
 
   if(TwoDmode==0) 
   { 
      sprintf(phaseList31, "ph31= 0 0 2 2 0 0 2 2  \ 
                                  1 1 3 3 1 1 3 3  \ 
                                  2 2 0 0 2 2 0 0  \ 
                                  3 3 1 1 3 3 1 1  \n"); 
   } 
   else  
   { 
      sprintf(phaseList31, "ph31= 0 0 0 0 0 0 0 0  \ 
                                  1 1 1 1 1 1 1 1  \ 
                                  2 2 2 2 2 2 2 2  \ 
                                  3 3 3 3 3 3 3 3  \n"); 
   } 
 
   if((fputs(phaseList5,fptr5)<NULL)) 
   { 
      STOPMSG("AU program zs_m2d_RC_n.au\n ERROR: when writing phaselist\n"); 
   } 
   if((fputs(phaseList6,fptr6)<NULL)) 
   { 
      STOPMSG("AU program zs_m2d_RC_n.au\n ERROR: when writing phaselist\n"); 
   } 
   if((fputs(phaseList31,fptr31)<NULL)) 
   { 
      STOPMSG("AU program zs_m2d_RC_n.au\n ERROR: when writing phaselist\n"); 
   } 
 
   fclose(fptr5); 
   fclose(fptr6); 
   fclose(fptr31); 
} 
 
/*---------------perform [maxCount-initShift]==TD1 1D experiments------------*/ 
 
SeqTyp = 6;                                            /* DDS/4PM SUMc lists */ 
 
if(TwoDmode<=9) 
{ 
   STOREPAR("L 1",1); 
} 
 
i       = 0; 
ipCount = 1; 
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for(countList=initShift;countList<=maxCount;countList+=shiftWidth) 
{ 
   countIndex = i*TD; 
 
  /*-------------------generate (COMPLEX) SUM ph-list(s)---------------*/ 
 
   if(TwoDmode<=9)  
   { 
      countL31=countList; 
      for(j=1;j<=phLists;j++)  
      { 
         mkListsMain( (TD/2),countList,(j-1) 
                    , RelOffset,SeqTyp,PhaseMod,mainDir 
                    ); 
      } 
   } 
   else  
   {                                     /* statesTPPI phase sensitive */ 
      countL31=initShift+((i/2)*shiftWidth); 
      if((countList==initShift)||(ipCount==2)||(ipCount==4))  
      { 
         for(j=1;j<=phLists;j++)  
         { 
            mkListsMain( (TD/2),countL31,(j-1) 
                       , RelOffset,SeqTyp,PhaseMod,mainDir 
                       ); 
         } 
      } 
      if((ipCount==2)||(ipCount==4))  
      { 
         RelOffset=(RelOffset-1)*(-1);   /* RelOffset-flipflop: [0<->1]*/ 
      } 
   } 
           
   /*---------generate/modify ph5/6 4PM lists for ph.sensitive SEXY----*/ 
 
   if(TwoDmode>=10)                      /* statesTPPI phase sensitive */ 
   { 
      if((fptr5=fopen(ph5_file,"w"))==NULL) 
      { 
         STOPMSG("AU program zs_sexy2D.au\n ERROR: cannot open FILE\n"); 
      } 
      if((fptr6=fopen(ph6_file,"w"))==NULL) 
      { 
         STOPMSG("AU program zs_sexy2D.au\n ERROR: cannot open FILE\n"); 
      } 
      if((fptr31=fopen(ph31_file,"w"))==NULL) 
      { 
         STOPMSG("AU program zs_sexy2D.au\n ERROR: cannot open FILE\n"); 
      } 
 
      if((ipCount==1)||(ipCount==3))  
      { 
         if(PhaseMod!=4)  
         { 
            sprintf(phaseList5,   "ph5 = -x +x +x -x  \ 
                                         -y +y +y -y  \ 
                                         +x -x -x +x  \ 
                                         +y -y -y +y  \n"); 
            if(ipCount==1)  
            { 
               sprintf(phaseList6,"ph6 = -x -x -x -x  \ 
                                         -y -y -y -y  \ 
                                         +x +x +x +x  \ 
                                         +y +y +y +y  \n"); 
            } 
            if(ipCount==3)  
            { 
               sprintf(phaseList6,"ph6 = +x +x +x +x  \ 
                                         +y +y +y +y  \ 
                                         -x -x -x -x  \ 
                                         -y -y -y -y  \n"); 
            } 
         } 
         else 
         { 
               sprintf(phaseList5,"ph5 = {2 0 0 2}^1  \n"); 
               if(ipCount==1)  
               { 
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                  sprintf(phaseList6,"ph6 = {{2}*4}^1 \n"); 
               } 
               if(ipCount==3) 
               { 
                  sprintf(phaseList6,"ph6 = {{0}*4}^1 \n"); 
               } 
         } 
         sprintf(phaseList31,"ph31 = 0 0 0 0 \ 
                                     1 1 1 1 \ 
                                     2 2 2 2 \ 
                                     3 3 3 3 \n"); 
      } 
      if((ipCount==2)||(ipCount==4))  
      {  
         if(PhaseMod!=4)  
         { 
             sprintf(phaseList5,"ph5 = +x ; states TPPI mode: C-SEX \ 
                                 part of SEXY 2D (=> no ph5)! \n"); 
             if(((ipCount==2)&&(RelOffset==1))||((ipCount==4)&&(RelOffset==0))) 
             { 
                sprintf(phaseList6, "ph6 = -y -y -y -y \ 
                                           +x +x +x +x \ 
                                           +y +y +y +y \ 
                                           -x -x -x -x \n"); 
             } 
             else  
             { 
                sprintf(phaseList6, "ph6 = +y +y +y +y \ 
                                           -x -x -x -x \ 
                                           -y -y -y -y \ 
                                           +x +x +x +x \n"); 
             } 
         } 
         else  
         { 
             sprintf(phaseList5,"ph5 = 0 ; states TPPI mode: C-SEX \ 
                                 part of SEXY 2D (=> no ph5)! \n"); 
             if(((ipCount==2)&&(RelOffset==1))||((ipCount==4)&&(RelOffset==0))) 
             { 
                sprintf(phaseList6, "ph6 = {{3}*4}^1 \n"); 
             } 
             else 
             { 
                sprintf(phaseList6, "ph6 = {{1}*4}^1 \n"); 
             } 
         } 
 
          if(TwoDmode==10) 
          { 
             sprintf(phaseList31,"ph31= 0 0 0 0 \ 
                                        1 1 1 1 \ 
                                        2 2 2 2 \ 
                                        3 3 3 3 \n"); 
          } 
          else  
          { 
             sprintf(phaseList31,"ph31= 2 2 2 2 \ 
                                        3 3 3 3 \ 
                                        0 0 0 0 \ 
                                        1 1 1 1 \n"); 
          } 
      } 
       
      if((fputs(phaseList5,fptr5)<NULL)) 
      { 
         STOPMSG("AU program zs_sexy2D.au\n ERROR: when writing phaselist\n"); 
      } 
      if((fputs(phaseList6,fptr6)<NULL)) 
      { 
         STOPMSG("AU program zs_sexy2D.au\n ERROR: when writing phaselist\n"); 
      } 
      if((fputs(phaseList31,fptr31)<NULL)) 
      { 
         STOPMSG("AU program zs_sexy2D.au\n ERROR: when writing phaselist\n"); 
      } 
 
      fclose(fptr5); 
      fclose(fptr6); 
      fclose(fptr31); 
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      STOREPAR("L 1",ipCount+10);  /* => [l1: 11-14] par.for loop selection! */ 
      if(ipCount==4) 
      { 
         ipCount=1; 
      } 
      else 
      { 
         ipCount++; 
      } 
 
   } 
 
  /*-------------------------------------------------------------------------*/ 
 
   STOREPAR("L 31",countL31); 
 
   ZG; 
 
  /*------------------add maxCount fids to one new "2D fid"------------------*/ 
 
   if((fptr=fopen(FID_file,"rb"))==NULL) { 
   { 
        STOPMSG("AU zs_sexy2D.au\n ERROR: cannot open FID-file !!!\n"); } 
   } 
   if(fread(&multiFIDdata[countIndex],sizeof(long),TD,fptr)!=TD ) { 
   { 
        STOPMSG("AU zs_sexy2D.au\n ERROR: when reading data\n"); } 
   } 
   fclose(fptr); 
 
  /*-------------------------------------------------------------------------*/ 
 
   i++; 
 
   sprintf(message,"Stochastic RC-SEX STATUS report of exp.%d\n\n pseudo 2D: \ 
                    %d of %d",expno,i,TD1); 
   Proc_err(0,message); 
 
} /* endfor */ 
 
 
/*------------------write new data to ser file (expno 900+expno)-------------*/ 
 
 
DATASET(name, (900+expno), 1, disk, user); 
GETCURDATA; 
VIEWDATA; 
 
 
if(SPECTtype == -1)                                              /* PC spect */ 
{ 
    sprintf(SER_file,"%s/data/%s/nmr/%s/%d/ser",disk,user,name,expno); 
} 
else                                                           /* UNIX spect */ 
{ 
   sprintf(SER_file,"/%s/data/%s/nmr/%s/%d/ser",disk,user,name,expno); 
} 
 
if((fptr=fopen(SER_file,"wb"))==NULL)  
{ 
   STOPMSG("AU zs_sexy2D.au\n ERROR: cannot open SER-file\n");  
} 
if((fwrite(&multiFIDdata[0],sizeof(long),(multiTD),fptr)!=(multiTD) )) 
{ 
   STOPMSG("AU zs_sexy2D.au\n ERROR: when writing multi-FID-data\n");  
} 
fclose(fptr); 
 
 
STOREPARS("TD" ,TD); 
STOREPAR1S("TD",TD1); 
 
SETCURDATA; 
 
XAU("zs_fht2D.au"); 
 
 
sprintf(message,"Stochastic RC-SEX STATUS report of exp.%d\n\n pseudo 2D \ 
Anhang   
 
 
A47
                 experiment finished !!!\n\n fht2d(%d of %d)",expno,i,TD1); 
 
Proc_err(0,message); 
 
 
QUIT                                                /* end of main AU-progr. */ 
 
 
 
/**************************** C-PROGRAM **************************************/ 
 
 
/*-------------------------- local include files ----------------------------*/ 
#include<stdlib.h> 
#include<stdio.h> 
 
/*--------------------------- local functions -------------------------------*/ 
 
/*---------------------------------------------------------------------------*/ 
long zwohoch(val) 
int val; 
{ 
  register long zwo=2; 
 
  zwo<<=(val-1); 
 
  return(zwo); 
} 
 
 
/*---------------------------------------------------------------------------*/ 
int initialize(ndata,nreg,tab) 
long  ndata; 
int   *nreg,*tab; 
{ 
  int           ips[]={0,2,2,4,2,2,28,16,8,4,82,26,42,2,44,8,38,38}; 
  int           neor; 
  register int  test2,mask,i; 
  long          test1; 
 
 
  test1=1;                                                     /* check data */ 
  *nreg=0; 
  do 
  { 
     *nreg=*nreg+1; 
     test1*=2; 
  } 
  while(test1<ndata); 
 
  if(test1!=ndata) 
  { 
     STOPMSG("ERROR: 11"); 
  } 
  if((*nreg<3)||(*nreg>19)) 
  { 
     STOPMSG("ERROR: 12"); 
  } 
 
  mask=ips[*nreg-2];                                            /* get eor`s */ 
  i=-1; 
  neor=0; 
  do 
  { 
     do 
     { 
        test2=mask; 
        mask/=2; 
        i++; 
     } 
     while(mask+mask==test2); 
     neor++; 
     tab[neor]=zwohoch(i); 
  } 
  while(mask!=0); 
 
  tab[0]=neor; 
 
  return(0); 
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} 
 
/*---------------------------------------------------------------------------*/ 
int mk_mlbs(NEWmlbs,Ndat,Tab) 
long  Ndat,*NEWmlbs; 
int   Tab[]; 
{ 
  long           i,ireg; 
  register long  na,nn; 
  int            j; 
 
 
  ireg=Ndat-1;                                  /*  mk mlbs (0/1) sequence ! */ 
  for (i=1;i<=Ndat-1;i++) 
  { 
     na=(ireg & 1); 
     NEWmlbs[i]=na;                /*if(na==1) newSEQ[i]=1; else newSEQ[i]=0;*/ 
     for (j=1;j<=Tab[0];j++) 
     { 
        nn=(ireg & Tab[j]); 
        if (nn!=0) nn=1; 
        na=(na^nn); 
     } 
     ireg/=2; 
     ireg=(ireg|(na * Ndat/2)); 
  }                        /* ===> NEWmlbs[1-(ndat-1)] : 1  1  1  0  0  1  0 */ 
 
  return(0); 
} 
 
/*---------------------------------------------------------------------------*/ 
int mk_newSEQ(newSEQ,ndat,tab,seqTYP,PHshift,listOFFSET,convBinQuart,refVal) 
long  ndat,*PHshift; 
long  *newSEQ; 
int   tab[],seqTYP,listOFFSET,convBinQuart,refVal; 
{ 
  long           *secondSEQ; 
  long           i,ireg; 
  register long  na,nn,PHindex; 
  int            j,INput; 
 
 
  if((secondSEQ=(long*)calloc((unsigned)(ndat),sizeof(long)))==NULL) 
  { 
     printf(" ERROR: cannot allocate memory\n"); 
     return(1);  
  } 
 
 /*-----> make shifted mlbs data files (newSEQ): ----------------------*/ 
 
  mk_mlbs(&*secondSEQ,ndat,tab);   /* mk orig.(noshift)mlbs (0/1)seq.! */ 
  PHindex=PHshift[1]-((PHshift[1]/(ndat-1))*(ndat-1))+1; 
  for (i=1;i<=ndat-1;i++)          /* mk    1.(shifted)mlbs (0/1)seq.! */ 
  { 
     if(PHindex > (ndat-1))  
     { 
        PHindex=1; 
     } 
     newSEQ[i]=secondSEQ[PHindex]; 
     PHindex++; 
  } 
 
 /*-----> make SUM sequence -> incl.90°listShift (newSEQ): -------------------- 
  * 
  *  New - physical(!) - coordinate system (shifted by 45degree(!)):             
  *                   
  *  1'  [1]    0'  input: 2 bin.mlbs seq.(ref.[no listOffset] 1 1 1 0 0 1 0)! 
  *       |                               
  *       |         input I  -> [0]/[2] : FIXED mlbs seq. (newSEQ[i]) 
  * [2]--   -- [0]                        -> (listOFFSET==0/2): 1==[0]  0==[2] 
  *       |                               -> (listOFFSET==1/3): 1==[2]  0==[0] 
  *       |         input II -> [1]/[3] : SHIFTED mlbs seq. (newSEQ[PHindex]) 
  *  2'  [3]    3'                        -> (listOFFSET==0/1): 1==[1]  0==[3] 
  *                                       -> (listOFFSET==2/3): 1==[3]  0==[1] 
  * 
  * --------------> output ---> (0'1'2'3'): result of vectoradd.of[0][1][2][3] 
  * 
  *--------------------------------------------------------------------------*/ 
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 /* "refVal==X" --> [0/180°]SUMc-phaseOffset: [0]:version"n1" [1]:version"n2"*/ 
 
  PHindex=PHshift[2]-((PHshift[2]/(ndat-1))*(ndat-1))+1; 
  for(i=1;i<=ndat-1;i++)  
  { 
     if(PHindex > (ndat-1))  
     { 
        PHindex=1; 
     } 
     if(newSEQ[i]== refVal)             /*  "FIXED mlbs"(ref.: 1 1 1 0 0 1 0)*/ 
     { 
        if(secondSEQ[PHindex]== refVal) /*"SHIFTED mlbs"(ref.: 1 1 1 0 0 1 0)*/ 
        { 
           if(listOFFSET==0) newSEQ[i]=0; /* orig.seq. (n==mlbs)         (_0)*/ 
           if(listOFFSET==1) newSEQ[i]=1; /* 180degree shift of 1.seq.   (_1)*/ 
           if(listOFFSET==2) newSEQ[i]=3; /* 180degree shift of 2.seq.   (_2)*/ 
           if(listOFFSET==3) newSEQ[i]=2; /* 180degree shift of both.seq.(_3)*/ 
        } 
        else  
        { 
           if(listOFFSET==0) newSEQ[i]=3; /* orig.seq.                   (_0)*/ 
           if(listOFFSET==1) newSEQ[i]=2; /* 180degree shift of 1.seq.   (_1)*/ 
           if(listOFFSET==2) newSEQ[i]=0; /* 180degree shift of 2.seq.   (_2)*/ 
           if(listOFFSET==3) newSEQ[i]=1; /* 180degree shift of both.seq.(_3)*/ 
        } 
     } 
     else                         /* "1.(FIXED)mlbs==1" -------------------> */ 
     { 
        if(secondSEQ[PHindex]== refVal)  
        { 
           if(listOFFSET==0) newSEQ[i]=1; /* orig.seq.                   (_0)*/ 
           if(listOFFSET==1) newSEQ[i]=0; /* 180degree shift of 1.seq.   (_1)*/ 
           if(listOFFSET==2) newSEQ[i]=2; /* 180degree shift of 2.seq.   (_2)*/ 
           if(listOFFSET==3) newSEQ[i]=3; /* 180degree shift of both.seq.(_3)*/ 
        } 
        else  
        { 
           if(listOFFSET==0) newSEQ[i]=2; /* orig.seq.                   (_0)*/ 
           if(listOFFSET==1) newSEQ[i]=3; /* 180degree shift of 1.seq.   (_1)*/ 
           if(listOFFSET==2) newSEQ[i]=1; /* 180degree shift of 2.seq.   (_2)*/ 
           if(listOFFSET==3) newSEQ[i]=0; /* 180degree shift of both.seq.(_3)*/ 
        } 
     } 
     PHindex++; 
 
  } /*--> newSEQ[1-(ndat-1)]: SUM seq.incl.90degree ph-shift(2 pseudo pulses)*/ 
 
  return(0); 
} 
 
/*---------------------------------------------------------------------------*/ 
int save_ascii(newSEQ,ndat,seqTYP,listOFFSET,convBinQuart,phMod,Directory) 
long  ndat,*newSEQ; 
int   seqTYP,listOFFSET,convBinQuart,phMod; 
char  *Directory; 
{ 
  register long  i,mlbs; 
  int            maxDDS,quartMod,asciimlbs,phasenumber,PTSperLINE,PTSperLIST; 
  char           filename[80]; 
 
  FILE           *fptr; 
 
 /*---------------------------------- get parameter -------------------------*/ 
 
  mlbs=ndat-1; 
  if((seqTYP==3)&&(convBinQuart==0))  
  { 
     maxDDS=7;              /* maxDDS: ph-list divisor / phx =(maxDDS+1) ... */ 
  } 
  else 
  { 
     maxDDS=3; 
  } 
 
  if(seqTYP==6)  
  { 
     phasenumber= 4 - listOFFSET; 
     sprintf(filename,"%s/stochast_SUMc_shift%d",Directory,listOFFSET+1); 
  } 
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  else  
  { 
     phasenumber= listOFFSET; 
     sprintf(filename,"%s/stochast_ph%d_sMLBS",Directory,listOFFSET); 
  } 
        
  if(convBinQuart==1)  
  { 
     quartMod=0; /* purely quart.exc.[->bin.lists for quart.multipulse exc.] */ 
  } 
 
 /*---------------------- open file for writing / adding ascii data ---------*/ 
 
  if((fptr=fopen(filename,"w"))==NULL) 
  { 
     STOPMSG("ERROR: cannot open current phaselistFile\n");  
  } 
 
  fprintf(fptr,";transmitter channel SUMc ph-list :  %s \n",filename); 
  if(seqTYP!=3)  
  { 
     fprintf(fptr,"ph%d =",phasenumber); 
  } 
  else 
  { 
     fprintf(fptr,"ph%d = (%d) ",phasenumber,maxDDS+1); 
  } 
 
 /*----------------------- start writing phase list -------------------------*/ 
 
  PTSperLIST=0; 
  PTSperLINE=0; 
 
  for(i=1;i<=mlbs;i++) 
  { 
     PTSperLIST++; 
     PTSperLINE++; 
 
     if(seqTYP==3)  
     { 
        if(convBinQuart==0)            /* asciimlbs[1-(ndat-1)] : (5/1) mlbs */ 
        { 
           asciimlbs=newSEQ[i]*((maxDDS+1)/2) + 1;  
        } 
        else                           /* asciimlbs[1-(ndat-1)] : quart.list */ 
        { 
           if(quartMod==0)  
           { 
              asciimlbs=newSEQ[i];                   /* quart.(3/2/1/0) list */ 
           } 
           else  
           { 
              asciimlbs=(newSEQ[i]/2)*2;              /* red. bin.(2/0) part */ 
           } 
        } 
     } 
 
     if(seqTYP==6)   /* asciimlbs[1-(ndat-1)] : complex stoch.list (0/1/2/3) */ 
     { 
        asciimlbs=newSEQ[i];  
     } 
 
     if(asciimlbs > maxDDS) 
     { 
        asciimlbs-=(maxDDS+1); 
     } 
 
     if(phMod!=4) 
     { 
        fprintf(fptr,"%2d",asciimlbs); 
     } 
     else 
     { 
        if (asciimlbs==0) fprintf(fptr," +x"); 
        if (asciimlbs==1) fprintf(fptr," +y"); 
        if (asciimlbs==2) fprintf(fptr," -x"); 
        if (asciimlbs==3) fprintf(fptr," -y"); 
     } 
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     if(ferror(fptr)!=0) 
     { 
        STOPMSG("ERROR: when writing data\n"); 
     } 
 
     if(PTSperLINE==64) 
     { 
        fprintf(fptr,"\n");                               /*insert linebreak */ 
        PTSperLINE=0; 
     } 
  } /* endfor */ 
   
  fprintf(fptr,"\n"); 
  fclose(fptr); 
 
  return(0); 
} 
 
/*---------------------------------------------------------------------------*/ 
 
/********************* start of main function(sexymain) **********************/ 
int mkListsMain(ndata,listShift,listType,relOffset,SEQtyp,PhMod,MainDir) 
long  ndata; 
int   listShift,listType,relOffset,SEQtyp,PhMod; 
char  *MainDir; 
{ 
  long  PHshift[4]; 
  int   i,nreg,countLists,menu,xortab[4],listCounter,LISToffset,convBINquart; 
  long  *NEWseq; 
 
  if(initialize(ndata,&nreg,xortab)!=0)     /* check inputPar; define parSet */ 
  { 
     STOPMSG("ERROR: initialize returned with bad status!\n"); 
  } 
 
 /* SEQtyp              *//* basic proc. par.  :        [6] quart.SUMc (90°) */ 
 /* PhMod               *//* basic ph-list par.: [4]4PM lists [!=4]DDS lists */ 
  PHshift[0] = 1;       *//* => number of lists to be generated   [ FIXED  ] */ 
  PHshift[1] = 0;         /* => listShift of  FIXED  list         [variable] */ 
  PHshift[2] = listShift; /* => listShift of SHIFTED list         [variable] */ 
  LISToffset = listType;  /* => ph.offsets in FIXED/SHIFTED mlbs seq. (0-3): */ 
   
                 /* [0] no add.offsets  [1/3]SHIFTED  [0/2]FIXED             */ 
                 /* [1] 180°offset in  FIXED  seq.  ------------- [2/0]FIXED */ 
                 /* [2] 180°offset in SHIFTED seq.  [3/1]SHIFTED  ---------- */ 
                 /* [3] 180°offset in both mlbs seq.[3/1]SHIFTED  [2/0]FIXED */ 
                       
  convBINquart=0;/* [0] SUMc of two mlbs seq. ---- [1] SUMc of two quar.seq. */ 
 
 
  if((NEWseq=(long*)calloc((unsigned)(ndata),sizeof(long)))==NULL) 
  { 
     STOPMSG(" ERROR: cannot allocate memory\n");  
  } 
 
  if(SEQtyp!=3)                                             /* -> SUMc lists */ 
  { 
     mk_newSEQ( &*NEWseq,ndata,xortab,SEQtyp,PHshift 
              , LISToffset,convBINquart,relOffset); 
     save_ascii(NEWseq,ndata,SEQtyp,LISToffset,convBINquart,PhMod,MainDir); 
  } 
  else                                                      /* -> mlbs lists */ 
  { 
     mk_mlbs(&*NEWseq,ndata,xortab); /* mk original(noshift)mlbs (0/1) seq.! */ 
     save_ascii(NEWseq,ndata,SEQtyp,LISToffset,convBINquart,PhMod,MainDir); 
  } 
   
  return(0); 
} 
/************ end of main function(sexymain) & end of sexy PROGRAM ***********/ 
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(C) Programm zur (optimierten) Prozessierung der aus dem stochastischen Festkörper-
Experiment resultierenden Antwortdaten: 
 
/*---------------------------------------------------------------------------*/ 
/* zs_diffSpect.au                                                  09.03.00 */ 
/*                                                                           */ 
/* "program which calc. the diff. data of two (1D/2D) time domain datasets!" */ 
/*                                                                           */ 
/*  BRUKER-UXNMR-AUTOMATIONSPROGRAMM                                         */ 
/*                                                                           */ 
/*---------------------------------------------------------------------------*/ 
/*  -> the program always includes an offset correction (dataShift). It also */ 
/*     allows [optional] different kinds of calibration routines (via fixed  */ 
/*     calib.factors or via a noise analysis of the used datasets.           */ 
/*  -> basic parameter setup via:                                            */ 
/*                                - cnst31 / cnst8 / cnst9 (acqu parameter)  */ 
/*                                - numPts(internal AU parameter)            */  
/*                                                                           */ 
/*  -> optional:UNIX-DOS byteorder inversion                                 */ 
/*---------------------------------------------------------------------------*/ 
 
 
/*---------------------------------------------------------------------------*/ 
/* 2D ParameterSetup:                                                        */ 
/*                                                                           */ 
/*    CNST 31 "SWITCHcnst" parameter (fileType def.)                         */ 
/*             (cnst31==0  ->  sys-file                                      */ 
/*              cnst31==1  ->  fht-file                                      */ 
/*              cnst31==2  ->  sub-file)                                     */ 
/*                                                                           */ 
/*    CNST 9   expno of the subEXPNO-sys(fht)file which has to be subtracted */ 
/*    CNST 8   optional calib.of the sub/mainEXPNO-fht file(fht && sys files)*/ 
/*             (cnst8==0  -> no calibration                                  */ 
/*              cnst8 >0  -> incl.calibration of the 1.             file!    */ 
/*              cnst8 <0  -> incl.calibration of the 2.(subtracted) file!    */ 
/*                                                                           */ 
/*              cnst8==999-> incl.calibration of the 2.(subtracted) file!    */  
/*                           (according to a noise analysis of the 1.file)   */ 
/*                                                                           */ 
/*---------------------------------------------------------------------------*/ 
 
 
 
/**************************** AU PROGRAM (head) ******************************/ 
 
#define USE_SXUTIL 
#define acqu_WINDOW {SETCURDATA AUERR=CPR_exec( "acqu",WAIT_TERM);} 
 
long  TD,subTD; 
int   SPECTtype,SWITCHcnst; 
int   TD1, ParMode, TwoDShift[2],mainEXPNO; 
int   subTD1,subParMode,subShift[2], subEXPNO; 
char  CUR_path[80],CUR_file[20], FID_file[80], CURmain_file[80],  
      CURsub_file[80], SUB_file[80], string[160], message[80], 
      Xcur_dir[20],Xcur_path[80],Xmsg[80]; 
float cnstCfloat,SUBcalib; 
 
int   XsubEXPNO; 
 
 
GETCURDATA; 
 
FETCHPAR("CNST 11",&cnstCfloat);  
  SPECTtype=(int)(cnstCfloat);  
if(SPECTtype == -1) 
{ 
  sprintf(CUR_path, "%s/data/%s/nmr/%s", disk, user, name);    /*   PC spect */ 
} 
else 
{ 
  sprintf(CUR_path, "/%s/data/%s/nmr/%s", disk, user, name);   /* UNIX spect */ 
} 
 
FETCHPAR("CNST 8",&SUBcalib); /* "calib.factor"; subCalib==0: no calibration */  
FETCHPAR("CNST 31",&cnstCfloat);  
  SWITCHcnst=(int)(cnstCfloat);  
Anhang   
 
 
A53
 
/*------ start of main/sub EXPNO parameter comparison: ----------------------*/ 
 
mainEXPNO=expno; 
 
FETCHPARS("TD",&TD); 
FETCHPAR( "PARMODE",&ParMode ); 
FETCHPAR("L 31",&TwoDShift[1]); 
FETCHPAR("CNST 1",&cnstCfloat);  
  TwoDShift[0]=(int)(cnstCfloat); /* exp.TYP  (s.above) */ 
if (ParMode == 0) 
{ 
   TD1 = 1; 
   sprintf(FID_file, "%s/%d/fid", CUR_path, mainEXPNO);  
} 
else if (ParMode == 1) 
{ 
   FETCHPAR1S("TD", &TD1);  
   sprintf(FID_file, "%s/%d/ser", CUR_path, mainEXPNO);  
} 
 
FETCHPAR("CNST 9",&cnstCfloat); 
    subEXPNO=(int)(cnstCfloat); 
 
/*-SPECIAL I (of II)------------------------------------*/ 
 
if((subEXPNO>100)&&(subEXPNO<200))  
{ 
    XsubEXPNO=1; 
    subEXPNO-=100; 
} 
else if((subEXPNO>200)&&(subEXPNO<300))  
{ 
    XsubEXPNO=2; 
    subEXPNO-=200; 
} 
else if((subEXPNO>300)&&(subEXPNO<400))  
{ 
    XsubEXPNO=3; 
    subEXPNO-=300; 
} 
/*------------------------------------------------------*/ 
 
DATASET(name,subEXPNO,1,disk,user); 
GETCURDATA; 
FETCHPARS("TD",&subTD); 
  if (subTD != TD) 
  { 
     STOPMSG( "ERROR in subEXPNO dataset \n ...wrong subTD !!!" ); 
  } 
FETCHPAR( "PARMODE",&subParMode); 
  if (subParMode != ParMode) 
  { 
     STOPMSG( "ERROR in subEXPNO dataset \n ...wrong subParMode !!!" ); 
  } 
FETCHPAR("CNST 1",&cnstCfloat);  
  subShift[0]=(int)(cnstCfloat);   /* exp.TYP  (s.above) */ 
  if (subShift[0] != TwoDShift[0]) 
  { 
     STOPMSG( "ERROR in subEXPNO dataset \n ...wrong cnst1 !!!" ); 
  } 
FETCHPAR("L 31",&subShift[1]); 
  if (subShift[1] != TwoDShift[1]) 
  { 
     STOPMSG( "ERROR in subEXPNO dataset \n ...wrong l31 !!!" ); 
  } 
 
if (subParMode == 0) 
{ 
   subTD1 = 1; 
   subShift[0] = 0; 
   subShift[1] = 0;  
} 
else if (subParMode == 1) 
{ 
   FETCHPAR1S("TD", &subTD1);  
} 
if (subTD1 != TD1) 
{ 
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   STOPMSG( "ERROR in subEXPNO dataset \n ...wrong TD1 !!!" ); 
} 
 
/*------ main/sub EXPNO parameter comp.finished -----------------------------*/ 
 
if(SWITCHcnst==0)  
{ 
   sprintf(CUR_file, "sys");  
} 
else  
{ 
   if(SWITCHcnst==1) 
   { 
      sprintf(CUR_file, "fht");  
   } 
   else 
   { 
      STOPMSG( "AU program zs_diff_spect.au\n...wrong cnst31 !!!" ); 
   } 
} 
sprintf(CURmain_file, "%s/%d/%s_%d", CUR_path, mainEXPNO, CUR_file, mainEXPNO);  
if (access(CURmain_file,0) == -1) 
{ 
   STOPMSG( "AU program zs_diff_spect.au\n mainEXPNO-sysres-file not found!" ); 
} 
 
/*-SPECIAL II (of II)-----------------------------------*/ 
 
if(XsubEXPNO==1) sprintf(Xcur_dir, "ref"); 
if(XsubEXPNO==2) sprintf(Xcur_dir, "empty"); 
if(XsubEXPNO==3) sprintf(Xcur_dir, "eref"); 
 
if(SPECTtype == -1)                                            /*   PC spect */ 
{ 
   sprintf(Xcur_path, "%s/data/%s/nmr/00feb22_%s", disk, user, Xcur_dir);  
}                         
else                                                           /* UNIX spect */ 
{ 
   sprintf(Xcur_path, "/%s/data/%s/nmr/00feb22_%s", disk, user, Xcur_dir); 
} 
 
sprintf(CURsub_file, "%s/%d/%s_%d", Xcur_path, subEXPNO, CUR_file, subEXPNO); 
 
/*-----------------------------------------------------*/ 
 
/* 
  sprintf(CURsub_file, "%s/%d/%s_%d", CUR_path, subEXPNO, CUR_file, subEXPNO); 
  if (access(CURsub_file,0) == -1) 
  { 
     STOPMSG( "AU program zs_diff_spect.au\n subEXPNO-sysres-file not found!"); 
  } 
*/ 
 
/* get sys/fht files ->calc.subtraction result [sys(fht)_mainEXPNO-subEXPNO] */ 
 
sprintf(SUB_file, "%s/%d/%s_%d-%d", CUR_path, mainEXPNO 
                                  , CUR_file, mainEXPNO, subEXPNO); 
diffSpect( TD, TD1, CURmain_file, CURsub_file, SUB_file, TwoDShift 
         , SPECTtype, SWITCHcnst, SUBcalib); 
SWITCHcnst=2; 
 
sprintf(string, "cp %s %s", SUB_file, FID_file); 
system(string); 
 
DATASET(name,mainEXPNO,1,disk,user); 
GETCURDATA; 
STOREPAR("CNST 31",(float)SWITCHcnst); 
 
VIEWDATA;                                                   /* show fht-file */ 
/** 
***  acqu_WINDOW; 
**/ 
 
 
QUIT                                                /* end of main AU-progr. */ 
 
 
 
/**************************** C-PROGRAM **************************************/ 
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/*-------------------------- local include files ----------------------------*/ 
#include<stdlib.h> 
#include<stdio.h> 
#include<math.h> 
#include<string.h> 
 
/*--------------------------- local declarations ----------------------------*/ 
#define DATATYPE long 
 
/*--------------------------- local functions -------------------------------*/ 
 
 
/*---------- convert data to/from UNIX from/to DOS --------------------------*/ 
int convUnixDos(dataByte, maxIndex) 
char  *dataByte; 
long  maxIndex; 
{ 
   char           tempBYTE; 
   register long  i, j; 
 
   for(i=4; i<=maxIndex*4; i+=4) 
   { 
      tempBYTE      = dataByte[i]; 
      dataByte[i]   = dataByte[i+3]; 
      dataByte[i+3] = tempBYTE; 
 
      tempBYTE      = dataByte[i+1]; 
      dataByte[i+1] = dataByte[i+2]; 
      dataByte[i+2] = tempBYTE; 
   } 
   return(0); 
} 
 
/*---------- eliminate SYSRES/FID offset(shift to zero) ---------------------*/ 
int shiftDATA(dataIo, fileType, maxIndex, numPts, calibIo, twoDshift, subCalib) 
DATATYPE  *dataIo, *calibIo; 
int       *twoDshift, fileType, subCalib; 
long      maxIndex, numPts; 
{ 
   register long  i, indexReal; 
   long           firstReIndex, lastReIndex, NoiseIndex; 
   double         meanReVal, meanImVal; 
   DATATYPE       oldCalibRe, oldCalibIm; 
 
   char message[80]; 
 
 
   if(calibIo[0] == 1)  
   { 
      calibIo[1] = 0; 
      calibIo[2] = 10; 
   } 
   else  
   { 
      oldCalibRe=calibIo[1]; 
      oldCalibIm=calibIo[2];  
   } 
 
   if(fileType==1)                                /* "FID"[fht(SYSRES)] file */ 
   { 
      if(twoDshift[1]<=(maxIndex-2)-twoDshift[1])  
      { 
         NoiseIndex=0; 
      } 
      else  
      { 
         NoiseIndex=1; 
      } 
    
      switch(twoDshift[0]) 
      { 
          case  0 : 
          case 201: if(NoiseIndex == 0)  
                    { 
                       lastReIndex=(maxIndex-3)-twoDshift[1]; 
                    } 
                    else  
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                    { 
                       lastReIndex=(maxIndex-3); 
                    } 
                    break; 
          case 211: if(NoiseIndex == 0) 
                    { 
                       lastReIndex=(maxIndex-3); 
                    } 
                    else 
                    { 
                       lastReIndex=twoDshift[1]; 
                    } 
                    break; 
          case 10 : 
          case 21 : if(twoDshift[1] >= numPts * 2) 
                    { 
                       lastReIndex=twoDshift[1]; 
                    } 
                    else 
                    { 
                       STOPMSG("ERROR: 2D FIDshift too small for mean \ 
                                value calcualtion (wrong l20 ?!?)!"); 
                    } 
                    break; 
          case 11 : 
          case 20 : if((maxIndex-2) - twoDshift[1] >= numPts * 2) 
                    { 
                       lastReIndex=(maxIndex-3)-twoDshift[1]; 
                    } 
                    else 
                    { 
                       STOPMSG("ERROR: 2D FIDshift too large for mean \ 
                                value calculation (wrong l20 ?!?)!"); 
                    } 
                    break; 
  
          default : twoDshift[0] = -1; 
      } 
      if(twoDshift[0] == -1)  
      { 
         STOPMSG("ERROR: wrong 2D-fht processing parameter (l30)"); 
      } 
 
   } /* endif */ 
   else  
   {                                          /* fileType:0 -> "SYSRES" file */ 
      lastReIndex = maxIndex-3;   
                /* [maxIndex-3] ==> last (complex)pts in [2exp(n)-1]fid file */ 
   } 
 
 
   firstReIndex = lastReIndex-((numPts-1) * 2); 
                          /* last 'numPts'(complex)pts for meanOffset calc.! */ 
   if(firstReIndex<0)  
   { 
      STOPMSG("ERROR: 2D numPts too large for mean val.calc.!"); 
   } 
 
  /* I) dataShift part (offset elimination):        */ 
 
   meanReVal=0; 
   meanImVal=0; 
 
   for(i=firstReIndex;i<=lastReIndex;i+=2)  
   { 
      meanReVal+=(double)dataIo[i]; 
      meanImVal+=(double)dataIo[i+1]; 
   } 
   meanReVal/=numPts; 
   meanImVal/=numPts; 
 
   for(i=1;i<=maxIndex-3;i+=2)  
   { 
      dataIo[i  ]-=(DATATYPE)(meanReVal); 
      dataIo[i+1]-=(DATATYPE)(meanImVal); 
   } 
 
 
  /* II) Calibration part(only if [SubCalib==999]): */ 
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   if(subCalib == 999)  
   { 
      for(i=firstReIndex;i<=lastReIndex;i+=2)  
      { 
         calibIo[1]+=fabs(dataIo[i  ]); 
         calibIo[2]+=fabs(dataIo[i+1]); 
      } 
      calibIo[1]/=numPts; 
      calibIo[2]/=numPts; 
 
      if(calibIo[0] == 2)  
      { 
         calibIo[1]/=oldCalibRe; 
         calibIo[2]/=oldCalibIm;  
         for(i=1;i<=maxIndex-3;i+=2)  
         { 
            dataIo[i  ]*= calibIo[1]; 
            dataIo[i+1]*= calibIo[2]; 
         } 
      } 
   } 
   return(0); 
} 
 
/**************** start of main function(fhtmain) ****************************/ 
int diffSpect(TD, TD1, CurMainFile, CurSubFile, SubFile, TwoDshift, 
              SpectType,FileType,SubCalib) 
int   TD1, TwoDshift[2], SpectType, FileType; 
long  TD; 
char  CurMainFile[80], CurSubFile[80], SubFile[80]; 
float SubCalib; 
{ 
   DATATYPE       *dataio,CalibIo[3],CalibList[3]; 
   double         *datapro1,*datapro2; 
   int            nSysres,countSysres; 
   long           ndata,maxindex,bytes,numPts; 
   register long  i; 
   char           *databyte,message[80]; 
 
   FILE *fpin1,*fpin2,*fpout; 
 
 
   nSysres  = TD1; 
   maxindex = TD; 
 
   ndata = maxindex/2; 
   TwoDshift[1] = TwoDshift[1] * 2; 
 
   if(FileType == 1)  
   { 
      numPts=100; 
   } 
   else 
   { 
      numPts=ndata-1; 
   } 
 
   if((SubCalib == 0)||(SubCalib == 999))  
   { 
      CalibList[1]=1; 
      CalibList[2]=1;  
   } 
   else 
   { 
      if(SubCalib > 0)  
      { 
         CalibList[1]=SubCalib; 
         CalibList[2]=1;  
      } 
      else  
      { 
         CalibList[1]=1; 
         CalibList[2]=fabs(SubCalib);  
      } 
   } 
 
                                                  /* check IN/OUT file(dir.) */ 
   if((fpin1=fopen(CurMainFile,"rb")) == NULL) 
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   {                     
      STOPMSG("ERROR: cannot open mainEXPNO (input)file"); 
   } 
   if((fpin2=fopen(CurSubFile,"rb")) == NULL)  
   { 
      STOPMSG("ERROR: cannot open subEXPNO (input)file"); 
   } 
   if((fpout=fopen(SubFile,"wb")) == NULL)  
   { 
      STOPMSG("ERROR: cannot open fht(output)file"); 
   } 
                                                            /* memory check: */ 
   if(  ((dataio   = ( DATATYPE*)calloc((size_t)(maxindex+2) 
                   , sizeof(DATATYPE))) == NULL) 
      ||((datapro1 = (double*)   calloc((size_t)(maxindex+2) 
                   , sizeof(double)  )) == NULL) 
      ||((datapro2 = (double*)   calloc((size_t)(maxindex+2) 
                   , sizeof(double)  )) == NULL)   
     ) 
   { 
      STOPMSG("ERROR: cannot allocate memory!\n");  
   } 
 
   if(SpectType == -1) 
   { 
      if((databyte  = (char*)    calloc((size_t)((maxindex+2) * 4) 
                    , sizeof(char))) == NULL) 
      {  
         STOPMSG("ERROR: cannot allocate memory!\n");  
      } 
   } 
 
 /*--- start 2D loop (nSysres fid-files) ------------------------------------*/ 
 
   for(countSysres=1;countSysres<=nSysres;countSysres+=1) 
   { 
     /*---------------- get sysres-data (convert FADC-data) -------------*/ 
 
     /* I) get(and convert to double) mainEXPNO data file :              */ 
 
      if(SpectType != -1)  
      { 
         if(fread(&dataio[1],sizeof(DATATYPE),maxindex,fpin1)!=maxindex)  
         { 
            STOPMSG("ERROR: ...when reading mainEXPNO data");  
         } 
      } 
      if(SpectType == -1)    /*---byteorder inversion:-------------------*/   
      { 
         if(fread(&databyte[4],sizeof(char),maxindex*4,fpin1)!=(maxindex*4))  
         { 
            STOPMSG("ERROR: ...when reading data");  
         } 
         if(convUnixDos(databyte,maxindex)!=0)  
         { 
            STOPMSG("ERROR: convUnixDos returned with bad status!\n");  
         } 
         dataio=&databyte[0]; 
      } 
 
     /* II) optional:[shift(dataio)-->datapro1] mainEXPNO data file:     */ 
 
      CalibIo[0] = 1; 
      if(shiftDATA( dataio, FileType, maxindex, numPts 
                  , CalibIo, TwoDshift, SubCalib)!=0)  
      { 
         STOPMSG("ERROR: shiftDATA (SYSRES) returned with bad status!\n"); 
      } 
 
      for(i=1;i<=maxindex;i++) 
      { 
         datapro1[i]=(double) (dataio[i] * CalibList[1]);  
      } 
 
     /* III) get(and convert to double) subEXPNO data file :             */ 
 
      if(SpectType != -1)  
      { 
         if(fread(&dataio[1],sizeof(DATATYPE),maxindex,fpin2)!=maxindex)  
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         { 
            STOPMSG("ERROR: ...when reading subEXPNO data");  
         } 
      } 
      if(SpectType == -1)    /*---byteorder inversion:-------------------*/   
      { 
         if(fread(&databyte[4],sizeof(char),maxindex*4,fpin2)!=(maxindex*4))  
         { 
            STOPMSG("ERROR: ...when reading data");  
         } 
         if(convUnixDos(databyte,maxindex)!=0)  
         { 
            STOPMSG("ERROR: convUnixDos returned with bad status!\n");  
         } 
         dataio=&databyte[0]; 
      } 
 
     /* IV) optional:[shift(dataio)-->datapro2] subEXPNO data file:      */ 
 
      CalibIo[0] = 2; 
      if(shiftDATA( dataio, FileType, maxindex, numPts 
                  , CalibIo, TwoDshift, SubCalib)!=0)  
      { 
         STOPMSG("ERROR: shiftDATA (SYSRES) returned with bad status!\n"); 
      } 
 
    /* V) recombine [SUBTRACT] main&&subEXPNO data files:                */ 
 
      for(i=1;i<=maxindex;i++)  
      { 
         datapro2[i]=(double) (dataio[i] * CalibList[2]);  
         dataio[i]=(long) (datapro1[i] - datapro2[i]);  
      } 
 
    /*----------------------- write data to disk ------------------------*/ 
 
      if(SpectType != -1)  
      { 
         if((fwrite(&dataio[1],sizeof(DATATYPE),maxindex,fpout)!=maxindex))  
         { 
            STOPMSG("ERROR: ...when writing data!\n");  
         } 
      } 
       
      if(SpectType == -1)    /*---byteorder inversion:-------------------*/   
      { 
         databyte=&dataio[0]; 
 
         if(convUnixDos(databyte,maxindex)!=0)  
         { 
            STOPMSG("ERROR: convUnixDos returned with bad status!\n");  
         } 
 
         if(fwrite(&databyte[4],sizeof(char),maxindex*4,fpout)!=(maxindex*4))  
         { 
            STOPMSG("ERROR: ...when writing data");  
         } 
      } 
   } 
 
 /*--- end of 2D loop !!! ---------------------------------------------------*/ 
 
   sprintf(message,"\n\n\n              ... diff_spect2D finished!"); 
   Proc_err(0,message); 
 
   fclose(fpin1); 
   fclose(fpin2); 
   fclose(fpout); 
   free(dataio); 
   free(datapro1); 
   free(datapro2); 
} 
 
/************ end of main function(diffSpect) & end of AU PROGRAM ************/ 
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11C-Programme 
 
 C-Programm zur Erstellung der in den Pulsprogrammen benötigten stochastischen 
Phasenlisten, sowie zur Berechnung unterschiedlicher (komplexer) stochastischer 
Sequenzen. 
 
/*---------------------------------------------------------------------------*/ 
/* mk_lists.c                                                       16.09.99 */ 
/*                                                                           */ 
/* "C-Programm zur Erzeugung stochastischer mlbs-sequenzen"                  */ 
/*                                                                           */ 
/*---------------------------------------------------------------------------*/ 
/*                                                                           */ 
/* (generates binary and ascii-files)                                        */ 
/*                                                                           */ 
/*  binary:                                                                  */ 
/*   -> complex data_files [1-(ndata-1)] for (f)ht simulation                */ 
/*   -> complex mlbs_files               for (f)ht simulation                */ 
/*                                                (incl.complex SUMc files)! */ 
/*                                                                           */ 
/*  ascii :                                                                  */ 
/*   -> ph1_1_mlbs-files for phaseprograms(DDS/4PM) in BRUKER-UXNMR-PULPROGs */ 
/*                                                    (incl. SUMc ph-lists)! */ 
/*      [binary(2/0) or quart.(3/2/1/0)||(3/1/-1/-3)                         */ 
/*       ->[2exp(n)-1]  ->[(2exp(n)-1)(/3)]                                  */ 
/*---------------------------------------------------------------------------*/ 
 
 
#include<stdlib.h> 
#include<stdio.h> 
 
 
/*---------------------------------------------------------------------------*/ 
long zwohoch(val) 
int val; 
{ 
   register long  zwo = 2; 
 
   zwo <<= (val-1); 
   return(zwo); 
} 
 
/*---------------------------------------------------------------------------*/ 
void initialize(ndat,tab) 
long  *ndat; 
int   *tab; 
{ 
   int           ips[]={0,2,2,4,2,2,28,16,8,4,82,26,42,2,44,8,38,38}; 
   int           neor,nreg; 
   register int  test,mask,i; 
 
   printf("Number of Bit`s: "); 
   do 
   { 
      scanf("%d", &nreg); 
      if ((nreg < 3)||(nreg > 19)) 
      { 
         printf(" ERROR: nreg out of range\n"); 
      } 
   } 
   while ((nreg < 3)||(nreg > 19)); 
 
   *ndat = zwohoch(nreg); 
   mask = ips[nreg-2]; 
   i = -1; 
   neor=0; 
   do 
   { 
      do 
      { 
         test = mask; 
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         mask /= 2; 
         i++; 
      } 
      while(mask+mask == test); 
 
      neor++; 
      tab[neor] = zwohoch(i); 
   } 
   while(mask != 0); 
 
   tab[0] = neor; 
 
   return; 
} 
 
/*---------------------------------------------------------------------------*/ 
int get_listPAR(seqTYP, listNUM, pulseNUM, SHIFT, p1LENGTH, listOFFSET) 
int *seqTYP, *pulseNUM, *listNUM, *SHIFT, *p1LENGTH, *listOFFSET; 
{ 
   int  i,INput; 
 
   printf("\n\ 
   \n ---> select sequence parameter (seqTYP) :\n\ 
   \n 1D excitation sequences / complex data files:\n\ 
   \n (0) 'compl.'test data file (0,0)(1,1)(2,2) ...          [2exp(n)-1]   \n\ 
   \n (1) 'compl.'mlbs seq.     ((1/0) ,(1/0) )               [2exp(n)-1]     \ 
   \n (2) 'compl.'mlbs seq.     ((1/-1),(1/-1))               [2exp(n)-1]     \ 
   \n (3)  ph-lists: bin(2/0) or quart(3/2/1/0)||(3/1/-1/-3)  [2exp(n)-1](/3) \ 
   \n                - saved as BINARYfile => 'compl.'data                    \ 
   \n                - saved as ASCIIfile  => 'real'data(BRUKER pp ph-lists)\n\ 
   \n 2D excitation sequences / complex data files:                         \n\ 
   \n (4) 'compl.'sum seq. without ph-shift  2*mlbs:(2/1/0),3*mlbs:(3/2/1/0)\n\ 
   \n (5) 'real' sum ph-list without ph-shift       (2/0)    +   [vp list]    \ 
   \n               'ph-lists for BRUKER pp'                                  \ 
   \n (6) 'real' sum ph list incl.90° phList-shift  (0/1/2/3) only for 2erSUM)\ 
   \n               'ph-lists for BRUKER pp'                                \n\ 
   \n (7) quit \n\n ---> "); 
 
   do 
   { 
      scanf(" %d",&INput); 
   } 
   while((INput<0)||(INput>7)); 
 
   *seqTYP=INput; 
 
   if((*seqTYP>=4)&&(*seqTYP<7)) 
   { 
                 /* IN : number of mlbs seq. for the generation of sum lists */ 
      printf("number of mlbs seq.: "); 
      scanf(" %d",&INput); 
      *listNUM=INput; 
 
                 /* OUT: num.of listShifts (num.of pseudoPulses) !! MAX 3 !! */ 
      printf("number of SUM seq.: "); 
      scanf(" %d",&INput); 
      *pulseNUM=INput; 
   } 
   else 
   { 
      *pulseNUM=1; 
      *listNUM=1; 
   } 
 
   if(*seqTYP<7) 
   { 
      printf("\n"); 
      for(i=1;i<=*listNUM;i++)                  /* define listShifts! */ 
      { 
         printf("(left)shift pts of %d. list: ",i); 
         scanf(" %d",&INput); 
         SHIFT[i]=INput; 
      } 
   } 
 
   if(*seqTYP==5) 
   { 
      printf("\n"); 
      printf("factor for pulse length (p1=length; p3=3*p1): "); 
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      scanf("%d",&INput);                   /* const.INPUTfactor for vp list */ 
      *p1LENGTH=INput; 
   } 
 
   else if(*seqTYP==6) 
   { 
      printf("\n"); 
      printf("n separate ph-lists(with incr.shift) all incl.one \ 
              \n sumList (pos n), or n (sub)sumLists(also with  \ 
              \n incr.shift) in one phaselist (neg n):"); 
      scanf(" %d",&INput); 
      SHIFT[0]=INput; 
      printf("\n"); 
      printf("phaselist-180degree-phaseshift (0:NO / 1:YES)  : "); 
      scanf(" %d",&INput); 
      if(INput==0) 
      { 
         *listOFFSET=INput; 
      } 
      else 
      { 
         printf("select ph-list for 180degree-ph.shift \ 
                 \n(1:FIXED, 2:SHIFTED, 3:BOTH):"); 
         scanf(" %d",&INput); 
         if((INput>=1)&&(INput<=3)) 
         { 
            *listOFFSET=INput; 
         } 
         else 
         { 
             *listOFFSET=0; 
             printf("wrong parameter for phaselist-shift (=> shift=0) !!! "); 
         } 
      } 
   } 
   else 
   { 
      SHIFT[0]=1; 
   } 
 
   if(*seqTYP==7) 
   { 
      printf(" ?????????????????????? nothing defined ????????????????????? "); 
   } 
 
   return(0); 
} 
 
/*---------------------------------------------------------------------------*/ 
int mk_mlbs(NEWmlbs, Ndat, Tab) 
long  Ndat, *NEWmlbs; 
int   Tab[]; 
{ 
   long           i, ireg; 
   register long  na, nn; 
   int            j; 
 
 
   ireg = Ndat-1;                               /*  mk mlbs (0/1) sequence ! */ 
   for (i = 1; i <= Ndat-1; i++) 
   { 
      na = (ireg & 1); 
      NEWmlbs[i] = na;             /*if(na==1) newSEQ[i]=1; else newSEQ[i]=0;*/ 
      for (j = 1; j <= Tab[0]; j++) 
      { 
         nn = (ireg & Tab[j]); 
         if (nn != 0) nn = 1; 
         na = (na^nn); 
      } 
      ireg /= 2; 
      ireg = (ireg|(na * Ndat/2)); 
   }                         /* => NEWmlbs[1-(ndat-1)] : 1  1  1  0  0  1  0 */ 
 
 return(0); 
 
} 
 
/*---------------------------------------------------------------------------*/ 
int mk_newSEQ( newSEQ, ndatA, tab, seqTYP, listNUM, PHshift, P1length 
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             , listOFFSET, convBinQuart) 
long  *ndatA,*PHshift; 
long  *newSEQ; 
int  tab[], seqTYP, listNUM, P1length, listOFFSET, *convBinQuart; 
{ 
   long           *secondSEQ; 
   long           i, ireg, ndat; 
   register long  na, nn, PHindex; 
   int            j, INput; 
 
 
   ndat=*ndatA; 
   *convBinQuart=0; 
   if((secondSEQ=(long*)calloc((unsigned)(ndat),sizeof(long)))==NULL) 
   { 
      printf(" ERROR: cannot allocate memory\n"); 
      return(1); 
   } 
 
/* -----> make ("list with incr.number")data file (no mlbs!): ---------------*/ 
 
   if(seqTYP == 0)                       /* mk data file 0 1 2 3 4 5 6 7 ... */ 
   { 
      for (i=1;i<=ndat-1;i++) 
      { 
         newSEQ[i]=i;           /* => newSEQ[1-(ndat-1)] : 1 2 3 4 5 6 7 ... */ 
      } 
   } 
 
/* -----> make shifted mlbs data files (newSEQ): ----------------------------*/ 
 
   if(seqTYP >= 1) 
   { 
      mk_mlbs(&*secondSEQ,ndat,tab); /* mk original(noshift)mlbs (0/1) seq.! */ 
      PHindex = PHshift[1] - ((PHshift[1]/(ndat-1)) * (ndat-1)) + 1; 
      for (i=1; i <= ndat-1; i++)    /* mk 1.(shifted) mlbs (0/1) sequence ! */ 
      { 
         if(PHindex > (ndat-1)) 
         { 
            PHindex = 1; 
         } 
         newSEQ[i]=secondSEQ[PHindex]; 
         PHindex++; 
      } 
   }                        /* ===> newSEQ[1-(ndat-1)] : 1  1  1  0  0  1  0 */ 
 
/* -----> OPTIONAL: make quarternary mlbs sequence (newSEQ): ----------------*/ 
 
 if(seqTYP == 3) 
 { 
    printf("binary or quarternary(only for 12,14 or 16 bit register) seq.?\n"); 
    printf("(0:binary / 1:quarternary)  : "); 
    scanf(" %d",&INput); 
    *convBinQuart = INput; 
    if(*convBinQuart==1) 
    { 
       if((ndat==4096)||(ndat==16384)||(ndat==65536)) 
       { 
          ndat=(ndat-1)/3 + 1; 
          *ndatA=ndat;            /* => return changed value to mainfunction */ 
          PHindex = PHshift[1] - ((PHshift[1]/(ndat-1)) * (ndat-1)); 
          for(i=0;i<ndat-1;i++)          /* mk quart.mlbs (3/1/-1/-3) seq. ! */ 
          { 
             if(PHindex > (ndat-1)) 
             { 
                PHindex=0; 
             } 
             newSEQ[i+1] = secondSEQ[PHindex*3+1]; 
             newSEQ[i+1]+= secondSEQ[PHindex*3+2]; 
             newSEQ[i+1]+= secondSEQ[PHindex*3+3]; 
             PHindex++; 
          } 
          printf("conv.: bin.to quart. => ndata red.:ndata-1=(ndata-1)/3\n"); 
          printf( "\nndata in(bin.seq.):%d  -> ndata out(quart.seq.):%d \n" 
                , ndat*3,ndat); 
       } 
       else 
       { 
          printf(" \ 
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       \nERROR: wrong ndata (quart.seq.only for 12,14 or 16 bit reg.)\n"); 
          printf("       binary seq. remains unchanged!\n\n"); } 
       }                        /* => quart.sequence : 3 .. 1 .. -1 .. -3 .. */ 
   }             /* [INPUT==1] => newSEQ[1-(ndat-1)] : 3 .. 2 ..  1 ..  0 .. */ 
 
 
/* -----> make SUM sequence -> without listShift (newSEQ): ------------------*/ 
 
   if((seqTYP == 4)||(seqTYP == 5)) 
   { 
      for(j=2; j <= listNUM; j++)  /* => add 2./3.(shifted)mlbs onto 1.mlbs! */ 
      { 
         PHindex = PHshift[j] - ((PHshift[j]/(ndat-1)) * (ndat-1)) + 1; 
         for(i=1;i<=ndat-1;i++) 
         { 
            if(PHindex > (ndat-1)) 
            { 
               PHindex = 1; 
            } 
            newSEQ[i] += secondSEQ[PHindex]; 
            PHindex++; 
         } 
      } 
   } /* newSEQ[1-(ndat-1)]: SUM seq. without 90°ph-shift (2-3 pseudo pulses) */ 
 
/* -----> make SUM sequence -> incl.90°listShift (newSEQ): ------------------*/ 
 
   if(seqTYP == 6) 
   { 
     PHindex = PHshift[2] - ((PHshift[2]/(ndat-1)) * (ndat-1)) + 1; 
     for(i=1;i<=ndat-1;i++) 
     { 
        if(PHindex > (ndat-1)) 
        { 
           PHindex=1; 
        } 
        if(newSEQ[i]== 0)         /* "1.(FIXED)mlbs==0" -------------------> */ 
        { 
          if(secondSEQ[PHindex]== 0) /* Vectoradd. ==========> "SHIFTEDmlbs" */ 
          { 
             if(listOFFSET==0) newSEQ[i]=0; /* orig.seq. (n==mlbs)       (_0)*/ 
             if(listOFFSET==1) newSEQ[i]=1; /* 180degr.shift of 1.seq.   (_1)*/ 
             if(listOFFSET==2) newSEQ[i]=3; /* 180degr.shift of 2.seq.   (_2)*/ 
             if(listOFFSET==3) newSEQ[i]=2; /* 180degr.shift of both.seq.(_3)*/ 
          } 
          else 
          { 
             if(listOFFSET==0) newSEQ[i]=3; /* orig.seq.                 (_0)*/ 
             if(listOFFSET==1) newSEQ[i]=2; /* 180degr.shift of 1.seq.   (_1)*/ 
             if(listOFFSET==2) newSEQ[i]=0; /* 180degr.shift of 2.seq.   (_2)*/ 
             if(listOFFSET==3) newSEQ[i]=1; /* 180degr.shift of both.seq.(_3)*/ 
          } 
        } 
        else                      /* "1.(FIXED)mlbs==1" -------------------> */ 
        { 
          if(secondSEQ[PHindex]== 0) 
          { 
             if(listOFFSET==0) newSEQ[i]=1; /* orig.seq.                 (_0)*/ 
             if(listOFFSET==1) newSEQ[i]=0; /* 180degr.shift of 1.seq.   (_1)*/ 
             if(listOFFSET==2) newSEQ[i]=2; /* 180degr.shift of 2.seq.   (_2)*/ 
             if(listOFFSET==3) newSEQ[i]=3; /* 180degr.shift of both.seq.(_3)*/ 
          } 
          else 
          { 
             if(listOFFSET==0) newSEQ[i]=2; /* orig.seq.                 (_0)*/ 
             if(listOFFSET==1) newSEQ[i]=3; /* 180degr.shift of 1.seq.   (_1)*/ 
             if(listOFFSET==2) newSEQ[i]=1; /* 180degr.shift of 2.seq.   (_2)*/ 
             if(listOFFSET==3) newSEQ[i]=0; /* 180degr.shift of both.seq.(_3)*/ 
          } 
        } 
        PHindex++; 
     } 
   } /* -> newSEQ[1-(ndat-1)]: SUM seq.incl.90degr.ph-shift(2 pseudo pulses) */ 
 
   return(0); 
} 
 
/*---------------------------------------------------------------------------*/ 
int save_binSEQ( newSEQ, seqTYP, ndat, filename, convBinQuart) 
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long  ndat, *newSEQ; 
int   seqTYP, convBinQuart; 
char  *filename; 
{ 
   register long  i; 
   int            INput; 
 
   FILE *fptr; 
 
 
   if((fptr=fopen(filename,"wb")) == NULL) 
   { 
      fprintf(stderr,"ERROR: cannot open %s\n",filename); 
      return(1); 
   } 
 
 
   if(seqTYP == 2) 
   { 
      for (i=1;i<=ndat-1;i++) 
      { 
         newSEQ[i] = newSEQ[i] * 2 - 1; 
      }                       /* => newSEQ[1-(ndat-1)] : 1  1  1 -1 -1  1 -1 */ 
   } 
 
   if((seqTYP == 3) && (convBinQuart == 1)) 
   { 
      printf("\nSelect quart.data type: (3/2/1/0)[0] or (3/1/-1/-3)[1] data:"); 
      scanf(" %d", &INput); 
      if(INput == 1) 
      { 
         for (i=1; i <= ndat-1; i++) 
         { 
            newSEQ[i]=newSEQ[i] * 2 - 3; 
         }                    /* => newSEQ[1-(ndat-1)] : "quart"  3  1 -1 -3 */ 
      } 
   } 
 
   for (i=1;i<=ndat-1;i++) 
   { 
      if ( (fwrite(&newSEQ[i],sizeof(long),1,fptr)!=1) 
         ||(fwrite(&newSEQ[i],sizeof(long),1,fptr)!=1) 
         ) 
      { 
         fprintf(stderr,"ERROR: when writing data\n"); 
         return(1); 
      } 
   } 
 
   fclose(fptr); 
   return(0); 
} 
 
/*---------------------------------------------------------------------------*/ 
int get_binSEQ(ndat, filename) 
long  ndat; 
char  *filename; 
{ 
   long  *seq; 
   long  i; 
 
   FILE  *fptr; 
 
 
   if((fptr=fopen(filename,"rb"))==NULL) 
   { 
      fprintf(stderr,"ERROR: cannot open %s\n",filename); 
      return(1); 
   } 
 
   if((seq=(long*)calloc((2*(ndat)),sizeof(long)))==NULL) 
   { 
      fprintf(stderr,"ERROR: cannot allocate memory\n"); 
      return(1); 
   } 
 
   for (i=1; i <= (ndat-1); i++) 
   { 
      if (fread(&seq[i],sizeof(long),2,fptr)!=2) 
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      { 
         fprintf(stderr,"ERROR: when reading data\n"); 
         return(1); 
      } 
   } 
 
   fclose(fptr); 
   return(0); 
} 
 
/*---------------------------------------------------------------------------*/ 
int save_ascii( newSEQ, ndat, seqTYP, listNUM, pulseNUM, p1LENGTH 
              , phSHIFT, listCOUNTER, listOFFSET, convBinQuart) 
long  ndat, *newSEQ, *phSHIFT; 
int   seqTYP, listNUM, pulseNUM, p1LENGTH, listOFFSET, convBinQuart; 
{ 
   register long i, mlbs; 
   int           pmodul, quartMod, asciimlbs, phasenumber, 
                 PTSperLINE, PTSperLIST, subDIV; 
   char          filename[80], listDir[80]; 
 
   FILE *fptr; 
 
 /*---------------------------------- get parameter -------------------------*/ 
 
   mlbs=ndat-1; 
 
   if((seqTYP == 6) && (abs(phSHIFT[0]) >= 2)) 
   { 
      phasenumber= 1 + listOFFSET; 
      subDIV = 1; 
      pmodul = 2; 
   } 
   else 
   { 
      do 
      { 
         printf("Phase number  [1-30]: "); 
         scanf("%d",&phasenumber); 
         if((phasenumber<1)||(phasenumber>31)) 
         { 
            printf("\n ERROR: illegal input value \n"); 
         } 
      } 
      while((phasenumber < 1) || (phasenumber > 31)); 
 
      do 
      { 
         printf("\n one-piece or subdivided ph-list [1 or 2]: "); 
         scanf("%d",&subDIV); 
         if((subDIV != 1) && (subDIV != 2)) 
         { 
            printf("\n ERROR: illegal input value \n"); 
         } 
      } 
      while((subDIV != 1) && (subDIV != 2)); 
 
      do 
      { 
         printf("DDS(0,1,2,3) or 4PM(+-x,y) phase progr.(2==DDS),(4==4PM)?:"); 
         scanf("%d",&pmodul); 
         if((pmodul != 2) && (pmodul != 4)) 
         { 
            printf("\n ERROR: illegal input number, please try again !!! \n"); 
         } 
      } 
      while((pmodul != 2) && (pmodul != 4)); 
 
 
 
      if((seqTYP == 3) && (convBinQuart == 1)) 
      { 
         do 
         { 
            printf("ph-list for quart.excitation:\n\n (0) purely quart.[->bin.\ 
            \nlists for quart.multipulse excitation] \n (1) binary [+amp.mod. \ 
            \nvia vp-list] quartMod (0/1) : "); 
            scanf("%d",&quartMod); 
            if((quartMod != 0) && (quartMod != 1)) 
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            { 
               printf("\n ERROR: illegal input number, please try again! \n"); 
            } 
         } 
         while((quartMod != 0) && (quartMod != 1)); 
      } 
   } 
 
 /*------------------------ get define filename of ascii file ---------------*/ 
 
 /* SPECTROMETER: */ 
   sprintf(listDir,"/u/exp/stan.weini/nmr/lists/pp"); 
 /* SERVER: */ 
 /*sprintf(listDir,"/home/klaus/c_programs/files"); */ 
 
   if((seqTYP == 6) && (phSHIFT[0] >= 2)) 
   { 
      sprintf( filename, "%s/SUMc_%d_%d/stochast_SUMc_%d" 
             , listDir, mlbs, listOFFSET, phSHIFT[2]); 
   } 
   else 
   { 
      if((seqTYP == 6) && (phSHIFT[0] <= (-2))) 
      { 
         sprintf( filename,"%s/stochast_SUMc_%d_%d" 
                , listDir, phSHIFT[2], abs(phSHIFT[0])); 
      } 
      else 
      { 
         sprintf( filename,"%s/stoch_ph%d_list%d" 
                , listDir,phasenumber,phSHIFT[0]); 
      } 
   } 
 
 /*---------------------- open file for writing / adding ascii data ---------*/ 
 
   if((phSHIFT[0] <= -2) && (listCOUNTER >= 2)) 
   { 
      if((fptr=fopen(filename,"a")) == NULL) 
      { 
         fprintf(stderr,"ERROR: cannot open %s\n", filename); 
         return(1); 
      } 
   } 
   else 
   { 
      if((fptr=fopen(filename,"w")) == NULL) 
      { 
         fprintf(stderr,"ERROR: cannot open %s\n", filename); 
         return(1); 
      } 
 
      fprintf(fptr,";transmitter channel (f1) ph-list :  %s \n", filename); 
      fprintf(fptr,"ph%d =", phasenumber); 
   } 
 
 /*------------------------------- start writing phase list -----------------*/ 
 
   PTSperLIST = 0; 
   PTSperLINE = 0; 
 
   for(i=1; i <= mlbs; i++) 
   { 
      PTSperLIST++; 
      PTSperLINE++; 
 
      if(seqTYP == 3) 
      { 
         if(convBinQuart == 0)         /* asciimlbs[1-(ndat-1)] : (2/0) mlbs */ 
         { 
            asciimlbs = newSEQ[i]*2; 
         } 
         else                          /* asciimlbs[1-(ndat-1)] : quart.list */ 
         { 
            if(quartMod == 0) 
            { 
                asciimlbs = newSEQ[i];               /* quart.(3/2/1/0) list */ 
            } 
            else 
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            { 
                asciimlbs = (newSEQ[i]/2) * 2;        /* red. bin.(2/0) part */ 
            } 
         } 
      } 
 
      else if(seqTYP == 5)   /* asciimlbs[1-(ndat-1)] : bin.stoch.list (2/0) */ 
      { 
         if(listNUM == 3) 
         { 
            asciimlbs = (newSEQ[i]/2)*2; 
         } 
         else 
         { 
            asciimlbs = newSEQ[i]; 
         } 
      } 
 
      else if(seqTYP == 6) /* asciimlbs[1-(ndat-1)]:compl.stoch.list(0/1/2/3)*/ 
      { 
         asciimlbs = newSEQ[i]; 
      } 
 
      while(asciimlbs > 3) 
      { 
         asciimlbs -= 4; 
      } 
      if(pmodul == 2) 
      { 
         fprintf(fptr,"%2d", asciimlbs); 
      } 
      else 
      { 
         if (asciimlbs == 0) fprintf(fptr," +x"); 
         if (asciimlbs == 1) fprintf(fptr," +y"); 
         if (asciimlbs == 2) fprintf(fptr," -x"); 
         if (asciimlbs == 3) fprintf(fptr," -y"); 
      } 
      if(ferror(fptr) != 0) 
      { 
         fprintf(stderr,"ERROR: when writing data\n"); 
         return(1); 
      } 
      if(PTSperLINE == 64) 
      { 
         fprintf(fptr,"\n");                              /*insert linebreak */ 
         PTSperLINE = 0; 
      } 
      if((subDIV == 2) && (PTSperLIST == 2048)) 
      { 
         phasenumber += 1; 
         fprintf(fptr,"\n");                              /*insert linebreak */ 
         fprintf(fptr,"ph%d =",phasenumber);             /*start next ph-list*/ 
         PTSperLIST = 0; 
      } 
   } 
   fprintf(fptr,"\n"); 
   fclose(fptr); 
 
 /*------------------------------ start writing vp list ---------------------*/ 
 
           /* only for SUM lists without phaseshift => phase+ampl.modulation */ 
 
   if(seqTYP == 5) 
   { 
      sprintf(filename,"/home/klaus/c_programs/files/vp%d",mlbs); 
      if((fptr=fopen(filename,"w"))==NULL) 
      { 
         fprintf(stderr,"ERROR: cannot open %s file\n",filename); 
         return(1); 
      } 
 
      for(i=1; i <= mlbs; i++) 
      { 
         if(listNUM == 2) 
         { 
            fprintf(fptr,"%.1fu\n",(float)((abs(newSEQ[i]-1))*p1LENGTH)); 
         } 
         else 
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         { 
            if(listNUM == 3) 
            { 
               fprintf( fptr,"%.1fu\n" 
                      , (float)((abs((newSEQ[i] * 2) - 3)) * p1LENGTH)); 
            } 
         } 
      } 
      fprintf(fptr,"\n"); 
      fclose(fptr); 
   } 
 
 /*--------------------------------------------------------------------------*/ 
 
   return(0); 
} 
 
/*****************************************************************************/ 
main() 
{ 
   long  ndata, PHshift[4]; 
   int   i, countLists, menu, xortab[4], SEQtyp, LISTnum, PULSEnum, 
         P1length, listCounter, LISToffset, CONVbinQUART; 
   char  name[11] = {"xxx"}; 
 
   long *NEWseq; 
 
 
   do 
   { 
      printf("\n menu:\n\n"); 
      printf(" (1) make new mlbs / test data file [1 - (ndata-1)]\n"); 
      printf(" (2) save new sequence as binary-file (double-seq(re;im))\n"); 
      printf(" (3) save mlbs as ascii-file for pp (ph-pr: ph1=)\n\n"); 
      printf(" (4) get&show new data/mlbs file (only binary files)\n\n"); 
      printf(" (5) plot new (real) sequence on screen \n\n"); 
      printf(" (6) quit\n\n ---> "); 
 
      scanf(" %d",&menu); 
 
      switch(menu) 
      { 
         case 1 : initialize( &ndata, &*xortab); 
                  get_listPAR( &SEQtyp, &LISTnum, &PULSEnum, &*PHshift 
                             , &P1length, &LISToffset); 
                  if(SEQtyp >= 1) 
                  { 
                     if((NEWseq = (long*)calloc((unsigned)(ndata) 
                                                   ,sizeof(long)))==NULL) 
                     { 
                        printf(" ERROR: cannot allocate memory\n"); 
                        return(1); 
                     } 
                  } 
                  if((SEQtyp >= 0) && (SEQtyp < 7)) 
                  { 
                     if(   (SEQtyp == 6) 
                        &&((PHshift[0] >= 2) || (PHshift[0] <= (-2)) ) 
                       ) 
                     { 
                        printf("\n\n automatic call of save funct.(%d lists)\n\ 
                                \n",abs(PHshift[0])); 
                     } 
                     countLists = abs(PHshift[0]); 
                     for(i=1;i<=countLists;i++) 
                     { 
                        mk_newSEQ( &*NEWseq, &ndata, xortab, SEQtyp, LISTnum 
                                 , PHshift, P1length, LISToffset, &CONVbinQUART 
                                 ); 
                        if(   (SEQtyp == 6) 
                           &&((PHshift[0] >= 2) || (PHshift[0] <= (-2)) ) 
                          ) 
                        { 
                           save_ascii( NEWseq, ndata, SEQtyp, LISTnum, PULSEnum 
                                     , P1length, PHshift, i, LISToffset 
                                     , CONVbinQUART); 
                           PHshift[2] += 1; 
                        } 
                     } 
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                  } 
                  else 
                  { 
                     printf("\nselect list parameterSet first (1)\n\n"); 
                  } 
                  break; 
 
         case 2 : if(  (SEQtyp == 0) || (SEQtyp == 1) || (SEQtyp == 2) 
                     ||(SEQtyp == 3) || (SEQtyp == 4) 
                    ) 
                  { 
                     printf("name : "); 
                     scanf("%s", &name); 
                     save_binSEQ( NEWseq, SEQtyp, ndata, name, CONVbinQUART); 
                  } 
                  else 
                  { 
                     printf("\n sorry but wrong seq.type!\n\n "); 
                  } 
                  break; 
 
         case 3 : if((SEQtyp == 3) || (SEQtyp == 5) || (SEQtyp == 6)) 
                  { 
                     listCounter = 1; 
                     save_ascii( NEWseq, ndata, SEQtyp, LISTnum, PULSEnum 
                               , P1length, PHshift, listCounter, LISToffset 
                               , CONVbinQUART); 
                  } 
                  else 
                  { 
                     printf("\n sorry but wrong seq.type!\n\n"); 
                  } 
                  break; 
 
         case 4 : get_binSEQ(ndata, name); 
                  break; 
 
         case 5 : /*------------- plot sequences on screen -------------*/ 
                  printf("\n\n"); 
                  for (i=1; i <= ndata-1; i++) printf("%2d  ", NEWseq[i]); 
                  printf("\n\n"); 
                /*----------------------------------------------------*/ 
                  break; 
      } 
   } 
   while(menu != 6); 
} 
 
/*****************************************************************************/ 
 
  
Lebenslauf 
 
 
 
 Persönliche Daten 
 
 Name Klaus Weingarten 
 Geburtsdatum 18.02.1969 
 Geburtsort Neuwied, Westerwald 
 Familienstand  ledig 
 Vater Herbert Weingarten 
 Mutter Lioba Weingarten, geb. Moser 
 
 
 Schulbildung 
 
 08.1975  07.1979 Grundschule Waldbreitbach, Westerwald 
 08.1979  07.1981 Staatliche Realschule Neustadt/Wied 
 08.1981  06.1988 Staatliches Gymnasium Neustadt/Wied  
 06.1988 Abitur 
 
 10.1988  12.1989 Grundwehrdienst bei der Bundeswehr 
 
 
 Studium, wissenschaftliche Ausbildung 
 
 10.1989 - 1996 Chemiestudium an der RWTH-Aachen 
 09.1992 Diplom-Vorprüfung Fachrichtung Chemie, RWTH-Aachen 
 12.1995 Diplom-Hauptprüfung Fachrichtung Chemie, RWTH-Aachen  
 02.1996 - 08.1996 Diplomarbeit am Institut für Siedlungswasserwirtschaft der RWTH-
Aachen bei Prof. Dr. J. Reichert mit dem Thema Bestimmung von 
Kohlenwasserstoffen in Anlehnung an DIN 38409 H 18 unter 
Verwendung umweltschonender Lösungsmittel  
 09.1996  04.2001 Promotionsstudium am Lehrstuhl für Makromolekulare Chemie der 
RWTH-Aachen bei Prof. Dr. B. Blümich mit dem Thema Ein- und 
zweidimensionale Hadamard-Kernresonanz-Spektroskopie 
 02.04.2001 Promotionsprüfung zum Dr. rer. nat., am Lehrstuhl für 
Makromolekulare Chemie der RWTH-Aachen 
