Abstract. We establish a new partial C 0 -estimate along a continuity path mixed with conic singularities along a simple normal crossing divisor and a positive twisted (1, 1)-form on Fano manifolds. As an application, this estimate enables us to show the reductivity of the automorphism group of the limit space, which leads to a proof of Yau-TianDonaldson Conjecture admitting some types of holomorphic vector fields.
Introduction
Finding canonical metrics on Kähler manifolds is the central problem in Kähler geometry. In 1970s in the celebrated work [41] , Yau solved Calabi's conjecture and established the existence of Ricci flat Kähler metric on Kähler manifolds with c 1 (M) = 0. Aubin [2] and Yau also established the existence of Kähler-Einstein metric with negative Ricci curvature on Kähler manifolds with c 1 (M) < 0. The main idea is to establish a priori estimates for the solutions to the family of complex Monge-Ampére equations along a continuity path. The remaining problem is the Fano case, i.e., c 1 (M) > 0. Unlike the two cases above, Matsushima [25] and Futaki [17] showed that there are obstructions to the existence of Kähler-Einstein metrics on Fano manifolds thus there are Fano manifolds which do not admit Kähler-Einstein metrics.
To solve the Kähler-Einstein problem on Fano manifolds, Tian made a crucial progress in [30] which first introduced the partial C 0 -estimate. Let us recall the basic settings of this problem: Let (M, ω 0 ) be a Fano manifold with a Kähler metric ω 0 ∈ [2πc 1 (M)], which satisfies that Ric(ω 0 ) = ω 0 + √ −1∂∂h where h a smooth ω 0 -psh function on M. Suppose ω = ω 0 + √ −1∂∂ϕ is the Kähler-Einstein metric on M then ϕ satisfies the following complex Monge-Ampére equation
where ϕ satisfies that M e h−ϕ ω n 0 = V. To solve this equation, a standard way as [2, 41] is to establish the solution to the following continuous family of Monge-Ampére equations (ω 0 + √ −1∂∂ϕ t ) n = e h−tϕt ω n 0 (1.1)
for t ∈ [0, 1] with M e h−tϕt ω n 0 = V. Tian realized that it was impossible to derive a priori C 0 -estimate of (1.1) directly as [41] . Instead, he noted that different embeddings of the Fano manifold into a projective space CP N l by holomorphic sections S 0 , S 1 , · · · , S N l of the 1 Partially supported by CIRGET Fellowship when the second author visited ISM of UQÀM. Finally he established the partial C 0 -estimate and showed the reductivity of the automorphism group of the manifold implies the existence of the Kähler-Einstein metric in case of Fano surfaces. Later, in [31] Tian extended his idea and proposed K-stability and conjectured that this condition implies the existence of Kähler-Einstein metrics on Fano manifolds. In [31, 33] Tian also pointed out that the partial C 0 -estimate is the crucial step to solve the conjecture. In 2012 Tian [35] , and Chen-Donaldson-Sun [8, 9, 10] proved the partial C 0 -estimate along the continuity path of conical Kähler-Einstein metrics and finally solved this folklore conjecture. Recently in [22, 23] Li-TianWang solved the Yau-Tian-Donaldson conjecture in case of singular Fano varieties.
As the most crucial part in the study of Kähler-Einstein problem, the partial C 0 -estimate has become an interesting topic in Kähler geometry. In [33] , Tian introduced a partial C 0 -conjecture in a more general form that there exists a uniform partial C 0 -estimate for a family of Fano manifolds with uniform positive lower Ricci curvature bound and fixed volume. Besides the partial C 0 -estimates in [35, 9, 10] along the continuity path of conical Kähler-Einstein metrics, Donaldson-Sun [16] and Tian [34] also considered the partial C 0 -estimates on Kähler-Einstein manifolds. Besides those works, there are some works such as [11, 20, 29, 40] which consider the partial C 0 -estimates under different settings.
Another important ingredient in the study of Kähler-Einstein problem is the conic Kähler metrics. As a natural generalization of Kähler-Einstein metrics, the conical Kähler-Einstein metrics were studied in [3, 18, 19, 21, 24, 26, 38, 39] and played the important role in the solution to the Yau-Tian-Donaldson Conjecture. In fact the conical Kähler-Einstein metrics with deforming cone angles give rise to the continuity path which establishes the existence of the smooth Kähler-Einstein metric as soon as cone angle attains 2π.
In this paper, we consider a general continuity path {ω t } t∈[0,T ) with T ∈ (0, 1] on the Fano manifold M as following:
Ric(ω t ) = tω t + (1 − t)( [35, 8, 9 , 10] and Aubin's path in [29] . Our main result is the partial C 0 -estimate along this general continuity path (1.3): Theorem 1.1. For l = l i → ∞, there exist constants c l > 0 such that for any x ∈ M, t ∈ [0, T ) ρ ωt,l (x) > c l .
(1.4)
By the partial C 0 -estimate as above, similar to the previous works, as t → T there exist a family of automorphisms σ i ∈ G = SL(N l + 1) (M, ∪ r D r , ω t i ) which give rise to an element in the stabilizer G ∞ of the Gromov-Hausdorff limit (M ∞ , D ∞ ω ∞ ). Then we can show that Compared with Datar-Székelyhidi's G-equivariant case [12] , our result focuses on the case that no holomorphic vector fields induce equivariant automorphisms as it is difficult to preserve those divisors in (1.3) under equivariant automorphisms.
Let us briefly describe the main ideas of this paper. We mainly follow the steps in [35] combined with some ideas from [29] . First we need to establish the geometric limit structure as t → T. For this target we need to approximate the conic metric in (1.3) by smooth metrics with uniform Ricci lower bound, which was done by the second author in [27] based on the techniques in [35] . Next we make use of Cheeger-Colding-Tian theory combined with Carron's technique [5] as [29] to establish the limit structure, especially the structure of the tangent cone. Then we can modify the smooth convergence part in [35] and then establish the partial C 0 -estimate. Finally we follow [35] to complete the two corollaries. Acknowledgment. The authors want to express their sincerely acknowledgement to Professor Gang Tian and Xiaohua Zhu for suggesting this problem and a lot of discussions and encouragements. They also want to thank Chi Li, Zhenlei Zhang and Feng Wang for their beneficial advice on this work. Finally the second author wants to thank ISM of UQÁM, McGill University and BICMR for their hospitality during this work. 
then we call ω is a conic Kähler metric with cone angles 2πβ r along D r for r = 1, · · · , k.
To apply the classical Cheeger-Colding-Tian theory [6, 7] 
If the conic Kähler metric ω satisfies that Ric(ω) ≥ µω, then for any δ > 0, there exists a smooth Kähler metric ω δ in the same Kähler class to ω satisfying that Ric(ω δ ) ≥ µω δ which converges to ω in the GromovHausdorff topology on M and in the smooth topology outside D as δ tends to 0.
By Theorem 2.1, for any sequence t i → T and ω i := ω t i , there exist a sequence of smooth Kähler metricsω i satisfying that
Then by the Gromov compactness theorem, without loss of generality (M,ω i ) converges to a metric space (M ∞ , d ∞ ) in the Gromov-Hausdorff topology. And it follows from (A3) that (M, ω i ) also converges to (M ∞ , d ∞ ) in the Gromov-Hausdorff topology. Similar to Theorem 3.1 of [35] we have the following geometric description of (M ∞ , d ∞ ) : Theorem 2.2. There is a closed subset S ⊂ M ∞ of Hausdorff codimension at least 2 such that M ∞ \ S is a smooth Kähler manifold and d ∞ is induced by a twisted Kähler-Einstein metric ω ∞ outside S which satisfies that Ric(ω ∞ ) = T ω ∞ + (1 − T )b 0 α 0 . If T < 1 ω i converges to ω ∞ in C ∞ topology. If T = 1 the singular set S has codimension at least 4 and ω ∞ extends to a smooth Kähler-Einstein metric on M ∞ \ S.
Proof. The proof is almost the same to [35] . We also set R as the regular part of M ∞ where the tangent cone is R 2n . When T = 1, we can show that
which implies that (M,ω i ) composite an almost Kähler-Einstein sequence defined by TianWang in [37] . By [37] the singular set S in M ∞ has codimension at least 4 and d ∞ is induced by the smooth Kähler-Einstein metric ω ∞ on M ∞ \ S. When T < 1 away from divisors, similar to [35] , we first show that R is open. For any x ∈ R there are a sequence of points x i ∈ (M, ω i ) which converge to x. Then by the definition of R that the volume of balls Br(x i , ω i ) in (M, ω i ) are uniformly close to the Euclidean volume thus those balls should be away from the divisors along which the metrics are asymptotically conical. In this case apply the proposition 2.3 below which is modified from [29] it follows that the Ricci curvature of balls Br Let us recall some basic facts from [6] . The stratification of S can be described as S 0 ⊂ S 1 ⊂ · · · ⊂ S 2n−1 , where S k denotes the subset of S where no tangent cone can splits off a factor R k+1 . A tangent cone C x at x ∈ M ∞ can be defined as the limit of (M ∞ , r −1 j d ∞ , x) for a subsequence r j → 0. By Theorem 2.2 when T < 1 the singular set S = S 2n−2 and when T = 1 the singular set S = S 2n−4 .
To give a detailed characterization of the tangent cone, we need the following proposition modified from Proposition 8 in [29] , which also has been used in the proof of Theorem 2.2:
Proof. The only different issue from [29] is that all points lies on the divisors D = D r violate the condition on I(B ωt (p, r 0 )) due to the asymptotical behavior of the conic metric. Away from divisors the argument is almost the same to Proposition 8 in [29] . Now we can show the following structure theorem of the tangent cone, similar to [35] which is modified from [7] : Theorem 2.4. Let C x be a tangent cone of M ∞ at x ∈ S, then we have the following: (C1) Each C x is regular outside a closed subcone S x of complex codimension at least 1. Such S x is the singular set of on C x \ S x , where ρ x denotes the distance function from o. Also g x is a cone metric.
Proof. As [35] , the proof of (C1)-(C3) can be modified from [7] directly. For (C4), we still need a modified slice argument in [7, 35] . Since (M, ω i ) converge to (M ∞ , ω ∞ ) there are r i → 0 and x i ∈ M such that (M, r 
i ω i . As denoted by [35] we can assume that Φ i is smooth along divisor D. 
, by [7] we have the following estimates:
M restrict to a line bundle on Σ z with an induced Hermitian metric h z by r −2 i ω i whose curvature Ω is equal to 
By Gauss-Bonnet formula, it follows that
where H denotes the geodesic curvature on the boundary. Let i → ∞ and δ → 0, it follows that
where
Thus if there are at least one m r > 0 we have the upper bound β ≤ β 1 for some β 1 < 1.
On the other hand, if all m r = 0, i.e., Σ z has no intersection with all divisors, we can adapt the argument in Proposition 11 of [29] . Suppose there are sequence of points {y i } ⊂ S 2n−2 = S ⊂ M ∞ such that they have tangent cones C y i with cone angles 2πγ i converging to 2π. Note that as S is closed we may assume that y i → y ∈ S. then there are sequence of points x i ∈ (M, ω i ) and r i → 0 such that
and the limit of a subsequence of those scaled balls around x i is the tangent cone C y where y ∈ S 2n−2 . Thus as γ i → 1, by Proposition 2.3, r −2 i ω i has bounded Ricci curvature on the half ball B 1/2 (x i , r −2 i ω i ). However by Cheeger-Colding-Tian theory [7] it follows that the singular set S of the limit of this sequence (B 1/2 (x i , r
i ω i ) has at least codimension 4, which leads to a contradiction to y ∈ S 2n−2 . Thus γ i cannot be arbitrarily close to 1 and we establish a uniform upper bound β ≤ β 1 for all possibilities. The lower bound β 0 can be derived from standard Bishop-Gromov volume comparison theorem.
Smooth Convergence
As [35] , we need to show that ω i in the last section smoothly converges to ω ∞ outside a closed subset of codimension at least 2, which is crucial for the partial C 0 -estimate. When T < 1 actually we have shown that the limit of divisors lie in the singular set S as ω i smoothly converges to ω ∞ outside S. However when T = 1 the singular set S has codimension at least 4 but each ω i is smooth outside the divisors which have codimension 2, thus the conclusion is not clear. In this section we will follow the strategy in [35] to show the conclusion of smooth convergence.
For our continuity path (1.3), we need to establish a new construction of Hermitian metrics on K
−1
M . According to the assumptions of (1.3), first as α 0 ∈ c 1 (M), by Yau's solution to Calabi's Conjecture [41] , there exists a smooth Kähler metric 
M ). Then we can construct a Hermitian metric
M with the constants c 1 , c 2 such that H ω is nonsingular and its curvature R(H ω ) = ω. For those targets, as
. Thus to make H ω nonsingular for each r it suffices to satisfy
On the other hand, for the second requirement, we need
To satisfy the equations above, it suffices to have
Thus we have
, which give us the required H ω , which is called the associated Hermitian metric of ω.
is bounded. The remaining steps are almost the same to [35] so we only sketch the main steps in the following. First, by Theorem 2.1, similar to the argument in the proof of Lemma 3.3 in [35] , we have uniform Sobolev Inequalities with respect to all ω i . As Lemma 4.1 in [35] we also have equations for
, and ∆ i denotes the Laplacian of ω i . By the uniform Sobolev Inequalities and the equations above we have the following uniform estimates which follows from Moser's iteration:
It follows from Lemma 3.1 that ||σ i || i are uniformly continuous. Thus by taking a subsequence if necessary we may assume ||σ i || i converge to a Lipschtz function F ∞ as i → ∞ and M∞ F 2 ∞ ω n ∞ = 1. We can see that F ∞ is not identical to 0. We only need to show that ω i converge to ω ∞ away from F −1 ∞ (0) ∪ S and F ∞ is equal to the square norm of a holomorphic section on M ∞ .
If F ∞ (x) = 0 for some x ∈ M ∞ , we can argue that for x i → x where x i ∈ (M, ω i ) the small balls B r (x i , ω i ) are away from divisors. In this case the volumes of those small balls are close to Euclidean balls. Then similar to the proof of Theorem 2.2, by [1] we can show the uniform curvature estimate and consequently the smooth convergence follows away from 
However by direct computations
thus by standard Moser iteration and the uniform Sobolev Inequality in Lemma 3.3 of [35] , it follows that
, which tends to −∞ as i → ∞. However this contradicts the fact that M ||σ||
As σ ∞ is uniformly bounded and holomorphic on dense set, it could be extended to a holomorphic section on M ∞ \ S. As ||σ i || i = 0 on D the limit of D must lies in D ∞ = {F ∞ = 0}. On the other hand, if D ∞ does not coincide with the limit of D, there exist x ∈ D ∞ and r > 0 such that B 2r (x, d ∞ ) ∩ D ∞ is disjoint from the limit of D. Then for sufficiently large i, B r (x, ω i ) is disjoint from D thus lies in the smooth part of (M, ω i ). By Proposition 2.3 the Ricci curvature on B r/2 (x, ω i ) is uniformly bounded and it follows from Cheeger-Colding-Tian theory [7] that S ∩ B r (x, d ∞ ) is of complex codimension at least 2 and near a generic point y ∈ B r (x, d ∞ ) σ ∞ is holomorphic and defines D ∞ . By the smooth convergence of (M, ω i ) to (M ∞ , d ∞ ) near y it follows that σ i (y) = 0 which contradicts with the assumption that y is not in the limit of D. Thus D ∞ must coincide with the limit of D.
If T = 1 as S is of complex codimension at least 2 then D ∞ = {σ ∞ = 0}, which is a divisor of K 
In this section we will follow [35] to prove Theorem 1.1, i.e., establish the partial C 0 -estimate. In fact by last two chapters, it suffices to show the partial C 0 -estimates (1.2) with respect to the sequence ω i = ω t i for t i → T.
By Theorem 3.2 we have shown that ω i smoothly converge to ω ∞ outside S when T < 1 or outside S ∪ D ∞ when T = 1. Meanwhile for any section
M ) which has the same support with D and satisfies M H i (σ i , σ i )ω n i = 1 where H i = H ω i was defined in the last chapter, then σ i converges to σ ∞ ∈ H 0 (M ∞ , K −l M∞ ) as ω i converges smoothly to ω ∞ . Moreover, σ ∞ also has the same support with the divisor D ∞ which is the limit of D.
In particular, choosing
M∞ ). Similar to the last section, we can define a Hermitian metric
M∞ . Note that ω α 0 can be defined on M ∞ \ S by the smooth convergence.
Similar to Lemma 5.2 and 5.3 in [35] , we can easily derive the following two lemmas:
M∞ ). Now we can begin the proof of Theorem 1.1. The main steps are quite similar to [35] so here we only sketch the main steps of the proof. First we note that by the definition (1.2), the fact that ||σ|| i and their covariant derivatives are uniformly bounded and the finite covering argument, we only need to show that for any x ∈ M ∞ , there is an l = l x and a sequence x i ∈ M such that x i → x and
Next we need the following lemma on Hörmander's L 2 -estimate for the∂-operator on (M, ω i ), which follows from the L 2 -estimate with respect to the approximating metrics constructed in Theorem 2.1:
where || · || i denotes the norm induced by ω i as before.
Next, recall that in Theorem 2.4 we established the existence and basic properties of tangent cones C x for x ∈ (M ∞ , ω ∞ ). Then by taking a subsequence if necessary, for r j → 0, we have a tangent cone C x at x which is the Gromov-Hausdorff limit of (M ∞ , r Denote L x = C x × C as the trivial line bundle over C x equipped with the Hermitian metric e −ρ 2 x | · | 2 thus the curvature of this metric is just ω x . For any ǫ > 0 put
Choose the sequence r j → 0 such that r −2 j are integers and (M ∞ , r −2 j ω ∞ , x) converges to (C x , g x , o). By [7] 
with respect to g x .
From the settings above, we have the following lemma: Proof. We sketch the main steps of the proof and suggest [35] for the details. By the approximation construction on the tangent cone above, we can cover V (x; ǫ ′ ) by finite many geodesic balls B sα (y α )(1 ≤ α ≤ N) satisfying that B 2sα (y α ) is strongly convex and contained in C x \ S x , B sα/2 (y α ) are mutually disjoint, and s α ≥ ν x d(y α , S x ) for some constant ν x .
For l = r −2 and φ above we can first construct bundle morphismψ α over balls B 2sα (y α ). Let γ y ⊂ B 2sα (y α ) be the unique minimizing geodesic connecting y α and y ∈ B 2sα (y α ). At
M∞ . Then for y ∈ U α := B 2sα (y α ), set a(y) and τ (φ(y)) as the parallel transportation of 1 andψ α (1) along γ y and φ(γ y ) with respect to the norms e −ρ 2 x | · | 2 and || · ||, then we can defineψ α (a(y)) = τ (φ(y)). By this construction obviously the first condition in (4.3) holds forψ α over U α . For the derivative estimate in the second one, note that a : U α → U α × C and τ : U α → φ * L| Uα satisfy thatψ α (a) = τ, we have
where the covariant derivative is taken with respect to the metrics defined above. By the definition ofψ α it follows that ∇ψ α (y α ) = 0. At y, take the covariant derivative along γ y it follows that
Take the difference of these two formulas it follows from the curvature formula that
Note that as l → ∞, lφ * ω ∞ converges to ω x , it follows that ∇ T (∇ Xψα (a)) is quite small when l is sufficiently large. As ∇ Xψα = 0 at y α , ||∇ψ α || C 0 (Uα) can be made sufficiently small. Higher derivative estimates could be concluded by inductions.
Next we need to modify eachψ α . By the construction above, for any α, γ, we have the transition function
by the first conclusion forψ α in (4.4). Those transition functions compose a closed cycle {θ αγ }. From the derivative estimate ofψ α each θ αγ is close to a constant. Thus we can multiply eachψ α by a suitable unit function such that each θ αγ is a unit constant and all the derivative estimates forψ α are still quite small. Then the modified cycles θ αγ give rise to a flat bundle F which essentially induces an isomorphism ξ :
M∞ over an neighborhood of V (x; ǫ ′ ) satisfying all the estimates in (4.4). The isomorphism ξ induces an isomorphism ξ k :
such that the topology of E ǫ depends only on ǫ and S. Then choose ǫ ′ and set
Note that H 1 (E ǫ , Z) is the sum of an abelian group of finite rank m and a finite group of order ν which depend only on ǫ and S. Thus we can choose k such that F k is essentially trivial on the scale of δ, i.e., the corresponding transition functions are in a δ ′ -neighborhood of the identity in S 1 where δ ′ depends on and is much smaller than δ. Replace the original l by kl and set ǫ ′ such that
Correspondingly, redefine φ as the original φ composed with the scaling y → k −1/2 y on C x . Since (M ∞ , kr −2 j ω ∞ , x) also converge to the cone (C x , g x , x) all the properties and constructions before also follow. Moreover the new flat bundle F which is the k-th power
of the original one will have transition functions δ ′ -close to the identity for δ ′ ≪ δ. Thus we can modifyψ α slightly and finally we complete all the constructions satisfying the Lemma.
Now we can begin to show (4.1), and consequently Theorem 1.1. The main idea is same to [30, 35] . First, we need to construct an approximated holomorphic sectionτ on M ∞ then perturb it into a holomorphic section τ on (M, ω i ) by the smooth convergence result and the L 2 -estimate for∂-operators. Finally by the derivative estimate we can conclude that τ (x) = 0.
Let ǫ, δ > 0 sufficiently small and be determined later. Fix l = r −2 where r = r j for sufficiently large j such that the conditions of Lemma 4. Proof. See [35] for the details of the proof. Note that S x is the union of S 0
x andS x where S 0 x is the part where all points y have a tangent cone of the form C n−1 × C ′ y with the standard cone metric, andS x is a subcone of complex codimension at least 2. In the simplest case S x = C n−1 , we can set a cutoff function η satisfying that 0 ≤ η ≤ 1, |η ′ | ≤ 1, and η(t) = 0 for t > log(− logδ 3 ) and η(t) = 1 for t < log(− logδ).
Then we can define
and we have
By the standard computations, it follows that
.
Choose suitable constantδ we can make the integration is less thanǭ and moreover it follows that |∇γǭ| ≤ C(ǭ).
1
In general, recall that (C x , g x , o) is the limit of (M i , r −2 i ω i , x i ). Thus there are δ i tending to 0 and diffeomorphisms
where d i denotes the distance with respect to r −2 i ω i satisfying ||r 
Now it follows from the constructions above that for any δ > 0 there exist i δ , j δ such that for any
Consider C y × C as a bundle over C y with the norm e −|z ′ | 2 −|zn| 2β , take f 0 = α 0 , f 1 = α 1 z 1 , · · · , f n = α n z n , where α 0 , · · · , α n > 0 are chosen such that
Apply Lemma 4.4 to each f k , then for sufficiently large i, j there exist isomorphisms
We will see the partial C 0 -estimate follows from Lemma 4.5 later. Until now we have proved this lemma in case that S x is a simple cone as above. Thus by the argument of the partial C 0 -estimate in the following, we can show that there exist holomorphic sections
where ǫ tends to 0 as δ tends to 0. And moreover by the Moser iteration in the proof of Lemma 3.1 in the same region we have
with respect to the Hermitian norm associated to ω i in Section 3. By (4.8) combined with the fact f 0 = α 0 > 0, it follows that there exists c > 0 depending only on α 0 such that
Thus we can define a holomorphic map F i,j :φ i (ϑ j (B 10 (o, gβ))) → C n by
(4.11)
Then F i,j ·φ i ·ϑ j smoothly converge to (f 1 /f 0 , · · · , f n /f 0 ) outside the singular set {z n = 0} as j, i → ∞. Thus for sufficiently large i, j we have
. As i, j are sufficiently large we may assume B 8s j r i (x i , ω i ) ⊂φ i · ϑ j (B 10 (o, gβ) ) and moreover F i,j is a holomorphic map from B 8s j r i (x i , ω i ) onto its image containing B 8−2ǫ (o, gβ) for sufficiently small ǫ. By (4.9) it follows that sup
which implies that
14) where ω 0 is the Euclidean metric on C n . Next we need to show that for sufficiently large j,
First we need to bound the volume of F i,j (D ∩ B 7s j r i (x i , ω i )). Recall that (C x , s −2 j g x , y) converge to the standard cone C n−1 × C ′ y with the metric gβ, for sufficiently large i, j
By the slicing argument in [7] (or Theorem 2.4) for each z ′ with |z ′ | < 7.5, the complex line segment {(z ′ , z n )||z n | < 6} intersects with F i,j (D r ∩ B 7s j r i (x i , ω i )) at m r (z ′ ) points (counted with multiplicity), where m r (z ′ ) satisfies that 1 −β ≥ r m r (z ′ )(1 − β r ) as Theorem 2.4. Moreover, for any such z ′ there is m > 0 such that r m r (z ′ ) ≤ m. Letη : R → R be a cut-off function satisfyingη(t) = 1 for t ≤ 56,η(t) = 0 for t > 60, |η ′ (t)| ≤ 1, and |η ′′ (t)| ≤ 2. Then we have
It follows that
By the argument in section 3, we can show that the limit of D coincides with S x modulo a subset of Hausdorff codimension at least 4 under the Gromov-Hausdorff convergence of (M, r −2
By the monotonicity of the subvariety F i,j (D) combined with (4.14), as i, j are sufficiently large it follows that 1 ≤
where H 2n−2 denotes the (2n − 2)-dimensional Hausdorff measure with respect to g x . To summarize, we have the following lemma:
Lemma 4.6. For any ǫ > 0 small there is a j ǫ such that for any j ≥ j ǫ the Lipschitz map
Proof. We only need to show (3). If not true, then gβ) ) has at least two distinct components: one lies in S x and the other does not. Thus for sufficiently large i, j the preimage F gβ) ) has at least two components. On the other hand for sufficiently large i, j restricted on B 10s j r i (x i , ω i ) \ T δ (D), F i,j is biholomorphic onto its image. By (4.12) and (4.13) F i,j is very close to a coordinate map, i.e., almost separating points on B 8 (o, gβ). By (4.10) B 10s j r i (x i , ω i ) lies in some C N ′ i,j thus F i,j is one-to-one on B 7s j r i (x i , ω i ) which leads to a contradiction. Next, for sufficiently large i, j there are uniformly bounded functions ϕ i,j on B 8s j r i (
The reason is that by the construction S
is perturbed from the constant α 0 , thus ||S 0 i,j || i is close to a uniform constant for sufficiently large i, j and note that
Moreover by this observation the volume of D ∩ B 7s j r i (x i , ω i ) with respect to (s j r i ) −2 ω i is uniformly bounded. It follows from (4.15), (4.17) and basic fact in pluripotential theory that
As i → ∞ we have
(4.18) Then by a covering argument it follows that for any R > 0 there is a constant C R such that
(4.19) We also need the following key lemma: Lemma 4.7. All the notations follows from above and assume that (1) ξ : R → [0, 1] is a smooth function with ξ(t) = 1 for any t ≥ 8ǫ, and (2) f is a holomorphic function on F ∞,j (B 7s j (y, ω x )) such that |f (z ′ , z n )| ≥ |z n | whenever |z n | ≥ 8ǫ. Then there is a uniform constant C such that
Proof. It suffices to prove this inequality for all F i,j and then let i → ∞. Letη : R → R be a cutoff function such thatη(t) = 1 for t ≤ 40,η(t) = 0 for t > 46, |η ′ | ≤ 1 and |η ′′ | ≤ 2; then we have (1) and (2) we can see thatη(|z ′ | 2 )|dh| 2 vanishes near the boundary of F i,j (B 7s j r i (x i , ω i )). It is easy to check ∂h ∧ ∂∂h = 0. It follows from those facts, (4.17) and integration by parts that
Then the lemma follows by letting i → ∞.
To complete the whole construction of the cutoff function in the lemma 4.5, letǭ be given. Fix a small ǫ 0 > 0. SinceS x has complex codimension at least 2, we can find a finite cover ofS x ∩ Bǭ−1(x, g x ) by balls B ra (y a , g x ) (a = 1, · · · , l) satisfying:
(i) y a ∈S x and 2r a ≤ ǫ 0 .
The number of overlapping balls B 2ra (y a , g x ) is uniformly bounded. Denoteη as a cutoff function R → R satisfying 0 ≤η ≤ 1, |η ′ | ≤ 2, and moreover η(t) = 1 for t > 1.6 andη(t) = 0 for t ≤ 1.1. Set χ = a χ a where χ a (y) =η d(y,ya) ra if y ∈ B 2ra (y a , g x ) and χ a (y) = 1 otherwise. Then χ vanishes on the closure of B = ∪ a B ra (y a , g x ) which containsS x ∩ Bǭ−1(x, g x ). Furthermore χ satisfies
There is a finite cover of S x ∩ Bǭ−1(x, g x ) \ B by balls B 6s b (y b , g x ) for which Lemma 4.6 holds (b = 1, · · · , N). We can also assume that the number of overlapping balls B 6s b (y b , g x ) is bounded by a uniform constant K. Choose smooth functions ζ b associated to the cover
Then {ζ b }, 1 − b ζ b form a partition of unit for the cover {B 6s b (y b , g x )} and Bǭ−1(x, g x ).
As the proof in the simplest case in the beginning, we denote by η a cutoff function R → R satisfying 0 ≤ η ≤ 1, |η ′ (t)| ≤ 1, and η(t) = 0 for t > log(− logδ 3 ) and η(t) = 1 for t < log(− logδ). 
Chooseδ sufficiently small we can deduce from the beginning of proof that
Moreover ifǭδ < ν then by (3) of Lemma 4.6 γǭ ,b (y) = 1 if d(y, S x ) ≥ǭ. Now combine all the constructions above and define
Then γǭ(y) = 1 whenever d(y, S x ) ≥ǭ and vanishes in a neighborhood of S x . It follows from (4.23) and (4.20) that
Assume that ǫ ≤ ǫ 0 , by (4.22) and (4.16) we have
Combine the estimates above and (4.19) it follows that
The proof of Lemma 4.5 is complete.
Now we continue the proof of the partial C 0 -estimate (4.1). Define a cut-off function η satisfying η(t) = 1 for t ≤ 1, η(t) = 0 for t ≥ 2, and |η ′ (t)| ≤ 1. Let δ 0 > 0 be determined later. Chooseǭ such that γǭ = 1 on V (x; δ). Then we choose ǫ such that δ 0 > 4ǫ and V (x; ǫ) contains the support of γē. Now for any y ∈ V (x; ǫ), definê
It follows from the constructions above that
Moreover it follows from (4.4) and the fact (M ∞ , r
where r = r j and ν = ν(δ, ǫ) which could be sufficiently small as long as δ, ǫ,ǭ are small. Moreover we also have
Now we can see thatτ is supported outside the singular set S of M ∞ . Meanwhile we need to modifyτ to be supported outside D ∞ . If T < 1 we know that D ∞ ⊂ S then we just setτ =τ . If T = 1 we could put ρ = ||σ ∞ || ∞ which was constructed in the last section. Similarly letη be a cutoff function satisfying 0 ≤η ≤ 1, |η ′ | ≤ 1 and η(t) = 0 for t > log(− logǫ 2 ) andη(t) = 1 for t < log(− logǫ). Defineτ (z) =η(log(− log ρ(z)))τ (z), thenτ supports away from S ∪ D ∞ and coincides withτ wherever ρ ≥ǫ. Whenǫ is small enough, it follows from (4.26) that
If ǫ is sufficiently smallτ = τ on U(x; δ 0 ) and the support ofτ is contained in U(x; ǫ) if ǫ is small enough.
Thus for δ i → 0 we could define diffeomorphisms
associated with smooth isomorphisms x; δ 0 ) ) and moreover it follows from (4.28) that
By the L 2 -estimate in Lemma 4.3, there exists a section
Take σ i =τ i − v i , which is a holomorphic section of K −l M . Then it follows from above and (4.27) that
where C is independent of i. Asτ i = F i (τ ) onφ i (U(x; δ 0 )), and F i is almost holomorphic by the condition (C 2 ), it follows from (4.4) that ||∂v i || ≤ cδ. Then the standard elliptic estimate implies that
As C is uniform, let δ, ǫ be small enough such that ν = ν(δ, ǫ) satisfies that 20Cν ≤ δ 2n 0 . Then it follows from (4.4) and (4.31) that
On the other hand by the derivative estimate of holomorphic sections in Lemma 3.1 and (4.30) we have
By the choice of φ, if ǫ is much smaller than δ 0 then for some u ∈ ∂B 1 (o, g x ), we have
where φ(ǫu) ∈ ∂U(x; ǫ). Then for sufficiently large i it follows that
Then it follows from (4.32) and (4.33) that
Thus we can choose
. Combining the fact (4.30), we can see that (4.1) holds, and consequently, Theorem 1.1 is completed.
Also by the partial C 0 -estimate, we have the following structure theorem as Theorem 5.9 of [35] : Theorem 4.8. The Gromov-Hausdorff limit M ∞ is a normal variety embedded in some CP N whose singular set is a subvariety S of complex codimension at least 2. If T < 1 S is a subvariety consisting of a divisor D ∞ and a subvariety S of complex codimension at least 2. If T = 1, S = S. Moreover D ∞ is the limit of D under the Gromov-Hausdorff convergence.
Reductivity of the automorphism group of the limit space
In this section we will follow Lemma 6.9 in [35] to prove Corollary 1.2. As t i → T, by taking a subsequence we may assume (M, D, ω i ) converge to (M ∞ , D ∞ , ω ∞ ). By the partial C 0 -estimate in Theorem 1.1, similar to [35] , we have
It follows that the stabilizer G ∞ of (σ i (M), σ i (D)) in G contains a nontrivial holomorphic subgroup. We want to show the Lie algebra η ∞ of G ∞ is reductive. For this target, we also need two steps. First we show that any holomorphic field in η ∞ is a complexification of a Killing field on M ∞ . Then we can show that any Killing field can be extended to be the imaginary part of a holomorphic field on CP N . As [35] , let X be a holomorphic vector field on CP N which is tangent to M ∞ . We need to show that there is a bounded function θ ∞ such that i X ω ∞ = √ −1∂θ ∞ on M ∞ \S ∪D ∞ . Let φ s be an one-parameter subgroup of automorphisms generated by Y = ReX or ImX then we have φ *
Let φ s act on (1.3) and note that ω i convergent to ω ∞ smoothly on
Compare the equations in case of s and 0, and suitably choose ψ s it follows that
where ξ s = ψ s − ψ 0 . As [35] , first we can show that ψ s or ξ s are bounded and continuous functions by the partial C 0 -estimate. To see the continuity, we note that
Thus we have ξ s = ψ s − ψ 0 = ψ 0 • φ s − ψ 0 + ζ s , where ζ s is smooth on CP N and satisfies
By the partial C 0 -estimate a subsequence of {log ρ i,l } converges to lψ 0 +c for some constant c as (M, ω i ) converge to (M ∞ , ω ∞ ). This follows from the the definition of ρ i,l in (1.2) and the fact √ −1∂∂ρ i,l = ω F S − lω i . By the gradient estimate in Lemma 3.1 ρ i,l are uniformly continuous for each fixed l. Moreover ρ i,l are uniformly bounded by a positive constant, it follows that ψ 0 is continuous and thus ξ s is continuous. We also see that |ξ s | ≤ 1 2 for sufficiently small s.
It follows from (5.1) that
Recall that as (M, ω i ) converge to (M ∞ , ω ∞ ), the limit of D ⊂ (M, ω i ) converge to a divisor D ∞ ⊂ M ∞ modulo a singular setS with complex codimension at least 2. By section 3 we have a holomorphic section τ ∞ whose zero set containsS ∪ D ∞ . In particular
is contained in the regular part of (M ∞ , ω ∞ ). Thus we can choose a cutoff functionη : R → R satisfyingη(t) = 1 for t ≥ 2,η(t) = 0 for t ≤ 1, |η ′ (t)| ≤ 1, and |η ′′ (t)| ≤ 4. For any ǫ > 0, we can define γ ǫ (x) =η(ǫ log(− log ||τ ∞ || 2 0 (x))). Multiply (5.2) by γ 2 ǫ ξ s and integrate by parts, we have
s where ψ 0 and ψ s are uniformly bounded functions by the partial C 0 -estimate. It follows from similar computations in Lemma 4.5 combined with standard pluripotential theory (see Lemma 6.10 in [35] for the details) that the last term tends to 0 as ǫ → 0. Thus we have the following inequality if s is so small such that |ξ s | ≤
Still use theη above we setγ δ (x) = 1−η(δ −1 ||τ ∞ || 0 (x)). Thenγ δ (x) = 1 when ||τ ∞ || 0 (x) ≤ δ and has its support in the subset E δ := {x ∈ M ∞ |||τ ∞ || 0 (x) ≤ 2δ}.
Recall that ξ s = ψ 0 • φ s − ψ 0 + ζ s and note that ζ s is defined on CP n by φ *
On the other hand, as ψ 0 is defined by
Note that φ 0 is the identity map, for t small it follows that
Then we have
Combine (5.3) and (5.4) it follows that
Next we need the following estimate of the first eigenvalue of E δ that λ 1 (E δ ) ≥ 4n for δ sufficiently small where
for any open E ⊂ M ∞ with nonempty boundary ∂E ⊂ M ∞ \ S. This estimate follows from the smooth approximation in Theorem 2.1, Croke and P. Li's standard estimates (see the clam in page 47 of [35] ). Thus it follows from (5.4), (5.5) and the first eigenvalue estimate above that
Combining this with (5.3) and dividing by s 2 we have
By differentiating (5.1) it follows that M∞ uω n ∞ = 0. For any q ≥ 2 multiply (5.2) by γ ǫ ξ s |ξ s | q−2 and integrate by parts and let ǫ → 0, we have
By (5.7) and the Sobolev inequality, for any q ≥ 2 there is a uniform constant C q satisfying
Furthermore, give any ǫ > 0 it follows from above that
for sufficiently small δ. Let s → 0 it follows that
On the other hand as s −1 ξ s converge to u outside D ∞ ∪ S for s sufficiently small we have
It follows from the estimates above that s −1 ξ s converge to u in any L q -norm. Then let s → 0 we have a similar inequality to (5.8) for u. By (5.7) and standard Moser iteration we can show that u is bounded.
Note that each ψ s is smooth outside S ∪ D ∞ and satisfies
It follows that ψ s = φ * Similarly by taking Y to be the imaginary part of X we can get a bounded function
Next we need to show that θ ∞ satisfies an eigenfunction equation in a weak sense. Similar to [35] , by using a test function ζ and taking the derivative of s to (5.1), it follows that
which implies that in the weak sense,
By Theorem 2.1, there are smooth Kähler metricsω i with Ric(ω i ) ≥ t iωi and converging to (M ∞ , ω ∞ ) in the Cheeger-Gromov topology, where t i → T as i → ∞. Similar to [35] , we can show that any bounded function θ satisfying (5.9) is the limit of eigenfunctions θ i on M which satisfies −∆ i θ i = λ i θ i with λ i → T as t i → T, where ∆ i denotes the Laplacian ofω i . It follows from Bochner's formula that λ i ≥ t i , and moreover
It follows that ∇∂θ = 0 and∂θ induces a holomorphic vector field Z outside S of M ∞ . Actually (5.9) has real solutions which implies that the imaginary part Y of Z is a Killing field. Thus the Lie algebra η ∞ is the complexification of a Lie algebra of Killing fields.
Finally by same argument in [35] Z could be extended to a holomorphic vector field on the ambient CP N , which implies that η ∞ is reductive. The proof of Corollary 1.2 is completed.
Kähler-Einstein problem without equivariant actions by holomorphic vector fields
To show the existence of the Kähler-Einstein metric on the Fano manifold with holomorphic vector fields which do not induce equivariant actions, we can proceed along a continuity path which was first considered by Yau [41] and later developed by a lot of geometers. In the proof of Corollary 1.3 we choose (1.3) as our continuity path:
Ric(ω t ) = tω t + (1 − t)( Suppose the solvable set I ⊂ [0, 1] is the set of t such that (6.1) or (6.2) is solvable. Actually we could choose suitable divisors D r , smooth (1, 1) form α 0 and coefficients b r < 1 such that (6.1) is solvable at t = 0, see for example [18] . Thus I = ∅. Next, we want to show Proof. As the linear theory of conic metrics [15, 19] is not so clear in case of simple normal crossing divisors, we may need to some more work to go through this difficulty. In fact we need to show that if (6.2) is solvable at t = t 0 ∈ [0, 1) then (6.2) is solvable for a small neighborhood around t 0 . The main observation is that the Ricci curvature of ω t 0 is strictly With respect to ω t 0 , since √ −1∂∂ψ is C α , along M ǫ the third order derivative ∇∇∇ψ has the order at most ǫ α−1 , so does ∇∇ψ. On the other hand, the measure of ∂M ǫ has the order of ǫ and ∇ψ is bounded, thus the first integration over ∂M ǫ on the RHS tends to 0 as ǫ tends to 0. As Ric(ω t 0 ) is strictly greater than t 0 , it follows that ψ must be 0, which contradicts with ||ψ|| C 2,α (M ) = 1. Thus the claim (6.4) follows.
By this claim, as ω t 0 ,δ converges to ω t 0 in the Gromov-Hausdorff topology with uniform C 2,α norm, (6.4) is also true for L t 0 = ∆ t 0 + t 0 . Thus the openness of I follows from the inverse function theorem and this lemma is true.
Remark 6.2. In fact, if there is no α 0 in (6.1), we could show the openness result in case that there is no holomorphic vector fields tangential to divisors, which generalizes Donaldson's openness theorem [15] to the case of simple normal crossing divisors without use of linear theory.
It remains to show the closeness of the solvable set I. Suppose we have a sequence t i ∈ I such that t i → T but t / ∈ I, then by the argument in [19, 35] , ||ϕ t i || C 0 must diverge to ∞. By Corollary 1.2 and geometrical invariant theory there exists a C * -subgroup G 0 ⊂ G that degenerates (M, D) to (M ∞ , D ∞ ). As ||ϕ t i || C 0 diverges to ∞, by [31] the central fiber (M ∞ , D ∞ ) of this degeneration is not biholomorphic to (M, D). We will derive a contradiction with K-stability. Now let us recall the K-stability defined by Tian in [31, 35] . First recall that on the Fano manifold (M, ω) where ω ∈ c 1 (M) is a smooth Kähler metric. For any holomorphic vector field X on M, the Futaki invariant is defined by
where i X ω = √ −1∂θ X and this is a holomorphic invariant by Futaki [17] . Moreover, in [14] N . Let X be the holomorphic vector field whose real part generates the action by σ(e −s ). If M 0 is normal then (6.5) could be generalized to M 0 by [14] . Then we can define the K-stability as following:
