Abstract. It is known that there are extremal formally self-dual even codes which are not self-dual only for lengths 6, 10, 12, 14, 18, 20, 22, 28 and 30. We complete the classification of extremal formally self-dual even codes by examining the case for length 30.
Introduction
Throughout this paper all codes are assumed to be binary. A linear code C is formally self-dual (fsd) if C and its dual C ⊥ have the same weight enumerator. While self-dual codes contain only even weight vectors, formally self-dual codes may contain odd weight codewords as well. Many authors consider only even formally self-dual codes because their weight enumerators are combinations of Gleason polynomials. An fsd binary code is even if and only if it contains the all-one vector 1 [8] . Binary codes, containing the all-one vector, are called self-complementary, because if x is a codeword of such a code, its complementary vector x = 1 + x is a codeword, too. Thus a formally self-dual code is even if and only if it is self-complementary. Gleason's theorem applied to an even formally self-dual code C of length n gives
There are formally self-dual even codes which are not self-dual. One reason for our interest in fsd even codes is that at some lengths there are formally self-dual even codes with larger minimum weights than any self-dual code of that length. The minimum weight d of a formally self-dual even code of length n is bounded by d ≤ 2[n/8] + 2. An fsd even code meeting this upper bound is called extremal. Self-dual codes meeting this bound exist only for lengths n = 2, 4, 6, 8, 12, 14, 22 and 24 [10] . It is known that there are extremal formally self-dual even codes which are not self-dual only for lengths 6, 10, 12, 14, 18, 20, 22, 28 and 30. The only length for which the classification of extremal fsd even codes has not been done yet Table 1 . Extremal even formally self-dual binary codes is 30. Table 1 in [6] lists the number of all inequivalent extremal fsd even codes, only for length 30 the number is given by ≥ 6. Harada and Waki in [7] constructed 34 extremal formally self-dual even codes of length 30 using symmetric matrices. In this work, we classify all formally self-dual even codes of length 30 and so we complete the classification of the extremal even fsd codes. We present the number of all inequivalent extremal formally self-dual even codes in Table 1 .
Classification method
To classify the codes, we use two methods to build them and test for equivalence. The theoretical base of these methods is the following lemma: We build generator matrices of linear [n, k] codes with a given dual distance d ⊥ using their punctured codes. Let C be an [n, k, d] linear code. We can puncture C by deleting the same coordinate i in each codeword. The resulting code is still linear, its length is n − 1, if d > 1 its dimension is k, and its minimum weight is d or d − 1. In general a code C can be punctured on a coordinate set T of size t. We denote the resulting code by C T . Consider the set C(T ) of codewords whose i-th coordinate is 0 if i ∈ T . C(T ) is a subcode of C. Shortening C(T ) on T gives a code of length n − t called shortened code of C on T and denoted by C T .
Theorem 1 ([8, Theorem 1.5.7]). Let C be an [n, k, d] code and T be a set of t coordinates. Then:
T and (C ⊥ ) T have dimensions k and n − t − k, respectively; (iii) if t = d and T is the set of coordinates where a minimum weight codeword is nonzero, then
As the minimum weight of the shortened code C T is at least d, we have the following corollary:
⊥ and T is a set of t coordinates, then the dual distance of its punctured code C T is at least d ⊥ .
In this work we use Algorithm Extend which is a generalization of Algorithm 2 from [9] .Östergård has presented there a new faster algorithm for the maximum clique problem. Here we present a similar algorithm, but for construction of codes with given punctured code and given dual distance.
The problem is the following: Let
Construct generator matrices of the [n, k] codes with dual distance ≥ d ⊥ , for which C ′ is a punctured code on a coordinate set of size t = n − n ′ . We can consider their generator matrices in the form
where O is the appropriate size zero matrix.
Instead of the set of vertices we take the subset S ⊂ F k 2 of those vectors which are linearly independent with any set of d ⊥ − 2 columns of O G ′ . Enumerate these vectors and write S = {v 1 , v 2 , . . . , v m }. This will be our search space. As in [9] , consider the sets
We do not investigate graphs but codes, so instead of cliques we use relations. For any 2 ≤ ν ≤ m, define a ν-ary relation ρ ν in the set S as:
code with dual distance at least d ⊥ . Obviously, this relation is symmetric, which means that if (v i1 , . . . , v iν ) ∈ ρ ν then (v i1σ , . . . , v iν σ ) ∈ ρ ν for any permutation σ from the symmetric group of degree ν. Moreover, according to Corollary 1, if
In the presented algorithm, we are looking for all subsets
In Algorithm Extend c(i) gives the largest nonempty relation in S i (its size is denoted by max in the algorithm), if ρ t (S i ) = ∅, and c(i) = t otherwise. Obviously, for any 1 ≤ i ≤ m − 1, we have that c(i) = c(i + 1) or c(i) = c(i + 1) + 1. Moreover, when c(i + 1) < t, we have c(i) = c(i + 1) + 1 iff there is a set of c(i + 1) + 1 columns in S i that includes v i , such that the matrix with these columns and the columns from G ′ generates a linear code with dual distance at least d ⊥ . Moreover, we use the package Q-Extension [2] , more precisely its program q ext2 l.exe to extend a code up to length. It can be downloaded from the webpage of the author [1] . This program uses residual codes. Let c be a codeword of weight w in the linear [n, k, d] code C. Then the residual code of C with respect to c, denoted by Res(C, c) or Res(C, w), is the code of length n − w punctured on all coordinates of supp(c) where supp(c) is the support of that codeword, namely the set of coordinates on which c is nonzero. The next result gives a lower bound for the minimum distance of residual codes (in the binary case).
| var
]|) < t) and (max = t))) then exit;
We would like to mention that as a result of both methods we obtain extensions of given codes. But the strategy of these two approaches is different. More precisely, the program q ext2 l.exe builds a generator matrix for the new code row by row and cares about the minimum distance of the constructed subcodes. Algorithm Extend builds the matrix column by column and keeps up with the dual distance. Another difference is that the first program rejects equivalent codes in any step (up to extension [2] ) of the construction and in the end only inequivalent codes has been obtained. The new algorithm does not care about the equivalences. That's why it is not applicable in the case of a huge number of resulting codes.
The complexity of Algorithm Extend is difficult to estimate. In spite of that, it works much faster than the algorithm presented in [3] . In the case of formally self-dual even codes we use additional pruning techniques. The fsd even codes are self-complementary codes with the same minimum and dual distance, moreover their dual codes are again self-complementary. Let C ′ be a linear [n ′ , k, d ′ ] code with dual distance d and generator matrix G ′ . We are looking for an fsd even [n, k, d] code C for which C ′ is a punctured code. Then the dual code of C ′ should not contain codewords of weight n − d < w < n which means that the sum of any w columns in G ′ is a nonzero vector. This condition gives us one of the techniques which we use in the case when n − n ′ < d. We take the sum u of all columns in G ′ and then add to the vector u the columns of the same matrix G ′ one by one. After that we add to the vector u the sum of any two columns of G ′ , and in the end the sum of any n ′ − (n − d) − 1 columns. If no one of these sums is 0 then the dual code of C ′ does not contain codewords of weight n − d < w < n. We do that with approximately
Results
The following proposition shows that an even [30, 15, 8] As the dual distance of C is 8, using the MacWilliams equations [8] we obtain a = 450, b = 1848, and c = 5040. The dual code of C has the same weight enumerator, hence C is a formally self-dual code. 7, 4] codes are optimal and they have been classified in [5] . There are exactly 1535 optimal [14,7,4] codes with 518 different weight enumerators. We need those codes which have dual distance 4. Investigating the codes and their weight enumerators we calculated that exactly 270 inequivalent [14,7,4] codes have dual distance 4. One of them is self-dual, 9 are even formally self-dual, and 112 are odd formally self-dual codes [5] .
As we are looking not for all linear [30, 15, 8] codes, but only for those which are even formally self-dual, we can use some restrictions on the considered residual and dual codes. As we mentioned in the beginning, a formally self-dual code is even if and only if it contains the all-one vector. If C is such a code then the residual code C ′ = Res(C, 8) is self-complementary too. Hence its dual code (C ′ ) ⊥ must be even. Starting from all 270 [14,7,4] codes with dual distance 4, we obtained exactly 000000001111111  110111001110001  101011000011001  101101000101111  101110110000001  111000100010110  111000010101010  111001111001100  000001111101001  011110111001111  110010100101100  100101010110010  110100011100100 100010010011110 000111111110100 We list here generator matrices of the eight codes which are not equivalent to the codes in [7] . We present the matrices in the form (I 15 |A), and we list the matrices A in Table 2 . As additional information, we would like to mention that all 34 codes given in [7] are isodual, but the eight new codes are not. The codes obtained from the first and the second matrix in both rows of Table 2 are orthogonal to each other, and the same for the third and fourth matrices.
