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ABSTRACT
Organic photovoltaics (OPV) have the potential to be a flexible and low-cost form
of carbon-neutral energy production. However, many of the underlying physical
mechanisms that dictate the behavior of OPVs remain frustratingly obscure in
comparison to the well-understood physics of inorganic semiconductors. This
dissertation centers around the development of new techniques to characterize the
behavior of excitons in organic semiconductors, both in the bulk and at interfaces.
We first examine the method of spectrally-resolved photoluminescence quench-
ing (SR-PLQ), the most convenient and powerful current technique for measuring
the exciton diffusion length (LD) of organic semiconductors, and extend it to work
with optically thin films. This allows for its application to a much wider range of
materials and physical systems. The second part of the dissertation presents a
further extension of the method of PL quenching to characterize non-ideal inter-
faces, those which block or quench only a fraction of incident excitons. This is
used to understand the operation of a novel fullerene:wide energy gap material
buffer in OPVs. In combination with charge transport and morphological studies,
it is shown that the mixed buffer shows disproportionate benefits from the two
materials; blocking excitons superlinearly with wide energy gap material concen-
tration and still conducting charges efficiently even at very small (10%) fullerene
concentration. Finally, we extend the principles of PL quenching to character-
ize arbitrary interfaces, including those between materials with identical energy
levels but different LD and exciton lifetime, and those between materials with
small (∼20 meV) energy offsets. These techniques allow us to finally resolve the
ambiguity in the spin state of the exciton which serves as the primary source of
photocurrent in C60, one of the most important materials in current efficient OPVs.
xiv
CHAPTER 1
Introduction to Organic Semiconductors
Here we give a brief introduction to the field of organic semiconductors. We begin with
a discussion of the unique properties of organic semiconductors, what distinguishes them
from inorganics and makes them interesting subjects for research. We continue with a dis-
cussion of the technical advantages and disadvantages of organics, with an eye towards
explaining why one would consider using them in place of already-mature inorganic tech-
nologies. We also cover some of the obstacles that must be overcome to successfully utilize
organic semiconductors, many but not all of them inherent features of the materials. A sum-
mary of the processing techniques of organics is next, looking both at purification methods
and at the deposition techniques used to form the organics into devices. We conclude with a
brief discussion of the major applications of organic semiconductors in development. Only
one application, organic light-emitting diodes (OLEDs), has penetrated significantly into
the marketplace, but a large range of organic devices is being researched.
1.1 Introduction to Organic Semiconductors
Ever since the invention of the transistor in 1947, an achievement honored with the 1956
Nobel Prize in Physics, electronics have been based on inorganic semiconductors such
as silicon and gallium arsenide (GaAs). An enormous range of mature industries, from
light-emitting diodes (LEDs) to solar cells to microchips, are based on inorganic materials,
characterized by strong covalent bonds between atoms (on the order of electon volt (eV)).
Inorganic materials are generally crystalline with high melting points (∼ 1000°C), and their
strong bonds make them hard and brittle.
Organic semiconductors are a relatively young field with only one truly mature technol-
ogy, OLEDs. In contrast to inorganic semiconductors, the individual molecules in organic
semiconductors are held together by relatively weak van der Waals bonds with binding en-
ergy on the order of meV. These weak intermolecular forces give rise to a host of intriguing
1
and potentially useful properties in organics and are at the root of the majority of their
differences from inorganics.
The definition of ‘organic’ is somewhat of a historical artifact and is acknowledged to be
reasonably arbitrary.1 It arose in the time of vitalism theory which stated that living beings
and the compounds derived from them were qualitatively different from nonliving inorganic
materials making it impossible to produce organic materials from inorganic precursors. In
this context ‘organic’ simply meant ‘made by a living being.’ Modern usage varies, but
generally falls into one of three categories. Some define an organic compound as one that
contains carbon-carbon bonds, some as a compound containing carbon-hydrogen bonds,
and some simply state that any compound that contains carbon is organic. These definitions
are further muddied by historical reasons for classifying some molecules that are inorganic
by one of these definitions as organic* or for classifying molecules that should be organic
by these definitions as inorganic.†
What truly distinguishes organic chemistry as a whole from inorganic chemistry is the
ability of carbon to bond with itself to form structures of arbitrary size. This makes the
number of possible organic molecules practically infinite. In practice, organic molecules
used as semiconductors are divided into two categories, small molecules and polymers.
Small molecules have well-defined molecular structures with a molecular weight typically
below 1000, while polymers are arbitrarily long chains of repeating subunits with no de-
fined molecular weight. Characteristic inorganic and organic materials are shown in Fig.
1.1.
*Urea (CO(NH2)2) and oxalic acid (H2C2O4) are both compounds that contain no carbon-carbon or
carbon-hydrogen bonds. They were originally classified as organic because they both were derived from
organic sources. They continue to be classified as organic due to historical reasons, as they were the first
‘organic’ molecules to be synthesized from purely inorganic sources and therefore served as an important
disproof of vitalism.
†For example, carbon-containing steels are considered inorganic, as are allotropes of carbon such as
diamond or graphite. This is relevant as the fullerenes C60 and C70 are common components in organic
photovoltaics, while nanotubes have been considered as absorbers or contacts. Neither of these are considered
organic by many definitions. This has led some to propose ‘a fully inorganic organic solar cell,’ one made
entirely out of these allotropes of carbon.
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Figure 1.1: a) The 8-atom diamond cubic unit cell of crystalline silicon. b) copper phthalo-
cyanine (CuPc), a classic small-molecule organic semiconductor. c) The monomer of poly(3-
hexylthiophene-2,5-diyl) (P3HT), a common polymer organic semiconductor.
1.2 Unique Features of Organic Semiconductors
Most inorganic semiconductors are crystalline with a repeating, regularly spaced chemi-
cal structure. Most organic semiconductors, in contrast, are amorphous with the molecules
randomly distributed and randomly oriented. Combined with the weak bonding between or-
ganic molecules, this means organic semiconductors lack many of the aggregate behaviors
that crystalline inorganic semiconductors exhibit, especially the delocalization of electrons
and holes that leads to band transport.2
Band structure in crystalline semiconductors arises from the periodic crystalline struc-
ture represented as a periodic potential.3 Bloch’s theorem states that a charge* traveling in
a periodic potential† can be represented as a Bloch state:2, 4
Ψ(r) = eikru(r) (1.1)
where Ψ is the total wavefunction of the charge, r is the position coordinate, k is the
wavenumber, and u is a periodic function with the same period as the potential. Note
that Ψ exists over all position space (r), indicating a very delocalized charge. Charge
wavefunctions in inorganic materials are therefore characterized by the energy E and the
wavenumber k of the electron. The highly delocalized nature of the charges also results in
aggregate behaviors with the individual orbitals of the constituent atoms of the substance
spreading out to form bands.
Amorphous materials such as most organic semiconductors, in contrast, almost entirely
*‘’Charge” indicates either a hole or an electron.
†Here we only apply Bloch’s theorem to charges traveling through a crystal lattice but it is generally
applicable to any problem featuring periodic potentials such as photons in photonic crystals.
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lack band structure*. As mentioned above, the molecules in amorphous materials are ran-
domly distributed and cannot be represented with a periodic potential, which means Bloch’s
theorem cannot be used. The constant scattering of charges causes large uncertainty in k,
meaning that it is no longer a good description of the charge state. By the Heisenberg un-
certainty principle, this is equivalent to saying that the charges can have low uncertainty
in position r and charges are indeed found to be highly localized in amorphous materials.
Instead of band theory, conduction through organics is generally represented as a hopping
process with charge carriers localized on individual molecules and conducting through a
series of hops from molecular site to adjacent molecular site.6–8
Organic semiconductors are semiconductors and therefore characterized by an energy
gap between filled and empty electronic states. Unlike inorganic semiconductors, this is a
property of the individual molecules instead of an aggregate characteristic of the material.
The equivalent to the edge of the filled valence band in organics is known as the highest
occupied molecular orbital (HOMO) and the equivalent to the edge of the empty conduction
band is the lowest unoccupied molecular orbital (LUMO). A given organic molecule in
isolation will always have the same HOMO-LUMO energy gap, but this is influenced by
the energetic environment. The random disorder in an organic amorphous film means that
each molecule is in a slightly different energetic environment which leads to a spread in the
aggregate HOMO-LUMO energy gap of the bulk material.
Care must be taken to avoid a false analogy to band theory. The broadened HOMO-
LUMO energy gap of organic materials due to disorder is not due to a spread of band
energies, but is instead a function of the statistical spread of individual HOMO-LUMO
energy gaps in the material. There is a certain population of individual molecules in the
film with a given deviation from the innate HOMO-LUMO energy gap of the molecule
due to the energetic environment and the population decreases as the deviation from the
innate HOMO-LUMO energy gap increases. The absorption peak of the organic bulk is
then the sum of the individual narrow absorption lines of the separate organic molecules.
This gives rise to the different absorption profiles of organics versus crystalline inorgan-
ics. Crystalline inorganics possess a characteristic band absorption where light with energy
above the bandgap is strongly absorbed and light with energy below the bandgap is trans-
mitted. Organics, in contrast, possess a molecular absorption where the peaks correspond
to energetic transitions in the molecules themselves, broadened by disorder. Organic semi-
conductor absorption is therefore much narrower than crystalline inorganics but is also
much stronger, as all molecules absorb around the peak.9, 10 This is shown in Fig. 1.2.
*Quasi-band-transport has been observed in some crystalline organic materials such as 3,4,9,10-
perylenetetracarboxylic dianhydride (PTCDA),5 but most materials under study lack this characteristic.
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Figure 1.2: A comparison of the imaginary portion k of the complex index of refraction of several
common organics and silicon. The silicon value is multiplied by a factor of 10 while the organics
are shown as-is. Organics have significantly higher absorption in the visible than silicon, allowing
organic photovoltaics (OPVs) to be substantially thinner, on the order of 100 nm. Organics also
display spectrally resolved absorption features in comparison to inorganics which absorb all light
with energy above the bandgap energy.
The weak van der Waals bonding of organic semiconductors gives rise to a marked
change in the primary form of photoexcitation in these materials compared to crystalline
inorganics. The primary photoexcited species in amorphous organic semiconductors are
strongly-bound Frenkel and charge-transfer excitons, a bound electron-hole pair.12 The
physics of excitons will be covered in detail in Chapter 2.
The weak van der Waals bonding of organic semiconductors causes many other dif-
ferences between their physical properties and those of crystalline inorganics, as shown in
Table 1.1. Organics are much softer, a function both of their weaker intermolecular bonds
and their amorphous nature, and much more tolerant of bending and strain. They are also
significantly easier both to melt and to dissolve, allowing for much easier processing and
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Property Si11 C6012 Anthracene13
Density (g/cm3) 2.33 1.72 1.25
Atomic or molecular weight (g/mol) 28.09 720.77 178.22
Crystal structure diamond face-centered cubic monoclinic
Lattice constant (nm) 0.543 1.42 0.60(b)
1.11(c)
Melting point (K) 1685 1453* 217
Thermal expansion coefficient (K−1) 2.5 x 10−6 6.1 x 10−5 1.45 x 10−4
Thermal conductivity [W/(cm K)] 1.412 4 x 10−3 1 x 10−3
Relative permittivity 11.7 4.0-4.5 3.4
Electron mobility [cm2/(V s)] 1420 1.0 0.88
Hole mobility [cm2/(V s)] 470 1.0 17
Ionization potential (eV) 5.2 6.2 5.8
Table 1.1: Comparison of selected physical properties of Si, C60, and anthracene.
deposition. The weak bonding and disorder of organics also leads to low charge mobility,
3-5 orders of magnitude less than that of crystalline silicon and low indices of refraction
as shown in Fig. 1.3, and makes them much softer than inorganic semiconductors whose
strong bonding and crystalline nature makes them hard and brittle. As the amorphous
nature of organic semiconductors also renders them insensitive to molecular dislocations
caused by strain or impact, organic semiconductors display much better resistance to bend-
ing and impact. This allows organics to be used in curved or flexible configurations.14–19
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Figure 1.3: A comparison of the real portion n of the complex index of refraction of several
common organics and silicon. The lower n in organics is caused by weak intermolecular bonding
in these materials and is the source of the different behavior of organic semiconductors.
1.3 Technical Advantages and Disadvantages of Organic
Semiconductors
The low bonding strength and amorphous structure of organic semiconductors leads to a
range of differences from crystalline inorganics, both good and bad. One such feature is
the comparative “softness” of organic materials. For example, the Young’s modulus for
crystalline Si is ∼ 180 GPa compared to ∼ 1 GPa for tris-(8-hydroxyquinoline)aluminum
(Alq3).20–22 This allows organics to be used in unique curved, flexible and stretchable
electronic and optoelectronic configurations.23, 24 It also renders organic devices much more
resistant to stress and impact.25, 26
The softness of organics also allows a range of stamping and transfer processing tech-
niques that cannot be performed with inorganics.27–30 However, the weak chemical bonds
between organic molecules makes them much more vulnerable to chemical damage. The
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standard techniques of photolithography and wet-etching used on inorganic semiconduc-
tors therefore cannot be applied to organics as the solvents and acids required for masking
and etching can degrade or dissolve organic materials.31, 32 Patterning of organic devices
is currently restricted to much larger length scales than inorganic devices and is an active
area of current research.
As mentioned above, the weak intermolecular bonds between organics also results in
a low melting point, as well as high solubility in many common organic solvents.12 This
allows a wider range of processing methods to be used than for inorganics, which cannot
easily be dissolved in a carrier solvent and require very high temperatures to break the
strong covalent bonds between molecules.2 Small-molecule organics are commonly sub-
limed in vacuum at a few hundred degrees Celsius, with a substrate near room temperature
or below. In comparison, GaAs is often grown at a substrate temperature of 600° C.33, 34 It
is hoped that organics can one day be printed like ink on a variety of substrates, allowing
for extremely low cost and environmentally friendly manufacturing.35, 36 This is further
enhanced by the fact that most organic semiconductors are mostly or entirely composed of
earth-abundant materials which has the potential to cut down substantially on costs.
The relatively low deposition temperature of organics (room temperature for most sol-
vent processes) also allows a wider range of substrates. Organics may be deposited directly
on thin plastic substrates such as Kapton or transferred via stamping.27–30 These materials
could not stand up to the high temperatures and caustic chemicals required to break the
strong covalent bonds between inorganics during fabrication. Organics can therefore be
deposited directly on thin flexible substrates, allowing for easier fabrication of lightweight
flexible devices.23, 24
Organics are easier to process than inorganics, but they are also more vulnerable to
degradation by oxygen and water.37–39 All organic devices currently require packaging to
seal them away from atmosphere. This generally takes the form of a glass or quartz sand-
wich sealed with epoxy on the edges which increases the cost and weight of the devices.
Even packaged organic devices are generally not as long-lived as equivalent inorganic de-
vices. However, there is no inherent reason why organic materials should be short-lived.
Great strides have been made recently in lifetime of organic devices with appropriate choice
of materials and deposition techniques resulting in a 10X improvement in blue OLED life-
time.40 Similar advances have been made recently in OPVs, and the search for more stable
highly-efficient materials continues.
As mentioned in the previous section, many organic semiconductors have very high
absorption coefficients in comparison to inorganics, with common OPV materials having
an absorption coefficient as high as 5 · 105 cm−1.12 These materials are optically thick at
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the peak with as little as 10 − 20 nm of material. Similarly, emission from OLEDs can
have 100% internal quantum efficiency (IQE), allowing emission layers also on the order
of 10− 20 nm.41 Organic devices are therefore generally very thin, on the order of 100 nm.
The thinness of most organic devices helps counteract one of their major disadvantages,
the comparatively low charge mobility of organic semiconductors.7, 12 Crystalline silicon
has an electron mobility of 1420 cm2/V s at 300 K,11 whereas relatively high-mobility
organics such as anthracene or C60 may reach 1 cm2/V s when fully crystalline.12 Most
organic semiconductors have a mobility on the order of 10−3 − 10−5 cm2/V s. Organic
devices are therefore more resistive than equivalent inorganic devices, even when the in-
organic devices are thicker. This is also one factor putting an upper limit on how thick
organic devices may be made without becoming infeasibly resistive.
Organic absorption is also relatively spectrally resolved as opposed to the broad-band
absorption of inorganic semiconductors.12 This can be both an advantage and a disadvan-
tage. It allows for the creation of novel technologies such as power windows, OPV meant
to be placed on building windows which absorb the infrared and ultraviolet portions of
the solar spectrum but are transparent in the visible.42, 43 However, it is difficult to find
organic materials that can absorb over the entire solar spectrum. Inorganics such as silicon
and GaAs can absorb into the near infrared (NIR), while small-molecule organics that both
make efficient devices and absorb above 900 nm are rare.2 Research continues to synthesize
and test such materials, which would be able to improve OPV efficiency significantly.
1.4 Processing techniques
1.4.1 Purification
As with all semiconductors, the purity of materials is directly correlated with device per-
formance. Chemical impurities in organic semiconductors generally have different energy
levels than the surrounding material which can form charge traps, lowering the charge mo-
bility and therefore the performance of the material. If the impurities are numerous and
the traps are deep enough, this can cause significant hysteresis in device electrical charac-
teristics. Smaller gap contaminants can also trap excitons and, if they possess an optical
transition resonant with the surrounding material, it will also serve as an efficient recombi-
nation site, thereby quenching emission.
The possible types of contaminants are varied. Uncatalyzed reactants or residual sol-
vent from material synthesis can contaminate organic materials, as can environmentally in-
troduced impurities. Atmospheric exposure is a known source of contamination as well, as
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many organics undergo photo-oxidation reactions which form undesired chemical species
and oxygen itself can dope films with recombination sites. Degradation can also occur dur-
ing deposition of the organic semiconductor as excessive heat can break chemical bonds
and form impurities.
As effects on device efficiency can be observed even at ppm concentrations of con-
taminants, materials must be purified before they can be used. After synthesis, chemists
will generally employ techniques such as solvent recrystallization or high pressure liquid
chromatography (HPLC) to purify material. Most commercial materials intended for elec-
tronics use have been purified in this manner to > 99% purity*. In practice, this purity is
insufficient and further purification leads to a marked increase in device quality.
Thermal gradient sublimation is a widely used technique to further purify organic
molecules. The basic setup for thermal gradient sublimation is shown in Fig. 1.4. A zone
furnace is used to set up a thermal gradient across an evacuated (∼ 10−6 torr) quartz tube,
with the starting material in the hot zone. The material is then heated to the sublimation
point and allowed to sit for several days. Materials with different sublimation temperatures
will deposit at different points in the zone furnace, spatially separating the pure material
from low- and high-temperature impurities. The pure material is generally visibly distinct
from the impurities, allowing it to be removed from one region of the tube. This can be a
time consuming process, as care must be taken not to ramp up the temperature too quickly
or to halt the purification before all available material has diffused out from the source
boat. A single cycle of purification takes approximately a week and can be repeated multi-
ple times for further purity. In practice, however, most commercial materials require only
a single cycle of thermal gradient purification to reach acceptable device performance.
One of the advantages small molecule organic semiconductors possess over polymers
is their ability to be purified through thermal gradient sublimation. Polymers cannot be
sublimed, as they degrade under the required temperatures. Therefore they can only be
purified using solution-based methods as described above.
1.4.2 Deposition
Deposition techniques for organic semiconductors can be roughly separated into two fam-
ilies: evaporative techniques and solvent-based techniques. In general, polymers are re-
stricted to solvent-based techniques as they cannot be evaporated without damage. Small
molecules, in contrast, can usually be deposited with either method. There do exist some
*Thermal gradient sublimation purification of such > 99% pure materials usually has a yield of 40-60%.
This suggests the manufacturer’s numbers may be overly optimistic and illustrates the necessity of further
purification.
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Figure 1.4: Setup of the thermal gradient sublimation purification method. The starting material is
placed in the hot zone of an evacuated (∼ 10−6 torr) quartz tube inside a zone furnace. The material
is then heated to the sublimation point. Any impurities with a different sublimation temperature
from the pure material will deposit in a different region of the furnace, allowing the pure material
to be removed from a single section of the quartz tube.
small molecules of interest which degrade at lower temperatures than they sublime, which
are then also restricted to solvent-based techniques only.
1.4.2.1 Solvent Deposition
Solvent-based deposition techniques are one of the most promising avenues for low-cost
fabrication of organic devices. The hope is that it will eventually be possible to print organic
circuits in a cheap roll-to-roll process like a newspaper, with equivalent processing costs.
Research continues on such methods.44–48
One of the most widely-used solvent-based deposition methods for research is spin-
coating, as shown in Fig. 1.5. In spin-coating, an organic material is dissolved in a solvent,
typically an organic solvent such as toluene, chloroform, or chlorobenzene, at mass con-
centrations ranging from ρ = 0.3 − 3% weight/volume. The solution is filtered to remove
particles, then a small volume (∼ 75 µL for a ∼ 2 cm2 substrate) is deposited on the center
of the substrate. The substrate is then spun at ω = 0.5 − 5 kRPM to evenly distribute
the solution and evaporate the solvent. Spin-coating is often followed by a thermal anneal
to evaporate trapped residual solvent and produce desirable film morphology. The final
thickness of a spincoated film has been shown to be approximately49
hf = KC0(ν0D0)
1/4/Ω1/2 (1.2)
where hf is the final thickness, K is a number of order unity, C0 is the initial solute concen-
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Figure 1.5: Standard setup for spincoating of substrates. A solution of the desired organic molecule
in solvent is deposited on the substrate and the substrate is spun (generally at 0.5 - 5 kRPM) while
the solution dries, leaving behind a uniform thin coat of material. The thickness of the film depends
on the material concentration in solution and inversely on the speed at which the substrate is spun.
tration, ν0 is the kinematic viscosity, D0 is the solute diffusivity, and Ω is the spin speed.
Typical solubility of organics in the solvents used restricts film thicknesses to between 10
nm and 10 µm.
It can be difficult to deposit multilayer structures through spin-coating as the solution
tends to redissolve the underlying layers. This can be avoided through the use of perpen-
dicular solvents, where the solvent in each successive solution is chosen so that the material
in the previous layer is insoluble in it. However, it can be difficult to find such materials
systems and the total number of layers is limited by the number of available perpendicular
solvents. The use of crosslinked polymers have also been explored, where the film is ex-
posed to heat or ultraviolet (UV) light after deposition to create chemical bonds between
the polymer chains. This essentially “cures” the material, rendering it impervious to further
solvent applications. It is also possible to reduce or eliminate the need for multiple solvent
depositions in some applications by depositing a single blended layer containing all of the
desired organic materials instead of successive neat layers.
The choice of solvents is known to affect the final morphology of the film as poly-
mer chains may coil or aggregate in some solvents but not in others. This is even more
pronounced in blended layers where the choice of solvent can also affect the clustering or
mixing of the two component materials. The technique of binary solvents takes advantage
of this phenomenon, using two solvents with different volatility, one that preferentially dis-
solves one material and one that preferentially dissolves the other.50, 51 When spun on a
substrate, the two solvents will take different amounts of time to evaporate, leaving behind
a layer rich in the material corresponding to the more volatile solvent on the bottom and
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the less volatile solvent on the top. Such a gradient morphology can improve the charge
generation and extraction characteristics of OPVs.52, 53
Most solvent-processed devices must then be finished with the vacuum deposition of
an evaporated or sputtered top metal contact. This can be expensive and unwieldy, and
research continues on top contacts that may be sprayed on or stamped.54–56 Generally the
top contact is used to define the device area, as organics possess such low charge mobility
that there is essentially no effect from any of the organic layer except that directly below the
contact. However, research continues on methods such as organic vapor jet printing (OVJP)
which allow for direct printing of organic devices and therefore do not require an additional
patterning step.57–59
Spin-coating is only useful for small substrates and is therefore unsuitable for mass
production of organic devices.60 Other methods exist that can be applied to substrates of
arbitrary size. In addition to the previously mentioned printing techniques, these include
doctor-blading where a razor blade is swept across the substrate leaving a film of set thick-
ness,61–63 and spraycoating where the solution is sprayed directly on the substrate.64–66
1.4.2.2 Evaporation
Multiple methods to evaporate organics exist but by the far the most widely used for both
research and commercial purposes is vacuum thermal evaporation (VTE). The basic setup
of a VTE system is shown in Fig. 1.6. The organic source material is loaded in a baffled
boat, often made of tungsten or molybdenum, and current is run through the boat to re-
sistively heat the source. The organic material sublimes and is deposited on the substrate
suspended face-down at the top of the chamber, with the substrate generally rotated to in-
crease film uniformity. The film thickness and deposition rate is monitored in real time by
quartz crystal monitors (QCMs) inside the chamber which are also used to keep the deposi-
tion rate constant. In general, materials are deposited at a rate of 0.5− 2 A˚/s, as depositing
materials at too high a rate (and, therefore, too high a temperature) can lead to material
degradation. Pressure in the system is held at 10−6 − 10−7 torr during deposition to reduce
impurity levels.
The technique of VTE allows greater control of film structure than solvent-based tech-
niques. One of the main advantages of VTE is the ability to dope films. More than one
source can be simultaneously evaporated in a VTE system, easily allowing for blended or
doped layers without having to deal with the relative solubility of the two materials in the
same solvent. The real-time independent control of the sources also allows for composi-
tion changes throughout the film such as the graded structures that have been shown to
increase efficiency and lifetime in organic devices.53, 67–69 There is also no limit to how
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Figure 1.6: Standard setup of a VTE system. Organics are placed in baffled boats at the bottom of
the chamber while the substrate is placed at the top.
thick VTE-grown films can be made, in contrast to solvent-based methods, and the real-
time monitoring of the deposition rate allows for monolayer control over the film thickness.
Material utilization in VTE depends on the geometry of the chamber. In a research
chamber such as that shown in Fig. 1.6, where a small (∼ 10 cm diameter) substrate is
suspended 60 cm above the boat, the material utilization efficiency is only ∼ 1%. For
this setup, the material utilization may be increased by bringing the substrate closer to the
source, but this comes at the cost of decreased uniformity. In a manufacturing environment
this problem is addressed by using linear sources instead of the point sources shown here.70
A less common but promising evaporative technique is organic vapor phase deposi-
tion (OVPD), with the basic setup shown in Fig. 1.7.10, 71–73 In OVPD, the organics are
evaporated into a hot carrier gas which flows through a heated chamber before reaching a
cooled substrate at the end where the material recondenses. As the heated chamber walls
prevent deposition of material, the material utilization efficiency can be much higher than
that achievable with VTE. Deposition can occur in a range of regimes, as chamber pres-
sure, source evaporation temperature, carrier gas flow rate, and substrate temperature can
all be independently adjusted. This gives significant control over the final morphology of
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Figure 1.7: Setup of an OVPD system. Figure courtesy of Richard Lunt.
the film, more than that achievable with VTE.
In contrast to VTE, material transport in OVPD is not ballistic which makes it much
better at filling in holes and roughness in underlying films. Films grown by VTE can suffer
from a self-shadowing effect. With ballistic transport the substrate must have line-of-sight
to the source in order for material to be deposited, so small peaks that develop on the
film can block the region behind and increase the roughness of the film. This also makes
VTE poor at filling in gaps in rough films as the peaks will tend to shadow portions of the
substrate and leave voids. In contrast, the carrier gas in OVPD gives the molecules much
higher surface mobility, allowing them to easily fill in rough spots in the underlying films.
One disadvantage of OVPD, however, is that material compatibility can be an issue.
The walls of an OVPD chamber must be heated to the point where organic materials will
not condense on them, but not so hot that they will degrade the organic materials. This is
relatively easily achieved for single materials but blended films, important for many dif-
ferent organic devices, can be difficult to deposit if the two materials differ significantly in
evaporation temperature. A wall temperature high enough to prevent the high-temperature
material, such as the fullerene C60, from condensing can then be so high as to degrade the
low temperature material, such as bathophenanthroline (BPhen). This is not an issue in
VTE where the different sources are shielded from each other and the walls are not heated.
Device architecture for OVPD-grown devices must be carefully chosen to avoid mixed lay-
ers of incompatible materials, though research continues on methods to protect materials
from interactions with the walls.
Device area for organic semiconductors is generally defined by shadow masking as
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the chemicals used in conventional photolithography degrade or dissolve organic films.
Shadow masking, unfortunately, has much lower resolution than the feature sizes possible
with photolithography. However, the soft nature of organic semiconductors does allow for
other processing techniques difficult or impossible in inorganics. Nanoimprint lithography
uses a hard preformed stamp to physically imprint a pattern into the soft organic and is
capable of creating sub-10 nm feature sizes.74–76 Roll-to-roll stamping processes have also
been demonstrated where organic layers are transferred from one substrate to another.27–30
These are further pathways that may someday lead to realizing the dream of large-scale
printed electronics using organic semiconductors.
1.4.3 Annealing
Annealing is the process of adding energy to a solid to allow the molecules to reorganize.
In organics, this is often performed to increase crystallinity of the layer and improve the
electrical and excitonic properties of the film.77–80 Multiple annealing methods exist. In
thermal annealing,81 the film is heated to increase the thermal energy and therefore the
mobility of the constituent molecules of the film, while in solvent annealing82–84 the film is
exposed to solvent vapor for a set period of time.
Both individual films and full devices may be annealed. In general, an annealed indi-
vidual film will have both increased crystallinity and increased roughness. Some roughness
can be advantageous; a jagged interface has a larger surface area which can improve exci-
ton harvesting efficiency. Increased crystallinity has also been shown to improve the charge
transport properties and exciton lifetime of organic materials.82, 85–88 However, care must
be taken to optimize the amount of time the film is annealed. If it is annealed for too long,
the material may degrade or the film might become so rough that it will cause shorts in the
finished device.
Annealing of full devices tends to have a slightly different effect. The top layers tend to
confine the underlying layers, especially if the top layer is a material that is relatively insen-
sitive to the effects of annealing.85, 89 This allows for greater crystallinity in the underlying
films without a corresponding increase in roughness. It has also been shown that annealing
multilayer films can also cause the interpenetration of the layers with the separate materials
diffusing into each other.89 This can be highly valuable for applications such as blended
heterojunctions in OPVs.84–86, 90–92
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1.5 Applications
1.5.1 Organic Photovoltaic (OPV) Cells
Like all photovoltaics, OPVs take in light and produce power in a load. The first efficient
OPV (approximately 1% power conversion efficiency (PCE), defined as the ratio of the
maximum generated electrical power to the incident illumination power) was developed by
C. W. Tang in 1986.93 Tang’s device used an organic donor-acceptor heterojunction, an
interface between two materials with a HOMO-LUMO energy offset between them where
excitons can be efficiently split into free charges. Due to the energy offset, such dissociation
is significantly more efficient than is possible in the bulk material.94–98 Decades later, the
heterojunction concept is still used in all OPVs while efficiency has increased to above
12%.99 The physics of heterojunctions will be further covered in Chapter 3.
The basic structure of an OPV is shown in Fig. 1.8. In the bottom-illuminated archi-
tecture shown, the cell is illuminated through a transparent substrate (quartz or glass) and a
transparent anode.* The light is then absorbed in the donor and acceptor materials forming
the active layers of the device, generating excitons. The excitons diffuse to the heterojunc-
tion, the interface between the donor and acceptor, where they dissociate into free charges.
The donor is labeled such as it donates an electron which is accepted by the acceptor. The
charge carriers are then extracted through the anode and cathode. The buffer layers shown
serve a variety of functions. The cathode contact is generally a blocking material, confin-
ing excitons to the active layers, and also serves as an optical spacer which better aligns the
peaks of the optical field to the active layers. It also protects the underlying organic layers
from damage during the relatively high-temperature metal deposition as well as providing
a conductive pathway for electron extraction. The anode buffer does not have to serve all
these functions as its position underneath the active layers means that it is much less effec-
tive as an optical spacer and does not have to deal with metal deposition. Instead, it serves
as an efficient pathway for charge extraction and as a planarization layer for the rough ITO.
Common anode buffer materials have been recently shown to quench excitons, though less
efficiently than a metal in the same position.100
The structure shown in Fig. 1.8 is a planar device, named for the planar layers of donor
and acceptor. To dissociate the majority of generated excitons at the heterojunction, the
planar layers cannot be significantly thicker than the exciton diffusion length (LD), the
average distance an exciton travels in a material before recombining. For most organic
materials, LD ∼ 10 nm, with the fullerene C60 a notable exception with LD ∼ 40 nm.
*The transparent contact of an OPV is often a transparent conductive oxide (TCO) such as indium tin
oxide (ITO), though the rising price of indium means indium-free contacts are a region of active research.
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Figure 1.8: Structure and operation of an OPV. Absorption of a photon in the donor or acceptor
generates an exciton(1), which then diffuses to the donor-acceptor interface(2). The energy offset
between the donor and acceptor (the heterojunction) provides the energy gradient necessary to dis-
sociate the exciton into free charges (3), with the electron on the acceptor and the hole on the donor.
The charges are then extracted through the electrodes (4). The two transparent buffer layers provide
better electrical contact with the electrodes. The cathode buffer also protects the organic layers from
damage during the deposition of the metal top electrode and serves as an optical spacer.
Planar devices therefore have difficulty reaching high efficiencies, as absorption is limited
in such thin layers.
Additional architectures have been developed to address the problems with the planar
structure, shown in Fig. 1.9. The most effective in small-molecule and polymer OPV
is known as the mixed heterojunction, sometimes combined with planar layers to form a
planar-mixed heterojunction. A mixed heterojunction consists of a single layer blend of the
donor and acceptor materials, greatly increasing the surface area of the interface. Assum-
ing a homogeneous blend, an exciton formed in this layer will be adjacent to an interface
and immediately dissociated, allowing the layers to be made arbitrarily thick and therefore
arbitrarily absorptive without losing excitons. In practice, charge extraction efficiency is
the limiting factor for mixed heterojunctions, as blending the materials results in narrow
and circuitous pathways for charge extraction from the center of the layer. Charge extrac-
tion efficiency is highly dependent on the layer morphology which is amenable to change
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Figure 1.9: Standard OPV structures. Disorder in the mixed heterojunction (middle) can lead
to charge trapping in isolated islands of donor or acceptor, as shown. The ideal structure for a
mixed heterojunction is shown on the right, where long fingers of material provide wide conductive
pathways for all charges to be extracted, while still remaining narrow enough that nearly all excitons
reach the donor-acceptor interface and dissociate into free charges.
through appropriate choice of processing techniques. This makes it much easier to opti-
mize mixed devices than planar devices, as LD is an intrinsic materials property, and is the
reason high-efficiency OPVs use the mixed heterojunction architecture.85, 101, 102
Further developments in heterojunction design have involved different methods of or-
dering the mixed layer. The ideal structure for a mixed heterojunction is a “finger” struc-
ture, with the fingers approximately LD wide, ensuring that all excitons are dissociated
while providing broad conductive pathways for charge extraction. Techniques attempting
to obtain this structure have included alternating deposition of thin layers of donor and ac-
ceptor71 (the controlled bulk heterojunction) and growth of columns of the donor through
oblique angle deposition followed by infilling of the acceptor.103
Planar-mixed heterojunctions, a combination of the planar and mixed structures, have
also been shown to improve efficiency, absorption, and reliability in devices.69, 100, 104 In
this structure a mixed layer is sandwiched between a planar layer of donor and acceptor.
As the limiting factors for planar layer thickness and mixed layer thickness are different,
this allows for a larger total thickness of the active layers and therefore more absorption.
In practice, it is often only the higher mobility material, generally the acceptor, which
benefits from this treatment. Low-mobility planar layers of the donor can reduce the device
efficiency such that the additional absorption cannot compensate.
It is widely agreed that lab devices must exceed an efficiency of 10 − 12% to be vi-
able for large-scale power generation, and this milestone has essentially been reached.105
As shown in Fig. 1.10, however, there is still significant room for improvement to reach
inorganic cell efficiencies. As will be covered in more detail in section 3.3, the theoretical
maximum power conversion efficiency for a single-junction OPV is ∼22%,106 lower than
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the maximum single-cell inorganic cell efficiency of 31%. This leaves room for a∼ 2x im-
provement in single-cell efficiency, with further improvements possible with multi-junction
devices.
The lifetime of OPV is still a significant obstacle to commercialization but has been
making strides in recent years. A polymer tandem OPV using P3HT, [6,6]-phenyl-C60-
butyric acid methyl ester (PC60BM), a diketopyrrolopyrrole-quinquethiophene alternating
copolymer (pDPP5T-2) and [6,6]-phenyl-C70-butyric acid methyl ester (PC70BM) was re-
cently reported with an 8 year T80 * lifetime.107 However, such long lifetimes have not
been observed for highly efficient cells, with the 8 year device having a peak efficiency of
only 4.4%. Lifetime testing on most cells in the literature is rare, and this must be addressed
if OPVs are to prove truly useful. Despite the high sensitivity of organics to oxygen and
water, there is no intrinsic reason known why organic devices should have a lifetime less
than that of silicon. More work must be done on materials and encapsulation techniques to
find stable, high-efficiency organic materials, but long-lived organic devices should be an
achievable goal.
The area of OPVs will also need to be increased for commercialization. Most research
devices are between 1 mm2 and 1 cm2, significantly smaller than will be needed for large-
scale power generation. Increasing the area is known to decrease yield as well as increase
the series resistance due to the comparatively high resistance of the transparent ITO contact
compared to metals such as silver or aluminum. Yield of devices can be improved by
better contamination control as well as by improved cleaning of the cell substrate before
fabrication, such as was recently demonstrated using snow cleaning.108–110 Snow cleaning
uses a jet of supercritical carbon dioxide to both blast particles off the substrate surface and
dissolve chemical residues, and has been shown to significantly improve the yield of large
area (≥1 cm2) devices.111
1.5.2 Organic Light-Emitting Diodes (OLED)
The basic operating principle of organic light-emitting diodes (OLEDs) is the opposite of
OPV. In OPV, light is absorbed in the active layer and charge carriers are extracted as
current, whereas in OLEDs electrons and holes are injected into a device and recombine
to produce light. Research on OLEDs began with the observation of electroluminescence
in organic crystals in the middle of the 20th century. One notable observation was per-
formed by Pope, Kallmann and Magnante in 1963 on tetracene-doped anthracene crys-
tals.112 These devices were infeasible for commercialization as they required extremely
*T80 is the time it takes for the efficiency of a device to drop to 80% of its starting value.
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high voltages exceeding 400 V to luminesce. One of the first practical OLEDs was demon-
strated by Tang and Van Slyke113 in 1987 with external quantum efficiency (EQE) > 1% at
a driving voltage of < 10 V. This bilayer Alq3 and 1-bis[4-[N,N-di(4-toyl)amino]phenyl]-
cyclohexane (TAPC) device introduced the concept of the electron transport layer and the
hole transport layer, an architecture still used today.
Further improvements to OLEDs required the development of phosphorescent emitters.
One-quarter of excitons generated in OLEDs are singlets with spin quantum number S =
0, with the remaining three-quarters S = 1 triplets, as the spin of the charge carriers is
random upon recombination (see section 2.1.1). In most materials, singlets are the only
photoactive species of exciton, the only species that can be optically excited* and that
can release light upon recombination, known as fluorescence. Before the work of Baldo,
Forrest and Thompson in the 1990s, fluorescent OLEDs could only reach an IQE = 25%
as they could only use singlet excitons.41 Phosphorescent emitters, molecules that can emit
radiation from the triplet state, allowed for OLEDs with IQE = 100%. These molecules
generally rely on the heavy-atom effect, where a heavy metal atom such as the iridium in
the common phosphor tris[2-phenylpyridinato-C2,N]iridium(III) (Ir(ppy)3) is responsible
for a high degree of spin-orbit coupling in the molecule. This mixes the singlet and triplet
states, allowing 100% emission via triplet excitons.
The basic structure of a bottom-emitting OLED is shown in Fig. 1.11. Bottom-emitting
devices are grown on a substrate such as glass or plastic coated with a transparent anode
such as ITO. The organic layers themselves are generally 100 − 200 nm thick, with an
opaque metal cathode such as aluminum on top. Holes are injected into the hole transport
layer (HTL) from the anode, and electrons into the electron transport layer (ETL) from
the cathode. The charge carriers then recombine to form excitons in the emissive layer
(EML). In a fluorescent device, the singlet excitons then recombine radiatively on the
EML material while the triplets recombine non-radiatively and are lost. In phosphorescent
devices, the EML is composed of a non-phosphorescent material (the host) doped with
a phosphorescent emitter (the guest). Both singlet and triplet excitons form on the host
material and transfer to the guest triplet state where they are emitted as phosphorescence.
All commercial OLEDs are currently made exclusively from small molecules. As poly-
mers cannot be evaporated, it is difficult to dope them in the small but controlled quantities
required for maximum efficiency. This bars most polymer OLEDs from the other advan-
tages of a doped EML as well. Doping improves the color tunability of devices, and the
doping profile of the layer can be freely modified. Applications of modified doping profiles
include improvement of OLED lifetime by more evenly distributing the exciton profile
*Photogenerated excitons in OPV are therefore exclusively singlets.
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Figure 1.11: Structure and operation of an organic light-emitting diode (OLED). Electrons are
injected into the electron transport layer (ETL) and holes into the hole transport layer (HTL) and
recombine in the emissive layer (EML), producing light. The energy levels of the ETL and HTL are
chosen to prevent transfer of holes and electrons, respectively, out of the EML, confining the charge
carriers to the EML and improving efficiency. The OLED shown is a bottom-emitting structure,
with light emitted through the transparent anode and substrate.
in the EML, as well as adjusting the orientation of the guest molecules to improve out-
coupling of the emitted light. Diluting the luminescent guest in the host molecule also
reduces concentration quenching, the tendency of excitons in close proximity to annihilate,
by physically separating the molecules.114, 115 The differing HOMO/LUMO levels of the
host and guest also tend to lead to charge trapping on the guest molecule which reduces
recombination in the EML.
Without question, the current most successful organic semiconductor technology is in
OLEDs for displays. A wide range of devices incorporate OLEDs, from smartphones, to
watches, to televisions. The most well-known OLED displays are those incorporated in
Samsung smartphones, with mobile displays making up more than half of the $15 billion
global OLED market in 2015. Displays made from OLEDs have many advantages over
conventional liquid-crystal displays (LCDs) including a high contrast ratio, fast response,
light weight, large color gamut, low power consumption, and high mechanical flexibil-
ity. Similar to OPVs, however, lifetime can be an issue for OLEDs. The lifetime issue is
worse for the highest-emitted-photon-energy blue phosphors, as the probability of an exci-
ton breaking a chemical bond and degrading the film is directly related to its energy. As
singlets are higher-energy than triplets, a phosphorescent material will always have higher-
energy singlets than a fluorescent material emitting at the same wavelength, speeding the
rate of degradation. This is the reason commercial OLED displays use fluorescent blue
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emitters despite their lower efficiency. Recent work, however, has shown that changes in
device structure can improve the lifetime of blue phosphorescent OLEDs by a factor of 10
with further improvements expected from additional optimization of the structure.40
Additional research has focused on ways to reach IQE > 25% with fluorescent emitters
allowing them to be used in highly-efficient long-lived devices. One such technique is
thermally-activated delayed fluorescence (TADF), where triplets are converted to singlets
by ambient thermal energy.116–118 This requires molecules with extremely close singlet and
triplet energy levels, as molecules at room temperature (∼ 300 K) only possess a thermal
energy of approximately 25 meV. Such a device can have singlet yield of greater than 25%,
as triplets are up-converted into luminescent singlets.
The other major focus of current OLED research is outcoupling. Luminscent molecules
in the EML of an OLED are generally randomly oriented, meaning the radiation from the
layer is isotropic in aggregate. Most of the light from the device is therefore lost into
polaron modes in the metal cathode or waveguide modes in the device layers, with only
∼ 20% escaping the device. Perfect outcoupling could therefore lead to a five-fold in-
crease in efficiency. Multiple methods to improve outcoupling have been proposed includ-
ing molecular alignment of emitters in the EML to preferentially emit out of the device,
and low-index grids in the substrate to disrupt the waveguide mode.119–121
A less-mature application of OLEDs, subject to the same limitations, is lighting. Al-
though multiple companies have demonstrated OLED luminaires, the technology involved
is still less than mature. However, the market for OLED lighting is expected to grow as
OLEDs have multiple advantages over competing technologies, including extremely high
luminescence efficiency. Incandescent lightbulbs are extremely inefficient (approximately
15 lm/W), while the fluorescent fixtures that are replacing them range from 60− 90 lm/W.
In contrast, OLED lighting is expected to have an efficiency of > 120 lm/W.122 The dis-
posal of fluorescent lights also can be difficult as they contain mercury, which is not an
issue with OLEDs, and OLEDs lack the long warm-up time (∼ 1 minute) of fluorescent
lights.
Inorganic LED lighting has also been shown to possess efficiency on the order of> 120
lm/W and is a strong competitor with OLEDs. However, inorganic LED lighting often has
problems with heat dissipation that requires active cooling, which increases the cost and the
noise background of devices. It also cannot be incorporated into novel flexible or large-area
substrates as is the case for OLED lighting. It is therefore expected that OLED lighting will
become a leading technology in this market in the years to come.
24
1.5.3 Organic Semiconductor Lasers (OSL)
Lasers based on organic materials have existed almost since their invention, with the first
being demonstrated in 1966 using chloro-aluminum phthalocyanine (ClAlPc) at the IBM
Watson Research Center.123 More recent work has moved from the original liquid dye
lasers to thin films, with lasing in an optically-pumped organic thin film first demonstrated
in 1997.124 It was hoped that electrically-pumped organic semiconductor lasers (OSLs)
would soon follow, as optical pumping is unsuited for integration into electronic devices.
The rapid progress in OLEDs over the past two decades was promising as they themselves
are electrically-pumped luminescent organic devices, but this has failed to extend to OSLs.
Recent work has illuminated the origins of the difficulties in creating electrically
pumped OSLs. Current OSLs emit from the singlet state. As discussed in Section 1.5.2,
optical excitation of organic semiconductors produces only singlets while electronic exci-
tation produces 25% singlets and 75% triplets. As triplet lifetimes are characteristically
103 − 109 times longer than that of singlets, an electronically pumped OSL will have an
enormous triplet background compared to an equivalent optically pumped device. At such
high triplet concentrations, there is a large loss of singlets due to singlet-triplet interactions
making it difficult to reach the singlet concentrations required for lasing.125
One strategy to overcome this limitation has involved the use of a triplet manager doped
into the emissive layer of the laser.125 A triplet manager is a material with higher singlet en-
ergies and lower triplet energies than those of the emissive material. This results in transfer
of triplets from the emitter to the lower energy level of the manager, separating them from
the singlets which cannot transfer to the higher energy singlet of the manager. This reduces
the population of triplets in the emissive material and has been used to develop steady-
state optically-pumped OSLs in comparison to previous work which was only able to show
pulsed lasing before the growing population of triplets quenched emission.125 However, it
remains an open question whether electrically pumped OSL will ever be possible due to
the difficulties of minimizing triplet losses.
Some research has turned to indirect methods of excitation such as optically exciting
the OSL with an adjacent electrically triggered LED or inorganic laser,126, 127 as organic
lasers possess a variety of useful features that cannot be achieved with current inorganic
technology. Organic lasers are expected to be cheap to manufacture and are broadly tune-
able. The thermal stability of OSLs is substantially better than that of inorganic diode
lasers,128–130 showing little change in the emission wavelength and lasing threshold over a
large temperature range (0− 140°C).
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1.5.4 Thin Film Transistors
The operation of organic thin film transistors (OTFTs) is analogous to that of conventional
inorganic transistors. However, they share the advantages and disadvantages of all organic
devices discussed. The soft organic materials of OTFTs make them flexible and relatively
cheaper to deposit. However, most molecules used are air-sensitive, and air-stable materials
are still in development.
There are also several characteristics unique to OTFTs. The switching speed of the
OTFT is orders of magnitude slower than that of inorganic field-effect transistors, on the
order of KHz instead of GHz. This is caused by the low charge mobility of organics,
typically less than 1 cm2V−1s−1, due to the weak intermolecular bonds between organic
molecules.131, 132 It is therefore unlikely that organics will replace inorganics in most ap-
plications, but some possibilities remain. In particular, applications that require low cost,
flexibility, and mechanical robustness but lack stringent size or switching speed require-
ments are ideal for organics.
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CHAPTER 2
Physics of Organic Semiconductors
In contrast to inorganic semiconductors, the constituent molecules of an organic semicon-
ductor film are held together by weak van der Waals bonds instead of strong covalent or
ionic bonds. This leads to drastically different physical properties including a compar-
atively low index of refraction, lack of band structure, and highly localized charges. In
this chapter we examine the physics of organic films including those that govern exciton
generation and transport, charge transport, and fluorescence.
2.1 Excitons
Excitons are the primary carrier of energy in organic semiconductors. Excitation of the
material results in the promotion of an electron from the LUMO to the HOMO, leaving
behind a positively charged hole.* Coulumbic attraction between the electron and hole
then results in a relaxed, charge-neutral bound state known as an exciton.
There are three categories of exciton, distinguished by their spatial extent. The largest,
Wannier-Mott excitons, have a radius of 4-10 nm and are most prevalent in inorganic
semiconductors. The highly delocalized wavefunctions of electrons and holes result in a
weakly bound state (on the order of meV) that is spread over multiple lattice sites. In such
materials with a high dielectric constant that provides significant charge screening, these
weakly bound states are thermally dissociated into free charge carriers at room temperature.
In contrast, the low dielectric constant in organic semiconductors leads to reduced
charge screening and more strongly bound excitons. The smallest and most strongly bound
species are Frenkel excitons, common in organics. Frenkel excitons can have binding en-
ergies of up to 1 eV and are generally localized on a single molecule. Frenkel excitons are
*Excitation is commonly caused by absorption of a photon or by injection of electrons and holes which
recombine into excitons. It is possible but more unusual to generate excitons through chemical reactions,
transfer from another excited state, or bombardment with high energy radiation.
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distinguished by their mobility, with excitons in some materials traveling over hundreds of
lattice sites before recombining.
Organic semiconductors can also display charge-transfer (CT) excitons with size inter-
mediate between the Frenkel and Wannier-Mott exciton. Such CT excitons are distributed
across two or more adjacent molecules or next-nearest-neighbor molecules, with a binding
energy close to, but generally less than, that of Frenkel excitons. The primary absorption
in organic semiconductors is by Frenkel excitons, or more rarely, CT excitons.*
2.1.1 Spin and Excitation
Under Born-Oppenheimer separability conditions, the total wavefunction of a molecule
may be written as12
ψt = ψ
′
eχvψr (2.1)
where e, v, and r refer to the electronic, vibrational, and rotational components of the
wavefunction, respectively. To first order, we may further divide the electronic component
of the wavefunction into two terms
ψ′e = ψeψs (2.2)
depending only on the spatial coordinates of the electron and the spin coordinates.
The probability of exciting a molecule, R2lu is given by
R2lu ∝ |〈ψ′l|Mˆ |ψ′u〉|2 (2.3)
where the subscripts indicate the initial and final state and the operator Mˆ is the dipole
moment operator Mˆ = −erˆ, where rˆ is the distance vector between the positive and neg-
ative charge of the dipole of the molecule. We may now write the expression for optical
excitation of a molecule, assuming an incident plane wave
R2lu ∝ |〈ψel|Mˆ |ψeu〉|2|〈χvl|χvu〉|2|〈ψsl|ψsu〉|2 (2.4)
Here we neglect the magnetic component of the incident radiation and the rotational com-
ponent of the molecular wavefunction. If any of the three components of R2lu are zero, then
the transition is disallowed in the dipole approximation. This gives us our selection rules
*An example of a material with significant CT exciton absorption is the lowest-energy absorption peak of
the fullerene C60. This is due to molecular symmetries that suppress the transition between the ground state
and the lowest energy Frenkel state. In general, the CT state is less tightly bound and therefore higher-energy
than the lowest energy Frenkel state.
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Figure 2.1: Two electronic states and their associated vibrational states. The arrows indicate
absorption and emission, with both being direct Franck-Codon transitions. The horizontal offset
between the two electronic manifolds indicates the configurational coordinate displacement of the
excited state relative to the ground state. Image is from.133
for optical excitation.
Let us first consider the transition moment T of the electron spatial coordinate compo-
nent of the molecular wavefunction,
Te = |〈ψel|Mˆ |ψeu〉|2 = |〈ψel|erˆ|ψeu〉|2 (2.5)
As rˆ is an odd operator, Te is only non-zero when the initial and final state are of opposite
parity. Transitions for which Te = 0 are known as dipole-forbidden. The ground state
in most molecules has even parity and can only be excited to odd states by a single pho-
ton. This rule requires that the molecules in question possess at least inversion symmetry,
generally true for the molecules used in organic devices.
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Next let us look at the vibrational component of the transition moment,
Tv = 〈χvl|χvu〉 (2.6)
whose absolute square is also known as the Franck-Condon factor.
A standard representation of the ground and first excited state manifolds of a molecule
is shown in Figure 2.1. Here the horizontal axis indicates the configurational coordinate
displacement the molecule undergoes upon excitation. However, since nuclear motions take
about 10−13 seconds and electronic transitions take less than 10−15 s, electronic transitions
are completed before the nuclei can move. This vertical transition is known as a direct
Franck-Condon transition and the probability is given by the Franck-Condon factor, the
wavefunction overlap between the initial and excited state. After electronic excitation,
the electron then thermalizes, relaxing non-radiatively to the lowest vibrational state in the
manifold. The electron can then return to the ground state through radiative or non-radiative
channels.
Most materials follow Kasha’s rule: radiative and non-radiative transitions all occur
from the lowest excited state in a given manifold.134, 135 This is because the process of
thermalization, where the excited state relaxes to the lowest energy state in the manifold, is
generally much faster then transitions between manifolds. This also gives rise to the mirror
symmetry between absorption and emission seen in most materials, as shown in Fig. 2.2
for Rhodamine 6G. The Franck-Condon factor between two given vibrational states is the
same regardless of the electronic manifold of each state. This means that absorption and
emission spectra will be mirror images of the same characteristic peaks, as the 0 → 1
transition has the same probability and therefore the same relative peak height whether it
is absorption or emission, but the transition from the 0 state of the excited manifold to
the 1 state of the ground manifold will be lower energy than the corresponding transition
from the ground manifold to the first excited manifold. Kasha’s rule is required for this
mirroring to occur; if absorption occurred from the ground vibrational state but emission
occurred from a higher-order vibrational state, the Franck-Condon factors would no longer
be identical.
The offset between the emission and absorption spectra is known as the Stokes shift.
This corresponds to the configurational coordinate displacement between the ground and
excited electronic manifold. The larger the displacement, the more energy is expended in
reorganizing the molecule and the less in luminescence.
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Figure 2.2: Absorption and emission of Rhodamine 6G, a common fluorescent dye. Rhodamine
6G has approximately a 25 nm Stokes shift, the offset between the absorption and emission peak. It
also displays the mirror symmetry between emission and absorption expected from Kasha’s rule.
Finally, let us consider the spin component of the transition moment,
Ts = 〈ψsl|ψsu〉 (2.7)
As discussed in 2.1, absorption of a photon in an organic semiconductor gives rise to an
exciton. As excitons are a bound state of two spin 1/2 particles, an electron and a hole,
they have four possible spin states.136, 137 These include one S = 0 state
|0, 0〉 = 1/
√
2(| ↑↓〉 − | ↓↑〉) (2.8)
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and three S = 1 states,
|1, 1〉 = | ↑↑〉
|0, 0〉 = 1/
√
2(| ↑↓〉+ | ↓↑〉) (2.9)
|1,−1〉 = | ↓↓〉
where the left side of the equations corresponds to |S, Sz〉 and the arrows correspond to
the Sz states of the individual hole or electron. The single spin zero state is known as the
singlet exciton and the three spin one states are collectively known as the triplet exciton.
The ground state of a molecule is generally S = 0. This means that optical excitation,
which does not change the spin state, can only generate singlet excitons. Electronic excita-
tion, in contrast, injects charge carriers with randomized spin into the organic layer, which
then recombine to form excitons. The resulting excitons are therefore equally distributed
among the four possible spin states, with one-fourth of them singlets and three-fourths
triplets.
The singlet and triplet states, however, are not as distinct as has been presented so far.
Spin-orbit coupling, which is present to some degree in every molecule, mixes the triplet
and singlet states. This allows for a non-zero probability of transitions between the two
states, enhanced in molecules incorporating heavy elements. This ‘’heavy atom effect”
causes enhanced spin-orbit coupling and therefore an increased probability of transitions.
Exciton decay pathways follow the same spin selection rules as excitation. A singlet
exciton may decay radiatively, non-radiatively through the release of phonons, or may un-
dergo intersystem crossing (ISC) and become a triplet by interactions with phonons. As
radiative decay is spin-allowed for a singlet, these excitons tend to have lifetimes on the
order of nanoseconds. Triplets may also undergo radiative or nonradiative decay, as well as
reverse intersystem crossing (RISC) to become a singlet. Due to the Pauli exclusion princi-
ple, the first singlet excited state is always higher energy than the first triplet excited state.
For RISC to be significant, the singlet and triplet state must be close enough in energy for
phonons to provide enough energy to transition.
As discussed above, in materials with no spin-orbit coupling, both radiative and non-
radiative transitions for the triplet state to the ground state are spin-forbidden. This leads to
characteristic long lifetimes, on the order of 10−6 to 101 s. Depending on the strength of the
spin-orbit coupling, triplets can radiatively decay, with the resulting luminescence known
as phosphorescence. Phosphorescence is vital to OLEDs, as it allows 100% utilization of
the S = 0 and S = 1 states.
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2.1.2 Energy Transport
The regular lattice of crystalline inorganic semiconductors leads to delocalization of charge
carriers, equivalent to a high uncertainty ∆x in its position. By the Heisenberg uncertainty
principle, ∆x∆p ≥ ~/2, where ∆p is the uncertainty in the momentum, a delocalized
charge carrier may have very well-defined momentum p. This is the origin of the well-
known energy-momentum representation of inorganic semiconductor band structure.
In contrast, materials such as amorphous silicon and most organic semiconductors have
highly localized charge carriers. This can be explained in an equivalent manner as that
given for inorganic semiconductor band structure above. Amorphous materials have very
high rates of scattering leading to a large ∆p. Such materials no longer can be described
through an energy-momentum relationship and therefore lack such band structure. This is
the reason why silicon, an indirect bandgap material, becomes a direct bandgap material
when amorphous. Large ∆p also allows a small ∆x, and charge carriers in amorphous
materials are thus localized. Energy transport in organic semiconductors generally takes
the form of hopping transport with the dominant mechanisms of transfer given below*.
2.1.2.1 Photon Reabsorption
Photon reabsorption is sometimes referred to as the cascade or trivial energy transfer pro-
cess. In this process, fluorescence is emitted from the donor molecule and absorbed by the
acceptor molecule.† This is a long-range interaction, generally important at lengths greater
than 10 nm. The usual effect of this process is to increase the apparent exciton lifetime by
up to a factor of 2. This is most important in photoluminescence (PL) measurements taken
on the opposite side of the film from the excitation beam, as most light is absorbed near
the illuminated surface and therefore emitted photons will have to travel through the entire
film before being detected. This makes reabsorption more likely than when excitation and
emission occur on the same surface. All PL measurements in this work were taken on the
same surface as the illumination beam, meaning this is not a significant effect.
2.1.2.2 Fo¨rster Transfer
Fo¨rster or resonant energy transfer is a second mechanism of exciton transport. There
are three energy regimes for Fo¨rster transfer, depending on the relative strength of the
vibrational bandwidth of the acceptor electronic state ∆E and the strength of the interaction
*Some crystalline organic semiconductor materials such as PTCDA show evidence of band transport, but
most materials do not, even when crystalline.
†The terminology of energy transfer refers to the originating molecule as the donor and the destination
molecule as the acceptor. This is a different usage of these terms than we will see in Chapter 3.
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between the donor and acceptor, J .12 In practice, we deal only with the very-weak-coupling
limit where ∆E > |J |.
The original derivations of this transfer mechanism assumed coherent transfer mediated
by the dipole-dipole interaction. In order for this assumption to hold, the acceptor-state
lifetime must be long in comparison to ~|J |−1. It was Fo¨rster who realized that this con-
dition only applies in the rare strong-coupling case where ∆E << |J |. In the common
very-weak-coupling case, transfer is not coherent. The electronic state of the acceptor is
strongly coupled to a large population of degenerate vibrational states at the same energy.
This quickly disperses the energy of the acceptor state into the vibrational states, which can
then easily relax to lower-energy vibrational states. This automatically causes dephasing
of the acceptor state and introduces irreversability when the vibrational state relaxes.
Using this framework, the rate of energy transfer kET in the dipole approximation is 12
kET =
1
τD
1
R6
(
3
4pi
∫
c4
ω4n40
FD(ω)σA(ω)dω)
)
(2.10)
where τD is the donor excited lifetime in the absence of energy transfer, R is the distance
between donor and acceptor, n0 is the index of refraction, FD(ω) is the area-normalized
fluorescence emission spectrum, and σA(ω) is the normalized acceptor absorption cross
section in units of cm2. The R−6 dependence arises from the dipole-dipole interaction
between the molecules as the electrical near-field goes as R−3 and the induced dipole in
the acceptor molecule also goes as R−3. This holds for R < λ
2pin0
, hundreds of nm for
visible light and typical organic indices of refraction of approximately 2. As interaction
distances for Fo¨rster transfer are generally on the order of 1 to 10 nm for the systems
considered, this relationship holds.
This still neglects several important parameters. Dipole-dipole interactions are inher-
ently anisotropic; for crystalline materials this introduces a orientation factor12
f =
3
2
[µD · µA − 3(µd · r)(µA · r)]2 (2.11)
where µD (µA) is the unit vector parallel to the donor (acceptor) transition dipole moment
and r is the vector separating the two molecules. For an amorphous film with randomly
oriented dipoles,
√
f = 0.845
√
2/3.138 It is also more convenient to work with the ob-
served donor lifetime τ instead of the natural lifetime τD, where τ = ΦF τD, where ΦF is
the fluorescence yield of the donor in the absence of the acceptor. We may now define the
Fo¨rster transfer rate in terms of a characteristic distance R¯0, the donor acceptor distance at
which transfer competes equally with all other paths for removal of energy from the donor
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molecule:
KD→A =
1
τ
(
R¯0
R
)6
; R¯0 =
3ΦFf
4pi
∫
c4
ω4n40
FD(ω)σA(ω)dω) (2.12)
A common acronym for Fo¨rster transfer in the literature is FRET, which originally
was defined as “Fluorescence Resonance Energy Transfer.” However, Fo¨rster does not
involve fluorescence; under certain conditions, it may even be applied to energy transfer
from triplet states to singlet states, which by definition cannot be fluorescence.139 Despite
the definition of Eq. 2.12 using the fluorescence yield ΦF , no fluorescence is involved.
The spectral overlap integral instead corresponds to a density of states overlap between
the acceptor and donor. Therefore the acronym FRET now stands for Fo¨rster Resonance
Energy Transfer”.
Several aspects of FRET require caution in their use. For one, consider Fo¨rster’s origi-
nal definition for R0:139
R60 =
9(ln(10))
128pi5NA
fΦF
n40
J (2.13)
where NA is Avogadro’s number, and J is the overlap integral. It is important to note that
this equation was misprinted in some of Fo¨rster’s original papers as pi6 instead of pi5. This
was later corrected by Fo¨rster, but the error has propagated through the literature and must
be watched for.
Care must also be taken when calculating the spectral overlap integral J . As defined
in Eq. 2.12, the overlap integral uses the normalized donor fluorescence emission spectra
FD(ω). Many sources in the literature do not define whether this is the area- or peak-
normalized fluorescence. Obviously these will result in very different values for the overlap
integral. The correct choice is to use the area-normalized fluorescence,139 such that∫
FD(ω)dω = 1 (2.14)
or ∫
FD(λ)dλ = 1 (2.15)
depending on whether the fluorescence is defined with respect to frequency or wavelength,
both equally valid if consistent definitions are used for all terms in the integral. Spectroflu-
orimeters generally possess some non-unity exit channel response function that can distort
the measured fluorescence spectrum. Such spectra must be corrected for this effect before
they can be used in Eq. 2.12 to avoid incorrect overlap integrals.
An additional error that has propagated through the literature is a factor of 9000 instead
of 9 in the definition of Eq. 2.13.139 This factor is not technically incorrect; it is often
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included to convert units of dm3 in the overlap integral into cm3. The different definitions
appearing in the literature can easily lead one into using the incorrect equation, resulting
in more than a three times larger value for R0. Care must be taken to ensure units are
consistent on both sides of Eq. 2.13.
2.1.2.3 Dexter Transfer
The derivation of Fo¨rster transfer relies on dipole-dipole interactions between the donor
and acceptor molecules. However, many excitonic states possess electric-dipole forbidden
transitions which therefore cannot undergo Fo¨rster transfer. Such states include triplet ex-
citons in materials with minimal spin-orbit coupling and materials with molecular symme-
tries that disallow dipole transitions such as the fullerene C60. Excitons in these materials
instead diffuse through higher multipole interactions or electron exchange. The transfer
rate for electron exchange has been modeled for the important case of triplet-triplet energy
transfer by Dexter as
KD→A =
2pi
~
|βDA|2
∫
FD(E)FA(E)dE (2.16)
where βDA is the energy exchange interaction between materials, E is the energy, and
FD(E) and FA(E) are the normalized phosphorescence spectrum of the donor and the
normalized absorption of the acceptor molecule, respectively.
2.1.3 Exciton Diffusion
In practice, exciton diffusion in organic materials can be accurately modeled with the dif-
fusion equation
δn(x, t)
δt
=
L2D
τ
δ2n(x, t)
δx2
− n(x, t)
τ
+G(x, t) (2.17)
where n(x, t) is the exciton density as a function of time and position in the material, τ
is the exciton lifetime, LD is the exciton diffusion length, the average distance the exciton
travels before recombining, and G(x, t) is the exciton generation rate. Materials under
steady-state illumination such as OPVs and many PL measurements use the steady-state
(time independent) exciton diffusion equation:
0 =
L2D
τ
δ2n(x)
δx2
− n(x)
τ
+G(x) (2.18)
This model of exciton transport is insensitive to the types of transport discussed in section
2.1.2.
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Interfaces in organic stacks are represented by an appropriate choice of boundary condi-
tions. There are three types: ideal blocking, where all excitons incident on the interface are
reflected back into the layer; ideal quenching, where all excitons incident on the interface
recombine; and non-ideal, where the interface has some behavior intermediate between
ideal blocking and ideal quenching. The ideal boundary conditions are
δn
δx
∣∣∣∣
x=0
= 0 (2.19)
for blocking and
n(0) = 0 (2.20)
for quenching. A non-ideal interface can be characterized in terms of the density at the
interface. For an ideal blocking interface, the exciton density at the interface will be a
maximum, n(0) = nB. A non-ideal interface will have some exciton density between nB
and the quenching density of 0, such that
n(0) = φnB (2.21)
where φ is the blocking efficiency.
For Eq. 2.18 to be valid, the material in question must be represented fully by LD and
τ . This requires that the material be essentially identical on the molecular scale; at most
LD and τ may vary with time or position. The steady-state diffusion equation is therefore
unable to handle systems where the properties of individual molecules are important, or
systems with a degree of randomness that cannot be modeled with an effective LD or τ .
Examples of such problems include simulations of exciton transport through organic lay-
ers with random disorder in the energy of individual molecules or diffusion through mixed
conductor-insulator blends. Such problems are instead treated through Monte-Carlo simu-
lations of exciton transport. This also allows for derivation from first principles of material
parameters such as diffusivity instead of using fixed values.
The predominant method for calculating transition rates of excitons between molecules
in an organic semiconductor is the Miller-Abrahams model. This was originally devel-
oped to model the hopping transport of charge carriers in deep-gap defect states in inor-
ganic semiconductors, but may be applied to many types of hopping transport. The Miller-
Abrahams model states that the transition rate Wij from site i to site j is
Wij = ν0e
−2(rij/b)
{
e−(j−i)/kBT , j > i
1, j < i
(2.22)
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where i and j indicate the energy of site i and j, respectively, rij is the distance between
the two sites, b is the localization radius of the charge carrier, ν0 = A|i − j|/~, A is a
numerical constant, and |i − j| is the average energy spacing between sites i and j.
2.2 Photoluminescence
Luminescence is defined as the light emitted by an excited material, in addition to the black-
body radiation expected at any temperature above absolute zero. This is inherently a non-
equilibrium process where extra energy is provided to the material which re-equilibrates
with its surroundings through the emission of radiation. The prefix of the term indicates
the mechanism by which the energy is provided; common mechanisms include chemilu-
minescence, excitation through exothermic chemical reactions; thermoluminescence, the
release of heat energy in the form of light; electroluminescence, the operating principle
of OLEDs where light is generated by the recombination of injected charge carriers; and
photoluminescence, where the material is excited by incident light and re-emits at a longer
wavelength.
Luminescence is also distinguished by the characteristic timescale on which it occurs.
Other varieties of non-equilibrium light emission from matter occur including scattering
processes such as Raman or Brillouin scattering, reflected light, and Chrenkov radiation.
However, these interactions occur on extremely short time scales, on the order of fs, and
result in almost no energy transfer between the incident photon and the electronic system
of the material. In contrast, luminescence requires the constituent atoms or molecules of
the material to be excited to a higher electronic energy state. This gives luminescence a
characteristic longer decay time, as electronic excited states have a lifetime of > 10−10 s*.
In this work we focus on photoluminescence (PL). The first historical term used to de-
scribe PL was phosphorescence describing the long-term light emission of certain materials
after the cessation of the exciting illumination. This was frequently observed in phophorus,
leading to the name, but the modern usage of the term has nothing to do with the chemical
composition of the emitting material. Later, the term fluorescence was developed to de-
scribe light emission which ceased immediately upon cessation of illumination. Similar to
the origin of the term phosphorescence, fluorescence was first observed in fluorite, CaF2.
Modern usage in organic materials distinguishes between phosphorescence and fluo-
rescence based on the spin of the originating excited state, as discussed in section 2.1.1.
*The full range of lifetimes of luminescent electronic excited states is extremely broad, ranging from
hundreds of ps to days. It is the lower limit that distinguishes luminescence from other interactions between
light and matter.
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Fluorescence is emitted by singlet states with a characteristic short (∼ ns) lifetime due to
the allowed optical transition between the excited and ground state. Phosphorescence is
emitted by triplet states with a much longer (µs - minutes) lifetime due to the excited triplet
to ground singlet (T1 →S0) being optically disallowed. The two types of emission are
generally separated in both lifetime and energy, allowing for independent measurements of
both.
Organic and inorganic materials both exhibit PL. In covalently bonded materials such
as most crystalline inorganic semiconductors, PL reflects the bulk characteristics of the
material as its electronic states are an emergent property of the crystalline structure. In van
der Waals bonded organics the individual molecules are isolated enough that the single-
molecule properties determine the PL. Organic materials therefore have similar PL in solu-
tion and in solid films, although the effects of the local environment (solvents of different
polarity or disorder in the solid film) lead to some differences.
The relative brightness of the luminescence of a material can be expressed in terms
of the photoluminescence quantum yield or quantum efficiency Φ ≤ 1. This is defined
as the ratio of emitted to absorbed photons. The value of Φ determines the sensitivity
of the detectors needed. Materials used in OLEDs are generally highly efficient, with Φ
approaching 1. Materials used in OPV tend to be very weak emitters, with Φ ranging from
0.01 to 10−6.
The basic experimental setup of a PL measurement is shown in Fig. 2.3. Generally,
monochromatic light is used to excite a sample, then the emitted luminescence is collected,
passed through a monochromator, and measured. The excitation light source depends on
the measurement and materials. Either laser illumination or light from a broad-spectrum
source such as a Xe arc lamp passed through a monochromator is used, and the PL is
measured under either time-resolved or steady-state conditions. Laser illumination is very
spectrally pure and allows for extremely high excitation intensities. It also allows for ex-
tremely short (ps or less) excitation pulses which are necessary when measuring the singlet
lifetimes of many materials, often ≤1 ns.
The main advantage to using an arc lamp or other incoherent light source is their broad
spectrum. The spectrum of a Xe arc lamp runs from 250 nm to 1000 nm, allowing sample
excitation over this entire range of wavelengths. This is difficult to match with a single laser,
especially in steady-state. Incoherent light sources are often best suited for general-use
systems where a wide range of materials with different excitation spectra may be measured,
as well as for measurements that relay on measuring the PL at a wide range of excitation
wavelengths, such as will be discussed in Chapter 4. They are also suited for measurements
where intense excitation is not only unneeded but detrimental. Many organic materials
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Figure 2.3: Basic setup for a PL measurement. Monochromatic light, either from a laser or an
incoherent light source passed through a monochromator, is used to excite a sample. The light
emitted by the sample is then passed through a monochromator and measured.
are damaged if too much radiative energy is dumped on them, leading to a change in the
PL signal over time. Even stable materials can show nonlinear effects at high excitation
intensities when exciton density becomes large enough, with higher-order exciton-exciton
interactions leading to erroneously low measured values of the exciton lifetime.
Multiple sample configurations are also possible. One of the most common for highly-
absorbing thin films is the front-illuminated, front-emission geometry where the excitation
and emission beams are separated by 90° which allows the optics of each to be adjusted
separately. A sample angle of 45° to the excitation beam is generally avoided to keep
from reflecting the excitation light directly into the detector, but the sample can otherwise
be freely rotated. In the extreme case, the sample may be placed perpendicular to the
excitation light, allowing the film to waveguide emitted light into the detector. However,
this can lead to distortions of the emitted PL spectrum as the sample can reabsorb portions
of the emitted light.
One possible confounding factor with the use of monochromators for the excitation
and emission beams is the presence of wavelength-doubled light. Most modern monochro-
mators use diffraction gratings to spectrally separate the incident illumination which have
higher-order peaks at integer multiples of the wavelength. This means a strong 300 nm
peak, for example, will also be transmitted at lower intensity when the monochromator is
set to 600 nm and 900 nm. This can be a problem when the emission is measured at an inte-
ger multiple of the excitation wavelength, as scattered excitation light can then overwhelm
weak sample PL. Long-pass filters are often incorporated in the optical paths to screen out
higher-order lower-wavelength light. Dielectric filters are preferred for this application as
colored-glass filters can possess their own PL which can also swamp the sample PL signal.
Even some transparent dielectric materials can exhibit low-level PL, as can substrate mate-
rials like quartz, and this must be tested when performing measurements on materials with
40
low Φ.
Detector choice also depends on the Φ of the material under study. High-intensity ma-
terials allow the use of multichannel detectors which can measure photon flux at multiple
points in space at once. These usually take the form of linear or two-dimensional arrays of
photosensitive detectors such as CCDs. Combined with a monochromator which spatially
separates light of different wavelengths, this allows the simultaneous measurement of the
entire emission spectra. Streak cameras are a further development of this idea where the
emitted light from the sample under pulsed illumination is swept across a two-dimensional
detector array. One axis of the array then corresponds to wavelength as described above,
and the other corresponds to time, set by the speed of the sweep. This allows for examina-
tion of the spectral response of the material on times scales on the order of nanoseconds,
difficult to perform with single channel detectors that can only measure one wavelength at
a time.
Multichannel detectors have some limitations, however. The wavelength resolution of
the detector is limited by the grating and the spacing of the detector elements which can
be disadvantageous for some measurements. Multichannel detectors are also generally less
sensitive than single-channel detectors such as photomultiplier tubes (PMTs) or avalanche
photodiodes (APDs). These single-channel detectors are sensitive to individual photons,
allowing for true photon counting. Single-channel detectors are therefore the most useful
for measuring materials with extremely low Φ, which describes many of the materials used
in OPVs. The tradeoff is that these measurements take longer to perform than with a
multichannel detector as the detector must be scanned over each wavelength. The most
sensitive single-channel detectors also tend to have long response times which prevent them
from being used to measure sub-nanosecond PL lifetimes.
2.3 Charges
Here we discuss some of the physics governing charge transport through single layers of
organic semiconductors. Charge recombination in organic devices is often intimately con-
nected with the organic heterojunction and therefore is treated in Chapter 3.
As mentioned in Section 1.2, the mathematical description of charge transport in crys-
talline inorganic semiconductors relies on the periodic nature of the lattice. Particles travel-
ing in a periodic potential can be modeled through the use of Bloch’s theorem which states
that the wavefunction of such a particle is
Ψ(r) = eikru(r) (2.23)
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where Ψ is the total wavefunction of the charge, r is the position coordinate, k is the
wavenumber, and u is a periodic function with the same period as the potential. Such a
particle is delocalized with the wavefunction extending over all space. The physics of such
materials is therefore an emergent property of the bulk material as delocalized electrons
interact.
Organic semiconductors, especially amorphous organics, cannot be modeled through
use of Bloch’s theorem. The lack of a periodic potential due to molecular disorder means
that charges are no longer delocalized and instead are generally considered to reside on a
single molecule. Charge transport in organics proceeds through site-to-site hopping. This
is very similar to exciton transport with one critical difference. Excitons are composed of
an electron and a hole and are therefore net neutral. In contrast, free charges, electrons and
holes, can be driven by an electric field within a device.
There are two models used to describe the hopping transport of charges in organic
semiconductors. The first is the Miller-Abrahams model, similar to exciton transport. The
Miller-Abrahams model states that the transition rate Wij from site i to site j is:140
Wij = ν0e
−2(rij/b)
{
e−(j−i)/kBT , j > i
1, j < i
(2.24)
where i and j indicate the energy of site i and j, respectively, rij is the distance between
the two sites, b is the localization radius of the charge carrier, ν0 = A|i − j|/~, A is a
numerical constant, and |i − j| is the average energy spacing between sites i and j. In the
case of an applied electric field the site energies include an electrostatic energy term.
Amorphous organic materials possess both variation in the distance between molecules
and variation in the relative energies of individual molecules due to changes in the local
environment. This is incorporated into modeling of charge transport by allowing both rij
and the energy of each site to vary, usually with a Gaussian distribution:
ρ = (2piσ2)−1/2exp(− 
2
2σ2
) (2.25)
where σ is an adjustable parameter which sets the width of the Gaussian and therefore the
disorder. This technique has been used in Monte Carlo simulations of charge transport
through organics, correctly displaying characteristic behaviors such as field dependence of
mobility obeying the Poole-Frenkel law,8 ln(µ) ∝ √E.
An alternate method for calculating the rate of charge transfer in organic semicon-
ductors revolves around Marcus theory,141 originally developed to calculate the rates of
outer-sphere electron transfer reactions.142 Outer-sphere reactions such as these are defined
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as a reaction in which an electron is transferred from one molecule to another without any
chemical bonds being made or broken, and examples include photosynthesis, certain types
of corrosion, and the oxidation of iron ions. Rudolph A. Marcus was awarded the Nobel
Prize in Chemistry for this work in 1992.
Chemical reactions can all be expressed as the movement of the system along an en-
ergy surface from a local minimum at the initial state to a local minimum at the final state.
Marcus showed that the entire system could be expressed as two harmonic oscillators rel-
ative to a single reaction coordinate, one representing the energy of the reactants plus the
surrounding medium and the other representing the products plus the surrounding medium.
The effects of the surrounding medium are vitally important to the theory as a molecule em-
bedded in a dielectric will have a significantly different local environment if it is charged,
polarizing the dielectric. Thermal energy, the driver of spontaneous reactions, can then be
represented as random fluctuations in the reaction coordinate.
A sample reaction is shown in Fig. 2.4. This is an electron self-exchange reaction
where the free energy of the initial and final states are equal. The intersection of the free
energy curves is the point where the energy and reaction coordinate of the two systems
are equal, and therefore defines the transitional state and activation energy of the reaction.
Two important parameters in calculating the reaction rate are shown. The reorganization
energy λ is the energy required to go from the equilibrium initial state to the final state.
Physically this has two parts; the internal reorganization energy, the energy required to
rearrange the molecules taking part in the reaction from their initial to final states; and the
external reorganization energy, the energy needed to rearrange the surrounding medium,
for example by polarizing surrounding molecules. The other parameter shown is Hab,
the electronic coupling matrix element between the initial and final state. This gives the
splitting between the two states at their intersection, though in practice it is often neglected
when calculating the activation energy of the reaction.
In organics, the rate of intermolecular hopping of charges according to Marcus theory
is:143
ket =
2pi
~
H2ab√
4piλkT
exp
(
(∆G0 + λ)2
4λkt
)
(2.26)
where k is the Boltzmann constant, T is the temperature of the reaction, and ∆G0 is the
free energy difference between the initial and final state.
Marcus theory explains why organic semiconductors often have different electron and
hole mobilities. These are inherently different physical processes; both have an uncharged
molecule as one reactant, but one also has a molecule with an extra electron and the other a
molecule with a missing electron. This can result in both a different internal reorganization
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Figure 2.4: Diagram of a self-exchange reaction in Marcus theory. In this case the energy of
the reactants (R) and products (P) are equal. A reaction with differing initial and final energies is
represented by shifting one of the curves up or down in relation to the other. The reorganization
energy, the energy required to go from the initial equilibrium state to the (non-interacting) product
state is given by λ, and 2Hab is the splitting of the energy curves at the intersection, calculated from
the electronic coupling matrix element Hab. Image is from.142
energy, as the internal energy states of the molecule will be different in the two situations,
and a different external reorganization energy, as the medium reacts differently to a net
positive and a net negative charge.
In practice, Marcus theory can be more difficult to use to model charge transport than
Miller-Abrahams theory as it requires additional physical parameters to be known. The
reorganization energy of organic molecules can be difficult to measure in organic thin films,
and is required for calculation of the transfer rate. In addition, the external reorganization
energy depends strongly on the external medium, which means that it will change if the
molecule is in a solid film or in solution in a specific solvent.
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CHAPTER 3
Physics of Organic Devices
All OPVs studied before 1985 relied on single organic layers, with dissociation occurring
in the bulk of the material.93 Such devices were extremely inefficient, often with PCE
below 1%. Due to the high binding energy of excitons (∼ 1 eV), charge generation from
these devices was dependent on the applied bias, requiring high electric fields to show any
reasonable amount of dissociation.
Tang in 1986 introduced the use of organic heterojunctions in OPVs.93 Tang used two
materials with offset energy levels to form a Type-II heterojunction (see Fig. 3.1) which
provided the energy needed to dissociate excitons without external energy input. This
results in as a field-independent dissociation rate.
Devices since then have been further improved by the introduction of Type-I hetero-
junctions used to confine excitons to the active layers and improve photocurrent yield. This
confinement layer is known as a blocking layer.
In this chapter we examine the physics of multilayer structures such as those used in
OPVs, as the importance of heterojunctions to device operation means that much of the
physics involved in these devices arises from the behavior of multiple adjacent layers. This
is an extension of Chapter 2, where we considered the physics of single organic layers in
isolation. We begin with a brief discussion of the operation and characterization of OPVs,
important as background for a deeper discussion of the physical properties of the devices
that lead to these characteristics. We then discuss some of the loss mechanisms for current
in devices, and methods for characterizing such losses. Finally, we examine the techniques
used to calculate the standing optical field in a multilayer stack under illumination.
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Figure 3.1: Energy level diagrams of the three types of heterojunction. OPVss make use of type I
and type II heterojunctions.
3.1 OPV Operation
Four steps are required to go from light to extracted photocurrent in an OPVs, each with
its own associated efficiency. These processes are, in order, absorption (A), exciton diffu-
sion (ED), dissociation (CT, for the intermediate charge-transfer state), and extraction(CC,
charge collection), each with its own associated physics. The total efficiency of the device
can then be expressed as the product of these efficiencies, η = ηAηEDηCTηCC .
3.1.1 Absorption
The first step of current generation is the absorption of light, where a photon is absorbed in
the organic active layer and forms an exciton. There are several common limitations on the
efficiency of this step. One is that, as discussed in Section 1.5.1, the thickness of the active
layers is often limited due to high resistance, short exciton diffusion length, or other unde-
sirable properties of the active materials. The mixed heterojunction is one technique used
to increase the thickness of the active layers, but is still often limited by resistivity. Tandem
devices, where two or more OPVs are stacked, can also be used to increase total absorption
and, therefore, efficiency. New materials are also constantly being developed, with many
groups searching for organic semiconductors that exhibit higher absorption, better charge
conduction, and longer exciton diffusion length. Presently, however, the absorptive layers
in OPVs are generally on the order of 10-100 nm, which is much thinner than the micron-
thick absorption layers often seen in inorganic devices. Reasonable efficiencies are still
possible due to the high absorption coefficient of organics on the order of 105 to 106 cm−1,
but room for improvement still exists.
Parasitic absorption in layers that do not generate photocurrent is also an issue in OPVs.
Organic devices incorporate a range of materials in addition to the active layers, ranging
46
from protective layers to exciton confining layers to the contacts themselves. Although
these materials are generally selected for transparency across the solar spectrum, some
absorbing materials currently have no completely transparent replacement. An example
of this is the common transparent electrode material ITO. In general the transparency of
ITO can be increased by increasing the amount of oxygen in the oxide and by thinning the
layer, but both of these also increase the resistance. There is therefore a trade-off between
decreasing the parasitic absorption of the ITO (increasing ηA) and decreasing the series
resistance of the device (increasing ηCC).
Absorption of a device can also be adjusted by altering the position of layers with
respect to the standing optical wave within the device. As OPVs consist of a stack of
thin dielectrics with a strongly reflecting metal contact on one end, interference effects are
extremely important within the device.The first step in designing a device is then to place
the active layers at the optical maxima, enhancing absorption. The calculation of the optical
field is treated in depth in Section 3.5.
Organics have narrow absorption peaks, so a single device generally incorporates a red
absorber and a blue-green absorber, with the red absorber placed farther from the reflecting
metal electrode. It is then somewhat possible to place other layers in locations that min-
imize parasitic absorption. For example, transparency is somewhat less important for the
blocking layer directly adjacent to the metal electrode, as there is an optical node at the
surface of the electrode.
3.1.2 Exciton Diffusion
Once an exciton has been generated, it must diffuse to the heterojunction to be dissociated
into free charge carriers. The physics of exciton diffusion is covered in depth in Section
2.1.3. Here we simply assume that organic semiconductors have an intrinsic exciton diffu-
sion length LD, defined as the average distance traveled before recombining. The exciton
diffusion efficiency ηED is then the percentage of excitons that reach a heterojunction be-
fore recombining.
The LD is usually 10-20 nm for most OPV materials, and therefore limits the maximum
thickness of a planar layer. The mixed heterojunction (see Section 1.5.1) does not have this
problem, as the donor and acceptor are intimately blended so that all excitons are formed
directly adjacent to a dissociating interface. Therefore ηED = 1 for a mixed heterojunction.
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3.1.3 Dissociation
Upon reaching a heterojunction, an exciton is dissociated into free charge carriers which
can be extracted from the device as photocurrent. This occurs through the intermediary of a
polaron-pair or CT state, where the hole and the electron in the exciton reside on molecules
of different materials but are still weakly bound across the heterointerface. The lowest
energy CT state (CT1) has lower energy than either the free exciton or free charge, with a
manifold of excited states of ascending energy.
Two theories exist for the exact mechanism of dissociation, as shown in Fig. 3.2. One
states that the true intermediary of charge dissociation is a higher energy CT state, with
CT1 acting as a trap. In this view, dissociation is considered to be such a rapid process that
it occurs before thermalization of the exciton to CT1. The excess energy provided by the
transition from the high-energy bound exciton state to the lower-energy “hot” CT state is
what provides the energy to fully dissociate electron and hole.144–146
Transient absorption measurements have provided some evidence for this theory.145, 146
Transient absorption signals in organics have been detected on timescales shorter than those
required for relaxation in the CT manifold, suggestive of dissociation occurring through
the hot CT state. In this case, charge generation from CT1 would be inefficient and highly
field-dependent, evidence of a large energy gradient against dissociation from this state.
In practice, however, it is unclear whether the “hot” effects observed in transient ab-
sorption have any effect on actual device performance. The binding energy of CT1 is also
often unknown. The binding energy is ECS −ECT1 ≤ kT (where ECS is the energy of the
separated charges, k is Boltzmann’s constant, and T is the temperature), hence the thermal
energy alone will be sufficient to dissociate the CT1 state into free charges.
The alternate explanation for the mechanism of charge dissociation relies on this as-
sumption. The work of Giebink, et al.,147, 148 among others, postulates that CT1 serves
as the intermediate state for charge dissociation, with negligible contribution from “hot”
states. In this picture the free exciton transfers to the CT state and thermalizes to CT1 be-
fore dissociating into free charge carriers.149–151 In this case charge generation from the
CT1 state should be essentially external field independent.
Recent work by Vandewal et al. has shown that the the CT1 state is an integral inter-
mediate step in exciton dissociation, not a trap state.152 This was accomplished through a
comparison of the quantum yield of charge generation of selective excitation of the CT1
state to that of exciton generation in the bulk donor and acceptor of an OPVs. If the CT1
state is a necessary participant in the process of exciton dissociation, then charge gener-
ation from direct excitation of this state and from bulk excitation of the active materials
should have identical efficiencies. In comparison, if the CT1 state serves only as a trap and
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Figure 3.2: The two theorized pathways for exciton dissociation into free charges. In one (the
“hot” exciton pathway) the excess energy of the exciton allows it to directly dissociate into charge
carriers at the heterojunction, with the lowest-energy charge-transfer state (CT1) serving only as a
trap. In the other theory, the CT1 state serves as an intermediary to the dissociation process. In this
case thermal energy is enough to dissociate the weakly-bound CT1 state into free charge carriers.
dissociation occurs through hot CT states, then selective excitation of the CT1 state will
only produce trapped excitons with no ability to access the higher-energy “hot” states, and
photocurrent generation will be significantly less efficient than for bulk excitation. The role
of CT1 can therefore be determined by measuring the IQE of OPVs, the ratio of electrons
out to photons absorbed in the active layer at each wavelength.
The IQE is determined from the EQE of the device, the wavelength-specific ra-
tio of incident photons to extracted electrons. The EQE is defined as EQE(E) =
ηA(E)ηED(E)ηCT (E)ηCC(E) = ηA(E)IQE(E), where E is the energy of the monochro-
matic incident light. The EQE and the absorptivity of the active layers of the device ηA(E)
must therefore be measured in order to calculate IQE.
This measurement is relatively simple in the energy regime of incident light where the
bulk active layers strongly absorb. Measuring EQE is a standard characterization technique
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Figure 3.3: external quantum efficiency (EQE), internal quantum efficiency (IQE), and absorption
(A(E)) for (a) a vacuum-processed Ph2-benz-bodipy:C60 small-molecule device153, 154 and (b) a
M3EH-PPV:CN-ether-PPV polymer:polymer device.155 Figure is from152
.
for photovoltaics (see Section 3.2) and the absorption can be calculated either through
direct measurements of the reflectivity of the device or by using ellipsometrically measured
optical constants using transfer matrices to calculate the total absorption in the active layers
at each wavelength. Measurements become significantly more difficult when attempting to
detect the CT1 state. It exists only at an interface instead of in the bulk and therefore has a
significantly smaller total number of states.
The EQE of an OPVs can be measured through the use of lock-in techniques, which
allows the low-noise detection of direct CT1 excitation photocurrent, a factor of 105 smaller
than the photocurrent of the device illuminated in the visible. (See Fig. 3.3). The equivalent
absorptivity signal ηA(E) is however too faint to measure with conventional reflective or
ellipsometric techniques. Instead, the absorptivity is determined by measuring the inverse
optical process; radiative decay from the CT1 state to the ground state. If the population of
excited states are in thermal equilibrium, the fraction of absorbed photons ηA(E) at a given
excitation energy is related to the fraction of emitted photons N(E) by:156, 157
ηA(E) ∼ n(E)E−2exp
(
E
kT
)
(3.1)
Vandewal et al. then used the measured electroluminescence and EQE of twelve dif-
ferent OPVs, including polymer/polymer, small molecule/fullerene and polymer/fullerene
devices, and used this to determine the IQE from the visible to the infrared (IR).152 Sample
results are shown in Fig. 3.3. All devices exhibited flat IQE from the visible to the IR,
50
indicating that dissociation was just as efficient for excitons generated directly in the CT1
state as it was for excitons generated in the bulk. Accordingly, charge dissociation in OPVs
proceeds through the lowest energy state of the CT manifold and is relatively unaffected by
“hot” excitonic processes.
3.1.4 Charge Collection
Once the exciton has been dissociated, the free charge carriers must be extracted through
the layers of the device and out the electrodes as photocurrent. This is considered to be a
highly efficient process in planar devices, with ηCC ∼ 1, as the hole and electron cannot
recombine once they leave the interface and are located on separate materials.. Charge col-
lection in mixed devices can be more difficult, as the disordered nature of the heterojunction
means that conductive pathways from some regions of the heterojunction can be narrow and
torturous or even missing entirely. The presence of the heterojunction through the entire
layer also means that charges which leave the interface can later encounter another inter-
face where they can recombine with charges of the opposite polarity. The mechanism of
recombination will be treated in further detail in 3.4.
3.2 OPV Characterization
There are two standard methods for characterizing the operation of a solar cell, the current-
voltage (IV) characteristics and the EQE. IV characterization provides the overall effi-
ciency of the device, while the EQE gives the response at each wavelength. The setup for
each measurement is shown in Figure3.5.
IV measurements are taken both in the dark and under illumination with a simulated
solar spectrum at a range of intensities. A NREL-traceable silicon photodetector with a
known responsivity is used for intensity calibration and for correction of the mismatch
between the simulated solar spectrum and the AM1.5G standard. A parameter analyzer is
used to sweep the applied bias and measure the output current. Several parameters are then
extracted from the data, as shown in Figure 3.4. The open-circuit voltage (VOC) and short-
circuit current (JSC) correspond to the current and voltage at zero bias and zero current,
respectively. The fill factor (FF) is defined as
FF =
JmaxVmax
JSCVSC
(3.2)
where Jmax and Vmax are the current and voltage where the power from the cell, P = JV ,
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Figure 3.4: An example of a general IV characteristic for an organic device showing the extracted
parameters. Image courtesy of Mark Thompson.
is a maximum. A FF = 1 corresponds to a perfectly square IV characteristic, while a FF of
0.25 corresponds to a resistor. The power conversion efficiency ηP is then defined as
ηP =
JmaxVmax
P0
=
FF · JSCVOC
P0
(3.3)
where P0 is the incident power on the cell.
The EQE is a measurement of the solar cell responsivity at each wavelength, given
in units of output electrons per incident photon. The cell under test is illuminated with
light from a Xe lamp, chopped and passed through a monochromator, and measured with a
lock-in amplifier. The incident light is focused to underfill the cell, having an area smaller
than that of the device. The incident power at each wavelength is measured with a NIST-
traceable silicon photodetector with known responsivity. A solar simulator is not required
as EQE measurements are performed with monochromatic light, but it is important to make
sure that the the intensity of different regions of the illumination are similar. This may be
checked by measuring white-light biased EQE, where the sample is flooded with constant
illumination to provide a background level of charge carriers.
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Figure 3.5: Experimental setup used to measure the (a)IV characteristics and (b)EQE of OPVs.
Image courtesy of Fan Yang.
53
3.3 Theoretical Efficiency
For solar cells to become a solution to civilization’s energy needs, they must be able to
provide power at a competitive price with other methods. One factor in the price of solar
power is the efficiency of the cells. It is therefore instructive to consider the maximum
possible efficiency for solar cells. The seminal work for both ideal and real solar cells was
performed by Shockley and Quiesser.158
Let us begin by considering the ideal case of a planar cell with no concentration made
from a semiconductor with an inorganic-like bandgap energy Eg. We assume complete
absorption of all photons with energy E > Eg and complete transparency to all photons
E < Eg. Furthermore, we assume perfect charge generation and extraction, such that
every photon absorbed generates an electron of current. This corresponds to IQE = 1. The
number of photons of frequency greater than νg = Eg/h per area per unit time, Qs(νg, Ts)
is then
Qs(νg) =
2pi
c2
∫ ∞
νg
NAM1.5(ν)ν
2dν (3.4)
where NAM1.5 is the AM1.5G solar spectrum. In this simple case, assuming a cell of
area A, the output current is then I = eAQs, where e is the electron charge. Assuming
thermalization of all charges, the current is extracted at the bandgap voltage V = Eg/e.
The total power from the cell is then
Pout = IV = AQsEg = hAQsνg (3.5)
The total efficiency is then
η =
Pout
Ps
=
hνgAQS
Ps
(3.6)
where Ps is calculated by a numeric integral of the AM1.5G solar spectrum in the same
manner as Qs is calculated.
Assuming the case of a spherical cell at absolute zero completely surrounded by a
mathematically more tractable blackbody spectrum of Ts = 6000K for the sun, Shockley
and Queisser calculated a maximum theoretical efficiency of 44% at a bandgap of 1.1 eV.158
This is the ultimate theoretical efficiency of a solar cell, but such a cell could never exist
in practice due to the assumptions required. Shockley and Quiesser are therefore more
well known for their further extension of this derivation to real devices, giving a maximum
practical efficiency of 33.7% for a single-junction device with a bandgap of 1.3 eV.158
Several factors go into this further derivation. A real solar cell must operate at a non-
zero temperature, meaning it will emit thermal radiation. For a perfect absorber such as
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our theoretical solar cell, it is therefore thermodynamically required that it also be a perfect
blackbody emitter at the same wavelengths, as input and output flux must be equal for
an object in thermal equilibrium with its surroundings. As emitted radiation with energy
E > Eg must come from the recombination of holes and electrons in the device, some
current will be lost in comparison to the ideal cell.
In total there are five processes which affect the steady-state population of holes and
electrons: the generation of charge carriers by absorbed radiation, the radiative recombina-
tion of charge carriers, non-radiative recombination and generation of charge carriers, and
extraction of charge carriers from the device as current. The steady-state current-voltage
characteristics of the cell may then be derived by setting the sum of these contributions to
zero.
Incorporating these corrections and using the correct AM1.5G solar spectrum gives the
maximum theoretical efficiency for real devices of 33.7% for a single-junction device with
a bandgap of 1.3 eV mentioned above.158 The theoretical maximum efficiency for organic
devices falls even below this value, as additional energy is lost to dissociate strongly-bound
excitons. For a single-cell organic device with a driving energy for exciton dissociation
from the interface charge-transfer state of ∆GCT = −0.5 eV, characteristic of current
high-efficiency cells, the maximum efficiency is 22%.106 As record efficiencies for OPVs
are currently in the neighborhood of 12%, this still leaves plenty of room for improvement.
Multiple techniques have been proposed to exceed the Shockley-Queisser (SQ) limit.
One of the most feasible is the use of multijunction cells, universally used in the highest-
efficiency solar cells.159–162 Such cells essentially consist of a stack of multiple solar cells
each with a different absorption edge and therefore bandgap. Assuming the cells are con-
nected in series, the combined cell then has the sum of the voltages of the individual cells
and the lowest current of any individual cell. Optimized multijunction devices therefore
balance the absorption of individual cells to equalize the current from each.
As presented above, a single cell is limited in efficiency by the trade-off between the
total number of photons absorbed, giving the photocurrent, and the operating voltage of
the cell. Multijunction cells have more flexibility to exceed both these limits. The indi-
vidual cells with a lower energy bandgap than the optimum single cell are able to harvest
additional low-energy photons that would otherwise be lost. And the higher-bandgap cells
operate at a higher operating voltage than the optimal individual cell. In sum, this results in
both better usage of the solar spectrum and better operating voltage. The maximum theo-
retical efficiency of a three-junction cell, the architecture most used in commercial devices,
has been calculated to be 49%.160 The maximally efficient device is that with infinitely
many layers, each absorbing a single wavelength. This cell has been calculated to have a
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maximum efficiency of 68%.160
Another technique considered to break the SQ limit is exciton fission.163–165 Exciton
fission occurs in organic semiconductors whose triplet energy is half or less that of its sin-
glet energy. Singlets generated in these materials can then split into two triplet excitons.
If used as a sensitizer on a conventional inorganic cell, these materials can drastically in-
crease the energy harvest from short wavelength light, as the majority of the energy of the
light would otherwise be lost when the electron thermalized down to the bandgap. Instead,
singlet fission materials can generate two electrons for each high-energy photon, doubling
the EQE in this portion of the spectrum and therefore increasing the output power of the
device. Test devices have been demonstrated with greater than 100% EQE due to singlet
fission, but a truly practical device has not yet been invented.
The least practical method for making solar cells exceed the SQ limit is to get a better
sun. As presented above, the maximum possible efficiency for solar cells is intimately
connected to the spectrum of the incident light. The bluer the light is, the higher the voltage
a cell can operate at without a loss of photocurrent. Increasing the temperature of the sun
and therefore shifting its blackbody spectrum more into the blue would therefore easily
improve the efficiency of all single-junction solar cells. However, as of now, no feasible
method has been proposed in the literature*.
3.4 Loss mechanisms
The are multiple loss pathways for excitons and charges during the photogeneration pro-
cess given in Section 3.1. To make more efficient devices, it is important to understand
loss mechanisms and the physics underlying their operation. A variety of techniques have
therefore been developed to characterize the dominant loss mechanisms in OPVs, includ-
ing transient photocurrent, charge extraction through linearly increasing voltage (CELIV),
and intensity dependence of the photocurrent.
In this Section we cover some of the more common loss mechanisms in OPVs. We
specifically examine processes that occur after the absorption of light in the active layers
of OPVs. The efficiency of light absorption is generally calculated using the method of
optical transfer matrices, which is covered in Section 3.5.
*The spectrum of the sun will also become redder as it ages, lowering the expected efficiency of all solar
cells over the next several billion years. This is the least pressing issue facing OPVs.
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Figure 3.6: State diagram for the process of dissociation and geminate recombination at the organic
heterojunction. Excitons diffuse with current density Jx to the interface and transfer to the polaron-
pair (PP) or charge-transfer (CT) state with spatial extent a0 and population ξ. This transfer is
assumed to be unidirectional due to the large energy difference between the exciton and PP state.
The exciton can then dissociate with rate constant kPPd or recombine with rate constant kPPr. Free
charges at the interface (nI for electrons and pI for holes) are populated by the current density J
and can recombine to the PP state with rate constant krec. The thermal equilibrium PP population
ξeq is determined from detailed balance.
3.4.1 Geminate Recombination at the Heterojunction
Geminate recombination is defined as the recombination of two particles originating from
the same precursor state.166 In the case of charges in OPVs, this corresponds to the recom-
bination of the electron and hole from the same exciton. The method of Giebink, et al147, 148
can be used to describe geminate recombination at the heterojunction in competition with
the dissociation of the charge-transfer state as discussed in Section 3.1.3.
Giebink’s analysis begins with the state diagram shown in Fig. 3.6. The recombination
of the polaron-pair state in steady-state, assuming no traps at the interface, is given by
Jx
a0
− kPPr(ξ − ξeq)− kPPdξ + krecnIpI = 0 (3.7)
and the free carriers by
kPPdξ − krecnIpI + J
qa0
= 0 (3.8)
where ξ is the PP density, Jx is the current density of excitons diffusing to the heterojunc-
tion, J is the charge current density in the device, q is the electron charge and a0 is the
average PP separation. The rates kPPd, kPPr, and krec correspond to the PP dissociation
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rate, the PP recombination rate, and the free charge recombination rate respectively. The
population ξeq is the thermal equilibrium population in the PP state, determined by detailed
balance.167
Solving the above equations for the current from the heterojunction gives
J = qa0krec
kPPr
kPPd + kPPr
(
nIpI − kPPd
kPPd,eq
nI,eqpI,eq
)
− qjx kPPd
kPPd + kPPr
= qa0krecηPPd
(
nIpI − kPPd
kPPd,eq
nI,eqpI,eq
)
− qjxηPPd (3.9)
where Eq. 3.8 has been used to calculate ξeq, the thermal equilibrium value in the absence
of bias or illumination, finding ξeq = krecnI,eqpI,eq/kPPd,eq. This derivation assumes quasi-
equilibrium. Here ηPPd = kPPd/(kPPd + kPPr) is the PP dissociation probability.
Assuming detailed balance of the charge density adjacent to an injecting contact, the
current-voltage characteristics of the organic heterojunction can then be derived. Assuming
an ideality factor of 1, this is
J = Js0(exp(qVa/kbT )− kPPd
kPPd,eq
)− qηPPdJx (3.10)
where Va is the applied bias and Js) is the dark current prefactor. The term on the right
gives the photocurrent, which is proportional to the flux of excitons to the interface and the
PP dissociation efficiency. Under forward bias kPPd
kPPd,eq
≈ 1.
In practice, the disordered organic semiconductors used in OPVs have a broad density
of states near the HOMO and LUMO energies. The tail of this density of states acts as
traps, meaning that the trap-free assumption is generally violated. The derivation of the
effects of traps on the organic heterojunction are as follows:
Assuming an exponential trap distribution in the acceptor with characteristic trap tem-
perature Tt,A, the relationship between the trapped (nt) and free (n) electron densities are
given by
nt ≈ HAexp
(
EFn − ELUMO
kbTt,A
)
= HA
(
n
NLUMO
)1/lA
(3.11)
where HA is the density of trap states at the acceptor LUMO, EFn is the electron quasi-
Fermi energy in the acceptor, ELUMO is the acceptor LUMO energy, and lA = Tt,A/T .
A similar relationship may be written for the trapped hole density pt in the donor, with
appropriate substitutions for the HOMO. Under the assumption that the trapped carrier
density significantly exceeds the free carrier density, the expression for the current-voltage
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characteristics of an OPVs becomes
J = JsD[exp(qVa/nDkbT )− 1] + JsA[exp(qVa/nAkbT )− 1]− qηPPdJx (3.12)
for kPPd ≤ kPPd,eq under forward bias. Here JsD and JsA are the dark saturation cur-
rents from the donor and acceptor, respectively. Unlike the trap-free case, recombination
between free electrons and holes is rare. Instead, recombination occurs primarily at trap
states, with krec,n and krec,P describing the recombination at the heterojunction between a
free electron in the acceptor nI and a trapped hole in the donor pIt and vice versa. The
ideality factors nA and nD are given by
nA =
lA
δD(lA − 1) + 1 (3.13)
and
nD =
lD
δA(lD − 1) + 1 (3.14)
where δ indicates the fraction of the potential dropped across the acceptor or donor layer.
In both the trap-free and the trap case, it can be seen that the photocurrent in a device
will be directly dependent on ηPPd. Furthermore, the decrease in open-circuit voltage from
its theoretical maximum goes as148 ln(kPPr/kPPd).
The difference that ηPPd makes to a device has been shown in studies of boron subph-
thalocyanine chloride (SubPc)/C60 and CuPc/C60 OPVs. The donor materials SubPc and
CuPc have been widely studied, with CuPc shown to make consistently less efficient de-
vices than SubPc. This is attributed to the lower VOC in CuPc / C60 devices; calculations of
the maximum VOC have shown that devices at room temperature operate at approximately
0.3 V less than their theoretical maximum, while SubPc-based devices operate at their
theoretical maximum under standard operating conditions.147, 148, 168 Giebink et. al. used
the method of intensity-modulated photocurrent spectroscopy (IMPS) to measure ηPPd by
superimposing a small modulation onto the steady-state illumination incident on a photo-
voltaic and measuring the frequency-dependent complex response of the cell.
Equations 3.7 and 3.8 can be modified to incorporate a harmonic perturbation in the
exciton current at frequency ω, Jx → Jx(1 + δeiωt). This assumes the exciton lifetime is
small compared to ω−1. Separating out the time-varying and steady-state components and
keeping only the first-order terms allows for the derivation of the complex IMPS response,
Ψ˜ =
ηPPd(1 + iωτ)
1 + krecnIτ(1− ηPPd) + 2iωτ (3.15)
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Figure 3.7: Cole-Cole representation of the the measured IMPS signal of a (a)SubPc/C60 cell and
a (b)CuPc/C60 cell. The phase advance around open-circuit in the SubPc cell is due to bimolecular
recombination of free charges at the heterojunction. In contrast, the lack of phase advance and the
trend |Ψ˜| → 0| as the bias approaches VOC in the CuPc device indicates that free carriers are lost to
geminate recombination before dissociating, indicating significantly lower polaron-pair dissociation
efficiency ηPPd. Image is modified from.148
where τ = RC is the time constant of the equivalent RC circuit formed by the layer bulk
between the heterointerface and the contacts. Note that Eq. 3.15 predicts a transition from
Im(Ψ˜) < 0 to Im(Ψ˜) > 0 for krecnIτ(1− ηPPd) > 1. Assuming a roughly constant krec, τ ,
and ηPPd, an increase in the interfacial free carrier density nI will cause a crossover from
phase lag to phase advance IMPS data.
The measured IMPS data is shown in Fig. 3.7. As the SubPc device approaches VOC ,
the transition from phase advance to phase lag predicted by Eq. 3.15 is observed. This is
a sign of an increase in nI , proof that SubPc/C60 heterojunctions exhibit efficient exciton
dissociation even at VOC where the internal field across the heterojunction is zero. The
CuPc/C60 devices, in contrast, show no phase transition as V → VOC . This is a sign of low
ηPPd, as it shows that a large number of charges are being lost to geminate recombination
instead of dissociating and increasing nI . This corresponds to a roughly 20-fold differ-
ence in recombination rate between the SubPc- and CuPc-based devices, which directly
translates to a ∼ 0.15 V decrease in VOC .
It has previously been proposed that decreasing the electronic coupling between the
donor and acceptor molecules at the interface decreases PP recombination.169 The only
molecules at the interface that participate in the recombination process are those within
approximately a0 of each other,148 so spatially separating the donor and acceptor at the
interface will decrease the recombination while still allowing dissociation to proceed. This
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can be accomplished, for example, by introducing steric bulk to the donor and acceptor
molecules or by creating disorder at the interface.
This has been shown in the recent work by Zimmerman, et al. on 2,4-bis[4-(N,N-
diphenylamino) 2,6-dihydroxyphenyl] squaraine (DPSQ)/C60 devices.89 The squaraine
DPSQ is a solution processed material whose morphology can be altered in various ways
through solvent annealing at different points in the deposition process of an OPVs. Zim-
merman, et al. showed that they could create three types of devices, depending on whether
they annealed the device before C60 deposition on top of the DPSQ layer, after C60 deposi-
tion, or not at all.
In the unannealed (as-cast) device, the bulk DPSQ was disordered while the bulk C60
was weakly ordered, as shown through X-ray diffraction (XRD) measurements. This re-
sulted in a disordered heterointerface and a low kPPr, leading to a high VOC . However, the
disorder of the bulk organic layers resulted in relatively poor charge and exciton conduc-
tion, leading to a low JSC .
By annealing before C60 deposition, the DPSQ became crystalline. This templated the
C60, resulting in a crystalline C60 layer as well. The heterointerface between the two also
was ordered and resulted in a high kPPr, as shown by the decrease in VOC from 0.94±0.01
V in the as-cast devices to 0.86 ± 0.01 V in the pre-C60-annealed devices. These devices
showed an increase in JSC , attributed to improved charge and exciton conduction due to
the increased crystallinity of the layers.
Annealing after C60 deposition gave the best of both worlds. The C60 was found to
confine the DPSQ, preventing the heterojunction morphology from changing and preserv-
ing the disorder of the as-cast device. This preserved the low kPPr and high VOC of the
as-cast device. The bulk DPSQ was still found to undergo some crystallization, allowing
for improved conduction and increase JSC . This resulted in an improvement of PCE from
ηP = 3.6 ± 0.2% for the as-cast device to ηP = 4.8 ± 0.3% for the post-C60-annealed
device. This was therefore a successful demonstration of the fact that interface disorder
helps to reduced kPPr and therefore geminate recombination, while bulk order improves
the charge and exciton conduction process.
3.4.2 Nongeminate Recombination
The generation and transport of charges in an organic device can be described by the steady-
state drift-diffusion equation
0 = D
∂2nc(x)
∂x2
+ µ
∂
∂x
(E(x)nc(x)) +G(x)− kaggnc (3.16)
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where D is the diffusivity of charges, nc is the charge concentration, µ is the mobility of
charges, E(x) is the electric field and G(x) is the charge generation. Here kagg represents
the aggregate recombination processes in the device which may be a function of nc or other
parameters. Geminate recombination is not included in kagg, as it occurs before the exciton
dissociates into free charges, and therefore is included by an appropriate change to G(x).
3.4.2.1 Monomolecular and Bimolecular Recombination
Non-geminate recombination is generally separated into two categories, bimolecular and
monomolecular recombination. Bimolecular recombination is defined as any process
which depends on the square of the charge density, such as recombination between free
electrons and holes. Monomolecular recombination is defined as any process that depends
linearly on the charge population, such as recombination between one species of trapped
charge and one species of free charge. The rates for these processes may therefore be
expressed as kbi = kbnc and kmono = km where kb and km are the rate constants for bi-
molecular and monomolecular quenching respectively, with the exact values dependent on
the device in question*. The relative magnitude of kb and km then determines the range of
values of n where each recombination process dominates.
The main factors influencing the charge density nc in a given device are the illumination
intensity and the applied bias. Illumination intensity determines the rate at which the het-
erojunction produces current and therefore the steady-state value of nc. Applied bias sets
the electric field across the device, which determines how quickly charges are extracted. As
the bias approaches VOC the total electric field falls to zero, resulting in slower and slower
charge extraction and a larger and larger nc.
The effects of altering the rate of bimolecular recombination is shown in Fig. 3.8.
Current-voltage characteristics and responsivity with respect to illumination intensity are
shown for two sets of devices, one with low bimolecular recombination thanks to a highly
conductive BPhen:C60 buffer layer, and the other with high bimolecular recombination
caused by a poorly-conducting neat BPhen buffer. The BPhen:C60 buffer is examined in
much greater detail in chapter 6.
The most pronounced effect of high bimolecular recombination on the current-voltage
characteristics is a decrease in fill factor. The current falls off more quickly as the internal
field in the device decreases near VOC . Bimolecular recombination also has a clearly visible
effect on the responsivity of the devices with respect to illumination intensity. The respon-
sivity R is defined as R = JSC/I and is expected to be constant for pure monomolecular
*Higher-order recombination processes exist, but are negligible in the regimes covered in this work.
Auger recombination, a three-particle process, is one example of such higher-order recombination.
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recombination and fall off linearly with increasing negative slope as the rate of bimolecular
recombination increases.
Bimolecular and monomolecular recombination are primarily a problem in mixed het-
erojunctions. Photogenerated free charges in OPVs are spatially separated with electrons
on the acceptor and holes on the donor. As the intrinsic charge population in organic semi-
conductors is extremely low, organic semiconductors are considered to be fully depleted
during operation. Therefore charge recombination can only occur at the heterojunction
between the donor and acceptor. In planar devices, charges are driven from the heterojunc-
tion by the internal field under operating conditions and have few chances to recombine.
In mixed heterojunctions, however, charges generated within the mixed layer are always in
close proximity to a heterointerface, due to the intimate blending of the donor and accep-
tor. It is therefore much more likely for a charge in a mixed heterojunction to encounter a
heterointerface and recombine.
3.4.2.2 Exciton-Polaron Quenching
Exciton-polaron quenching is the process where an exciton transfers its energy to a free
charge and recombines, with the free charge then relaxing to its initial excited state. This
process occurs at a rate kex−pol = kepnex, where nex is the exciton density. This is tech-
nically neither a bimolecular or monomolecular recombination process as defined above,
since the quenching scales quadratically with illumination intensity (as nex also depends
linearly on I) but linearly with nc.
Exciton-polaron quenching is primarily a concern in planar layers, as it requires a large
and spatially congruent population of both charges and excitons. Planar architectures pos-
sess a significant steady-state exciton population, as excitons in mixed heterojunctions form
adjacent to a heterojunction and are dissociated almost instantly. Exciton-polaron quench-
ing also affects the FF and responsivity of devices, as it is strongest when there is a large
charge population like in bimolecular recombination.
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Figure 3.8: Comparisons of devices with different levels of bimolecular recombination. A
BPhen:C60 compound buffer was used to enhance charge extraction and reduce bimolecular recom-
bination in otherwise equivalent devices. Higher bimolecular recombination leads to a reduction in
FF as shown in the IV characteristics, as the device will exhibit higher recombination and therefore
reduced current as the applied bias is increased towards VOC . Data is from170
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3.5 Optical Modeling
To calculate the expected behavior of an optoelectronic device, we must first fully describe
its interaction with light. This may be accomplished through the method of optical transfer
matrices.
Let us begin by considering the case of two semi-infinite slabs of dielectric with a plane
wave incident from the left, as shown in Fig 3.9. The boundary conditions that apply in this
case are171
1E
⊥
1 = 2E
⊥
2 (3.17)
B⊥1 = B
⊥
2 (3.18)
for the component of the electric and magnetic fields perpendicular to the surface and
E
‖
1 = E
‖
2 (3.19)
1
µ1
B
‖
1 =
1
µ2
B
‖
2 (3.20)
for the parallel component.
Assuming normal incidence, plane waves propagating in the layers take the form
E˜+,−1,2 = E˜
+,−
01,2 e
i(±k1,2−ωt)xˆ
B˜+,−1,2 = ± 1ν1,2 E˜
+,−
01,2 e
i(±k1,2−ωt)yˆ
}
(3.21)
where 1 and 2 indicate the layer the wave is in and + and - indicate the direction of propa-
gation of the wave. E˜0 is the magnitude of the wave. Here we have made the substitution
B0 = 1/νE0, where ν = c/n is the speed of the wave in the dielectric medium.
Normal incidence means there is no perpendicular component of the waves, leaving
two boundary conditions:
E˜+01 + E˜
−
01 = E˜
+
02 (3.22)
and
1
ν1
(E˜+01 − E˜−01) =
1
ν2
E˜+02 (3.23)
assuming that µ for each layers is approximately µ0, true for many dielectrics. These
equations are then be solved for the outgoing amplitudes in terms of the incident amplitude
E−01 = |
n1 − n2
n1 + n2
|E+01 (3.24)
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Figure 3.9: Setup of the dielectric stack considered in the optical transfer matrix method. The stack
is deposited on a thick transparent substrate, which has incoherent reflections at the far interface that
must be corrected for separately. Layers 0 and m + 1 are the transparent substrate and air, and are
assumed to be semi-infinite in the derivation. Figure is from.172
E+02 = (
2n1
n1 + n2
)E−01 (3.25)
This gives the well-known Fresnel reflection and transmission coefficients,
r =
E−01
E−01
=
n1 − n2
n1 + n2
(3.26)
t =
E+02
E−01
=
2n1
n1 + n2
(3.27)
where the total reflection from the interface is then R = r2 and the transmission is T =
(n2/n1)t
2. Note that R + T = 1 as expected from conservation of energy.
We can generalize this to give the effect of an arbitrary dielectric stack using the method
of Heavens‘173, 174 as applied to organic devices by Peumans.172 The architecture considered
in shown in Figure 3.9. We begin by rearranging the previous result into matrix form and
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replacing the numerical subscripts with i and j to denote arbitrary adjoining layers.[
E+i
E−i
]
= Iij
[
E+j
E−j
]
=
[
1
tij
rij
tij
rij
tij
1
tij
][
E+j
E−j
]
(3.28)
where rij and tij are the Fresnel reflection and transmission coefficients between the two
layers. For normal incidence, these are defined as rij = (ni − nj)/(ni + nj) and tij =
(2nj)/(ni + nj).
We next employ a matrix to describe the propagation of a plane wave through each
layer. This will induce a phase shift in the wave, given by
Lj =
[
e−iξjdj 0
0 eiξjdj
]
(3.29)
where ξ = (2pi/λ)nj and dj is the thickness of the layer.
We now have all the pieces we need to model a stack of m layers, assuming homoge-
neous and isotropic materials with optically flat interfaces. We start by assuming the stack
is sandwiched between semi-infinite layers on either side. The electric field in the two
layers j = 0 and j = m+ 1 is then[
E+0
E−0
]
= S
[
E+m+1
E−m+1
]
(3.30)
where
S =
[
S11 S12
S21 S22
]
=
(
m∏
n=1
I(n−1)nLn
)
· Im(m+1) (3.31)
Then the reflection and transmission coefficients are r = E−0 /E
+
0 = S21/S11 and
t = E+m+1/E
+
0 = 1/S11. Similar to the single-interface case, the total transmissivity and
reflectivity of the multilayer stack is then T = |t|2nm+1/n0 and R = |r|2.
We then calculate the electric field at any point within the dielectric stack by stepping
back through the layers. Note that for a given layer j, the total multilayer transfer matrix is
S = S−j LjS
+
j (3.32)
where
S−j =
(
j−1∏
n=1
I(n−1)nLn
)
· I(j−1)j (3.33)
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and
S+j =
(
m∏
n=j+1
I(n−1)nLn
)
· Im(m+1) (3.34)
We now calculate the electric field at the left interface of layer j propagating right and
at the right interface propagating left,
E+j
E−0
= t+j =
1
S−j11
1 +
S−j12S
+
j21
S−j11S
+
j11
ei2ξjdj
(3.35)
and
E−j
E+0
= t−j = t
+
j
S+j21
S+j11
ei2ξjdj (3.36)
We then sum the electric fields propagating in opposite directions to obtain the total electric
field at any point in the layer,
Ej(x) = E
+
j (x) + E
−
j (x) = (t
+
j e
iξjx + t−j e
−iξjx)E+0 (3.37)
Finally, we use this to calculate the time averaged absorbed power at any point in the layer,
Qj(x) =
4pic0kjnj
2λ
|Ej(x)|2 (3.38)
where 0 is the permittivity of free space and c is the speed of light.
Organic devices are generally fabricated on a transparent substrate with thickness much
greater than the wavelength of the incident light. This introduces an incoherent reflection
off the front surface which must be accounted for separately. This is done simply by sub-
tracting the front surface reflection from the intensity of the incident light.
For normally incident light, polarization is irrelevant. Non-normal light may be ac-
counted for by using the appropriate form of the Fresnel reflection and transmission coef-
ficients. The polarization of the incident light also becomes important in the non-normal
case, with different definitions of the coefficients for the two possible linear polarizations.
For s-polarized light, the Fresnel coefficients are defined as
rs =
n¯1 cos θ1 − n¯2 cos θ2
n¯1 cos θ1 + n¯2 cos θ2
(3.39)
ts =
2n¯1 cos θ1
n¯1 cos θ1 + n¯2 cos θ2
(3.40)
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and for p-polarized light
rp =
n¯1 cos θ2 − n¯2 cos θ1
n¯1 cos θ2 + n¯2 cos θ1
(3.41)
tp =
2n¯1 cos θ1
n¯1 cos θ2 + n¯2 cos θ1
(3.42)
where n¯ is the complex index, defined as n¯ = n− ik.
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CHAPTER 4
Exciton Diffusion Length Measurement in
Optically Thin Films
4.1 Background
A critical parameter required in the design of organic solar cells and other excitonic devices
is the exciton diffusion length (LD) of the active materials. This parameter, which describes
the average distance an exciton travels before being lost to recombination, is useful in op-
timizing the exciton diffusion efficiency172 (see Sec. 3.1). The optimal thickness for planar
heterojunction active layers is approximately LD, the best compromise between increased
absorption from a thicker layer and improved exciton harvesting with a thinner layer. Simi-
larly, the optimal grain size in mixed heterojunctions in on the order of LD, which provides
the largest, least resistive paths for charge conduction out of the heterojunction while still
dissociating the majority of excitons. Design rules for other organic devices also rely on
LD, such as fluorescent/phosphorescent, triplet-managed organic white light emitting de-
vices.175
One widely used method for measuring LD uses the photoresponse of an organic thin-
film Schottky diode.176 A thin organic layer is sandwiched between two metal contacts,
one ohmic and one rectifying, and illuminated through the ohmic contact with a range of
wavelengths. The exciton distribution in the device is then considered to depend on the
depth of optical penetration of the excitation light, with strongly absorbed wavelengths
generating excitons very near the ohmic contact. As only the Schottky contact is able to
generate photocurrent, the photocurrent spectrum is “out-of-phase” with the absorption,
with the region of highest absorption corresponding to the lowest photocurrent. Ghosh and
Feng used this technique to measure LD = 60 A˚for merocyanine dyes. 176
Schottky diode measurements of LD have multiple issues. The metal-metal sandwich
structure forms an optical cavity with strong interference effects, which can be difficult to
characterize near the metal films.177 This is problematic as the method requires a good
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understanding of the exciton distribution profile and therefore the optical absorption in the
organic film. Calculations of the optical field in the device are further complicated by the
illumination through a thin metal layer, whose absorption can be enhanced due to surface
plasmons. Metal layers deposited on organics can also penetrate tens of nanometers into the
material,178 which extends the region of exciton dissociation and leads to an overestimate
of LD. Further overestimates are caused by long-range energy transfer to the metal, which
can occur over distances as large as 50 nm. Measurements of LD using this technique often
are above 100 nm, values which lack independent support.179–181
Alternative techniques for measuring LD use PL measurements to avoid issues with
metal layers. A common technique is thickness-dependent photoluminescence quenching
(TD-PLQ), where the PL of different thicknesses of an organic layer by itself and adjacent
to a quenching layer is measured. As the PL of an organic layer is directly proportional to
the exciton population, the difference between the PL of the layers with and without the
quenching material will saturate as the thickness of the organic layer exceeds LD.172, 182, 183
This technique is cumbersome, as it requires a large number of samples in order to extract
LD for a single material. Organic films also do not necessarily form continuous layers at
extreme thinness, complicating the analysis. It has been shown that quenching layers do
not necessarily fully quench when the layer thickness is on the order of LD.184 Different
film thicknesses and films with and without the quenching layer will also have different
optical excitation profiles due to interference, further complicating the measurement.185
A more recent highly accurate technique is spectrally-resolved photoluminescence
quenching (SR-PLQ).138 In SR-PLQ the PL from two identical organic films is compared,
one capped with a blocking layer and one with a quencher. The PL is measured over
a range of excitation wavelengths resulting in different excitation profiles in the material
at differently-absorbed wavelengths and LD is calculated from the ratio of the spectra of
the two devices. Example exciton profiles for the two samples are shown in Fig. 4.1 for
monochromatic illumination at a wavelength with high absorption in the sample (α = 0.4
nm−1) and the other at low absorption (α = 0.1 nm−1). For the strongly-absorbing film,
the majority of excitons are generated adjacent to the front interface, resulting in a large
difference in total exciton population between the blocking and quenching samples. The
low-absorption case, in contrast, has exciton generation much farther into the film and
therefore a much smaller difference between the two samples. As the PL signal is di-
rectly proportional to the total exciton population in the material, the difference between
the blocking and quenching samples over a range of excitation wavelengths (and therefore
a range of absorption strengths) gives LD.
The method of SR-PLQ possesses multiple advantages over other techniques. It uses
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only organic materials, much easier to model than metal layers. It only requires two sam-
ples, both of the same thickness. As morphology can vary with thickness, this allows
for consistent samples and also avoids the issues with incomplete layers than can arise in
TD-PLQ.
The advantages of SR-PLQ have allowed for measurements of many organic materials.
One such measurement was Lunt et al’s systematic examination of the change in LD with
crystallinity in PTCDA films.186 The difference in LD between crystalline and amorphous
films of single materials such as tetracene164, 187–190 had been previously measured, but there
had not been an examination of LD over the full range from amorphous to crystalline. This
was at least partially due to the difficulty in preserving the same degree of crystallinity that
would have been required for the large number of samples used in TD-PLQ, whereas the
active layer in the samples required for SR-PLQ was deposited in one growth on adjacent
substrates, ensuring uniformity. This work showed a linear increase in LD with the extent
of crystalline order in the film, with LD increasing to its single-crystal value for crystal
sizes above 20LD.
The technique of SR-PLQ does, however, possess some disadvantages. It requires the
organic films tested to be optically thick at all excitation wavelengths (i.e. where the absorp-
tion coefficient α(λ) > d, the film thickness), which in the initial work required film thick-
nesses of 200-600 nm.138 This can be wasteful of expensive organics and is impractical for
materials that cannot be made sufficiently thick such as many solvent-processed materials
(see Section 1.4.2.1). This includes many solution-processed materials such as squaraine-
based donors, where d is limited by their solubility and processing constraints.191, 192
In this work, we address this disadvantage by extending the use of SR-PLQ to organic
films of arbitrary optical thickness. By calculating the spatial dependence of the optical
field in thin films and using it along with the steady-state exciton diffusion equation, we
show that the diffusion lengths from relatively thin films (<100 nm) can be unambiguously
determined, allowing for the study of a large range of materials heretofore inaccessible
using conventional SR-PLQ. Furthermore, this technique allows for the measurement of
diffusion lengths in films whose thickness is comparable to that used in an optimized de-
vice, thus eliminating uncertainties due to dependencies of LD on d. Indeed, we show
that subphthalocyanines exhibit such a dependence which has, to our knowledge, not been
previously observed.
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Figure 4.1: Example exciton profiles for a sample with either a blocking (perfectly reflects exci-
tons) or quenching (destroys excitons) interface at x = 0. Two cases are simulated using the steady-
state exciton diffusion equation for an exponentially decaying illumination profile, high-absorption
(α = 0.4 nm−1) and low-absorption (α = 0.1 nm−1). The quenching boundary condition decreases
the exciton population within 2LD, creating a larger difference in total exciton population between
the blocking and the quenching case for the high-absorption case where most excitons are generated
near the front interface. As the PL signal is directly proportional to the total exciton population in
the layer, the ratio of the PL signals η from the two layers over a range of excitation wavelengths λ
has the relation η(λ) = α(λ)cos(θR)LD + 1 where the absorption α has been corrected for the angle of
refraction of the light θR in the material.
4.2 Theory
The technique of SR-PLQ is based on the steady-state diffusion equation,
L2D
δ2n
δx2
− n+ τG(x) = 0 (4.1)
where n(x) is the exciton density distribution, τ is the exciton lifetime, and G(x) = λ
hc
Q
is the exciton generation profile, Q(x) is the time-averaged absorbed optical power in the
active layer, λ is the excitation wavelength, h is Planck’s constant, and c is the speed of
light.
In conventional SR-PLQ, the active layer is optically thick at all wavelengths, elimi-
nating the effects of optical interference from reflections from the back surface. The active
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layer is then represented as a semi-infinite layer with the edge at x = 0 and the exciton
generation profile becomes
G(x) =
I0α
cos(θR)
exp
(
− αx
cos(θR)
]
)
(4.2)
where I0 is the incident light intensity and θR is the refracted angle of light in the active
layer. Then Eq. 4.1 is solved for the case of a blocking ( δn
δx
|x=0 = 0) or a quenching
(n(x) = 0) interface to calculate the exciton density. As the PL signal from a layer is
directly proportional to the total exciton concentration in the layer, we then calculate the
ratio of the two signals η:
η(λ) =
∫
nB(x)dx∫
nQ(x)dx
=
PLB
PLQ
=
α(λ)
cos(θR)
LD + 1 (4.3)
where nB and nQ are the exciton density distribution in the active layer with a blocking or
quenching interface, respectively, and PLB and PLQ are the PL signals from an organic
layer capped with a blocker or quencher, respectively. As the PL signal from an organic
layer is directly proportional to the total exciton population in the layer, the ratio of the PL
signals cancels out the constant of proportionality and is therefore equal to the ratio of the
total exciton population in the layers. This also cancels out a large number of other possibly
difficult-to-measure constants, such as τ , I0, the PL quantum yield ΦF , and the spectroflu-
orimeter monochromator and detector response functions. The ratio is then graphed with
respect to absorption and fit to Eq. 4.3, with example data shown in Fig. 4.2.
To extend SR-PLQ to optically thin layers the optical field E(x) throughout the two
layers is calculated using the method of optical transfer matrices (Sec. 3.5). The time-
averaged absorbed power Q(x) = (2c0kn/λ)|E(λ, x)|2) is then used to numerically solve
Eq. 4.1 for the blocking and quenching sample and calculate η(λ). The ratio is then fit to
PL data using LD as the free parameter.
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Figure 4.2: Data for SR-PLQ for six different organic molecules. The PL from a layer of material
capped with a blocker or a quencher was measured to calculate the ratio η, which was plotted with
respect to the material absorption coefficient α at the excitation wavelength. Lines are fit to the
equation η = α(λ)cos(θR)LD + 1 to extract the diffusion length LD from the slope of the line. Here
cos(θR) is a correction for the non-normal incidence of the excitation light, where θR is the angle
of refraction of excitation light in the active material. Figure is from.138
4.3 Experiment
Both solution- and vapor-deposited thin films were studied. The solution processed
squaraines were prepared as follows: 2-[4-(N,N-diisobutylamino)-2,6-dihydroxyphenyl]-
4-(4-diphenyliminio)-2,5-dien-1-ylidene-3-oxocyclobut-1-en-1-olate (ASSQ), 2-[4-
(N,N-diphenylamino)-2,6-dihydroxyphenyl]-4-(4-diphenyliminio)-2,5-dien-1-ylidene-3
oxocyclobut-1-en-1-olate (DPASQ), and 2-[4-(N-phenyl-N-1-naphthylamino)-2,6-
dihydroxyphenyl]-4-[(4-(N-phenyl-N-1-naphthyliminio)-2,6-dihydroxyphenyl)-2,5-dien-
1-ylidene]-3-oxocyclobut-1-en-1-olate (1-NPSQ) were dissolved in chloroform and then
spin-coated onto silicon (Si) or quartz substrates at 1000 revolutions per minute (RPM) in
an ultrapure nitrogen ambient (<10 ppm O2, <0.1 ppm H2O). Also, the acceptor, PTCDA,
and the donor, SubPc were deposited on these same substrates via thermal evaporation
in high vacuum (chamber base pressure < 10−7 Torr). The samples were simultaneously
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Figure 4.3: Experimental setup for PL measurement.
fabricated in pairs: one was capped with an exciton blocking layer of bathocuproine (BCP)
and the other with a quenching layer of C60. The photoluminescence excitation spectra of
the samples were measured using a PTI QuantaMaster spectrofluorometer at an incident
angle of θ = 30 in a high purity N2 atmosphere to prevent atmospheric degradation of the
films with the experimental setup shown in Fig. 4.3. The samples were illuminated through
the capping layer as shown by the experimental set-up in Fig. 4.4, inset. All optical
constants and thicknesses employed were measured using a variable angle spectroscopic
ellipsometer.
4.4 Results
An example photoluminescence excitation (PLE) spectrum for a 60 nm thick SubPc film
on quartz capped with an 8 nm thick C60 or BCP layer, is shown in Fig. 4.4a. Multiple
PLE scans were taken for each sample and then averaged to obtain the mean and error. The
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wavelength-dependent ratio, η(λ), is calculated, and is fit to these data using LD as the free
parameter.
Fits to data from several films are shown in Figs. 4.4b (60 nm thick SubPc) and Fig.
4.5 (lines), with all LD obtained provided in Table 4.1. The reduced thickness control
and increased surface roughness of DPASQ and ASSQ deposited via spin coating from
solution necessitated up to a 15% adjustment of d from its ellipsometrically measured value
to achieve the best fit to the small interference fringes that are apparent in the spectra of
1-NPSQ and PTCDA in Fig. 4.5.
The normalization procedure for SR-PLQ for an optically thick sample is given by Eq.
4.3. As seen in Fig. 4.6, an optically thick, 300 nm SubPc sample displays the linear be-
havior predicted by Eq. 4.3. However, the 60 nm sample cannot be adequately fit using
this simple procedure due to optical field variations that differ from a purely exponential
decay as assumed in SR-PLQ. Indeed, near their transparency regions, data in even opti-
cally thick samples deviates from a linear function requiring that data in such regions be
discarded. However, in the thin film method, all data can be included in the fit as long as
only a single excitonic species is excited across the wavelength region of interest.
To determine the accuracy of the thin film technique, we compared the results of fitting
the data to Eq. 4.1 to conventional SR-PLQ in Eq. 4.3 for optically thick samples of 300 nm
of SubPc. Our method yields LD = 22.7± 0.9 nm, compared to 16.4± 0.3 nm calculated
using SR-PLQ in Fig. 4.6. The difference between the two values is due to the differing
reflectance and transmission of the BCP or C60 capping layers. Equation 4.3 assumes that
there are no optical effects from the capping layers, with SR-PLQ attempting to account for
illumination through these layers by applying a correction to η calculated from the Fresnel
transmission and reflection coefficients of the respective thin films. To determine if this
adjustment is successful, a set of devices was simulated with and without capping layers.
It is found that the simulated devices with capping layers showed the same discrepancy
between our modeledLD and that found based on conventional SR-PLQ. However, without
capping layers, both methods were in good agreement. This suggests that the optical effects
of the capping layers are must be considered even in conventional SR-PLQ to eliminate
systematic errors introduced by assuming the capping layers affect E(λ, 0) identically. The
thin film method avoids this error due to its dependence on an exact calculation of the field
throughout the entire sample.
Previous reports have indicated that diffusion lengths as small as 8 nm have been ob-
tained for SubPc.182, 193 It is likely that the nearly three-fold larger value obtained here is due
to elimination of exposure to atmosphere in our experiments. Indeed, such exposure can
result in a significant decrease in PL intensity after only a few seconds. For example, it has
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Figure 4.4: Example data for a d = 60 nm thick SubPc sample capped with 8 nm of BCP and C60.
At d = 60 nm, the sample is optically thick between wavelengths of λ = 510 and 610 nm, and is
optically thin outside of this range. (a) Averaged photoluminescence excitation (PLE) spectra for
SubPc capped by either a blocking (BCP) or quenching (C60) layer. Inset: Sample structure and
experimental configuration . Samples were excited at θ = 30 and the PLE was detected at 60 from
normal (b) Ratio of the PLE intensity for the blocked to the quenching sample. The solid line is a
fit to this data with a diffusion length of LD = 12 nm.
also recently been reported that LD = 28 nm for SubPc measured in a high-purity nitrogen
atmosphere, using a similar optical model to fit the quenching efficiency of a SubPc-C60
interface.194
Note also that for PTCDA, we obtain LD = 9.3 ± 0.8 nm, in agreement with the
previously reported value of 10.4± 1.0 nm.182
Measurement of LD as a function of SubPc thickness indicate a decrease in diffusion
length with decreasing d, as listed in Table 4.1. Typical SubPc thicknesses employed in
OPVs are between 10 and 13 nm, which is considerably less than LD = 22.7 ± 0.9 nm
for optically thick (i.e. 300 nm) films of SubPc.195, 196 For planar layers, the optimal layer
thickness is expected to be slightly larger than LD. In this context, LD approaches a value
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Figure 4.5: Experimental photoluminescence excitation spectra and fits for d = 30 nm thick
PTCDA, 80 nm thick 1-NPSQ , 300 nm thick SubPc, and 73 nm thick DPASQ films. Photolumines-
cence was measured at wavelengths of 740 nm, 805 nm, 700 nm, and 720 nm for PTCDA, 1-NPSQ,
SubPc, and DPASQ respectively.
closer to the optical device thickness as sample thickness decreases, although more study
is needed to determine if this is a real effect due to the large error.
Finally, we obtain LD = 2.9 ± 0.8 nm for 1-NPSQ, another donor material used in
efficient small molecule OPVs.192 This value is for as-cast samples, while layers used in
devices are typically thermally annealed, which has been shown to increase surface rough-
ness, order and the diffusion length, resulting in a highly entangled, nanocrystalline hetero-
junction solar cell structure.186 However, even unannealed, planar devices employing this
donor show a high efficiency. More investigation is required to determine the mechanisms
that result in high efficiency, even in the presence of such a short diffusion length.
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Figure 4.6: A comparison of the ratio of the intensity of photoluminescence for 60 and 300 nm
thick samples of SubPc with a blocking vs. a quenching layer cap (η). The optically thick (300 nm)
sample is linear for all values of absorption coefficient, α, measured over the wavelength domain
from 354 nm to 660 nm, while the thinner (60 nm) sample does not follow the linear function antic-
ipated for conventional SR-PLQ. Both sets of data have been corrected for reflection and absorption
of the BCP and C60 capping layers. The solid line indicates a fit to the thick film sample yielding a
diffusion length of 16.1 nm.
Material Thickness (nm) LD (nm)
ASSQ 70 11± 0.6
DPASQ 73 10.7± 0.2
1-NPSQ 80 2.9± 0.8
PTCDA 30 9.3± 0.8
SubPc 300 22.7± 0.9
SubPc 154 15.5± 1.5
SubPc 103 19.2± 1.6
SubPc 80 17.3± 2.2
SubPc 60 16.2± 1.4
Table 4.1: Diffusion lengths of several archetype small molecular weight thin film materials. The
solution-processed squaraine (*SQ) materials could not be deposited in films thicker than 80 nm
and were therefore unable to be measured using conventional SR-PLQ.
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4.5 Conclusion
In summary, we have demonstrated the application of SR-PLQ to optically thin organic
films based on an exact modeling of the optical field throughout a layered sample composed
of both the film under study and the quenching or blocking cap layer. This extension of
conventional SR-PLQ allows for the study of solvent-processed materials such as squaraine
and subphthalocyanine donors, and acceptor materials, which have been used in efficient
organic solar cell structures. The method also allows the accurate determination of the
dependence of LD on layer thickness such as observed in SubPc, for films whose thickness
is comparable to that used in practical device structures.
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CHAPTER 5
Exciton Diffusion in Fullerenes
Two independent and direct measurements of exciton transport in the fullerene C60 unam-
biguously indicate that singlets, and not triplets as often claimed, are responsible for energy
transport and ultimately charge generation in organic photovoltaic cells. The singlet exciton
diffusion length, LD, was measured using fits to the external quantum efficiency of planar
heterojunction photovoltaics, and via C60 fluorescence, giving values of 32 ± 2 nm and 36
± 2 nm, respectively. The surprisingly long exciton diffusion length in C60 is a result of its
molecular symmetry that results in quantum mechanical selection rules strongly prohibit-
ing singlet recombination, as opposed to the past assumption that the diffusion is due to
long-lived triplets generated by spin-orbit coupling. Further, the measured diffusion length
of C60 is used to determine the relative differences between the highest occupied molecular
orbital to lowest unoccupied molecular orbital energy gaps of C60 and the closely-matched,
analogous fullerene, C70. We find that the C60 energy gap is 18 ± 5 meV wider than C70.
To perform these measurements, we develop methods to treat exciton populations at inter-
faces with a range of blocking or quenching characteristics, including diffusion between
materials with identical energy gaps.
5.1 Background
Absorption of a photon in an organic semiconductor results in the formation of a bound
electron-hole pair, or exciton. Organic photovoltaic (OPV) cells require that the exciton
dissociate into free charges at a donor-acceptor interface,172 in contrast to inorganic semi-
conductors where charge is directly generated by a band-to-band excitation without an
intermediate excitonic state.197 The exciton diffusion length,172 corresponding to the char-
acteristic distance travelled prior to its recombination, is therefore a critical parameter of
all organic semiconductors, and that strongly influences the performance of OPV cells.
It depends on both the microscopic and macroscopic natures of optically active organic
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materials,186 and ultimately the design of devices themselves.138, 198
The fullerene, C60, commonly used in OPVs has been shown to have a relatively long
exciton diffusion length of LD 40 nm, compared to many other donors and acceptors whose
LD typically ranges between 5 nm and 10 nm.138 There are two competing theories for
the origin of this exceptionally long LD, that both agree on the importance of molecular
symmetries in C60 in forbidding optical transitions from the lowest energy singlet (total
spin quantum number S=0) exciton state.199, 200 The C60 molecule consists of 60 carbon
atoms arranged in 12 five-membered rings and 20 six-membered rings. There are 1812
possible isomers of this structure, but the most stable and only one observed obeys the
isolated pentagons rule, where each five-membered ring is completely surrounded by six-
member rings.199 This molecular configuration belongs to the icosahedral (Ih) symmetry
group, resulting in dipole-forbidden transitions from the lowest energy singlet level.
The primary differences in the theories for how the dipole-forbidden transitions lead
to the long LD lies in the exciton spin symmetry.172, 174, 197 Photogenerated excitons are
primarily antisymmetric singlets, but can transfer to spin-symmetric triplet states (S=1) via
intersystem crossing. Then the forbidden optical transition might increase the intersystem
crossing (ISC) rate, resulting in a large triplet population that is expected to have a large
LD due to their lifetimes on the order of milliseconds or longer. However, no systematic
evidence for a larger LD for singlets compared to triplets has been reported.138, 201 Alter-
natively, the forbidden transition may simply result in an increase in the singlet lifetime
without involving ISC.
The ambiguity in the source of energy transport in C60 arises from the difficulties pre-
sented by the very low oscillator strength of the singlet transition. That is, singlet diffusion
lengths are often accurately determined by characterizing the PLE fluorescence spectrum
generated by singlet recombination.138, 198 However, due to the forbidden singlet dipole
transition, C60 has extremely weak PL except at low temperatures202–204 or high excitation
intensities,204, 205 rendering these techniques impractical. Early attempts to determine the
LD of the fullerenes have therefore required the indirect approach of modeling OPV per-
formance either by fitting the device EQE172, 174 or by inserting thin exciton blocking layers
into the C60.206 More recently, measurements employing time-resolved microwave con-
ductance197 and transient absorption in C60/zinc phthalocyanine (ZnPc) nanostructures207
have resulted in reports of LD varying from 7 nm to 40 nm in C60. However, neither of
these techniques can be used to clarify the spin symmetry of the excitation. Furthermore,
the large range in measured diffusion lengths has been attributed to variations in material
purity and crystallinity of samples prepared in different laboratories, leading to increased
ambiguity in the interpretation of the results.172
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In this work we study exciton diffusion in C60 by two independent methods. A spin-
independent LD measurement is extracted from fits to the EQE spectrum of C60 incorpo-
rated in C60/tetraphenyldibenzoperiflanthene (DBP)100 planar heterojunction photovoltaic
cells, giving 32 ± 2 nm.172, 174 The very low intensity room-temperature steady-state C60
fluorescence is also used to unambiguously measure the singlet exciton diffusion length
LD = 36 ± 2 nm through the sensitive technique of spectrally-resolved photoluminescence
quenching (SR-PLQ).138, 198 Agreement between these measurements show that the source
of photocurrent in C60 layers is the singlet exciton. The properties of C60 are further ex-
amined using the related fullerene,208 C70, as a fluorescent probe layer placed in contact
with C60. Excitons freely diffuse between C70 and C60 due to the close match between their
HOMO and LUMO energies.209 The reduced symmetry of C70 gives rise to differences
in the absorption spectra and emission intensity compared with C60, allowing for their se-
lective excitation and emission.199, 200 Then, SR-PLQ is used once again to treat exciton
diffusion between these materials with different LD and exciton lifetime, τ . From these
data, we infer that the energy gap of C60 is 18 ± 5 meV larger than C70.
These measurements have required the development of analytical tools to treat the ef-
fects of a variety of interfaces on exciton diffusion. Most treatments of exciton diffusion
exclusively treat ideal blocking or quenching interfaces, whereby excitons are perfectly re-
flected back into the material, or are quenched with unity efficiency.138, 172, 174, 198 Here we
extend the analysis to consider the effects of partially blocking or quenching interfaces,
as well as extending these techniques to treat exciton diffusion between materials with
identical HOMO-LUMO energy gaps but different LD and τ . We have further developed
methods to treat the effect of small (∼ kT , where k is the Boltzmann constant and T is the
temperature) energy gap differences on exciton diffusion between such materials.
5.2 Theory
The measurement of LD via SR-PLQ is based on the steady-state exciton diffusion equa-
tion:
0 =
L2D
τ
∂2n(x)
∂x2
− n(x)
τ
+G(x) (5.1)
where n is the exciton density generated by the incident PL pump beam, and G(x) is their
generation rate. Ideal blocking and quenching interfaces of the material under study are
represented by the boundary conditions138 of ∂n
∂x
∣∣
x=0
= 0 and n(0) = 0, respectively. The
diffusion equation is solved for the case of two identical, semi-infinite layers with either a
blocking or a quenching boundary condition at x = 0, excited by an exponentially decaying
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Figure 5.1: Layering schemes and boundary conditions used in modeling (a) spectrally-resolved
photoluminescence quenching (SR-PLQ) and blocking efficiency measurements, and (b) C60 inter-
layer measurements.
optical field following G(x) = exp(−αx) (see Fig. 5.1a). The ratio of the total exciton
population in the two samples is:138
η(λ) =
∫∞
0
nB(x)dx∫∞
0
nQ(x)dx
= α‘(λ)LD + 1 (5.2)
where α‘ is the absorption coefficient of the material at wavelength, λ, corrected for the
angle of refraction, θr, in the layer, and the subscript B (Q) indicates a blocking (quench-
ing) layer capping the material under test. Since the PL intensity of a layer is directly
proportional to its exciton population, η is also the ratio of the PL of two identical layers
with blocking or quenching boundary conditions. Then LD is calculated by fitting η over a
range of λ.
To use C70 as a fluorescence sensitizer for C60, the case of diffusion across an interface
between these two materials with identical HOMO and LUMO levels but different LD and
τ must be considered. We assume a semi-infinite layer of material 1 (C70) with an interlayer
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(thickness, d) of material 2 (C60) separating it from a blocking or quenching boundary, as
shown in Fig. 5.1b. The interface between the materials is located at x = 0, and the other
side of the interlayer is at x = −d. We further assume that layer 1 is luminescent while
layer 2 is transparent and non-luminescent. In this case, the boundary conditions between
the two materials are:
L2D1
τ1
∂n1
∂x
|x=0 = L
2
D2
τ2
∂n2
∂x
∣∣∣∣
x=0
(5.3)
n1(0) = n2(0) (5.4)
Equation 5.3 can be re-written as:
LD1
LD2
ξ
∂n1
∂x
∣∣∣∣
x=0
=
∂n2
∂x
∣∣∣∣
x=0
(5.5)
where ξ = LD2/LD1
τ2/τ1
. These boundary conditions can be used to solve Eq. 5.1 for a rela-
tionship analogous to Eq. 5.2 that can be fit to yield LD2. Calculating η for a blocking or a
quenching boundary at x = −d gives:
η(λ) =
(
α1‘LD1ξ
ξ + tanh(LD2/d)
+ 1
)
/
(
α1‘LD1ξ
ξ + coth(LD2/d)
+ 1
)
(5.6)
This reduces to Eq. 5.2 in the limit of d = 0, and to η → 1 for d→∞.
The number of fitting parameters in Eq. 5.6 can be reduced by a direct measurement of
the ratio, ξ. This requires a method to treat non-ideal blocking or quenching interfaces, such
as the boundary between two fullerenes (C60 and C70) where both the exciton population
and its first derivative are non-zero. For this, we introduce the relative blocking efficiency,
φ:
n(0) = φnB (5.7)
where, as above, nB is the exciton density at the interface with an ideal blocking layer.
Thus, φ = 1 for a perfectly blocking interface and φ = 0 for a perfect quencher. Solving
Eq. 5.2 using two non-ideal blockers (1 and 2) gives:
η =
φ1α‘LD + 1
φ2α‘LD + 1
(5.8)
It is possible to measure LD separately with Eq. 5.2, and to determine φ2 by using an ideal
blocker or quencher, allowing φ1 of an arbitrary layer to be calculated from η.
The exciton population at a non-ideal interface can also be expressed in terms of ξ,
which is calculated based on a direct measurement of φ. For an interface between two
86
materials with identical HOMO and LUMO energies at x = 0, where material 1 is a finite
layer with a blocking boundary condition at x = −d and uniform generation rate G(x) =
G0 , while material 2 is a semi-infinite layer with no absorption (and hence, G = 0), the
population at the interface using Eqs. 5.3 and 5.4 is:
n(0) =
τ1
L2D1
G0
[
1− 1
ξ tanh(d/LD1) + 1
]
(5.9)
The population in material 1 for a perfectly blocking interface is:
nB(0) =
τ1
L2D1
G0 (5.10)
. Substituting Eqs. 5.9 and 5.10 into Eq. 5.7 and assuming d > 2LD1, then:
φ =
ξ
ξ + 1
(5.11)
If LD2 is unknown, it can be obtained using Eq. 5.6.
Once LD2 is determined (i.e. using SR-PLQ if it is luminescent), this method can be
further extended to examine differences between the HOMO-LUMO energy gaps of the
two materials. For example, when the energy gap in one material differs by approximately
energy kT , the heterojunction between the materials becomes slightly blocking. Excitons
incident on the interface from the smaller energy gap material will have a reduced probabil-
ity of transfer as given by the Miller-Abrahams model140, 210 (Eq. 2.24). The total exciton
distribution in the two materials is calculated by taking a weighted average of solutions to
Eq. 5.1 for a perfectly blocking interface, and a perfectly energy matched interface based
on P1→2. The new exciton distribution is then used in Eq. 5.6, allowing the ratio to be fit
to the heterojunction energy offset.
5.3 Experiment
All samples used were deposited by vapor deposition in high vacuum (< 10−6 torr), with
fullerenes and DBP source materials purified once via vacuum thermal gradient sublimation
prior to use. Samples for SR-PLQ measurements used structure A in Table 5.1. Samples
for the C60 interlayer measurements used structure B, and the blocking efficiency measure-
ments used structure C. The 20 nm thick C60 layer in structure C was required to prevent
interactions between excitons in C70 and the top surface of the C60 layer. The lumines-
cent layer was deposited simultaneously in all three samples. BPhen was used as an ex-
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Structure Active Layer Interlayer Cap
A 310 nm C60 None 8 nm BPhen (Bl)
8 nm NPD (Q)
B 80 nm C70 8/13/15 nm C60 8 nm BPhen (Bl)
8 nm NPD (Q)
C 80 nm C70 None 8 nm BPhen (Bl)
8 nm NPD (Q)
20 nm C60 (Non-Ideal)
Structure Anode Anode Blocker Donor Acceptor Cathode Blocker Cathode
D ITO 10 nm MoOx 10 nm DBP 40 nm C60 10 nm BPhen 100 nm Ag
Table 5.1: Structures used for (A) spectrally-resolved photoluminescence quenching, (B) C60 inter-
layer, and (C) blocking efficiency measurements (blocking (Bl) and quenching (Q) layers indicated).
Structure (D) is an OPV.
citon blocker and N,N-Di-[(1-naphthyl)-N,N-diphenyl]-1,1-biphenyl)-4,4-diamine (NPD)
was the exciton quencher.
The OPV used structure D in Table 5.1. The device area of 1 mm2 was defined by
a shadow mask during metal cathode deposition. The EQE was measured as previously
reported.89 Fits to the EQE were performed using the method of Peumans, et al.172 on the
C60 in its absorption range of λ=380 nm to 520 nm. The PL measurements were taken
in a high purity N2 atmosphere using a PTI QuantaMaster spectrofluorometer at a pump
incidence angle of θ = 30. The PL intensity was measured at 60 from normal at λ = 750
nm for C60 and λ = 685 nm for C70. Fits to the PL data were performed by calculating
η via Eq. 5.1, with G(x) obtained via the transfer matrix method.198 All optical constants
and thicknesses were measured using a variable angle spectroscopic ellipsometer.
5.4 Results
The EQE spectrum of a planar DBP/C60 OPV (structure D) is shown in Fig. 5.2 (inset).
A fit to the EQE in the region of C60 absorption172 yields LD = 32 ± 2 nm. The SR-PLQ
measurements of C60 (structure A) give LD = 36 ± 2 nm, with sample PLE data shown
in Fig. 5.2. Fits to the ratio of these data using Eq. 5.2 are shown in Fig. 5.3 (circles).
The PL emission was measured at λ = 750 nm, corresponding to C60 fluorescence.209 No
room-temperature phosphorescence expected at λ = 825 nm209 was observed, indicating
that triplet excitons were not observed.
The diffusion length was also measured using a C60 interlayer on C70 (structure B), and
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was found to be LD=20 ± 2 nm. This smaller value suggests there is a difference between
the HOMO-LUMO energy gaps (∆EHL) of the two fullerenes. Fitting the ratio of the data
in Fig. 5.4 using Eq. 5.6 and 2.24, and LD = 36 nm gives ∆EHL = 18± 5 meV (Fig. 5.3),
with C60 have the wider energy gap. Also, for C70, we find that LD = 10±1 nm (Fig. 5.3),
consistent with previous reports,211 and the blocking efficiency of C60 on C70 was φ = 62
± 6%, using data from structure C in Fig. 5.5 along with Eq. 5.8. This corresponds to ξ =
1.6 ± 0.4.
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Figure 5.2: Photoluminescence excitation (PLE) data for 310 nm thick C60 layers. The C60 was
were capped with a blocking BPhen, or a quenching NPD layer. Samples were excited at 30 from
normal incidence, and emission detected at θ = 60 at λ = 750 nm. Inset: External quantum
efficiency (EQE) (squares) for the OPV structure D. The shaded area indicates the range of C60
absorption, and the remainder the range of DBP absorption. Solid line is a fit to the C60 response of
EQE, giving a diffusion length of LD = 32± 2 nm
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Figure 5.3: Ratio of PLE spectral intensities (η(λ)) and fits using theory in text. Spectrally-
resolved photoluminescence quenching (SR-PLQ) was used to fit the data from C60 (circles) and C70
(downwards-pointing triangles) films, giving LD = 36± 2 nm and LD = 10± 2 nm, respectively.
C60 interlayers of 8 nm (upwards-pointing triangles) and 15 nm (squares) were fit using intermediate
boundary conditions at the interface between the fullerenes, giving LD = 20± 2 nm for both.
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5.5 Discussion
The diffusion lengths measured for C60 based on EQE and SR-PLQ are consistent with
previous measurements by Peumans172 and Qin.206 Since the spin-independent EQE mea-
surement and the SR-PLQ measurement that depends only on the optical generation of
emissive singlets agree, we conclude that photocurrent due to absorption in the C60 layer
in OPVs primarily originates from singlet excitons. Note, too that our measured value for
LD disagrees with recent measurements of singlets by Lane et al207 and Fravventura et
al.197 Using time-resolved microwave conductance, Fravventura observed LD = 7.1 ± 0.5
nm, but also concluded that singlet excitons were the primary carrier of photoexcitation.
Lane reported LD = 10 ± 4 nm in C60/zinc phthalocyanine (ZnPc) nanostructures. The
discrepancies between these values are attributed to differences in C60 crystallinity and
purity, as previously noted.172 Also, the very short diffusion lengths in these studies contra-
dict considerable work on OPV cells. This suggests that singlet recombination in samples
with uncertain purity may occur through defects, hence circumventing the strict quantum
mechanical selection rules arising from the C60 molecular symmetry.
The importance of purity to the diffusion length of C60 is supported by measurements
made in our own work on different batches of C60 of varying purity. Devices using C60
with LD = 36 ± 2 nm yielded the highest efficiencies, suggesting high purity. In contrast,
devices made with a separate source batch of C60 from the same supplier showed signifi-
cantly reduced efficiency, with measurements of LD of the lower-efficiency C60 giving LD
= 20 ± 2 nm. All source materials used in this study were purified using thermal gradient
sublimation as above, but reduced purity in the starting material nevertheless results in a
45% reduction in LD, indicating the limitations to purification of materials with various
qualities. Indeed, it has been shown that contamination can lead to C60 oligomerization
and oxidation, with such reaction products having a significantly reduced τ , and hence LD
compared to pure source materials.68
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Figure 5.4: Photoluminescence excitation (PLE) spectral intensity of an 8 nm thick C60 interlayer
between an 80 nm thick C70 and an 8 nm thick blocking (BPhen) or quenching (NPD) cap layer.
Samples were excited at θ = 30 from normal, and the PLE was detected at 60 from normal. Emis-
sion was measured at λ = 685 nm, corresponding to the peak of the C70 singlet exciton absorption.
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Figure 5.5: Photoluminescence (PL) spectra used to calculate the C60 exciton blocking efficiency
by C70, yielding φ = 62± 6%. Samples were comprised of a 80 nm thick C70 layer capped with an
8 nm thick blocking (BPhen) or quenching (NPD) layer, or a 20 nm thick C60 cap. Samples were
excited at λ = 540, where C70 has strong absorption and C60 does not.
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5.6 Conclusion
In conclusion, we found that the source of the energy transport in optically-excited C60
films originates from the generation of singlet excitons. Measurements made using fits to
the EQE of OPVs and those using spin-dependent SR-PLQ measurements give LD = 32 ±
2 nm and LD = 36 ± 2 nm, respectively. We have extended the application of SR-PLQ by
employing C70 as a fluorescent sensitizer for C60. This led to measurements of the energy
offset between the two materials, where we found that the HOMO-LUMO energy gap of
C60 is 18 ± 5 meV greater than for C70. We have also developed techniques to include the
effects of partially blocking or quenching interfaces on exciton diffusion between materials
with only minor differences in HOMO-LUMO energy gaps, but with different LD and τ .
These techniques expand the class of structures that can be used to accurately determine
these fundamental materials parameters, such as devices incorporating partially blocking
buffer layers such as molybdenum oxide (MoOx).
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CHAPTER 6
Surprisingly High Conductivity and Efficient
Exciton Blocking in Fullerene:Wide-Energy-Gap
Small Molecule Mixtures
6.1 Effects of Mixed Buffer in Devices
Exciton confinement in the active regions of OPVs provided by a blocking layer between
the cathode and electron acceptor is a necessary element for achieving high solar power
conversion efficiency. The blocker serves four functions: (i) confinement of excitons
within the active layer to prevent quenching at the organic/cathode interface,212, 213 (ii)
prevention of damage to the acceptor layer during the deposition of the cathode,213, 214
(iii) provision of a transparent spacer to optimize the optical field distribution within the
active layer,215 and (iv) promotion of efficient charge extraction following exciton disso-
ciation in the active region. Multiple types of blockers have been developed, with the
major differences being the mechanism for charge conduction. The most effective means
for achieving confinement is the double heterojunction,172 where a cathode-side organic
buffer layer forms a blocking, nested (Type I) heterojunction with the acceptor. A wide,
highest occupied molecular orbital (HOMO)-lowest unoccupied MO (LUMO) energy gap
material such as BCP212, 213 or BPhen216, 217 with a LUMO energy significantly smaller
than that of the acceptor layer can transfer charge through defect states induced during
metal deposition.172 Materials such as 3,4,9,10 perylenetetracarboxylic bisbenzimidazole
(PTCBI) and 1,4,5,8-napthalene-tetracarboxylic-dianhydride (NTCDA) conduct electrons
along LUMOs that align with those of the acceptor.191 In contrast, tris-(acetylacetonato)
ruthenium(III) [Ru(acac)3] and related compounds with very shallow HOMO levels con-
duct holes from the cathode that recombine with electrons from the acceptor layer at the
buffer/acceptor interface.218, 219
The recently developed mixed buffer170, 220 that is comprised of an electron conducting
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Figure 6.1: Absorption of various C60’:BCP blends. Inset: Absorption at the Frenkel absorption
peak (340 nm) and the CT peak (450 nm). Frenkel absorption corresponding to an exciton on
a single C60 molecule drops off linearly with concentration, while CT absorption drops off with
power-law dependence with an exponent of 2.7 ± 0.1. This implies that the formation of the CT
excitons involves two to three molecules, in agreement with previous studies.209, 221 Figure adapted
from220
fullerene (e.g. C60) blended into a wide HOMO-LUMO energy gap material such as BPhen
or BCP uses a fourth mechanism. The fullerene provides conductive pathways through the
wide gap, insulating material which, in turn, blocks (or filters) excitons. This leads to im-
proved charge transport compared to pure wide energy gap materials while still maintaining
most of the blocking characteristic of such materials.
Transparency is also required in a good buffer material. Absorption in C60 above 400
nm is due to a CT exciton, with the first allowed Frenkel transition occurring at 340 nm.209
The absorption of CT excitons falls off superlinearly with dilution, as it requires multiple
C60 molecules in proximity to form. As shown in Fig. 6.1, the 1:1 buffer is nearly transpar-
ent above 400 nm. The Frenkel peak falls off linearly, as expected from a single-molecule
exciton, while the CT absorption at 450 nm falls off with power law dependence xm, where
x is the C60 volume fraction and m = 2.7 ± 0.1 (Fig. 6.1 inset). This indicates that ab-
sorption into the CT exciton involves two to three molecules, and that dilution of C60 is
sufficient to render it transparent enough to serve as a buffer material.
Initial work in devices focused on the effects of the mixed buffer in planar structures.
The performance of devices using a 1:1 BCP:C60 mixed buffer was compared to pure layers
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of the conventional blockers BCP222 or PTCBI89 as well as to layers of the compound buffer
capped with a thin layer of either BCP or PTCBI.191 Active layers in these devices were
composed of DPSQ and C60 (Fig. 6.2 (a)), with the DPSQ spincoated on the substrate
and all other layers deposited through VTE. The devices were then solvent-vapor annealed
after deposition of the C60 but before deposition of the buffer layer.89
The current-voltage characteristics of the devices are shown in Fig. 6.2(b) with the
device parameters given in Table 6.1. The mixed buffer alone had equivalent efficiency to
the pure buffer devices (4.8± 0.2% for all three), while adding a thin layer of a pure buffer
on top of the mixed buffer resulted in higher efficiency devices. That is PCE = 5.3±0.2%
and PCE = 5.0 ± 0.2% for a top layer of PTCBI and BPhen, respectively. The top layer
of pure buffer protects the C60 in the mixed buffer from being damaged by the deposition
of the metal electrode.
The improvement in the DPSQ/C60 planar devices is attributed to a reduction in exciton-
polaron quenching223 in the neat C60 active layer. It has been previously shown that large-
energy gap conductors such as BCP have poor conductivity, leading to charge pile-up at the
C60/BCP interface.220, 224 The resulting large charge population in the C60 then quenches
excitons, reducing photocurrent.
The mixed buffer serves to reduce exciton-polaron quenching by spatially segregated
excitons and polarons. Excitons have a difficult time diffusing into the mixed buffer, as they
cannot transfer to the high-energy gap material. The mixed buffer therefore has a smaller
density of sites which excitons can hop to, encouraging diffusion back into the active layer.
In contrast to neutral excitons, free charges experience a driving force from the internal field
of the device that pushes them into the conductive pathways of C60 in the buffer. Charges
therefore easily migrate into the mixed buffer, reducing the steady-state charge population
in the active layer and therefore the amount of exciton-polaron quenching. This explains
the improvement in photocurrent from 7.6±0.2 mA/cm2 and 7.1±0.2 mA/cm2 in the pure
PTCBI and BCP devices, respectively, to 8.1 ± 0.2 mA/cm2 and 8.3 ± 0.2 mA/cm2 in the
mixed buffer capped with PTCBI and BCP devices, respectively.
The effects of the mixed buffer on charge extraction was further examined through the
use of biased EQE. Negative bias across an OPV enhances charge extraction, so the ratio
of the EQE taken at 0 V and at negative bias provides a relative measure of the efficiency
of charge extraction. As seen in Fig. 6.2(c), the large difference in the pure buffer de-
vices between 0 V and -1 V bias is a clear signal of poor charge extraction, while the
optimized mixed buffer device remains almost constant with bias indicating much more
efficient charge extraction.
The difference in ratio between long and short wavelengths in biased EQE is then a
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Figure 6.2: Performance of planar heterojunction DPSQ/C60 devices using the structure shown in
(a). Buffers used were: (9) 10 nm BCP; (10) 10 nm BCP:C60; (11) 10 nm PTCBI; (12) 10 nm 10
nm BCP:C60 / 5 nm PTCBI; (13) 10 nm BCP:C60 / 5 nm BCP. (b) Current-voltage characteristics
of devices under one sun, AM1.5G illumination. (c) Ratio of EQE of devices at -1 V bias to its
value at 0 V bias for devices with architectures as in (b). Figure adapted from220
characteristic sign of exciton-polaron quenching in the C60 layer in the pure buffer de-
vices. The acceptor C60 absorbs mostly in the blue while the donor DPSQ absorbs in
the red. Shorter-wavelength illumination then primarily measures the effect of the mixed
buffer on the C60 exciton population, while longer-wavelength illumination measures the
effect on the DPSQ exciton population. Devices incorporating BCP show the largest differ-
ence between long and short wavelengths, a sign of the expected exciton-polaron quench-
ing in C60 caused by the poor charge transport characteristics of the BCP. The mixed
buffer/PTCBI device, in contrast, was almost flat with bias, indicating that the combination
of the mixed buffer with the good conductor PTCBI almost completely eliminated exciton-
polaron quenching. Even the mixed buffer device incorporating a pure BCP layer showed
improvement over the pure BCP device, showing that the mixed buffer helps to spatially
segregate charges and excitons.
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Device Jsc (mA/cm2) VOC (V) FF PCE (%)
9 7.5± 0.2 0.95± 0.1 0.65± 0.1 4.8± 0.2
10 7.6± 0.2 0.95± 0.1 0.66± 0.1 4.8± 0.2
11 7.1± 0.2 0.95± 0.1 0.71± 0.1 4.8± 0.2
12 8.1± 0.2 0.95± 0.1 0.68± 0.1 5.3± 0.2
13 8.3± 0.2 0.95± 0.1 0.64± 0.1 5.0± 0.2
Table 6.1: Device characteristics of planar DPSQ/C60 devices with varying buffers. Buffers used
were: (9) 10 nm BCP; (10) 10 nm BCP:C60; (11) 10 nm PTCBI; (12) 10 nm 10 nm BCP:C60 / 5 nm
PTCBI; (13) 10 nm BCP:C60 / 5 nm BCP.
Figure 6.3: Performance of mixed heterojunction DBP/C60 devices using the structure shown in
(a), inset. a) Spectrally-corrected current-voltage characteristics under 1 sun AM1.5G illumination.
Shaded region indicates the difference in FF between the two cells. b) EQE spectra fore the two
cells. b), inset: Diagrams of energy levels at the DBP:C70/buffer interface, with the neat BPhen
buffer on the right and the mixed buffer on the left. Figure adapted from170
The mixed buffer has also been tested in mixed heterojunction devices, with the current-
voltage characteristics and EQE shown in Fig. 6.3.* As can be seen, the mixed buffer led
to an improvement in both FF and JSC .
Unlike in the planar devices, the improvement in mixed heterojunctions cannot be at-
tributed to a reduction in exciton-polaron quenching. All excitons in a mixed heterojunc-
tion are generated adjacent to the heterojunction and therefore dissociate almost instantly,
meaning the steady-state exciton population is essentially zero.100 As the rate of exciton-
polaron quenching follows n·nc, where n is the exciton density and nc is the charge density
*These devices used BPhen as the wide-energy gap material instead of the BCP used in planar devices.
The two materials are chemically similar and had equivalent results in devices, with the switch to BPhen
occurring because of its reduced tendency to crystallize in comparison to BCP.
100
Figure 6.4: Responsivity vs. illumination intensity for the DBP:C70 cells using either a pure
BPhen layer (control) or the mixed buffer. Dashed lines indicate linear fits according to bimolecular
recombination theory. Figure is from170
(see section 3.4.2.2), the effect is negligible.
The improved device characteristics in mixed heterojunctions are instead attributed to
a reduction in bimolecular recombination.225, 226 Previous studies have shown that energy
bending occurs at the fullerene/BPhen interface, leading to charge pile-up at the interface
and a large potential drop (Fig. 6.3(b), left inset). This leads to a reduced field across the
heterojunction, increasing the charge extraction time and therefore the residence time for
holes and electrons in the mixed heterojunction. This allows more time for the free charge
carriers to recombine, reducing the photocurrent. This effect is most pronounced as the
applied bias is increased towards VOC , reducing the internal field. The higher conductivity
of the mixed buffer results in improved charge extraction from the mixed heterojunction,
causing less charge pile-up and therefore a smaller potential drop at the interface (Fig.
6.3(b), left inset). This in turn leads to reduced bimolecular quenching and the improved
device characteristics shown in Fig. 6.3 (a) and (b).
The role of bimolecular recombination is further investigated by examining the respon-
sivity of the mixed heterojunction cells R = JSC/I with respect to illumination intensity
I . Both cells display a monotonic decrease in R with I , with the control cell decreasing
from R = (12.7 ± 0.4) · 10−2 A/W at I = 0.6 sun to R = (11.8 ± 0.3) · 10−2 A/W at
I = 2.7 suns. The mixed buffer cell, in contrast, showed a decrease of only 0.002 A/W
over the same intensity range (Fig. 6.4). In general, JSC = JG − JMM − JBM , where
JG is the photogenerated current and JMM and JBM are the current lost to monomolecular
and bimolecular recombination, respectively. Both JG and JMM are linearly proportional
to I while JBM ∝ βI2, where β is a constant. Device responsivity therefore goes as
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R = JSC/I = R0 − βI , where R0 is the device responsivity in the absence of bimolecular
recombination. Linear fits to this equation (Fig. 6.4, dashed lines) show both devices to
have the same R0 = 12.9 A/W, implying they have the same responsivity in the absence of
bimolecular recombination. However, β for the control cell is four times larger than that of
the mixed buffer cell, showing that bimolecular recombination is reduced by an equivalent
amount in the mixed buffer cell. The enhanced conductivity of the mixed buffer results in
approximately a 50% decrease in both hole and electron population in the mixed hetero-
junction, resulting in less current lost to bimolecular recombination and therefore a higher
FF and JSC .
New applications for the mixed buffer continue to be developed. It has been used in
highly-efficient planar-mixed DBP/C70 devices,170 improving the efficiency from 7.1 ±
0.3% with a pure BPhen layer to 8.1 ± 0.4%. It has also been shown to serve as a good
intermediate buffer layer between the two cells of a tandem device, being more transparent
than the PTCBI previously used for that purpose. Given the broad application of the mixed
buffer, a deeper physical understanding is desired and will be covered in the following
sections.
6.2 Monte Carlo Simulation of Mixed Buffer Properties
Further attempts to understand the reasons for the mixed buffer’s effectiveness begin with
Monte Carlo simulations of charge and exciton transport through the layer. The simulations
represent the physical structure of the BPhen:C60 mixed buffer as a 3-D random distribu-
tion of available (C60) and unavailable (BPhen) sites for transport on an isoenergetic cubic
lattice, adjacent to a layer of pure C60. The edges of the simulated region perpendicular
to the C60 / mixed buffer interface obey periodic boundary conditions, while the boundary
conditions of the remaining interface of the C60 and mixed buffer layers vary between the
exciton and charge simulations. A characteristic portion of the simulated region is shown
in Fig. 6.5, inset.
Simulations of exciton transport use a blocking condition for the back C60 interface
and a semi-infinite layer of mixed buffer. Excitons were randomly generated in the pure
C60 film and allowed to diffuse in a random walk through nearest-neighbor hopping. Each
exciton was run through 2000 steps before the final position was recorded, with exciton-
exciton interactions neglected. Any exciton that attempts to transfer onto a BPhen molecule
instead remains in place for that step. The final positions of the excitons are then summed
and displayed with respect to position along the C60 / mixed buffer interface normal.
Sample results from the Monte Carlo simulations are shown in Fig. 6.5. For a junction
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Figure 6.5: 3-D Monte Carlo simulation of exciton diffusion from neat C60 into BPhen:C60 blend
layer. The neat C60 (0:1) blocks 50% of the excitons, the 1:1 ratio blocks approximately 81%, the
2:1 ratio blocks ∼ 95%, and the 4:1 ratio blocks ∼ 98% of the excitons. The blocking efficiency is
defined as the ratio of the exciton population at the interface to the population expected for an ideal
blocking layer, and all data are normalized to this value. Inset: 3D illustration of the 1:1 mixed layer
used in the simulation. Green denotes BPhen, blue is C60. The neat C60 acceptor layer is shown as
the semi-transparent region on the front right edge of the blend.
between two materials with equal site densities, the final population at the interface is
half way between a perfect blocker and a perfect quencher (i.e. zero population at the
interface) and corresponds to 50% blocking. In the case of a 1:1 mixture of BPhen:C60,
which corresponds to the case of a Frenkel exciton of C60 approaching an evenly mixed
buffer, the mixed layer is 81% efficient at blocking excitons.. For a 4:1 mixture of blocking
to transport sites, which corresponds to a CT exciton approaching a 1:1 C60:BPhen mixture,
the interface is 98% blocking, showing that a seemingly porous interconnected mixed layer
can indeed act as an efficient exciton blocking layer.
Charge transport simulations examined the transit time of charges through the mixed
buffer. Charges were injected into the pure C60 layer and allowed to diffuse through random
walk nearest-neighbor hopping until they were collected on the far side of the mixed buffer
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Figure 6.6: 3-D Monte Carlo simulation of charge transport through a BPhen:C60 blend layer. Data
shows the median charge extraction time with respect to applied electric field for several thicknesses
of the 1:1 mixed buffer.
and their transit time recorded. The Miller-Abrahams approximation (Eq. 2.24) was used
to weight the relative hopping probabilities for different directions under an applied electric
field and charge-charge interactions were neglected. The median transit time for charges
under a range of applied electric fields passing through a layer with a given mixing fraction
was then used to calculate the mobility of the layer from the relationship between extraction
time and applied electric field, normalized by setting the zero-field mobility of electrons in
the neat C60 layer to the experimental value of 5.1 · 10−2 cm2 / V · s.227
Results are shown in Fig. 6.6. For the 1:1 mixed buffer, used in devices, the model
predicts an effective mobility of 4.7 · 10−3 cm2 / V · s, only one order of magnitude less
than that of pure C60. This is in comparison to the significantly lower mobility of 1.9 · 10−5
cm2 / V · s for pure BPhen.228 The relatively low mobility of BPhen then leads to the charge
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pile-up at the buffer / active layer interface that promotes quenching.
6.3 Experimental Characterization
In this section, we quantitatively investigate the physical mechanisms of conduction and
exciton blocking by the compound blocker using a combination of photoluminescence
(PL) quenching,138, 198 transient photocurrent,229–231 resistivity, conductive atomic force mi-
croscopy (conductive-tip atomic force microscopy (cAFM)) and x-ray diffraction (XRD)
measurements. We find that the compound buffer is greater than the sum of its parts, with
the C60 and BPhen contributing to the current transport and exciton blocking characteristics
of the buffer to a degree that is strikingly greater than their mixing fraction would suggest.
A 1:1 (by volume) BPhen:C60 mixed buffer blocks 84±5% of the excitons incident from
the active layer, which is only a slight decrease from that of a neat BPhen layer. The re-
sistance of the compound buffer remains more than an order of magnitude lower than pure
BPhen even at a very high (¿80%) BPhen fractions, implying that nanoscale phase segrega-
tion in the C60 allows it to conduct charges over the entire range of mixing fractions.232–236
Electron transport through the compound buffer is non-dispersive, which is qualitatively
different from conduction through neat BPhen. The improved charge transport properties
of the compound buffer combined with efficient blocking characteristics leads to the in-
creased efficiency for both planar and mixed active layer OPVs.
The exciton population in an organic semiconductor is modeled using the steady-state
diffusion equation172 (Eq. 2.18). This equation is the basis of spectrally-resolved photolu-
minescence quenching (SR-PLQ),138, 198 a method to measure theLD of a photoluminescent
material. This technique uses two identical films of the material, one capped with a block-
ing layer (with boundary condition ∂n
∂x
|x=0 = 0 ) and the other with a quenching layer (with
n(0) = 0). For an exponentially decaying G(x) in the absorbing layer, the ratio, η, of the
photoluminescence of the optically pumped sample capped with a blocking (B) layer to
that with a quenching (Q) layer is: 138, 198
η(λ) =
PLB
PLQ
= α′(λ)LD + 1 (6.1)
where α′ = α
cos(θr)
is the absorption coefficient of the active region at wavelength λ, cor-
rected for the propagation angle, θr, in the layer as measured from normal incidence. The
slope of η vs. α′ in Eq. 6.1 gives the exciton diffusion length. This method has been
extended to optically thin films through the use of transfer matrices to calculate G(x).198
For a perfectly quenching interface, n(0) = nQ = 0, whereas for a perfect blocker,
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n0 = nB. Intermediate between these extremes is the non-ideal interface characterized by
its blocking efficiency, φ, such that nNI = φ · nB, where nNI is the exciton density at the
non-ideal interface. In this case, Eq. (2) becomes:
η(λ) =
PLNI
PLQ
= φα′(λ)LD + 1 (6.2)
Here, φ = 1 for a perfectly blocking interface and φ = 0 for a perfect quencher. If LD
is known, φ can be directly measured. If the PL from three different samples capped with
a blocker, a quencher, and a non-ideal blocking/quenching layer is measured, then both
φ for the non-ideal blocker and LD for the luminescent material can be independently
determined.
Traditional descriptions of charge transport in semiconductors assume that the hopping
time of a carrier is small compared to its transit time through the material. A narrow charge
packet injected into one side of a film will then travel at a constant velocity characterized
by the carrier mobility with a time-dependent Gaussian spread in the packet as predicted by
the central limit theorem. In contrast, dispersive transport occurs when the hopping time is
on the order of the transit time so a small number of hops can drastically change the transit
time for a given charge.237, 238 The central limit theorem is therefore no longer applicable,
as it requires a large number of independent random events, and the spread in the charge
packet becomes non-Gaussian. Dispersive transport is characterized by a time-dependent
mobility that is generally lower than for the case of non-dispersive transport.
The current response in the dispersive limit where charges are injected with a delta- or
step-function shape is:
I(t) ∝
{
t−(1−β), t < tc
t−(1+β), t ≥ tc
(6.3)
where tc is the transit time across the layer, and β is an empirical factor in the domain
{0, 1}. This behavior is in contrast to the exponential decay of the current as expected for
non-dispersive transport.
In the mixed conductor (C60)/insulator (BPhen) blends, it is useful to determine whether
or not there is phase separation that will affect the conductive properties of the material.
For this purpose, we examine the distribution of the current based on its autocorrelation
function, a method that is useful in identifying spatial order. For a 2-D current map of
current density, j(r), the autocorrelation function is defined as:239–241
C(r) =
∫
j(r′)j(r′+ r)dr′ (6.4)
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Figure 6.7: photoluminescence (PL) intensity from an 80 nm thick C70 layer capped with an
8 nm thick layer of BPhen (exciton blocking), 8 nm thick NPD (quenching), or a 20 nm thick 1:1
BPhen:C60 compound buffer. The blocking efficiency, φ, is calculated from the PL intensity relative
to the blocking and quenching caps. Although the compound buffer sample PL overlaps that of the
blocking sample, it corresponds to φ = 84 ± 5% instead of 100% due differing optical fields in
the two samples. Inset: Sample structure used for PL measurements. Samples were excited at a
wavelength of 540 nm, at an incidence angle θ=30° and measured at θ=60°.
Here, r is the separation between any two points in the image. In a completely random
distribution, C(r) is a constant independent of separation. The autocorrelation function
may, therefore, be used to look for phase segregation in a current map of a conductor-
insulator blend such as used in the compound buffer.
All materials were deposited by thermal evaporation in high vacuum (base pressure
< 10−7 torr), with DBP100 and the fullerenes purified once by vacuum thermal gradient sub-
limation.172 For PL measurements, films were grown on quartz substrates with all deposi-
tion rates and thicknesses monitored with a quartz crystal microbalance. Layer thicknesses
and optical constants of the thin films were measured by ellipsometry. The sample struc-
ture was quartz/C70 (80 nm)/cap layer, where the cap was either a BPhen (8 nm) blocker,
an NPD (8 nm) quenching layer, or a C60:BPhen mixed buffer (20 nm). Excitons freely
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diffuse between the identical energy levels of the two fullerenes,209 but C70 has a longer
wavelength absorption cutoff than C60 due to its reduced molecular symmetry,199.199, 200
The sample is excited at λ = 540 nm where C60 has minimal absorption, resulting in a step
function excitation profile within the C70, decreasing to zero at the interface with C60.
The C70 for all samples with various cap layers was simultaneously deposited to ensure
consistency. The C70 PL was monitored at the emission peak wavelength of λ = 685 nm
for several minutes prior to data acquisition in a N2 atmosphere to check for degradation.
Samples were illuminated through the capping layer at an incident angle of θ = 30°, and
PL was collected at 90° to the excitation beam, also through the cap. Data were fit to the
PL ratios obtained from Eq. 2.18 using optical transfer matrices to account for interference
effects and the absorption of the various layers.
The OPVs have the structure: glass / ITO / MoOx (10 nm) / DBP:C60 1:8 (54 nm)
/ buffer / Ag (100 nm), where the buffer is either 8 nm BPhen or 10 nm BPhen:C60/5
nm BPhen. Prior to film deposition, the glass/ITO substrates were cleaned in a sequence
of detergent in deionized water, acetone and isopropanol for 10 min each, followed by
ultraviolet-ozone exposure for 10 min. The 2 mm2 device area was defined by the in-
tersection of patterned ITO on the substrate and by the Ag cathode deposited through a
shadow mask. Devices were encapsulated in a glass/epoxy/glass package in a high purity
N2 atmosphere to protect them from atmospheric exposure during transient photocurrent
measurements.
Device efficiency was measured as described previously.100 The transient photocurrent
was obtained with a Textronix TDS 3054B oscilloscope using a 50 Ω termination, and
excited by a Thorlabs λ = 530 nm light emitting diode driven by 100 s pulses from an
impedance-matched HP 8114A pulse generator. The pulse duration was sufficiently long
to allow the device to reach steady-state.
Samples used for measuring film resistivity consisted of an array of devices with the
structure glass/ITO/100 nm Ag/10 nm PTCBI/100 nm buffer /10 nm BPhen/120 nm Al.
The 1 mm diameter circular devices were defined by deposition of the Al cathode through
a shadow mask. Also, PTCBI was placed beneath the Ag contact due to its deep LUMO
energy.191 Current-voltage characteristics were measured in a high purity N2 atmosphere.
The voltage was scanned in both the forward and reverse directions and no evidence for
hysteresis was observed. Resistivity was calculated from the ohmic region between ±0.15
V.
Layers of the mixed C60:BPhen buffer used for cAFM were deposited on a glass sub-
strate coated with ITO and a 10 nm polyethylenimine, ethoxylated (PEIE) film to provide
an electron injecting contact. The cAFM measurements were obtained using an Asylum
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Figure 6.8: Photocurrent vs. time (t) of an ITO / 10 nm MoOx / 54 nm DBP:C60 1:8 / buffer / 100
nm Ag organic photovoltaic (OPV) cell following the end of a 530 nm wavelength optical pulse.
The buffer was either an 8 nm thick BPhen, or a 10 nm thick compound buffer capped with 5 nm
BPhen to protect the underlying layer from damage during metal deposition. Current for the neat
BPhen buffer (black squares) follows t−2, indicative of dispersive transport. All compound buffer
BPhen fractions (25%, blue triangles; 50%, green diamonds; 90%, red circles) show an exponential
decay transient (indicated by the dashed line as a guide to the eye), suggesting dispersive transport.
Inset: Time constants of exponential transient photocurrent decay versus BPhen fraction.
Research MFP-3D stand-alone AFM under ultrapure Ar. A Pt-Ir 5-coated atomic force mi-
croscopy (AFM) probe (Nanosensors, ATEC-CONTPt, spring constant 0.2 N/m) was used
as the top electrodes for contact-mode measurements, allowing for simultaneous determi-
nation of both topography and current. The contact force was ∼10 nN. X-ray diffraction
data were obtained in the Bragg-Brentano configuration for 200 nm thick organic layers
deposited on sapphire substrates. Data were recorded in 0.04° steps at 30 s/degree.
Example scans for SR-PLQ measurements are shown in Fig. 6.7 for the structure in
Fig. 6.7, inset. The data were used to calculate φ using Eq. 6.2, and compared to those
predicted by previously-reported Monte-Carlo simulations of exciton transport in the com-
pound buffer220 (see Table 1). We find that neat C60 has φ = 50 ± 2% (consistent with
absorption only in C70 due to the pump at λ = 540 nm ) compared with 100% for BPhen.
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% BPhen Predicted Blocking Efficiency φ Blocking Efficiency φ
Blocking Efficiency (%) Relative to Blocker (%) Relative to Quencher (%)
0 50 50± 2 46± 2
25 63 76± 3 69± 11
50 81 84± 5 82± 5
66 95 87± 4 87± 4
100 100 – –
NPD 0 – –
Table 6.2: Comparison of simulated and measured exciton blocking characteristics of the mixed
buffer. Pure BPhen and NPD are assumed to be a perfect blocker and quencher, respectively.
A linear interpolation of these two points suggests that 1:1 BPhen:C60 would have φ = 75%,
in contrast to φ = 84± 5% observed. Other mixing ratios display the same disproportion-
ately high blocking efficiency. This is explained as follows: The exciton diffuses via a
random walk between nearest-neighbor molecules. A BPhen molecule acts as a blocking
site in the lattice that prohibits exciton transfer. At the interface between the neat fullerene
and the compound buffer, there are therefore only a limited number of possible transfer sites
in the buffer compared to sites in the bulk fullerene, efficiently blocking excitons. This is
consistent with the physical picture used in Monte Carlo simulations of exciton diffusion
into the mixed buffer,220 and the simulated values match our experimental results in Table
1.
Transient photocurrent measurements are shown in Fig. 6.8. Devices using the com-
pound buffer have qualitatively different characteristics compared to those with a neat
BPhen buffer, which showed an inverse power law relationship I(t) ∝ t−2, correspond-
ing to β = 1 in Eq. 6.3. This is characteristic of dispersive transport.237, 238 Photocurrent
transients from all devices with the compound buffer exhibited exponential decay with
time, indicative of non-dispersive transport, with time constants shown in Fig. 6.8 inset.
The PCE at 1 sun AM 1.5G illumination for the OPV used in the transient photocurrent
measurements is shown in Fig. 6.9 (inset). Devices were 6.6 ± 0.1% efficient from 1:4
BPhen:C60 to 3:1 BPhen:C60, decreasing to 5.9± 0.1% at> 9 : 1 BPhen:C60. The decrease
in PCE is due to a reduction in fill factor (FF) from 61% to 57%.
As shown in Fig. 6.9, the resistivity of the compound buffer gradually increases with
BPhen fraction, with a sharp jump seen at 100% BPhen as the film becomes insulating. The
resistivity of 100% BPhen of 6± 1 · 1011 Ω · cm matches literature values.242 Just as BPhen
has a disproportionate effect on the exciton blocking characteristics of the buffer, C60 has a
similarly pronounced effect on its charge transport properties. Even at 9:1 BPhen:C60, the
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Figure 6.9: Resistivity as a function of BPhen fraction in a 100 nm thick C60:BPhen mixed layer.
The resistitivity only increases sharply when all C60 is eliminated from the layer, suggesting that
the C60 forms conductive paths even at 90% BPhen. Inset: Power conversion efficiency of OPVs
under 1 sun AM1.5G illumination vs. BPhen fraction in a C60:BPhen buffer. Device efficiency was
roughly constant from 20% to 80% BPhen, showing the buffer had efficient exciton blocking and
charge extraction over this entire range. Device efficiency decreases at ¿ 80% BPhen, primarily due
to a decrease in fill factor from 61±1% to 57±1% due to reduced charge extraction efficiency.
resistance of the buffer is an order of magnitude less than neat BPhen, and the conduction is
non-dispersive. This indicates that C60 undergoes nanoscale phase segregation that allows it
to form conductive paths even at very high BPhen concentrations. This is further supported
by the constant efficiency of OPV devices under 1 sun AM1.5G illumination employing
the buffers with mixtures ranging from 1:3 BPhen:C60 to 4:1 BPhen:C60, as shown in the
inset of Fig. 6.9.
2-D current maps of the compound buffer with varying blend ratios obtained by cAFM
at an applied bias of -1.0 V are shown in Fig. 6.10. For the 1:2 C60:BPhen buffer the
current density data is analyzed using Eq. 6.4. Autocorrelation of the current density vs
distance was constant, indicative of a random distribution of conductor and insulator as
111
Figure 6.10: conductive-tip atomic force microscopy (cAFM) images of C60:BPhen blends, with
(a)100 vol.%, (b) 75 vol.%, (c) 50 vol.%, and (d) 33 vol.% C60, taken at -1.0 V tip bias. The
100% C60 samples (a) show only small areas of reduced conduction. As the BPhen concentration
is increased, patches of the film become increasingly insulating, until at 33 vol.% C60, conduction
occurs only in isolated regions. This change from widespread to isolated conduction is accompanied
by a 100X decrease in current.
shown in Fig. 6.11, inset. The transition from conducting C60 to mostly insulating BPhen
is apparent in Fig. 6.10. The neat C60 sample shows bulk conductivity, with only isolated
patches of slightly (20− 40%) decreased current. Layers with larger BPhen concentrations
show increasingly larger insulating areas, with the 1:2 C60:BPhen mixture showing both a
maximum current of 100 times less than pure C60, and conduction only through isolated
regions. Layers with lower concentrations of C60 were too insulating to be imaged. Phase
segregation, if it exists therefore occurs on scales below the cAFM instrument resolution
of 10 nm.
We further examined the nanostructure of the mixed buffer using XRD, with scans of
three BPhen:C60 mixtures shown in Fig. 6.11. Neat C60 exhibits peaks corresponding to
diffraction from the (002), and (112) crystal planes, with a domain size of 20 nm calculated
from the peak Scherer broadening.243 For 1:1 C60:BPhen, a small peak corresponding to
the (112) crystal plane is still visible. The broadened peak indicates that the C60 domains
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Figure 6.11: X-ray diffraction pattern of 200 nm thick C60 (black line, data divided by 20), 1:1
BPhen:C60 (red dashed line), and 9:1 BPhen:C60 (blue dotted line) films on sapphire substrate taken
in the Bragg-Brentano configuration using the Cu-K line. Peaks from the (002) and (112) crystal
planes are visible for the neat C60 film, with peak widths corresponding to a domain size of 20 ± 1
nm. The 1:1 BPhen:C60 compound buffer shows a smaller and wider (112) peak, corresponding to a
3 ± 1 nm domain size. No crystallinity was observed in the 9:1 BPhen:C60 buffer. Inset: Averaged
values of the current autocorrelation function C(r) vs. distance r of three, 2 m x 1 m 2:1 BPhen:C60
conductive-tip AFM images taken at 3 V bias. The magnitude of C(r) is constant over two orders
of magnitude of distance, from which we infer a random distribution of BPhen and C60 at all length
scales. The cAFM spatial resolution is 10 nm.
are only 3 ± 1 nm, which is too small to be imaged by cAFM. When the C60 was further
diluted in the 1:9 BPhen:C60 sample, no XRD peaks are observed. We attribute this to the
small quantity of C60 that cannot result in observable peaks at our instrumental resolution,
although their absence does not rule out the possibility of small-scale phase segregation.
Improved charge extraction through the compound buffer explains the improvement in
both mixed and planar heterojunction devices. It has been previously shown that planar
heterojunctions with a neat BPhen layer exhibit charge pile-up at the buffer-acceptor inter-
face, resulting in a high steady-state charge density in the active layers, and hence a high
rate of exciton-polaron quenching.224 Exciton-polaron quenching is not present in mixed
donor-acceptor heterojunctions due to the drastically reduced exciton concentration, but
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inefficient charge extraction in such devices leads to increased bimolecular recombination
and a similar loss in device efficiency.170
Percolation theory has been extensively applied to understanding the conductivity of
disordered conductor-insulator composites.232–236 The transition point from insulator to
conductor is dependent on the crystal structure, with the close-packed BPhen:C60 struc-
tures expected to have a conducting threshold of ∼20% C60 concentration.244–247 Surpris-
ingly, we observe no such threshold in either the transient photocurrent or resistance mea-
surements. This suggests that C60 undergoes nanoscale phase segregation when mixed in
BPhen, which allows it to form conductive pathways even at extremely low concentrations.
As discussed above, autocorrelation analysis of the cAFM scans of the compound buffer
shows no ordering, suggesting that phase segregation occurs on a smaller scale than the
instrument resolution of 10 nm, which is consistent with the XRD measurements in Fig.
6.11.
For a layer of finite thickness, the threshold concentration for conduction follows:
pc − pc(L) = AL−1.14 (6.5)
where pc is the critical conductor fraction for an infinitely thick layer, pc(L) is the critical
fraction for a layer thickness of L and lattice constant a (assuming a cubic molecular ar-
rangement) a = 1.1 nm for200 C60. Also, A is an empirical constant. For the 10 nm thick
compound buffer used in transient photocurrent measurements, L ∼ 9 A˚, and L ∼ 91 A˚for
the 100 nm thick layer used in resistivity measurements. The lack of a transition point
at high BPhen concentration is therefore attributed to either nanoscale phase segregation
of C60, or large A. For thin layers used in our OPVs, either explanation suggests a high
conductivity of the mixed buffer across almost the entire range (80% BPhen) of mixing
fractions.
In conclusion, we have examined charge and exciton transport through a compound
fullerene:BPhen buffer. We find that BPhen has a disproportionate effect on the exciton
blocking characteristics of the buffer for a given mixing ratio. For example, 1:1 BPhen:C60
buffer was found to block 84±5% of incident excitons instead of the 75% expected from
a linear interpolation between 0% and 100% BPhen, and other mixing fractions showed
a similarly pronounced blocking effect. Indeed, C60 was also found to have a dispropor-
tionate effect on charge conduction, with non-dispersive transport observed even in 1:9
C60:BPhen layers, which is qualitatively different from the dispersive transport observed
for neat BPhen. Furthermore, the lack of a percolative phase transition suggests small-
scale phase segregation of C60 creates conductive pathways even in the 1:9 compound
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buffer. In combination, these characteristics indicate that the compound buffer can im-
prove efficiency for a range of OPV architectures, as has been demonstrated in both planar
and mixed heterojunction devices.
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CHAPTER 7
Conclusions and Future Work
The field of organic semiconductors has made great strides forward since the turn of the
millennium. However, compared to inorganic semiconductors, much work remains to bring
it to maturity. This work lies both in the realm of device and materials engineering and in
basic physical understanding of the principles of operation.
A primary challenge facing the field today is a better understanding of the atomic-level
morphology of devices. Inorganic semiconductors have long been able to use a range of
techniques such as scanning electron microscopy (SEM) and transmission electron mi-
croscopy (TEM) to observe the atomic lattice itself, which has allowed researchers to un-
derstand the relationship between novel processing techniques and the basic structure of
their materials. It has also allowed a fundamental understanding of the purity and crys-
tallinity of inorganic semiconducting materials, as dislocations and impurities in the lattice
can be directly observed.
These methods do not work nearly as well for organic semiconductors. TEM relies on
differences in atomic weight to show contrast between materials; this is difficult to achieve
in organics, as both components of most blends are composed of similar light elements.
In the BPhen:C60 blends analyzed in chapter 6, for example, the two molecules are both
composed primarily of carbon, with BPhen having an additional two nitrogen molecules.
These blend layers therefore appeared as a single undifferentiated film under TEM.
Organics are also significantly more fragile than inorganics, which rules out the re-
maining methods that work so well for inorganics. High-energy electron beams such as
those used in TEM or SEM can easily damage organics during measurement, changing the
observed morphology. This further reduces the contrast possible with these methods.
Other techniques such as AFM can be used to measure the surface of organics., but
AFM cannot distinguish between different organic materials and therefore cannot truly
characterize blend layers. The method of cAFM can distinguish between organics in cer-
tain blends, but it has a relatively low resolution, on the order of 10 nm, and cannot see
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atomic-level structure. Techniques such as AFM are also unsuitable for looking at organic
blends in cross-section, required if a truly three-dimensional picture of the structure is to
be acquired*.
To truly understand the effects of different processing techniques on layer morphology,
and to clarify our understanding of the mixed layers that are used in nearly all highly-
efficient devices today, new techniques must therefore be developed to image organics with
molecule-level resolution. It is unclear as of yet what these techniques will be. They will
have to avoid damaging the fragile organic films and allow the three-dimensional imaging
of device-equivalent layers.
A more promising recent technique relies on endohedral fullerenes to dramatically
improve contrast in TEM images of organic blends.248–250 Endohedral fullerenes are
fullerenes which incorporate additional atoms, ions, or molecules inside the spherical hol-
low fullerene. By incorporating heavy atom complexes into the fullerene, in this case
lutetitum complexes (Lu3N), high contrast is seen between the fullerene and the donor
material in mixed heterojunctions.This has allowed for full three-dimensional imaging of
mixed fullerene:P3HT heterojunctions, showing the location of the fullerene, the polymer,
and a blend phase composed of both.
However, the broader applicability of this technique remains in question. The fullerene
used was C80, not the more commonly used C60 or C70, and it is unclear whether lutetium
complexes could be incorporated into the smaller fullerenes. Furthermore, it is as of yet
unclear whether the incorporation of the lutetium complex changes the chemical properties
or deposition behavior of the fullerenes, which would also change the morphology of the
heterojunction. A technique capable of imaging the hollow fullerene is therefore desirable,
which would also possess the ability to image hopefully-arbitrary blends of materials.
Another problem which remains to be solved is a better understanding of the behavior
of excitons at interfaces. In chapters 5 and 6, we presented a method for measuring the
blocking efficiency of a given interface relative to an ideal blocker or quencher. However,
the blocker and quencher were simply assumed to be ideal. A method for measuring the
absolute blocking or quenching characteristic of an interface remains elusive.
The work of Giebink, et al. (see section 3.4.1) was an important advance in under-
standing the physics of dissociation at the organic heterojunction,147, 148 but further work
remains. The effects of specific energy difference at the heterojunction still remains un-
clear. What is the minimum separation between the HOMO of the acceptor and the LUMO
*To further complicate matters, it is difficult just to fabricate an organic cross-section. Amorphous or-
ganics do not cleave along a crystal plane like silicon does, meaning that simple mechanical cleaving of the
substrate may not generate a usable sample. Techniques to cut a cross-section such as focused ion beam (FIB)
milling or chemical etching bear a high possibility of damaging the fragile organics.
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of the acceptor required for efficient dissociation? How do things change as the energy
difference increases and decreases? What energy offset is best for efficient devices, and
how does this change based on material properties?
Many future advances in OPV are likely to come from materials advances, working in
concert with the deeper understanding of organic semiconductor physics discussed here.
The field lacks a highly efficient NIR absorber which would allow for the harvesting of the
solar spectrum past approximately 900 nm. This is a lack that can only be addressed by the
development of new materials.
Significant effort is also going towards finding acceptor materials that give comparable
efficiency to the fullerenes C60 and C70. Efficient series tandem OPV require that each
sub-cell generate equal photocurrent, most easily achieved when each subcell absorbs a
separate part of the solar spectrum. Currently, tandem devices incorporating three or four
heterojunctions must have duplicate fullerene layers due to the small selection of efficient
acceptor materials. A wider range of materials would therefore allow for greater flexibility
in tandem design.
A fullerene replacement would be also be attractive for reducing the cost of OPV. The
spherical structure of the fullerenes is currently impossible to synthesize with conventional
chemical techniques. Instead, fullerenes are manufactured through the controlled combus-
tion of hydrocarbons in conditions optimized to produce fullerene soot. This is an im-
provement over the previous low-volume method of laser or electrical ablation of a carbon
filament, but still is relatively high-cost compared to bulk chemical synthesis.
In summary, organic devices have made great advances in recent years, both in engi-
neering of efficient devices and in understanding of the physics underlying the materials
themselves. Indeed, OPV hover on the cusp of commercializability. Advances in materials
and device engineering hold the promise of letting OPV finally find a place in the market.
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APPENDIX A
Thermal Properties of Organic Light-Emitting
Diodes
The high efficiency, large color gamut, and ease of manufacture of organic light-emitting
diodes (OLEDs) have led to their practical application in flat panel displays.251 More re-
cently, large-area white OLEDs have also been found suitable for lighting applications,
with devices already exceeding the efficiency of fluorescent panels.252, 253 However, the
lifetime of OLEDs operated at the surface luminance required for lighting (3000 cd/m2 or
higher) is sensitive to temperature, with 1.65x longer lifetime for a decrease of 10K.254
Accurate methods for modeling and designing temperature-tolerant device structures and
luminaires, therefore, are needed.
Here, we apply a recently introduced matrix method to quantify one-dimensional heat-
transfer from the active region of a multi-layer, packaged OLED by fully describing the
effects of conduction, convection and radiation. In an extension of previous work,255 we
employ an analytical treatment for the effects of convection, allowing for an accurate de-
termination of the packaged device thermal properties using no undetermined, free param-
eters. With this method, we describe approaches to minimizing the temperature increase in
high-brightness OLEDs that are of particular interest in solid-state lighting applications.
A.1 Theory
As described previously,255, 256 the transmission matrix approach employs Laplace trans-
forms of the heat transfer equations. The solution to these equations through a single layer
are represented using:[
Tˆi+1
Qˆi+1
]
=
[
cosh(θi) Zisinh(θi)
sinh(θi)
Zi
cosh(θi)
][
Tˆi
Qˆi
]
=
[
Ai Bi
Ci Di
][
Tˆi
Qˆi
]
= [T (θi)]
[
Tˆi
Qˆi
]
(A.1)
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where Tˆi(s) and Qˆi(s) are the Laplace transforms of the temperature and heat flux across
the ith layer; θi = Li
√
Cis/Ki is the operational propagation constant, Ki is the thermal
conductivity of the film, Ci is its volumetric heat capacity, Li is the layer thickness, Zi =√
1/(KiCis) is the characteristic impedance, and Ai, Bi, Ci, and Di are matrix elements
that can be approximated by polynomial expansions in the Laplace variable, s. Multiple
layers are handled in one of two ways: a series of layers are treated as the product of
the transmission matrices for the several films, while layers placed in parallel, or parallel
heat channels such as conduction and thermal radiation, are treated by assuming that the
incident heat flux splits between the two independent channels with no flow between them.
This gives the final matrix as the sum of the channels:[
Qˆ1
Qˆ2
]
=
∑
i
[
Qˆ1i
Qˆ2i
]
=
∑
i
[
Ai/Bi −1/Bi
1/Bi −Ai/Bi
][
Tˆ1
Tˆ2
]
(A.2)
The parallel and series channels are then combined to model heat transfer through ar-
bitrary, multilayer, one-dimensional systems. Full OLED modeling also requires the inclu-
sion of interface resistance257 and the treatment of radiation and conduction as parallel heat
transfer paths.
Previous work treated convective transfer from the device surface as an additional con-
ductive layer whose thickness was used as a free parameter to match the model predictions
to the measured data, thereby limiting its predictive capabilities. Here, we model con-
vection using Newtons Law of Cooling,258, 259 Qconv = h∆T , where h is the convective
heat transfer coefficient of the ambient, and ∆T is the temperature difference between
the surface and ambient. For forced convection, h is a constant, while it is temperature-
dependent for natural convection.259 Now, Qconv is derived from the Nusselt number,
Nu whose form depends on the thermal environment and experimental geometry. For
our analysis, we consider only the case of convection in the laminar flow regime from
the upper surface of a heated, horizontally positioned packaged OLED. In this case,258
Nu = hL/Kamb = 0.54Ra
1/4 , where L is the characteristic length of the system, Kamb is
the thermal conductivity of the convective medium, and Ra is the Rayleigh number. Other
orientations and geometries may be considered by inserting the appropriate expression for
Nu. The Rayleigh number is then defined for a given convective medium, in our case air,
as:
Ra =
CPρ
2gβ(∆T )L3
µKamb
(A.3)
where CP is the heat capacity at constant pressure of the convective medium, ρ is its den-
sity, µ the viscosity, g is the acceleration due to gravity, and β is the gas volume expansion
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Material Density Volume Viscosity ∆T (K)
(kg/m3) Expansion (1/K) (kg/m · s)
Air 1.18 3.35 · 10−3 1.85 · 10−5 6
Rayleigh 9.0 · 103
Number
Nusselt Number 5.3
(Horizontal Plate)
Table A.1: Rayleigh and Nusselt numbers at 25.5°C
coefficient. From the foregoing, we find that Q ∼ ∆T 5/4, which renders the Laplace trans-
form of this equation mathematically intractable. However, the temperature rise for the
devices studied is only 5−10K even under the highest intensity operating conditions.254, 255
This small temperature change allows us to set the Rayleigh number to a constant, thereby
linearizing Newtons Law of Cooling and greatly simplifying the analysis. The parameters
used to calculate this term and the values of Ra and Nu are provided in Table A.1. Ap-
plying this assumption for a simulated input power of 1 kW/m2, we find that the device
reaches a steady-state temperature of approximately 85°C. If we then change the Rayleigh
number by two orders of magnitude in the model, the steady-state temperature changes by
only 2%, indicating that the model is largely insensitive to these changes.
Combining the analytical treatment of convection with the matrix method allows us to
derive an expression for the device operating temperature, Tin, in terms of the input heat
flux, Qin, the heat transfer coefficient h, and the transmission matrix elements to yield:
Tin = −
B2T
(
h+ AT
BT
)
Qin
1−B2T
(
h+ AT
BT
)(
AB
BB
+ AT
BT
) (A.4)
where AT,B and BT,B denote matrix elements corresponding to heat transfer through the
top (T) and bottom (B) device surfaces (see Fig. A.1).
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Figure A.1: Device structure of an OLED. Heat,Qin, is input in the organic emission layer and then
splits to flow toward the top, QTin, and bottom, Q
B
in, device surfaces. Tin is then the temperature of
the active layer, TS and QS are the temperature and heat flow through the top device surface, Troom
is the ambient temperature, and QTout, Q
B
out, and Q
Rad
out are the heat fluxes due to convection at the
top surface, conduction at the bottom surface, and radiation, respectively.
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A.2 Results and Discussion
We tested the model using a 25 cm2, glass-encapsulated, green phosphorescent OLED
(Universal Display Corp, Ewing, NJ) whose structure is shown schematically in Fig. A.1.
Its layer thicknesses and material thermal constants are given in Table A.2. Current density-
vs.-voltage (J−V ) characteristics were obtained using a Keithley 2400 source meter, while
optical characteristics were measured using a calibrated reference detector. Thermal sur-
face image measurements (Fig. A.2, inset) were taken with a non-contact infrared camera
(FLIR A325) inside a box with a black interior to eliminate stray reflections and to provide
a stable thermal environment. Previous work has shown that the temperature difference
between the upper surface and the organic EML is negligible.255 Hence, we can assume
that the thermal image temperature is the same as that of the EML. The input thermal
power was calculated from the total input electrical power and the measured output optical
power,255 Qopt, using: Qin = JV −Qopt. During thermal measurements, the devices were
suspended several millimeters above an optical table held at ambient temperature. The gap
between the table (which acted as an ambient heat sink) and the device was too narrow to
allow for convection, and hence was treated as an additional thermally conductive layer.
The OLED surface temperature was measured as a function of time at several different
current densities after the onset of a current step at t = 0 and then compared to model
calculations, as shown in Fig. A.2. The model is defined by only the thermal parameters
of the various layers and the geometry of the setup (see Table A.1). The operating currents
at the highest intensities result in a surface luminance of ∼ 3000 cd/m2, with an external
quantum efficiency of approximately 19% at all current densities studied.
The accuracy of the model suggests that it can be useful in designing devices with op-
timized thermal characteristics. In Fig. A.3 we plot the fraction of heat dissipation (ξ)
via conduction through the bottom device surface vs. the total heat loss, as a function of
thickness of the layers (i.e. the glass package cap, squares; or the internal air gap between
cap and cathode, circles) between the emission region and the conductive bottom surface.
The simulations were performed for a constant input power of 114 W/m2 that is applied
at t = 0. Arrows in Fig. A.3 correspond to thicknesses of the measured device. The dis-
crepancy between heat dissipation through the two surfaces can be partly explained by the
device structure, as shown below, and partly through the different heat transfer mechanisms
through the top and bottom surfaces.
Changing the glass cap thickness does not substantially change ξ. It is apparent that heat
is primarily dissipated via conduction in the packaged device, and that natural convection
to the ambient is a comparatively inefficient heat removal pathway. The efficiency of heat
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Layer Thickness Heat Capacity Thermal Reference
(mm) at Constant Pressure Conductivity
(102· J/kg · K) (W/K·m)
Glass 0.7 8.2 1.3 260, 261
ITO 1 · 10−3 3.4 5.0 255
Organic Active Region 1 · 10−4 17 0.2 255
Aluminum 1 · 10−4 9.0 250 260
Air (internal gap) 1.9 10 0.026 260
Table A.2: Thermal constants and layer thicknesses used in model
removal through the top surface of the device is, therefore, limited by convection which
is not readily adjusted through changes in device architecture. Forced convection could
increase the cooling efficiency, albeit at the risk of increasing lighting fixture cost and
complexity.
The bottom device surface also has potential for increased heat extraction via conduc-
tion to the ambient. The glass cap and the internal air gap thickness have large effects on
heat transfer, as they are by far the thickest layers. Using the same assumptions as in Fig.
A.3, we modeled the effect of changes in the thickness of these layers on device heating,
with the results shown in Fig. A.4a. We find that the thicknesses of the glass layers do not
have a significant effect on the steady-state temperature. Instead, the thickness of the glass
determines the thermal equilibration rate following the onset of device heating. In contrast,
the internal air gap (Fig. A.4b) presents the most significant bottleneck to heat transfer.
For the thinnest air layers considered, (0.1 mm), there is almost no heating predicted for
the device at 3000 cd/m2. This corresponds to a larger percentage of heat being removed
through conduction via the bottom surface, as seen in Fig A.3, suggesting that optimal de-
vice architectures can operate at room temperature; a highly promising result for the future
commercialization of OLEDs for lighting applications.
When the internal air gap limits thermal diffusion, the gap between the bottom surface
of the device and the heat-sink must also contribute to device heating. Indeed, we found that
the thickness of the air gap has a significant effect on operating temperature, as predicted
by the model. Also, the device showed a temperature rise of approximately 1.5°C when
attached directly to a Cu heat-sink. This indicates the existence of an internal heat-transfer
bottleneck due to the internal air gap.
While simulations were performed for a green phosphorescent OLED (PHOLED),
lighting applications require white PHOLEDs. Nevertheless, we can extend the analysis
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to white PHOLEDs using data of Levermore et al.254 There, an input power of 489 W/m2
resulted in a brightness of 3000 cd/m2, as compared to the input electrical power of 132
W/m2 for the green devices. If we assume analogous identical device active organic layer
thicknesses structure with an equivalent percentage of input electrical power dissipated as
heat, then this device gives a steady-state temperature of 47.8°C . Levermore reported a
heat rise of approximately 10°C , which suggests different heat sinking or output optical
characteristics from our device.
In summary, we have extended the transmission matrix method for modeling heat trans-
fer in OLEDs, providing a full analytical treatment that includes free convection, conduc-
tion and radiation. The model accurately predicts the thermal profile of OLEDs while
providing an understanding of the factors that determine device operating temperature. In
particular, we find that the internal air gap between the package lid and substrate provides
the largest impedance to heat transfer, and that elimination of this gap allows operation
at near ambient temperature even at high brightness. Further optimization of the thermal
performance of OLEDs and other photonic devices can be obtained using the methods pre-
sented.
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Figure A.2: Measured temperature of a 25 cm2 green phosphorescent OLED at several different
input current densities (points), compared to model predictions (lines). Data are taken at current
densities of 2 mA/cm2 (triangles), 3 mA/cm2 (circles), and 4 mA/cm2 (squares), with the current
turned on at time t = 0. Inset: Thermal image of an OLED after 6 min following the onset of
a 3 mA/cm2 current step. Current was injected along the entire perimeter of the device, which
minimized contact heating and provided a uniform thermal profile. The box in the figure shows the
area which was averaged to obtain the device temperature.
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Figure A.3: Calculated fraction (ξ) of steady-state heat dissipated at a thermal input power of
114 W/m2 via conduction through the bottom device surface vs. thickness of the glass cap and
substrate layers (squares) and the internal air gap (circles). Arrows indicate values for the layers
in the experimental device in Table A.1 and Fig. A.2. The operating conditions correspond to a
luminance of 3000 cd/m2. The largest fraction of generated heat is dissipated through conduction,
with the thickness of the internal air gap presenting significant thermal impedance to heat transfer.
The steady-state device temperature increases as the fraction of heat dissipated through conduction
decreases, as this is the most efficient heat transfer pathway. The efficiency of convective and
radiative cooling will increase somewhat as the device temperature increases, as these depend on
the difference between the device and ambient, but not enough to fully compensate.
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Figure A.4: a) Effects of thickness of the glass substrate and cap layers. From top to bottom, lines
correspond to individual layer thicknesses of 0.1, 0.7 (actual thickness), 1.0, and 10 mm. Variation
in glass thickness changes the rate of thermal equilibration, but does not significantly affect the
ultimate equilibrium temperature. The 10 mm simulation did not reach equilibrium in the time
scale shown here, but should not have a significantly different steady-state temperature. b) Effects
of changing the encapsulated air gap thickness. From top to bottom, lines correspond to a thickness
of 10, 1.9 (actual thickness), 1.0, and 0.1 mm. For the thinnest layers, there is no significant heating
of the device. Devices were modeled for an input thermal power of 114 W/m2, assumed to be turned
on at time t = 0.
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APPENDIX B
Nonideal Behavior in Carbon Nanotube p-n
Junctions
THE ability to fabricate ultraclean, nearly defect free, suspended carbon nanotubes (CNTs)
has enabled several interesting phenomena to be observed, including nonadiabatic behav-
ior (i.e., breakdown of the BornOppenheimer approximation),262 mode selective electron-
phonon coupling (leading to negative differential resistance and nonequilibrium phonon
populations) ,263 gate-controllable modulation of Raman intensity ,264, 265 and a possible
structural phase transition.264, 266, 267 These effects are not seen in substrate-supported nan-
otubes, and the elimination of substrate interactions, defects, and surface contaminants is
essential to their observation .268 While diode-like rectification has been achieved in CNT
p-n junctions formed by chemical doping ,269, 270 polymer coating ,271 impurities ,272 asym-
metric contacts ,273, 274 and intramolecular junctions ,275 p-n junctions can also be formed
by electrostatic gating 276–279 that enables doping of nanotubes without introducing defects,
impurities, or surface contaminants. These imperfections can scatter electrons, increase
electronhole recombination, create subbandgap states, and ultimately lead to nonideal diode
behavior.
Several studies have focused on CNTs lying on a substrate and/or on densely packed
CNT films .271, 280, 281 Residue from lithographic processing and imperfections induced at
the nanotube-substrate interface perturb the 1-D conducting carbon nanotube as the elec-
trons experience random fluctuations in potential along the tube length .268 Electrostatically
doped p-n junctions in suspended CNTs have shown ideality factors, n ≈ 1, suggesting
the near absence of charge recombination during transport .277, 279 Current annealing has
been shown to remove adsorbates, further improving the ideality factor .282 However, most
of these studies have been limited to fixed gate voltages and relatively small bias voltages
across the nanotube (< |0.2V |). The many-body theory has predicted that the bandgaps and
exciton binding energies in semiconducting CNTs will significantly decrease with doping
due to dynamic screening by acoustic plasmons .283 This bandgap reduction is approxi-
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mately ten times larger than in bulk semiconductors at the same doping level (∼ 800 meV
for densities of ρ = 0.6 holes or electrons per nanometer), however, this phenomenon has
up to this point gone largely unstudied.
In this study, we study CNT p-n junction diodes under relatively large applied bias
voltages over a broad range of electrostatic doping conditions imposed by two isolated gate
electrodes, as illustrated in Fig. B.1(a). A two-diode model is developed to explain the
nonidealities in current versus voltage (IV) behavior observed at high bias. This model
includes bandgap bandgap renormalization (BGR), which is particularly important under
high electrostatic doping. The IV characteristics are also taken under illumination to further
elucidate the charge-carrier dynamics at the p-n junction.
Samples are fabricated by etching a 4-µm wide, 500-nm deep trench in a Si/SiO2/Si3N4
substrate, as described previously.262 Two 1-µm wide and 35-nm thick Pt/W gate electrodes
(30 nm Pt/5 nm W adhesion layer) separated by 2 µm are deposited on the bottom of the
trench, as shown schematically in Fig. B.1(a). Source and drain electrodes with the same
Pt/W thicknesses are patterned lithographically on each side of the trench. The CNTs are
then grown by chemical vapor deposition at 850°C with Fe and Mo catalysts using argon
bubbled through ethanol for 10 min. Fig. B.1(c) is an SEM image of the device with a
dashed line indicating where the CNT typically grows. The diameters of the CNTs are
typically 1.2 ± 0.1 nm. Current annealing is performed in argon at Vbias = ±1.5 V. We
only select single suspended CNTs based on the empirical F rule 284 for our measurement.
The IV characteristics are taken both in the dark and under illumination using a variable
output power, λ = 532 nm wavelength diode-pumped solid-state laser. The laser is focused
to an approximately 0.5 µm diameter spot, and the power of the laser spot incident on the
nanotube ranged from 20 to 200 µW. Complete photovoltage and photocurrent maps are
provided in the Supplemental Materials in Fig. S5.
Fig. B.2 shows the dark IV characteristics of the device taken at various gate voltages.
In the weak gating regime [see Fig. B.2(a)], an S shape curve is observed, indicating two
back-to-back diodes. At larger applied gate voltages [see Fig. B.2(b) and (c)], nearly ideal
diode behavior is observed at low bias voltages as previously reported, however, nonideal
diode behavior can be seen at bias voltages > 0.2 V. A two-diode model (described later)
is used to fit the experimental data, as shown by the solid lines in Fig. B.2(a), (b), and (c).
To understand the device behavior, we assume a model comprising two back-to-back
diodes, as illustrated in the band diagram of Fig. B.1(b). Here, the diode labeled “con”
corresponds to the Pt-contact Schottky barrier diode, and “cnt” represents the electrostati-
cally doped p-n junction. These two diodes have different turn-on voltages under forward
bias, thereby limiting the current at high voltage. We represent the tunneling current in the
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device with a pair of shunt resistances, RconP and R
cnt
P , also shown in Fig. B.1(c). Thus, the
current through the device can be written as
I = Icon0
(
exp
(−qV con
kT
)
− 1
)
+
(
V con
RconP
)
= Icnt0
(
exp
(−qV cnt
kT
)
− 1
)
+
(
V cnt
RcntP
)
(B.1)
where V con and V cnt are the voltages dropped across the reverse- and forward-biased
diodes, respectively, and Icon0 and I
cnt
0 are their respective reverse saturation currents.
Hence, the total voltage is V = V con + V cnt. We solve (1) for V, to obtain
V = I
(
RconP +R
cnt
P
)
+ Icon0 R
con
P − Vth ·W
(
Icon0 R
con
P
Vth
exp
(
(I + Icon0 )R
con
P
Vth
))
− Icon0 RcntP + Vth ·W
(
Icnt0 R
cnt
P
Vth
exp
(
(I + Icnt0 )R
cnt
P
Vth
))
(B.2)
The thermal voltage is Vth = kT/q, where k is Boltzmann’s constant, T is the temperature,
q is the electron charge, and W is the Lambert W-function,285, 286 defined as the solution
to F. The W-function is introduced to allow for exact analytical solutions of (2). Typical
values for I0 and RP are 0.5 nA and 0.7 GΩ, respectively.
Fig. B.3 shows the reverse saturation currents (Icon0 and I
cnt
0 ) and equivalent tunneling
resistances (RP ) plotted versus gate voltage for the Schottky and p-n diodes, respectively.
Here, RP , decreases exponentially with the square root of the gate voltage, and hence,
bandgap, as shown in Fig. B.3(b). Interestingly, the reverse saturation current increases
with doping, which is the opposite of expectations for conventional diffusion-limited diodes
.287 This is due to BGR, which results in a decrease in bandgap with increased doping due
to dynamical screening mediated by acoustic plasmons .283 This effect is considerably
stronger in CNTs than in conventional semiconductors due to the 1-D confinement of car-
riers.
To relate the reverse saturation current to doping, we start with the CNT conduction
band density of states 279, 288
D (E,Ec) = D0
E√
E2 − E2c
, E > Ec (B.3)
where Ec is the energy of the conduction band minimum and D0 is the effective density
of states at the conduction band minimum. From the density of states, we calculate the
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minority carrier density in the doped regions 289
np = D0e
−Ea
kT
∫ ∞
0
E + Ec√
E2 + 2EcE
e−
E
kT dE (B.4)
where Ea is equal to the energy difference between the conduction band minimum and the
Fermi energy in the P-doped region (Ec − EF,p). The integral is solved for a conduction
band minimum energy of 300 meV. The reverse saturation current is expressed as 3
I0 = qDiff (np + pn) /
√
Diffτ (B.5)
where Diff is the diffusion coefficient and τ is the minority carrier lifetime. Substituting (4)
into (5) gives
I0 = (0.12eV)D0q
√
Diff
τ
e−
Ea
kT (B.6)
where the factor of 0.12 eV is obtained from the numerical solution of (4). By measuring
the temperature dependence of I0, it is possible to extract both Ea and τ . The diffusion co-
efficient Diff is calculated from the Einstein relation using a mobility of 2 ·104 cm2 / V·s.290
We find that τ = 0.10 ± 0.02 ns, assuming that Diff, D0, and τ are doping independent.
This value is similar to recent observations of time-resolved photoluminescence .291 Here,
Ea is doping dependent and spans a range from 0.250.18 eV, as shown in Fig. B.4.
Spataru and Leonard used many-body simulations to understand the shift in bandgap
due to BGR, determining that the change of the bandgap, ∆Egap ∝ √ρ .283 Assuming that
the change in Ea is proportional to the BGR, we can write Ea = E0a − A∆Egap, where E0a
is the activation energy in the undoped nanotube and A is a fitting parameter. For a Fermi
level in the middle of the bandgap in the undoped nanotube, E0a =
1
2
Egap, yielding
Ea =
Egap
2
−B√ρ (B.7)
where B is a fitting parameter and ρ is calculated from the capacitance between the nan-
otube and the gate electrodes. Approximating the CNT as an infinite conducting cylinder
over a conducting plane, we obtain ρ = 0.05 dopants/nm·V, which is comparable to previ-
ous reports .292 Using our values for Ea, we find the nanotubes have a zero-bias bandgap
of approximately 600 meV.
The temperature-dependent data exhibit characteristics similar to that of two back-to-
back p-n diodes, rather than one p-n diode and one Schottky diode. This is likely due to
local doping of the CNT by the metallic contact causing the formation of a second, inter-
nal p-n junction instead of a standard Schottky contact, labeled as contact diode in Fig.
132
B.1(b). This phenomenon has been previously observed in spatially resolved photocurrent
measurements .293 Other devices measured in this study showed a more pronounced asym-
metry between the two diodes, with one exhibiting typical p-n rectifying characteristics,
and the other showing a minimal change with temperature, characteristic of a tunneling
Schottky contact.
In conclusion, we have found that suspended carbon nanotube p-n junction diodes ex-
hibit nearly ideal behavior for small bias voltages. At higher bias, the metalsemiconductor
contacts limit current injection, resulting in a back-to-back diode characteristic with the
P-doped side having an ohmic contact and the n-doped side having a Schottky contact with
the underlying Pt electrodes. The parallel tunneling resistance also significantly influences
current at high bias. Our model of the doping dependence of the reverse saturation current,
parallel resistance, and open-circuit voltage provide evidence for the theoretically predicted
BGR by dynamic screening by acoustic plasmons in carbon nanotubes.
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Figure B.1: (a) Schematic diagram of the dual-gate device geometry. (b) Equilibrium diode band
diagram where the gate voltages are Vg1 > 0 V and Vg2 < 0 V, and the device equivalent circuit
represented by two diodes in opposite directions. Here, EF is the Fermi energy and RconP and R
cnt
P
are the shunt resistances of the Schottky and p-n junctions, respectively. (c) Colorized SEM image
of the dual-gate device geometry.
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Figure B.2: Typical IV bias characteristics of an electrostatically doped p-n junction CNT taken
at various gate voltages showing nonideal behavior at high bias (> 0.2 V). The fits to the data (red
lines) follow the theory outline in the text.
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Figure B.3: Dependence of (a) reverse saturation current and (b) parallel resistance on doping
(Vg1 = −Vg2). Lines are added as guides to the eye.
Figure B.4: Relationship between Ea and doping, fit (line) to a square-root dependence on the
doping. This gives a bandgap of 600 ± 40 meV, with error given by the shaded region.
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