In this paper, prefix, suffix and substring relations are described in a Multilanguage. It is shown that prefix and suffix relations give rise to a relational structure of a linear multiset order, and substring relations determine only a partial multiset order. The distinctive features of these relations in multilanguage vs. standard formal language are identified by using their graphical and Hasse diagram representations. Finally, certain monoids of these relations and their homomorphisms are described.
Introduction
Gottlob Frege's formulation of the first-order logic in 1879 is known to be the first description of the structure of a formal language. It was immensely augmented by On the other hand, the fact that many query languages and database languages do require multiset-based semantics, the study of stringology needs to be extended to multilanguages.
This paper attempts to describe prefix, suffix and substring relations and their properties in a multilanguage. In particular, monoids of these relations and their homomorphisms are described.
Some Basics of Standard Formal Language Theory
Most of the definitions given here are standard and mimicked from various sources, particularly from [1] and those listed in the references. Basically, a language is defined as a set of strings over a fixed alphabet Σ. An alphabet is a nonempty set of distinguishable symbols, called terminal symbols, sometimes denoted . A language deployed to generate strings of another language over an alphabet Σ is called metalanguage often denoted , and it is supposed to consist of a set of syntactic classes or variables called nonterminal symbols. An element of an alphabet is called a letter or a character. An alphabet need not be finite or even countably infinite. However, for our purposes here, we shall assume it to be finite. A string is a finite ordered set of symbols from the alphabet. A string is also called a (finite) sequence, a word, or a sentence depending on its nature. A string consisting of symbols ( > 0) is said to be a string of length . In the event, an empty string (i.e., a string of length 0), denoted , , , or 1, is admitted, the system can have strings of length ≥ 0.
Strings can also be defined as functions [1] . For any integer Let Σ  denote the set of all strings and Σ + = Σ  − {}, denote the set of all nonempty strings over Σ. A formal language (or simply a language) is a subset of Σ  i.e., ⊆ Σ  . A language can also be considered as a subset of the free monoid on an alphabet; however, as the language consisting of a free monoid is too large, it is not found suitable for practical applications.
Following [1] , we describe below two basic operations which are central to both standard formal languages and multilanguages. In other words, concatenation is a binary operation on Σ  which is associative and has as an identity. Thus, (Σ  , ., ) or (Σ  , . ) is a monoid, and (Σ + , . ) is a (free) semigroup generated by Σ. Note that concatenation, in general, is not commutative i.e., ≠ . For example, let = , = over Ʃ = { , }, then ≠ .
Concatenation

Powers of strings
Given a string ∈ Σ  and ≥ 0, is defined as follows:
Clearly, 1 = , = , and
It is known that, in general, uncountably infinite amount of languages exist over any alphabet. However, in the case of a formal language theory, as it is defined by a grammar or by an automaton, and as such operating in a natural language, at most countably infinite amount of languages can exist. In view of enormous applications of formal languages, it is not surprising that a vast amount of literature is available on the topic (see 1, 2, 3, 4, 5, for details).
Multilanguages
Knuth, in the summer of 1964, while writing the book entitled The Art of Computer Programming, drafted a chapter on The theory of languages where he emphasized the need to keep a track of the multiplicity of strings in the language so that a string would appear several times if there were several ways to parse it. This was recognized quite natural from a programmer's point of view because transformations on context-free grammar (its terminal strings form multisets if it is non-circular) were found most useful in practice, especially when they yielded isomorphisms between parse trees. In fact, Knuth [6] is the first place where an elaborate description of multilanguages appeared. Knuth defines a multilanguage simply as a multiset of strings.
Basics of a Multilanguage
In the following, we briefly describe multisets, multiset relations, and lexicographic ordering on multisets. Further, characterization of prefix, suffix and substring relations in a multilanguage is described which would help studying stringology in a multisetbased environment.
Multisets
A Multiset (mset, for short) is an unordered collection of objects in which, unlike an ordinary set, duplicates or multiples of objects are admitted. For example, a string stripped of its ordering is a multiset. . For convenience, the curly brackets are also used in place of the square brackets. In fact the last form of representation as string, even without using any bracket, turn out to be the most compact one, especially in computational parlance. In general, if 1 appears 1 times, 2 appears 2 times, … , appears times in an mset , then is expressed
Formally, a multiset over Σ is a mapping ∶ Σ ⟶ , where  is the set of natural numbers, including zero. Let ( ) or ( ) denote the number or count of copies of the symbol in the multiset . The empty multiset, denoted , is defined as  ( ) = 0, for all ∈ Σ. Follows that is a set, whenever ( ) ≤ 1. Let and be msets over Σ. is said to be a submultiset (msubset or submset, for short) of , written ⊆ or ⊇ , if ( ) ≤ ( ), ∀ ∈ Σ. Thus, = iff ⊆ and ⊆ . Note that an mset need not be finite, in general. However, for our purposes here, we shall consider it finite.
Multiset relations
Let be a cardinality bounded mset space defined on a set and ∈ . Any subset of x is said to be an mset relation on , denoted : ⟶ , where every member of has a count 1 ( , ) and 2 ( , ). Note that / − related to / is symbolized as ( / , / ) ∈ or / / . In other words, = {( / , / )/ : ( / , / ) ∈ }, where ( / , / ) ∈ symbolizes that the ordered pair ( , ) occurs times in . The domain of the relation on ( , for short) = { ∈ : ∃ ∈ such that / / } where ( ) = sup { 1 ( , ): ∈ }, and the range of on ( , for short) = { ∈ : ∃ ∈ such that / / } where ( ) = sup { 2 ( , ): ∈ }. Note that these Sups always exist for a cardinality bounded msets. [7] , [8] , for further details).
Over an alphabet Σ, let Σ ⊛ denote the multiset of all strings, including the empty string which is unique, and Σ ⨁ , the multiset of all non-empty strings. A multilanguage, denoted , is an msubset of Σ ⊛ . Let for each ∈ Σ, ∈ Σ ⊛ , | | denote the number of occurrences of the symbol in the string .
Observe that if Σ = ∅ then ∅ ⊛ = { }, and if Σ ≠ ∅ then Σ ⊛ is countably infinite. Interestingly, even for a tiny alphabet that consists of a single letter e.g., let Σ = { }, Σ ⊛ contains infinitely many strings viz.,
, etc., and, in general, for every > 0, the string is in Σ ⊛ . Therefore, given any alphabet Σ, there are infinitely many multilanguages over Σ.
Orderings on strings in a Multilanguage
Let Σ = { 1 , … , } such that 1 < 2 < ⋯ , , ∈ Σ ⊛ , then the lexicographic ordering, denoted ≼, is defined as:
In fact, lexicographic ordering of Σ ⊛ is a monotonic and linear mset order. For example, the lexicographic ordering of the strings , , , , , , , over Σ = { , } is , , , , , , , and also, lexicographic ordering of Σ ⊛ itself is [ , , , , , , , , , … ], etc.
Prefix, Suffix and Substring in a Multilanguage
Let Σ be an alphabet, Σ ⊛ be the mset of all strings over Σ, and , ∈ Σ ⊛ . if = , or
is a substring of iff there exist , ∈ Σ ⊛ such that = . In other words, a substring (also, called segment, subword or factor) of a string is any sequence of consecutive symbols that appear in the string. The term substrings of a string represents the set of all substrings of a string.
is a prefix of iff there is some ∈ Σ ⊛ such that = . That is, a prefix of a string is a substring of that occurs at the beginning of . The term prefixes of a string represents the set of all prefixes of a string.
is a suffix of iff there is some ∈ Σ ⊛ such that = . That is, a suffix of a string is a substring that occurs at the end of . The term suffixes of a string represents the set of all suffixes of a string.
Observe that a prefix is any sequence of leading symbols of the string, and a suffix is any sequence of trailing symbols of the string. Moreover, a substring of a string is a prefix of a suffix of the string, and also, a suffix of a prefix.
is a proper prefix (suffix or substring) of iff is a prefix (respectively, suffix or substring) of and ≠ . Note that prefixes and suffixes both are substrings, but the converse need not hold. Substrings: , , , , , , , , , , . The border of a string is both its prefix and suffix, e.g., is a border of . Remark 3.1.1 It needs to be emphasized that prefixes, suffixes and substrings are multisets. The prefixes and suffixes are defined in the same way both in standard formal language and multilanguage. For example, prefixes and suffixes of the string considered above are the same in both. However, for substrings, this is not the case. The substrings of in a multilanguage are as given above, where as in a standard formal language, substrings of are , , , , , , , , .
Prefix, Suffix and Substring Closures in a Multilanguage
Let be a multilanguage. In line with the description of these notions for a standard formal language, we define them for as follows: Prefix closure of : ( ) = { | = ; ∈ , , ∈ Σ ⊛ }, and ( ) = ⊎ ∈ ( ) = { | = ; ∈ , , ∈ Σ ⊛ }. { , , , , , , , , , , , , }.
As in a standard formal language , the following results hold in as well: A multilanguage is said to be prefix, suffix or substring closed if ( ) = , ( ) = or ( ) = , respectively. For example, = [ , , , ] is both prefix, suffix and substring closed. The prefix, suffix and substring closure operators in a multilanguage are idempotent:
= ( ).
Remark 3.1.2
It may, however, be noted that the prefix, suffix and substring closures of a multilanguage and that of a standard formal language differ. For example, in the case of a multilanguage = { , }, ( ) = { , , , , , }, and in a standard formal language = { , }, ( ) = { , , , }.
Prefix, Suffix and Substring Relations and Their Characteristics in a Multilanguage
Let consist of prefixes (suffixes or substrings) of a string ∈ Σ ⊛ and , be the respective binary relation on . Hence forth, shall stand for (prefix, suffix or substring), unless otherwise stated.
i.
is reflexive: ∀ / ∈ , / / . Since every prefix (suffix or substring) is a prefix (respectively, suffix or substring) of itself. ii.
(prefix or suffix) is complete: ∀ / ≠ / ∈ , either / / or / / . Since for every pair of prefixes (or suffixes) of a string , one is a prefix (respectively, suffix) of the other. However, for substrings, this is not licit. For example, let = and / = 1/ , / = 1/ then both / , / ∈ , but neither / / nor / / .
iii. is antisymmetric: ∀ / , / ∈ , if / / and / / , then / = / . Since whenever is a prefix (suffix or substring) of and is a prefix (respectively, suffix or substring) of , then must be the same as as duplicates are indistinguishable. iv.
is transitive: ∀ / , / , / ∈ , if / / an / / , then / / . Since whenever is a prefix (suffix or substring) of and is a prefix (respectively, suffix or substring) o , clearly is a prefix (respectively, suffix or substring) o . Clearly, (prefix or suffix) is a linear mset order, where as (substring) is only a partial mset order.
Summarily, on gives rise to a multiset relational structure ( , ), hence forth notated = ( , ), on . In general, is an mset and is an mset relation. In particular, may be a list of attributes defined on a domain and , the relation name (see [9] , for related descriptions). In the following, we describe some typical features of such an mset structure, which would be exactly the features possessed by its relations.
Maximal, Minimal and Isolated Elements of = ( , )
Let = ( , ), where consists of all nonempty prefixes (suffixes or substrings) of a string ∈ Σ ⨁ and , its respective relation on . Then, / is a maximal element of iff ∀ / ∈ , / / ; for (prefix or suffix), / is a minimal element of iff ∀ / ∈ , / / ; for (substring), / is a minimal element of iff ∀ / ∈ , / / or else they are unrelated; and / is an isolated element of iff / is both a maximal and minimal element of .
For example, Let Σ = { , }, = ∈ Σ ⨁ , then the non-empty prefixes and substrings of are , , , and
, , respectively. Now for (prefix), 1/ and 1/ are the minimal and maximal elements, respectively, and for (substring), 2/ and 2/ are the minimal elements and 1/ is the maximal element. Also, let = ∈ Σ ⨁ , then 1/ is the isolated element for .
Proposition 3.2.1 = ( , ) always has a unique maximal element and, only under (prefix or suffix), it has also a unique minimal element.
Proof
Let / ≠ / ∈ , and let / , / both be maximal elements of . Since / is a maximal element, / / . Similarly, since / is a maximal element, / / .
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Now, by antisymmetry of these relations, / = / . This contradicts the assumption that / ≠ / . Hence has a unique maximal element. Similarly, the other parts can be proved.
Chains of = ( , )
A submset structure ℂ = ( ⊆ , ) of the prefix (suffix or substring) mset relational structure is a chain in , if distinct points of are pair wise comparable in i.e., ∀ / ≠ / ∈ , either / / or / / in . Also, itself is said to be a chain if the distinct points on are pair wise comparable. It is easy to see that every ( , ) with (prefix or suffix) is a chain, and the mset of all chains in a prefix (suffix or substring) relational structure is partially ordered by mset inclusion relation. The maximal elements in this pomset relational structure are the maximal chains. 
Graphical Representation of on
Let
consist of all prefixes (suffixes or substrings) of a string ∈ Σ ⨁ and , its respective relation on . This relation can be represented by a directed graph = ( , ), where (the vertex mset) is defined by ≝ , and (the directed edges mset) by ( / , / ) ∈ iff ( / ≠ / ) ∈ , for ≥ 2. 
Concluding Remarks
In view of the fact that strings are known to be relatively (in comparison with integers or even booleans, etc.) suitable basic data types in a (querry) language, and as many (database) languages and systems do require multiset-based semantics, formulation of prefix, suffix and substring relational structures in this paper may be found useful in construction of formal power series developed in [10] , for example. Monoids and their homomorphisms described in this paper may find useful applications in the economical design of sequential machines and formal languages.
