Abstract. Explicit formulas are obtained for the number of periodic points and maximum tail length of split polynomial maps over finite fields for affine and projective space. This work includes a detailed analysis of the structure of the directed graph for Chebyshev polynomials of non-prime degree in dimension 1 and the powering map in any dimension. The results are applied to an algorithm for determining the type of a given map through analysis of its cycle statistics modulo primes.
Introduction
Given a finite set S and a self-map f : S → S, we can iterate f as f n = f • f n−1 for n ≥ 1 with f 0 defined as the identity map. We can define a directed graph G f whose vertices are given by the elements of S and whose edges are (x, f (x)) for each x ∈ S. There are numerous questions one may ask about these graphs, such as what is the overall structure, the number of periodic versus non-periodic points, or the number of connected components. If one assumes that f is a random mapping, where we define random mapping as the image of any given x ∈ S is equally likely to be any element of S, then the statistics have been well studied because of their connections with computational number theory and cryptography; see, for example, the survey [15] . However, in practice, one typically uses explicit functions. Hence, the question of which functions behave as random maps is also well studied in certain instances. For quadratic polynomials f (x) = x 2 + c, Pollard, in his ρ-factoring algorithm [17] , advised not to use x 2 or x 2 − 2 due to their nonrandom behavior. The statistics for these two maps, and some of their generalizations, have been extensively studied in dimension 1 [3, 5, 10, 13, 20] . It is well known that the only "non-random" polynomial maps in dimension 1 are those that come from an underlying group action; see Bridy for an explicit classification [2] .
In higher dimensions, the problem is much more complicated due to the additional freedom of multiple coordinates and interactions between the coordinate maps. This article resolves the statistics and structure of G f for higher dimensional maps constructed as each coordinate acted on independently by a polynomial map: a split-polynomial map. Note that this includes the powering maps in all dimensions, but excludes maps such as the multivariate Chebyshev polynomials. This structure is easily computed in computer algebra systems for specific maps and for small primes. These easily computable quantities can then be compared to the structure theorems presented here to identify the map. Note that if the map is given in split form, this identification is clear from the defining polynomials of the map. However, the dynamical structure of a map is preserved by a change of variables through conjugation. After such a conjugation, the map can no longer be easily identified by examining its defining polynomials. Put more abstractly, this structure can be used to identify conjugacy classes in the moduli space of dynamical systems corresponding to split-polynomial maps.
These types of statistics have been studied by a number of authors in dimension 1 [3, 5, 8, 10, 13, 20] , and Striepel [22] does an empirical investigation of quadratic dynamical systems. However, there seems to be few results in higher dimensions. Roberts and Vivaldi [18] use cycle statistics modulo primes to classify maps of the affine plane as integrable, reversible, or neither. The first author applied their results to dynamical systems on a class of K3 surfaces in P 2 × P 2 [4] . The main results and organization of this article is as follows. Section 2 sets the basic definitions and notation. Section 3 summarizes the statistical results for random maps, gives the simple extension of the structure results for powering maps in dimension 1 to affine and projective spaces, and establishes the structure results for Cheybshev polynomials of non-prime degree. Section 4 gives a simple algorithm for differentiating polynomial maps in dimension 1 using these structure theorems. Section 5 contains a count of the number of periodic points and a calculation of the max tail length for split polynomial maps in any dimension. Proposition 5.1 provides the main tool for the main counting result in Theorem 5.3. Section 6 provides an algorithm for differentiating maps in dimension greater than one. Section 7 provides a more detailed analysis of the powering map in higher dimensions. Finally, in Section 8 a few further directions of study are suggested.
2. Background 2.1. Definitions and Notation. Let f : S → S be a self-map of a set S. The minimal period of a periodic point x ∈ S is the smallest positive integer n such that f n (x) = x. A point x is preperiodic if there is a positive integer m such that f m (x) is periodic. This m is called the tail of the preperiodic point. We associate to every preperiodic point a pair (m, n) = (tail, minimal period). We adopt the following notation: c(f, x) = the minimal period of x by f t(f, x) = the tail of x by f
In this article, the set S will be either the points of affine space over a finite field
or the points of projective space over a finite field
where (x 0 , . . . , x N ) ∼ (y 0 , . . . , y N ) if and only if
We use the notation #S to denote the number of elements in S. Note that many of the results in the literature use the set of points F * p = A 1 (F p ) − {0}. The self-mappings we consider are polynomial mappings. Definition 2.1. A mapping F : P 1 → P 1 is a polynomial mapping if it has a totally ramified fixed point. Recall that a fixed point z for F is totally ramified if F −1 (z) = {z}.
If the totally ramified fixed point is the point at infinity, then the dehomogenization of F "looks" like a polynomial in one variable. We make the equivalent definition in higher dimensions. Definition 2.2. A mapping F : P N → P N is a polynomial mapping if there is a totally invariant hyperplane.
We are particularly interested in split polynomial mappings.
Definition 2.3.
A split polynomial map is a map of the form
for polynomials f i . We will denote f = f 1 × · · · × f N . Note, that a split polynomial map in dimension 1 is simply a polynomial map.
Let F : P N → P N be the homogenization of a split polynomial map f . Notice that if the degrees of the f i are not all the same, then the resulting map is not a morphism in the dynamical system sense. In this case, reduction modulo primes does not commute with iteration, so we cannot identify F by working modulo primes (see good reduction in [21, Chapter 2] ). Consequently, we will work only with split polynomial maps where the components are the same degree.
Cycle Statistics in Dimension 1
We give precise definitions for each type of map studied in dimension 1 and its cycle statistics. Polynomials maps in dimension 1 are thought to be either random or maps coming from an underlying group action: power maps or Chebyshev polynomials. Note that there are also automorphisms of the additive group G a , but they are linear maps z → dz, so have rather uninteresting dynamical properties.
For a more detailed background on maps associated to algebraic groups, see [21, §1.6].
3.1. Random Maps. There are numerous results concerning random mapping statistics. The paper by Harris is one of the earliest appearing results [11] . The survey from Mutafchiev [15] , while not recent, is also fairly comprehensive. The results on random maps most closely related to the current work is from Flajolet and Odlyzko [7] , who prove the following theorem stated using our notation.
Theorem 3.1 ( [7] ). For a random mapping f on a set S, we have the following asymptotic forms as #S → ∞.
where τ k satisfies τ 0 = 0 and τ k+1 = e −1+τ k .
Power Maps.
Consider the multiplicative group G m (K) = K * . Its endomorphism ring is Z:
Hence, the powering maps are the endomorphism of an underlying group. There is a number of results for the powering map in dimension 1; for example [3, 12, 19, 23, 24] . We summarize the results applicable to our problem in the following proposition. Recall that a vertex of a tree is a leaf it is degree 1. A vertex is degree 1, in our case, if it has no preimages. 
Since the automorphism z → z −1 commutes with the power map
The maps T d (z) can be shown to be monic polynomials of degree d, called the Chebyshev polynomials (of the first kind). Hence, the Chebyshev polynomials are the endomorphism of an underlying group.
Example 3.4. The properties of the first Chebyshev polynomial T 2 (x) = x 2 − 2 form the basis for the Lucas-Lehmer primality test for Mersenne numbers.
Gassert [8] studied T q over F p n for q prime. However, for Sections 4 and 6, we need the number of periodic points of T d for composite d, so now prove the appropriate generalizations.
The key property is that Chebyshev polynomials commute, i.e., for any positive integers a, b
Lemma 3.5. Let a, b be positive integers. A point is periodic for T a • T b if and only if it is periodic for both T a and T b (not necessary of the same period).
Proof. One direction is trivial. If a point z is periodic for both T a and T b with minimal periods m, n, respectively, then T lcm(m,n) ab
(z) = z. Now assume there is a point z that is periodic for T ab with minimal period n. Assume that z is not periodic for T a . Then T kn ab (z) = z for all positive integers k and
(z) is infinite. Since our field is finite, this is a contradiction. Hence, z is periodic for T a .
Reversing the order of T a and T b , we make the same argument to see that z is also periodic for T b . 
Proof. We consider the T q for the prime divisors q of d. We know from Gassert [8, Theorem 2.4] , that the number of periodic points of T q is determined by summing over divisors of m 
where ϕ is the Euler-phi function. Writing T d as the composition
and applying Lemma 3.5, we find that the periodic points of T d must be periodic for each prime q i . In particular, we need the k which divide m qi for 1 ≤ i ≤ r. Recalling that m ± are defined as the integer part of p ± 1 relatively prime to d, we have the total number of periodic points as
In particular, we have
For the projective count, we also have the fixed point at infinity.
Remark. Notice that if T d is a permutation, then P d must be a permutation.
Remark. In the case gcd(k, p − 1) = gcd(k, p + 1) = 1, which will occur infinitely often when k is prime, we have
so that the map is a permutation.
Similarly, we generalize Gassert's results for tails.
Lemma 3.7. Let a, b be positive integers. Then 
where q ranges over the prime divisors of d.
Proof. Apply Gassert [8, Theorem 2.3] to each T q for q dividing d and combine with Lemma 3.7.
Unlike for power maps, most Chebyshev polynomials of prime degree do not have at least half of the points as leaves. 
with the ± depending on whether
Since gcd(p − 1, p + 1) = 2, we also have min(v 2 (p − 1), v 2 (p + 1)) = 1. Then we have the number of leaves at height ν as
The rest of the leaves occur at height 1 and there are
of those. Of those, we need to know which are not leaves. All leaves map 2-to-1 except for the cycle 0 → −2 → [2 → 2]. So we have the number of leaves
For d > 2 we have the number of points at maximal height as
with equality only for p + 1 = 2d. There are no leaves of smaller height since d > 2 divides only one of p ± 1.
Note that by Lemma 3.5 the number of leaves can only increase for composite d. So we can have T d with at least half leaves for other composite choices of (d, p).
Differentiating maps in dimension 1
On the set of degree d self-maps on P N there is a natural conjugation action by elements of PGL N +1 . For
This action preserves the dynamical properties of F since (F α ) n = (F n ) α and is the dynamical system equivalent of change of variables. It induces a similar action for self-maps of affine space A N . Consequently, while we may distinguish the powering map x n as special, there is actually an entire conjugacy class of maps that has the same dynamical properties as the powering map. For example,
2x 2 − 2x + 1 is conjugate to the powering map by the linear fractional transformation
For applications, it is important to recognize when a given function is of certain type, such as a powering map or Chebyshev polynomial. Since there are only two special conjugacy classes of polynomial maps of each degree in dimension 1, we could use an algorithm from Faber-Manes-Viray [6] to determine if a given map is conjugate to the appropriate powering or Chebyshev polynomial. While this algorithm is sufficient in dimensional 1, albeit quite slow for large degree, we will see in Section 6 that it is not sufficient for higher dimensions because there are infinitely many distinct conjugacy classes with the same (asymptotic) cycle statistics. As an alternative, we use the results of Section 3 to formulate an algorithm for distinguishing the different polynomial maps in dimension 1 through cycle statistics. We need to distinguish three separate cases:
(1) polynomials that behave like random maps, (2) the powering maps, and (3) the Chebyshev polynomials. Theorem 3.1, Proposition 3.3, and Theorem 3.6 provide an order of growth for the number of periodic points of random maps and exact counts of periodic points for powering and Chebyshev polynomials. Consequently, by choosing a sequence of primes all of a certain form, we can distinguish between the types of maps. The following Lemma gives two examples of primes with particularly useful forms for d even and odd, respectively. 
Proof.
( Choose a sequence of Mersenne primes P = {p i } 3: else if d is even then
4:
Choose a sequence of Sophie German primes P = {p i } 5: else
6:
Choose a sequence of primes P = {p i } such that p i ≡ −1 (mod d) for each i 7: end if 8: Determine the sequence of values N i = # Per(f, F pi ) 9: if the sequence {N i } is increasing as √ p i then
10:
Return "random" 11: else
12:
Compare the result to Proposition 3.3 and Theorem 3.6 and return either "Power" or "Chebyshev" 13: end if Because the order of growth of the number of periodic points is approximately √ p for random maps and p for power and Chebyshev maps, distinguishing random from not random is determined by the rate of growth. Distinguishing between the two non-random cases of T d and P d is done through the explicit counts. Lemma 4.1 ensures that the chosen prime will give distinct values for the number of periodic points.
Cycle Statistics in Dimension > 1
In this section, we analyze split polynomial maps in dimension greater than 1. The global dynamics of this type of map has been studied previously; see for example [9, 14, 16] . We study the cycle statistics of these maps modulo primes.
Total number of periodic points.
The following proposition provides that main tool for studying periodic points of split polynomial maps. 
Furthermore, if the coordinate functions of f and g all have the same degree d, then for H, the homogenization of h, we have
where P d is the d-th powering map.
Proof. Assume that (x, y) is a periodic point for h with x ∈ A n and y ∈ A m . Then, since h is a split polynomial map, x is periodic for f and y is periodic for g. Let {x 1 , x 2 , . . . , x s } be the cycle containing x = x 1 for f and (y 1 , . . . , y t ) be the cycle containing y = y 1 for g. Then each tuple (x i , y j ) for 1 ≤ i ≤ s and 1 ≤ j ≤ t determines a distinct periodic point for h. Hence,
In the projective case, if the coordinates of f and g are polynomials of the same degree, then H is a morphism. The periodic points in the affine chart with x n+m = 0 are as in the previous part, so we need only consider the contribution from the points at infinity. Since the coordinate functions f i , g j are all polynomials of the same degree, at x n+m = 0, we end up with the powering map (x d 0 , . . . , x d n+m−1 , 0) acting on the first n + m coordinates. This is the same as the d-th power map on P n+m−1 . Hence, 
Theorem 5.3. Define the following maps for
A 1 → A 1 : P d ,
the dth powering map and T d , the dth Chebyshev polynomial of the first kind. Also define R k a random mapping
where O(·) represents big-O notation. Let Φ be the homogenization of φ. Then we have
Proof. The K = 0 formula comes from Proposition 5.1 combined with the counts from Section 3. For K = 0, we use Proposition 5.1 with Section 3 for the group derived portion and Theorem 3.1 for the big-O of the random portion.
Example 5.4. Consider the map
Then for p = 37, we compute m − = 9 and m + = 19 so that
(10) i = 2071.
Tail lengths.
The following lemma provides the key tool to studying tails for split polynomial maps. Define the kth preimages of a point x under the map f as
Lemma 5.5. Let f : A n → A n and g : A m → A m be split polynomial maps. Let h = f × g be the product map. Let (x, y) ∈ A n+m . For any positive integer k, we have the equality
Proof. Since the maps involved are split polynomial maps, each coordinate is independent.
Corollary 5.6. Let f : A n → A n and g : A m → A m be split polynomial maps. Let h = f × g be the product map. Then for any point (x, y) ∈ A n+m we have
Note that these sets include periodic points. y) ).
Proposition 5.8. Define the following maps
A 1 → A 1 , P d the dth powering map, T d ,
the dth Chebyshev polynomial of the first kind. Also define R k a random mapping
A k → A k . Consider the product map φ = P ×a d × T ×b d × i R ×ci ki where f ×n = f × · · · × f n times. Let K = k i · c j and N = a + b + K.
Then we have, where q ranges over prime divisors of
Proof. We combine Theorem 3.1, Proposition 3.3, and Proposition 5.8.
Remark. The proposition provides the key to distinguishing the product of two random maps from a truly random map. For example, the product of two random dimension 1 maps will have largest tail on the order of √ p, whereas a random map in dimension 2 will have largest tail on the order of p.
Differentiating maps in dimension greater than 1
We use Lemma 4.1, Theorem 5.3, and Proposition 5.8 to differentiate between split polynomial maps through cycle statistics. Note that if we are given a split polynomial map in split form (i.e., each of the defining polynomials is a single variable polynomial), then we could simply apply Algorithm 1 to each coordinate separately. However, conjugation will not change the dynamics, but will result in a "mixing" of the coordinates. Additionally, if there is a component that is random on dimension k (as opposed to the product of k random dimension 1 maps), then it will be not split into k separated polynomials.
The idea of the general algorithm is as follows. We can determine the total amount of randomness by looking at the growth of the number of periodic points. Using growth of the tails, we can determine the highest dimension of the random components but not the dimensions of each random component. If there is no random component, then exact counts of periodic points determine the map. If there is a random component, the choice of prime sequence will cause the number of periodic points of the different types of maps to diverge. The choice of this sequence of primes is somewhat delicate. The ideal sequence is a sequence where m − is a constant over all values of the sequence, such as the Mersenne primes for d = 2 k . The clear drawback of using Mersenne primes is that the explicit count of periodic points grows exponentially in the prime (with exponent depending on the dimension). Consequently, large primes are not feasible. Fortunately, in practice it is sufficient to find a short sequence of primes that are not too large for which m − is constant. For example, the sequence {7, 13, 87, 173, 793} has m − = 3 when d = 4.
Algorithm 2 Differentiating polynomials in dimension greater than 1
Choose a sequence of primes {p i } for which m − is constant. N as a split polynomial map and apply the results of Section 5, it is also possible to generalize the analysis from dimension 1 as done in the literature [3, 12, 19, 23, 24] . We generalize Proposition 3.3 for any dimension. In the case where d is prime, we also describe the precise tree structure of G P d and count the number of preperiodic points with given tail length.
Let ord p be the multiplicative order modulo p and v p (x) the valuation with respect to p. 
Proof. In dimension 1 from Sha [19, Prop 3 .1], we have
To conclude the lemma, we note that since the map is split, the minimal period of a point is the least common multiple of the minimal periods of the coordinates under the single variable powering map of degree d. Similarly, the tail of (z 1 , . . . , z N ) is the max of the tails of the coordinates individually.
We prove the following counts of periodic points. 
Proof. k i ) ). To count those of period exactly k, we sum over those combinations of k i with lcm(ord d (k i )) = k. These counting formula are only good for nonzero coordinates, so we sum over the number of nonzero coordinates as well (and the permutations based on the number of zeros).
For minimal period exactly k, there is little simplification to be done when counting this way. However, for all periodic points, we arrive at
Note that we have arrived at the conclusion of Corollary 5.2 by use of the explicit formulas.
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We now describe the tails and tree structure. First note that for p = 2, every power map is a permutation comprised entirely of fixed points, so we exclude the case of p = 2 from consideration. Also note that if the degree of the map is relatively prime to p − 1, then the map is also a permutation. 
Proof. Lucheta [12, Theorem 31] gives the max tail in dimension 1 as ord d (p − 1). Since the tail in dimension N is the max of the tails of the coordinates, we have the max tail is still ord d (p − 1). We know from Lucheta [12, Corollary 23 ] that for P d for A 1 at least (p − 1)/2 points are leaves. To be a leaf in dimension N , a point must be a leaf for at least one coordinate as a dimension 1 point. In particular, if one coordinate is a leaf, then the other N − 1 coordinates can be chosen arbitrarily. Applying this to each coordinate, we count the total number of leaves for A N (F p ) as
For projective space, we have a similar count on each set of coordinates with z D = 1 and z i = 0 for D < i ≤ N . Since the point (1, 0 . . . , 0) is a totally ramified fixed point, it is not a leaf, so we start at D = 1.
For d a prime, we can describe the full tree structure. Proof. For the preimages of a given point, we are solving x d = z for each coordinate z. There can be no solutions if z is not a d-th power residue, 1 solution if z is 0, and d solutions otherwise. Hence, the total number of preimages depends on the number of nonzero coordinates when all coordinates are dth power residues.
When d is prime, Lucheta [12, Section 7] proves the trees are full trees for the non-zero points. In the higher dimensional case, we get full preimage sets of each nonzero coordinate and the single primage 0 for the 0 coordinates. Proof. The strictly preperiodic points are full trees of level ν = v d (p − 1). We split the sum into pieces based on how many coordinates are 0; e.g., if there are e zero coordinates, then the first set of preimages has d
N −e points. This gives the stated formula since at the first level we are missing one node (for the periodic point).
For projective space we do this for each sub-dimension (z D = 1 and z i = 0 for D < i ≤ N ).
We then get the total number of (strictly) preperiodic points as Example 7.6. If p − 1 = p i = d, then the map has 2 N +1 − 1 fixed points and all the other points are preperiodic leaves. This gives the largest number and the smallest (other than permutations) ratio of preperiodic leaves to periodic points.
Further Questions
There are a number interesting polynomial maps outside the scope of this article that warrant further study. For example, the multivariate Chebyshev polynomials, e.g., f (x, y) = (x 2 − 2y, y 2 − 2x), seem to have many more periodic points than any of the split polynomial maps. It would be interesting to establish a classification of all polynomial maps in higher dimensions for which this article is a first step.
Additionally, while dynamical zeta functions and periodic point counts have been studied in dimension 1 [2, 13] , little has been done in higher dimensions. It seems reasonable to expect that the results in this article could be extended to F p k (similar to [19] ) and applied to such problems.
