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Abstract. The Hat Game (Ebert’s Hat Problem) got much attention in the beginning of this century; not in the 
last place by its connections to coding theory and computer science. This paper studies Ebert’s hat problem 
with three persons and three colors, where the probabilities of the colors may be different (asymmetric case) . 
All players guess simultaneously the color of their own hat observing only the hat colors of the other players. It 
is also allowed for each player to pass: no color is guessed. The team wins if at least one player guesses his hat 
color correct and none of the players has an incorrect guess. Our goal is to maximize the probability of winning 
the game and to describe winning strategies. Exact winning probability in case of three or more players and 
three or more colors is only known in the symmetric case with three players and three colors. In this paper we 
extend the notion of adequate set to more colors. The construction of adequate sets is independent of 
underlying probabilities and we can use this fact in the analysis of the asymmetric case. Another point of 
interest is the fact that computational complexity using adequate sets is much less than using standard 
methods. 
 
1  Introduction 
Hat puzzles were formulated at least since Martin Gardner’s 1961 article [8]. They have got an 
impulse by Todd Ebert in his Ph.D. thesis in 1998 [6]. Buhler [2] stated: “It is remarkable that a purely 
recreational problem comes so close to the research frontier”. Also articles in The New York Times 
[17], Die Zeit [1] and abcNews [16] about this subject got broad attention. 
The symmetric hat problem (two colors) with ܰ = 2௞ − 1 players is solved in [7], using Hamming 
codes, and with ܰ = 2௞ players in [5] using extended Hamming codes.  
Lenstra and Seroussi [15] show that in symmetric case (two colors), and for any value of ܰ, playing 
strategies are equivalent to binary covering codes of radius one. 
Combining the result of Lenstra and Seroussi with Tables for Bounds on Covering Codes [12], we get: 
ܰ 2 3 4 5 6 7 8 9 
ܭ(ܰ, 1) 2 2 4 7 12 16 32 62 
Max. 
prob. 
1 −
2
2ଶ
 1 −
2
2ଷ
 1 − 4
2ସ
 1 − 7
2ହ
 1 − 12
2଺
 1 − 16
2଻
 1 − 32
2଼
 1 − 62
2ଽ
 
All results are for the symmetric game. ܭ(ܰ, 1) is smallest size of a binary covering code of radius 1. 
Lower bound on ܭ(9,1) was found in 2001 by Östergård-Blass, the upper bound in 2005 by 
Östergård. 
Krzywkowski [13] describes applications of the hat problem and its variations, and their connections 
to different areas of science. 
Johnson [11]  ends his presentation with an open problem with N players and two colors: 
If the hat colors are not equally likely, how will the optimal strategy be affected? 
Van Uem [18] has answered this question up to 5 players. 
Lenstra and Seroussi [15] extend to games with hats of more than 2 colors, where 1-coverings are 
not sufficient to characterize the best strategies. They introduce strong coverings, and show efficient 
constructions of these coverings, which achieve winning probabilities approaching unity. 
This paper studies Ebert’s hat problem with three persons and three colors, where the probabilities 
of the colors may be different (asymmetric case) . All players guess simultaneously the color of their 
own hat observing only the hat colors of the other players. It is also allowed for each player to pass: 
no color is guessed. The team wins if at least one player guesses his or her hat color correct and none 
of the players has an incorrect guess. Our goal is to maximize the probability of winning the game 
and to describe winning strategies. Exact winning probability in case of three or more players and 
three or more colors is only known in the symmetric case with three players and three colors.  
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In this paper we extend the notion of adequate set to more colors. The construction of adequate sets 
is independent of underlying probabilities and we can use this fact in the analysis of the asymmetric 
case. Another point of interest is the fact that computational complexity using adequate sets is much 
less than using standard methods. A consequence is that our analysis can be completely done on a 
standard laptop. 
 
2 Adequate sets (N players, q colors) 
The ܰ persons in our game are distinguishable, so we can label them from 1 to ܰ.  
Each possible configuration of the hats can be represented by an element of ܤ = {ܾଵܾଶ … ܾே| ௜ܾ ∈
{0,1, . . , ݍ − 1}, ݅ = 1,2. . , ܰ} .  
The Scode represents what the ܰ different players sees. Player ݅ sees q-ary code ܾଵ. . ܾ௜ିଵܾ௜ାଵ. . ܾே 
with decimal value ݏ௜ = ∑ ܾ௞ . ݍேି௞ିଵ௜ିଵ௞ୀଵ + ∑ ܾ௞ . ݍேି௞ே௞ୀ௜ାଵ  , a value between 0 and ݍேିଵ − 1. 
Let S be the set of all Scodes: 
 ܵ = {ݏଵݏଶ … ݏே|ݏ௜ = ∑ ܾ௞. ݍேି௞ିଵ௜ିଵ௞ୀଵ + ∑ ܾ௞ . ݍேି௞ே௞ୀ௜ାଵ , ܾ௜ ∈ {0,1, . . , ݍ − 1}, ݅ = 1,2, . . , ܰ }. 
Let A be a nonempty subset of S.  
 
Definition: 
A is adequate to S if: 
 ∀௦భ௦మ…௦ಿ∈ௌ  
∃௔భ,భ௔భ,మ…௔భ,ಿ∈஺, ௔మ,భ௔మ,మ…௔మ,ಿ∈஺,… ,௔೜షభ,భ௔೜షభ,మ…௔೜షభ,ಿ∈஺  ∃௜∈{ଵ,ଶ,…ே}∶  ܽଵ,௜ = ܽଶ,௜ = ⋯ = ܽ௤ିଵ,௜ = ݏ௜   
Such a set always exists: S is adequate to itself. 
This definition is the result of the same reasoning as in case of two colors (see [18]): we have GOOD 
and BAD cases and every GOOD element must have at least q-1 counterparts to get a solution which 
contributes in a positive way to the winning probability. 
This definition is implemented in an adequate set generator (Appendix A). 
The definition of adequate set in case of more than two colors is the same idea as the concept of 
strong covering, introduced by Lenstra and Seroussi  in [15]. And: also the original definition of 
adequate set with two colors in [18] are two sides of the same medal. 
 
 
3 Optimal winning probabilities (N=q=3) 
We execute the program of Appendix A with values N=3, Q=3, p=0.7, q=0.2, r=0.1, das=12 
(das=dimension adequate set: number of elements in an adequate set; das is independent of ݌, ݍ, ݎ 
and we know the optimal winning probability in symmetric case is  ହ
ଽ
 so probability of an optimal 
adequate set is 1 − ହ
ଽ
= ସ
ଽ
= ଵଶ
ଶ଻
= ௗ௔௦
ଷయ
 ). The result is a collection of 324 adequate sets. There are 3 
optimal adequate sets, each with probability 0,242: 
4 5 7 8 9 13 14 16 17 18 20 24 0,242 
1 2 8 12 13 15 16 20 21 22 24 25 0,242 
3 6 8 10 11 13 14 19 20 22 23 24 0,242 
 
So maximal winning probability of this game is 1-0.242=0.758 
But we can do much more with the 324 adequate sets. We notice that with each probability there is 
a unique function ߶ = ∑ ݌௔ݍ௕ݎ௖, where the summation is over all elements of the adequate set and 
ܽ, ܾ, ܿ are the ternary digits of each element of the adequate set (this is exact the way the 
probability, sum in appendix A, is defined). 
For each of the three adequate sets just found, we have : 
 ߮ = ݍݎଶ + 2ݍଶݎ + ݍଷ + 3݌ݎଶ + 2݌ݍݎ + ݌ݍଶ + ݌ଶݎ + ݌ଶݍ 
We describe this as follows: 
00 01 02 03 10 11 12 20 21 30 
0 1 2 1 3 2 1 1 1 0 
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In the first line ܾܽ means: we have  ݌௔ݍ௕ݎଷି௔ି௕ and in the second line we find the coefficients of 
݌௔ݍ௕ݎଷି௔ି௕. We call this a pattern of the adequate solution. 
We have 324 adequate sets, where 72 of them have a unique probability, which correspondents with 
a unique pattern (see Appendix B). A pattern P1  is dominant over  pattern P2 when the ߮ value of P1 
is equal or less than the ߮ value of P2. Notation:  P1≻ P2. We suppose ݌ ≥ ݍ ≥ ݎ. We shall show 
that there are three dominant patterns (shaded in Appendix B). 
We start with the first line of the last table; we have (D means: dominates; equal or less): 
00D01D02D03 
10D11D12 
20D21D30 
This is stipulated in Appendix B by two vertical lines. 
But we also have:  
01D10 
02D11D20 
03D12 D21D30 
See the shaded boxes at the top of appendix B. 
Now we can shift numbers from left to right, using the above D rules, to show that a pattern is 
dominant over another pattern. The result can be shown in three dominance trees, where one of the 
three shaded patterns is in top. 
The three dominant patterns are: 
00 01 02 03 10 11 12 20 21 30   
            
0 1 2 1 3 2 1 1 1 0    
1 2 1 0 1 4 1 1 1 0    
1 3 3 1 0 0 0 3 0 1    
Each pattern has his own probability ߮; the first one ߮ଵ = ݍݎଶ + 2ݍଶݎ + ݍଷ + 3݌ݎଶ + 2݌ݍݎ +
݌ݍଶ + ݌ଶݎ + ݌ଶݍ. Are task is now to minimize (adequate set, BAD CASES) the value of ߮, given 
values of ݌, ݍ, ݎ. 
We define Ψ as the optimal winning probability of our game. 
We have: 
Ψଵ = 1 − ߮ଵ = 1 − (ݍݎଶ + 2ݍଶݎ + ݍଷ + 3݌ݎଶ + 2݌ݍݎ + ݌ݍଶ + ݌ଶݎ + ݌ଶݍ).  
Ψଵ = ݌(1 − 2ݎଶ) + (1 − ݌)ଶ(݌ + ݎ)  
Ψଶ = 1 + ݌ଶ ݎ + 2݌ݎଶ + ݌ଶ − ݌ − ݎ  
Ψଷ = 3݌(1 − ݌ − ݌ݎ)  
 
Who is the winner? 
We first notice that because of ݌ + ݍ + ݎ = 1  and ݌ ≥ ݍ ≥ ݎ ≥ 0, we have: 
 ݌ ≥ ଵ
ଷ
 and 1 − 2݌ ≤ ݎ ≤ ଵି௣
ଶ
. 
 
Ψଵ is the winner when Ψଵ ≥ Ψଶ  and Ψଵ ≥ Ψଷ. 
Ψଵ − Ψଶ = (݌ + 2ݎ − 1)ሾ(1 − ݌)ଶ − 2݌ݎሿ = (ݎ − ݍ)ሾ(1 − ݌)ଶ − 2݌ݎሿ ≥ 0  , so  
(ଵି௣)మ
ଶ௣
≤ ݎ ≤ ଵି௣
ଶ
 
and the last inequality implies ଵ
ଶ
≤ ݌ ≤ 1. 
 
Ψଵ − Ψଷ = −2݌ݎଶ + (4݌ଶ − 2݌ + 1)ݎ + ݌(݌ଶ + ݌ − 1) ≥ 0  
Let ݎଵ and ݎଶ be the solutions of Ψଵ − Ψଷ = 0 where ݎଵ < ݎଶ. It is not difficult to prove: ݎଵ <
(ଵି௣)మ
ଶ௣
  
and ଵି௣
ଶ
< ݎଶ. Ψଵ − Ψଷ is positive between ݎଵ and ݎଶ, so: Ψଵ − Ψଷ > 0 when 
(ଵି௣)మ
ଶ௣
≤ ݎ ≤ ଵି௣
ଶ
. 
Conclusion: Ψଵ is optimal when   
(ଵି௣)మ
ଶ௣
≤ ݎ ≤ ଵି௣
ଶ
    ቀଵ
ଶ
≤ ݌ ≤ 1ቁ. 
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Ψଶ is the winner when Ψଶ ≥ Ψଵ  and Ψଶ ≥ Ψଷ. 
 
Ψଶ − Ψଵ = −(݌ + 2ݎ − 1)ሾ(1 − ݌)ଶ − 2݌ݎሿ = (ݍ − ݎ)ሾ(1 − ݌)ଶ − 2݌ݎሿ ≥ 0  
Ψଶ − Ψଷ = (2݌ + ݎ − 1)(2݌ݎ + 2݌ − 1) = (݌ − ݍ)(2݌ݎ + 2݌ − 1) ≥ 0  
Let ߙ be the solution of the equation ଵିଶ௣
ଶ௣
= ଵି௣
ଶ
 : ߙ = ଷି√ହ
ଶ
. 
The solutions of  (ଵି௣)
మ
ଶ௣
= ଵି௣
ଶ
  are ݌ = ଵ
ଶ
  and ݌ = 1. 
Conclusion: Ψଶ is optimal when   
ଵିଶ௣
ଶ௣
≤ ݎ ≤ ଵି௣
ଶ
    ቀߙ ≤ ݌ ≤ ଵ
ଶ
ቁ  or  0≤ ݎ ≤ (ଵି௣)
మ
ଶ௣
    ቀଵ
ଶ
≤ ݌ ≤ 1ቁ. 
 
Ψଷ is the winner when Ψଷ ≥ Ψଵ  and Ψଷ ≥ Ψଶ. 
Ψଷ − Ψଵ = 2݌ݎଶ − (4݌ଶ − 2݌ + 1)ݎ − ݌(݌ଶ + ݌ − 1) ≥ 0  
Ψଷ − Ψଶ = (ݍ − ݌)(2݌ݎ + 2݌ − 1) ≥ 0  
 
Ψଷ − Ψଵ ≥ 0 when ݎ ≤ ݎଵ or  ݎ ≥ ݎଶ. 
We will prove: 
Part I: if  ߙ ≤ ݌ ≤ ଵ
ଶ
  then  ଵିଶ௣
ଶ௣
≤ ݎଵ (and: Ψଷ − Ψଵ ≥ 0). 
(2݌ݎ + 2݌ − 1) ≤ 0 gives ݎ ≤ ଵିଶ௣
ଶ௣
  and so ݌ ≤ ଵ
ଶ
. 
Working out ଵିଶ௣
ଶ௣
≤ ݎଵ leads to: ݌ଶ − 3݌ + 1 ≤ 0 , so: 
ଷି√ହ
ଶ
≤ ݌ ≤ ଷା√ହ
ଶ
 and combining this result 
with ݌ ≤ ଵ
ଶ
 proves part I. 
Part II: If ଵ
ଷ
≤ ݌ ≤ ߙ  then   ଵି௣
ଶ
≤ ݎଵ  (and: Ψଷ − Ψଵ ≥ 0). 
Solving ଵି௣
ଶ
≤ ݎଵ gives: (݌ − ߙ)(3݌ − 1)(ߙ݌ − 1) ≥ 0. 
Conclusion: Ψଷ is optimal when 
1 − 2݌ ≤ ݎ ≤ ଵି௣
ଶ
   (ଵ
ଷ
≤ ݌ ≤ ߙ)   or 1 − 2݌ ≤ ݎ ≤ ଵିଶ௣
ଶ௣
  (ߙ ≤ ݌ ≤ ଵ
ଶ
) . 
 
The next picture gives an overview of the domain of the winning probabilities:   
 
 
We call the three regions A,B and C (from right to left). 
So winning probabilities in regions A,B,C are: Ψଵ, Ψଶ, Ψଷ 
0
0,05
0,1
0,15
0,2
0,25
0,3
0,35
0 0,2 0,4 0,6 0,8 1 1,2
r
p
r=(1-p)/2 r=(1-2p)/2p r=(1-p)^2/2p r=1-2p r=0
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4 Optimal strategies. 
Each of the optimal adequate sets generates his own optimal strategy. 
We define a decision matrix ܦ = ൫ܽ௜,௝൯  where ݅ ∈ {1,2,3} (players); ݆ ∈ {0,1, . . , 3ேିଵ − 1} (Scode of 
one player); ܽ௜,௝߳{−1,0,1,2}. The meaning of ܽ௜,௝ is: player i sees Scode j and takes decision ܽ௜,௝  (-
1=pass, 0=guess color 0, 1=guess color 1, 2=guess color 2). 
We start with filling each element of the decision matrix with -1 (pass). Proceed as follows. 
Let ݐଵݐଶݐଷ  (ݐ௜ ∈ {0,1,2}, ݅ = 1,2,3) be an element of S-A (GOOD CASE) with decimal Scode ݏଵݏଶݏଷ. 
The definition of adequate set tells that  ∃௜∈{ଵ,ଶ,ଷ} such that there are hits in position i of our Scode 
with two elements of A (BAD CASES). 
From the definition of our decision matrix it follows: ܽ௜,௦೔ = ݐ௜. Executing this procedure for each 
element of S-A gives the desired result. 
We are now ready for the construction of optimal strategies. 
We start with region A. 
We take a point in A (e.g.  ݌ = 0.7, ݍ = 0.2, ݎ = 0.1 ), execute the program in Appendix A and we 
find three optimal adequate sets: 
4 5 7 8 9 13 14 16 17 18 20 24  
1 2 8 12 13 15 16 20 21 22 24 25  
3 6 8 10 11 13 14 19 20 22 23 24  
The optimal sets produces  optimal strategies  with decision matrix: 
(players 1,2,3; first row: what the player sees; blanks: pass). 
 00 01 02 10 11 12 20 21 22 
1 0    2 2  2 2 
2  0 0  0 0 1   
3  0 0  0 0 1   
 
 00 01 02 10 11 12 20 21 22 
1   1 0 0  0 0  
2   1 0 0  0 0  
3 0    2 2  2 2 
 
 
 00 01 02 10 11 12 20 21 22 
1  0 0  0 0 1   
2 0    2 2  2 2 
3   1 0 0  0 0  
 
Region B:   
We consider a point in B (e.g.  ݌ = ଵ
ଶ
, ݍ = ଵ
ଷ
, ݎ = ଵ
଺
  ) and we get 3 optimal adequate sets: 
4 5 7 8 9 11 15 18 22 23 25 26  
1 2 7 12 14 15 17 19 21 23 24 26  
3 5 6 10 11 16 17 19 20 21 25 26  
 
Decision matrices: 
 00 01 02 10 11 12 20 21 22 
1 0    1 1  1 1 
2  0 0 1    0 0 
3  0 0 1    0 0 
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 00 01 02 10 11 12 20 21 22 
1  1  0  0 0  0 
2  1  0  0 0  0 
3 0    1 1  1 1 
 
 00 01 02 10 11 12 20 21 22 
1  0 0 1    0 0 
2 0    1 1  1 1 
3  1  0  0 0  0 
 
Region C: 
Using e.g.  ݌ = 0.35, ݍ = 0.33 , ݎ = 0.32  we get one optimal adequate set: 
0 2 6 13 14 16 17 18 22 23 25 26 
 
Decision matrix: 
 00 01 02 10 11 12 20 21 22 
1 1    0 0  0 0 
2 1    0 0  0 0 
3 1    0 0  0 0 
 
 
 
 
CASE p=q=r 
All 324 adequate solutions are optimal:  each optimal solution in foregoing is also optimal here. 
There will be a lot of isomorphic optimal adequate solutions: each permutation of the three colors in 
an  optimal strategy gives an optimal adequate solution. The probability of each if the 324 adequate 
sets is ଵଶ
ଶ଻
 , so optimal winning probability of our game is in this case 1 − ଵଶ
ଶ଻
= ହ
ଽ
. 
 
 
5 Computational complexity. 
We consider the number of strategies to be examined to solve the hat problem with ܰ players and ݍ 
colors. Each of the ܰ players has ݍேିଵ possible situations to observe and in each situation there are 
ݍ +1  possible guesses. So we have ((ݍ + 1)௤ಿషభ)ே possible strategies. Krzywkowski [14] shows that 
is suffices to examine ((ݍ + 1)௤ಿషభିଵ)ே strategies. 
The adequate set method has to deal with {݅ଵ, ݅ଶ, . . , ݅ௗ௔௦} with 0 ≤ ݅ଵ < ݅ଶ <. . < ݅ௗ௔௦ ≤ ݍே − 1.  
 
The number of strategies is the number of subsets of dimension das of {0,1,…, ݍே-1}: ൬ ݍ
ே
݀ܽݏ
൰. 
 
The power of the adequate set method in the asymmetric 3 person, 3 color game is shown in the 
next table of computational complexity: 
 
brute force Krzywkowski  adequate set method 
1,80144E+16 2,81475E+14 17383860 
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Appendix A: adequate set generator (3 players, 3 colors,  probabilities of colors: 0.7, 0.2 and 0.1).  
 
Sub adequate_set_generator() 
Dim cc() As Integer 
Dim m() As Integer 
Dim hit() As Integer 
Dim i() As Integer 
Dim y() As Integer 
Dim check() As Integer 
p = 0.7 
q = 0.2 
r = 0.1 
N = 3 
H = 3 ^ N - 1 
das = 12 
ReDim cc(1 To N) As Integer 
ReDim m(0 To N - 1, 0 To H) As Integer 
ReDim hit(0 To N - 1, 0 To H) As Integer 
ReDim i(1 To das) As Integer 
ReDim y(0 To N - 1, 0 To H) As Integer 
ReDim check(0 To H) As Integer 
 
For num = 0 To H 
g = num 
   For z = 1 To N 
   cc(z) = g Mod 3 
   g = (g - cc(z)) / 3 
  Next z 
 
   For kk = 1 To N 
       v = 0 
      For t = 1 To kk - 1 
         v = v + cc(t) * (3 ^ (t - 1)) 
        Next t 
        For u = kk + 1 To N 
        v = v + cc(u) * (3 ^ (u - 2)) 
        Next u 
       m(kk - 1, teller) = v 
   Next kk 
   
Next num 
 
x = 0 
 
For i1 = 0 To H -11 
i(1) = i1 
For i2 = i1 + 1 To H -10 
i(2) = i2 
For i3 = i2 + 1 To H-9 
i(3) = i3 
For i4 = i3 + 1 To H -8 
i(4) = i4 
For i5 = i4 + 1 To H-7 
i(5) = i5 
For i6 = i5 + 1 To H-6 
i(6) = i6 
For i7 = i6 + 1 To H-5 
i(7) = i7 
For i8 = i7 + 1 To H-4 
i(8) = i8 
For i9 = i8 + 1 To H-3 
i(9) = i9 
For i10 = i9 + 1 To H-2 
i(10) = i10 
For i11 = i10 + 1 To H -1 
i(11) = i11 
For i12 = i11 + 1 To H  
i(12) = i12 
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For k = 0 To H   
   check(k) = 0     
 
   For s = 0 To N - 1  '' for each player 
      hit(s, k) = 0 
     For j = 1 To das   '' for all elements in A 
         If m(s, i(j)) = m(s, k) Then hit(s, k) = hit(s, k) + 1 ''count number of  hits 
     Next j 
   Next s 
Next k 
 
For k = 0 To H 
For t = 0 To N - 1 
      If hit(t, k) > 1 Then check(k) = 1   
Next t 
Next k 
 
state = 1 
 
For k = 0 To H 
   state = state * check(k) 
Next k 
 
som = 0 
If state = 1 Then  “state 1 means: we have an adequate set 
     x = x + 1  “next line in Excel 
   For k = 1 To das 
       g = i(k) 
         For z = 1 To N 
           cc(z) = g Mod 3 
           g = (g - cc(z)) / 3 
         Next z 
      count1 = 0 
      count2 = 0 
     
        For t = 1 To N 
           If cc(t) = 0 Then count1 = count1 + 1 
           If cc(t) = 1 Then count2 = count2 + 1 
        Next t 
          
     som = som + p ^ count1 * q ^ count2 * r ^ (N - count1 - count2) 
       
     Cells(x, k) = i(k) 
     Cells(x, 1 + das) = som 
     Cells(x, das + 3 * k + 1) = count1 
     Cells(x, das + 3 * k + 2) = count2 
     Next k 
End If 
 
Next i12 
Next i11 
Next i10 
Next i9 
Next i8 
Next i7 
Next i6 
Next i5 
Next i4 
Next i3 
Next i2 
Next i1 
  
End Sub 
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Appendix B: 72 unique patterns. 
            
                
               
              
00 01 02 03 10 11 12 20 21 30   
            
0 1 2 1 3 2 1 1 1 0   1 
1 2 1 0 1 4 1 1 1 0   2 
0 1 2 1 2 3 1 1 1 0  3 
1 1 1 0 2 4 1 1 1 0  4 
1 1 0 1 2 4 1 1 1 0  5 
1 2 1 0 1 3 2 1 1 0  6 
0 2 1 0 2 3 2 1 1 0  7 
0 1 2 0 2 3 2 1 1 0  8 
0 1 1 0 1 6 1 1 1 0  9 
1 2 1 0 1 2 3 1 1 0  10 
1 0 1 1 1 4 2 1 1 0  11 
0 1 1 1 1 4 2 1 1 0  12 
1 0 0 1 3 2 3 1 1 0  13 
0 1 1 1 2 3 1 2 1 0  14 
0 1 2 0 1 4 1 2 1 0  15 
1 0 1 1 2 2 2 2 1 0  16 
0 2 1 0 1 3 2 2 1 0  17 
0 1 2 0 1 3 2 2 1 0  18 
1 0 1 1 1 3 2 2 1 0  19 
0 1 1 1 1 3 2 2 1 0  20 
1 1 1 0 2 3 1 1 2 0  21 
0 2 1 0 2 3 1 1 2 0  22 
0 1 2 0 2 3 1 1 2 0  23 
1 1 0 1 2 3 1 1 2 0  24 
0 2 1 0 1 4 1 1 2 0  25 
1 0 1 1 1 2 2 3 1 0  26 
0 1 1 1 1 2 2 3 1 0  27 
1 1 0 1 2 2 2 1 2 0  28 
1 1 1 0 1 3 2 1 2 0  29 
0 2 1 0 1 3 1 2 2 0  30 
0 1 2 0 1 3 1 2 2 0  31 
1 1 1 0 2 2 1 1 3 0  32 
1 1 0 1 2 2 1 1 3 0  33 
0 1 2 1 3 2 1 1 0 1  34 
0 1 2 1 2 3 1 1 0 1  35 
0 1 2 1 1 4 1 1 0 1  36 
1 3 3 1 0 0 0 3 0 1   37 
0 1 2 1 2 2 1 2 0 1  38 
1 0 3 1 3 0 0 3 0 1  39 
1 2 1 0 1 4 1 0 1 1  40 
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0 1 3 1 1 2 0 3 0 1  41 
1 2 1 0 1 3 2 0 1 1  42 
1 0 2 1 3 0 1 3 0 1  43 
1 3 3 1 0 0 0 2 1 1  44 
1 2 1 0 1 2 3 0 1 1  45 
0 2 2 0 1 3 1 1 1 1  46 
1 0 1 1 3 0 2 3 0 1  47 
1 1 1 1 1 3 1 1 1 1  48 
0 3 1 1 1 2 0 2 1 1  49 
0 2 2 1 1 2 0 2 1 1  50 
0 2 1 1 1 3 0 2 1 1  51 
0 3 1 0 1 2 1 2 1 1  52 
1 3 3 1 0 0 0 1 2 1  53 
0 1 1 1 1 4 0 2 1 1  54 
1 2 1 1 1 0 2 2 1 1  55 
0 2 1 0 1 3 1 2 1 1  56 
0 1 1 0 1 4 1 2 1 1  57 
1 2 1 0 1 2 2 0 2 1  58 
1 1 2 1 2 0 1 1 2 1  59 
1 2 2 0 0 2 1 1 2 1  60 
1 1 3 0 0 2 1 1 2 1  61 
1 3 3 1 0 0 0 0 3 1  62 
0 1 3 0 1 2 1 1 2 1  63 
1 1 2 0 0 3 1 1 2 1  64 
0 1 2 0 1 3 1 1 2 1  65 
1 1 1 0 0 4 1 1 2 1  66 
0 1 1 0 1 4 1 1 2 1  67 
1 3 1 0 0 2 1 0 3 1  68 
1 3 0 1 0 0 3 0 3 1  69 
1 2 0 1 1 0 3 0 3 1  70 
1 1 0 1 2 0 3 0 3 1  71 
1 0 0 1 3 0 3 0 3 1  72 
 
11 
 
References: 
[1] W. Blum, Denksport für Hutträger, Die Zeit, May 3, 2001.  
 
[2]  J. Buhler, Hat tricks, Math. Intelligencer 24 (2002), 44-49. 
 
[3]  E. Burke, S. Gustafson, G. Kendall, A puzzle to challenge genetic programming, Genetic 
Programming, 136-147, Lecture Notes in Computer Science, Springer, 2002. 
 
[4] S. Butler, M. Hajianghayi, R Kleinberg, T. Leighton, Hat guessing games, SIAM J Discrete Math 
22 (2008), 592-605. 
 
[5] G. Cohen, I. Honkala, S. Litsyn, A. Lobstein, Covering Codes, North-Holland, Mathematical 
Library 54, 1997. 
 
[6] T. Ebert, Applications of recursive operators to randomness and complexity, Ph.D. Thesis, 
University of California, Santa Barbara, 1998. 
 
[7] T. Ebert, W. Merkle, H. Vollmer, On the autoreducibility of random sequences, SIAM J. Comp. 
32 (2003), 1542-1569. 
 
[8] M. Gardner, The 2nd Scientific American Book of Mathematical Puzzles&Diversions, Simon and 
Schuster, New York, 1961. 
 
[9] W. Guo, S. Kasala, M. Rao, B. Tucker, The hat problem and some variations, Advances in 
distribution theory, order statistics, and inference, 459-479, Stat. Ind. Technol., Birkhäuser 
Boston, 2006. 
 
[10] C. Hardin, A. Taylor, The Mathematics of coordinated inference: A study of generalized hat 
problems, Springer International Publishing Switzerland 2013. 
 
[11] B. Johnson, http://mathstat.slu.edu/~johnson/public/maths/hatproblem.pdf 
 
[12] G. Kéri, Tables for bounds on covering codes, www.sztaki.hu/~keri/codes 
                                                                                                                                                                                                                                                          
[13] M. Krzywkowski, On the hat problem, its variations, and their applications, 
Annales Universitatis Paedagogicae Cracoviensis Studia Mathematica 9 (1), 55-67, 2010. 
 
[14] M Krzywkowski, A more colorful hat problem, Annales Universitatis Paedagogicae 
Cracoviensis Studia Mathematica 10 (1), 67-77, 2011. 
 
[15] H. Lenstra, G. Seroussi, On hats and other covers, (Extended Summary), arXiv:cs/0509045v1 
[cs.IT] 15 sep 2005. 
 
[16] J. Poulos, Could you solve this $1 million hat trick?, abcNews, November 29, 2001 
 
[17]  S. Robinson, Why mathematicians now care about their hat color, The New York Times, 
Science Times Edition, page D5, April 10, 2001. 
 
[18] T. van Uem, The Hat Game and covering codes, https://arxiv.org/abs/1612.00276 
 1 dec 2016 
 
[19] P. Winkler, Mathematical Mind-Benders, A.K. Peters, Wellesley, Massachusetts, 2007 
