Abstract. We consider a nonlinear Schrödinger equation (NLS) posed on a graph or network composed of a generic compact part to which a finite number of half-lines are attached. We call this structure a starlike graph. At the vertices of the graph interactions of δ-type can be present and an overall external potential is admitted. Under general assumptions on the potential, we prove that the NLS is globally well-posed in the energy domain.
Introduction
Analysis on metric graphs and networks is a growing subject with many potential applications of physical and technological character. The interest in these structures, also from a mathematical point of view lies in the fact that they are relatively simple analytically, being essentially one dimensional, but on the other hand they can have in a sense arbitrary complexity due to nontrivial connectivity and topology. A large part of the literature is devoted to linear equations on graphs (see [15, 29] for an overview of theory and the many applications), with special emphasis on Schrödinger equation describing the so called quantum graphs. Recently nonlinear equations have attracted attention, and a certain amount of mathematical work has been done on nonlinear Schrödinger equation on quantum graphs, at least in some special situations (see for example [1, 2, 3, 4, 17, 31, 28, 9, 10, 32] ; a review with references to related physical research is in [30] ). In this paper we settle some issues about the nonlinear Schrödinger equation on a quantum graph G, composed by a compact core to which a finite number of half-lines are attached (and at least one). We refer to this structure as a starlike graph (see Fig.1 ). Our main interest is in showing that the NLS dynamics admits on a starlike graph a ground state under mild and natural hypotheses. We mean as ground state a standing solution of NLS on the graph which minimizes the system energy at a fixed constant mass, i.e. L 2 -norm. A previous result in a very special case was given in the paper [5] , where a single vertex with N half lines -a so called star graph -with a delta interaction was considered. Here we extend that result widely generalizing the topology of the compact core, and admitting the (possible) presence of external potentials on the graph. We however retain the power nonlinearity to avoid wordy statements but this limitation is not really necessary. The NLS on the graph is an equation of the form iii) The nonlinearity, of power type and again defined edge by edge, is focusing (the minus sign).
For further details and complete hypotheses and definitions, see the following section. The previous equation is globally well-posed in energy or form domain H 1 (G), which is the usual Sobolev space including continuity at vertices, for every µ ∈ [0, 2), the subcritical range, see Section 2.6 below for a proof. In the critical case µ = 2 the solution is only defined for small initial data, as in the case of the line. In any case the mass of the solution, i.e. its L 2 -norm Ψ 2 , and the energy
are conserved quantities. Of special importance is the quadratic contribution to the energy
It contains three terms. The kinetic energy, a potential term defined by W and the last term which is the energy associated to delta interactions concentrated at vertices v of the graph; we do not assume definite sign on the strengths α(v) of the interaction at vertices. Our hypotheses are rather simple and they regard only the topology of the graph and the quadratic part of the energy.
Assumption 1. G is a connected graph with a finite number of edges and vertices, and it is composed by a compact core and at least one infinite edge (one half-line).
Assumption 2. W = W + − W − with W ± 0, W + ∈ L 1 (G) + L ∞ (G), and W − ∈ L r (G) for some r ∈ [1, 1 + 1/µ]. Assumption 3. inf σ(H) := −E 0 , E 0 > 0 and it is an isolated, non degenerate eigenvalue.
Our main theorem gives the existence of nonlinear ground state under the above assumptions. We briefly comment on the assumptions. Assumption 1 is a topological one. We remark that if G is a compact connected graph without infinite edges, the minimization problem (1.2) admits a solution whenever the energy functional E[Ψ] is bounded from below. Assumption 2 is a rather weak hypothesis which is sufficient to guarantee that E lin is the quadratic form of a selfadjoint operator bounded from below, see also Remark 2.1. We stress that the stronger assumption W − ∈ L r (G) is needed only in the final part of the proof of Th. 1, to guarantee that the W − -terms in the energy functional E[Ψ] are negligible whenever the energy functional is evaluated on sequences that escape at infinity on one of the half-lines (runaway sequences), see Eq. (5.10) below. All the results before the limit (5.10) hold true under the weaker assumption W ∈ L 1 (G) + L ∞ (G). Assumption 3 assures existence of a unique linear ground state and it is satisfied in many relevant examples, such as the following: a) No delta terms, i.e. α(v) = 0 for all v (also called Kirchhoff boundary conditions at vertices, see, e.g. [26] ) and a sufficiently well behaved and decaying external potential attractive in the mean, i.e. such that G W < 0. In the pure Kirchhoff case (with no potentials) an extensive analysis of NLS with power nonlinearity has been given in the recent papers [9, 10] , where in particular it is shown that existence of a ground state for subcritical nonlinearity holds true only in some exceptional cases, the simplest one being the tadpole graph [17, 31] . Here we show that summing a small negative potential restores the ground state generically. b) Absence of potential term and delta interactions negative in the mean:
v∈V α(v) < 0 (Se also [21] for an explicit example in this case). c) A mixing of the two: delta interaction at the vertices and well behaved potentials with negative potential energy: v∈V α(v) + G W < 0. Notice that at the level of quadratic form and in this one dimensional problem, strictly speaking, one could consider on the same footing both the delta terms and the regular potential term. We have a preference to keep separate the two contributions because this is the usual way they are treated in quantum graph literature. We comment now briefly on the proof strategy. As in [5] we want to make use of concentration compactness techniques, but we have to cope with the lack of translational invariance of the graph. We show that for starlike graphs the Concentration Compactness Lemma 3.7 is valid. We note that with respect to the standard concentration compactness result in R n see, e.g. [18, 19] , we have to split the compact case in two sub-cases, named runaway and convergent. In the runaway case a minimizing, bounded in H 1 (G), sequence Ψ n eventually escapes on a single distinguished exterior edge, in the sense that any of its L p -norms with p 2 on the other edges vanishes and the same occurs for the L p -norm on any bounded part of the distinguished edge. In the convergence case, which is the one we are interested in, an H 1 (G)-bounded sequence admits a converging subsequence in L p (G), p 2. So that, to get convergence, we have to exclude vanishing, dichotomy and runaway case. In particular, to exclude the runaway case, we prove, by use of Bifurcation Theory, the existence of a branch of nonlinear solutions of the stationary NLS which is born from the linear ground state. This is the point where we make use of Assumption 3. Along this branch the L 2 -norm of the solution is small near the bifurcation point. We show that in this case a runaway minimizing sequence has an energy which is not compatible with the energy deduced from bifurcation theory in the small mass regime. Here is the only point where we use the hypothesis of small mass in Th. 1. With the present technique it is not possible to exclude that for big masses the minimizing sequence is runaway. In the simpler case of star graph this possibility has been excluded in [6] by using a finite dimensional reduction, a procedure which however does not work in more structured graphs or in the presence of external potentials. We remark that in the case of the line with a delta interaction, the existence of the ground state for every value of the mass was given in [8] , which covers also other examples of point interactions, while an even more singular interaction is treated in [7] .
When global well-posedness of the model holds true, the ground state, being a constrained minimum of the energy, is orbitally stable. We provide a global well-posedness result in H 1 (G) in Th. 2, filling in a gap in the literature. We end the introduction with an outline of the paper. In Section 2 we give preliminary definitions and results on quantum graphs (Secs. 2.1 and 2.2), we make precise our hypotheses on the quadratic part of the energy and comment about the validity of Assumption 3 (Secs. 2.3 and 2.4); finally we give well-posedness and mass and energy conservation for the time dependent nonlinear Schrödinger equation on a starlike graph (Secs. 2.5 and 2.6). In Section 3 the Concentration Compactness lemma is extended to the case of starlike networks. All statements are given explicitly, but only the steps which need essential modification of the original result valid on R N are proved while references are provided for the missing but straightforward steps. In Section 4 a bifurcation analysis showing the existence of a branch of standing waves emanating from the vanishing solution under the validity of Assumption 2 and 3 is proved, see Th. 3. Estimates on the size of the branch element in terms of relevant parameters are given as well. In the last Section 5 we use the results obtained in Section 3 and 4 to show that only the convergence case in Concentration Compactness alternative holds if the minimizing sequence has a mass sufficiently small, which ends the construction needed for the proof of Th. 1.
Throughout the paper c and C denote generic positive constants whose value may change form line to line.
Preliminaries
2.1. Quantum Graphs. We consider a connected metric graph G = (V, E) where V is the set of vertices and E is the set of edges. We assume that the cardinalities |V | and |E| of V and E are finite. We identify each edge e ∈ E with length L e ∈ (0, ∞] with the interval
The set of edges with finite length is denoted by E in while the set of edges with infinite length is denoted by E ex . Moreover we associate each finite length edge with two vertices, and each infinite length edges with one vertex. The notation v ∈ e with v ∈ V and e ∈ E, denotes that v is a vertex of the edge e. Two vertices v 1 and v 2 are adjacent, v 1 ∼ v 2 if they are vertices of a common edge which connects them. The degree of a vertex is the number of edges emanating from it. We denote by {e ≺ v} the set of edges connecting the vertex e. We fix a coordinate x on each interval I e such that x = 0 and x = L e correspond to vertices if L e < ∞ while if L e = ∞ the vertex attached to the rest of the graph corresponds to x = 0. Any choice of orientation of finite length edges is equivalent for our purposes. To avoid ambiguities, from now on we will denote points on the graph with x = (e, x), where e ∈ E identifies the edge and x ∈ I e is the coordinate on the corresponding edge. The length of a path is well defined due to the coordinates on edges and therefore there is a natural distance on G. Given x and y on G the distance d(x, y) is defined as the infimum of the length of the paths connecting the two points. Then (G, d) is a locally compact metric space and it is compact if and only if L e < ∞ for ∀e ∈ E. In this paper we will assume that there is at least one edge with infinite length, so that the considered graph is non compact. A function Ψ : G → C is equivalent to a family of functions {ψ e } e∈E with ψ e : I e → C. In our notation, if x = (e, x)
The spaces L p (G), 1 p ∞, are made of functions Ψ such that ψ e ∈ L p (I e ) for all e ∈ E and
We denote by (·, ·) the inner product associated with L 2 (G). When p = 2, the index will be omitted We denote by C(G) the set of continuous functions on G and introduce the spaces
equipped with the norm
and
In the following, whenever a functional norm refers to a function defined on the graph, we omit the symbol G. (1 − q/p), there exists C such that
A proof of inequality (2.1) for q = 2, which is easily generalized to any q 2, is in [10] . If the graph is compact inequality (2.1) does not hold true (it is clearly violated by constant functions), but it can be replaced by the weaker inequality
which hold true on any graph if p, q ∈ [2, +∞], with p q, and α =
A proof of inequality (2.2) for compact graphs is in [29] , for non compact graphs it is a trivial consequence of (2.1). See also [22] for a collection of useful inequalities on graphs. In what follows we shall always use the weaker inequality (2.2).
2.3. Linear Hamiltonian and Quadratic form. We denote by H the Hamiltonian with a δ coupling of strength α(v) ∈ R at each vertex and a potential term W on each edge. It is defined as the operator in L 2 (G) with domain
where we have denoted by ∂ o the outward derivative from the vertex, it coincides with
dx according the orientation on the edge. The action of H is defined by (HΨ) e = −ψ ′′ e + W e ψ e , where W e is the component of the potential W on the edge e. In the following we will write V = V − ∪ V 0 ∪ V + where V − , respectively V 0 , V + , is the set of vertices such that α(v) is negative, respectively null, positive. As recalled in the Introduction, Assumption 2 implies in particular that operator H is a selfadjoint operator on L 2 (G). The quadratic form of this operator is defined on the energy space given by H 1 (G) and it is explicitly given by
Notice that Ψ(v) is well defined due to the continuity condition in H 1 (G).
Remark 2.1. Indeed one can prove that under Assumption 2 one has
which, by KLMN theorem, implies that the form E lin is closed and hence defines a selfadjoint operator. It is easy to prove that the corresponding operator coincides with H. To prove that the bound (2.3) holds true, first note that by Assumption 2 we have that
Moreover, by Gagliardo-Nirenberg inequalities, setting
where we used the trivial inequality
Let us define
This corresponds to the bottom of the spectrum of H, and it is negative and simple by Assumption 3; we will denote by Φ 0 the corresponding normalized eigenfunction.
2.4.
Linear ground state. Assumption 3 allows to apply bifurcation theory from an eigenvalue in its easiest version and to construct the nonlinear ground state. We stress that there is no obstruction in principle to consider bifurcation from a degenerate eigenvalue but we prefer to avoid unnecessary complications. However, being not able to indicate a reference where the problem of non degeneracy of the ground state on a quantum graph is completely settled, we add some comments on the validity of Assumption 3. Assumption 2 with the additional request that the potential W is relatively compact with respect to the laplacian on the graph (Kirchhoff or delta boundary conditions or a mixing of the two) assures that the Hamiltonian H admits an essential spectrum σ e (H) = [0, +∞). So that, with this additional condition, a necessary hypothesis for Assumption 3 be satisfied is that at least a negative eigenvalue exists. It is straightforward to prove, considering a trial function constant on the compact part of the graph and smoothly vanishing at infinity that if v∈V |α(v)| + G W is negative the quadratic form is negative on this trial function and so a negative eigenvalue exists. Moreover the delta interactions contribute at most with a finite number of eigenvalues and the same holds true if W − is vanishing sufficiently fast at infinity. The additional request G W (x)(1 + |x|)dx < ∞, as in the line or half line cases is sufficient to guarantee that the discrete spectrum is finite. In particular −E 0 < 0 is an isolated eigenvalue. The non degeneracy of the principal eigenvalue is a subtler problem. When a ground state exists this property is assured by and is equivalent to the fact that the heat semigroup S(t) = exp(−tH) associated to H is positivity improving (see [33] , Thm XIII.44). Moreover, a positivity preserving heat semigroup S(t) is positivity improving, its generator has no ground state degeneracy and its ground state is positive if and only if S(t) is irreducible. The Hamiltonian operator H 0 , corresponding to the operator H with W = 0, generates a positive improving heat semigroup if the quantum graph does not contain tadpoles as subgraphs. This is proven for example in [29] , Thm 6.77 for a compact graph and in [25] for the general case of non compact graphs. Hence, when inf σ(H 0 ) is an eigenvalue, the ground state of a quantum graph without tadpoles and delta boundary conditions at vertices is non degenerate and positive. On the other hand, the absence of tadpoles is not necessary in general, because for example the tadpole graph itself with a delta boundary condition at vertices admits a simple ground state strictly positive, which is explicitly known (see also [17] ). When H 0 is perturbed by the presence of an external potential W , it is easy to recognize that the positive part W + is harmless and preserve irreducibility of the heat semigroup. If a negative part W − is present, Thm. XIII.45 in [33] gives a sufficient condition to have irreducibility. A version of this condition suitable for our purposes is given in [23] (see in particular Corollary A.3). This result implies that if W is bounded from below and such that D(Q 0 + W ) is dense in D(Q 0 ), where Q 0 is the quadratic form of the operator H 0 , then the heat semigroup generated by H 0 + W is positivity improving and the ground state is non degenerate and positive. We add, by way of information, that simplicity of all eigenvalues of quantum graph with delta interactions at vertices can be shown to be a generic property up to changing edge lengths and intensity of delta interactions, and again in absence of tadpoles (see [16] for details).
2.5. Energy of the nonlinear problem. The nonlinear energy reads
and it is defined on H 1 (G). The mass functional is given by
Restricted on the mass constraint the nonlinear energy is bounded from below, as a consequence of the Gagliardo-Nirenberg inequalities on graphs and of the hypotheses on the external potentials, in particular on W − . This is shown in Section 5, at the beginning of proof of Main Theorem.
2.6. Well-posedness. The local well-posedness for Eq. (1.1) in H 1 (G) proceeds along well known lines as an application of Banach fixed point theorem. Global well-posedness then follows by conservation laws. We will give only a representative result; a more general or optimal result could be obtained by making use of local in time Strichartz estimates, but we avoid this way for two reasons. The first one is that our interest in this paper is to establish Th. 1, which is a variational property of the NLS on the graph in H 1 (G). In the presence of global well-posedness in the same space the existence of ground state implies by well known arguments (see, e.g. [20] ) its orbital stability. We do not need deeper or finer results at this level and in any case the picture is clear. We stress however that, to the best of our knowledge, the result given in Th. 2 below is not present in the literature. The second reason is that Strichartz estimates should be preliminarily proven for starlike graphs, and this would bring us too far apart. In fact dispersive estimates are known for graphs, but only in some special examples, in particular in trees with Kirchhoff or delta vertices [13, 14] and on the tadpole graph [12] .
To proceed we introduce the following integral form of Eq. (1.1)
has a maximal solution defined on an interval of the form [0, T ⋆ ), and the following "blow-up alternative" holds: either
It is well known that B R is a complete metric space. We prove that T : B R → B R and moreover T is a contraction on B R if R and T are suitably chosen.
We start by noting that for any Ψ ∈ H 1 one has that (2.5)
This inequality follows from the conservation of the L 2 -norm e −iHt Ψ = Ψ , and from
where we used the conservation of the linear energy
, and the bound (2.3). By the bound (2.5), Schwarz inequality, and the property of H 1 (G) of being a Banach algebra one has
Now, taking the supremum in time
We take R such that C Ψ 0 H 1 R/2, and in the last inequality we want
The latter inequality holds true up to taking T small enough, indeed for Ψ ∈ B R one has
2R 2µ . And this show that T : B R → B R . Now we show that we can achieve contractivity of T , possibly choosing a smaller T if needed. We have to bound in C T H 1
By use of mean value theorem one has
and from this, using again Sobolev immersions in one dimension,
, and now it is enough to choose T so small to have
, which is always possible. The blow-up alternative is shown by bootstrap. For the extension of the solution to C 1 ([0, T ], H 1 (G) ⋆ ) the procedure is similar to the standard case of the equation on R. Some caution is only needed because of the meaning to give to the equation. One extends first the operator H to H 1 (G) with values in H 1 (G) ⋆ by means of the sesquilinear form B associated to E, the (bounded from below) quadratic form of the operator H:
(Ψ 1 , HΨ 2 ) = B(Ψ 1 , Ψ 2 ) as in the standard definition of the weak laplacian. This allows to show by direct calculation that one has in
to the problem (2.4), the following conservation laws hold at any time t:
Thanks to the previous theorem and in particular to the fact that Ψ is a
solution of Eq. (1.1), the proof is identical to the same proof valid in the standard case of R n and it is omitted.
Theorem 2 (Global well-posedness). Let 0 < µ < 2. For any
Proof. By Gagliardo-Nirenberg estimates (2.2), conservation of the L 2 -norm and energy, and hypotheses on the potential, one obtains an uniform bound on the H 1 (G)-norm of the solution (see estimate (5.4) proven in Section 5). So, no blow-up in finite time can occur, and by the blow-up alternative, the solution is global in time.
Concentration Compactness lemma
As noted in [5] where the special case of star graphs was treated, concentration compactness techniques on the real line (or more generally in R N ) can be adapted to certain domains where translation invariance is absent. With respect to the classical result (see, e.g., [18, 19] for expositions and references) the main point is a finer analysis of the compact case, which is split into two sub-cases: convergent and runaway (see Lem. 3.7 below). In this section we extend the Concentration Compactness lemma to a generic connected noncompact graph with a finite number of internal and external edges. In the course of the analysis, where the proofs of single steps require only minor modifications with respect to the standard case, we omit the details and we refer to the already cited texts [18, 19] . We need preliminarily an information about the metric structure of the graph. We denote by d(x, y) the distance between two points of the graph, defined as the infimum of the length of the paths connecting x to y. is continuous and piecewise linear. In particular, d ′ e,y is a piecewise constant function with at most one discontinuity point x * ∈ I e , and d e,y (x) ′ = 1 or d e,y (x) ′ = −1 for all x ∈ I e \{x * }.
Proof. Assume first that y / ∈ e. If e is an internal edge (with length L e < ∞), let a and b be the vertices that identify the endpoints of the edge e, note that if e is a loop a and b coincide. Without loss of generality, set a ≡ (e, 0) and b ≡ (e, L e ). Then
If e is an external edge, let a ≡ (e, 0) be its endpoint, then one has
On the other hand, if y ∈ e, one has d e,y (x) = |x − y|.
The properties of d e,y follow from its explicit form.
We denote by B(y, t) the open ball of radius t and center y B(y, t) := {x ∈ G s.t. d(x, y) < t}.
We denote by · B(y,t) the L 2 (G) norm restricted to the ball B(y, t).
We define the volume of the set B(y, t) by Vol B(y, t) = e Ie
(1 B(y,t) ) e (x)dx where 1 B(y,t) is the characteristic function of the set B(y, t).
We have the following bounds on the volume of the sets B(y, t) and B(y, t)\B(y, s):
Vol B(y, t) 2N t and Vol B(y, t)\B(y, s)
Proof. We prove only the second bound, the proof of the first one is similar. By definition one has B(y, t)\B(y, s) = {x ∈ G s.t. s d(x, y) < t}, and Vol B(y, t)\B(y, s) = e Ie
(1 B(y,t)\B(y,s) ) e (x)dx.
We have that, for each e ∈ E,
(1 B(y,t)\B(y,s) ) e (x) = 1 if s d e,y (x) < t 0 otherwise By Prop. 3.1, it is easy to convince oneself that for any edge e
Ie
(1 B(y,t)\B(y,s) ) e (x)dx 2(t − s).
From which the bound on the volume immediately follows.
Next we prove a result on the convergence of bounded sequences in H 1 (G). y, t) ), for any fixed y and t.
Proof. Since Ψ n is bounded in H 1 (G), there exists a subsequence Ψ n k and a function Ψ ∈ H 1 (G), such that Ψ n k converges to Ψ weakly in H 1 (G), see, e.g., Th. 2.18 in [27] .
By Gagliardo-Nirenberg inequality the sequence Ψ n k is uniformly bounded in L ∞ (G). Then, by Rellich-Kondrashov theorem, there exists a subsequence, still denoted by Ψ n k , such that (Ψ n k ) e → (Ψ) e in L ∞ (I e ) for all the internal edges e ∈ E in , and (Ψ n k ) e → (Ψ) e in L ∞ (I) for all the external edges e ∈ E ex and for any bounded subinterval I of R + . Moreover, since the functions Ψ n are continuous in the vertices, so is Ψ and this concludes the proof of the proposition. Remark 3.4. As a trivial consequence of Prop. 2.3, one has that the subsequence Ψ n k convergence to Ψ also in L p (B(y, t) ), for all p 1 and any fixed y and t.
For any function Ψ ∈ L 2 and t 0 we define the concentration function ρ(Ψ, t) as
B(y,t) .
In the following proposition we prove two important properties of the concentration function: that the sup at the r.h.s. of equation (3.1) is indeed attained at some point of G and the Hölder continuity of ρ(Ψ, ·).
. ii) There exists y(Ψ, t) ∈ G such that
∞ |t − s|, for all s, t > 0 and where c is independent of Ψ, s and t.
Proof. The proofs of i) and ii) follow directly from the proof of Lem. 1.7.4 in [18] .
To prove iii) one uses the inequality
B(y(Ψ,t),t)\B(y(Ψ,t),s)
, see Lem. 1.7.4 in [18] , and the inequalities: For any sequence Ψ n ∈ L 2 we define the concentrated mass parameter τ as
Te parameter τ plays a key role in the concentration compactness lemma because it distinguishes the occurrence of vanishing, dichotomy or compactness in H 1 (G)-bounded sequences. The following lemma (see for the standard case Lem. 1.7.5 in [18] ), proves that τ can be computed as the limit of ρ on a suitable subsequence.
Lemma 3.6. Let m > 0 and {Ψ n } n∈N be such that:
Then there exist a subsequence {Ψ n k } k∈N , a nondecreasing function γ(t), and a sequence t k → ∞ with the following properties:
Proof. We refer to [18, Lem. 1.7.5] for the details of the proof. Here we just remark that the equicontinuity of the sequence ρ(Ψ n k , ·), needed to apply Arzelà -Ascoli theorem, follows from (3.3), and from the fact that, by Gagliardo-Nirenberg inequality and assumptions (3.4) -(3.5), Ψ n ∞ is uniformly bounded in n.
We are now ready to prove the concentration compactness lemma. Although the statement of the lemma is similar both to the standard case (see [18, Prop.1.7.6]) and to Lem. 3.3 in [5] where the case of star graph is treated, its proof requires several adjustments and changes and for this reason we provide all the details. We also remark that the argument used here to prove the existence of runaway sequences is simpler than the one used in [5] .
Lemma 3.7 (Concentration compactness). Let m > 0 and {Ψ n } n∈N be such that:
Then there exists a subsequence {Ψ n k } k∈N such that: i) (Compactness) If τ = m, at least one of the two following cases occurs:
There exists e * ∈ E ex , such that for any t > 0, and 2 p ∞
Proof. Let {Ψ n k } k∈N , γ(·) and t k be the subsequence, the function and the sequence defined in Lem. 3.6. Proof of i). Suppose τ = m. By Lem. 3.6 ii), for any m/2 λ < m there exists t λ large enough such that γ(t λ ) > λ. Then by Lem. 3.6 i), for k large enough ρ(Ψ n k , t λ ) > λ.
Set y k (t) ≡ y(Ψ n k , t), where y(Ψ n k , t) was defined in Prop. 3.5 ii). For k large enough, we have that
To prove (3.16), assume that d(y k (t m/2 ), y k (t λ )) > t m/2 + t λ , then the balls B(y k (t m/2 ), t m/2 ) and B(y k (t λ ), t λ ) would be disjoint, thus implying
Next we distinguish two cases: {y k (t m/2 )} k∈N bounded (it belongs to a finite ball on the graph) and {y k (t m/2 )} k∈N unbounded (there is no finite ball on the graph containing the sequence). Case y k (t m/2 ) bounded. By Prop. 3.3 and Rem. 3.4, we have that there exists a subsequence Ψ n k and a function Ψ ∈ H 1 (G) such that Ψ n k → Ψ weakly in H 1 (G) and Ψ n k → Ψ in L 2 (B(y, t)) for any fixed y and t. The function Ψ might be the null function, next we show that for y k bounded this is not the case. We prove indeed that M [Ψ] = m which, together with the weak convergence in H 1 (G), implies that Ψ n k → Ψ in L 2 , then the convergence in L p for 2 < p ∞ follows from GagliardoNirenberg inequality. Fix λ ∈ (m/2, m), and let t λ be such that ρ(Ψ n k , t λ ) > λ for k large enough. Since, by (3.16), y k (t λ ) is bounded as well, up to choosing a subsequence which we still denote by Ψ n k , we can assume that y k (t λ ) → y * (t λ ) and y k (t m/2 ) → y * (t m/2 ). Then, for any fixed ε > 0 and k large enough we have d(y * (t m/2 ), y k (t m/2 )) ε, so that, by (3.16) and the triangle inequality it follows that d(y * (t m/2 ), y k (t λ )) ε + t m/2 + t λ . Setting T = 2(ε + t m/2 + t λ ) we certainly have that
As we can choose λ arbitrarily close to m, we get M [Ψ] m. On the other hand, by weak convergence, we have that
Assume now that y k (t m/2 ) is unbounded. Then, up to choosing a subsequence, which we still denote by Ψ n k , we can assume that there exists e * ∈ E ex such that {y k (t m/2 )} k∈N belongs to the the edge e * and y k (t m/2 ) → ∞. Fix ε and t. Set λ = m − ε and t λ such that for k large enough ρ(Ψ n k , t λ ) > λ. By (3.16) we have that y k (t λ ) → ∞, so that, for k large enough, y k (t λ ) − t λ > t and
On the other hand, by (3.6) and for k large enough, one has that
The limit (3.8) for p > 2 follows by Gagliardo-Nirenberg inequalities applied to the graph G t obtained from G by cutting the edge e * at length t. We remark that the graph G t might be compact.
Proof of ii).
We start with the proof of a useful inequality, see Eq. (3.17) below. Let L max be the maximal length of the internal edges. For any internal edge e ∈ E in , by Gagliardo-Nirenberg inequality applied to the interval I e , by Eq. (3.1), and since ρ(Ψ, ·) is non-decreasing, one has that ψ e
where c e is a constant that depends on the edge e ∈ E in (on the length of the interval I e ) and we set c = max e∈E in c e . On the other hand, for any external edge e ∈ E ext , one has
where c is a constant that depends on L max . Summing up on internal and external edges we get (3.17) Ψ 6 6 cρ(Ψ, L max /2) 2 Ψ 2 H 1 . Suppose now that τ = 0. By Lem. 3.6, τ = lim k→∞ ρ(Ψ n k , t k ) = 0. Then since ρ(Ψ, ·) is non-decreasing and t k → ∞, lim k→∞ ρ(Ψ n k , L max /2) = 0, and lim k→∞ Ψ n k 6 = 0 by (3.17).
The statement for 2 < p < 6 follows from the Hölder inequality Ψ p Ψ
2p , while for 6 < p ∞ one uses inequality (2.2) with q = 6.
Proof of iii). Suppose that 0 < τ < m and let θ and ϕ be two cut-off functions such that θ, ϕ ∈ C ∞ (R + ), 0 θ, ϕ 1 and
, where y(Ψ n k , t) was defined in Prop. 3.5 ii). Define the following cut off functions
We remark that (Θ k ) e (x) = θ(d e,y(t k /2) (x)/t k ) with d e,y given as in Prop. 3.1, and similarly for
, and let S k be defined by S k (x) = Φ k (x)Ψ n k (x), products to be understood pointwise. We remark that R k (S k resp.) coincides with Ψ n k in the ball B(y(t k /2), t k /2) (in the set G\B(y(t k /2), t k ) resp.) and R k = 0 (S k = 0 resp.) in the set G\B(y(t k /2), 3t k /4) (in the ball B(y(t k /2), 3t k /4) resp.). Properties (3.9) and (3.10) are immediate. Property (3.11) also immediately follows from the definitions of R k and S k and from Prop. 3.1. Next we notice that by Prop. 3.5, ii),
Moreover, since θ(t) 1,
, where we have taken into account the optimality of y(t k ) according to Prop. 3.5, ii) and the definition of ρ(Ψ, t). Therefore lim
and |Z k | |Ψ n k |, to be understood pointwise. Then one has
again by the optimality properties of y(t k ). It follows from (3.19) and Lem. 3.6, ii) that
and therefore M [S k ] → m − τ which concludes the proof of (3.12). To prove (3.14) and (3.15) we use
to be understood pointwise, which in turn implies
where we used (3.6), (3.7), and Gagliardo-Nirenberg inequality (2.2). The limit (3.14) then follows from Z k → 0. To prove (3.15) we use (3.21) with p = 1, and the fact that, by Z k H 1 c, Z k → 0, and Gagliardo-Nirenberg inequality, one has Z k ∞ → 0. Concerning the inequality (3.13), first notice that
for almost all x ∈ I e , where we used 1
| c/t k for almost all x ∈ I e (see the remark below Eq. (3.18) and Prop. 3.1). The inequality (3.13) follows by integrating on I e and summing up on e, and by recalling that t k → ∞.
Remark 3.8. We note that Eq. (3.8) in Lem. 3.7-i 2 ) implies that in the runaway case lim k→∞ Ψ n k L p (B(y,t)) = 0 for any 2 p ∞, y ∈ G, and t > 0.
Bifurcation analysis
In this section we study the solutions of 
and it is invertible. Denoting its inverse by ω(m), one has that the function E(m) := E[Φ(ω(m))]
is continuous for m > 0 small enough, and
Proof. We follow the approach used in [24] . Without loss of generality, we can take Φ(ω) real valued. We start by noting that D(H) with the graph norm |||Φ||| H = HΦ + Φ is a Banach space. We note that the following inequality holds true:
To prove it we use first Hölder and Gagliardo-Nirenberg inequalities to obtain
H . Then we prove that Ψ ′ C|||Ψ||| H . To this aim, we use the fact that E[Ψ] = (Ψ, HΨ), which in turn implies
for some large constant C 0 . Here we used again Gagliardo-Nirenberg inequality and
H , see also Eq. (5.2) below. By the bound (4.4) we infer that if
Note that despite the fact that we keep using the notation |Φ| 2µ Φ, since we are assuming Φ real valued |Φ| 2µ Φ could be understood as (Φ) 2µ+1 . It is clear that
We use the Lyapunov-Schmidt method to study the existence of solutions of We introduce the map G :
hence, the auxiliary equation is equivalently written as G(a, Θ, ω) = 0. Since
is invertible then, by the Implicit Function Theorem in Banach spaces, the auxiliary equation defines locally in a neighborhood
and lim (a,ω)→(0 + ,E 0 ) |||Θ * (a, ω)||| H = 0. Indeed from the equation G(a, Θ * (0, ω), ω) = 0, and since Q(H + ω)Q is invertible with bounded inverse in a neighborhood of E 0 , one has that
Since taking ε and δ small enough we can make |||Θ * ||| H arbitrarily small we have
Now we turn our attention to the bifurcation equation. First we write it explicitly using the definition of P .
This is an implicit equation w.r.t. two real parameters a and ω, we assume a = 0 and recast it in the following form
We want to use the Implicit Function Theorem in (4.9) to make explicit ω(a). By the bound (4.8) it is immediate that f (a, ω) is continuous, moreover
Which shows that ∂ ω f (a, ω) is also continuous. Notice that
Hence, by (4.8), we have
which implies that ∂ ω f (0, E 0 ) = 0. We conclude that (4.9) defines uniquely a continuous function ω * (a) in a neighborhood of the origin such that ω * (0) = E 0 . Moreover, it is clear that for small a
and then ω * − E 0 0 that is ω * E 0 . We can give a more precise asymptotic behavior, that is
Concerning the regularity properties of ω * , exploiting the identity ∂ a f (a, ω * (a)) = 0 we conclude that ω * ∈ C 1 (0, ε). Indeed, by L'Hôpital's rule, we infer
which guarantees that ω * is strictly increasing, hence invertible, in (0, ε). We denote its inverse by a * (ω). Obviously a * ∈ C 1 (E 0 , E 0 + δ) and
by the inequality (A + B)
−1 B, which holds true for all 0 < B < A/2. The sought solution is given by Φ(ω) = a * (ω)Φ 0 + Θ * (a * (ω), ω).
We are left to prove properties (4.2) and (4.3).
As ω − E 0 → 0, due to (4.8) and (4.10) we have
which proves Eq. (4.2). By the regularity of a * and Θ * (a, ω) it follows that m(ω) is in C 1 (E 0 , E 0 + δ) and it is invertible because Φ 0 2µ+2 2µ+2
Denoting its inverse by ω(m) one has
Computing the energy we have that
is continuous as a function of m (indeed it is C 1 (0,m) form small enough), and recalling (4.10) and (4.11) we get (4.3).
Main theorem
Proof of Theorem 1. We prove first that mE 0 < ν < ∞. The lower bound ν > mE 0 is a direct consequence of the fact that
, for all Ψ ∈ E, and that, by the definition of E 0 and E lin , one has inf{E
To prove that ν < +∞ we first note that, by using Hölder and Gagliardo-Nirenberg inequalities, one can prove the bounds:
for all q ∈ [2, 2r/(r − 1)] and with α = ; and
We remark that the inequalities (5. 
We notice that for any a, b, c, d > 0, r 1, and 0 < µ < 2 there exist δ, β > 0 such that ax 2 − bx µ − cx − dx 1/r > δx 2 − β, for any x 0, then
In the remaining part of the proof we shall prove that we can choose m * such that for m < m * minimizing sequences have a convergent subsequence.
Let {Ψ n } n∈N be a minimizing sequence, i.e., Ψ n ∈ E, M [Ψ n ] = m, and lim n→∞ E[Ψ n ] = −ν. Concerning the mass constraint, we remark that it is enough to assume M [Ψ n ] → m as n → ∞, in such a case one can define Ψ n = √ mΨ n / Ψ n and note that lim n→∞ E[
We shall prove that there existsΨ
We can assume that E[Ψ n ] −ν/2 then by inequality (5.4), up to taking a subsequence, we can assume that sup
moreover the following lower bound holds true
Next we use Lem. 3.7 and prove that vanishing and dichotomy cannot occur for {Ψ n } n∈N . Set τ = lim t→∞ lim inf n→∞ ρ(Ψ n , t). First we prove that vanishing cannot occur. If τ = 0, then by Lem. 3.7 there would exist a subsequence Ψ n k such that Ψ n k p → 0 for all 2 < p ∞ but this, together with Eqs. (5.2) and (5.3), would contradict (5.5). To prove that dichotomy cannot occur, suppose 0 < τ < m, then there would exist R k and S k satisfying (3.9)-(3.15). In particular we know that
Moreover we claim that
we postpone the proof of this claim to the end of the discussion. Summing up, we arrive at
Notice that, given Ψ ∈ E and δ > 0, then
We remark that R k , S k ∈ E, since Ψ n k satisfies the continuity condition at the vertices and the multiplication with the cut-off functions preserves that.
Then, using the above equality and the fact that
from which
Notice that by (3.12)
where we used the fact that lim inf k→∞ Ψ n k 2µ+2 2µ+2 = 0. The latter claim is proved by noticing that lim inf k→∞ Ψ n k 2µ+2 2µ+2 = 0, together with Ψ n k H 1 bounded and Eqs. (5.2) and (5.3), would imply lim inf k→∞ (Ψ n k , W − Ψ n k ) = 0 and lim inf k→∞ Ψ n k ∞ = 0. Hence, there would be a contradiction with inequality (5.5). We conclude that if 0 < τ < m we get a contradiction, cfr. inequalities (5.7) and (5.8). To end the analysis of the case 0 < τ < m we are left to prove the claim (5.6). We rewrite W = W + − W − and consider first the term with W + . We have that
Since R k and S k have disjoint supports, we have that
The terms containing R k and S k are bounded by Lemma 3.7 and inequality (5.2). The terms containing Z k , go to zero by inequality (5.2) and because Z k → 0 by Eq. (3.20) . From which the claim (5.6) follows. Since 0 τ < m leads us to a contradiction, it must be τ = m. Now we prove that for m < m * the minimizing sequence is not runaway. Here the limitation on the mass plays a role for the first time. By absurd suppose that {Ψ n } n∈N is runaway, then we have that
The first limit is a direct consequence of Lem. 3.7, Eq. (3.8). To prove the second one, assume that Ψ n escapes at infinity on the external edge e * (this can always be done up to taking a subsequence). We note that We start by noticing that Ψ n H 1 is uniformly bounded, hence, so is Ψ n p for all p ∈ [2, +∞], by (2.2) (with q = 2). As a consequence, we have that for any ε > 0 there exists R > 0 (independent of n) such that
with r ′ such that r −1 + r ′ −1 = 1. For such R, there exists n 0 such that for all n > n 0 one has (we enlarged the set on which the inf is taken).
It is well known that the infimum in the latter minimization problem is indeed attained and that the minimizing function (up to translations and phase multiplications) is given by the soliton profile To show that for m small enough a minimizing sequence cannot be runaway we compute the energy on a trial function. As trial function we choose the function Φ(ω), with ω = ω(m), given in Th. 3. By the same theorem we have that the energy E[Φ(ω)] = −E 0 m + o(m), and by a simple continuity argument we infer that there exists m * such that E[Φ(ω)] < −γ µ m 1+ 2µ 2−µ for all 0 < m < m * . This, together with the lower bound (5.15), imply that a minimizing sequence cannot be runaway.
By Lem. 3.7 we conclude that for all 0 < m < m * there exists a stateΨ ∈ E such that minimizing sequences converge, up to taking subsequences, toΨ in L p for p 2. In particular, 
