































































































































































































































































個のパラメー ター を含んでいる。このパラメー ター を，｡；(ノー 1，……，6）
とする。即ち，
Z=dj(mg(of,of,……,o:) ；11×11
である。従って，初期値を除いて,pj,｡:(j=1,……,6)及び｡2=Va7･
("‘）という13個の推定すべきパラメーターがある。以下，これらのパラメ
ーターの推定について論ずる。
我々は，各必は,絶対値が1より小であると仮定する。又，･；は，すべて
正とする。この時，モデルの特殊性より9"tがオに依存しているという意味
で，時間変化のKFモデルを扱っているにもかかわらず,9t自身は，期待値
0の定常過程に従う。その自己共分散関数は，
γ(r)=E(":"'_r)
＝皇欝｡扇ﾙ，+い”Ⅲ’
となる。この表現から明らかなるように，｜γ（γ）｜は，γ→COの時,指数的
に減衰して行く。従って，季節変動モデルとしての意味を持つには，各必が
なるべく1に近い事が望ましい。しかし，とにかく,|pjl<1であれば，
スペクトラムカ罫定義され，
’(")=岸彙γ(,)｡-‘”
＝燕．:{,Ⅲ_角．:｡‐"ド＋,‘_,参"．,．}＋
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(13
なる連続，かつ正のスペクトラムが得られる。
今，標本サイズTのデー タ｛",，……,"T}が与えられたとして，以下の議
論のため，さらに次の量を定義する。
“‘(")=会
′鍔‘(")一志|,’一岬"｡-",,＋1‘_角｡…,｡｝
1 1
（ノー 1，……，6）
’(")=☆'皇"’‘｡'’
ここで,I(co)は，ピリオドグラムである。この時(12)は，
I(の)="'(の)q+e(の）側
と表わす事ができる。但し，
苑（の)＝(苑1(の)，……，苑7(の))，；7×1
q=(o:of,……,o:)';7×1
e(m)=I(の)-/(の）
従って，もし必が与えられれば，パラメーターは，αだけで，周波数領域に
おける最小二乗法により推定できる。今'""etに正規性の仮定をおけば次
の結果が得られる(T(z"αﾙα(1979))。
定理1"f,Etが正規分布に従う時
面＝{亨妬(のZ)f(m!)}-!亭苑(cIJI)I(m!)(10
は,T→COの時，αに確率1で収束し,JT(d－α）は,漸近的に平均0,共
分散行列
4汀(/_Wt"(の)"'(の)dの)-'JE:/z(の)"(の)"'(の)cIの(烏妬(の)"'(の)dの)-'
－162－
の正規分布に収束する。但し，の'=2'rl/T(J=1,……,T)｡
しかし,aは,(1］における残差項e(の!)の分散が一定でないから，有効推
定量とはなり得ない。又一般に，βjが未知であるから，この方法はあまり有
意味でない。そこで，角をαにつけ加えたパラメーターをβとして，有効推
定は，スコア法によって，
β=β＋(夢(の‘)元，(の‘)〃(の‘))~』亭轟(の‘)百("‘)//謬(の‘）（1，
から計算すればよい。ここで，βは，βの一致推定量である。又，他の～が
ついた量は，βを用いて得られる。推定量タは,jと同様に，最小二乗法に
基いているが，／2(の‘）をウェイトにした一般化最小二乗推定量とみなす事
ができる。この時，次の結果が得られる(Tα”αﾙα(1979))。
定理2"t,etが正規分布に従う時,(1，から計算されるβは,T→COの時，
βに確率1で収束し,JT(8－8）は，漸近的に，平均0,共分散行列
4汀(鰯鉛(の)鉛，(の)/〆(の)duj-!
の正規分布に収束する。
実際に(,，を計算するには,5から出発して，繰り返し計算によって収束し
へ
た値をβとすればよい。問題は，初期値βの決め方である。これについては，
後で議論する事にして，⑭，側の推定量としての良さを，シミュレーション
によって調べてみる。そのために，パラメーターの値を与えて，正規乱数泌‘，
Efを発生させ，それから〃‘を作る。以下で報告する結果は，標本サイズを25
年間の月別データに相当するものとして,T=300としたものである。そして，
(10,(19の計算を行なった。但し，簡単化のため，必の値はすべて等しく，か
つ,既知であると仮定した。従って，推定すべきパラメーターαは，ぴ2と6
個のび；の計7個である。シミュレーションで用いたパラメーターの組み合わ
せは，次の通りである。まず,!o(=,oj)の値については,1に近い3つの場
合，
(a)p=0.97(b),o=0.98(c),o=0.99
を調べた。その各々に対して，ぴ2の値を2通り考えた。即ち，
(a)o2=16,36(b)o2=25,49(c)o2=49,100
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である。(c)の方力:,(a),(b)に比べβの値が大き<,従って季節変動部分が占
める割合が大きくなるので，それを割り引く意味で，ぴ2の値も(c)の方を大き
くした。ぴ:の値は,(a),(b),(c)すべての場合に同一で，
o:=2,o:=1.5(j=2,3,4),o:=1(j=5,6)
とした。
表1には，上述した計算手続きを，独立に30回繰り返して得られた30個の
推定量",及び＆の平均(Meα”),分散(Vαγ),そして，定理1,2から
計算される理論分散が示されている。但し，面は(10式から,6は，βをパラ
メーターからはずして，（1，式から計算したものである。又，理論分散は，括
弧内に示してある。
表1．推定量㈹’㈹のシミュレーション結果
｡；び；α：d：α：｡：ぴ2
(a)p=0.97
02=16
Meα九
Vαγ
1．20
．44
(.35）
1．38
．23
(､22）
、86
．37
(､30）
1．03
．13
(､16）
30．9
202．9
(232.7）
19．5
57．3
（44.7）
1．78
．69
(､61）
2．03
．33
(､34）
1．47
．53
(､35）
1．61
．24
(.22）
1．34
．60
(.35）
1．54
．34
(､22）
、89
．26
(.16）
1．06
．20
(､12）
～
a
Meα九
Vαγ
八
a
d2＝36
1．46
．57
（､37）
1．55
．28
（､29）
β＝0．98
Meaれ
～
α
Vαγ
51．6
222．7
(256.4）
41．6
92．1
（75.0）
1．79
．76
(､64）
2．01
．34
(.44）
1．17
．46
(､37）
1．32
．27
(､29）
(b)
1．32
．65
(､37）
1．48
．40
(.29）
、88
．30
(､18）
1．01
＆23
(.16）
、85
．33
(､31）
1．01
．18
(､21）
Meα九
Vαγ
八
a
???
??
??
??
1．05
．41
(､50）
1．41
54．0
329．4
(602.0）
29．9
1．70
．80
(､88）
2．08
1．40
．64
(.50）
1．66
1．29
．63
(.50）
1．58
、89
．35
(.23）
1．08
、82
．51
(､43）
1．06
公
a Meα九
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ぴfぴ；ぴ：び：び：｡：ぴ2
ぴ2＝25
へ
α Vαγ 、26、29.41.22、16
(.24)(.24)(.24)(.13)(.18)
、32
(､37）
68．2
(59.3）
??
???
???
?
??
?
?
?
?
??????????????????
? ??
?
???????????
? ?
1．391．26
．66、70
（､52）（.52）
1．611．52
．35．47
（､31）（､31）
(c)P=0.99
1．02
．41
(.52）
1．35
．30
(､31）
1．70
．84
(､90）
2J06
．34
(､47）
78．6
345．0
(636.3）
56．3
108．2
(109.9）
Mea7z
Vaγ
公
a
o2＝49
、68
．67
(､84）
1．15
．24
(､22）
、78
．41
(､43）
1．14
．31
(､16）
1．19
．79
(.97）
1．81
．57
(､30）
1．01
．62
(､97）
1．72
．71
(､30）
1．43
．93
(1.71）
2．23
．37
（.45）
、72
．27
(､97）
1．50
．37
(､30）
144．6
1119．2
(3700.6）
57．0
106.2
（106.2）
Meα九
Vαγ
ー
a
Meα〃
Vαγ
へ
a
??
?
?
??
??
??
、67
．63
(､86）
1．10
．31
(､29）
．78
．44
(､44）
1．04
．30
(､22）
1．01
．66
(､98）
1．61
．75
(.40)
1．44
．94
(1.73）
2．18
．49
（､60）
?
?
??????????????????
? ? ?
?????????????195．8
1229．3
(3819.6）
112．8
186．5
（243.7）
Meα〃
Vαγ
ハ
α
表の結果に関する限り，我々は次の事を結論できる。丘に関しては，ぴ2の
推定値に上方への偏りを与え，ぴ:の推定値には下方への偏りを与えている。
特に(c)の場合，即ち，βが極めて1に近い場合には，52の偏りは，標本標準
偏差の2倍を越えており，有意である。従って，定理1の事実が成立するた
めには，かなりのデータカ:必要と思われる。それに対して,aの場合には，
62についても，鐸についても，かなりの不偏推定量を与えており，分散に関
しても，程良〈理論と一致している。
さて，pjの値が未知の場合を考えよう。βは，（11)式より，γ(γ）の推定値
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7(γ）をγ＝0，1，……，12に対して計13個求め，13個のパラメー ター に関す
る非線形方程式を解く事により，原理的には求める事ができる。しかし，こ
れは，それ程容易ではない。そこで，必は通常1に極めて近い事実を利用し
て，次のように考える。今，モデルとして，変数がすべてスカラーの，
"f=6f+"t
(10
βt＝ββ2_1+E2
を考えよう。そして，真の値がβであるにもかかわらず，これとは別の値力
を使って，側式から，勉#及びE2の分散α=(｡2,d:)'の推定値面を求めたとす
る。この時，推定値の偏りは，漸近的に
｜Ⅷ(悪)‐～α－α二＝
となる。従ってこの事より，次の結論を得る。
(I)aの偏りは,o:,β及びβに依存するが，ぴ2には依存しない。
(II)o2の推定値は，。:の推定値よりも，βの誤った特定化に，より敏感で
ある。
（Ⅲ）ケ2とけ:の偏りの方向は，逆である。
以上より，βが1に近い時には，βを誤って特定化すれば,(II),(HI)よ
り，結果として得られる分散の推定値が負となり得る事がわかる。参考のた
め，表2に，1に近い3つのβの値に対して，それぞれ2通りの誤った特定
化をした時の偏りを与えておく。但し，偏りは，ぴ:で割ったものである。
表2．βの誤った特定化による偏り
97 98 99β
●
β
52の偏り
5:の偏り
??????
???
??
、99
8．61
－．51
、97
－5．27
．21
、99
8．56
－．34
、97
－26．10
．52
、98
－17．21
．34
表2の結果は，確かに上述の結論を支持している。即ち，52の方が，βの
誤った特定化に敏感であり，偏りは互いに異符号である。又，βの値を誤っ
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て小さくすると，ケ2の偏りは下方への偏りとなって敏感に現われるので，ケ2
そのものが負となり得る事も，前述した通りである。この事から，βのおよ
その値を，ある程度見つける事が可能である。我々は，非常に単純なモデル
側に関してのみ議論を進めてきたが，季節変動モデルについても，同様に考
えられる事を，現実のデータにより示そう。
ここで取り上げるデータは，四半期データで，1951年の第3四半期から，
1971年の第2四半期の，日本における食費データである。出所は，経済企画
庁編の国民所得統計年報である。生のデータ（単位：10億円）に，中心化さ
れた移動平均を施してytを得た｡従って，標本サイズは,76である。パラメ
ターー は，四半期デー タなので,p,,p2,of,o;及びぴ2の5個である。まず，
簡単化のため，β,＝β2＝βとして,q=(o2,of,of)'を,3つのβの値に対
して，側から計算して次の結果を得た。
ぴ2 ぴfぴ：
β＝．97-2436.8746．0332．5
＝、98994．7332．7148．4
＝、993318．082．736．9
従って，βの値に制限を加えはしたが，真の値は，0.98に近い事が予想さ
れる。実際，β,＝β2という制約の下で，側の推定法を適用して，
62 6 f鐺β
504．5448．397．50．980
（278.2）（170.3）（58.5）（0.009）
という結果を得た。但し，括弧内の値は，推定値の標準誤差であり，これは，
定理2における共分散行列の対角要素の推定値を,Tで割ったものの平方根
である（以下同じ)｡一方,pi=pZ=0.98を初期値として(19を適用した結果は，
62 6f6:β】島
481．5472．990．20．9760．985
（279.9）（181.8）（58.3）（0.013）（0.012）
であった。β,と島は，かなり近い値を取ったため，β,＝β2という仮説を，尤
度比検定した所，この仮説は，50％の有意水準でも，有意でなかった。
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本章では，主として推定の問題を議論してきたが，予測の観点からKFモ
デルを考えるのも，興味深い。ここでは，データが時点Tまで与えられてい
る時,9…を,77z=1,2,……に対して予測する問題を考える。この予測値
を,"(T+'7DIT)とすると,KFモデルによる予測は，β‘のKFB(TIT)を
計算しておけば，
"(T+'nlT)=恥加β(T+'7zIT)
β(T＋mlT)＝剛(T＋m－11T）（、＝1，2，……）
より，非常に簡単に計算できる。予測の平均二乗誤差についても，
E(〃(T＋mlT)-97:+､)2＝恥,"P(T＋mlT)苑ｧ+",+02
P(T+,7zIT)=FP(T+'"-1IT)F"+Z
より計算できる。
さて，先程扱った食費データの予測を行なってみよう。比較の意味で，経
済変動を含む場合のBJモデルも取り上げよう。変換後の〃fとしては，移動
平均法は将来の値も使うので適当でないから，ここでは，生のデータを対数
変換後，第一階差を取り，それを’00倍したものを考える。従って,KFモ
デルは，パラメー ター ｡2,of,d;,p]そしてp2の5個を含む側式であり，他
方,BJモデルは，試行錯誤の後
9'=(1+qL)(1+6L4)｡#
が選択された。ここで,Lは，ラグ・オペレーターである。両者とも，最終
的に，データ数は80として，まずKFモデルの推定結果は，
62 鋸 鎧β］β2
1．084、512、416、989．990
（､476）（､217）（.206）（､006）（､008）
であった。それに対して,BJモデルの推定結果は，
a=-.303(.102),6=-.599(.080)
であった。ラグ24までの自己共分散関数に基く,Bo"-Pje7･ceの検定統計量
の値は，13.79で，自由度22のカイニ乗分布の90％有意点は14.04なので，
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モデルの適合度については，問題がないと思われる。
以上の推定結果を基にして,T=80以後,77z==6までの予測を行なった。
KFモデルでは,KFの計算に，初期値β(OIO),P(OIO)が必要であるが，
これらをそれぞれ，零ベクトル，零行列とした。我々のKFモデルは,UC
Oかつ,UCCであるから,この選択は第1章の結果より,6(TIT)(T=80)
の値には，ほとんど影響を与えない。又,BJモデルの予測は,Bo鞄α刀d
Je"ん航s(1976)に従った。さらに，予測を比較可能にするために，予測値
は，9tではなく，生のデータの対数変換を100倍したものとした。結果は次
の通りである。
4
830．5
－4．0
836．5
1．9
6
817．1
1．2
824．8
8．9
1
811．5
．6
812．7
1．8
2
817．0
1．1
819．2
3．3
3
821．6
－1．4
826．4
3．4
5
811．9
5．8
818．4
8．3
????
、????
たった-一つの例だけで，公正な比較は不可能であるが，この例に限ってい
えば,BJモデルに基く予測は，上方への偏りが存在するのに対して,KF
モデルの方は，ある程度不偏な予測値が得られている。予測の平均二乗誤差
の平方根は,KFモデルが,3.02で,BJモデルカi,5.44であった。
季節変動を含むモデルを扱う場合，一般に,KFモデルは,BJモデルに
比べて，推定すべきパラメーターの数が多い。月別データを扱う場合には，
それ力§さらに顕著となる。この意味での欠点をカバーする位，他の有利な点
を,KFモデルに見い出そうとするならば，予測の観点からであろうと思わ
れるが，この点については別の機会に譲りたい。
次章では，季節変動を含まないデータを分析する場合の,KFモデルとB
Jモデルの選択の観点から議論を展開したい。
本章の最後に，次の事を付言しておく。本章で取り上げた季節変動を含む
KFモデルは，データを変換して，トレンドを消去した後のものに対して考
えたが，生のデータに対しても,KFモデルを与える事は，もちろん可能で
ある。しかし，その場合には，推定すべきパラメーターの数も多くなり，最
尤法の考え方ではうまく行かなくなるので，他の推定法が望まれる。
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3．BJモデルとKFモデル
本章では，データは季節変動を含まないものとして,KFモデルの考察を，
BJモデルの一つの拡張であるという視点がら行なう。前章までは,KFモ
デルは回帰モデルの拡張であるという視点に立って，議論を行なってきた。
そして，モデル(2)における”‘も，時間＃に依存しているという意味で，時間
変化モデルを扱ってきたわけであるが，本章では，苑fは時間に依存しない時
間不変モデルに限定して考える。しかし，苑‘がただ単に定数ベクトルという
だけでは，その場合明らかなように，(2)におけるEtの共分散行列亘の要素は，
識別不能になるので，韮‘として第1要素が1で，他はすべて0となるk次元
ベクトルeを考える。又，以下では，(2)における"t,8tという記号をそれぞ
れ,Yt,"tに変えると，結局我々は，
Y2==e'"t+"t
(1
@"2=F"2-1+E2
というKFモデルを考える事になる。
一方，季節変動を含まないBJモデルは，一般に
p 9
m9‘一員伽を-'=α′+昌伽‘-‘
のように表現できる。但し,"tは観測値，atは撹乱項で,吟(j=1,……,p),
a,(j=1,……,9)がパラメーターである。これらのパラメーターは，
????????????，???
を0とする根苑の絶対値が，すべて1よりも大きくなるようなものに制限し
ておく。又，共通根は持たないとする。この時,(1Dが側の拡張になっている
事を示そう。まず,p>9の時には,eをp×1のベクトル，そして，
隙!'『I|“1
F=
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とすれば，（13は，（11において〃fを0とおいたものと同値になる。又,p≦9
の時には9eを(9+1)×1のベクトル，そして，
?．??．?
??
?
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0……0 8，
とすれば,p>9の場合と同じ事がいえる。従ってKFモデルは,(1Dのよう
に，さらにもう一つの撹乱項哩t力罫加わっている，という意味で,BJモデル
の一つの拡張と考えられる。この最も単純な形は，第2章の側式にあるよう
に，1次の自己回帰(AR)に，秘tが加わったものである。
以上の事を踏まえて，本章では次の2つの問題を考える。1つは,KFモ
デルとBJモデルの間の選択の問題である。BJモデルは，いわゆる“ケチ
の原理”に基いた単純なモデルであり,KFモデルより扱い易い事は，明ら
かである。従って，与えられたデータに対して，すぐKFモデルを考えるの
ではなく，最初にBJモデルがデータによって許容されないかどうかを考え
る。即ち,BJモデルを帰無仮説に取り,KFモデルを対立仮説に取った検
定問題を考えるのである。もう1つは,KFモデルの推定の問題であるが，
これは第2章における方法で行なえるので，ここでは,KFモデルとBJモ
デルの中間のモデルの推定問題を考える。即ち，“‘は，各オに対して常に存
在するのではなく，観測値が異常な値を取る場合にのみ存在するようなモデ
ルの推定を考える。このような場合を想定するのは現実的であり,BJモデ
ルそのものの推定よりも，より頑健な推定となる事が予想される。以上の問
題を，2つの節に分けて議論する。
3．1BJモデルの検定
本節では,BJモデルとしては,ARモデルに限って議論を進める。我々
の目的は，データがARモデルを許容するかどうかを検定する事である。A
Rモデルだけを考えているので，（1Wに現われている諸量を，以下のように定
義しておく。
”‘＝(9‘，〃ｵｰ,， ……,"'_p+,)' ;p×1
－153－ ?? …?
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Et==eat
但し分散パラメー ター に関しては,Vαγ("t)=902,Vαγ(q#)=9としておく。
ここで’9は常に正，又，ぴ2は非負とする。さらに，正規性の仮定の下で，
zt=E(I"#IY,,･･…･,Y'),即ち,t"tのKFをZtとすれば'Ztは(3)式と同様，
次のように計算できる。
zt＝Fzt-,＋Kt〃＃ （1，
ここで，
K'=P(オ｜オー1)e/o:
o:=｡2+e'P(21t-1)e
P(tl#-1)=FP(t-11#－1)F'+ee'
P(ilt)=(I-Kte')P(tlt－1)
であり，イノベー ションリtは，の＝(偽，……,dp)'として
77t=Yt－の'Zt_1 伽
として計算される。ここで，初期条件はZo=0,P(OIO)=0とする。
さて，大きさTの標本{Y,,……,Yr}が与えられた時，パラメーターβ
＝(9，の'，ぴ2)，の対数尤度関数L(8)は，定数項を無視して，
L(8)－吾log9-告喜｡gof-夫妻':/・:@1)
と表現できる。一方，仮説の下で，即ち，o2＝0の下での尤度は,p次のA
Rモデルに対する尤度であり，
L(,,･,0)=-='･g,-夫菫ff"
と表現できる。
ところで，この場合検定すべき仮説に対応するパラメーターの値は，パラ
メーター空間の境界点である。従って，仮説検定でよく使われる尤度比検定
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は，少なくとも帰無仮説の下では，統計量が望ましい分布を持たない事にな
る。それ故に，尤度比検定を行なったとしても，有意水準の決め方に困難が
生じ，さらに検出力についても，第1種の誤りの確率がはっきりしない以上，
あまり有意味な検定とはなり得ない。そこで，これに代わるものとして，以
下では,ラグランジュ乗数(LM)検定と呼ばれる方法を考える。この名称
の由来は，もちろんラグランジュ乗数を使っている事による。その方法の基
本的考え方については付録’に書いてあるので参照されたい。
LM検定統計量は，このような場合でも，カイニ乗分布に従う事が,Mo-
γα”(1971),C加冗t(1974)によって，観測値が，独立同一分布の場合に
証明された。我々の観測値は，この仮定を満たしていないので，これらの結
果を直接には使う事ができない。又，結果は，漸近理論であり，有限標本の
ものではない。そこで，ここでは若干のシミュレーションにより，有限標
本の場合の，我々の統計量の分布を調べる事にする。
その前に，我々のモデルにおけるLM検定の統計量を導かねばならない。
詳細は，付録2を参照する事にして，結局
LM=÷(且鶚当'(6-…)CJ
という統計量が得られる。但し，八は仮説の下でのパラメーターの最尤推定
値を代入したものを示す。そして，側に現われている諸量の定義を，八なし
で示しておく。
3L(9,40)一上重亜-上亘(2．器一・祭｝3ぴ2 23ぴ229
1#÷il…･･･,Y#)(;Z)
A=
’=(’去妾，．,-‘，）
c=(1+j'd)2/2+｡'J(｡)J'(d)の
｜『‘恵呈二1l
J(d)=
－151－
推定量を代入した場合には，，＝乏鎧/Tであり，又，付録2より,3｡:/
3o2＝1＋の'のであるから,Lの偏導関数は，
3L(',3,0)=_含亘'¥3ぴ2
但し，
祭=－3，'(6)(‘-"…,‘←,)，
として，簡単に計算される。
参考のため,p:=1とp==2の場合の統計量を示しておく。
(I)p=1
LM,=(z",_!)2/(T'23f)
(II)p=2
LM=""一ゐ)a'_,+@za:_2)}'
T";(6;+4jf)
pが2より大きい場合も，計算はそれ程困難でないが，唯一の問題は,p×p
の共分散行列Cpの計算であろう。なぜなら，これはスペクトラムのフーリ
エ変換から計算されるが,p>2の場合は，留数計算が非常に複雑となるか
らである。しかし実際の計算では，ノンパラメトリックに標本共分散を用い
れば，特に問題はないと思われる。
さて，仮説の下での分布であるが，ここではp==1とp:=2の場合のシミュ
レーション結果を，簡単に報告しておく。真のパラメーターをそれぞれの場
合について
(1)9=1,d,=0.8(H)9=1,d,=0.75,d2=-0.5
とし，正規乱数を用いて観測値を作る。標本サイズは,T=100と,T=200
の2通りの場合を考え，統計量の計算を行なう。この手続きを，独立に340
回繰り返した。これら340個の値から作られるヒストグラムを，自由度1の
カイニ乗分布とみなす事ができるかどうかを検定したい。そのために，ヒス
トグラムの区間を等確率の34個の階級に分けて適合度検定を行なう。そして，
得られた値を，自由度33のカイニ乗分布の点と比べて，次のような有意水準
-150-
を得た。
有意水準(I)T=100200(II)T=100200
21％74％7％90％
従って，（Ⅲ）のT=100の場合(しかし，この場合も5%で有意でない）を
除いて，カイニ乗分布に従わない，という根拠はない事がわかった。
次に興味あるのは，検出力の問題である。即ち，実際のモデルがBJモデ
ルでない時に,LM検定はどの程度にその事実を反映するか，その程度を調
べる問題である。LM検定は，帰無仮説の下でのパラーメーターだけに依存し
ており，その意味では，有意性検定の性格を有している。従って，帰無仮説
が棄却された場合には，必ずしも当該の対立仮説であるKFモデルが選択さ
れる事を，即座に意味するのではなく，単に，仮説のモデルの適合度が良く
ない事を意味するに過ぎない。例えば，2次のARモデルをLM検定して棄
却された場合でも，3次のARモデルは棄却されない事もあり得る。検出力
を調べるには，大がかりなシミュレーションが必要であるので，ここでは行
なわない。しかし，一つだけ実際のデータを用いた例を上げて，本節の終わ
りとしたい。Bo難α7,dJe”ﾙ航s(1976,p､239)では，太陽黒点のデー タに対
して，
Z=14.35+1.42Yt_,-0.73Yt_2+qf
，＝228
という，2次のARモデルを選択しているが，このLM検定の統計量の値は，
4.42であった。5％点は，3.84だから，このモデルの適合度は，あまり良く
ない事力苛わかる。
3．2BJモデルの頑健な推定
本節では,BJモデルの頑健な推定を,KFモデルの観点から行なう方法
を考察する。
BJモデルは，通常の回帰モデルと同様，係数パラメーターは時間不変で
ある。しかし，この仮定は異常値が存在すれば当然そこなわれる事になる。
そこで我々は,BJモデルを基礎として，正の異常値が存在する場合には，
観測値を割り引くために，新たに正の撹乱項を考慮し，負の異常値がある場
合には，割り増しするために，負の撹乱項を考慮するようなモデルを考える。
既にみたように，通常のBJモデルは，伽式において,"2:=0としたもの
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と同値であるので，この役目をになうものとして秘‘が現われる。De7,69α”d
Maγ伽(1979)に従って，このようなモデルを加法的異常値(AO)モデル
と呼ぶ事にする。我々の主たる目的は，パラメーターの推定にあるが,AO
モデルの性格が故に観測値は正規分布に従わないから，前章までに行なわれ
た最尤法に基く議論はできない。KFについては,"tが無相関（あるいは，
独立）過程に従う事を仮定できれば，観測値の線形関数の中で平均二乗誤差
を最小にするものとして，依然として求める事が可能である。しかし，この
場合に得られるイノベーションは，似tと同様に無相関であっても，正規分布
からは程遠いものであろう。
以上の議論より，我々はまず頑健なKFを求める必要がある事がわかった。
そのために,M(zsl･e"ez(1975)による次の結果は非常に興味深い。
定理3モデル(11において,{":},{ef}は，必ずしも正規過程ではないが，
互いに独立で，それぞれ平均0，分散ぴ2及び平均0，共分散行列三の独立過
程に従うものとする。又，時点tまでの観測値の集合をYtで表わす。この
時,Yt-'を与えた時の"2の分布が，
E("'|Yf-')="(tlt-1)
Vαγ("'IY#-')=P(ilt-1)
の正規分布に従うものとすれば,"(jlf)=E("#IY')は次のように計算さ
れる。
但し，
"(tlt-1)=F"(t-11i-1)
"(tl2)="(tlt-1)+P(flオー1)e'#(Y#)"
P(tl#-1)=FP(t-11t-1)F'+Z
P(tlt)=P(#lt-1)－βt(Y2)P(rlt－1)ee,P(tlt-1)@9
ここで，
"(Y:)=一副ogf(Y2IYf-')
3Y#
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,｡'(y')="=g
3Yt
であり,/(Y'IYt-')は，時点＃－1までの観測値が与えられた時の,Ytの
条件つき分布の密度関数である。
証明は,Mqsre"ez(1975)を参照する事にして，この定理の示唆する点
を若干述べてみたい。まず，第1章で説明したように,{"f|,{e:}が正規分
布に従わない場合には，一般に条件つき期待値としてのKFを求める事は不
可能である。上の結果は，このような場合にも,KFが具体的に求められる
一つの例となっている。又，正規性を仮定した時は,P(ilt－1),P(tli)共
に，無条件共分散行列であったが，この定理から分かるように，今の場合に
はこれらの値は,Yt-1に依存している。拡張になっている事は，正規性の下
で
':(Y:)-:{*z(y､,'H))'
=(YI-e'"(ilt-1))/o:
p'(yl)=4
。：
｝
となる事から明らかである。
さて，以上の結果において問題となるのは,f(Y2IYf-')の計算であるが，
これはelt"tの条件つき分布と，似‘の分布のたたみ込みである。前者は，平
均e'"(tl2－1)=Y(tl＃－1),分散e'P(tlt－1)e=P,,(flオー1)の正規分
布である。泌‘の分布については，これをF迦とすれば，
/(Y'IYf-')=[N(Y(flt-1),P,,(flt-1))*F"](Yf)
=[N(0,P,,(flオー1))*F"](Y2-Y(tlt－1))
=9t(Yt-Y(ilt-1))
となる。但し,9,=N(0,P,,(ilオー 1))*F狸である。例えばF鰹として混合
正規分布
F"=(1－γ)N(0,of)+γﾉv(0,o:)
を考えれば，
㈱
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92("f)=[(1－γ)N(0,of(#)+γﾉv(0,o:(t)]("f)
となる。但し,"f=Yt-Y(tlt－1)であり，又，
o:(t)=Pu(tli－1)+o:(j=1,2)
この時，定理3における妙tは簡単に計算され，
ル(x'I-'=,{!-('-:;{;)'('+":("｡')}
となる。ここで，
/jf(":)=1ﾗ鶚",{-告倫-赤)":}
@7)
従って，我々はこの場合対数尤度関数
T
L(8)=log/(Y,)+Z21ogf(Y@|Y#-')
を持ち，これを最大にするようなパラメーター8の値を求めればよい事にな
る。しかし，βにはBJモデルのパラメーター以外に,xof,o:が入り込
んでおり，又，尤度の計算では，妙‘及びβ‘を各tについて求める必要がある
ので，この最大化は相当に複雑となる。この複雑さを回避するために,Mαγ－
抑（1980）により一つの提案がなされているが，実際の分析との関連で，
なお研究を要する課題であると思われる。その際，扱っている問題は異なる
が,KJej7ze7,Martj7zα”dThomSo"(1979)は多いに参考となる。
付録1
ラグランジュ乗数検定について
S〃ひey(1975)に従って，ラグランジュ乗数(LM)検定の概略を以下に
示す。
今，パラメーターβ(j×1)に関する'72(<J)個の制約条件
Hb:6i(6)=0(j=1,･…･,"z)
を検定したい。この時,Hoの下での制約つき尤度方程式は，上つき添字0で
制約条件を考慮した値を示すものとすれば，
3L(80)_Bo入==0
38
6(80)＝0
(A1)
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となる。但し,Bはj×、の行列であり，その(j,j)要素は,6i(8)のa,
に関する偏導関数である。又，入は、×1のラグランジュ乗数ベクトルで
あり，6(80）は,6,(80)を第j要素に持つ、×1ベクトルである．制約条
件の下での最尤推定量をaこれより得られる入の値をスとすれば,適当な
正則条件の下で,(A1)より次の方程式が得られる。
〆1=F
3L(80)､
38
0
さらに，観測値が独立で同一分布に従うものとすれば，大数の法則，及び中
心極限定理より，
132L(60)_/132L(80)
（γ,〃)="）－－→ET3838'
13L(80)
－－→Ⅳ(0,1(80))
イT〃
が成立する。従って，
11:":｢岸1
であり，この左辺は，漸近的に，平均0，共分散行列
(P(r'"(:,I)
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の正規分布に従う。但し,P(60),-R(80)は，上の逆行列の(1,1)ブロ
ック，（2，2）ブロックに対応する。
この結果を利用すれば，
LM=坐ｽ'g'I-'(9)"
T
｜?
?〈??〉???
?〈?????
?
?
?〈??〉
，
?????｜
??
(A2)
が，脇の下で，漸近的に自由度、のカイニ乗分布に従う事が示される。この
統計量を用いた検定が,LM検定に他ならない。特に，検定すべき仮説がβ
の要素j個のうち，畑個の要素がある値に等しい，というような場合，即ち，
&:6(6)=8,-8W=0;'7z×1
の時は,BoA=3L(80)/〃の要素のうち,J-77z個が0となるので，計算は
ずっと簡単になる。
LM検定の有利な点は，凡の下での推定値しか必要としない事で，この点，
尤度比検定とは異なる。標本サイズが有限の時には，通常前者の方が小さい
値を取るが，漸近的には両者は同等な検定になる事が証明される。但し，以
上の結果は，観測値が独立で同一分布に従い，かつ検定すべきパラメーター
が，パラメーター空間の内点である場合のものである。
付録2
BJモデルのLM検定統計量の導出
ここでは，第3章の統計量側を導出する事を目的とする。但し以下では，
パラメーターは推定値を使わずに議論する。又，期待値は帰無仮説の下で，
真の値に関して取るものとする。
付録1より，我々のLM検定統計量を導くに必要なものは,L(8)のぴ2
に関する偏導関数，及びL(8)のβに関する2階の偏導関数の期待値である。
前者が，
一告三等-圭亘(2｡‘祭一・等）
3L(9,｡,0)
3ぴ2
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となるのは明らかである。後者については，βを8，＝(9，の，)，とび2に分ける
と，
）('竈(会｡）
1
0
1
-Cp
9
(器'｡’
?
???
??
?
?
、」??‐‐?????
??
??
）
匡ゞ
二＝二
）
）（
1
c＝－－E
T
32L(8,,0)
3ぴ23ぴ2
㈱‘+方加㈱’
1
ニーニー ヱ
2T
となる事が分かる。従って，求めるべき値は
筆,β烏睾）β際)。
の3つである。証明は省略するが，次の3つの補題が成立する。
補題1KFの誤差共分散行列P(ili)のび2に関する偏導関数は，仮説
の下で,p以上のtに対して定数となり，それは単位行列である。即ち，
3P(zIt)
=I /b7･ t≧p
3ぴ2
この事より，
3P(tlt-1)=F3P('-'"-')F,=FF,
3ぴ23ぴ2
－143－
が,pより大きいtに対して成立するから，
筆=‘+‘，"'｡=｣+’,． (A3)
が得られる。
補題2仮説の下で，
E (募遷：）=-9I/bγ#≧p
これより，
β偽筆)=E"=)
＝－9の
が,f>pに対して成立する。
補題3仮説の下で，
の
?
??
????
????
?
?
/b7･t≧p
但し,22=(cMt_,,……,(Mf_p)'
これより，
β際)"-.""隙碧）
="'J(d)J'(')d
が,2>pに対して成立する事がわかる。
以上の結果より，
の
I I
0
3L(9,｡,0)(｡､ )(夢：)~‘
3L(9,d,0)
???
3ぴ2
('L('"0)
3ぴ2
)'/(‘-‘"』-‘）
???
??
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となり，側式が得られる事になる。
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