The reliability of physical theories depends on whether they agree with well established physical laws. In this work, we address the compatibility of the Hamiltonian formulation of linear-response theory with the Second Law of Thermodynamics. In order to do so, we verify three complementary aspects often understood as statements of the Second Law: 1. No dissipation for quasistatic process; 2. Dissipation for finite-time processes; 3. Positive entropy production rate. Our analysis focus on two classes of nonequilibrium isothermal processes: slowly-varying and finite-time but weak ones. For the former, we show that these aspects are easily verified. For the later, we present conditions for the achievement of the first two aspects. We also show that the third one is not always verified, presenting an example based on Brownian motion in which we observe negative values in the entropy production rate. In particular, we compare linear-response and exact results for this example.
The reliability of physical theories depends on whether they agree with well established physical laws. In this work, we address the compatibility of the Hamiltonian formulation of linear-response theory with the Second Law of Thermodynamics. In order to do so, we verify three complementary aspects often understood as statements of the Second Law: 1. No dissipation for quasistatic process; 2. Dissipation for finite-time processes; 3. Positive entropy production rate. Our analysis focus on two classes of nonequilibrium isothermal processes: slowly-varying and finite-time but weak ones. For the former, we show that these aspects are easily verified. For the later, we present conditions for the achievement of the first two aspects. We also show that the third one is not always verified, presenting an example based on Brownian motion in which we observe negative values in the entropy production rate. In particular, we compare linear-response and exact results for this example.
I. INTRODUCTION
Linear-response theory is one of the most used frameworks to describe nonequilibrium statistical physics phenomena. Having notorious success in the calculation of kinetic coefficients in transport processes, such as electric conductivity [1, 2] , dielectric relaxation [3] [4] [5] [6] and nuclear magnetic susceptibility [7] [8] [9] [10] , the main idea underneath the theory is to provide the response of an observable due to a weak perturbation. The response is encoded by the so-called response function or, equivalently, the relaxation function [11] . Besides that, the great advantage of linear-response theory is its twofold aspect of studying a system, either by using a microscopical approach or a phenomenological one. In the former case, the relaxation function is deduced directly by solving the Hamiltonian equations (or the Heisenberg ones in the quantum case). In the phenomenological approach, although the Hamiltonian formalism is the same, the relaxation function is chosen by comparison with experiments. Therefore, it is quite natural to expect that such relaxation function must be very related to the thermodynamic aspects of the system. However, it is not very clear yet whether such relation is entirely compatible with thermodynamics and how it takes place, although some attempts have been made in that sense [12] . In the present work, we try to fill this gap, finding mathematical conditions on the relaxation function to make the linear-response theory compatible with the Second Law of Thermodynamics. Since we are focusing on the Hamiltonian formulation of linear-response theory, our task is related to the old problem of understanding how the macroscopic phenomena are related to the microscopic laws of motion [13] [14] [15] [16] [17] .
In our analysis, we will consider driven classical systems in the presence of a heat bath and three aspects often taken as statements of the Second Law will be con- * p.naze@ifi.unicamp.br † mbonanca@ifi.unicamp.br sidered: the first one says that there is no dissipation for systems driven in a quasistatic process; the second one says that there is dissipation for systems driven in a finite-time process; the third one corresponds to the positivity of the entropy production rate. Considering the two classes of nonequilibrium processes described by linear-response theory, namely, slowly-varying and finitetime but weak ones, each one of the aspects just mentioned will be verified, either by finding mathematical conditions on the relaxation function or by presenting a counterexample. This will be the case when we analyze the third aspect for finite-time but weak processes. There we will find that linear-response theory predicts negative values of entropy production rates for the paradigmatic example of driven Brownian motion.
The proposition of the positivity of the entropy production rate as an equivalent statement of the Second Law of Thermodynamics dates back to the mid-twentieth century in the works of Ilya Prigogine and contemporaries [18, 19] . In their local formulation of the Second Law of Thermodynamics, it is stated that the differential of the internal entropy production of the system must be positive, which would imply that the entropy production rate has to be positive as well. In that manner, Prigogine recovers established results and the positivity of the entropy production rate was used either as a premisse or as an objective to be achieved [20] [21] [22] [23] [24] [25] [26] [27] . However, the existence of negative entropy production rates has become a topic of intense research mainly because of its supposed relation with non-Markovian aspects of the dynamics of open quantum systems [28] [29] [30] . Although a considerable amount of examples has been presented in the last years trying to establish a connection between negative rates and non-Markovianity [32] [33] [34] [35] [36] , our understanding about it is still improving [37, 38] .
This work is organized in the following form: in Section II we start by presenting the main elements of linearresponse theory that will be necessary for the development of the remaining of this work. After that, in Section III, we show how we are going to make the connection between the linear-response theory and the Second Law of Thermodynamics. We present also the three aspects often taken as statements of the Second Law and address the nonequilibrium regions where our analysis will be done. In section IV, we consider slowly varying processes and, in Section V, finite-time but weak ones. In particular, Subsection V C presents the counterexample where we observe negative values of the entropy production rate. Finally, we make our final remarks in Section VI.
II. LINEAR-RESPONSE THEORY
Consider a system coupled to a heat bath of temperature k B T , which is driven out of equilibrium by the protocol λ(t) = λ 0 + g(t)δλ, with g(0) = 0 and g(τ ) = 1, during the time of switching τ . In a Hamiltonian approach this means that its time-dependent Hamiltonian H(λ(t)) of system plus heat bath is driven from H(λ 0 ) to H(λ 0 + δλ) by some external agent, according to the protocol λ(t). We are going to focus on the calculation of the work performed on the system, because, as we are going to see in Section III, it will be the necessary link to connect linear-response theory and the Second Law of Thermodynamics. In this manner, the work performed on the system is given by
where ∂H/∂λ is a generalized force. To calculate it, consider then that the system is weakly perturbed, that is, δλ << λ 0 , and the Hamiltonian can be expanded until its first order in δλ
Using linear-response theory [11] , the generalized force can be written as
where ... is an equilibrium average taken on the initial canonical distribution and Ψ 0 (t) is the relaxation function, given, in our specific case, by
where (q t , p t ) is a phase space point of the entire system at the instant t, C is a constant, defined by
whose purpose is to guarantee that the system attains the correct new equilibrium state (it is assumed then from the very beginning that the autocorrelation function in Eq. 4 decays due to the interaction with the heat bath). Besides that, Ψ 0 (0) is defined as
We remark that such approach demands the solutions of Hamilton's equations to calculate the relaxation function, which is not a very easy task to be accomplished. In order to circumvent this problem, the relaxation function can be modelled using phenomenological information [39] . Although such approach can never fully agree with the underlying Hamiltonian formulation, it can be made approximately consistent with it. This is achieved through the so-called sum rules, which are properties that the phenomenological relaxation function must satisfy to match its expected microscopic requirements. For doing so, consider the response function Φ 0 (t),
which can be alternatively expressed as {∂ λ H(0), ∂ λ H(t)} , where {., .} denotes the Poisson bracket and we have omitted the explicit dependence of ∂ λ H on phase space point. The short-time expansion of Φ 0 (t) reads
where the coefficients are given by [11, 39] 
It can be shown that all the Φ (k) 0 (0) with k odd are zero. In other words, the Hamiltonian dynamics demand Φ 0 (t) to be odd with respect to the change t → −t. Consequently, due to Eq. (7), any phenomenological model of the relaxation function must be even according to the same change. As we are going to see in Section V, this property will be very important to make the linear-response expression of Eq.(1) compatible with the Second Law of Thermodynamics. Finally, we want to emphasize that the properties Φ 0 (−t) = −Φ 0 (t) and Ψ 0 (−t) = Ψ 0 (t) hold in the particular case of interest here of nonequilibrium work due to a change of a single external parameter. Different parities are indeed possible [39] .
III. COMPATIBILITY OF LINEAR-RESPONSE THEORY WITH THE 2ND LAW
According to the Second Law of Thermodynamics, the entropy variation of the total system after we have changed the control parameter from λ 0 to λ 0 + δλ is positive or zero
To connect the linear-response theory with the Second Law of Thermodynamics we need to reexpress it in a more suitable way. In that manner, considering ∆S and ∆S B respectively as the entropy variation of the system and the heat bath, Q the average heat received by the system, W the average work performed on the system by the external agent and ∆F the variation of free energy between the final and initial equilibirum state of the system, we have
where we used the Clausius theorem and the First Law of Thermodynamics in the first and third implication respectively. Defining the irreversible work W irr as
we have
Thus we can use the irreversible work W irr as a measure of entropy production ∆S tot . In this manner, the connection between linear-response theory and the Second Law is established through W or equivalently W irr . The compatibility will be verified through three complementary aspects:
1. No dissipation for quasistatic process:
2. Dissipation for finite-time processes:
3. Positive entropy production rate:
Our analysis will focus on two nonequilibrium regimes represented in Fig. 1 by regions 1 and 2. To each of them corresponds a different class of nonequilibrium processes. Slowly-varying processes belong to region 1, where the duration of the process is large compared to the relaxation time τ R (see its definition in Eq. (17)), but the variation δλ is arbitrary. By contrast, finite-time but weak processes, belonging to region 2, occur for weak perturbations and arbitrary duration of the process. Last but not least, region 3 represents processes arbitrarily far from equilibrium, in which both perturbation and duration of the process are arbitrarily chosen outside nearequilibrium regions. Our goal is to take the functional of the irreversible work already calculated in regions 1 and 2 [40, 41] and find which are the mathematical conditions on the quantities appearing in such functionals that lead to an agreement with the three aspects of the Second Law mentioned above.
IV. COMPATIBILITY FOR SLOWLY-VARYING PROCESSES
Before analyzing the three aspects of compatibility, we shall define two important quantities in the regime of slowly-varying processes. The first one is the variance χ of the generalized force, which is defined as
where the index λ 0 emphasizes that the canonical average is taken over the initial equilibrium distribution. The second one is the relaxation time defined in linear-response theory by
where the index λ 0 emphasizes again that the canonical average is taken over the initial equilibrium distribution (more details see [40] ). With that in mind and by using linear-response theory, the irreversible work performed on the system along a slowly-varying process reads [40, [42] [43] [44] ]
Equation (18) shows that the nonequilibrium quantity W irr is given in terms of equilibrium quantities that vary parametrically in time through the protocol λ(t). This suggests that the system slightly deviates from the equilibrium state for a given λ in this regime. Additionally, it only makes sense to consider relaxation functions leading to positive and finite relaxation times.
A. No dissipation for quasistatic process
Defining u = t/τ , we can rewrite Eq. (18) as
We note that the dependence on the switching time occurs only in the factor 1/τ [40] . This is so because λ(t) = λ 0 + δλg(t) satisfies the boundary conditions
is indeed a function of t/τ . In this manner, we have immediately
B. Dissipation for finite-time processes
As the integrand of Eq. (19) is composed of positive functions, the integral leads to a positive result as well. Therefore, for a finite time of switching we have
C. Positive entropy production rate Considering again Eq. (18), the time derivative of W irr is composed of positive functions. Thuṡ
Besides that, by analogy with the Thermodynamics of Linear Irreversible Processes [18, 19] , we are going to define some nomenclature that will be useful for our discussion in the future. Consider the factorizatioṅ
We call the first and second factors respectively the affinity and the associated flux of the system. We observe that, in this situation where the process is driven externally, the affinity is related to how the external agent executes the process. In particular, for slowly-varying processes, the flux responds instantaneously to the affinity, which characterizes a memoryless process [45] .
V. COMPATIBILITY FOR FINITE-TIME BUT WEAK PROCESSES
Using linear-response theory, the irreversible work performed on the system for finite-time but weak processes reads [41] W irr (τ ) = (δλ)
Ou goal hereafter is to provide constraints that any relaxation function must fulfill in order to achieve compatibility with the Second Law. As a preliminary step, we will consider that the relaxation function Ψ 0 has the following parity due to time-reversal symmetry
As we will see, such property will be essencial to demonstrate the aspects that follow below. This is indeed a property inherited from the Hamiltonian definiton of the relaxation function, which is an autocorrelation function calculated in the canonical equilibrium (see Eq. (37)), and already illustrated through the sum rules discussed in Sec. II.
A. No dissipation for quasistatic process
We demonstrate that Eq. (24) satisfies the first aspect of compatibility with the second law (see Eq. (13)) assuming that the system thermalises with the heat bath. In other words, we consider that the relaxation time, defined by Eq.(17), must be finite,
We observe first that we can rewrite the relaxation time as
whereΨ 0 is the Laplace transform of Ψ 0 . In that manner, we haveΨ
where in the last line we used the final value theorem. We remark that the reverse implication is not true, because of the counterexample Ψ 0 (t) = 1/(1 + |t|). Considering Eq. (25), we rewrite Eq. (24) as
for more details, see [41] . Therefore, we have
in which we move the limit inside the integral assuming that the integrand is well-behaved and use Eq. (25) due to time-reversal symmetry again. Figure 2 corroborates our result presenting the irreversible work given by Eq. (24) for systems modeled by the following relaxation functions
which satisfy Eqs. (25) and (26) and are driven by different protocols. We remark that J 0 is the Bessel function of the first kind for index α = 0 and a 1 , a 2 , a 3 and a 4 are positive free parameters. It is worth emphasizing that there are no free parameters when the relaxation function is obtained exactly from the solutions of the equations of motion. Hence the expressions above represent possible phenomenological models for the behavior of the equilibrium correlation function given in Eq. (4). The free parameters of such models can be expressed in terms of thermodynamic quantities and parameters of the Hamiltonian through the expressions in Eq. (9) (for examples of how to do this, see Ref. [11, 40] ).
B. Dissipation for finite-time processes
Dissipation for finite-time processes occurs if the following theorem is satisfied.
Theorem 1.
Consider that the relaxation function is even with respect to the change t → −t due to timereversal symmetry. The irreversible work given by Eq. (24) is nonnegative if, and only if, the Fourier transform of the relaxation function is a nonnegative function
We are going to restrict ourselves to prove the first implication. The other one can be seen in detail in Ref. [46] under the name Bochner's theorem.
Proof. First of all,Ψ 0 is a real function since Ψ 0 (t) = Ψ 0 (−t). In that manner, ifΨ 0 is a positive function, we (29) and protocols as a function of switching time τ . In all cases we observe that dissipation decreases monotonically as the quasistatic limit is approached, τ → ∞. We chose the irreversible work unit
Below we present the Fourier transform of the relaxation functions defined in Eqs. (29) , which satisfy the hypotheses of Theorem 1:
where sgn is the sign function and θ is the Heaviside one. Therefore, all these relaxation functions could serve as models compatible with the Second Law of Thermodynamics. In fact, Ψ 1 and Ψ 2 are relaxation functions commonly used to model respectively overdamped and underdamped Brownian motions [40, 47] .
A question that naturally arises is which are the properties on the relaxation function itself (i.e., not on its Fourier transform) that guarantee the non-negativity of the irreversible work. In fact, there is mathematical research currently investigating related issues [48] [49] [50] [51] .
C. Counterexample: Negative values in the entropy production rate
Our last task is to verify the non-negativity of the entropy production rate as described by linear-response theory in region 2. Surprisingly, we will show that Eq. (24) predicts negative values of entropy production rate for a rather simple example. Our results also reveal that such negative values disappear as the process becomes memoryless according to a suitable modification of the system's parameters.
In what follows, we will compare our linear-response results with exact ones provided by stochastic thermodynamics [52] . This comparison will show a nice agreement between both sets of results. Additionally, it will become clear how the linear-response expression for the entropy production rate clarifies the origin of negative values in contrast to the unappealing numerical solution furnished by stochastic thermodynamics.
Our example consists on a particle of mass m, immersed in a heat bath of temperature k B T and subjected to a time-dependent harmonic potential with stiffness λ(t). We model the dynamics of this particle through the following Langevin equation
where x(t) is the particle position at time t, γ > 0 is the dissipation constant and f (t) is a white noise which has the properties
where (...) is the mean taken over the noise history. We will consider the underdamped regime in which γ/ω 0 < 2, with ω 2 0 = λ 0 /m. Due to Eqs. (1) and (11), the instantaneous power given by stochastic thermodynamics readṡ
where the term dF/dλ is a generalized force that measures the rate of change of the free energy along the process. In the underdamped regime, the mean squared displacement x 2 can be found solving the following system of equations [53] ∂ t x 2 = 2xp/m, (35a)
According to Eq. (24) the linear-response expression for the instantaneous power in region 2 readṡ
in which, again by analogy with the nomenclature of the Thermodynamics of Linear Irreversible Processes, the first factor is the affinity and the second one the associated flux. In contrast to Eq. (22), the delayed response of the flux in respect to the affinity characterizes a process with memory.
To obtainẆ LR irr (t), we need a expression for the relaxation function Ψ 0 (t). According to its definition, Eq. (4), an exact expression demands the knowledge of the solutions of Hamilton's equations of particle plus heat bath. As explained before, to circumvent this problem we can use a phenomenological model that is minimally compatible with the Hamiltonian dynamics. In the present case, this can be done as follows: we first obtain x(t) by solving Eq.(32) for λ(t) = λ 0 ; then, since ∂ λ H = x 2 /2, we plug into Ψ 0 (t) the following expression
according to Eqs. (4) and (5). It is clear that the phenomenological correlation function in Eq. (37) is obtained after taking two averages, namely, one over the noise history and another, a canonical one, over the initial conditions. The final analytical expression for Ψ 0 (t) reads
where
The absolute value of t was added by hand as a minimal Hamiltonian requirement due to time-reversal symmetry. We observe that Eq.(38) leads to a finite relaxation time and a positive Fourier transform. Therefore, according to our criterion, it is an acceptable relaxation function to model our system.
We have computed the entropy production rates using the protocol Figure 3 shows the comparison between the results obtained using stochastic thermodynamics (ST) and linearresponse theory (LR), i.e., Eqs. (34) and (36) . The system of equations (35) were solved numerically using Eq.(39). As the quasistatic limit is approached, τ ≫ τ R , the entropy production rate becomes non-negative. We have chosen γ/ω 0 = 1 and have not observed noteworthy changes in the results for bigger or smaller values of this ratio. The relative change of the control parameter λ was chosen to be δλ/λ 0 = 0.1.
The appearance of negative values in the entropy production rate is closely related to the system's memory in (34) and (36) with the protocol (39) . As illustrated in panels (a) to (d), negative values of the entropy production rate vanish as the process approaches the quasistatic regime, i.e., the ratio τ /τR increases. We chose γ/ω0 = 1 and δλ/λ0 = 0.1. We chose also the instantaneous power unit as P1 = kBT /(100τ ).
responding to the perturbation and the arbitrary affinity or protocol λ(t) that the external agent can choose. We remind that the system's memory manifests itself as a delayed response of the flux in respect to the affinity of the system; roughly speaking, the convolution between Ψ 0 andλ(t) gives rise to a flux that is out-of-phase witḣ λ(t). In addition, the affinity can be positive or negative as long as the protocol λ(t) is non-monotonic. The combination of such aspects entails a product of terms with different signs in different regions possibly yielding negative rates. To illustrate this, Eq.(36) can be written as the product of a delayed propagation of the affinity
and an instantaneous one Figure 4 shows the functions obtained from the propagations in Eqs. (40) and (41) for a fast and slow realization of protocol (39) . The positivity of the entropy production rate for the slow process is quite understandable if we remind ourselves of the discussion in Sec. IV. In fact, when τ /τ R >> 1, the system will almost relax completely at each small piece of the process. In other words, the process will be entering the slowly-varying regime (see in Fig. 1 the intersection of regions 1 and 2 ). (40) and Eq.(41) respectively) for the protocol (39) . Panels (a) and (b) illustrate such propagations for τ = 0.1τR and τ = 200τR. In (a), the negative values in the entropy production rate are a consequence of the system's memory and the non-monotonicity of the protocol. In (b), the positivity is acquired as long as the response of the flux in respect to the affinity becomes instantaneous. We chose γ/ω0 = 1 and δλ/λ0 = 0.1. We chose also the affinity unit as A1 = δλ/(10τ ). We remark that the delayed propagations Prop Ψ 0 [λ] were rescaled by factors (a)100 and (b)1.2 for a better presentation.
Therefore, the entropy production rate will become a positive function. From a mathematical point of view, such attainment of the quasistatic regime can be understood as the limit in which the relaxation function becomes a Dirac delta function and the response of the associated flux is basically instantaneous (see Fig. 4(b) ). Figure 5 shows a comparison between the entropy production rates calculated by Eqs. (34) and (36) and linear-response theory (LR), using respectively Eqs. (34) and (36) with the protocol (39) . We observe that LR result has the same outline and order of magnitude of ST result. We chose γ/ω0 = 1 and δλ/λ0 = 0.5. We chose also the instantaneous power unit as P2 = kBT /(4τ ).
correctly the time intervals in which negative rates exist. Additionally, the order of magnitude and the outline of the entropy production rate also follow reasonably well the exact result. This shows how useful LR predictions can be even in the fully nonequilibrium regime. We emphasize also that the existence of the negative values observed in the entropy production rate is not an exclusive consequence of the memory of the system. For instance, if we consider a monotonic protocol such as λ(t) = λ 0 + δλ(t/τ ) 2 , whose affinity isλ = 2tδλ/τ 2 , although the process can be fast the entropy production rate is always positive (see Fig. 6 ). As pointed out previously, the form of λ(t) is essential in obtaining negative rates. On the other hand, if we consider different systems described by relaxation functions such as Ψ 1 (t), Ψ 3 (t) and Ψ 4 (t) and maintain the protocol (39), we still observe negative values in the entropy production rate (see Fig. 7 ). For instance, if we consider Brownian motion in the overdamped regime, expression (37) yields a simple exponential as the phenomenological model for the relaxation function. The instantaneous power (34) is obtained from the solution of the equation below [54] 
and the instantaneous power provided by linear-response theory in Eq. (36) can be calculated using Ψ 1 (t) [40, 47] . Figure 7 shows a comparison of both results with great agreement. Surprisingly, we still observe negative values in the entropy production rate. We chose τ R = 1/γ = 1 and δλ/λ 0 = 0.1. (40) and Eq.(41) respectively). It was used the quadratic protocol g(t) = (t/τ ) 2 . The entropy production rate is positive, although the protocol is fast, τ = 0.1τR. We chose γ/ω0 = 1 and δλ/λ0 = 0.1. We chose also the affinity unit as A2 = δλ/τ . We remark that the delayed propagation Prop Ψ 0 [λ] was rescaled by a factor 50 for a better presentation.
VI. FINAL REMARKS
Three complementary aspects, often taken as statements of the Second Law of Thermodynamics, were considered in this work in the context of isothermal processes: no dissipation for quasistatic process, dissipation for finite-time processes and positive entropy production rate. We have shown that the linear-response formulation of slowly-varying processes satisfies almost automatically all of them, while for finite-time but weak processes more detailed properties of the relaxation function are demanded, namely, finite relaxation time, time-reversal symmetry and positive Fourier transform. Concerning the entropy production rate, we have shown a simple example in which negative values are present. Surprisingly, these results were corroborated by exact calculations. The linear-response formulation has also proven useful in understanding the origin of such phenomenon. The absence of time-scale separation between the performed process and the relaxation of the system and the non-monotonicity of the protocol chosen by the external agent are essential ingredients according to this formulation. Additionally, we expect that our results can contribute to the current debate about the relation between negative entropy production rates and non-Markovianity.
We remark that it is quite interesting how Hamiltonian constraints are important to make the connection with the Second Law of Thermodynamics. If, on one hand, the "breakdown" of time-reversal symmetry of mi- croscopic laws in macroscopic irreversible phenomena is often stated as a conundrum, our formulation shows that time-reversal symmetry is necessary in order to achieve compatibility with the Second Law. Along the same line of thought, we wonder whether the positivity of the Fourier transform of the relaxation function, required by thermodynamic constraints, might be also related to Hamiltonian dynamics. We also wonder how this is related to the fact that, although there are regions of negative entropy production rates, the integral over the curves in Figs. 3 and 7 must be positive and hence the maximal amount of negative regions must be already encoded in the relaxation function no matter the protocol we choose.
Finally, the introduction of positive entropy production rate as a statement of the Second Law was made under the assumption of local equilibrium [18, 19] . From the point of view adopted in this work, this would correspond to the regime of slowly-varying processes whose duration is longer than the relaxation time. Once the ratio between relaxation and switching time increases, we enter the region where local equilibrium does not hold anymore and hence we should not expect only positive rates. We consider this result as a significant step towards the understanding of optimal processes in finite time. The common wisdom about minimizing dissipation or entropy production says that in a finite time we should drive the system very smoothly. However, our results suggest that, if we are constrained to switching times of the order of the relaxation time, a non-monotonic protocol does a better job. We left for future work the extension of our results to the quantum regime.
