1. Introduction. The e-algorithm [1], which is closely related (see [2] ) to the em(Sn) transformation
[3] and the method of summability by Stieltjes-type /-fractions [4] , provides a powerful technique for transforming slowly convergent or divergent sequences (see for example [5] , [6] ). The quantities es<m) which satisfy the relationship /i\ (m) _ (to+1) . 1 ts+1 -*-J "•" (m+X)-to) es -«« may be arranged in Table 1 and are seen to occur at the corners of a lozenge in this array.
The usefulness of the e-algorithm lies in the fact that if the sequence is slowly convergent, then (in certain cases) the numerical convergence of the sequence e20Js = 0, 1, ■ • • to the limit (or antilimit), with which the sequence (2) may be associated, is far more rapid.
In the application of the e-algorithm so far the e/m) have been scalar quantities; it is the purpose of this paper to extend the inquiry to the cases in which the Sm are a sequence of slowly convergent arrays. In particular, the cases in which the Sm are (a) vectors (b) square matrices (c) triangular matrices will be considered.
The sums and differences of these entities are of course already well defined, but the choice of an inverse must be given some consideration. Four possibilities will be considered. They are (1) Primitive Inverse. Regarding each component separately, this is equivalent to the simultaneous application of the scalar e-algorithm to the components of (a), (b) and (c).
(2) The Samelson Inverse of a Vector. Here an extremely elegant and profound idea, due to K. Samelson, is introduced. The inverse of a vector 302 P. WYNN Table 1 (0) eiV = 0 e<0)
(1)
«o e2 Two results of F. L. Bauer [7] relating to the use of the primitive inverse may be extended to give The fundamental result in the theory of the e-algorithm relating to scalar quantities is Theorem 3. // equation (7) obtains and E«=o c, ¥" 0 then
This theorem is also true if the Sm have a suitably defined inverse and obey a non-commutative multiplication law. (It is quite clear, that if care is taken in the positioning of b two further versions of Theorem 1 may be given in which b is nonscalar) . The proof of this result, however, is one of the more advanced results in the theory of continued fractions whose elements obey a non-commutative law of multiplication.
Before this proof can be described an almost complete account of this theory must be given, and this is far too extensive to be set down in detail here. The purpose of this paper is to demonstrate that the extension of the e-algorithm to non-scalar quantities has useful application in numerical analysis, and to this we now proceed. ax.xXx + ax,2x2 + ■ ■ ■ + ax.nXn = kx
ßn.iXi + a",2:T2 + • • •' + an,nxn = kn .
If the primitive inverse is used it is to be expected that the conditions of Theorem 3 would apply and that the e-algorithm would provide an n-step process for solving the set of equations (13) Ax = k where A, x and k are straight-forwardly defined by inspection of the quantities occurring in (12) . (This is proved [8] by decomposing the vector x<0) in terms of the eigenvectors of I -D_1A, where D is the main diagonal of A). An example (Table 2 , exponent in brackets), which gives the vector e-scheme (primitive inverse) relating to the sequential relaxation of the set of equations 1+2 +1 +3 +4 n,, +1 -3 +1 +5 u*; 1+3 +1 +6 -2 \+4 +5 -2 -1 P. WYNN (14) is due, has pointed out [9] that this is a particularly unfavorable example. Gauss-Seidel Relaxation. An alternative scheme for the iterative solution of equation (13) is provided by the scheme (When applied to the solution of the set (14), the results from using this scheme actually diverge even more wildly than those of (12).) Again, it is to be expected that the results of Theorem 3 apply (this time with h = n -1). The method is illustrated by the solution of Table 3 , which refers to the use of the Samelson inverse. The results in Tables 2, 3 , and 4 have been computed, as have all the results of this paper, using twelve-decimal floating point arithmetic and have been rounded off for presentation to seven decimals. It is indeed remarkable that use of the primitive inverse should serve to give reasonable estimates of three of the roots and yet be inadequate in giving the value of the fourth. Some of the estimates (taking each root in isolation) produced by use of the primitive inverse are better than those produced by use of the Samelson inverse, but if a least squares indication of the error in the estimates is used, then use of the Samelson inverse is superior. This appears generally to be true.
The numerical results displayed in Tables 3 and 4 are not particularly impressive, but this is hardly to be expected since the Wilson matrix [10] (on the lefthand side of equation (16)) is well known to be ill-conditioned.
The foregoing results have served to bring certain points into focus, in particular that the user need not be unduly frightened by the rapid divergence of the sequence to be transformed, but in the event use of the e-algorithm is to be recommended neither as a method for the direct solution of a set of linear equations nor as a technique for estimating the eigenvalues of a matrix.
Iterated vector sequences occur very frequently in optimization and approximation problems, but perhaps they occur most naturally in numerical analysis in the iterative solution by digital methods of equations in which the solution is a function of a single variable. More specifically, reference is being made to the solution of (16) (17) a{y(x),x] = ß\y(x),x} P. WYNN where a and ß operate on y(x) and x, by constructing the sequence yr(x)r = 0, 1, • • • by means of the equation (18) a{yr+x(x),x} = ß{yr(x),x\.
If x ranges (or may be transformed from another variable so as to do so) from a to a + nh then the iterated vectors become (yAa), yr(a + h),
where A is a suitable interval. Examples of the application of the e-algorithm in such cases now follow.
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•'a An example of this technique is provided by the work of E. R. Love Table 5 shows the results of this scheme and the effects of accelerating it (Samelson inverse), when a = 1.0 and h = 0.25.
Due to the symmetry of the interval of integration and the fact that the kernel is a function of x -y, the solution vector is of course symmetric about the origin, and for this reason the values of the vectors for negative argument are not shown. The transformed results check to four decimals those derived by Fox and Goodwin [12] by use of the more normal method of approximating (21) 
Again, by the use of formula (23) this is transformed into an iterated vector scheme. Table 6 gives the results of this scheme and the accelerated results (primitive inverse) . The integration is carried out over the range of 0 ^ x ^ 1.75 at an interval in x of 0.25. After a further two iterations of (29), the original sequence would have attained the accuracy of the transformed results shown and, in view of the simplicity of (29) and (23), this means that this example is not a particularly striking one ; however use of the acceleration technique here is instructive, and if the original equation had been more complicated (as in practice such equations normally are) it would have been useful. The results may be checked by use of the power series expansion 
T" = |U+ 1) +T"+^ -
derived by Fox and Goodwin [12] directly from the integral equation (28). For Neglecting A, the following iteration scheme may be derived
= -<p\x + h, yr(x + h)} -lO0{x, ?/r(x)j -<p\x -h, yr(x -h)\.
This may be solved for yr+i(x + h) to give a forward recursion scheme using values of y(x) computed independently when x = a, a + h, or used as the basis for a relaxation scheme using a two-point boundary condition giving values of y(x) at x = a and x = a + (n + l)h. The latter has been carried out for the equation Table 7 reveals that both the original and the transformed results are better at the end than at the beginning of the range of x; this merely reflects the fact that in (35) the differences increase as the origin is approached. For an alternative iterative scheme based upon a forward recursion see [15] .
In equation (33) A is, of course, the difference correction of Fox and Goodwin's method VII [16] . The divergence of successive iterates is however so wild that it is futile to apply this technique. The variation in yr(x) with r is due more to the variation of <b{x, yr(x)\ with r than to the variation of the difference correction.
A case in which the variation in the iterates is due solely to the variation in the difference correction is provided by the equation [17] (42) y" -(z~" -2z~l)y + z~2 = 0 which is satisfied by the function is available.
Using these expansions to provide boundary conditions at 2 = -0.5 and 2 = -1.2, and further function values outside these points to assist in the computation of (45), (44) has been used with h = 0.1 to produce a vector sequence, which has been accelerated using the primitive inverse (see Table 8 ).
It is, of course, a feature of the iterated solution of two-point boundary condition problems that the iterates are available as vectors, but if forward recursion from one point is used, each function value may be iterated and corrected before proceeding to the next, and this is of course to be preferred. (50) gives a system of linear equations for the n function values at the lattice points interior to the square (49). The right-hand sides of these equations are estimated by the use of (50) with modification of the appropriate equations by means of the boundary conditions. The first member of the sequence #0(x, y) is obtained by replacing the right-hand side of equation (51) by zero. The results of this iterative scheme (when h = 0.25 and n = 4) and subsequent acceleration using a matrix inverse are displayed in Table 9 . (It is neither desirable nor feasible to display the complete matrices in this case. Instead the scalar norm n~2 2_,i,i \ <pr(x, y) -x/(x + y) | has been given. This is so for the other tables in this section). Equation (48) has also been used to derive the scheme (52)
The treatment here is precisely as in the preceding case. (It is perhaps of interest to remark that it is easy to construct the inverse of the matrix occurring in the resulting set of linear equations; this means that multiplication by this inverse matrix may be carried out analytically, and there is no need, as in the preceding case, to solve the set of equations numerically (see [23])).
The results of the iteration procedure and subsequent acceleration using the Samelson inverse vector-wise, when h = 0.1, n = 4, are shown in Table 10 . The behavior of the iterated solutions is most odd in this example. The surfaces flap Table 11 .
This example has been chosen chiefly to show that the method proposed is feasible. It would seem more economical to use here a special feature of two-dimensional initial value problems, namely, that successive iterates are available as vectors rather than as matrices as in the case of boundary value problems. This implies a reduction in storage space for the acceleration technique ; also that if the iteration itself converges rapidly at any stage then this advantage is preserved and the acceleration technique held in the reserve to be used when necessary.
Note on Programming.
When the quantities involved are scalar the e-algorithm may be put into effect in the following way. Passing from left to right in Table 1 , each column is displaced downward half a row with respect to its left-hand neighbor; the e-array is thus transformed into half a square array (the e-array, say). This implies a prodigal use of the storage space but the "program" is quite simple.
When the quantities involved are vectors or matrices the implied wastage of storage space in the preceding procedure may be unacceptable. In that event it is only necessary to retain a linear array during the formation of the e-scheme. This line of vectors or matrices corresponds to what would in a normal difference table be referred to as a line of backward differences; it contains the quantities ( .98 .97 .97 (-4) .97 (-4). .97 (-4) .97 (-4) .97 (-4) Fifth, reference must be made to criteria for terminating the e-process. (In the above program it has been assumed that mmax is known.) In the case of the scalar e-process, the author's experience with a large number of examples has been that if the e-process converges to a limit L and | eOT<0) -e™22 | ^ 8 for some even m then | L -emC0) | Si 5. This is a purely empirical test and one can easily construct examples in which it breaks down (indeed, one has a singly infinite number of degrees of freedom with which to do so). Nevertheless, if desired, this test may be inserted at the point f and carried out as follows f if m -0 mod(2), then if | b -Zm_21 ^ 6, go to EXIT.
At the point in the program labelled EXIT the required limit is, of course, b. It is essential to stress that this type of estimation must be applied with discretion in the case of vector and matrix sequences.
An example (Table 12) will make this clear. This refers to the iteration of the scheme (44) using the first term of the difference correction and its subsequent acceleration (primitive inverse) when A = 0.5. To save space the successive estimates of T(1.5) have been extracted and shown in a scalar «-scheme. The same sort of behavior is shown by all components of the iterated vectors.
Judging from the table, one might be excused for thinking that the last column contains the required result correct to 11 decimals; but this is not at all true (the agreement is good only to 4 decimals). It is essential to obtain an independent estimate of how good the results are likely to be (in most cases this will be provided by examining remainder terms needed in the finite difference formulas. This applies in all cases of this paper). The terms The point to be made here is that the original sequence undoubtedly converges to some limit. The e-algorithm in this case is a convergence-preserving device. However, in view of the large interval of tabulation, this limit and the transformed result are not very interesting.
5. Conclusion. It is perhaps of interest to comment on reasons for preferring the use of one inverse in the e-algorithm to any other. The consistently good numerical agreement between results produced by using the various inverses in any one case leads the author to conjecture that, within a certain limit, the rate of convergence of the e-process is independent of the inverse. This being so, the choice of an inverse will depend on relative complexity and on numerical stability. On both counts the matrix inverses can be discarded. This leaves the choice between the primitive and Samelson inverses, and the author would suggest the latter for the following reason. If in any application of the e-algorithm e/üX^ = eíÍ2> = a then the following situation obtains:
•+1 
should es-í1' and ei-t2) be nearly equal. But this complicates the program a great deal. (The misfortune just described is of course recognized as a state of chronic instability, for example see Table 3 .) At least, when using the Samelson inverse the probability of encountering this misfortune is reduced by a factor of n, and this is good enough reason for preferring it. The reader will have noted that the examples in this paper are both small and simple. They were chosen as such in order to simplify the exposition, and the various studies given have been selected in order to indicate the varieties of numerical behavior which can occur as a result of applying an acceleration technique, rather than to display the technique in a favorable light. Integro-differential equations have not been treated, but it is unlikely that they would have introduced new points. A more serious consequence of the simplification has been that only square and triangular two-dimensional arrays have been dealt with, whereas in practice much more varied arrays are likely to occur. But the Samelson inverse can quite clearly be applied to such arrays so that no generality has been lost. This also applies to arrays of higher dimensions. It is appropriate at this juncture to mention that the author's experience in a large number of practical cases has been that the accelerated results were never actually worse than the original iterated sequence, though whether the gain in accuracy is worth the extra computation involved depends upon the example being considered.
Many standard iterative processes of numerical analysis are of course already rapidly convergent. In particular, it seems (although the author is unaware of any general theorem to this effect) that if the partial differential equation (60) a¡i<t>(x, y), x, y] = ß\<p(x, y), x, y]
is iterated according to the scheme and (60) are of the same type (e.g., both elliptic) then the resulting scheme converges, and it is only when equations (60) and (62) do not conform that difficulty may arise. This is exemplified by Table 11 and may be illustrated further by means of the examples (63) d>xx + (¡>yy = 2{<j)x -(fry j (64) <t>xy = <t>z -<t>y which both have the same solution as (48), viz., x/(x + y). This phenomenon also occurs in the method of Rayleigh and Jansen [21] for the iterative solution of the equation of potential flow. Acceleration techniques may have interesting repercussions upon the practical treatment of partial differential equations, for suppose that (60) is a hyperbolic partial differential equation with curved characteristics, while (62) has linear characteristics. The evaluation of the right-hand side of (60) along linear characteristics will not, in general, present much difficulty and avoids the usual circumstantial interpolation. If equation (60) is nonlinear some sort of iteration is usual. The normal objection to such a procedure is that it does not converge, but this, as Table 11 for example indicates, is no longer a critical point.
However, it would be most desirable for further work to be done on the convergence behavior of iterative processes and acceleration techniques. The latter is, of course, an interesting, useful, and largely unexplored domain of research. It is also desirable that further work should be done on the exploitation of these techniques and this paper was written in the hope that the subject would be thrown open to a larger forum of experimentation.
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