Many important physical problems, such as fluid structure interaction or conjugate heat transfer, require numerical methods that compute boundary derivatives or fluxes to high accuracy. This paper proposes a novel approach to calculating accurate approximations of boundary derivatives of elliptic problems. We describe a new continuous finite element method based on p-refinement of cells adjacent to the boundary that increases the local degree of the approximation. We prove that the order of the approximation on the p-refined cells is, in 1D, determined by the rate of convergence at the mesh vertex connecting the higher and lower degree cells and that this approach can be extended, in a restricted setting, to 2D problems. The proven convergence rates are numerically verified by a series of experiments in both 1D and 2D. Finally, we demonstrate, with additional numerical experiments, that the p-refinement method works in more general geometries.
Introduction
Simulation of many important physical problems, such as fluid structure interaction and conjugate heat transfer, requires numerical methods that compute boundary derivatives or fluxes to high accuracy. In some circumstances the only desired result of a calculation is a quantity derived from the boundary derivatives, such as a flux or stress: this problem has long been recognized as one of importance, and a variety of methods (see, e.g., [12, 15, 28] ) have been proposed that allow reconstruction of an accurate boundary flux from less accurate interior data. Accurate boundary derivatives are also required for some numerical boundary conditions. For example, in [23] the authors presented a new discrete boundary condition for a fluid-structure interaction problem based on matching accelerations, instead of velocities, and obtained a traction boundary condition involving second derivatives of the fluid velocity. This boundary condition was the key ingredient in a new partitioned algorithm that was high-order, partitioned, and stable without subiterations. While standard in the finite difference community (see, e.g., [9, 23] ) these equations, usually called compatibility boundary conditions, are not commonly used in finite element methods, though they have appeared in some recent work [8] .
A variety of algorithms have been proposed for calculating higher order derivative values from lower order data calculated by a finite element method (see, e.g., [11, 17, 28, 29, 30] ): most of these algorithms rely on data post-processing, where one uses least squares or other fitting procedure to fit a higher-degree polynomial through known superconvergence points, as discussed in [3] . Another elements: the degrees of freedom with support points along the two common faces would ordinarily be constrained in a way that makes the solution continuous. The scheme proposed in Section 3 uses a similar procedure to constrain all such nonnormal degrees of freedom on each boundary cell, effectively reducing the local approximation space to tensor products of P 1 (x) and P 4 (y). Since the degree of the approximation in the normal direction determines the derivative convergence rates, one could obtain the same effect by adding degrees of freedom corresponding to normal derivatives on the boundary instead of doing Lagrange p-refinement.
class of methods relies on the application of high-order finite difference stencils to data derived on either a uniform or quasi-uniform grid [19] . A common feature of several postprocessing techniques is that they require a grid satisfying some smoothness condition: without such a condition, the error in the solution may be dominated by pollution error from grid irregularities; see Chapter 4 of [3] for additional information on the impact of grid regularity. In particular, of the three most common versions of the finite element method (h-refinement based, p-refinement based, and hp-refinement based) these postprocessing methods are almost always based on estimates from the h-refinement version.
This paper proposes a novel alternative to current techniques. We present a boundary cell prefinement (i.e., locally increasing the degree of the approximation space) strategy to improve the accuracy of boundary derivatives instead of postprocessing the solution. The numerical experiments in Section 4 use Lagrange p-refinement to increase the local approximation degree: a possible alternative to this is to add degrees of freedom corresponding to normal derivatives on the boundary. This p-refinement results in higher rates of convergence in the normal derivatives along the boundary. The theoretical results are based on the two-dimensional linear convection-diffusion-reaction problem − ∆u + b · ∇u + cu = f
with homogeneous Dirichlet boundary conditions in y, periodic boundary conditions in x, normalized viscosity, constant advection velocity b, constant reaction rate c > 0 (which is the standard well-posedness assumption; see Lemma 5.1 in [26] or Chapters 3 and 4 of [24] for further discussion and justification), and forcing f . Our main goal is to improve the accuracy of the finite element approximation to Equation (1)'s normal derivatives along the Dirichlet boundary, notated as ∂Ω. We will improve the accuracy by performing p-refinement in the direction normal to ∂Ω. p-refinement in the normal direction means that, rather than standard Q m elements, the polynomial space on each boundary cell is P m ⊗P m+p ; i.e., a tensor product between degree m polynomials in the tangential direction and degree m + p polynomials in the normal direction. Notate these spaces by Q (m,m+p) , where p ≥ 0. An example implementation of this type of p-refinement is shown on the right in Figure 1 , with numerical results shown in Figure 2 . The error estimates proven in this paper rely on the tensor product discretization and, as a result, provide convergence rates at mesh vertices. Hence, the numerical experiments in Section 4 show convergence rates computed in the H 1 -B and H 2 -B seminorms, which are defined in terms of the gradient, Hessian, and normal derivatives along the non-periodic boundary:
Figure 2: Convergence rates for a numerical approximation of (1) on a domain with periodic boundary conditions in the x direction and Dirichlet boundary conditions in the y direction. The grid on the left depicts which cells have been p-refined; the plot on the right shows convergence rates in the seminorms defined by Equations (2)- (3). The cyan cells have Q 1 (bilinear) shape functions; the yellow cells have been p-refined in the normal direction (i.e., they are P m ⊗ P m+p elements, notated as Q (m,m+p) ).
The proposed p-refinement method does not neatly fit into the usual taxonomy of the three common versions of the finite element method. The proven convergence rates depend on the cell diameters but use multiple (fixed) polynomial orders in the domain, which resembles p-refinement: however, this is not a p-refinement method since the refinement in p is static (i.e., only cells adjacent to the nonperiodic boundary are p-refined, and the degrees m and m + p are fixed during grid refinement) and not dependent on any a-posteriori error or regularity estimator. As such, this method is not well described by the standard hp-finite element error estimate [1] 
for elliptic problems in an energy norm, where µ = min(p, m − 1), p is the polynomial order, and the grid is quasiuniform with cell diameter h. Additionally, this method is not well-described by the classic p-refinement estimate
given in [4] since the degree p is fixed during the refinement process. The rest of this paper is organized as follows: Section 2 presents the essential theory for a onedimensional version of the proposed scheme, including proofs showing that performing p-refinement on boundary cells improves the boundary derivative convergence rates. Section 3 extends these results to higher dimensions: for structured grids and suitable finite elements, one can recover essentially the same convergence results from the 1D case at mesh vertices along the boundary of the domain. Finally, Section 4 summarizes some numerical experiments that demonstrate the proven asymptotic convergence rates and show that the results are still valid in a simple but non-Cartesian geometry. Section 5 concludes with a summary of the presented results and some conjectures regarding possible extensions of this work.
One-dimensional analysis of the model problem

Introduction
The numerical scheme for the model problem described in Section 1 may be analyzed, in part, by applying an analog of the discrete Fourier transform in the periodic direction to reduce it to a one-dimensional problem. Therefore, we begin our analysis of the discretization of Equation (1) by analyzing the simpler model − u yy + bu y +cu =f (y) (6) with homogeneous Dirichlet boundary conditions and, having applied a discrete Fourier transform, Re (c) > 0 andc andf (y) may be complex. The primary result of this section is an analysis of the p-refinement scheme in a single space dimension for Equation (6) . It is well known (a full proof is given in [16] ) that, for Equation (6) , the rate of convergence of a finite element approximation consisting of continuous piecewise polynomials of order m at a mesh vertex (a point connecting two cells) y j is
where m is the degree of the polynomial space used in the two adjacent cells. Subsection 2.3 presents a special case of this theorem for the last interior vertices (i.e., the interior vertices of the two boundary cells), showing that the approximation gains one additional order of accuracy at these two points. This is significantly better than the standard superconvergence result at the Gauss-Lobatto points of the function value of (see, e.g., the table in Section 1.10 of [25] )
The authors of [16] note that one could perform local p-refinement and achieve higher order accuracy on a specific cell due to the higher convergence order at the mesh vertices. This is the primary idea used to achieve higher order derivative boundary convergence. The proofs of these results rely on computations with Greens' functions and, as such, do not have immediate extensions to higher dimensions due to the nonintegrability of higher-dimension Greens' functions (see the discussion regarding Greens' functions in [3] for additional information on the limitations of this approach).
Well-posedness of the system
This subsection presents some basic analysis of Equation (6) . Assuming that the solution is complex-valued since the forcing and low-order coefficient may be complex, let 
The weak problem is, for a Hilbert space
Theorem 1. The weak problem given by Equation (11) and a Hilbert space
Proof. This theorem immediately follows from the complex-valued version of the Lax-Milgram Theorem; see Chapter 6, Theorem 6 of [22] . Since
the sesquilinear form is bounded with boundedness constant
To show coercivity, decompose φ(y) andc into real and imaginary components
where, to avoid confusion with the mesh vertex index i, notate √ −1 = I and obtain, again ∀φ ∈
due to the assumption of homogeneous boundary conditions with coercivity constant
Applying the Lax-Milgram Theorem yields the stated result.
Superconvergence at vertices near the boundary
The primary result of this section, Theorem 2, depends on the rate of convergence of the interpolation of a smooth function on a single cell in a finite element discretization: in particular, the scaling of the derivatives of the interpolated function and the diameter of the cell play a key role in Theorem 2. Hence, this subsection begins with a special case of the Bramble-Hilbert lemma (see, e.g., [13] for a proof of the general case):
is the space of degree m polynomials on the interval K. Define the interpolation operator Π :
Then v h = Πv satisfies the error estimate
whereĈ is independent of ∆y and v.
Proof. This lemma follows immediately from applying Theorem 3.1.5 of [13] with parameters m = 0, q = 2, and p = ∞ and m = 1, q = 2, and p = ∞ and then summing the squares of the results.
Remark 1. The same result holds for more general interpolation operators that also interpolate derivative values of the function (i.e., for Hermite-type elements), or for nonuniform point distributions (e.g., using the Gauss-Lobatto points as nodes).
Theorem 2 is a special case for the mesh vertex located at L − ∆y (i.e., the last interior vertex) of the more general vertex convergence rate proven in [16] . (17), where interior cells have m + 1 interpolation points and boundary cells have m + p + 1 interpolation points (including, in both cases, cell vertices). Let u h (y) ∈ V h be the solution to (11) 
To simplify some inequalities, assume that
Then there exists a constant C 1 (m, p) = C 1 dependent only on m and p such that
where γ and α are the boundedness and coercivity constants defined in Equations (13) and (16).
Proof. This proof relies on some elementary inequalities that are true due to the bounds on |D| and L (for proofs, see Appendix A):
This proof follows the outline of the classic superconvergence result in [16] . Consider the Greens' function G(y) associated with the operator implied by (6) and the point force δ centered at L − ∆y. This Greens' function is defined by the following equations:
i.e., G(y) has homogeneous boundary conditions, is continuous at L − ∆y, and has a jump in its derivative at L − ∆y. This implies, by standard Greens' function calculations (see, e.g., [20] ) that
Enforcing the four conditions listed above yields
where
the moduli of derivatives of G L 1 (y) are maximized at y = L−∆y by the maximum modulus principle and the bound on the imaginary part given by the assumption in Equation (19) . Similarly, by Assumption (20a), G L 2 (y) and all of its derivatives are maximized at the same point. Putting these together, derivatives of
by Equation (22a) and Equation (22b). Notate the bound on derivatives of G L 2 (y) and
Since 1 ≤ |D|, the Leibniz rule provides a max norm estimate for derivatives of G L (y):
Similarly, for
Hence, application of the Leibniz rule provides
(38)
Since G is the Greens' function
is a constant depending on only on m, p, n, b, and L. Taking a square root yields the final result
Remark 2. An equivalent result also holds for the mesh vertex located at y = ∆y.
Remark 3. Since Theorem 2 depends on global error estimates as well as estimates on the boundary cells, performing additional p-refinement on the boundary cells (i.e., p > 1) does not change the convergence rate. Put another way, p = 1 is sufficient to obtain the improved convergence rate.
Remark 4. This result holds for any mesh vertex that is a fixed number of cells away from a boundary, e.g., for any integer j, the vertex at L − j∆y is a factor of ∆y more accurate than a vertex in the middle of the domain as long as the cells between L − j∆y and L are p-refined.
Rates of convergence for boundary derivatives
This subsection presents derivations of boundary derivative convergence rates for continuous finite element approximations of the one-dimensional model problem. We begin with a brief lemma showing that optimality of function values in an L ∞ norm implies optimality (i.e., losing one power of ∆y for derivative taken) in the L ∞ norm:
Suppose that p(y) is a degree m polynomial approximation to u(y) on I 1 satisfying the max norm estimate
whereĈ(m, n) is a constant dependent only on m and n.
Proof. To simplify notation, abbreviate L ∞ (I 1 ) and W m+1,∞ (I 1 ) as L ∞ and W m+1,∞ since I 1 is the only relevant interval. Let T (y) be the Taylor series approximation of degree m to u(y) centered at 0. Note that the derivative of the Taylor series is equal to the Taylor series of the derivative. Application of the standard Taylor series remainder formula on the derivative of u(y) − T (y) yields
As T (y) is a degree m polynomial, applying an inverse estimate yields
whereĈ(m, n) comes from an inverse estimate (see Section 4.5 of [10] ) that depends on norm equivalency in finite dimensional spaces and does not depend on u(y) or ∆y. Applying the triangle inequality yields the stated result.
be the space of continuous piecewise polynomials defined over N cells of uniform width ∆y that partition [0, L] of degree m on all interior cells and degree m + p on all boundary cells. Let u h ∈ V h be the solution to Equation (11) where X = V h and let u be the solution to Equation (11) with X = W m+p+1,∞ ([0, L]). Define D by Equation (19) . Assume that n ≤ m + p. Then there exists a constant C 5 dependent on m, n, p, b, and L (but independent of u, D, γ, α, and ∆y) such that
Proof. Notate the error at the last interior mesh vertex as
Consider an auxiliary equation (still of the form of Equation (6)) defined on the interval [L−∆y, L]:
Consider the difference e(y) = w(y) − u(y)
between the solution of Equation (51) 
Since e(y) solves a homogeneous second-order constant-coefficient boundary value problem it has a simple closed-form solution:
As (see Appendix B)
Since e(y) is only defined for L − ∆y ≤ y ≤ L, |A(y)| is bounded by
1 ⊂ V h be the space of degree m + p polynomials with support restricted to the rightmost cell (that is, the cell with extent [L − ∆y, L]). Notate this cell as I N . Let w h ∈ V h 1 be the finite element solution to the associated weak form of (51). Since w h is a finite element discretization whose boundary conditions match vertex (and boundary) values of u h , w h = u h on the rightmost cell. Consider the L ∞ norm of the error restricted to the rightmost cell: application of Equation (59d) and Lemma (2) yields
The norm of w(y) may be bounded by using the definition of e(y):
Let
Combining terms yields
(64a)
Since n ≤ m + p. Substituting in the bound for |e 1 | from Theorem 2 into (64b) yields
[27] provides the bound
where C 3 is dependent only on the polynomial degree m and the domain. Hence
Combining Equation (65b), the definition of C 4 , and the lower bound of 1 on 1/α, γ, and D yields
so C 5 is dependent on b, L, m, p, and n but independent of u and D. Hence
which is the stated result. 
Remark 7. e(y) represents the contribution to the error in the last cell due to coupling the finite element approximation defined on the last cell to the rest of the computational domain. Therefore there are really two convergence regimes for this problem: one regime where the coupling error dominates and another where the local error dominates.
Extensions to higher dimensions
3.1. Overview Theorem 3 can be generalized to higher dimensions when both the finite element space and mesh have a tensor product structure. Theorem 6 does this by using the periodic structure in x to decouple the discretization into a sum of one-dimensional problems (in y) with Dirichlet boundary conditions. Unlike the one-dimensional analysis performed in Section (2), we only consider the case where c ∈ R and c > 0. Since part of our analysis involves complex-valued test and trial functions we consider the complex weak problem. Note that, since the discrete test functions are real-valued, we still use the standard real-valued mass and stiffness matrices in the analysis below. The 2D model problem is as follows: Let V x be the subspace of
Consider the sesquilinear form
and skew linear form
The weak problem is, for a Hilbert space X ⊆ V x ⊗ V y , finding z ∈ X such that, for all ψ ∈ X a 2 (z, ψ) = l 2 (ψ).
The decomposition used below (i.e., decomposition by using the tensor product structure) is similar to the approach used in [14] . Consider the tensor product finite element space
where Note that W h ⊂ V x ⊗ V y . As in [14] , let
be the coordinates of cell corners (i.e., the mesh vertices in 2D).
Decoupling of the 2D Problem
This subsection presents results showing that, with periodic boundary conditions and a tensor product discretization, the discrete 2D problem is equal to a sum of uncoupled 1D problems. Part of this analysis involves using test functions that are piecewise linear interpolants of Fourier modes. For the Hilbert space V ∆x defined in Equation (76), define the kth Fourier mode interpolant
where Π is the nodal piecewise linear interpolation operator onto V ∆x (i.e., F k (x i ) = exp(2πIkx i ) when x i is a mesh vertex). Note that (F k , F k ) L 2 = 0 when k = k . In addition, F k satisfies an orthogonality property with exp(2πIk x):
Lemma 3. Let V ∆x be the Hilbert space defined by Equation (76) and F k (x) be the interpolant of exp(2πIkx) defined by Equation (78). Then F k (x) is orthogonal to the Fourier mode exp(2πIk x) except when k − k is a nonzero multiple of N . Furthermore, if k = k + jN (i.e., k − k is a nonzero multiple of N ) then
Proof. Integration by parts yields
The summation is nonzero only if k −k = jN = 0 for some integer j. Hence F k (x) and exp(2πIk x) are orthogonal except when k − k is a nonzero multiple of N . Finally, suppose that k = k + jN . then
We now present the primary result of this section.
Theorem 4. Let W h = V ∆x ⊗ V ∆y be the tensor product finite element space defined by (76).
Suppose that u h ∈ W h is a solution to (75) with X = W h . Then
where the F k (x) trial functions are mutually orthogonal under both the standard one-dimensional L 2 inner product for complex functions as well as the sesquilinear form given by Equation (9), where
where δ jk is the Kronecker delta, a(·, ·) is the sesquilinear form defined by Equation (9), λ M and λ A are scalars, and eachû h k (y) satisfies the one-dimensional boundary value problem
Proof. Let A and M be the stiffness and mass matrices, respectively, coming from discretizations of a(·, ·) and (·, ·) L 2 with standard piecewise linear hat functions. Since V ∆x consists of piecewise linear functions and the boundary conditions in the x direction are periodic, both A and M are circulant matrices and therefore share the same set of mutually orthogonal eigenvectors, which are the mesh vertex values of the Fourier interpolants F k (x) defined by Equation (78). Since the ith row of A is
and, similarly, the ith row of M is
The classic formula for the eigenvalues of a circulant matrices provides the kth eigenvalues of M
and A λ A,k = 2c∆x 2 + 3Ib 0 ∆x sin (2π∆xk) + c∆x 2 − 6 cos (2π∆xk) + 6 3∆x .
Note that λ M,k > 0. Since A and M have complete sets of eigenvectors, the set {F k (x)} is a basis for V ∆x . Therefore, expressing u h in this new basis (instead of the usual hat functions) yields
By the same argument, consider a test function ϕ = F k (x)Y l (y) ∈ W h . Plugging u h and ϕ into the finite element problem given by Equation (75) with X = W h yields
multiplying both sides by ∆x/λ M,k yields
is the L 2 projection of the x-component of f onto F k (x). Therefore, by construction
where eachû h k (y) satisfies Equation (95).
Theorem 5. The resulting one-dimensional finite element problem implied by Equation (95) is well-posed.
Proof. The eigenvalue ratio is
Notate the real part of the eigenvalue ratio as Re (λ k ) = 2c∆x 2 + (c∆x 2 − 6) cos(2π∆xk) + 6 ∆x 2 (cos(2π∆xk) + 2) .
Note that
and
Hence, for any ∆x > 0 c < Re (λ k ) < ∞, so by Theorem 1 the resulting one-dimensional problem is well-posed.
Remark 8. An unusual feature of this well-posedness argument is the presence of the continuity constant that scales like O(1/∆x 2 ): this is due to the presence of two x-derivatives in the low order term of the y discretization.
3.3. Boundary derivative convergence of the 2D problem Theorem 6. Consider the discretization of Equation (1) described in Equations (73)-(76). Let C 6 and C 8 be constants dependent on the coefficients of (1), the domain, the forcing function (in particular, its regularity), and the number of derivatives n. Assume that f is at least 18 + p times differentiable in the y direction. This discretization recovers the 1D estimate given by Theorem 3 at isolated points along the nonperiodic boundary with an additional error term coming from the x-discretization:
where N * = 0 or N * = N .
Proof. Since u(x, y) and f (x, y) are periodic in the x direction and smooth they are equal to their Fourier series:
Hence eachû k solves the BVP
corresponding to the weak problem
By Equation (82), u h may be written as
where, for |k| > 1/(2∆x), F k (x) =û h k (y) = 0. Hence, assume that |k| ≤ 1/(2∆x). The difference between the eigenvalue ratio and the low order coefficient in Equation (106) is equal to, by a Taylor series expansion in ∆x,
Since |k| ≤ 1/(2∆x), converting all terms in the Taylor series of R to constant multiples of k 4 ∆x 2 or k 4 ∆x 3 yields
where C R (b 0 ) is a constant dependent on b 0 . Letv k (y) ∈ V y be the solution to the semidiscretization in x of Equation (73), i.e., the solution to the weak problem
wherev k (y) = 0 for |k| > 1/(2∆x). The rest of the proof follows from a triangle inequality argument involvingû k ,v k , andû h k . Consider the decomposition
Bounding (1). Letê k =v k −û k . Thenê k satisfies the weak boundary value problem
e k can be bounded by standard Sobolev estimates since the right-hand side (a combination of the error in the approximate Fourier mode and error in the low order term) is relatively small (O(∆x 2 ) for small k). Sinceê k solves an elliptic problem with smooth data, a regularity estimate yields (see [18] , section 6.3.2)
Due to the homogeneous boundary conditions, the fundamental theorem of calculus implies that
Combining Equations (113)-(114) yields, for 1 ≤ n,
Lemma 3 bounds the error in approximatingf k :
Due to the regularity assumption on f , there exists a constant C(f ) independent of x, y, and k such that
Note that ∆x
Substituting Equations (117) and (119) into the nth derivative of Equation (116d) yields
where ζ H is the Hurwitz zeta function. Rearranging the first term in Equation (120c) and performing a Taylor series expansion of the first term around k∆x = 0 provides the bound sin 2 (π∆xk)
since |k| ≤ 1/(2∆x), where C T is a constant dependent on the coefficients of the Taylor series expansion. Since
The ζ H terms are bounded by
due to the assumption on the regularity of f . Hence
Hence, substituting N = 1/∆x, Equation (121f), and Equation (124) into Equation (120c) yields
Sincev k is a weak solution to Equation (110), it satisfies the derivative estimate
Hence, substituting Equation (109), Equation (125), and Equation (127b) into Equation (115b) yields
is a constant independent of k and ∆x. Due to the regularity assumption on f the exponent is bounded by 10 + max(n − 3, 0) ≤ q: hence this sum converges and
since, for |k| > 1/(2∆x), due to the regularity assumption on f
for some constant C dependent on C(f ), so the contribution from the unresolved modes is also bounded by a constant multiple of ∆x 2 .
Bounding (2). Consider the error in the full discretization relative to the semidiscretization (i.e., u h k −v k ). The finite element solutionû h k satisfies the boundary value problem
while the semidiscretizationv k satisfies Equation (110). Hence Theorem 3 bounds the difference between eachû h k −v k term, where
has a positive real part since c > 0. Since the eigenvalue ratio is bounded by Equations (100c)-(101c), there exists a constant κ independent of k, but dependent on b 1 and c, such that
due to Equation (101c) and the bound |k| ≤ 1/(2∆x). Let
be the constant used in Theorem 3 with m = 1. Then, applying Theorem 3, the error in the derivative in the boundary cell I N is
By the fundamental theorem of calculus
is a constant dependent on the domain. Hence, by Equation (127b)
where C([0, L], 2 + p) is a constant dependent on both the domain and the polynomial degree.
Combining the elliptic regularity estimate given by Equation (138) and the error bound given by (137) yields
Note that the eigenvalue ratio λ A,k /λ M,k scales like O(k 2 ). Hence, by the assumption that q ≥ 18+p the summation over k converges:
for a constant C 8 independent of ∆x and ∆y. Hence, by the triangle inequality
(142) which is the desired result.
Numerical Results
Overview
This section summarizes numerical experiments verifying the rates of convergence proven in Theorems 3 and 6. All experiments were performed with a finite element discretization of (1) in Figure 3 : Rates of convergence in the H 1 -B seminorm with exact solution (143). The solution to the discretization using quadratic elements on the interior encounters roundoff error after sufficient grid refinement. These results verify the convergence rate proven in Theorem 3, i.e., the rate of convergence in the boundary derivatives is limited by the rate of convergence at the last interior mesh vertex and the polynomial degree on the boundary cell.
either one or two spatial dimensions, utilizing the deal.II library's [2] support for tensor product hp-finite elements. For further information on algorithms and data structures for general hp codes for continuous finite elements see [7] . The resulting linear systems were solved with the standard PETSc [5, 6] GMRES linear solver and the BoomerAMG algebraic multigrid preconditioner from the HYPRE library [21] . The preconditioner was configured to use SOR/Jacobi relaxation and Gaussian elimination for the coarse solve. The linear solver used a tolerance of 10 −14 times the Euclidean norm of the right-hand side vector. We verify the rates of convergence with respect to the seminorms defined by Equations (2)-(3) from Theorem 3 and Theorem 6 by performing uniform grid refinement studies.
1D Numerical Results
This subsection presents numerical verification of the convergence rates proven in Theorem 3 for the seminorms defined by Equations (2)- (3). We use the method of manufactured solutions to derive a forcing function for the exact solution
to Equation (6) with b = 1 and c = 2. Figures 3-4 depict the errors in the pointwise boundary first and second derivative seminorms. The resulting finite element space is notated as Q m -Q m+p , where m ∈ {1, 2} is the polynomial degree on interior cells and m + p (with p ∈ {0, 1, 2, 3}) is the polynomial degree on boundary cells. These figures illustrate the two different rates of convergence for the boundary derivatives: The error in the boundary derivative depends both on the local polynomial degree (i.e., m + p) and on the approximation order at the last interior mesh vertex, which is (by Theorem 2) 2m + 1. Hence, by Theorem 3 the asymptotic convergence rate for the nth derivative should be min(2m, m + p − n + 1), which is what we observe in Figures 3-4. 
2D Numerical Results
This subsection presents numerical verification of the convergence rates proven in Theorem 6 (i.e., derivative convergence rates for interior bilinear elements and a periodic boundary condition along the non-enriched boundaries). Additional numerical experiments demonstrate that these improved convergence rates can be obtained in other geometries, such as a square with only Dirichlet boundary conditions and a disk. In all cases, the discretization consists of bilinear elements on all interior cells and p-refinement limited to boundary cells. All numerical experiments, unless otherwise noted, use anisotropic (i.e., only in the normal direction) p-refinement on boundary cells with Dirichlet boundary conditions. We use the method of manufactured solutions to derive forcing functions. All test problems use b = (1, 1) and c = 2.
The Necessity of Normal p-Refinement
An important part of the proof for Theorem 6 is translation-invariant property of the discretization in the periodic direction. Numerical experiments, summarized in Figure 5 , indicate that this is not merely a convenient assumption: in the case of interior bilinear elements, the discretization must be equivalent to a tensor product of two one-dimensional discretizations in order to obtain the improved convergence rates in the seminorms defined by Equations (2)- (3) .
To demonstrate this, we consider discretizations with interior bilinear elements and either normal p-refinement or isostropic p-refinement, where the second case still uses continuity constraints to obtain a conforming solution. Notate the polynomial space on each boundary cell, P m ⊗ P m+p , by Q (m,m+p) , where m is the degree in the tangential direction and m+p is the degree in the normal direction. These numerical experiments use the manufactured solution The results in Figure 5 show that the tensor-product structure of the discretization used in Theorem 6 is necessary for achieving improved boundary derivative convergence rates (i.e., order 2 for first derivatives and order 1 or 2 for second derivatives). Performing isotropic p-refinement (which results in a larger finite element space then p-refinement purely in the normal direction) does not improve the rates of convergence even though the approximation space is larger. (1) with periodic boundary conditions in the x direction. One set of discretizations uses p-refinement in just the normal direction (left, with the scheme proposed by Figure  1 ) and the other uses isotropic p-refinement (right). The boundary cell polynomial spaces are notated as Q (m,m+p) . These results indicate that the tensor product structure assumed in Theorem 6 is necessary.
Extension to a Nonperiodic Boundary
Theorem 6 only applies to domains with periodic boundary conditions in one of the coordinate directions; however, numerical experiments indicate that the normal p-refinement scheme improves derivative convergence rates in more general geometries. To demonstrate this, we performed numerical experiments on a rectangular domain with Dirichlet boundary conditions, a Q (1+p,1+p) element in each corner (which corresponds to the tensor product of normal refinement in both directions), and Q (1,1+p) elements in the other boundary cells. Like the other 2D numerical experiments, we only consider bilinear elements (Q (1,1) ) on the interior of the domain. The manufactured solution in this test case, which is not periodic in either direction, is u 2 (x, y) = xy sin(20y) + 10 exp(−xy) cos(15x) + 2 sin(10 y 2 +cos(x) ) + sin(30xy).
(145) Figure 6 summarizes the results of these experiments. These experiments show that the results proven in Theorem 6 generalize to a domain with purely Dirichlet boundary conditions.
Extension to a Disk With Radial p-Refinement
The final numerical example shows that the convergence rate proven in Theorem 6 holds in a non-Cartesian geometry. Consider a disk whose central cells are aligned with the x, y axes, cells near the boundary are aligned with the r, θ axes (i.e., they are rectangles in polar coordinates), and cells between these two regions are geometrically described with a transfinite interpolation between the Cartesian and polar regimes. This geometry description (i.e., Cartesian coordinates in the center, polar coordinates at the boundary, and a transfinite interpolation in between) results in a wellconditioned grid with boundary cells aligned with the polar coordinate axes after mesh refinement. A picture of the grid after one refinement is shown in Figure 7 . Since the order of convergence under the seminorms defined by Equations (2)- (3) is second-order, we use the standard secondorder bilinear mapping from the reference cell to the physical cell to perform all cell calculations. The manufactured solution in this test case is Equation (144). The picture on the left shows which cells have radial p-refinement after one global grid refinement and the picture on the right shows the rates of convergence: The H 1 -B error plot for Q (1, 3) is obscured by the plot for Q (1, 4) . These results show that the convergence rates proven in Theorem 6 apply to more general settings where the cells are aligned with a smooth boundary.
Based on the results in Figure 7 , we conjecture that the convergence rate proven in Theorem 6 holds for sufficiently regular grids where the cells near the boundary are aligned with the boundary itself (i.e., the cell faces are either orthogonal or parallel to the boundary). This implies that the proposed p-refinement strategy will improve boundary derivative convergence rates when the boundary of a domain is sufficiently smooth.
Concluding Remarks
This work proposed a new method for achieving higher-order accuracy in boundary derivative calculations while still using lower-order finite elements on the interior of the domain. The method, in essence, adds new degrees of freedom that enrich the boundary finite elements in a direction normal to the boundary itself. The numerical experiments imply that isotropic p-refinement does not improve the order of accuracy of boundary derivatives: put another way, the finite element space must have a tensor-product structure to obtain higher-order derivative convergence on the boundary. The proposed method resembles a finite difference discretization in the sense that the higher rate of convergence is available at all boundary vertices and that the rate of convergence in the first and second derivatives, after performing at least two levels of p-refinement, is equal to the global L ∞ rate of convergence.
There are several possible extensions of this work: one could derive a similar result to Theorem 6 by interpreting higher-order (e.g., biquadratic) basis functions as finite difference methods with nonuniform stencils. Another possible direction is finding a solid theoretical backing for the numerical examples given in Subsection (4.3.2) and Subsection (4.3.3), which show results for more general geometries than a square with periodic boundary conditions in the x direction. There are possibilities for extending the implementation as well: instead of Lagrange p-refinement, one could add degrees of freedom corresponding to normal derivatives on the boundary. Finally, since this method does not rely on any solution postprocessing procedures, it may be a useful technique to use in applications where one requires higher accuracy in the derivatives of a solution on a particular boundary and an energy estimate, such as complex boundary conditions for multiphysics applications. 
