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ABSTRAKT
V rámci diplomové práce byl vytvořen program pro segmentaci nahrávek řeči na fonémy.
Tento program byl vytvořen v prostředí Matlab a skládá se z několika skriptů. Pro-
gram umožňuje automatickou segmentaci. Segmentace řeči je proces nalezení hranic
mezi fonémy v mluvené řeči. Automatická segmentace je založena na metodě vektorové
kvantizace. V prvním kroku výpočtu je provedena extrakce příznaků. Dále jsou části
řeči přiděleny k určeným centroidům. Místo změny centroidu je označeno jako hranice
fonémů. Tímto programem byla zpracována skupina nahrávek a vyhodnocena účinnost
automatické segmentace. K programu byl vytvořen podrobný návod k obsluze. Dále jsou
v práci stručně rozebrány jednotlivé použité metody zpracování řeči s uvedením jejich
implementace v programu a odůvodnění nastavení jejich proměnných parametrů.
KLÍČOVÁ SLOVA
Vektorová kvantizace, centroid, k-means algoritmus, foném, hláska, řeč, segmentace
řečového signálu, TIMIT.
ABSTRACT
The programme for the segmentation of a speech into fonems was created as a part of
the master´s thesis. This programme was made in the programme Matlab and consists
of several scripts. The programme serves for automatic segmentation. Speech segmen-
tation is the process of identifying the boundaries between phonemes in spoken natural
languages. Automatic segmentation is based on vector quantization. In the first step of
algorithm, feature extraction is realized. Then speech segments are assigned to calcula-
ted centroids. Position where centroid is changed is marked as a boundary of phoneme.
The audiorecords were elaborated by the programme and a operation of the automatic
segmentation was analysed. A detailed manual was created to the programme too. In-
dividual used methods of the elaboration of a speech were in the master´s thesis briefly
descripted, its implementations in the programme and reasons of set of its parameters.
KEYWORDS
Vector quantization, centroid, k-means algorithm, phoneme, phone, speech, segmen-
tation of speech signal, TIMIT.
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ÚVOD
V této práci je snaha ověřit možnost využití vektorové kvantizaci pro segmentaci
řečového signálu na fonémy. Kvantizace je aproximací analogové hodnoty vzorku
signálu, jednou z konečného počtu číselných hodnot. V případě, že je kvantizován
celý blok několika signálů, označuje se tento proces jako vektorová kvantizace.
V Q-rozměrném prostoru (Q odpovídá počtu použitých příznaků) se nachází N
bodů (N je rovno počtu segmentů), jejich poloha je závislá na hodnotách příznaků
segmentů. Tyto body by měly být v prostoru rozloženy po shlucích tak, že v jednom
shluku se nachází body jednoho fonému, což odpovídá tomu, že segmenty náleže-
jící k jednomu fonému, by měly mít blízké hodnoty všech příznaků, kterými jsou
charakterizovány. Snaha je pak každému tomuto shluku přiřadit centroid, kterým
by následně byly nahrazeny všechny body tohoto shluku, což odpovídá vektorové
kvantizaci celého signálu. K provedení kvantizace je užit k-means algoritmus. Při
použití vektorové kvantizace je nutné stanovit počáteční polohy centroidů. Tento
problém lze řešit aplikací postupného zvyšování počtu centroidů.
Výhoda použití vektorové kvantizace pro segmentaci řeči na fonémy spočívá
v tom, že vektorová kvantizace přistupuje ke skupině příznaků jako k jednomu celku
a při výpočtu zohledňuje vzájemnou závislost všech příznaků všech segmentů mezi
sebou navzájem.
Charakter signálu se stanovuje metodami krátkodobé analýzy. Metody krátko-
dobé analýzy se snaží reprezentovat řečový signál pomocí příznaků, získaných z jeho
vzorků. Důležité je, aby získané příznaky co nejlépe charakterizovaly průběh sig-
nálu a jeho vlastnosti. Existují různé druhy metod krátkodobé analýzy v časové a
frekvenční oblasti. Patří mezi ně například krátkodobá energie, krátkodobá střední
hodnota průchodů signálu nulou, krátkodobá autokorelační funkce, krátkodobá dis-
krétní Fourierova transformace, kepstrální analýza, mell frekvenční kepstrální ana-
lýza nebo lineární prediktivní analýza. Před výpočtem příznaků se provádí ještě
předzpracování řečí, do nějž patří rozdělení na segmenty či provedení preemfáze.
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1 METODY ANALÝZY ŘEČOVÉHO SIGNÁLU
1.1 Řečové jednotky
1.1.1 Fonetika
Fonetika je věda, která se zabývá komplexním studiem procesu vytváření řeči, a to od
vzniku výdechového proudu v plicích, až po modifikace v artikulačním traktu. Jejími
zájmy tedy jsou činnost řečových orgánů, způsob tvoření řeči, charakter výsledného
zvuku a i jejich sluchové hodnocení [11]. Základní jednotkou ve fonetice je hláska.
Hláska, neboli fon, reprezentuje soubor foneticky podobných, z fonetického hlediska
navzájem neodlišitelných, zvuků. Všechny odlišné hlásky jednoho jazyka tvoří jeho
fonetický inventář. Fonetická reprezentace řeči se zapisuje do hranatých závorek. Řeč
je tedy z pohledu fonetiky posloupnost jednotlivých hlásek.
1.1.2 Fonologie
Fonologie se zabývá řečovými zvuky z hlediska systémové stavby jazyka. Stojí tedy
někde mezi fonetikou a vyšší lingvistikou, zajímá se o postavení, funkci a vztahy
mezi zvuky v rámci jazyka [11]. Základní jednotkou ve fonologii je foném. Foném
je definován jako nejmenší lingvistická jednotka schopná rozlišovat významové jed-
notky. Fonémy vytváří v daném jazyce celistvou množinu, kde se každý foném liší
od všech ostatních. Některé fonémy jsou využívány více, jiné jen velmi málo. Foném
je abstraktní lingvistická jednotka, nepředstavuje přímo žádný zvukový segment, ale
lingvistické charakteristiky a konfiguraci hlasového traktu. Až při artikulaci fonému
vzniká vlastní zvuk, jeho akustická realizace. Každému fonému odpovídá jisté zá-
kladní postavení řečových orgánů, avšak při vlastní artikulaci dochází k jeho mírným
modifikacím, ty jsou dány částečným stupněm volnosti při vyslovení daného fonému
a dále koartikulací, ovlivňováním od okolních fonémů. Důsledkem toho je, že je-
den foném může být realizován obrovským množstvím zvuků. Zvuky s podobnými
fonetickými vlastnostmi se nazývají hlásky. Jeden foném tedy může být reprezento-
ván více hláskami označovanými jako významové alofony. I při opakovaném vyslo-
vení jednoho fonému stejným řečníkem může být akustická realizace tohoto fonému
různá. Vlivem koartikulace fonémů mohou vznikat různé alofony, ty jsou nositeli
informací, o této koartikulaci. V případě, kdy by došlo k záměně jednoho alofonu za
jiný, nemělo by to mít vliv na srozumitelnost řeči, ale pouze na její příjemnost.
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1.1.3 Fonetické abecedy
Množina fonetických jednotek jazyka se nazývá fonetický inventář [11]. Fonetický
inventář zahrnuje jednotlivé zvuky řeči. Existují různé druhy a definice fonetického
inventáře podle toho, jakou mírou podrobnosti se na ně díváme. Nejméně podrobný
je inventář fonémů, který například vůbec nezahrnuje koartikulaci. Detailnější jsou
alofonické inventáře, nejčastěji se pracuje na úrovni hlásek. Fonetické inventáře se na-
zývají fonetické abecedy. Pomocí fonetické abecedy lze zachytit a zapsat promluvu.
Za tímto účelem vzniklo několik fonetických abeced.
IPA
Mezinárodní fonetická abeceda IPA (International Phonetic Alphabet) je standard
pro zápis výslovnosti pro všechny světové jazyky. Tato abeceda je nezávislá na jazyce
a poskytuje úplnou soustavu fonetických značek. Pomocí mezinárodní fonetické abe-
cedy lze výslovnost reprezentovat nejen na fonémové úrovni, ale i podrobně na úrovni
alofonů. Konkrétní jazyky většinou nevyužívají všechny fonémy použité v této abe-
cedě, je proto běžné pro popis národních jazyků použít jiné abecedy. Mezinárodní
fonetická abeceda IPA zahrnuje i prozodické charakteristiky v řeči.
SAMPA
Pro potřebu zápisu promluvy v počítači vznikla fonetická abeceda SAMPA (Spe-
ech Assesment Methods Phonetic Alphabet). Hlavním požadavkem je, aby zápis
této abecedy byl jednoznačný a nebylo třeba oddělovat symboly mezerou. Abeceda
SAMPA pracuje na úrovni fonémů. Symboly z abecedy IPA se kódují v ASCII,
přitom ty, které se shodují s malými písmeny latinky zůstávají stejné. Pro prozo-
dické značení vznikla abeceda SAMPROSA. Dále vznikla abeceda X-SAMPA, která
obsahuje všechny symboly z abecedy IPA.
ZČFA
Pro popis českého jazyka lze užít abecedy IPA a SAMPA. Mezinárodní fonetická abe-
ceda IPA však není příliš vhodná. Proto vznikla abeceda ZČFA (zjednodušená česká
fonetická abeceda) vycházející ze základního inventáře českého jazyka. Pro symboly,
pro které v českém jazyce neodpovídá žádné písmeno převzala ZČFA znaky z IPA.
Její výhodou je dobrá čitelnost jejích symbolů, je velmi vhodná pro rozbor české
mluvené řeči, ale není příliš vhodná pro zpracování v počítači. Pro počítačové zpra-
cování je vhodnější fonetická abeceda ČFA, její symboly se ovšem obecně skládají
z více znaků, proto je nutné je oddělovat mezerami.
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1.2 Krátkodobá analýza řeči
Metody krátkodobé analýzy reprezentují řečový signál pomocí příznaků. Důležité je,
aby získané příznaky co nejlépe charakterizovaly průběh signálu a jeho vlastnosti.
Pro odhalení hranic mezi fonémy je třeba, aby hodnota příznaků sousedních fonémů
byla co nejvíc rozdílná, skokově se měnila na hranici fonémů a uvnitř jednoho fonému
byla konstantní.
Rozdělení na segmenty
Společné pro všechny metody krátkodobé analýzy je, jak již z jejího názvu vyplývá,
aplikace výpočtů příznaků pouze pro krátký časový úsek. To plyne z předpokladu, že
parametry řeči jsou konstantní jen na krátkém úseku. Volba délky těchto segmentů
ovlivňuje výpočty všech metod krátkodobé analýzy a tím i výrazně celý proces
segmentace, proto je nutná její vhodná volba. Délka segmentů musí být dostatečně
malá, aby bylo možné postihnout i ty nejkratší fonémy, ale zároveň dostatečně velká,
aby bylo možné postřehnout kvaziperiodický charakter řečového signálu. Nejvhod-
nější délka se může lišit pro výpočet různých příznaků. Většinou se používá délka
10-30 ms, nejčastěji 20 ms. Při segmentaci je možné a vhodné, aby se sousední
segmenty vzájemně překrývaly, což vede k lepšímu vyrovnání průběhů počítaných
parametrů signálu. Princip segmentace je znázorněn na obrázku 1.1.
Obr. 1.1: Princip segmentace bez překrytí sousedních segmentů a s překrytím sou-
sedních segmentů.
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Zpracovávaný řečový signál tedy nejprve rozdělíme na segmenty. Pro každý z nich
pak určíme příznak pomocí některé metody krátkodobé analýzy. Příznaky segmentů
poté zpracujeme vektorovou kvantizací.
Pro rozdělení na segmenty byl v prostředí Matlab vytvořen skript
Segmentace. Jeho vstupní parametry jsou:
1. zvuk - zvukový signál, zadaný jako sloupcový vektor hodnot vzorků,
2. fvz - vzorkovací kmitočet signálu,
3. Rcasu - délka segmentů, zadává se v milisekundách,
4. Prekryti - délka překrytí segmentů, zadává se jako podíl délky segmentu (např.
0.5 odpovídá překrytí 50%).
Výstup skriptu je matice, jejíž sloupce jsou jednotlivé segmenty. Index sloupce
tedy odpovídá pořadí segmentů a index řádku pořadí vzorku v segmentu. Takto
rozdělený signál je připraven k dalšímu zpracování. Parametry délka segmentů a
délka překrytí lze nastavit vlastnosti funkce, tak jak jsou vhodné pro další operace.
Uvnitř skriptu Segmentace je nejprve zjištěna délka vstupního signálu a počet
vzorků, o které se budou segmenty překrývat. Podle těchto hodnot je vytvořena
výstupní matice s příslušným počtem sloupců a řádků. Tato matice je následně na-
plněna hodnotami tak, aby jednotlivé sloupce odpovídaly segmentům. Nakonec jsou
ještě všechny segmenty váženy oknem, v tomto skriptu je konkrétně použito okno
Hammingovo.
Před samotným rozdělením řeči na segmenty může být pro výpočet některých
příznaků vhodné zařadit preemfázi. Preemfáze se používá k zdůrazňování amplitud
spektrálních složek řečového signálu s jejich vzrůstající frekvencí a to z důvodu
opačného chování řečového ústrojí. Preemfáze se tedy stará o vyrovnání kmitočtové
charakteristiky řeči. Preemfáze je realizována číslicovým filtrem typu horní propust
s diferenční rovnici [10]: y[n] = x[n]−ax[n−1] kde parametr a se často volí z rozmezí
0.9 až 1, a v práci je použita hodnota a=0.95. Preemfázi ovšem není vhodné používat
pro výpočet všech příznaků, například při určení mell frekvenčních kepstrálních
koeficientů by preemfáze neměla žádný vliv, či při výpočtu krátkodobé energie by
mohla mít i vliv negativní.
1.2.1 Zpracování v časové oblasti
Při zpracování v časové oblasti se vychází přímo z hodnot vzorků signálu. Příznaky
získané z časové oblasti jsou většinou méně náročné na výpočet. Užitím jedné me-
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tody by pro mnohé fonémy hodnota příznaků zůstala stejná či se jen velmi málo
změnila. Tedy by bylo obtížné stanovit hranice všech fonémů, proto je třeba použít
více různých metod zpracování v časové oblasti a společně s nimi metody zpra-
cování ve frekvenční oblasti. Mezi metody využívající zpracování v časové oblasti
patří například krátkodobá energie, krátkodobá intenzita, krátkodobá střední hod-
nota průchodu signálu nulovou úrovní a její modifikace a krátkodobá autokorelační
funkce.
Krátkodobá energie
Slouží k výpočtu energie segmentů. Touto metodou lze určit hranici mezi znělými a
neznělými úseky řeči. Funkci krátkodobé energie lze definovat vztahem [10]:
E =
N−1∑
k=0
x[k]2 (1.1)
kde x [k ] je vzorek signálu, k je pořadí vzorku v segmentu a N je počet vzorků
v segmentu.
Pro výpočet krátkodobá energie byl v prostředí Matlab vytvořen skript Energie.
Jeho vstupní hodnotou je segmentovaný řečový signál a výstupem řádkový vektor
příznaku energie pro každý segment. Výpočet je uvnitř tohoto skriptu proveden
podle vztahu (1.1). Na obrázku 1.2 je graficky znázorněný průběh krátkodobé energie
vypočtené tímto skriptem pro slabiku „ceÿ.
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Obr. 1.2: Průběh krátkodobé energie slabiky „ceÿ.
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Krátkodobá intenzity
Krátkodobá intenzita je definována vztahem [10]:
I =
N−1∑
k=0
|x[k]| . (1.2)
Skript pro výpočet krátkodobé intenzity byl vytvořen také, ale pro výpočet vek-
torové využit nebyl. Jeho výsledek by byl téměř shodný s výsledkem krátkodobé
energie. Tyto metody by detekovaly pouze stejné hranice fonémů, proto jejich sou-
časné použití by bylo neefektivní.
Krátkodobá střední hodnota průchodů signálu nulovou úrovní
Je jedna z metod zpracovávající signál v časové oblasti, přesto frekvenci průchodů
nulovou úrovní lze brát jako jednoduchou funkci popisující spektrální charakter sig-
nálu. Výhoda střední hodnoty průchodů nulovou úrovní je její úplná nezávislost na
energii signálu.
Krátkodobou střední hodnotu průchodů signálu nulou lze definovat vztahem [10]:
Z =
N−1∑
k=0
|sgn(x[k])− sgn(x[k − 1])| /2, (1.3)
kde x [k ] je vzorek signálu, k je pořadí vzorku v segmentu a N je počet vzorků
v segmentu.
Metoda počtu průchodů nulovou úrovní má několik modifikací, například měření
okamžitých vzdáleností dvou po sobě následujících průchodů nulou, nebo Krátko-
dobá funkce středního počtu výskytu lokálních extrémů.
Krátkodobá funkce středního počtu výskytu lokálních extrémů
Tato metoda se pro některé fonémy shoduje s metodou počtu průchodů nulovou
úrovní, ale pro jiné je velmi výhodná. Zvláštní význam má pro ty fonémy, které mají
stejnosměrnou složku a malý rozkmit signálu. Tyto fonémy nemají téměř žádný po-
čet průchodů nulovou úrovní a zároveň mají velký počet lokálních extrémů. Proto
byla tato metoda také zahrnuta do výpočtu křivky rozdílnosti příznaků.
V prostředí Matlab byly vytvořeny skripty pro výpočet krátkodobé střední hod-
noty průchodů signálu nulovou úrovní PruchoduNulou a pro výpočet krátkodobé
funkce středního počtu výskytu lokálních extrémů skript LokEx. Výstupem skriptu
PruchoduNulou je vektor hodnot příznaku pro každý segment, počet průchodů nu-
lovou úrovní je vypočten vztahem (1.3). Skript LokEx je oproti PruchoduNulou
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modifikován pouze tím, že před určením počtu nul je každý segment vstupního sig-
nálu derivován (respektive je určena jeho diference). Na obrázku 1.3 jsou zobrazeny
průběhy funkcí průchodů nulou a lokálních extrémů slova „devětÿ.
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Obr. 1.3: Krátkodobá střední hodnota průchodů signálu nulou a krátkodobá funkce
středního počtu výskytu lokálních extrémů pro slovo „devětÿ.
Krátkodobá autokorelační funkce
Autokorelační funkce má některé vlastnosti, díky kterým může být použita pro ur-
čení periodicity signálu. Autokorelační funkce v podstatě udává podobnost signálu
na sebe samotného, posunutého o k vzorků. Pro výpočet autokorelační funkce by měl
segment obsahovat alespoň dvě periody signálu, musí být tedy dostatečně dlouhý
(doporučuje se 20-40 ms). Při dalším zpracování se většinou nepoužívá celý průběh
autokorelační funkce, ale jen její část: autokorelační koeficienty. Z metod zpracováva-
jící signál v časové oblasti má autokorelační funkce největší výpočetní nároky, zato je
v některých případech efektivnější. Krátkodobá autokorelační funkce je definována
[10]:
R(m) =
N−1∑
n=0
x(n)x(n + m). (1.4)
Autokorelační funkce je poslední z metod zpracovávající signál v časové oblasti
využitých při segmentaci řečového signálu na fonémy. Vstupem skriptu Korelace,
pro výpočet koeficientů autokorelační funkce, je opět segmentovaný řečový signál.
Výstupem není skalární hodnota pro každý segment, jak tomu bylo u předchozích
metod, ale vektory koeficientů. Kolik prvních koeficientů z vypočtené autokorelační
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Obr. 1.4: Autokorelační funkce slabiky „esÿ.
funkce bude použito udává druhý vstupní parametr skriptu. Pro výpočet autoko-
relace je použita funkce xcorr. Pro dva vstupní signály tato funkce, z prostředí
Matlab, určí jejich vzájemnou korelaci a při jednom vstupním signálu jeho autoko-
relaci. Na obrázku 1.4 je znázorněn výsledek autokorelace pro slabiku „esÿ.
Lineární prediktivní analýza
Jednou z nejvýkonnějších a nejčastěji používaných metod analýzy řeči je lineární
predikce. Tato metoda nelze jednoznačně zařadit do časvé nebo kmitočtové oblasti.
Princip metody lineární predikce je založen na předpokladu, že k-tý vzorek signálu
lze popsat lineární kombinací Q předchozích vzorků téhož signálu. Lineární predik-
tivní analýzou jsou získány LP koeficienty pomocí algoritmu navrženém Levinso-
nem a modifikovaném Durbinem. Tento algoritmus je popsán v [10] a podrobnější
informace o výpočtu lineární predikce jsou i v literatuře [15]. Pomocí predikčních
koeficientů mohou být snadno získány koeficienty PARCOR (partial correlation co-
efficients), které jsou mezivýsledkem Durbinova algoritmu.
V prostředí Matlab byl vytvořen skript pro výpočet lineární prediktivní analýza
LpcPARCOR. Výpočet koeficientů v tomto skriptu používá Levinson-Durbinova al-
goritmu. Výstupy skriptu jsou matice lineárních prediktivních koeficientů a matice
PARCOR koeficientů.
20
1.2.2 Zpracování ve frekvenční oblasti
Mluvená řeč je ve frekvenční oblasti reprezentována svým spektrem, velikostí frek-
venčních složek. Základem většiny metod zpracování ve frekvenční oblasti je dis-
krétní Fourierova transformace. Výpočetní náročnost metod zpracování ve frek-
venční oblasti je často větší než u metod z časové oblasti, většinou však oproti nim
dávají rozdílné výsledky, tedy je díky nim možné detekovat hranice, které by me-
todami z časové oblasti zůstaly nenalezeny. Na obrázku 1.5 je znázorněno srovnání
křivek rozdílnosti příznaků (viz dále) pro slovo „čtyřiÿ vypočtených diskrétní Fou-
rierovou transformací (zpracování ve frekvenční oblasti) a funkce počtu lokálních ex-
trémů (zpracování v časové oblasti). Kromě diskrétní Fourierovi transformace patří
mezi metody využívající zpracování ve frekvenční oblasti ještě například Kepstrální
analýza.
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Obr. 1.5: Srovnání detekování hranice fonému pomocí a) diskrétní Fourierovi trans-
formace b) funkce počtu lokálních extrémů.
Krátkodobá diskrétní Fourierova transformace
Diskrétní Fourierovou transformací získáme spektrum signálu, ze kterého je možné
určovat jeho kmitočtové vlastnosti. DFT je definována [10]:
S(ejω) =
∞∑
n=−∞
s[n]e−jωn. (1.5)
Pro výpočet diskrétní Fourierovy transformace byl vytvořen skript Fourierova.
Jeho základem je algoritmus FFT (fast Fourier transform), v Matlabu realizován
funkcí fft. Po aplikaci této funkce na vstupní segmentovaný signál získáme kom-
plexní spektrum každého segmentu. Z něj se vypočte modulové spektrum jako abso-
lutní hodnota komplexního spektra (funkce abs). Spektrum reálného signálu získané
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pomocí fft je symetrické kolem poloviny vzorkovacího kmitočtu, proto je pro další
výpočty použita jen první polovina vypočteného modulového spektra. V rámci jed-
noho fonónu, je pro dva sousední segmenty charakter spektra stejný, přesto se jeho
hodnota na konkrétních frekvencích může lišit. Z tohoto důvodu je výhodnější při
výpočtu vektorové kvantizace neporovnávat frekvence jednotlivě, ale pouze celko-
vou energii ve frekvenčních pásmech. Dále na vyšších frekvencích je úroveň signálu
nižší, proto spektrum není do jednotlivých pásem rozděleno rovnoměrně. Šířka sta-
novených pásem záleží na jejich použitém počtu, a vždy platí že pásmo na vyšším
kmitočtu má dvojnásobnou šířku oproti sousednímu pásmu na nižším kmitočtu.
V tomto skriptu je spektrum rozděleno do pásem, jejichž počet se nastavuje dru-
hým vstupním parametrem. Příklad modulového spektra některých fonémů je na
obrázku 1.6.
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Obr. 1.6: Modulové spektrum fonémů „eÿ a „sÿ.
Kepstrální analýza
Kepstrální analýza je metoda umožňující ze signálu řeči oddělit parametry buzení
a hlasového ústrojí. Každá složka spektra řeči je dána konvolucí buzení a impulzní
odezvy hlasového ústrojí. Pro analýzu řeči je vhodné tyto dva parametry oddělit.
Ze signálu získaného konvolucí dvou vstupních signálů je ale obtížné dostat tyto
signály zpět. Lze se o to pokusit tak, že zavedeme vhodnou nelineární operaci,
například logaritmování, která převede součin na součet (ln(ab) = ln(a) + ln(b)).
Jednotlivé složky součtu pak lze od sebe oddělit. Proces kepstrální analýzy se skládá
z následujících kroků:
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1. diskrétní Fourierovy transformace (výpočtu spektra segmentů řeči),
2. logaritmování spekter segmentů,
3. zpětné Fourierovy transformace.
Takto získáme kepstrum signálu.
Skript Kepstrum sloužící k provedení kepstrální analýzy používá v programu
Matlab definovanou funkci rceps. Uvnitř funkce rceps je implementován algorit-
mus y = real(ifft(log |fft(x)| )). Pro hledání hranic fonémů metodou sledování
příznaků není vhodné použít celé získané kepstrum, ale jen několik prvních koefi-
cientů. Kolik koeficientů bude použito udává druhý vstupní parametr skriptu. Na
obrázku 1.7 je znázorněna část kepstra pro fonémy „aÿ a „kÿ.
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Obr. 1.7: Část kepstra pro fonémy „aÿ a „kÿ.
Mell frekvenční kepstrální analýza
Zpracování pomocí melovských kepstrálních koeficientů je navrženo tak, aby do
jisté míry respektovalo nelineární vlastnosti vnímání zvuků lidskm uchem. Melov-
ské kepstrální koeficienty se snaží kompenzovat zejména nelineární vnímání frek-
vencí, a to využitím banky trojuhelníkových pásmových filtrů s lineárním rozlože-
ním frekvencí v melovské kmitočtové škále [11]. Mell kmitočtová kepstrální analýza
se skládá z několika kroků po sobě následujících. Nejprve je pomocí FFT vypočteno
amplitudové spektrum signálu, následuje melovské fitrace, po ní vypočten logarit-
mus výstupů jednotlivých filtrů a posledním krokem je provedení zpětné diskrétní
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Fourierovy transformace. Dále mohou být vypočítány dynamické koeficienty jako
derivace časové změny melovských kepstrálních koeficientů. Podrobněji je výpočet
melovských kepstrálních koeficientů uveden v literatuře [11].
Pro mell kmitočtové kepstrální analýzy byl v prostředí Matlab vytvořen skript
MFCC, který pracuje podle výše uvedeného postupu. Výstup skriptu je matice koefici-
entů, skládadící se z melovských kepstrálních koeficientů a dynamických koeficientů.
1.3 Vektorová kvantizace
Kvantizace je aproximací analogové hodnoty vzorku signálu jednou z konečného po-
čtu číselných hodnot. O skalární kvantizaci se jedná, provádíme-li kvantizaci jen
jednoho signálu nezávisle na jiných signálech. V případě, že je kvantizován celý
blok několika signálů, označuje se tento proces jako vektorová kvantizace. Vektorová
kvantizace se často používá při dalším zpracování dat popisující jednotlivé segmenty
řečového signálu. Zde blok signálů je blok příznaků řečového signálu, získaných po-
mocí metod krátkodobé analýzy, popsaných v předchozí kapitole. Využití vektorové
kvantizace se uplatňuje zejména v úlohách komprese dat, v této práci je snaha ověřit
možnost využití vektorové kvantizaci pro segmentaci řečového signálu na fonémy.
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Obr. 1.8: Nerovnoměrná skalární kvantizace příznaku lokální energie věty „Musíme
přežít zimu.ÿ, určená pomocí MacQueenova algoritmu.
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1.3.1 Konstrukce kvantizéru
V několikarozměrném prostoru, kde počet rozměrů Q odpovídá počtu použitých
příznaků, je dána množina vektorů x = [x1, x2, . . . , xQ] jenž odpovídají segmentům
řečového signálu popsaných Q příznaky. Vektorový kvantizér přiřazuje vstupním
vektorům x reprodukční vektor v = q(x), který je vybrán z kódové knihy V =
[v1, . . . ,vL], kde L je počet úrovní kvantizéru. Vektory x z vektorového prostoru X
jsou vektorovým kvantizérem rozděleny do L oblastí Xi, přičemž platí, že všechny
oblasti Xi společně vytvoří celý prostor X. S každou oblastí Xi je pak spojen jeden
reprodukční vektor vi.
Pokud je vstupní vektor x kvantizován, nahrazen kódovým vektorem vi, dojde ke
vzniku kvantizačního zkreslení d(x,vi). Jedná se o míru odlišnosti, která může být
stanovena různými způsoby (např. popsanými v [11]). Cílem je navrhnout optimální
kvantizér, který minimalizuje celkové zkreslení J . K tomu je nutné aby kvantizér
splňoval následující kritéria:
1. Vždy pro každý vektor x vybral takový vektor vi jehož nahrazením za vektor
x dojde k nejmenšímu zkreslení, musí tedy platit [11]:
d(x,vi) ≤ d(x,vj) (1.6)
kde 1 ≤ i, j ≤ L a i 6= j.
2. Každý kódový vektor vi minimalizoval zkreslení v oblasti Xi ke které je při-
řazen. Pak se takový kódový vektor nazývá centroid a určí se pomocí [11]:
vi =
1
ni
∑
x∈Xi
x (1.7)
kde ni je počet vektorů x v oblasti Xi.
MacQueenův algoritmus
Přiřazení segmentů, popsaných vektory příznaků, k centroidům, které mají reprezen-
tovat tyto segmenty s minimální chybou, by bylo nejvhodnější realizovat vyčerpáním
všech možností přiřazení. Tím by bylo nalezeno globální minimum funkce celkového
zkreslení J a byl by vytvořen globálně optimální kvantizátor. Takový postup je
ovšem v praxi nerealizovatelný z důvodu obrovského množství možných kombinací
přiřazení. Proto je nutné najít nějaký suboptimální algoritmus, u kterého sice ne-
bude zajištěno, že nalezne globální minimum funkce celkového zkreslení J , ale bude
rychle konvergovat k některému z lokálních minim této funkce. Jeden z takových
algoritmů je MacQueenův algoritmus, který byl použit při řešení této práce.
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Obr. 1.9: Zobrazení vektorů příznaků v trojrozměrném prostoru energie, lokálních
extrémů a počtu průchodů nulou pro segmenty (modře) a poloha centroidů
(červeně).
MacQueenův algoritmus, označovaný také jako k-means, přiřazuje vektory pří-
znaků popisující segmenty do shluků Ti, jenž jsou určeny centroidy vi. Ti(k) je pak
množina vektorů i-tého shluku v k-tém kroku algoritmu, vi(k) centroid i-tého shluku
v k-tém kroku, Ji(k) hodnota zkreslení pro i-tý shluk v k-tém kroku a ni(k) je počet
vektorů x ve shluku Ti v k-tém kroku algoritmu. MacQueenův algoritmus se skládá
z těchto čtyř kroků (podle [11]):
1. Vybereme L počátečních centroidů v1(1), . . . ,vL(1).
2. V k-tém iteračním kroku rozdělíme vektory x do shluků T1(k), . . . , TL(k) podle
vztahu [11]:
x ∈ Tj(k), jestliže d(x,vj(k)) < d(x,vi(k)) (1.8)
pro všechna i, j = 1, . . . , L a i 6= j.
3. Vypočteme pro každý shluk nový centroid tak, aby minimalizoval sumu měr
zkreslení. Tomu odpovídá vztah [11]:
vj(k + 1) =
1
nj(k)
∑
x∈Tj(k)
x (1.9)
pro j = 1, . . . , L.
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4. Jestliže pokles celkového zkreslení, získané jako suma hodnot dílčích zkreslení
pro všechny shluky v k-tém kroku, není pod definovaným prahem, tak se znovu
pokračuje bodem 2.
Výsledkem algoritmu je L centroidů vi reprezentující vektorový kvantizér.
1.3.2 Využití vektorové kvantizaci pro segmentaci řečového
signálu na fonémy
Při řešení problému nalezení hranic mezi fonémy využíváme metody, které transfor-
mují řečový signál do funkce, jejíž průběh obsahuje jisté specifické události. Pro tuto
transformaci se pokud možno maximálně snažíme využít rozdílného charakteru hlá-
sek, které se v řečovém signálu nachází. Pro snadnější interpretaci takové rozdílnosti
se řečový signál prvně zpracuje metodami krátkodobé analýzy, jejichž výsledkem je
skupina příznaků charakterizující ne už přímo každý vzorek signálu, ale celou sku-
pinu několika sousedních vzorků, takzvaný segment. Možnosti jak zajistit kvalitní
rozdělení řeči na fonémy jsou v podstatě tři:
1. Použít vhodné metody krátkodobé analýzy,
2. použít kvalitní metodu transformace,
3. před, v rámci a po obou uvedených bodech implementovat algoritmy, které by
vedly k zvýšení úspěšnosti segmentace.
Případnou další možností by mohlo být využití metody transformace, která by jako
vstup měla přímo hodnoty vzorků signálu nebo by řečový signál byl předzpracován
jinak, než metodami krátkodobé analýzy.
Vektorovou kvantizaci je možné využít jako transformační metodu. Ta z hod-
not příznaků pro segmenty vytvoří jednu závislost, pro kterou segmenty náležící
jednomu fonému budou popsány stejnou hodnotou a zároveň touto hodnotou ne-
budou popsány segmenty přináležící k rozdílnému fonému. Což odpovídá tomu, že
segmenty každého fonému se budou nacházet v jednom shluku charakterizovaném
jeho centroidem.
Ve skutečnosti je úloha opačná, v Q-rozměrném prostoru (Q odpovídá počtu
použitých příznaků) se nachází N bodů (N je rovno počtu segmentů). Tyto body
by měly být v prostoru rozloženy po shlucích, tak že v jednom shluku se nacházejí
body jednoho fonému, což odpovídá tomu, že segmenty náležící k jednomu fonému
by měly mít blízké hodnoty všech příznaků, kterými jsou charakterizovány. Snaha
je každému tomuto shluku přiřadit centroid, kterým by následně byly nahrazeny
27
všechny body tohoto shluku, což odpovídá vektorové kvantizaci celého signálu. Shluk
nemůže být vytvářen na základě náležitosti bodu k fonému, neboť to je informace
hledaná, tedy neznámá. Proto jsou shluky určeny jako okolí centroidu, jehož poloha
je určena tak, aby minimalizovala funkci celkového zkreslení J . Polohy centroidů
v Q-rozměrném prostoru jsou vypočteny pomocí MacQueenova algoritmu.
Výsledkem vektorové kvantizace by v ideálním případě byla křivka značící po
dobu trvání jednoho fonému příslušnost všech segmentů k jednomu centroidu. Při
změně na jiný foném by se hodnota na křivce změnila a tím by značila příslušnost
k jinému centroidu. Vektorová kvantizace tedy transformuje řečový signál na funkci
příslušnosti k jednotlivým centroidům a specifickou událostí charakterizující hranici
fonémů, je přechod mezi dvěma hladinami na této křivce.
Výhoda použití vektorové kvantizace pro segmentaci řeči na fonémy spočívá
v tom, že vektorová kvantizace přistupuje ke skupině příznaků jako k jednomu celku
a při výpočtu zohledňuje vzájemnou závislost všech příznaků všech segmentů mezi
sebou navzájem. Toho je dosaženo tím, že segmentu je přidělen jeden bod v Q-
rozměrném prostoru, takže hodnoty polohy tohoto bodu na osách odpovídají hod-
notám příznaků odpovídajícího segmentu. A vzájemná rozdílnost dvou bodů se může
určit například jako vzdálenost těchto bodů v Q-rozměrném prostoru. Na rozdíl od
toho například metoda sledování rozdílnosti příznaků vyhodnocuje rozdílnost dvou
segmentů samostatně pro každý příznak a až následně získané výsledky kombinuje
do jediné křivky rozdílnosti příznaků.
1.3.3 Realizace vektorové kvantizace
V prostředí Matlab bylo vytvořeno několik skriptů využívajících vektorovou kvan-
tizaci pro rozdělení řečového signálu na fonémy. Tyto skripty jsou založeny na Ma-
cQueenově algoritmu.
Realizace vektorové kvantizace za pomoci části příznaků
Tyto skripty využívají pro výpočet segmentace řeči jen některé z metod krátkodobé
analýzy uvedené v kapitole 1.2. Jsou tedy jednoduší než skripty využívající současně
všech metod krátkodobé analýzy. Jedná se o skripty kvantizace1D a kvantizace3D.
Skript kvantizace1D slouží pro provedení skalární kvantizaci jednoho příznaku.
Konkrétně se jedná o příznak energie signálu, pro zpracování jiného příznaku by bylo
nutné skript jednoduchým způsobem modifikovat. Po spuštění skriptu se nejprve
provede rozdělení vstupních dat na segmenty pomocí skriptu Segmentace. Skriptem
Energie je vypočtena křivka hodnot energie segmentů, která je vzápětí normalizo-
vána. Dále je použit MacQuenenův algoritmus:
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1. Jsou stanoveny počáteční polohy centroidů. Centroidy jsou popsány jedinou
číslicí představující jejich polohu na přímce. Polohy jsou přibližně odhadnuty
podle znalosti charakteru řeči, v tomto případě jsou rovnoměrně rozmístěny
na přímce.
2. Je provedeno 5 iterací MacQueenova algoritmu.
(a) Jsou vypočteny všechny vzájemné vzdálenosti každého bodu (daného
hodnotou energie segmentu) od každého centroidu.
(b) Jeli hodnota vzdálenosti právě aktuálního budu od aktuálního centroidu
nejmenší ze všech vzdáleností aktuálního bodu o všech centroidů: je tento
bod přiřazen do shluku charakterizovaném aktuálním centroidem. Což
odpovídá vztahu (1.8).
(c) Po přiřazení všech bodů do shluků je pro každý shluk určen nový centroid
jako těžiště bodů náležících do tohoto shluku. Což odpovídá vztahu (1.9).
3. Nakonec jsou nahrazeny hodnoty velikosti energie pro segmenty velikostí hod-
noty centroidu k jehož shluku segment patří. Tím je křivka příznaků lokální
energie kvantovaná.
Výsledek skalární kvantizace příznaku lokální energie věty „Musíme přežít zimu.ÿ
vypočtené pomocí skriptu kvantizace1D a její porovnání s nekvantovanou hodno-
tou tohoto příznaku lze pozorovat na obrázku 1.8.
Skript kvantizace3D slouží pro provedení vektorové kvantizaci tří příznaků.
Konkrétně se jedná o příznaky krátkodobé energie signálu, krátkodobé funkce lo-
kálních extrémů a krátkodobé funkce průchodu signálu nulou. Po spuštění skriptu
se nejprve provede rozdělení dat, získaných z nahrávky řeči, na segmenty pomocí
skriptu Segmentace. Dále jsou skripty Energie, LokEx a PruchoduNulou vypočteny
křivky hodnot příznaků. Ty jsou normalizovány a příznaku krátkodobá funkce prů-
chodu signálu nulou je nastavena nižší váha. MacQuenenův algoritmus se v tomto
skriptu skládá z těchto částí:
1. Jsou stanoveny počáteční polohy centroidů, v tomto skriptu je použito 5 cent-
roidů. Každý centroid je popsán třemi číselnými hodnotami společně před-
stavujícími polohu centroidu v trojrozměrném prostoru. Samostatně každá
hodnota centroidu představuje velikost jednoho příznaku, neboli polohu jedné
souřadnice budu v prostoru vyjádřené na ose tohoto prostoru, která souvisí
s jedním příznakem. Polohy jsou stanoveny přibližným odhadem podle znalosti
charakteru řeči a předpokládané vzájemné závislosti tří použitých příznaků.
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2. Jsou prováděny iterace MacQuenenova algoritmu dokud pokles celkového zkres-
lení J není nulový, tedy dokud celkové zkreslení dvou po sobě jdoucích krocích
není shodné.
(a) Jsou vypočteny všechny vzájemné vzdálenosti každého bodu v třírozměr-
ném prostoru (daného hodnotou příznaků segmentu) od každého centro-
idu. Hodnoty těchto vzdáleností jsou uloženy do tří proměnných, jako
vzdálenosti v každé ose. Následně je pomocí vzorce pro výpočet vzdále-
ností dvou bodů v prostoru v =
√
a2 + b2 + c2 vypočtena skutečná vzdá-
lenost v prostoru bodu a centroidu a uložena do jedné proměnné.
(b) Jeli hodnota vzdálenosti právě aktuálního budu od aktuálního centroidu
nejmenší ze všech vzdáleností aktuálního bodu o všech centroidů: je tento
bod přiřazen do shluku charakterizovaném aktuálním centroidem. Což
odpovídá vztahu (1.8).
(c) Po přiřazení všech bodů do shluků je pro každý shluk určen nový centroid
jako těžiště bodů náležících do tohoto shluku. Což odpovídá vztahu (1.9).
Těžiště je počítáno v každé ose samostatně. Ovšem na základě bodů, které
byly do jeho shluku přidány v závislosti na vzdálenosti bodu a centroidu
v prostoru.
3. Nakonec je pro segmenty zaznamenáno, ke kterému centroidu náleží. Což je
realizováno tím, že je ke každému segmentu zapsána číselná hodnota, která
může být chápána jako číslo centroidu. Tak vznikne křivka příslušnosti k cen-
troidům.
Práci skriptu kvantizace3D lze pozorovat na obrázku 1.9. Zde jsou znázorněny
jednak vektory příznaků v trojrozměrném prostoru energie, lokálních extrémů a
počtu průchodů nulou a jednak centroidy jejichž polohy byly vypočteny pomocí
skriptu kvantizace3D a jejichž počet odpovídá přibližně počtu hlásek segmento-
vaného slova. A dále výsledek kvantizace je znázorněn na obrázku 1.10, kde jdou
vykresleny normované průběhy příznaků energie, počtu lokálních extrémů a počtu
průchodů nulou a také křivka přináležitosti k centroidům. Na ní lze pozorovat určité
chyby segmentace které budou rozebrány v dalších kapitolách.
Pro oba zatím uvedené skripty platí, že byly vytvořeny v rámci vývoje skriptů vy-
užívající současně více metod krátkodobé analýzy a to metody: krátkodobá energie,
krátkodobá střední hodnota průchodů signálu nulovou úrovní, krátkodobá funkce
středního počtu výskytu lokálních extrémů, krátkodobá autokorelační funkce, krát-
kodobá diskrétní Fourierova transformace, kepstrální analýza, lineární prediktivní
analýza, a mell frekvenční kepstrální analýza. Jedná se o skript kvantizaceGlobal
a skupinu skriptů kvantizaceSPC, MacQueen a NejvzdalenejsiBod.
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Obr. 1.10: Rozdělení slova „čtyřiÿ k centroidům a průběhy příznaků energie, po-
čtu lokálních extrémů a počtu průchodů nulou, na základě kterých bylo
rozdělení stanoveno.
Realizace vektorové kvantizace se současným užitím více příznaků
Při zpracování vektorovou kvantizací se v Q-rozměrném prostoru přiřazuje N bodů
do L oblastí tak aby celkové zkreslení J bylo minimální. V prvním kroku MacQue-
enova algoritmu je třeba zvolit L počátečních centroidů. Stanovení vhodných počá-
tečních poloh centroidů je důležité k tomu aby celí algoritmus rychle konvergoval
a dále aby dospěl do některého „vhodnéhoÿ lokálního minima kriteriální funkce J .
Z důvodů použití více příznaků pro vektorovou kvantizaci je ovšem obtížné předem
přibližně odhadovat jejich rozložení v prostoru, a tak vhodně stanovit počáteční
polohy centroidů. Počáteční umístění centroidů musíme tedy získat jinak, než na
základě jejich předpokládaného rozložení v prostoru.
Nejsnadnější způsob, jak získat počáteční polohy L centroidů, je zvolit z N -tice
bodů odpovídajícím segmentům náhodně L bodů a ty stanovit jako počáteční cen-
troidy. Přesto, že tento princip je poměrně jednoduchý vykazuje poměrně dobré
vlastnosti. Například relativně rychlou konvergenci, či v tomto případě nedochází
k tomu, že při dalším zpracováním MacQueenovým algoritmem by některému cen-
troidu nebyl přiřazen žádný bod a tím by tento centroid „vypadlÿ. Tento způsob
určení počáteční polohy L centroidů využívá skript kvantizaceGlobal.
Dalším možným způsobem jak, zajistit volbu počáteční polohy centroidů, je jejich
postupné přidávání. Jako použitelné způsoby postupného přidávání centroidů se jeví
přidání centroidu:
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• Na základě určení nejvzdálenějšího segmentu od stávajících centroidů,
• rozdělením centroidu nesoucího největší celkovou chybu,
• rozdělením centroidu nesoucího největší průměrnou chybu připadající na jeden
segment náležící k tomuto centroidu,
• rozdělením centroidu s největším počtem segmentů.
Segmentace pomocí vektorové kvantizace s postupným přidáváním centroidů na
základě určení nejvzdálenějšího segmentu od stávajících centroidů je ověřena sku-
pinou skriptů kvantizaceSPC, MacQueen a NejvzdalenejsiBod. Vhodnost použití
dalších z uvedených bodů v této práci nebyla ověřena.
Při vykonání skriptu kvantizaceGlobal se nejprve provede rozdělení vstupních
dat na segmenty, dále jsou vypočteny a normalizovány hodnoty příznaků. Po ná-
hodné volbě počátečních centroidů následuje MacQueenovů algoritmus obdobně,
jak byl popsán u skriptu kvantizace3D a podle vztahů (1.8) a (1.9) definovaných
v oddíle MacQuenenův algoritmus.
Výsledky a průběh páce skriptu kvantizaceGlobal jsou zobrazeny na obrázcích
1.11 a 1.12. Konkrétně se jedná o segmentaci slova „sedumÿ. Na obrázku 1.11 je zná-
zorněn vývoj počtu segmentů náležících k centroidům a průměrné chyby připadající
na segment náležící jednomu centroidu. Dále je zde vyznačena průběh průměrného
zkreslení J .
Na obrázku 1.12 je vykreslen průběh řečového signálu slova „sedumÿ, dále ruční
segmentace tohoto slova a křivka příslušnosti k centroidům získaná vektorovou kvan-
tizací se současným užitím více příznaků a s náhodnou volbu počáteční polohy cen-
troidů. Změna úrovně na této křivce značí odlišnou příslušnost sousedních segmentů
k jiným centroidům a tedy i vypočtenou hranici mezi fonémy. Pro tento konkrétní
případ lze z obrázku pozorovat že segmentace by proběhla poměrně úspěšně. Jedna
chyba segmentace je rozdělení hlásky „sÿ uprostřed, k níž došlo pravděpodobně
nevhodnou volbou počátečních poloh centroidů. Druhá chyba je odskok jednoho
segmentu na hranici hlásek „sÿ a „eÿ, tento druh chyby je charakteristický pro
zpracování pomocí vektorové kvantizace. Dále jsou chyby, důvody jejich výskytu a
možnosti řešení jejich odstranění uvedeny v kapitole 3.1.4.
Realizace vektorové kvantizace s postupným přidáváním centroidů
Skript kvantizaceSPC užívá pro výpočet vektorové kvantizace všechny metody krát-
kodobé analýzy uvedené v kapitole 1.2 a určení počáteční polohy centroidů nahrazuje
jejich postupným přidáváním a to na základě určení nejvzdálenějšího segmentu od
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Obr. 1.11: a) Vývoj počtu segmentů náležících k centroidům při zpracování slova
„sedumÿ pomocí skriptu kvantizaceGlobal, b) průměrné chyby připa-
dající centroidům a celkové průměrného zkreslení.
33
0 2000 4000 6000 8000 10000
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
vzorek
 
 
Recovy signal
Rucni segmentace
Prislusnost k centrojdum
Obr. 1.12: Porovnání automatické segmentace slova „sedumÿ pomocí skriptu
kvantizaceGlobal s ruční segmentací.
stávajících centroidů. Na začátku skriptu kvantizaceSPC je volán skript Priznaky
v rámci něhož jsou rozdělena vstupní data na segmenty a jsou vypočteny hodnoty
příznaků, které jsou normalizovány a násobeny váhovacími koeficienty. Dále skript
pokračuje těmito částmi:
1. Je určeno celkové těžiště všech bodů v prostoru. Výpočet se provádí pro každou
osu samostatně jako průměr průmětů bodů do os.
2. Je nalezen bod který je od právě určeného těžiště nejvzdálenější:
(a) Vypočtou se vzdálenosti všech bodů od těžiště.
(b) Nalezne se maximální hodnota z vypočtených vzdáleností.
(c) Podle této hodnoty je vyhledán nejvzdálenější bod a je zaznamenána jeho
poloha.
3. Na základě znalosti polohy těžiště a polohy bodu který je od něj nejvzdálenější
se určí první dva centroidy.
4. Je provedeno nalezení optimálních poloh centroidů pomocí MacQueenova al-
goritmu implementovaném ve skriptu MacQueen. Podrobnější popis tohoto
skriptu následuje níže.
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5. Je proveden cyklus, ve kterém jsou přidávány další centroidy. Tento cyklus je
opakován tolikrát, aby výsledně bylo použito tolik centroidů, kolik je požado-
váno a vloženo do proměnné, která počet centroidů určuje. Tento cyklus se
skládá ze dvou částí:
(a) Je nalezen bod, který nese největší zkreslení, jeho vzdálenost od centro-
idu, ke kterému je nejblíže je největší ze všech takových vzdáleností ostat-
ních bodů. Na základě určení takto nejvzdálenějšího bodu a centroidu, ke
kterému tento bod patří je určena poloha nového centroidu. Nalezení nej-
vzdálenějšího bodu je realizováno pomocí skriptu NejvzdalenejsiBod,
jenž bude dále podrobněji popsán.
(b) Vždy po přidání nového centroidu jsou znovu hledány optimální polohy
centroidů pomocí MacQueenova algoritmu.
6. Nyní jsou všechny segmenty přiděleny k zadanému počtu centroidů a je vy-
tvořena křivka přináležitosti segmentů k centroidům.
Na konci skriptu kvantizaceSPC je volán skript OznaceniHranic jehož úko-
lem je na základě křivky přináležitosti segmentů k centroidům určit hranice fonémů.
V tomto skriptu je navíc přidán algoritmus, jehož účelem je eliminovat chyby, vzniklé
odskokem jednoho segmentu k jinému centroidu, k čemuž často dochází na hranicích
fonémů, kde se charakter řeči mění postupně. Tento algoritmus pracuje následovně:
Pro každý segment je kontrolováno zda-li alespoň jeden z jeho přímo sousedících seg-
mentů náleží ke stejnému centroidu. V případě, že tomu tak není je tento segment
označen a změna na křivce přináležitosti segmentů k centroidům není započítána
mezi hranice fonémů. Výstupem skriptu OznaceniHranic je ale i takové rozdělení
řeči na fonémy, kde chyby, vzniklé odskokem segmentu k jinému centroidu, elimino-
vány nejsou. Toto rozdělení může pak být využito skriptem Koartikulace k nalezení
míst v řeči kde dochází ke koartikulaci.
Dále skript kvantizaceSPC obsahuje některé části sloužící pro zobrazení vý-
sledků jeho práce.
K nalezení nejvzdálenějšího bodu je použit skript NejvzdalenejsiBod, který
pracuje takto:
1. Vypočtou se vzdálenosti všech bodů od všech centroidů.
2. Ze vzdáleností bodu od centroidů je ponechána jen ta nejmenší. Tedy vzdále-
nost bodu od centroidu, kterému je nejblíž.
3. Nalezne se maximální hodnota z takto upravených vzdáleností.
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4. Podle této hodnoty je vyhledán nejvzdálenější bod a je zaznamenána jeho
poloha a také je zaznamenána poloha centroidu, do jehož shluku tento nej-
vzdálenější bod patří.
5. Na spojnici mezi nejvzdálenějším bodem a jeho centroidem je ve vzdálenosti
dvě třetiny od centroidu umístěn nový centroid.
Skript MacQueen provádí MacQuenenův algoritmus následovně:
1. Jsou vypočteny všechny vzájemné vzdálenosti každého bodu od každého cen-
troidu ve všech rozměrech prostoru.
2. Pomocí vzorce pro výpočet vzdáleností dvou bodů v Q-rozměrném prostoru
d(x, v) =
√
x21 + x
2
2 + . . . + x
2
Q je vypočtena skutečná vzdálenost bodu od cen-
troidu.
3. Jeli hodnota vzdálenosti právě aktuálního budu od aktuálního centroidu nej-
menší ze všech vzdáleností aktuálního bodu o všech centroidů: je tento bod
přiřazen do shluku charakterizovaném aktuálním centroidem. Což odpovídá
vztahu (1.8).
4. Po přiřazení všech bodů do shluků je pro každý shluk určen nový centroid jako
těžiště bodů náležících do tohoto shluku. Což odpovídá vztahu (1.9). Těžiště
je počítáno v každé ose samostatně, ovšem na základě bodů které byly do jeho
shluku přidány v závislosti na vzdálenosti bodu a centroidu v prostoru.
5. Pokud pokles celkového zkreslení J není nulový, tedy pokud celkové zkres-
lení dvou po sobě jdoucích krocích není shodné, je provedena další iterace
MacQueenova algoritmu, pokračuje se znovu bodem 1.
6. Na závěr je určena křivka příslušnosti bodu k jednotlivým centroidům.
Na obrázku 1.13 je vykreslen průběh řečového signálu slova „devětÿ. Dále ruční
segmentace tohoto slova a křivka přináležitosti k centroidům. Ta je získaná vektoro-
vou kvantizací pomocí skriptu kvantizaceSPC s užitím 8 centroidů. Segmenty, pro
které ani jeden z jejich přímo sousedících segmentů nenáleží ke stejnému centroidu,
jsou odstraněny.
Možnosti rozšíření realizace segmentace řeči
Úspěšnost rozdělení řeči na fonémy pomocí výše popsaných skriptů, pracujících na
základě vektorové kvantizace, není stoprocentní. Dochází zde k výskytu několika
36
0 2000 4000 6000 8000 10000
−1
−0.5
0
0.5
1
1.5
2
vzorek
 
 
Recovy signal
Rucni segmentace
Prislusnost k centroidum
Obr. 1.13: Porovnání automatické segmentace slova „devětÿ ([devjet]) pomocí
skriptu kvantizaceSPC s ruční segmentací.
druhů chyb, popsaných v kapitole 3.1.4. Je tedy možnost implementovat další nava-
zující algoritmy, které budou zvyšovat úspěšnost segmentace. Tyto algoritmy je nej-
výhodnější navrhnout tak, aby potlačovaly především chyby jednoho druhu. Další
možností rozšíření segmentace řeči je implementace algoritmů, které budou dopl-
ňovat informaci o hranicích fonémů o další informace, využitelné při zpracování
segmentované řeči.
Do programu k diplomové práci jsou zařazena dvě taková rozšíření. Prvním z nich
je skript DetektorRA. Jde o velmi jednoduchý detektor řečové aktivity, založený na
intenzitě signálu. Postup práce skriptu je následující: nejprve je pro každý segment
spočtena intenzita. Je-li intenzita segmentu nižší než definovaný práh a současně je
i intenzita jeho desíti sousedních segmentů nižší než práh, je tento segment označen
jako oblast ticha. Je-li intenzita segmentu vyšší než definovaný práh nebo je inten-
zita některého z jeho desíti sousedních segmentů vyšší než práh pak je tento segment
označen jako oblast řeči. Práh je zvolen tak, aby především nedocházelo k označení
míst řeči jako oblasti ticha. Skript DetektorRA potlačuje chyby rozpoznání hranice
řeči v oblasti ticha. Některé metody krátkodobé analýzy jsou na změny v oblasti
signálu s nízkou energií relativně velmi citlivé, proto zde často dochází k chybnému
vložení hranice. Dále v oblasti mimo řeč se výrazněji projevuje šum a rušící zvuky
nepatřící k řeči, což způsobuje další chyby v rozpoznání hranic fonémů. Je tedy
zřejmé, že použitím kvalitního detektoru řečové aktivity by došlo k podstatnému
snížení vložených hranic a tak ke zvýšení úspěšnosti celé segmentace. Použitý detek-
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tor, přestože je jednoduchý, dokáže eliminovat zhruba 10% chybně vložených hranic.
Druhým rozšířením je skript Koartikulace. Tento skript se snaží eliminovat
chyby vzniklé výskytem velmi krátkých fonémů. Jako velmi krátké fonémy lze brát
fonémy, jejichž trvání je kratší než 40ms, přibližně stejnou dobu trvání má i koarti-
kulační jev mezi některými fonémy. Vektorovou kvantizací, realizovanou ve skriptu
kvantizaceSPC, jsou tyto krátké fonémy správně přiřazeny jinému centroidu, než
jeho oba dva okolní fonémy a tím i správně rozpoznány, ovšem vzápětí jsou skrip-
tem OznaceniHranic považovány za místa koartikulace a nejsou k nim přiděleny
hranice. Skript Koartikulace se snaží rozpoznat krátké fonémy od míst koartiku-
lace. Vychází přitom z předpokladu, že hodnoty příznaků v místě koartikulace by
měly být silně ovlivněny hodnotami příznaků fonémů, mezi nimiž ke koartikulaci
dochází a zároveň hodnoty příznaků i krátkého fonému by měly být nezávislé na
hodnotách příznaků okolních fonémů. Ve skriptu Koartikulace jsou jako příznaky
použity kepstrální koeficienty. Použitím skriptu Koartikulace dojde sice k urči-
tému zlepšení úspěšnosti segmentace, ale toto zlepšení není výrazné. Pro získání
lepších výsledků by bylo nutné se této problematice věnovat podrobněji a skript
Koartikulace vhodně rozšířit.
Dalším přínosem skriptu Koartikulace je označení míst koartikulace v řeči.
Tento skript díky informacím, získaným při vektorové kvantizaci, nalezne místa
v řeči, kde se výrazně uplatňuje vliv koartikulace. Výstupem programu jsou nejen
hranice fonémů ale i označení míst kde jednotlivé rozpoznané fonémy jsou ovlivňo-
vány koartikulací.
Vektorová kvantizace je v programu provedena vždy z celé zpracovávané na-
hrávky. Bylo by možné nahrávku rozdělit na několik menších částí a vektorovou
kvantizaci provádět nad každou částí nahrávky zvlášť. V tomto případě by bylo
výhodné nahrávku dělit i na základě informací o hranicích fonémů získaných kvanti-
zací předešlé části. Tedy z celé nahrávky by byla vzata její první část, např. prvních
500ms, v této části by byly nalezeny hranice fonémů. A dále by z nahrávky byla
vyjmuta další část, o stejné délce jako první část, a začátek této části by byl zvolen
například v polovině posledního rozpoznaného fonému z první části.
Zpracování nahrávky po částech by mohlo mít kladný vliv na hodnotu úspěšnosti
segmentace i na čas zpracování nahrávky. Dále by lépe odpovídalo případnému poža-
davku na zpracování v reálném čase, a usnadnilo by výběr nastavitelných parametrů
segmentace.
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2 POPIS UŽIVATELSKÉHO ROZHRANÍ
Program k diplomové práci byl vytvořen a testován v programu Matlab ve verzi
7.1.0.246. Vytvořený program je určený pro automatickou segmentaci řečového sig-
nálu na fonémy, jeho grafické prostředí slouží především pro snadnější ovládání a
přehlednější zobrazení výsledků.
Obr. 2.1: Vytvořené grafické uživatelské rozhraní pro automatickou segmentaci.
Uživatelské rozhraní se skládá ze tří hlavních částí:
1. Panelu Přehled,
2. panelu Výsledky,
3. panelu Zobrazení.
Uživatelské rozhraní obsahuje také menu programu, přes které jsou dostupné všechny
funkce programu. Okno programu má konstantní rozměr, jeho velikost nelze měnit
(mění se pouze přidáním či odebráním pomocných průběhů). Posouvat program po
obrazovce lze standardním způsobem. Dále budou popsány jednotlivé části programu
a stručný návod k ovládání.
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Panel Přehled
Tento panel slouží pro informaci uživatele při průběhu zpracování nahrávek a po
dokončení zpracování. Při průběhu zpracování je zde zobrazena text „Probíhá vý-
počet segmentaceÿ a při zpracování více nahrávek je zde navíc vypsán procentuální
poměr zpracovaných nahrávek ku všem zpracovávaným. (V případě, že by při vý-
počtu došlo k chybě a celý výpočet by se ukončil, příčina chyby by byla vypsána
v Command Window programu Matlab, ale zde v panelu Přehled my mohla nadále
zůstat informace o tom, že probíhá výpočet). Po dokončení zpracování jsou v tomto
panelu informace o tom, kde jsou obsaženy výsledky výpočtu. Výsledky jsou vždy
pomocí skriptu UlozeniSegmentace zapsány do textového souboru. Textový soubor
obsahuje v každém řádku hranice jednoho fonému, v prvním sloupci je číslo vzorku
nahrávky, který je prvním vzorkem tohoto fonému, a ve druhém sloupci je zapsáno
číslo vzorku, který je posledním vzorkem fonému. Textový soubor s výsledkem roz-
dělení na fonémy je uložen do stejného adresáře, ve kterém se nachází nahrávka,
která byla zpracovávaná. Soubor je uložen pod názvem „Xÿa.phn, kde „Xÿ je název
nahrávky řeči, ke které byla segmentace provedena.
Panel Výsledky
Panel Výsledky je využit v případě testování programu. V případě, kdy chceme
pouze z nahrávky řeči určit hranice fonémů, zůstane tento panel volný. V případě,
že máme databázi nahrávek, která obsahuje i soubory s referenčním rozdělením na
fonémy, můžeme výsledky automatické segmentace porovnat s výsledky referenčními
a tak získat hodnoty charakterizující úspěšnost automatické segmentace. Ke stano-
vení úspěšnosti byl vytvořen skript Vyhodnoceni. Tento skript určí počet správně
detekovaných hranic a chybně detekovaných hranic, navíc chybně detekované hranice
rozdělí do skupin podle příčin jejich vzniku. Chyby a jejich příčiny jsou rozebrány
v kapitole 3.1.4 Úspěšnost segmentace pomocí programu je uvedena v kapitole 3.2.2.
Panel Zobrazení
V případě, kdy segmentujeme několik zvukových nahrávek současně, zůstane panel
Zobrazení volný. V případě, kdy testujeme jen jednu nahrávku, budou výsledky seg-
mentace v tomto panelu zobrazeny graficky. Na horním grafu jsou znázorněny hod-
noty použitých příznaků pro všechny segmenty řeči. Jedná se o informaci, na základě
které program provede vektorovou kvantizaci a rozdělení řeči na fonémy. Hodnoty
příznaků jsou znázorněny pomocí odstínů barev a jsou před vykreslením normovány
tak, aby byly z intervalu 0 až 1. Na obrázku 2.2 jsou znázorněny příznaky: krátko-
dobá energie, kepstrální koeficienty a PARCOR koeficienty slova „šestÿ. Na tomto
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obrázku jsou také objasněny jaké hodnoty patří k použitým barvám. Jaké příznaky
budou v tomto grafu vykresleny, záleží na tom, jaké metody krátkodobé analýzy
budou použity při výpočtu. Vždy jsou vykresleny příznaky všech použitých metod.
Použité metody při výpočtu lze nastavit v okně programu Nastavení, dostupné přes
menu programu.
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Obr. 2.2: Hodnoty příznaků slova „šestÿ.
Na dolním grafu je zobrazen průběh řečového signálu (zelená barva), hranice
získané ruční segmentací (červená barva) a hranice získané automatickou segmentací
(tmavě modrá barva). Dále zde mohou být zobrazena i vypočtená místa, kde dochází
ke koartikulaci (světle modrá barva) a výsledek detektoru řečové aktivity (žlutá
barva). Nastavení zobrazení míst koartikulace a výsledku detektoru řečové aktivity
je dostupné přes menu programu. Na tomto grafu je možné sledovat, které hranice
byly či nebyly rozpoznány a případně v jakých místech se vyjmuté či vložené hranice
nachází. Příklad vzhledu grafu je zobrazen na obrázku 2.3.
Obr. 2.3: Porovnání ruční a automatické segmentace slova „šestÿ, se znázorněním
míst koartikulace i výsledku detektoru řečové aktivity.
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Posuvník napravo od dolního grafu slouží pro změnu rozlišení grafu na x-ové ose.
Posunem posuvníku dolů se rozlišení zvětšuje. Posuvník pod hlavním grafem slouží
pro posuv po x-ové ose pokud je rozlišení grafu zvětšeno. Velikost posuvníku udává
velikost rozlišení a jeho poloha odpovídá poloze zobrazeného úseku v celé nahrávce.
Pod tímto posuvníkem je vykreslený časový průběh celé nahrávky. Tvar posuvníku
promítnutý v nahrávce udává zobrazenou část nahrávky na grafu. To umožňuje
snadnější orientaci při zvětšeném rozlišení. Pro změnu rozlišení na x-ových osách
grafů lze také využít záložku Zobrazení v menu programu.
2.1 Ovládání programu
2.1.1 Spuštění výpočtu
Grafické prostředí programu se spustí příkazem SegmentaceReci v Command Win-
dow programu Matlab.
Pro spuštění výpočtu segmentace využijeme menu programu, konkrétně záložku
Soubor, kde zvolíme položku Výpočet. Postup je znázorněn i na obrázku 2.4. Dále již
jen zvolíme nahrávku či nahrávky s příponou .wav, u kterých chceme získat rozdělení
na fonémy. Postup je znázorněn i na obrázku 2.5.
Obr. 2.4: Znázornění práce s programem: Spuštění segmentace.
Potvrzením výběru se spustí proces výpočtu, jenž se skládá z více částí:
1. Vybrané nahrávky jsou načteny,
2. proběhne výpočet skládající se z:
• předzpracování,
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Obr. 2.5: Znázornění práce s programem: Výběr zapracovávaných nahrávek.
• výpočtu příznaků,
• výpočtu vektorové kvantizace,
• stanovení hranic,
• provedení rozšiřujících algoritmů,
3. výsledky rozdělení jsou uloženy do souboru .phn,
4. v případě zpracování jedné nahrávky, jsou výsledky vykresleny do grafů, v tomto
případě je možnost si danou nahrávku i přehrát (záložka Přehrání v menu),
5. v případě zpracování nahrávek z databáze obsahující ruční segmentaci, je pro-
vedeno srovnání ruční a automatické segmentace a výsledky tohoto srovnání
jsou vypsány v panelu Výsledky.
2.1.2 Nastavení parametrů segmentace
Program pro výpočet segmentace je relativně obsáhlý a obsahuje velké množství
parametrů, které jsou volitelné. Výběr vhodného nastavení parametrů je rozebrán
podrobněji v kapitole 3.1.5.
Ty nejvýznamnější volitelné parametry je možno nastavit pomocí grafického roz-
hraní. Nastavení parametrů se odehrává v samostatném okně programu. Okno je
znázorněno na obrázku 2.6.
Nastavení parametrů probíhá v krocích:
1. V menu programu SegmentaceReci zvolíme položku Nastavení parametrů a
otevře se okno jako na obrázku 2.6,
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2. podle potřeby změníme hodnoty některých parametrů, u výběru příznaků
máme možnost volby, které příznaky se budou na výpočtu podílet a déle kaž-
dému příznaku můžeme nastavit váhu, v okně Nastaveni váha se nastavuje
v poli za jménem příznaku,
3. potvrdíme stiskem tlačítka „Nastavitÿ, hodnoty parametrů jsou uloženy do
souboru nastaveni.txt a budou použity při dalším používání programu, do
té doby než budou opět změněny.
Stiskem tlačítka Původní nastavení dojde ke změně na původní nastavení parametrů
tak, jak jsou odůvodněny v kapitole 3.1.5.
Obr. 2.6: Znázornění práce s programem: Nastavení volitelných parametrů.
Pro nastavení platí několik doporučení:
• V literatuře se uvádí vhodná délka segmentu mezi 10 a 30ms. Překrytí se často
volí 25% či 50%.
• Po výběru použitých příznaků je možnost zvolit příznakům váhu. V případě
volby výrazně nižší váhy jednomu příznaku oproti ostatním, tento příznak
nebude mít vliv na výpočet segmentace pouze na zvýšení výpočetní náročnosti.
• Počet shluků (nebo též centroidů) závisí na délce zpracovávané nahrávky. Pro
krátké nahrávky (nahrávky slov) je optimální počet shluků mezi 4 a 6, pro
delší nahrávky (nahrávky vět) mezi 10 a 20.
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3 VÝSLEDKY PRÁCE
3.1 Hodnocení výsledků segmentace
Cílem diplomové práce je vytvořit program, který by mohl být využit pro automatic-
kou segmentaci řečového signálu s využitím vektorové kvantizace. V rámci programu
bylo vytvořeno několik skriptů, provádějících výpočet určité části segmentace.
3.1.1 Vytvořené skripty
Skripty realizující krátkodobou analýzu řeči:
1. Priznaky - výpočet matice příznaků,
2. Segmentace - rozdělení na segmenty,
3. Energie - krátkodobá energie,
4. PruchoduNulou - krátkodobá funkce střední hodnoty průchodů signálu nulou,
5. LokEx - krátkodobá funkce středního počtu výskytu lokálních extrémů,
6. Korelace - krátkodobá autokorelační funkce,
7. Fourierova - diskrétní Fourierova transformace,
8. Kepstrum - kepstrální analýza,
9. LpcPARCOR - lineární prediktivní analýza,
10. MFCC - mell frekvenční kepstrální analýza.
Skripty, realizující segmentaci řečí pomocí vektorové kvantizace:
1. kvantizace1D - skalární kvantizace,
2. kvantizace3D - vektorová kvantizace, využívající tří příznaků,
3. kvantizaceGlobal - vektorová kvantizace, využívající více příznaků,
4. kvantizaceSPC - vektorová kvantizace s postupným přidáváním centroidů,
5. MacQueen - realizace MacQueenova algoritmu,
6. NejvzdalenejsiBod - nalezení nejvzdálenějšího bodu od centroidů,
7. OznaceniHranic - označení míst hranic fonémů.
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Skripty, realizující rozšiřující funkce:
1. Koartikulace - rozpoznání míst, kde dochází ke koartikulaci,
2. DetektorRA - jednoduchý detektor řečové aktivity.
Skripty, sloužící pro zobrazení uživatelského rozhraní:
1. SegmentaceReci - grafické rozhraní k programu pro segmentaci řeči na fonémy,
2. Nacteni - načtení zpracovávaných nahrávek a případně i ruční segmentace,
3. nistread - načtení zvukového souboru ve formátu NIST,
4. UlozeniSegmentace - uložení výsledků segmentace na fonémy,
5. Vyhodnoceni - srovnání automatické segmentace s ruční,
6. Nastaveni - grafické rozhraní pro nastavení parametrů segmentace,
7. nastaveni.txt - soubor pro uložení nastavených hodnot,
8. Oprogramu - grafické rozhraní znázorňující informace o programu,
9. napoveda.png - soubor s nápovědou k ovládání.
Podrobnější popis skriptů se nachází v kapitole 1. Struktura celého programu a
návaznost skriptů jsou zachyceny na obrázku C.1.
3.1.2 Testovací nahrávky
Program je určen pro segmentaci nahrávek obsahujících řeč. Nahrávky by měly být
do maximální délky jedné věty. Vstupní nahrávky řeči musí mýt příponu .wav a být
ve formátu RIFF nebo NIST. NIST formát byl definován institucí the National Insti-
tute for Standards and Technology. Skládá se z čitelného textového záhlaví, za nímž
následují data signálu v binární podobě. Tento formát se často používá ve vědeckém
prostředí. Jeho výhodou je snadné získání a vložení dat do hlavičky. Další informace
o formátu NIST a především o struktuře hlavičky jsou v literatuře [5]. RIFF je
souborový formát firem Microsoft a IBM pro ukládání zvukových dat. Program pro
segmentaci řeči dokáže automaticky rozpoznat, je-li nahrávka uložena ve formátu
NIST či RIFF. Několik nahrávek, na kterých je možné segmentaci vyzkoušet, je ve
složce Nahrávky na přiloženém CD.
Po dokončení a při vývoji programu bylo nutné testovat úspěšnost segmentace.
K tomuto účelu je nutné mít databázi, která kromě testovacích nahrávek obsahuje
i soubory, v nichž je uložena referenční segmentace. K dispozici jsem měl databázi
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TIMIT a vlastní databázi českých slov a vět. Databáze TIMIT je určena pro hod-
nocení automatických systémů rozpoznávání řeči. TIMIT obsahuje celkem 6300 vět,
vždy po 10 od každého z 630 mluvčích ze Spojených států amerických. Databáze ob-
sahuje několik souborů, spojených s každou promluvou. Kromě souboru řečí (.wav),
tři související soubory předpisu (.txt, .WRD, .PHN). Soubory řeči jsou uloženy ve
formátu NIST. Soubory s příponou .PHN obsahují časový fonetický přepis, zapsaný
v abecedě Arpabet. Zkrácený obsah jednoho ze souborů je v tabulce 3.1, v prvním
sloupci je uveden první vzorek signálu patřící k fonému, v druhém sloupci poslední
vzorek patřící k fonému, ve třetím sloupci pak označení fonému. Jednotlivé fonémy
jsou zaznamenány pod sebou v řádcích. Podobným způsobem jsou zaznamenány i
výsledky automatické segmentace řeči na fonémy získané programem.
Tab. 3.1: Příklad záznamu fonetického přepisu v databázi TIMIT
0 7470 h#
7470 9840 sh
9840 11362 iy
11362 12908 hv
12908 14760 ae
14760 15420 dcl
Další databázi pro testování jsem vytvořil ruční segmentací nahrávek. Jedná se
o 82 česky namluvených nahrávek vět a slov od 4 mluvčích, které jsou uloženy ve
formátu RIFF. Stejně jako u databáze TIMIT soubor s ručně stanovenými hranicemi
je uložen pod příponou .phn.
3.1.3 Automatické vyhodnocení úspěšnosti segmentace
Vyhodnocení úspěšnosti segmentace řeči se provándí srovnáním poloh hranic fonémů
vypočtených automatickou segmentací s polohami určenými referenční segmentací.
Při zpracování velkého počtu testovaných nahrávek je nezbytné vyhodnocovat úspěš-
nost automaticky, přestože automatické vyhodnocení je oproti ručnímu méně přesné
a méně vypovídající. Pro automatické vyhodnocení musejí být stanovena pravidla.
V programu diplomové práce je pro automatické vyhodnocení úspěšnosti segmentace
vytvořen skript Vyhodnoceni, který pracuje na základě přístupu popsaném v článku
[13]. Hranice získané ruční segmentací jsou považovány za skutečné hranice fonémů.
Vypočtené hranice mohou být tří druhů: správně nalezená hranice (match), vložené
hranice (insertions) a vymazané hranice (deletions).
Úspěšnost segmentace se vyhodnocuje následovně:
1. ± 20ms okolo vypočtené hranice je i skutečná = správně nalezená hranice,
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2. ± 20ms okolo vypočtené hranice není skutečná = vložená hranice,
3. skutečná hranice nemá ± 20ms žádnou v vypočtenou = vymazaná hranice,
4. pokud jsou okolo skutečné hranice nalezeny 2 vypočtené = jedna správně nalezená
hranice a jedna vložená hranice,
5. pokud nalezena jedna vypočtená hranice mezi 2 skutečnými = jedna správně nale-
zená hranice a jedna vymazaná hranice.
Takto rozdělené hranice můžeme využít při automatickém vyhodnocování úspěš-
nosti, ovšem tyto hodnoty nejsou vhodné k přímému použití. Udávají pouze počet
správně a chybně určených hranic a neudávají například souvislost s celkovým po-
čtem fonémů a hranic mezi nimi. Proto jsou určeny další parametry, Recall, Precision
a F-measure, které jsou získány následovně [8]:
Recall =
Počet správně detekovaných hranic
Počet hranic určených ruční segmentací
(3.1)
Precision =
Počet správně detekovaných hranic
Počet hranic vypočtených automatickou segmentací
(3.2)
Parametr Recall má souvislost s počtem vymazaných hranice a parametr Pre-
cision souvisí s počtem vložených hranic. Nejvýhodnější je získat parametr který
bude popisovat počty obou těchto typů chybných hranic. Tímto parametrem je F-
measure.
F −measure = 21
Recall
+ 1
Precision
(3.3)
Tyto parametry, především F-measure, byly použity při výběru nejvhodnějšího
nastavení parametrů segmentace.
3.1.4 Chyby v segmentaci
Jak bylo popsáno v předchozí kapitole při segmentaci může dojít ke vzniku dvou
typů chyb. Buď skutečná hranice mezi dvěma fonémy nebude rozpoznána, v tom
případě se jedná o vymazanou hranici, nebo automatickou segmentací bude určena
hranice uprostřed některého fonému, v tom případě se jedná o vložená hranice. Při
procesu dalšího zlepšování automatické segmentace rozdělení chyb pouze na vyjmuté
a vložené je příliš „hrubéÿ. Důkladnějším ručním vyhodnocení si lze všimnout, že
některé chyby mají podobný charakter a lze je rozdělit do skupin.
Vyjmuté hranice byly rozděleny do skupin důvodu jejich vzniku:
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1. Způsobené výskytem krátkého fonému,
2. posunuté hranice,
3. nenalezené hranice.
Vložené hranice byly rozděleny do skupin podle místa jejich výskytu:
1. V oblasti pauzy,
2. uprostřed fonému,
3. v místě koartikulace.
V tabulce 3.2 je uvedeno procentuální zastoupení všech druhů chyb při testování
10 nahrávek z databáze TIMIT. Je zde uveden podíl počtu chybných hranic kon-
krétního druhu (v prvním sloupci správně určených hranic) vůči počtu všech hranic
nacházejících se v desíti testovaných nahrávkách. V tabulce jsou použity následující
zkratky: kf = vyjmuté hranice způsobené výskytem krátkého fonému, ne = nena-
lezené hranice, po = posunuté hranice, op = vložené hranice v oblasti pauzy, uf =
vložené hranice uprostřed fonému, mk = vložené hranice v místě koartikulace.
Tab. 3.2: Zastoupení druhů chyb při segmentaci.
správné vložené vyjmuté kf ne po op uf mk
81% 26% 19% 12% 5% 2% 11% 12% 4%
Ve skriptu Vyhodnoceni bylo přidáno šest algoritmů, ke každému z šesti uvede-
ných druhů chyby, které automaticky zjišťují, jakého druhu chyba je. Tyto výsledky
jsou posléze vypsány v panelu Výsledky grafického rozhraní.
Vyjmuté hranice způsobené výskytem krátkého fonému
Jako krátké fonémy jsou považovány fonémy, jejichž trvání je kratší než 40ms, při-
bližně stejnou dobu trvání má i koartikulační jev mezi některými fonémy. Délka
trvání fonému je v některých případech jen pouhých 10ms, je zřejmé, že hranice
takových fonémů budou nalezeny obtížně. Na hranicích fonémů je průběh řečového
signálu ovlivněn koartikulací, signál v této oblasti je odlišný oproti signálům obou
fonémů hranici tvořících. Z toho důvodu segmenty řeči ležící u hranice fonémů nejsou
přidány ke stejným centroidům, ke kterým náleží fonémy, ale jsou jim přiřazeny
nové centroidy. Na křivce příslušnosti k centroidům se to projeví odskoky, příklad
odskoku lze sledovat například na obrázku 3.7 mezi hláskami „aÿ a „kÿ. Na hranici
fonémů díky koartikulaci nemusí dojít k žádnému odskoku, nejčastěji ovšem dojde
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k jednomu, či dvěma a někdy i více odskokům. V rámci programu je ve skriptu
OznaceniHranic použit jednoduchý algoritmus, který tyto nežádoucí odskoky na
hranicích nezapočítává jako nalezené hranice fonémů. Krátké fonémy jsou při vekto-
rové kvantizaci také rozpoznány, jsou přiděleny do jiného shluku, než jejich sousední
fonémy. Ovšem jejich trvání je krátké a proto se na křivce příslušnosti k centroi-
dům projeví pouze podobným odskokem jako koartikulace. Takovým fonémům pak
skript OznaceniHranic hranice neoznačí a tím dojde ke vzniku vyjmuté hranice
způsobené výskytem krátkého fonému. Existuje možnost, jak by se zamezilo téměř
všem chybám tohoto druhu. A to, že by jako hranice bylo označeno každé místo
změny na křivce příslušnosti k centroidům, ovšem v takovém případě by neúměrně
vzrostl počet vložených hranic, a úspěšnost celé segmentace by výrazně klesla. Další
možnost, jak potlačit část těchto chyb je popsáno v kapitole 1.3.3.
Posunuté hranice
Prakticky žádná hranice, získaná automatickou segmentací, nebude odpovídat místu
ručně určené hranici s přesností na jeden vzorek. Při automatickém vyhodnocení
úspěšnosti segmentace je proto jako správně určená považována vypočtená hranice
maximálně vzdálená od skutečné o 20ms. V některých případech může být přesné
umístění hranice obtížné, například na hranicích dvou dlouhých podobných fonémů,
mezi nimiž dochází k výrazné koartikulaci, není přechod mezi těmito fonémy v jed-
nom bodě, ale trvá určitý čas. Z tohoto důvodu některé hranice mohou být určeny
téměř správně a přesto jsou označeny jako chybné. Chyby z důsledku posunuté roz-
poznané hranice oproti skutečné by v dalším zpracování řeči nemusely mít téměř
žádný negativní vliv.
Nenalezené hranice
Jedná se o vyjmuté hranice, které se téměř výhradně vyskytují mezi velmi podob-
nými fonémy. Počet chyb tohoto druhu by bylo možné úspěšně snížit zvýšením počtu
shluků při výpočtu vektorové kvantizace, to by ovšem současně mělo za důsledek i
nárůst počtu vložených hranic a větší časovou náročnost výpočtu.
Vložené hranice v oblasti pauzy
I v místě ticha, v místě, kde se nenachází řeč, se nachází v nahrávce signál složený
z šumu a různých zvuků. I zde signál není stacionární a dochází zde ke změnám.
Tím dochází i ke změnám hodnot příznaků, což vede k umístění vložených hranic
i do oblastí kde se řeč nevyskytuje. Chyby tohoto druhu jsou poměrně snadno eli-
minovatelné použitím detektoru řečové aktivity, toto řešení je popsáno i v kapitole
1.3.3.
50
Vložené hranice uprostřed fonému
V důsledku toho, že řeč není stoprocentně stacionární v rámci trvání jednoho fonému,
dochází především u delších fonémů k vložení nesprávné hranice i doprostřed fonému.
Počet těchto vložených hranic by bylo možné snížit zmenšením počtu shluků při
výpočtu vektorové kvantizace, to by ovšem současně mělo za důsledek i nárůst počtu
vyjmutých hranic.
Vložené hranice v místě koartikulace
V oblasti, kde dochází ke změně fonému na druhý, dochází ke koartikulaci. Díky
koartikulaci mohou být mezi fonémy namísto jedné hranice určeny dvě hranice.
Tyto dvě hranice vlastně ohraničují místo koartikulace. Jedna z těchto hranic je
označena jako vložená hranice v místě koartikulace.
3.1.5 Optimální nastavení parametrů segmentace
Ve vytvořeném programu se nachází velký počet různých veličin, jejichž hodnotu
lze měnit. Změna těchto veličin má zpravidla vliv na úspěšnost segmentace, je tedy
třeba věnovat velkou pozornost vhodnému nastavení všech volitelných parametrů.
Ze všech volitelných parametrů jsou nejvýznamnější tři, které nejvíce ovlivňují vý-
slednou úspěšnost. Jsou to délka segmentů, výběr příznaků a počet shluků vektorové
kvantizace. Proces zpracování lze rozdělit do částí: předzpracování, extrakce příznaků
a klasifikace. Veličina délka segmentu patří do bloku předzpracování, výběr příznaků
patří do bloku extrakce příznaků a volba počet shluků náleží do bloku klasifikace.
Tři zmíněné parametry lze měnit i přes grafické rozhraní programu a to v okně Na-
stavení. Volitelné parametry je možno volit jako doporučené hodnoty uvedené v li-
teratuře, či jich nastavení měnit a sledovat vliv změn na úspěšnost stanovení hranic
mezi fonémy. Vzhledem k tomu že jsou zpracovávány nahrávky, jejichž charakter je
různý, nelze nalézt optimální nastavení vstupních parametrů. Je nutné tedy hledat
nejlepší možné řešení, které bude vyhovovat všem zpracovávaným nahrávkám.
Nastavení délky segmentů
Volba délky segmentů a jejich vzájemného překrytí je velmi důležitá, neboť ovliv-
ňuje celý proces segmentace. Délka segmentů by měla být malá, aby bylo možné
postihnout krátké fonémy, ale zároveň dostatečně velká, aby bylo možné zazname-
nat kvaziperiodický charakter řečového signálu. Ve skriptu Segmentace se délka
segmentů zadává v milisekundách jako třetí vstup skriptu. Při malé délce segmentu
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jsou rozpoznány i kratší fonémy, chyba nenalezení hranice je zde tedy malá, ale zá-
roveň je mnoho hranic detekováno i uvnitř fonémů. S rostoucí délkou segmentu se
snižuje počet vložených hranic ale zvyšuje počet vyjmutých hranic.
Testování vlivu nastavení délky segmentu bylo provedeno na 15 náhodně zvole-
ných nahrávkách z databáze TIMIT z adresáře obsahujícího nahrávky pro testování.
Byl hodnocen počet vložených hranic a počet vymazaných hranic a také F-measure.
Výsledky jsou znázorněny v tabulce 3.3 a na obrázku 3.1. V horním grafu je vzá-
jemná závislost počtu vložených a vymazaných hranic, při měnící se délce segmentu.
V dolním grafu závislost F-measure na délce segmentu. Byl potvrzen předpoklad, že
při snižování délky segmentů ubývá vymazaných hranic a přibývá vložených hranic.
Jako nejvhodnější nastavení délky segmentu bylo zvoleno 20 milisekund.
Tab. 3.3: Vliv nastavení délky segmentu
délka segmentu vymazaných hranic vložených hranic F-measure
10 ms 64 313 0,68
15 ms 73 191 0,79
20 ms 81 109 0,81
25 ms 102 93 0,8
30 ms 179 84 0,71
35 ms 225 99 0,62
Čtvrtý vstupní parametr skriptu Segmentace udává, jaké bude překrytí soused-
ních segmentů. Testováním vlivu nastavení velikosti překrytí na nahrávkách, po-
dobně jako v případě délky segmentů, bylo hledáno nejvhodnější nastavení překrytí.
Velikost překrytí nemá na segmentaci tak velký vliv jako délka segmentů. Jako nej-
vhodnější byla určena velikost překrývání sousedních segmentů 30% jejich délky.
Výběr příznaků
Řečový signál je reprezentován pomocí příznaků vypočtených metodami krátko-
dobé analýzy. Důležité je, aby získané příznaky co nejlépe charakterizovaly průběh
signálu a jeho vlastnosti. Pro odhalení hranic mezi fonémy je třeba, aby hodnota
příznaků sousedních fonémů byla co nejvíc rozdílná, skokově se měnila na hranici
fonémů a uvnitř jednoho fonému byla konstantní. Některé příznaky jsou navzájem
silně závislé, a proto je zbytečné reprezentovat segmenty řeči skupinou korelovaných
příznaků. Je vhodné vybrat pouze několik příznaků, které při zpracování budou po-
užity, které budou tvořit prostor při vektorové kvantizaci. Pro výběr příznaků při
hledání hranic fonémů existují určitá doporučení. Například ve článku [4] je porov-
nána úspěšnosti segmentace při použití mell frekvenční kepstrální analýzy a lineární
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Obr. 3.1: Vliv nastavení délky segmentu na počet vyjmutých a vložených hranic a
na hodnotu F-measure.
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prediktivní analýzy. Přesto je nutné výběr příznaků založit především na testování
nahrávek. Pro výběr vhodných příznaků slouží metoda sekvenční dopředné selekce
(Sequential Floating Forward Selection) popsaná v [14] a [16]. Výhoda této metody
je v tom, že při výběru optimálních příznaku zrovna používá jako klasifikátor vek-
torovou kvantizaci, která v programu zodpovídá za nalezení hranic. SFFS metoda
pracuje v krocích:
1. Vezme se samostatně každý příznak, naleznou se hranice a vyhodnotí se úspěš-
nost. Příznaky se seřadí podle úspěšnosti a vybere se příznak s úspěšností
nejvyšší.
2. Vybraný příznak z bodu 1, se ponechá a k němu jsou postupně přidávány
ostatní příznaky, a je vyhodnocována vždy úspěšnost takto vytvořené dvojice
příznaků. Příznak, jehož použitím společně s příznakem vybraným v prvním
bodu se dosáhne nejvyšší úspěšnosti, je zařazen mezi vybrané příznaky.
3. Stejným způsobem testujeme trojice příznaků, kde první dva příznaky jsou
ty, které byly vybrány v bodech 1, a 2,. Případně testujeme i kombinace čtyř,
pěti či více příznaků.
Metoda Sequential Floating Forward Selection byla použitá i při výběru příznaků
pro segmentaci řeči na fonémy, jako člen hodnotící úspěšnost byl použit parametr F-
measure. Testování vlivu výběru příznaků bylo provedeno na 20 náhodně zvolených
nahrávkách z databáze TIMIT určených pro testování. Výsledky jsou v tabulkách
3.4, 3.5, 3.6, v nich jsou příznaky řazeny podle hodnoty F-measure.
Tab. 3.4: Výběr nejvhodnějšího příznaku po segmentaci.
Příznak F-measure Precision Recall
Kepstrální analýza 0,75 0,8 0,72
MFCC koeficienty 0,73 0,76 0,69
PARCOR koeficienty 0,71 0,83 0,62
LP koeficienty 0,69 0,79 0,58
Fourierova transformace 0,65 0,69 0,62
Autokorelační funkce 0,62 0,76 0,58
Lokální extrémy 0,59 0,82 0,46
Průchodů nulou 0,57 0,74 0,46
Krátkodobá energie 0,56 0,57 0,56
Z tabulky 3.4 je patrno, že nejpřesnější nalezení hranic se dosáhne použitím
kepstrálních koeficientů. Užitím koeficientů PARCOR lze dosáhnout nejmenšího po-
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čtu vyjmutých hranic. Zvýšení úspěšnosti lze dosáhnout současným použitím kepst-
rálních a PARCOR koeficientů, tabulka 3.5. Krátkodobá energie se jeví jako nejméně
kvalitní příznak. Ovšem není příliš korelována s kepstrálními a PARCOR koeficienty
a díky tomu jejím zařazením do výpočtu dojde k dalšímu zvýšení úspěšnosti, což je
patrné z tabulky 3.6.
Tab. 3.5: Výběr dvojice nejvhodnějších příznaku.
Příznak F-measure Precision Recall
Kepstrální analýza + PARCOR koeficienty 0,76 0,82 0,71
Kepstrální analýza + MFCC koeficienty 0,75 0,8 0,72
Kepstrální analýza + Krátkodobá energie 0,75 0,8 0,72
Kepstrální analýza + Fourierova transformace 0,73 0,78 0,64
Kepstrální analýza + LP koeficienty 0,73 0,79 0,61
Kepstrální analýza + Autokorelační funkce 0,71 0,77 0,67
Kepstrální analýza + Lokální extrémy 0,7 0,8 0,57
Kepstrální analýza + Průchodů nulou 0,7 0,79 0,59
Tab. 3.6: Výběr trojice nejvhodnějších příznaku.
Příznak F-measure Precision Recall
Kepstrální analýza + PARCOR + energie 0,77 0,81 0,73
Kepstrální analýza + PARCOR + 2x energie 0,78 0,82 0,74
Poté, co jsou vybrány nejvhodnější příznaky, lze každému z nich přiřadit váhu,
s jakou se bude podílet na výpočtu. Zde nutno si uvědomit, že některými meto-
dami krátkodobé analýzy, například kepstální analýzou, získáme několik koeficientů
(například 10) pro každý segment řeči a jinými metodami, například krátkodobou
energií, získáme pro jeden segment řeči pouze jednu hodnotu. Již tímto je váha růz-
ných příznaků ovlivněna. Vliv nastavení váhy je patrný i v tabulce 3.6. U krátkodobé
autokorelační funkce, diskrétní Fourierovi transformace, kepstrální analýzy, lineární
prediktivní analýzy, mell frekvenční kepstrální analýzy je také třeba nastavit počet
jimi získaných koeficientů. Opět testováním bylo zjištěno, že optimální počet se na-
chází okolo 10 koeficientů. Použitím méně koeficientů dojde ke snížení úspěšnosti
segmentace a použitím většího počtu koeficientů úspěšnost nevzroste zato vzrůstá
výpočetní náročnost. Například ve [11] se uvádí, že u melovských kepstrálních ko-
eficientů stačí uvažovat prvních 10 až 13 koeficientů.
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Nastavení počtu shluků u vektorové kvantizace
Při vektorové kvantizaci jsou vektory segmentů řeči z vektorového prostoru všech
příznaků vektorovým kvantizérem rozděleny do L oblastí, neboli L shluků, přičemž
platí, že všechny oblasti společně vytvoří celý prostor příznaků. Jakým způsobem
dojde k rozdělení je popsáno v kapitole 1.3.1. U k-means algoritmu se v prvním
kroku volí L počátečních centroidů, každý L centroidů patří k jednomu z L shluků
vektorového prostoru. Postupným přidáváním centroidů se zajistí vhodná poloha
těchto centroidů, ale není vyřešeno určení jejich počtu. Optimální počet shluků je
tedy nutné získat testováním nahrávek. A platí zde, že počet shluků závisí na délce
nahrávky, je vyšší pro nahrávky vět, než pro nahrávky slov.
Tab. 3.7: Hodnocení úspěšnosti segmentace při změně počtu shluků u vektorové
kvantizace.
Shluků F-measure Precision Recall
5 0.7167 0.669 0.770
6 0.7476 0.729 0.767
7 0.7420 0.758 0.759
8 0.7676 0.766 0.769
9 0.7647 0.769 0.760
10 0.7584 0.772 0.745
11 0.7523 0.775 0.730
12 0.7590 0.785 0.734
13 0.7646 0.794 0.739
14 0.7660 0.800 0.734
15 0.7626 0.800 0.728
16 0.7606 0.807 0.719
17 0.7625 0.810 0.720
18 0.7636 0.811 0.721
19 0.7609 0.813 0.715
20 0.7579 0.819 0.706
21 0.7600 0.829 0.701
22 0.7585 0.832 0.697
25 0.7611 0.853 0.676
30 0.7648 0.866 0.684
35 0.7544 0.866 0.668
40 0.7453 0.867 0.654
50 0.7329 0.885 0.625
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V tabulce 3.7 jsou uvedeny hodnoty parametrů F-measure, Precision a Recall
v závislosti na změně počtu shluků u vektorové kvantizace tak jak byly získány tes-
továním 20 vybraných nahrávkách vět z databáze TIMIT. Přehledněji jsou stejné
výsledky zobrazeny na obrázku 3.2. Na něm lze pozorovat, že zvyšováním počtu
shluků klesá Recall téměř lineárně a zároveň vzrůstá Precision. Tomu odpovídá, že
pří zvyšováním počtu shluků vzrůstá počet vložených hranic a klesá počet vyma-
zaných hranic. F-measure, popisující výslednou úspěšnost segmentace, zůstává ve
velkém rozsahu konstantní. Změna počtu shluků tedy nemá velký vliv na úspěšnost
segmentace pouze na poměr vložených a vymazaných hranic.
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Obr. 3.2: Závislost úspěšnosti segmentace na změně počtu shluků.
3.2 Výsledky segmentace vektorovou kvantizací
3.2.1 Příklad segmentace skriptem kvantizaceSPC
Příklad segmentace slova „vlakÿ pomocí vektorové kvantizace s postupným přidá-
váním centroidů je zobrazen na následujících obrázcích.
Na obrázku 3.3 je vyobrazena hodnota dvaceti osmi příznaků pro každý segment
slova „vlakÿ. Při automatické segmentaci vektorovou kvantizací jsou příznaky jed-
noho segmentu použity jako souřadnice bodu ve dvacetiosmi-rozměrném prostoru.
Takové body jsou následně pomocí skriptu děleny do shluků, charakterizovaných
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Obr. 3.3: Hodnoty příznaků všech segmentů slova „vlakÿ
centroidy. Vyobrazené hodnoty příznaků tedy představují vstupní hodnotu pro vý-
počet vektorové kvantizace.
V prvním řádku obrázku 3.3 jsou hodnoty krátkodobé střední hodnoty průchodu
signálu nulovou úrovní, ve druhém řádku hodnoty krátkodobé funkce středního po-
čtu výskytu lokálních extrémů a ve třetím řádku hotnoty krátkodobé energie. V řád-
cích čtyři až devět jsou hodnoty krátkodobá diskrétní Fourierova transformace, se
vzrůstajícím číslem řádku roste kmitočet pásma. V řádcích deset až devatenáct je
zobrazeno prvních deset hodnot kepstrální analýzy a v posledních osmi řádcích jsou
hodnoty krátkodobé autokorelační funkce.
Na obrázku 3.4 je zobrazeno rozdělení slova „vlakÿ do dvou shluků. Rozdělení
vychází z hodnot příznaků a je získání nalezením nejvzdálenějšího bodu od stávají-
cího centroidu, nacházejícího se v „těžištiÿ slova. V tomto případě nejvzdálenějším
bodem je jeden z bodů fonému „aÿ, to že foném „aÿ je oproti všem nejrozdílnější je
patrné i z obrázku 3.3.
Na následujícím obrázku 3.5 je zobrazeno rozdělení téhož slova do tří shluků.
Třetí shluk je opět přidán po nalezení nejvzdálenějšího bodu od centroidů předcho-
zích dvou shluků. Jako nejrozdílnější byla určena část fonémů „kÿ, a tím byl tento
foném chybně rozdělen uprostřed. Je nutné zdůraznit, že foném „kÿ, stejně jako
foném „tÿ a další explozivní fonémy, se skutečně skládá ze dvou velmi rozdílných
částí.
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Obr. 3.4: Porovnání automatické segmentace slova „vlakÿ pomocí skriptu
kvantizaceSPC se dvěma centroidy s ruční segmentací.
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Obr. 3.5: Porovnání automatické segmentace slova „vlakÿ pomocí skriptu
kvantizaceSPC se třemi centroidy s ruční segmentací.
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Obr. 3.6: Porovnání automatické segmentace slova pomocí skriptu kvantizaceSPC
se čtyřmi centroidy s ruční segmentací.
Na obrázku 3.6 je zobrazeno rozdělení slova „vlakÿ do čtyř shluků. V tomto
kroku není vektorovou kvantizací oddělen žádný foném jen je detekována hranice
fonémů „aÿ a „kÿ. Úsek, kde samohláska „aÿ doznívá, je rozdílný od průběhu této
hlásky. Na posledním obrázku 3.7 jsou pak k novému centroidu přiřazeny fonémy
„vÿ a část fonému „kÿ, čímž jsou odděleny od foném „lÿ. Přidáním dalších centroidů
by pravděpodobně byly rozlišeny od sebe i foném „vÿ a část fonému „kÿ, dále by
se vyskytly další odskoky na hranicích fonémů, jako je to na hranicích fonémů „aÿ
a „kÿ a také při příliš velkém počtu centroidů by pravděpodobně došlo k rozdělení
některých fonémů uprostřed, čímž by vznikly chyby segmentace. Oproti tomu v pří-
padě, že by bylo užito pro segmentaci pouze čtyř centroidů, nebyla by ve slově vlak
nalezena jedna hranice. Konkrétně hranice mezi fonémy „vÿ a „lÿ.
Tab. 3.8: Výsledky dělení slova „vlakÿ.
v l a k
2 1 1 2 1
3 1 1 2 1+3
4 1 1 2 I 1+3
5 5 1 2 II 5+3
Výsledky dělení slova „vlakÿ, které je obrazově znázorněno na obrázcích 3.4 až
3.7 jsou shrnuty v tabulce 3.8. V prvním řádku je slovo rozepsáno po fonémech, s vy-
nechanými mezerami sloužícími k zápisu případných odskoků na hranicích fonémů.
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Obr. 3.7: Porovnání automatické segmentace slova „vlakÿ pomocí skriptu
kvantizaceSPC s pěti centroidy s ruční segmentací.
V prvním sloupci je pak zaznamenán počet použitých centroidů. V tabulce pak
ve sloupci můžeme sledovat vývoj příslušnosti k centroidům pro jednotlivé fonémy.
Silně vypsaná číslice značí, že v tomto bodě došlo ke změně shluku, do kterého foném
náleží. V řádcích pak můžeme sledovat, jak je slovo děleno v jednotlivých úrovních
hloubky segmentace. Počet čar v prostoru mezi dvěma fonémy značí počet odskoků
k jiným centroidům na hranici mezi fonémy.
3.2.2 Výsledky segmentace pro testované nahrávky
Po dokončení programu a po nastavení všech parametrů popsaných v kapitole 3.1.5
bylo provedeno testování práce programu. Úspěšnost práce programu byla ověřena
srovnáním výsledků automatické segmentace se segmentací ruční obsažené v data-
bázi TIMIT a vlastní databázi českých vět.
Celkem bylo testováno 600 nahrávek vět ze složky TEST (podsložek DR1, DR2,
DR3 a DR4) v databázi TIMIT. V těchto šesti stech nahrávkách bylo celkem 21912
skutečných hranic (hranic určených ruční segmentací). Automatickou segmentací
pomocí vytvořeného programu bylo nalezeno celkem 23415 hranic fonémů. Z nich
17969 bylo určeno správně a 5446 hranic bylo vložených. 3943 hranic nebylo nale-
zeno, bylo vymazaných. Recall má hodnotu 0,7674, Precision 0,8201 a F-measure
0,7929.
Dále bylo testováno i 20 nahrávek vět z databáze českých nahrávek. V nich bylo
celkem obsaženo 526 hranic fonémů. Automatickou segmentací bylo nalezeno celkem
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603 hranic. Z nich 420 bylo určeno správně a 183 hranic bylo vložených. 106 hranic
nebylo nalezeno, bylo vymazaných. V tomto případě Recall má hodnotu 0,6625,
Precision 0,7958 a F-measure 0,7241. Při testování nahrávek z této databáze ovšem
není zaručeno, že hranice stanoveny ručně jsou zcela správné.
V tabulce 3.9 jsou výsledky vyjádřeny procentuálně. Jde o poměr správně a
nesprávně nalezených hranic ku všem skutečným hranicím nacházejících se v testov-
ných nahrávkách.
Tab. 3.9: Procentuální vyjádření úspěšnosti.
správně určených vymazaných vložených
Databáze TIMIT 82% 18% 25%
Vlastní databáze 80% 20% 35%
V tabulce 3.10 je úspěšnost nalezení hranic programem srovnána s daty, která
jsou uvedena v dostupné literatuře. V článku [13] je testováno několik metod, proto
je uváděno několik různých výsledků.
Tab. 3.10: Srovnání úspěšnosti s jinými pracemi.
správně určených vymazaných vložených
Diplomové práce 82% 18% 25%
Zdroj [4] 93,8% 6,2% 100,0%
Zdroj [13] 80,8% 19,20% 18,8%
70,1% 29,9% 25,2%
78,6% 21,4% 22,8%
79,8% 20,2% 24,2%
84,4% 15,6% 33,2%
Chyby v segmentaci se dělí do několika druhů, ty jsou popsány v kapitole 3.1.4
a přibližné procentuální zastoupení těchto druhů chyb je uvedeno v tabulce 3.2.
V počtu vymazaných hranic jsou výrazně zastoupeny hranice způsobené výskytem
krátkého fonému, hranice krátkých fonémů jsou velmi nesnadno detekovatelné. Či
do vymazaných hranic patří i pouze posunuté hranice, které nemusely při dalším
zpracování představovat chybu. Mezi vložené hranice zase patří hranice nalezené
v oblasti ticha, které je možné odstranit detektorem řečové aktivity. Celkově je
možné úspěšnost segmentace dále zlepšovat a to především pokusem se eliminovat
konkrétní druhy chyb.
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3.2.3 Výsledek segmentace v závislosti na akustických vlast-
nostech fonémů
Hlásky mohou být děleny podle různých kritérií, například podle místa čí způsobu
artikulace (více viz [11]). Základní rozdělení hlásek podle jejich akustických vlast-
ností:
1. samohlásky
2. souhlásky
(a) šumové souhlásky
i. sykavky
ii. polosykavky
iii. další párové souhlásky
(b) likvidy a approximanta
(c) nazály
(d) explozivy
i. znělé
ii. neznělé
Při segmentaci řeči pomocí vektorové kvantizace pomocí přidávání centroidů jsou
nové centroidy přidávány na základě nejvzdálenějšího bodu od stávajících centroidů.
Tedy nejprve jsou od ostatních odděleny fonémy s nejrozdílnějším charakterem a až
při větším počtu centroidů jsou od sebe rozpoznány fonémy které lze považovat za
podobné.
Šumové souhlásky jsou od ostatních hlásek téměř vždy osamostatněny jako první,
tedy při použití dvou centroidů často dojde k rozdělení šumové souhlásky a ostatní
hlásky (např. slova „hasičeÿ, „musímeÿ, „našelÿ, „přežítÿ a další). Pokud slovo ob-
sahuje sykavky může dojít k tomu, že tato sykavka je oddělena dříve než ostatní
šumové souhlásky, pak tyto šumové souhlásky jsou osamostatněny v následujícím
kroku (např. slovo „vyřešitÿ). Pokud je k jednomu centroidu přiřazeno více šumo-
vých souhlásek většinou bývají od sebe v následujících krocích rozeznány, především
jsou-li mezi nimi sykavky a polosykavky (např. slovo „pšeniciÿ). Pro šumové sou-
hlásky je též typický výskyt odskoků na jejich hranicích. Šumové souhlásky jsou
tedy velmi rozdílné oproti jiným skupinám hlásek, a do jisté míry i samy od sebe.
Částečně podobné jsou pouze s neznělými explozivy. Rozdílnost šumových souhlásek
se projevuje u všech použitých metod krátkodobé analýzy.
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Likvidy a approximanta jsou sonorní souhlásky, jsou velmi podobné samohlás-
kám (např. slova „nejedeÿ, „potřebujiÿ a „Lelekoviceÿ), také jsou částečně podobné
s nazály, dalšími sonorními souhláskami (např. slovo „našelÿ). Tyto hlásky proto
bývají osamostatněny až při použití většího množství centroidů, či nejsou osamo-
statněny vůbec. Podobnost likvidů a approximant se samohláskami může způsobit
nenalezení hranice fonémů. Tato podobnost se výrazně projevuje ve všech použitých
metodách krátkodobé analýzy.
Nazály jsou další sonorní souhlásky. Také jsou podobné samohláskám a to přede-
vším samohláskám „iÿ a „uÿ (např. slova „zimuÿ, „pšeniciÿ). S těmito samohláskami
se nazály podobají ve všech metododách krátkodobé analýzy. S ostatními samohlás-
kami je podobnost menší (např. sousloví „do Brnaÿ), větší odlišnost je pak obzvlášť
ve spektru. Nazály bývají zpravidla osamostatněny až při hlubším rozdělení na více
centroidů. Kromě výrazné podobnosti k samohláskám „iÿ a „uÿ jsou totiž podobné
i na znělá exploziva (např. slovo „nejedeÿ) a na likvidy a approximanta.
Exploziva dělíme na znělá a neznělá. I znělá exploziva jsou na samohlásky méně
podobné než nazály, likvidy a approximanta, což usnadňuje rozpoznání hranice
fonémů. Znělá exploziva jsou ale podobná s nazály (např. slova „nejedeÿ a „do
Brnaÿ), nazály jsou často řazeny do skupiny znělých exploziv. Znělá exploziva jsou
také často podobná svým neznělým protějškům, se kterými tvoří pár (např. slovo
„potřebujiÿ). Neznělá exploziva se skládají ze dvou částí, první je ticho a druhá je
výbuch šumu [11], který má podobné parametry jako průběch šumových souhlásek.
Tato druhá část bývá často původně přiřazena k šumovým souhláskám a oddělena
až po přidání více centroidů (např. slovo „vyřešitÿ). Není problém rozlišit neznělá
exploziva od ostatních hlásek, většinou bývají oddělena ihned po šumových souhlás-
kách, tedy i při malém počtu centroidů, nedochází tedy k chybám, kdy by hranice
neznělého exploziva a sousedního fonému nebyla rozpoznána. Naproti tomu díky
charakteru těchto hlásek dojde k jejich rozdělení v místě hranice ticha a výbuch
šumu. Tyto hlásky by mohly být určeny nesprávně jako dva, resp. až tři, různé
fonémy (např. slovo „vlakÿ).
Akustické signály samohlásek jsou charakteristické kvaziperiodickým průběhem,
s periodou základního tónu, a vyšší amplitudou. Díky těmto vlastnostem je lze
snadno rozpoznat v řečovém signálu, problém s rozpoznáním může nastat při koar-
tikulaci se sonorními znělými souhláskami. Mezi sebou navzájem byly samohlásky
v některých slovech rozpoznány i při použití menšího počtu fonémů, což je dáno
jejich akustickou podobností. V jiných slovech ale stejná dvojice samohlásek byla
od sebe oddělena až při hlubší segmentaci, což je dáno položením důrazu při jejich
vyslovení. Typická vlastnost samohlásek je jejich delší trvání v porovnání se sou-
hláskami. Nevýhoda je, že délka trvání samohlásek značně kolísá. Nevýhoda dlouze
vyslovených samohlásek také spočívá v tom, že při jejich vyslovení se částečně mění
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její akustické vlastnosti a může pak dojít k rozdělení samohlásky na dva fonémy.
Příklad charakteristik některých hlásek je zobrazen na obrázku 3.8. Na ose y
jsou příznaky určené krátkodobou analýzou. (V prvním řádku jsou hodnoty krátko-
dobé střední hodnoty průchodu signálu nulovou úrovní, ve druhém řádku hodnoty
krátkodobé funkce středního počtu výskytu lokálních extrémů a ve třetím řádku
hodnoty krátkodobé energie. V řádcích čtyři až devět jsou hodnoty krátkodobé dis-
krétní Fourierova transformace, se vzrůstajícím číslem řádku roste kmitočet pásma.
V řádcích deset až devatenáct je zobrazeno prvních deset hodnot kepstrální analýzy
a v posledních osmi řádcích jsou hodnoty krátkodobé autokorelační funkce.) Tyto
charakteristiky jsou určeny pro několik vybraných fonémů, které náleží do různých
skupin podle dělení uvedeného na začátku kapitoly. Ze samohlásek jsou zde použity
„eÿ a „uÿ. Mezi šumové souhlásky patří sykavka „sÿ, polosykavka „čÿ a hláska „řÿ.
Hláska „rÿ je likvid a hláska „jÿ aproximanto. Nazály jsou zastoupeny hláskami
„mÿ a „nÿ, znělé exploziva hláskami „bÿ a „dÿ. Pro neznělá exploziva, zastoupená
hláskami „kÿ a „tÿ, jsou vykresleny charakteristiky pro každou z jejich rozdílných
částí. (Části „tichaÿ jsou označeny ko a to, explozní části k a t).
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Obr. 3.8: Charakteristiky některých fonémů.
Pro každý foném je zobrazen pouze průběh jednoho jeho segmentu. Průběh cha-
rakteristiky hlásky není založen na průměru velkého množství charakteristik seg-
mentů této hlásky, ale pouze na charakteristice jednoho náhodně zvoleného seg-
mentu. Některé hlásky navíc mohou být ovlivněny koartikulací. Přesto je z obrázku
3.8 patrná podobnost hlásek patřící do stejné skupiny. Průběh dělení fonémů z to-
hoto obrázku pomocí skriptu kvantizaceSPC je zapsán v tabulce D.17.
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4 ZÁVĚR
Pro automatickou segmentaci řečového signálu na fonémy pomocí vektorové kvan-
tizace byl v prostředí Matlab vytvořen program SegmentaceReci, doplněný i o gra-
fické prostředí, které slouží především pro snadnější ovládání a přehlednější zobrazení
výsledků. Tento program se celkem skládá z 25 skriptů a souborů. Jeho struktura
přehledně znázorněna na schématu C.1. O provedení předzpracování se stará pře-
devším skript Segmentace. Každá z osmi použitých metod krátkodobé analýzy je
zpracovávána v samostatném skriptu a následně ve skriptu Priznaky je sestavena
matice všech použitých příznaků. Vektorová kvantizace, s postupným přidáváním
centroidů, je umístěna ve kvantizaceSPC a k výpočtu využívá dalších skriptů, na-
příklad skriptu ve kterém je implementován k-means algoritmus. Ostatní skripty a
soubory slouží především k uložení výsledků a usnadnění práce s programem.
Po vytvoření programu je pro správnou funkčnost nutné nastavit vhodně všechny
veličiny, jejichž hodnotu lze měnit. Toto nastavení je založeno především na testování
úspěšnosti nalezení hranic a je mu nutné věnovat velkou pozornost, neboť nastavení
parametrů zásadně ovlivňuje kvalitu výpočtu. Nejdůležitější nastavitelné veličiny
jsou délka segmentů, použité příznaky, hodnota počtu shluků u vektorové kvantizace.
Změna těchto veličin je možná i z grafického prostředí.
Celkem bylo testováno 600 nahrávek vět z databáze TIMIT. V těchto šesti stech
nahrávkách bylo celkem 21912 skutečných hranic (hranic určených ruční segmen-
tací). Automatickou segmentací pomocí vytvořeného programu bylo nalezeno celkem
23415 hranic fonémů. Z nich 17969 bylo určeno správně a 5446 hranic bylo vlože-
ných, 3943 hranic nebylo nalezeno (bylo vymazaných). Kromě nahrávek z TIMITu
byly testovány nahrávky českých vět od několik mluvčích. V práci je také proveden
rozbor chyb, jenž lze dělit do několika kategorií podle důvodu a místa jejich vzniku.
Znalost vlastností vyskytujících se chyb, je základní požadavek při pokusech o jejich
eliminaci. Nebyl proveden jen rozbor chyb, ale byly navrženy či naznačeny možnosti
jejich odstranění.
Kromě úspěšnosti segmentace byl testován vliv kvality segmentace v závislosti
na akustických vlastnostech fonémů. Ve většině případů nejsnadněji segmentovatelné
jsou šumové souhlásky a exploziva, u těch ovšem dochází k nalezení hranice fonémů
i uprostřed jejich trvání. Obtížněji segmentovatelné jsou likvidy, approximanta a
nazály z důvodu podobného charakteru vůči samohláskám. Při použití vektorové
kvantizace s postupným přidáváním centroidů bylo také sledováno, že některé sku-
piny hlásek jsou odděleny od ostatních již při použití menší hloubky segmentace,
jiné k oddělení potřebují rozdělení vektorového prostoru do většího počtu částí. Opět
platí, že dříve jsou oddělovány šumové souhlásky a exploziva a až následně likvidy,
approximanta a nazály.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
IPA mezinárodní fonetická abeceda – International Phonetic Alphabet
SAMPA sedmibitový převod mezinárodní fonetické abecedy – Speech Assesment
Methods Phonetic Alphabet
ZČFA zjednodušená česká fonetická abeceda
ČFA česká fonetická abeceda
LPC lineární prediktivní koeficienty – Linear Predictive coeficients
PARCOR koeficienty odrazu – Partial correlation coeficients
FFT rychlá Fourierova transformace – Fast Fourier Transform
MFCC mel-frekvenční kepstrální koeficienty – Mel-Frequency Cepstral Coefficients
RIFF souborový formát – Resource Interchange File Format
NIST souborový formát – National Institute for Standards and Technology
TIMIT databáze řečových signálů – The DARPA TIMIT Acoustic-Phonetic
Continuous Speech Corpus
SFFS metoda sekvenční dopředné selekce – Sequential Floating Forward Selection)
E krátkodobá energie
I krátkodobá intenzity
Z krátkodobá střední hodnota průchodů signálu nulovou úrovní
R(m) m-tý koeficient autokorelací funkce
Q počet rozměrů prostoru vektorového kvantizéru, odpovídající počtu
použitých příznaků
x vektor příznaků, odpovídající segmentu řečového signálu
v reprodukční vektor
V kódová kniha
L počet úrovní kvantizéru
X vektorový prostor
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Xi i-tá oblast vektorového prostoru
d kvantizační zkreslení
J celkové zkreslení
Ti i-tý shluk
N počet segmentů
kf vyjmuté hranice způsobené výskytem krátkého fonému
ne nenalezené hranice
po posunuté hranice
op vložené hranice v oblasti pauzy,
uf vložené hranice uprostřed fonému,
mk vložené hranice v místě koartikulace
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A OBSAH PŘILOŽENÉHO CD
CD: DiplomovaPrace –vytvořené skripty
databazeCZ –databáze s ruční segmentací
Nahavky –nahrávky řeči pro testování
segmentace.pdf –vypracovaná diplomová práce
metadata.pdf –metadata k práci
popis.txt –informace o CD
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B FONETICKÁ ABECEDA SAMPA
Tab. B.1: Význam některých speciálních znaků použitých v abecedě SAMPA, pře-
vzato z [11]
SAMPA Definice SAMPA Definice
H vysoká výška / stoupající tón
L nízká výška \ klesající tón
= stejný tón : značka délky
− nižší výška ” hlavní přízvuk
+ vyšší výška % vedlejší přízvuk
73
Tab. B.2: Fonetická abeceda SAMPA pro český jazyk, převzato z [11]
SAMPA Slovo Transkripce SAMPA Slovo Transkripce
i lis lis p pec pet s
e pes pes b bratr bratr=
a sad sad t tuk tuk
o kov kof d dům du:m
u sukně sukJe c tělo celo
i: víno vi:no J\ děda J\eda
e: lék le:k k kost kost
a: sál sa:l g tygr tigr=
o: kód ko:t m muž muS
u růže ru:Ze n nos nos
o u bouda bo uda J laňka laJka
a u auto a uto t s cena t sena
e u euro e uro t S oči ot Si
f fík fi:k d z leckdo led zgdo
v vítr vi:tr= d Z džbán d Zba:n
s sůl su:l N tango taNgo
z koza koza M tramvaj traMvaj
S škola Skola G abych byl ”abiG bil
Z žena Zena Q\ tři tQ\i
x chata xata r= krk kr=k
h\ hůl h\u:l l= vlk vl=k
l vlak vlak m= osm osm=
r rok rok ? Ano. ?ano
P\ moře moP\e @ www v@v@v@
j jev jev
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C STRUKTURA PROGRAMU
Obr. C.1: Struktura programu pro segmantaci řeči na fonémy.
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D VÝSLEDKY DĚLENÍ SLOV
Výsledky dělení slov zaznamenané v následujících tabulkách jsou použity při zpraco-
vání kapitoly 3.2.3. A jsou zapsány ve stejném formátu jako tabulka 3.8. V prvním
řádku je slovo rozepsáno po fonémech, s vynechanými mezerami sloužícími k zá-
pisu případných odskoků na hranicích fonémů. V prvním sloupci je pak zaznamenán
počet použitých centroidů. V tabulce pak ve sloupci můžeme sledovat vývoj přísluš-
nosti k centroidům pro jednotlivé fonémy. Silně vypsaná číslice značí, že v tomto
bodě došlo ke změně shluku, do kterého foném náleží. V řádcích pak můžeme sle-
dovat, jak je slovo děleno v jednotlivých úrovních hloubky segmentace. Počet čar v
prostoru mezi dvěma fonémy značí počet odskoků k jiným centroidům na hranici
mezi fonémy.
Tab. D.1: Výsledky dělení slova „hasičeÿ.
h a s i * č e *
2 2 2 1 2 2 2 1 2 2
3 3 3 1 2 2 2 1 I 3 2
4 3 3 1 I 4 2 2 1 I 3 2
5 3 3 1 I 4 2 2 5 I 3 2
6 3 3 1 I 4 2 6 5 I 3 2
7 3 3 I 1 I 4 2 6 5 II 7 2
11 3 3 III 1 II 4 I 2 6 5 II 7 II 2
Tab. D.2: Výsledky dělení slova „musímeÿ.
m u s í m e
2 2 2 1 2 2 2
3 2 2 1 2 2 3
4 2 2 I 1 I 2 2 3
5 2 2 I 1 II 2 2 3
6 2+6 2 I 1 II 2 2 3
7 6 2 I 1 II 7+2 2 3
8 6 2 I 1 II 7+8 2 3
9 6 2 I 1 II 7+8 2 I 3
10 6 2 II 1 II 7+8 2 I 3
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Tab. D.3: Výsledky dělení slova „našelÿ.
n a š e * l
2 2 2 1 2 2 2
3 3 2 I 1 I 2 3 3
4 3 2 I 1 I 2 3 4
5 3 2 II 1 II 2 3 4
6 3 I 2 III 1 III 2 3 4
Tab. D.4: Výsledky dělení slova „nejedeÿ.
n e j e d e *
2 1 2 2 2 1 2 1
3 1 I 2 2 2 I 1 I 2 1
4 1 II 2 2 2 I 1 I 2 I 1
5 1 II 2 2 2 I 1 II 5 I 1
6 1 II 2 2 2 I 1 II 5 II 1
7 1 II 2 2 2 I 1 II 5 II 1
8 1 II 2 2 2 I 8 I 5 II 8
9 1 II 2 2 2 I 8 I 5 II 8
10 1 II 2 2 10 I 8 II 5 II 8
Tab. D.5: Výsledky dělení slova „přežítÿ.
p ř e ž í t
2 2 1 2 1 2 2 2
3 2 1 I 3 I 1 I 3 2 2
4 2 I 1 I 3 I 1 I 3 2 2
5 5 I 1 I 3 I 1 I 3 2 2
6 5 I 1+6 I 3 I 1 I 3 2 5
7 5 I 1+6 I 3 I 1 I 3 2 5
8 5 I 1+6 I 3 I 1 I 3 2 5
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Tab. D.6: Výsledky dělení slova „tatínekÿ.
t a t í n e k
2 2 1 2 2 2 1 2
3 2 1 2 I 2 2 1 2
4 2 1 I 2 II 4 4 1 I 2
5 2 1 II 2 II 4 4 5 I 2
6 2 I 1 II 2 II 4 4 5 I 2
7 2 II 1 II 2 II 4 4 5 I 2
8 2 II 1 II 2 III 4 4 5 I 2
9 2 II 1 II 2 III 4 4 5 I 9
10 2 II 1 II 2 III 4 10 5 I 9
11 2 II 1 II 2 III 4 10 I 5 I 9
Tab. D.7: Výsledky dělení slova „zimuÿ.
z i m u *
2 1 2 2 2 2
3 1 I 2 2 2 3
4 1 I 2 2 2 3
5 1 I 5 2 2 3
6 1 II 5 2 2 3
7 1 II 5 2 7 3
Tab. D.8: Výsledky dělení slova „hospodaÿ.
h o s p o d a
2 2 2 1 2 2 2 2
3 2 2 I 1 3 2 2 2
4 2 2 II 1 3 2+4 4 2
5 5 5 II 1 3 I 2+4 4 2
6 5 5 II 1 I 3 I 2+4 4 2
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Tab. D.9: Výsledky dělení slova „hoříÿ.
h o ř í
2 1 1 1 2
3 1 1 3 2
4 1 1 3 I 2
5 1 1+5 3 I 2
6 1 5+6 3 I 2
Tab. D.10: Výsledky dělení slova „Lelekoviceÿ.
L e l e k o v i c
2 2 2 2 2 2+1 2 2 2 2
3 2 2 2 2 3+1 2 2 2 3
4 2 4 2 4 3+1 2 2 2 3
5 2 4 2 4 I 5+1 2 2 2 3
6 2 4 2 4 II 5+1 2 2 6 3
7 2 4 2 4 II 5+1 2 2 6 3+7
8 2 4 2 4 II 5+1 I 2 8 6 3+7
9 2 4 2 4 III 5+1 I 2 8 6 3+7
10 2 I 10 I 2 4 III 5+1 I 2 8 6 3+7
Tab. D.11: Výsledky dělení slova „zavolejteÿ.
z a v o l e j t e
2 1 2 2 2 2 2 1 1 1
3 3 I 2 2 2 2 2 1 1 1
4 3 I 2 2 2 2 2 1 1+4 1
5 3 I 2 2 2 2 2 1 4+5 1
6 3 II 6 2 2 I 2 2 1 4+5 1
7 3 II 6 I 2 2 I 2 2 1 4+5 7
8 3 II 6 I 2 2 I 2 8 1 4+5 7
9 3 II 6 I 9 2 I 2 8 1 4+5 7
10 3 II 6 I 9 2 I 2 8 1 4+5 7
11 3 II 6 I 9 11+2 I 2 8 1 4+5 7
12 3 II 6 I 9 11+12 I 2 8 1 4+5 7
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Tab. D.12: Výsledky dělení slova „do Brnaÿ.
d o B r n a
2 1 2 1 2 1 2
3 3 2 1 2 1 2
4 3 I 2 1 2 1 2
5 3 I 5 1 5 I 1 2
6 3 I 5 I 1 5 I 1 2
Tab. D.13: Výsledky dělení slova „potřebujiÿ.
p o t ř e b u j i
2 2 2 2+1 1 2 2 2 2 2
3 3 2 3+1 1 I 2 3 2 2 2
4 3 I 2 I 4+1 1 I 2 3 2 2 2
5 3 I 2 I 4+1 1+5 I 2 3 2 2 2
6 3 I 2 I 4+1 1+5 I 2 3 2 2 2
7 3 I 2 I 4+7 1+5 I 2 3 2 2 2
8 3 I 2 I 4+7 1+5 I 2 3 2 2 8
9 3 I 2 I 4+7 1+5 I 2 3 2 2 8
10 3 I 2 I 4+7 1+5 I 2 3 2 10 8
Tab. D.14: Výsledky dělení slova „pozděÿ.
p o z d ě
2 1 2 2 2 2
3 1 3 2 2 2
4 1 I 3 2 2 4
5 1 II 3 2 2 4
6 1 II 3 I 2 2 4
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Tab. D.15: Výsledky dělení slova „vyřešitÿ.
V y ř e š i * t
2 2 2 2 2 1 2 2 1+2
3 3 2 3 2 1 I 2 3 3+2
4 3 2 3 2 I 1 I 2 3 3+2
5 3 2 3 2 I 1 I 2 3 3+5
6 3 2 3 2 I 1 I 2 3 6+5
7 3 2 3 I 2 II 1 I 2 3 6+5
8 3 2 3 I 2 II 1 I 2 8 6+5
Tab. D.16: Výsledky dělení slova „pšeniciÿ.
p š e n i c i
2 2 1 2 2 2 1 2
3 2 1 I 3 2 2 1 2
4 2 4 I 3 2 2 1 2
5 5 4 I 3 2 2 I 1 I 2
6 5 I 4 I 3 2 2 I 1 I 2
7 5 I 4 I 3 2 2 II 1 I 2
8 5 I 4 I 3 8 2 II 1 I 2
9 5 I 4+9 I 3 8 2 II 1 I 2
10 5 I 4+9 I 3 8 10 II 1 I 2
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Tab. D.17: Postup dělení fonémů znázorněných na obrázku 3.8
e u s č ř r j m n b d ko k to t
2 2 2 1 2 2 2 2 2 2 2 2 2 1 2 1
3 3 3 1 2 2 2 2 2 2 2 2 2 1 2 1
4 3 3 1 2 4 2 2 4 4 2 2 2 1 2 1
5 3 3 5 2 4 2 2 4 4 2 2 2 1 2 1
6 6 3 5 2 4 2 2 4 4 2 2 2 1 2 1
7 6 3 5 2 4 7 2 4 4 2 2 2 1 2 1
8 6 3 5 2 8 7 2 4 4 2 2 2 1 2 1
9 6 3 5 2 8 7 9 4 4 2 2 2 1 2 1
10 6 3 5 2 8 7 9 4 4 10 10 2 1 2 1
11 6 3 5 2 8 7 9 4 4 10 10 2 1 11 1
12 6 3 5 2 8 7 9 4 4 10 10 2 1 11 12
13 6 3 5 13 8 7 9 4 4 10 10 2 1 11 12
14 6 3 5 13 8 7 9 4 14 10 10 2 1 11 12
15 6 3 5 13 8 7 9 4 14 15 10 2 1 11 12
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