We experimentally and numerically investigate the response of fluid-filled filament-wound composite tubes subjected to axial shock wave loading in water. Our study focuses on the fluid-structure interaction occurring when the shock wave in the fluid propagates parallel to the axis of the tube, creating pressure waves in the fluid coupled to flexural waves in the shell. The in-house-developed computational scheme couples an Eulerian fluid solver with a Lagrangian shell solver, which includes a new and simple material model to capture the response of fiber composites in finite kinematics. In the experiments and simulations we examine tubes with fiber winding angles equal to 45°and 60°, and we measure the precursor and primary wave speeds, hoop and longitudinal strains, and pressure. The experimental and computational results are in agreement, showing the validity of the computational scheme in complex fluid-structure interaction problems involving fiber composite materials subjected to shock waves. The analyses of the measured quantities show the strong coupling of axial and hoop deformations and the significant effect of fiber winding angle on the composite tube response, which differs substantially from that of a metal tube in the same configuration.
Introduction
The purpose of this study is to numerically simulate and experimentally investigate the fluid-structure interaction in water-filled composite tubes subjected to shock wave loading, including the effect of two different fiber winding angles.
The propagation of coupled fluid and solid stress waves in liquid-filled tubes is directly relevant to the common industrial problem of water hammer (Wiggert and Tijsseling, 2001) and also serves as a model for the impact of shock waves on marine structures. Fiber composite materials are being increasingly used in marine structures (e.g. Toensmeier, 2006) since they allow reduction of the total weight while maintaining structural stiffness and strength. Reducing the weight of a navy vessel allows better maneuverability, higher top speed and therefore reduction of its time of deployment. Navy vessels need to resist cyclic shock loading, such as wave slamming, and exceptional shock loads, such as underwater explosions. Therefore, understanding how fiber composite materials react to underwater shock loads is crucial to the safe design of fiber composite vessels and to fill the gap of confidence between the use of fiber composite materials and more traditional and longer employed construction materials such as steel and aluminum.
For these reasons, the response of fiber composite materials subjected to shock loading has acquired strong interest in recent years and the capability of these materials to contain an explosive load both in air and underwater has been investigated. The behavior of and the damage suffered by different fiber composite materials subjected to blast load has been studied experimentally using shock and controlled explosion tubes (e.g. Tekalur et al., 2008a,b) . Fiber composite materials have been successfully applied to the design of blast containment vessels (e.g. O'Toole et al., 2006) and criteria for their use in containment structures have been proposed (Fedorenko et al., 2005) .
Several researchers have also been exploring the resistance of fiber composite materials to underwater explosions. Mouritz et al. (1994) experimentally analyzed the different response of fiber composite plates backed with either air or water subjected to an underwater explosion shock load. Other studies (e.g. LeBlanc and Shukla, 2010; Espinosa et al., 2010) characterized, both numerically and experimentally, the deflection and overall response of fiber composite plates subjected to impulsive loads induced using a shock tube. A very detailed analysis of the damage mechanisms occurring in fiber composite panels subjected to an underwater explosion is presented in the computational work of Batra and Hasssan (2007) . Fiber matrix debonding, matrix cracking, fiber breakage and delamination are considered, and the energy absorbed in each failure mechanism is examined, giving preliminary information on how to optimize the design of fiber composite structures to increase their resistance to explosive loads.
The present research uses a unique configuration with respect to previous studies that focused on normal impact of shock waves on clamped plates. This allows us to explore a different aspect of fluid-structure interaction (FSI). We examine the generation of flexural waves caused by a shock wave in water moving parallel to the structure, which in this case is the confining tube surrounding the water. This configuration is significant not only for the classical problem of water hammer but also for submerged marine structures with both internal and external shock loading propagating along the cylinder axis. Ship hulls undergoing transverse shock loading and underwater launch tubes are two examples of such marine structures. To study the transverse wave loading configuration we use the experimental facility constructed by Inaba and Shepherd (2010) , which creates a strong compression (weak shock) or pressure wave within a water-filled tube by way of piston impact on water. As discussed by Inaba and Shepherd (2010) , similar experimental setups have been used in the past (e.g. Skews et al., 2004; Espinosa et al., 2006; Deshpande et al., 2006) to create pressure waves in liquids. The present study is unique in that it uses the generated pressure wave to deliberately create a significant fluid-coupled structural response in the confining tube. As previously recognized in the literature (Xie et al., 2007 Young et al., 2009 ) the FSI component is fundamental to properly capture the composite structure behavior in presence of this strong coupling effect.
The rest of the paper is structured as follows. In Section 2, we describe the experimental setup used to induce the water hammer load in the fiber composite tube with two different winding angles, 45°and 60°. The coupled Lagrangian finite element code and the Eulerian fluid solver used in the numerical simulations are described in detail in Section 3. In Section 3, we also present the simple new material model proposed in this study to describe the behavior of the fiber composite tube. The experimental and computational results examining the effect of different winding angles are compared and discussed in Section 4. Conclusions and further developments are summarized in Section 5.
Experimental apparatus and test procedure
Epoxy-fiber composite tubes filled with water are subjected to a shock wave load using the experimental setup shown in Fig. 1 (cf. Inaba and Shepherd, 2009a,b) . The shock wave is induced by a 1.5 kg steel projectile 50 mm in diameter and 120 mm long that impacts a plastic (polycarbonate) cylinder or buffer (305 mm long, density of 1230 kg/m 3 , mass of 0.405 kg, Young's modulus of 2.3 GPa) placed inside the top of the vertical carbon-fiber composite tube filled with water. The water surface and the bottom of the buffer are between 70 mm and 120 mm below the top of the tube. The steel projectile falls from a constant height such that the speed at the time of impact on the plastic buffer is equal in all experiments. The final projectile speed is equal to 5.3 m/s. A gland seal is placed between the plastic buffer and the tube so that no water may exit the tube and the buffer only impacts the water surface and not the tube upper edge. The tube is filled with water so that there is no air space between the buffer and water surface. The water is initially at ambient pressure. The buffer slides readily inside the tube with a resistance of 7-10 N. This experimental setup guarantees that at the time of impact, stress waves are generated only in the water and not in the tube. This was verified by observations of impacts on buffers inside tubes without water. Therefore, in the following measurements the stress waves in the tubes are due only to the water-tube interaction.
The bottom of the tube is inserted into an aluminum plug (50 mm long) that is secured in a heavy fixture (17.9 kg) placed on the laboratory floor. The tube is instrumented with axial and hoop strain gages 100 mm apart and with a piezoelectric pressure gage placed at the bottom. The tube specimens are 0.914 m long, 1.66 mm thick and have an inner diameter equal to 38.3 mm. Tubes with fiber winding angles equal to 45°and 60°are tested (cf. Fig. 2 ). The nominal material properties of the tubes' carbon fibers and epoxy resin are given in Table 1 . Five quantities are extracted from the experimental data: precursor wave speed, primary wave speed, average hoop and longitudinal strain peaks at the primary wave front, and pressure recorded at the bottom of the tube. These quantities are discussed in Section 4 and are used to compare experimental and numerical results.
Computational model
The computational scheme used in the simulations is composed of a solid-shell solver and a fluid solver, which are coupled together to describe the fluid-structure interaction during the shock wave loading of water-filled fiber composite tubes. The main parts of the numerical scheme consist of subdivision shell finite elements (Cirak and Ortiz, 2001 ), a material model for fiber composites, a fluid solver, and an algorithm used to couple the fluid and shell solvers . Each of these components is briefly described in the following sections.
Subdivision shell finite elements
In order to describe the thin fiber composite tube structure we use the subdivision shell finite elements proposed by Cirak and Ortiz (2001) . The subdivision shell finite elements obey KirchhoffLove theory for thin shells and are therefore well suited to describe the deformation process of the thin fiber composite shells analyzed in this study.
According to Kirchhoff-Love's kinematic ansatz, the shell sections remain plane and normal to the shell middle surface during the deformation process, and therefore the undeformeddle surface. k is the thickness stretch and is equal to the ratio between the current shell thickness h and the undeformed shell thickness h k ¼ h= h À Á . The shell directors a 3 and a 3 in the undeformed and deformed configuration are given by
where the surface basis vectors a a and a a are
Greek indices a and b can assume values 1 or 2. As shown by Cirak and Ortiz (2001) , the deformation gradient F may be derived from Eqs. (1.a) and (1.b) and from the surface and contravariant basis vectors. The deformation gradient F is necessary to evaluate the strain energy density W F ð Þ (cf. Eq. 7) and therefore the internal part of the shell potential energy P int u ½ .
Introducing P ext as the potential of the externally applied forces and dP kin u ½ as the virtual kinetic work, the equilibrium equation in a dynamical problem is
Eq. (4) is the basis on which the finite element approximation is constructed once the space of admissible shell configurations x d 2 V d in the discretized setting is determined (d characterizes the size of the finite element mesh). In the present context, the space V d is computed using the subdivision surface technique described by Cirak et al. (2000) , which is based on the Loop approximation scheme developed for triangular meshes. The approximation functions derived from Loop's subdivision scheme belong to H 2 and therefore ensure optimal convergence in the analysis of shells obeying Kirchhoff-Love theory. As opposed to classic finite elements, the approximation functions derived from the Loop subdivision scheme are non-local. Therefore the value of a function to be evaluated inside a triangular element of the mesh (i.e., at a quadrature point) does not depend only on the nodal quantities of the triangle considered but also on the nodal values of the other elements incident on the triangle considered.
Inside each shell triangular element, the limiting surface in the reference or deformed configuration may be approximated as
where h 1 and h 2 are local coordinates that span each triangular element, N I is the node I shape function, x I and x I are, respectively, the nodal coordinates of node I in the reference and deformed configuration.
As part of Kirchhoff-Love theory for thin shells, the plane stress condition is enforced by requiring that the stress s 33 normal to the shell middle surface in the deformed configuration is equal to zero, i.e.
where s is the Kirchhoff stress tensor, and its components are expressed in the deformed covariant basis
Eq. (5c) may be imposed efficiently at the constitutive level, where the value of g 33 is evaluated using an iterative Newton-Raphson scheme, and the current thickness of the shell may then be computed as 
Overall this shell finite element possesses several advantages: it may be used with any domain geometry and preserves optimal convergence properties in the thin limit; it is computationally inexpensive since only one surface Gauss quadrature point per element is required (Simpson's rule across the thickness is used); the element's degrees of freedom are only nodal displacements, no rotational degrees of freedom are present (greatly simplifying its use in finite kinematics); and it has been extensively validated in linearized kinematics (Cirak et al., 2000) , in finite kinematics and in dynamical problems (Cirak and Ortiz, 2001; Cirak et al., 2005 Cirak et al., , 2007 .
In the dynamic problems modeled in the present study, time discretization of the equilibrium Eq. (4) is achieved by recourse to the explicit Newmark scheme (Hughes, 2000) and a lumped mass matrix formed through the row sum procedure is used.
Material model for fiber composites
A new fiber reinforced material model is proposed and used in the analyses. The model is formulated in finite kinematics (Malvern, 1969) as large deformations may occur when fiber composites tubes are subjected to shock wave loading, especially with high initial buffer speed. The energy density of this model is composed of a contribution due to the matrix and of a contribution due to the fibers, each weighted by their respective volume fractions, i.e.
In Eq. (7), W F ð Þ is the total energy density, a function of the deformation gradient F; v mt and v i fr are, respectively, the volume fraction of the matrix and that of the i th group of fibers, while W mt F ð Þ and W i fr F ð Þ are the energy density of the matrix and of the i th group of fibers. As seen in Eq. (7) the proposed model allows for the presence of nf different groups of fibers with different material properties and orientation. The matrix material behavior is captured using a compressible Neo-Hookean material model. Eq. (8) is the expression of its energy density where l and k are the Lamé material constants:
The fibers' contribution to the total energy density is due to the fibers' deformation along their own axis. This contribution is captured in Eq. (9) where N i and E i fr are, respectively, the fibers' direction and Young's modulus:
It is important to note that to correctly describe the response of fiber composites using this model, the material properties of the matrix must be adjusted to consider the presence of the fibers and represent correctly the stiffer isotropic part of the response of the matrix-fiber ensemble. Similar observations are common to other fiber reinforced material models used, for instance, in bio-mechanics (Pandolfi and Manganiello, 2006; Pandolfi and Holzapfel, 2008) .
Validation and calibration of the fiber reinforced material model
The model presented in Section 3.2 requires only a few parameters: the Lamé constants of the matrix and the Young's modulus of each set of fibers. As mentioned above, the Lamé constants of the matrix need to be calibrated in order to take into account the presence of the fibers and do not coincide with the material properties of the pure matrix material. The material constants may be calibrated using uni-axial tension tests of fiber reinforced specimens in which the direction of the fibers varies with respect to the direction of the load. Fig. 3 shows a comparison between the experimental data of Yokozeki et al. (2007) and the presented model. Once the material properties (Table 2 ) calibrated using these experimental data, the model captures well the material response under different loading directions with respect to the fiber orientation (cf. Fig. 3 ). In general, as seen in Fig. 3 , the more the load is aligned with the fiber direction, the stiffer is the material response. However, the fiber contribution is minimal for an angle a roughly equal to p=3 when a different mechanism is activated to carry the load. Indeed for angles a between p=3 and p=2 the fibers' contribution to load bearing is through resistance of the specimen lateral deformation, which is due to the Poisson effect.
Fluid model

Governing equations
The governing equations used to model the inviscid fluid flow are the three-dimensional Euler equations in Cartesian coordinates written in conservation law form as
and the flux functions are
for n ¼ 1; . . . ; 3. Here, q f is the fluid density, u n is the nth component of the fluid velocity vector u and E is the specific total energy. d jn denotes the Kronecker delta and the hydrostatic pressure p is given by the stiffened gas equation of state
with c ¼ c p =c v denoting the ratio of specific heats at constant pressure and volume. Eq. (13) is also called the Tamann equation of state (Hayward, 1967) and represents a material model frequently used to approximate the behavior of liquids at moderate and high pressures (Menikoff and Plohr, 1989; Irvings et al., 1998; Shyue, 1998) . In Eq.
(13), the role of p 1 is to enforce a stiffening and thereby liquid-like behavior, but note that the model of governing equations and equation of state is otherwise fully compressible. In particular this includes the use of an energy equation leading to a speed of sound in the fluid given by (Irvings et al., 1998; Shyue, 1998) 
that fully considers dynamic alterations of the fluid density q f as well as of the hydrodynamic pressure p with the flow field. This is a requirement for accurate simulation of problems driven by strong FSI. Here we have employed the parameters c ¼ 7:415 and p 1 ¼ 296:2 MPa as suggested by Igra and Takayama (2002) , leading to a speed of sound c f ¼ 1482 m=s for the initial fluid density q f ¼ 1027 kg=m 3 (salt water). The effects of cavitation inception due to tension in the fluid are modeled with a simple pressure cutoff model as suggested by Xie et al. (2006) . This approach prohibits pressures below a specified threshold p c , and thereby constrains the maximal tensile stresses in the liquid. We implement the pressure cutoff approach by applying the non-conservative energy correction
after every computational update step. The purpose of (15) is to adjust the specific total energy of cells with hydrodynamic pressure initially below the cutoff threshold such that evaluation of (13) yields exactly p c . Here p c ¼ À1:0 MPa is always used, permitting some -albeit small -tensile stresses in the water. A comprehensive comparison of the pressure cutoff technique with other one-fluid cavitation models, underscoring its ability to represent the consequences of cavitation with surprising accuracy, is given by Liu et al. (2004) .
Finite volume method
We approximate Eq. (10) with an explicit finite volume scheme of the form
The terms A AE n D are called fluctuations. We use Eq. (16) instead of a direct discretization of Eq. (10) because we are interested in applying the Wave Propagation Method of LeVeque, which is based on (16), and supplements the fluctuations additionally with limited second-order and cross-derivative contributions resulting in a truly multi-dimensional high-resolution Godunov-type method (LeVeque, 2002) . A key component of every Godunov-type method is an approximate Riemann solver that provides a linearized decomposition of the Riemann problem (RP) normal to each cell boundary. We use the HLLC 1 approach by Toro et al. (1994) that is tailored specifically to the Euler equations and approximates the RP (here x 1 -direction) between two discrete states Q l and Q r with three discontinuous jumps by setting:
Q r ; x 1 > s r t:
For the wave speeds s l=r we use the estimations s l ¼ minfu 1;l À c l ; u 1;r À c r g; s r ¼ maxfu 1;l þ c l ; u 1;r þ c r g suggested by Davis (1988) , and s H in the HLLC approach is
Conservation arguments and consideration of the structure of the RP for Euler equations lead to the specification of the unknown solution values as
for k ¼ fl; rg, cf. (Toro, 1999) . Knowledge of the intermediate state then allows the direct evaluation of the waves as
for m ¼ f1; 2; 3g.
Embedded boundary treatment
In order to consider geometrically complex moving boundaries within the Cartesian upwind scheme (16), we use the nearest layer of finite volume cells within the structure as ghost cells to enforce immersed boundary conditions (Arienti et al., 2003; Fedkiw et al., 1999) . The values within these immersed ghost cells are set immediately before evaluating Eq. (16) (Deiterding, 2009 ).
To easily accommodate arbitrary boundary motion without regridding operations and thereby fluid-structure coupling without algorithmic bottlenecks, the boundary is represented on the Cartesian mesh with a scalar level set function / that stores the distance to the boundary surface and allows the efficient evaluation of the boundary outer normal in every mesh point as n ¼ Àr/=jr/j. Here we only consider topologically closed boundary surfaces that do not undergo major topology evolutions. In contrast to some of our previous work (cf. Cirak et al., 2007; Deiterding et al., 2009 ), we only use signed distance functions throughout this paper.
Note that the described technique does not require a modification of the numerical stencil itself, but reduces the order of accuracy to one and results in an overall non-conservative scheme. As in any Cartesian approach, the boundary undergoes a staircase approximation that potentially can give rise to non-negligible errors in the computed solution. We alleviate these problems effectively with a dynamic mesh refinement approach that adapts the resolution on-the-fly, not only to complex, possibly moving, boundaries (using a special refinement criterion based on / 0), but also to essential flow features. While in this paper only elastic vibration, and therefore rather small boundary motion, is considered, the advocated approach is generic and particularly suited for FSI simulations involving large solid deformations and even fracture and fragmentation.
Parallel adaptive mesh refinement
The adopted multi-level adaptive mesh refinement (AMR) algorithm, following Berger and Colella, 1989 , refines cells uniformly in each spatial dimension by a level-dependent refinement factor r l and uses hierarchical time step refinement by the same factor r l . Cells flagged for refinement are clustered into non-overlapping rectangular sub-grids that define the domain of the level l. The numerical scheme is applied on level l by calling a single-grid routine, which implements Eq. (16) in a loop over all sub-grids on l, requiring that a layer of ghost cells was previously set around each patch (Deiterding, 2003) . Specific to our software AMROC is the parallelization of the AMR algorithm following a rigorous domain decomposition approach, targeting in particular the current generation of distributed memory machines (Deiterding, 2005) . Load-balanced distributions are re-computed on-the-fly using a hierarchical partitioning algorithm based on a generalized space filling curve.
All computations in the present study use two additional levels of mesh adaptation with refinement factors of 2, both in space and in time. Local dynamic refinement is applied up to the highest level available, if the difference between the pressure values in two neighboring cells exceeds a constant threshold. Load-balancing and parallel data redistribution is carried out every 5th time step on level 0.
Numerical modeling of fluid-structure interaction
The interaction between the fluid and the external fiber composite tube is modeled numerically by coupling the Eulerian fluid solver described in Section 3.3 with the Lagrangian finite element code presented in Section 3.1. These shell and fluid solvers are combined inside the software infrastructure VTF (Virtual Test Facility) developed at the California Institute of Technology under the ASC program (Deiterding et al., 2006) .
In order to couple the fluid and the shell solvers, the compatibility conditions between these two systems need to be imposed. In the case of inviscid flows, the compatibility conditions are the continuity of the velocity component normal to the embedded boundary u n in solid (S) and fluid (F), i.e. u T , and the hydrodynamic pressure p F , i.e p S ¼ p F . We use a straightforward, formally first-order accurate, splitting approach to implement these coupling conditions numerically and alternate between the two explicit solvers using an overall time step Dt that satisfies the individual stability conditions of both (Deiterding et al., 2006 Cirak et al., 2007) After evaluating the distance function / for the currently available shell surface mesh, the embedded wall boundary velocities for the fluid solver w F are set to the solid velocities in the nearest shell element mid plane. After setting embedded rigid wall boundary conditions and updating the fluid, a new pressure load p S on each shell element is derived. Since in the present research we consider only the elastic deformation of thin solid structures for which inside and outside are clearly defined throughout the entire simulation, we use a signed distance level set function that represents the active fluid domain inside the tube with condition / > 0. The pressure boundary condition on the solid p S therefore is evaluated as the difference between the hydrodynamic pressure prescribed by the fluid solver p F and an outside atmospheric pressure, which is set to p 0 ¼ 101:325 kPa.
Crucial for the performance of the overall method is the fast evaluation of the distance information, which is computationally equivalent to determining for every fluid cell the closest solid mesh element. For this purpose, we employ a specially developed algorithm based on characteristic reconstruction and scan conversion (Mauch, 2003) that computes the accurate distance information only in a small band around the embedded structure.
While the implementation of a loosely coupled FSI method is obvious with conventional solvers with consecutive time update, the utilization of the adaptive mesh refinement with recursive time step refinement in the fluid solver introduces some complexities. The approach pursued in the VTF is to initiate a data exchange with the solid only when the coupling level l c in the fluid has been updated, cf. (Deiterding et al., 2006; Cirak et al., 2007) . All our computations use l c ¼ 2, which corresponds to the maximal level of refinement possible.
Computational setup
The computational model used to simulate the water hammer experiments contains 33,280 shell finite elements, corresponding to 50,076 degrees of freedom. A section of the finite element mesh and the locations of the experimental strain gages are shown in Fig. 4 . The specimen considered in the numerical simulations has a height of 80 cm in the z-direction since we only model the section of the tube containing the water. In particular the upper tube section in contact with the plastic buffer and the bottom tube section inserted into the aluminum plug are not explicitly included in the numerical model. The adaptive fluid solver uses a Cartesian base mesh of 16 Â 16 Â 264 cells and up to two additional levels of uniform mesh refinement by a factor of 2. The finest level of resolution corresponds to a uniform mesh with 4,325,376 cells. The dimensions of the fluid domain are 5 cm Â 5 cm Â 82:5 cm. Free displacement boundary conditions are applied at the pipe upper edge, whereas at z ¼ 0, the displacements of the test specimen are constrained to be zero in all directions and we use reflective wall boundary conditions in the fluid domain. The signed level set function computed from the finite element mesh is statically extended for z > 80 cm to describe a topologically closed surface within the fluid domain. The properties used in the simulations to model the fiber composite material correspond to the ones listed in Table 1 except for the matrix Young's modulus and Poisson's ratio. As explained in Section 3.2, the matrix material properties are calibrated to consider the presence of the fibers and represent correctly the stiffer isotropic part of the response of the matrix-fiber ensemble. Based on the experimental results presented in Section 4 we calibrate once the matrix-fiber ensemble Young's modulus and Poisson's ratio and we use E mt ¼ 38 GPa and m mt ¼ 0:25 in all our simulations. We observe that the computed matrix-fiber ensemble properties are comparable to the ones listed in Table 2 and obtained for a similar epoxy fiber composite material.
Modeling of piston loading
The motion of the plastic buffer and steel projectile is modeled by employing a second signed distance level set function that corresponds to the piston boundary in contact with the fluid. The level set is initially positioned at z ¼ 80 cm and assumed to move with constant velocity b 0 ¼ À5:3 m=s. During a simulation, we integrate the law of motion for the piston
with the forward Euler method, considering gravity, i.e., g ¼ 9:81 m=s 2 , and we update the level set position and the velocity b in the direction of the tube middle axis (to be used as wall normal velocity w n in every time step). As the piston is constrained in all other directions, it suffices to consider the hydrodynamic pressure averaged across the piston boundary p and to use the averaged piston mass per unit area m. In all subsequent computations the value m ¼ 1193:7 kg=m 2 has been used. Fig. 5 shows the simulated velocity of the piston and plastic buffer in contact with the water column in a fully coupled FSI simulation with winding angle 45°, and for comparison, in a simulation that uses the same computational parameters for the fluid solver but assumes the solid structure is entirely rigid. Since such a fluid-only simulation is particularly useful to verify the fluid setup and to illustrate the importance of fluidstructure coupling in this configuration, we show in Fig. 6 
Computational results
The numerical simulations are performed using the parallel VTF code on 12 four-core 2.2 GHz processor nodes on the shc cluster, part of the Caltech Center for Advanced Computing Research (CACR). 11 cores are used to simulate the solid, 37 cores are dedicated to the fluid solver. The fully coupled FSI simulations require 24 h wall time and the analyses are carried out for both fiber winding angles equal to 45°and 60°until the pressure wave reaches the bottom of the tube and travels back to the piston at the top of the tube.
A typical simulation with fiber winding angle equal to 45°re-quires 26,800 coupled time steps (no sub-iterations in the solid solver) to reach a final simulated time of 2:731 ms, which corresponds to an average time step for a coupled boundary exchange of Dt % 0:102 l s. Exemplary snapshots of the entire thin shell and fluid solver domain are displayed in Fig. 7 . In Fig. 7 , each graphic shows the velocity in the x-direction in both solvers and the hydrodynamic pressure that drives the deformation. The displayed times correspond to 2000, 6000, 10,000, and 14,000 coupled update steps taken (from left to right). The correct functioning of the FSI coupling can be inferred, for instance, from the perfect agreement of the velocities in both solvers. The two left snapshots of Fig. 7 display the downward propagation of the incident pressure wave, the two right snapshots show the propagation of the wave reflected at the bottom and resulting structural vibrations.
During the course of the simulation, the number of cells used in the fluid domain varies between $ 1:3 M and $ 2:3 M in total on all three levels of mesh adaptation. The average number of cells is $ 1:6 M. Since the integration of the volumetric fluid mesh dominates the computational expense, this is a considerable saving compared to a uniform fluid mesh of $ 4:3 M cells. Two enlarged snapshots of the meshes actually used are shown in Fig. 8 . Each left image shows the triangular mesh of the shell element solver, each right graphic the adaptive Cartesian mesh in the fluid solver treated as interior. Mesh adaptation in the fluid is based on the scaled gradient of the hydrodynamic pressure. It is noteworthy how the mesh used automatically becomes coarser in the upper part of the domain as the pressure wave moves downward. See also Fig. 7 .
Discussion of numerical and experimental results
The deformation process occurring in the fiber composite tubes subjected to shock wave loading is analyzed using the precursor and primary wave speeds, hoop and longitudinal strains and pressure histories. A summary of these quantities' values and of the differences between experiments and numerical simulations is presented in Tables 3 and 4 . During the experiments, once the steel projectile impacts the buffer placed at the top of the tube, a force is exerted on the water column inside. After this time the load is transmitted from the water to the tube and back from the tube to the water due to the elastic expansion and contraction of the tube itself. A first wave starts traveling inside the tube walls due to the first deformation imparted from the water onto the tube but it does not cause the main deformation in the tube. This wave is called the precursor wave (see Shepherd and Inaba (2010) and Skalak (1956) for a discussion of axial wave propagating in fluid filled tubes) and travels in a very complex fashion influenced by the presence of the fibers, which possess the highest Young's modulus to density ratio with respect to the epoxy matrix. Ideally the precursor wave passes through a given location when a displacement or strain different than zero is first observed. In practice, to determine the passage of the precursor wave speed, a very small threshold is chosen to distinguish between the initial noise and the first small deformation associated with the precursor wave. The determined precursor wave speed partially depends on the value chosen for the threshold and a single value must be used to meaningfully compare the same quantity across experiments and numerical simulations as well as between results obtained with different fiber winding angle. In our analyses we used the experimental and numerical hoop strain histories with a threshold equal to 7 Â 10 À6 to determine the precursor wave speed in all cases. The hoop strain measures are available at seven different locations 100 mm apart and a linear fit is used to determine the wave speed from the data at each location. In the experiment carried out using the tube with 45°fiber winding angle, the precursor wave speed is equal to 4258 m=s and the computed value in the corresponding numerical simulations is equal to 4858 m=s. The measured precursor wave speed is lower for fiber winding angle equal to 60°. In this case the experimental value is 2791 m=s and the numerically computed value is 3227 m=s. A heuristic explanation is that in the tube with winding angle equal to 60°the wave travels a longer distance along the fiber to move vertically along the tube and this results in a slower precursor wave speed.
The main deformation in the tube travels instead at a speed defined as the primary wave speed . The primary wave speed is determined using the same approach used to calculate the precursor wave speed but a larger threshold is set since the primary wave is associated with larger deformations and the primary wave front corresponds to the first sharp increase in the strain history at a given location. A threshold equal to 3 Â 10 À4 is used in all cases to determine the passage of the primary wave speed from the hoop strain histories. The primary wave is clearly visible in Fig. 9 (a) and (b) (45°winding angle) and Fig. 10 (a) and (b) (60°winding angle) where the hoop strain at the locations of the different strain gages is plotted together with a line corresponding to the passage of the primary wave front. The hoop strain histories at different strain gages are shown with constant offsets in steps of 5 Â 10 À3 based on the gage location.
This helps to highlight the motion of the primary wave along the tube after the impact of the projectile and after the reflection from the tube bottom. The primary wave speeds computed from the hoop strain histories recorded in the experiments are 674 m=s and 1038 m=s for fiber winding angle equal to 45°and 60°, respectively. The corresponding values computed from the numerical data are 729 m=s and 1016 m=s. The main deformation associated with the primary wave speed is due to the pressure wave traveling toward the bottom of the tube. Due to the stronger radial confinement, the pressure wave is faster in the 60°fiber winding angle tube, resulting in a higher primary wave speed with respect to that in the 45°fiber winding angle tube. A direct comparison of the pressure waves moving toward the bottom of the tubes is visible in Fig. 12 (a) and (b). Another quantitative comparison between the experimental and the numerical results focuses on the average peak value of the hoop strains at the passage of the primary wave front. The average peak values recorded in the experiments in the case of tubes with winding angle equal to 45°and 60°were 3:3 Â 10 À3 and 1:9 Â 10 À3 , respectively. These measures are very close to the corresponding values computed in the numerical simulations, which are 3:5 Â 10 À3 and 1:7 Â 10 À3 for the case with 45°and 60°fiber winding angle. The pressure wave generated by the impact of the projectile causes smaller hoop strains in the tube with fiber winding angle equal to 60°since the fibers have a larger component in the circumferential direction and are able to contain more effectively the tube radial expansion due to the pressure increase. Fig. 9 (c) and (d) and Fig. 10(c) and (d) show the longitudinal strain histories recorded during the experiments and computed in the numerical simulations together with a line indicating the precursor wave speed. As in the case of hoop strains, the longitudinal strain histories are offset based on the gage location so that the passage of the primary wave front is clearly visible. During the experiments, we observe a longitudinal strain precursor, which is initially in tension. The same tension precursor strain is computed in the numerical analyses as it is visible in Figs. 9(d) and 10(d) . The pressure wave causes the expansion of the tube in the radial direction and due to the anisotropy of fiber composite tubes, the composite material contracts longitudinally inducing a tension precursor strain in the tube section just below the pressure increase. Both in experiments and simulations, the greater amplitude of the tension precursor is associated with the 60°fiber winding angle tube. In this case, the coupling between hoop and longitudinal strains is stronger than for the tube with 45°fiber winding angle. In Tables 3 and 4 we compare the average first peak of the longitudinal strain at the passage of the primary wave front in both experiments and simulations as already computed for the hoop strain histories. Fig. 11 presents a direct comparison between experimental and numerical hoop and longitudinal strains during the passage of the primary wave front and corresponds to the quantitative measures collected in Tables 3 and 4 . The experimental and numerical strain time histories show the same deformation process and wave propagation.
Another measure of the coupling between hoop and longitudinal strains is given by the ratio e L e H between the average first peak of longitudinal and hoop strains. Larger ratios correspond to a stronger coupling since the same hoop strain generates a greater axial contraction and therefore a larger longitudinal strain. The ratio e L e H recorded in the experiments is equal to À0:82 and À1:41 for the tubes with fiber winding angle equal to 45°and 60°. Correspondingly, the longitudinal to hoop strain ratios computed in the simulations are À0:81 and À1:43 respectively and agree very well with the experimental ones. The larger e L e H ratio obtained in the 60°tube confirms a stronger coupling than in the 45°tube. The same ratio e L e H in the case of metal tubes is smaller and roughly equal to À1=3 . The coupling between the hoop and the longitudinal strains in metal tubes is due to the Poisson effect and not to the anisotropy of the material. Fig. 12 shows the simulated pressure histories at the top, middle and bottom of the fiber composite tube together with the pressure peak recorded experimentally at the bottom of the tube. The maximum pressure recorded in the experiments at the bottom of the tube with fiber winding angle equal to 45°and 60°is equal to 8:0 MPa and 13:2 MPa respectively. The corresponding numerical values are 8:6 MPa and 12:6 MPa, showing good agreement between experimental and computed pressures. As expected, the bottom pressure is higher in the tube with fibers oriented at 60°, which exert a stronger containment of the pressure wave generated by the impact of the steel projectile. Using the pressure histories at the top, middle and bottom of the tube it is possible to follow the pressure wave traveling toward the bottom and being reflected toward the piston in the simulations with both fiber winding angles.
The coupling between the pressure wave in the liquid and the stress wave in the fiber composite tube becomes evident from a comparison of the time histories of strains and pressures shown in Figs. 9, 10 and 12. Strong FSI due to the expansion and contraction of the flexible pipe is also apparent from the pressure oscillations visible in Fig. 12 . In contrast, oscillations are absent from the pressure history shown in Fig. 6 referring to the same simulation performed using rigid fluid domain walls in lieu of the fiber composite tube.
The agreement between the quantities recorded experimentally and their correspondent numerical values summarized in Tables and 4 is satisfactory in all cases, given also the complexity of the simulated problem. Moreover, the experimental and numerical strains and pressure histories show the same motion and features of the deformation process along the tube. However, small differences remain and may be related to a number of different factors including non-ideal or uncontrolled features of the experiments, the use of nominal values for some of the composite material properties, and necessary simplifications involved in the numerical model. In particular, the shock dynamics inside the plastic buffer on the top of the tube is not modeled leading to a cleaner and simpler structure of the pressure and strain waves during the simulations compared to the experiments. Neither buffer-projectile nor buffer-water interface is included in the numerical model. Also, the proposed material model may be further developed to incorporate the mutual contact and sliding of different sets of fibers and specific microstructure information.
Summary and conclusions
We have built an experimental apparatus and a computational method to investigate the fluid-structure interaction occurring in a water-filled fiber composite tube subjected to shock wave loading. We have studied the coupling between the shock pressure wave traveling parallel to the fiber composite shell and the stress wave generated in the tube.
The precursor and primary waves, the longitudinal and hoop strains, and the pressure histories have been analyzed and used to compare experiments with simulations and the response of the tubes with different fiber winding angles. The effect of two fiber winding angles has been investigated, highlighting the strong effect of this parameter on the response of the fiber composite tubes to shock loading.
The collected results show the significant differences between the response of fiber composite tubes and the response of traditional metal tubes. Due to the anisotropy of fiber composite tubes with fiber winding angle less than 90°, the stress in the hoop direction is transmitted in the longitudinal direction. Therefore, a longitudinal contraction is caused by the radial expansion generated by the pressure wave. Hoop and longitudinal strains are not coupled as strongly in metal tubes subjected to the same shock wave loading . The analysis of the differences in the deformation process occurring in metals and fiber composite materials is important to safely employ the latter with respect to the more traditionally used materials.
Due to the high deformability of the tube, a strong fluidstructure interaction takes place during the shock wave loading and a carefully designed coupled fluid-solid solver is necessary to capture the tube's response. We have developed a parallel computational scheme, in which a Lagrangian shell solver formulated in finite kinematics is coupled to an Eulerian fluid solver with mesh adaption capabilities. A new and simple fiber composite material model has also been formulated, calibrated and used in the simulations. Numerical and experimental results agree in all cases showing the validity of the computational scheme in complex fluid-structure interaction problems involving fiber composite materials subjected to shock waves.
The presented numerical capability may be used in the design and optimization process of fiber composite structures subjected to underwater shock loading such as navy vessels. In these scenarios, the use of validated numerical schemes is particularly helpful since full scale experiments are both very expensive and difficult to realize. It is noteworthy that the developed computational scheme does not impose any restrictions on material models, on the structure geometry or on the loading conditions, making it very general.
The experimental and numerical results discussed here are also the first milestone for further avenues of research including the application of stronger shock wave loading to induce crack propagation in the fiber composite tubes and investigate critical loading conditions. In addition, refinements of the numerical model (e.g. inclusion of the plastic buffer with relative water and projectile interfaces) may be considered to further improve experimental and numerical agreement and the computation of details of the numerical strain and pressure waves time histories.
