The Generalized Cross Correlation (GCC) framework is one of the most widely used methods for Time Di erence Of Arrival (TDOA) estimation and Sound Source Localization (SSL). TDOA estimation using cross correlation without any pre-ltering of the received signals has a large number of errors in real environments. Thus, several lters (weighting functions) have been proposed in the literature to improve the performance of TDOA estimation. These functions aim to mitigate TDOA estimation error in noisy and reverberant environments. Most of these methods consider the noise or reverberation, and as one of them increases, TDOA estimation error increases. In this paper, we propose a new weighting function. This function is a combined and modi ed version of Maximum Likelihood (ML) and PHAT-functions. We named our proposed function as Modi ed Maximum Likelihood with Coherence (MMLC). This function has merits of both ML and PHAT-functions and can work properly in both noisy and reverberant environments. We evaluate our proposed weighting function using real and synthesized datasets. Simulation results show that our proposed lter has better performance in terms of TDOA estimation error and anomalous estimations.
Introduction
Sound Source Localization (SSL) has many applications in military and civilian areas such as mixed audio signals separation, robotics, video conferencing, speech enhancement, tracking of acoustic sources, underwater acoustics, and advanced hearing aids [1] [2] [3] [4] [5] [6] [7] . Algorithms for localization of an acoustic source are divided into three main categories:
1. Beamforming; 2. High-resolution spectral estimation; 3. Time Di erence Of Arrival (TDOA) [8] .
In beamforming approaches, a beam pattern is steered; then, the power of this steered response is calculated for candidate space points. The angle at which the power reaches its maximum value is the Direction Of Arrival (DOA) of the sound source. These algorithms have good stability in direction estimation, but their computational costs are very high. Delayand-Sum-Beamformer (DSB) is the simplest algorithm in this framework. A good review of beamforming approaches for localization of sound sources is discussed in [9] .
High-resolution spectral estimation methods, which are famous in subspace approaches, use modern spatial-ltering methods and are used in narrowband and far-eld signal processing. In speaker localization, these methods deal with constraints that limit their e ectiveness. These algorithms are signi cantly less stable than the beamforming approaches due to source and microphones modeling errors. These errors are due to non-ideality in signal propagation, nonlinear properties of microphones, and variations of source position. Like beamforming algorithms, these approaches are based on spatial search and also have high computational cost [10] .
TDOA-based approaches rely on relative time di erence between pairs of microphones. These algorithms are divided into two main groups; the rst group is based on a pair of microphones, such as Cross Correlation (CC) and Adaptive Eigenvalue Decomposition (AED), and the second group is based on an array of microphones such as Multichannel Cross Correlation Coe cient (MCCC), adaptive blind multichannel identi cation, and multichannel spatial prediction and interpolation [11] . Thanks to the advances in electronics and the development of new algorithms, utilizing the large microphone arrays for SSL is more simple than before, but two microphonebased approaches are still used in advanced hearing aids, humanoid robots, and human hearing system simulation.
Although beamforming and subspace methods can estimate the location of sound sources with higher accuracy and resolution due to low computational complexity and simplicity in implementation, TDOAbased approaches attract more attention than the other algorithms do. Among them, algorithms based on cross correlation are the most popular frameworks [12] . Usually, to improve the performance of the CC approach, each signal is pre-ltered and cross correlation operation is applied to them. This framework is called Generalized Cross Correlation (GCC). There are many di erent lters proposed in the literature, and each method has its own features. Figure 1 shows the simple block diagram of the GCC algorithm [13] .
In this paper, we propose a new weighting function for the GCC framework. This function is a modi ed and combined version of Modi ed Maximum Likelihood (MML) [14] and PHAT- [15] functions. Our proposed function has the merits of these two functions and can properly work in both noisy and reverberant environments. This paper is organized as follows. In Section 2, we brie y introduce the GCC method and di erent weighting functions. In Section 3, we propose a new weighting function based on two recently proposed functions. In Section 4, we evaluate our proposed function using synthetic and real-world data. Finally, in Section 5, we conclude the paper.
TDOA estimation using GCC
The main idea of the cross correlation method is based on single-path propagation of the acoustic plane wave model. Figure 2 shows a simple illustration of this model. In this model, received signals are the delayed and attenuated version of the original acoustic signal, which is emanated from a point source and corrupted by additive white Gaussian noise. This noise is assumed to be uncorrelated with the source signal. Based on this model, the received signals in the microphones are as follows:
where s(t) is the reference acoustic signal, x i (t) is the received signal in the ith microphone, i is the attenuation factor due to signal propagation (0 < i < 1), T is the propagation delay between source and the rst microphone that captures the signal, = 2 1 is the relative time delay between two microphones, and n i (t) is the additive noise of the ith microphone.
Using this model, the optimal time delay estimation can be done using the GCC method as follows ( R g x 1 x 2 () = Ef(x 1 (t) h 1 (t)):(x 2 (t) h 2 (t ))g; 0 = arg max R g x1x2 () ; (2) where Ef:g is the statistical average (expected value) over time, 0 is an estimation of , h 1 (t) and h 2 (t) are the lters used to improve the estimation accuracy of 0 , and * denotes convolution operation. In the frequency domain, GCC, cross Power Spectral Density (PSD), ' x1x2 (f) are related to each other by Eq. (3):
In the GCC framework, the product of h 1 (t) and h 2 (t) lters in the frequency domain, H 1 (f)H 2 (f), is named generalized frequency weighting function ( g (f)). In the next section, we provide a brief review about the most famous weighting functions.
Weighting functions
Before explaining our proposed method, we are going to summarize the most important weighting function for GCC framework. [17] . This function has greater weight where the coherence between the two received signals is high. Coherence function is a real valued function which measures correlation between two signals (0 < 2 x1x2 < 1). As correlation between two signals increases, this function tends towards 1; as the correlation between two signals decreases, this function tends to zero. Coherence between signals x 1 (t) and x 2 (t) in the frequency domain is de ned as in Eq. (4):
where ' x i x j (f) is de ned as Eq. (5):
Under low SNR conditions, the HT weighting function is equal to CCC, but under usual conditions (high SNR and low reverberation), it is shown that this weighting function is the maximum likelihood estimator for time delay estimation in the CC framework: 
2.1.4. PHATIn 2010, PHAT-function was developed [15, 19] . As mentioned in [20] , most of the acoustical noises in untreated enclosure are at frequencies below 200 Hz. So, Rabinkin proposed the -CSP function which uses tuning parameter in the power of CSP function to discard the non-speech portion of CSP (frequencies below 200 Hz). The value of is determined by room acoustical characteristics, but as mentioned by Rabinkin, the optimal value for in di erent enclosures is about 0.75. In addition to -CSP, in PHATfunction, the minimum of coherence is added to the weighting function for further error reduction due to low-energy signals:
The proposed weighting function
Most of the proposed weighting functions in the literature have been designed under usual conditions (high SNR and low reverberation) or just by considering one of the di culties in real environments. Thus, their performance is degraded in adverse environments. In this paper, we propose the new Modi ed Maximum Likelihood with Coherence (MMLC) weighting function. It aims to achieve accurate results in noisy and reverberant environments. As mentioned in [16] , the ML weighting function can be written as a function of phase variance:
where X 1 (f) and X 2 (f) are discrete Fourier transforms of x 1 (t) and x 2 (t), respectively. var[(f)] is the variance of the cross spectrum phase, and (f) is de ned as:
For the ML weighting function, approximation of var[(f)] is as:
Then, Maximum Likelihood (ML) weighting function is as:
Phase variance estimation
By using the joint complex Gaussian model in the frequency domain for the received signals, we can write Eq. (13) [14] (argument f is omitted for simplicity):
where matrix is the cross covariance of x 1 (t) and 
We use MATLAB ® [21] based simulation for nding var[(f)]. Figure 3 shows this simulation result. As we can see, the approximation proposed by [14] is better than the ML approximation. This approximation is as in Eq. (17): 
Then, Modi ed Maximum Likelihood (MML) weighting is as follows:
But, as mentioned before, as the energy of the signal decreases, j' x 1 x 2 (f)j tends to zero. To solve this problem, we used the solution proposed by Liu and Shen [15] . Liu proposed using the minimum value of coherence in the denominator of weighting function. This causes better results, because in the situations in which the microphones capture low energy signals, the dominator of the weighting function tends to min(j 2 x 1 x 2 (f)j) instead of zero. Also, for suppressing the non-speech portion of CSP, tuning parameter is used as a power of j' x1x2 (f)j. Then, the frequencies below 200 Hz of the CSP are discarded. By using these two modi cations on the MML function, we proposed the Modi ed Maximum Likelihood with Coherence (MMLC) function:
where we set tuning parameter to 0.75.
Simulation
To evaluate the proposed weighting function, we used two di erent simulations using MATLAB ® . The rst simulation is based on synthetic data and MonteCarlo simulation, and the second one is based on realworld data. For both simulations, we used the block diagram proposed in [22] . As seen in Figure 4 , at rst, each received signal is ltered by a low-pass lter with cuto frequency of 4 kHz (speech signals in the dataset have been sampled with 16 kHz), then 32 ms of signals are separated using the Hann window with 25% overlap. The power spectrum and cross power spectrum are computed using 512-point Fast Fourier Transform (FFT). The generalized cross correlation between received signals is computed by Inverse Fast Fourier Transform (IFFT) of function g (f)' x 1 x 2 (f). Finally, using an interpolation stage, time delay between the received signals is estimated. In this paper, we choose Cubic Spline interpolation.
Simulation using synthetic data
In the rst step, we evaluate our proposed weighting function using synthetic data and Monte-Carlo simulation. We simulate four di erent rooms using the image method [23] . Dimensions of these rooms are 8 m 5 m 3:5 m (x; y; z) and re ection coe cients vary from 0 to 1, so that reverberation times are 0.2 s, 0.4 s, 0.6 s, and 0.8 s. In these rooms, the source is located at 45 and distance between microphone pairs and the source is 1.5 m. The distance between microphones is 10 cm. A clean speech le was selected from the SiSEC 2010 dataset [24] . For each le, we add white Gaussian noise with SNR {20 dB to 60 dB by 5dB increasing step, and we conduct a simulation process with 500 iterations for each step. The performance of weighting functions is measured with two metrics: RMSE and Anomaly. Anomaly measures the ratio of the outlier TDOAs to all of the estimated TDOAs 
We assume that " equals 1, which means that if the di erence between the estimated TDOA and true TDOA is greater than 1 sample, this estimation is assumed to be anomaly. Figure 5 shows the simulation results for synthetic data. This gure contains two rows and four columns. The rst row of this gure shows the RMSE versus SNR and the second row shows the Anomaly versus SNR. Each column of this gure shows RMSE and Anomaly estimations of di erent reverberation times. As it can be seen from the rst row of this gure in 20 dB SNR, CCC and PHAT weighting functions have the highest error rate among the other functions. As SNR increases, RMSE of all methods decreases, but this reduction is greater than the others for MMLC. For example, in 0.2 s reverberation time and SNRs higher than 50 dB, RMSE of the proposed method is 0.34 samples less than MML and PHAT methods. In 0.4 s, 0.6 s, and 0.8 s reverberation times and SNRs higher than 50 dB, RMSE of MMLC is 0.272, 0.175, and 0.277 samples less than the MML function, respectively.
As was mentioned, the second row of Figure 5 shows the percentage of anomaly for TDOA estimation. In {20 dB SNR, the anomaly of MMLC and PHATis less than the others. As SNR increases, our proposed function shows better performance in terms of anomaly; for example, in 0.2 s reverberation time and in SNRs higher than 40 dB, our proposed function has 4.35% less anomalous TDOA estimation than PHAT. In 0.4 s, 0.6 s, and 0.8 s reverberation times and in SNRs higher than 50 dB, our proposed method has 5.27%, 5.17%, and 1.91% less anomalous estimations in comparison to the MML function, respectively.
Simulations based on synthetic data indicate that MMLC and PHAT-functions have better performance than the other functions in terms of RMSE and anomalous estimations in low SNR conditions, because these two functions have parameter and the minimum value of coherence in their denominators. As mentioned earlier, using parameter in the weighting function discards the non-speech portion of CSP. On the other hand, using the minimum value of the coherence weighting function prevents the denominator from tending to zero in low energy signal conditions. In higher SNRs, the MMLC and MML functions outperform the other functions, since the weighting factor in Eq. (16) has greater weight where the coherence between the two received signals is high. However, since the approximation of var[] in Eq. (17) is a better approximation than Eq. (11), these two functions outperform the ML function. 
Simulation based on real-world data
In this section, we used the SiSEC 2010 dataset. This dataset contains 30 stereo WAV les. Each le is a mixture of a speech signal with real background noise with a 16 KHz sampling frequency. Noises are recorded at three di erent environments: Cafeteria, Subway, and Square. Speech signals and recorded noises in the cafeteria and subway are played again in an o ce room (reverberant room), and then a mixture of them is collected using omnidirectional microphones. In square environment, speech signals and noises are mixed together anechoicly using computer simulation. The distance between the microphones is 8.6 cm (Given the microphones distance of 8.6 cm and sampling frequency of 16 kHz, it can be concluded that maximum resolution of TDOA estimation is 4 samples and nal maximum resolution of DOA estimation is 22:5 .). DOA of the main source is di erent for each le, and the SNR level is randomly chosen between {17dB and +12dB [24] .
In this section, we use the simulation method proposed in [22] . For each le in this dataset, we plot the TDOA histogram that shows the probability distribution of estimated TDOAs. In addition, we compute four statistical parameters for better comparison. These parameters are: In this section, we brie y explain some results of the simulations ( rst sub-gure of each gure). Figure 6 (a) and Table 1 (a) show a case where the main source is at 143 and cafeteria noise is located at 90 . Figure 6 (a) indicates that TDOA estimation using the MMLC function has the highest concentration around TDOA of the main source. This can be seen from the Mode frequency value in Table 1 (a). The Mode frequency of MMLC is 18% better than the best weighting function (PHAT). As seen in Table 1 (a), the proposed weighting function has the lowest RMSE between the other weighting functions, and this error is 28.5% lower than the best weighting function (PHAT-). After MMLC, PHAT has the best results in terms of Mode frequency, but this function and MML have the highest RMSE. This shows that most of the estimated TDOAs using PHAT are concentrated around the TDOA of the main source, but anomalous estimations are far from the true TDOA. By comparing the mode values of di erent weighting functions in this table, we found that three weighting functions PHAT, MML and MMLC have the nearest values to the TDOA of the main source (TDOA of the main source is {3.20), but by comparing the mean and mode values of these three functions, we can conclude that the MMLC function has the lowest di erence between mean and mode values. This indicates that the anomalous estimations using MMLC have shorter distance to the TDOA of the main source. Figure 7 (a) and Table 2 (a) show a case in which the main source is at 120 and square noise is located at 90 . As seen from Table 2(a), PHAT-and MMLC functions have the lowest RMSE, but MMLC has higher Mode frequency than PHAT-function. This indicates that anomalous estimations using MMLC have a greater distance from the TDOA of the main source.
By comparing the mean and mode values in PHAT-and MMLC functions, we found that the di erence between mean and mode values of PHATis less than the MMLC function. This con rms that anomalous estimations using PHAT-function have a shorter distance to TDOA of the main source. Figure 8 (a) and Table 3 (a) show a case in which the main source is located at 20 and the square noise source is at 120 . In this case, the MMLC function has the lowest RMSE. By comparing Mode frequency values of di erent functions, it can be seen that in MMLC, 72% of TDOA estimations are concentrated around TDOA of the main source and this value is 5% better than the PHAT-function. In this case, TDOA of the main source is 4.38 and as we can see in Table 3 (a), the mode value of the PHAT function is the nearest value to the TDOA of the main source. But, mode and mean values in this function have the maximum distance to each other (in comparison to the other functions). In this case, the MMLC function has the minimum di erence between mode and mean values; after PHAT and MML functions, MMLC has the nearest value to TDOA of the main source. As a result, estimated TDOAs using the MMLC function have the maximum concentration on true TDOA on the one hand and anomalous estimations have minimum distance to TDOA of the main source on the other hand.
Conclusion
In this paper, we proposed a new weighting function for the GCC framework using a combination of modi ed ML and PHAT-functions. This function has the merits of both of them. This function uses parameter and minimum value of coherence in its denominator to improve the TDOA estimation in low SNRs and high reverberations. On the other hand, this function uses new approximation of phase variance that is used in the MML function to improve the TDOA estimation in high SNRs and low reverberation time.
We evaluate our proposed function using real and synthesized datasets. In the rst step, we evaluate our proposed weighting function using synthetic data and Monte-Carlo simulation against SNR and reverberation time variations. Simulation results show that in terms of RMSE and in low SNRs, PHAT-and MMLC have the best results due to using parameter and the minimum value of coherence in the denominator of the functions. As SNR increases, our proposed function shows better results due to better approximation of phase variance. For example, in 0.8 s reverberation time and in SNRs higher than 50 dB, RMSE of MMLC is 0.277 samples less than the MML function. In the second step, we evaluate our proposed function using a real-world dataset, and we compare our proposed weighting function with CCC, PHAT, MML, and PHAT-functions. We used the SiSEC 2010 dataset as a real-world dataset for comparing weighting functions. 
