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FINITE FORMS OF GOWERS’ THEOREM ON THE
OSCILLATION STABILITY OF c0
DIANA OJEDA-ARISTIZABAL
Abstract. We give a constructive proof of the finite version of
Gowers’ FINk Theorem and analyse the corresponding upper bounds.
The FINk Theorem is closely related to the oscillation stability of
c0. The stabilization of Lipschitz functions on arbitrary finite di-
mensional Banach spaces was studied well before by V. Milman
(see [6, p.6]). We compare the finite FINk Theorem with the finite
stabilization principle in the case of spaces of the form ℓn
∞
, n ∈ N
and establish a much slower growing upper bound for the finite
stabilization principle in this particular case.
1. Introduction
It was observed by Milman (see [6, p.6]) that given a real-valued
Lipschitz function defined on the unit sphere of an infinite dimensional
Banach space, one can always find a finite dimensional subspace of any
given dimension on the unit sphere of which the function is almost con-
stant. This motivated the question of whether in this setting one could
also pass to an infinite dimensional subspace with the same property.
It was only in 1992 when W.T. Gowers proved in [2] that c0, the clas-
sical Banach space of real sequences converging to 0 endowed with the
supremum norm, has this property. For the special case of Lipschitz
functions defined on the unit sphere of c0 not depending on the sign of
the canonical coordinates, that is such that f(
∑
aiei) = f(
∑
|ai|ei) for
every (ai) in the sphere of c0, we can restrict our attention to the pos-
itive sphere of c0, the set of elements of the sphere with non-negative
canonical coordinates. Gowers associated a discrete structure to a net
for the positive sphere of c0, and proved a partition theorem for the
structure that we shall refer to as the FINk Theorem.
The research of the author presented in this paper was partially supported by
NSF grants DMS–0757507 and DMS–1262019. Any opinions, findings, and conclu-
sions or recommendations expressed in this article are those of the author and do
not necessarily reflect the views of the National Science Foundation.
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The FINk Theorem is a generalization of Hindman’s Theorem. For a
fixed k ∈ N, FINk is the set of all functions f : N → {0, 1, . . . , k} that
attain the maximum value k and whose support supp(f) = {n ∈ N :
f(n) 6= 0} is finite. Given f, g ∈ FINk we say that f < g if the support
of f occurs before the support of g. We consider two operations in
FINk defined pointwise as follows:
(i) Sum: (f + g)(n) = f(n) + g(n) for f < g,
(ii) Tetris : T : FINk → FINk−1. For f ∈ FINk, (Tf)(x) =
max{0, f(x)− 1}.
Note that if f0 < . . . < fn−1 ∈ FINk then T
l0(f0) + . . .+ T
ln−1(fn−1) ∈
FINk as long as one of l0, . . . , ln−1 is zero. A sequence (fi)i∈I of elements
of FINk with I = N or I = n for some n ∈ N such that fi < fj for
all i < j ∈ I is called a block sequence. The FINk Theorem states
that for any finite coloring c : FINk → {0, 1, . . . , r − 1} there exists an
infinite block sequence (fi)i∈N such that the combinatorial space 〈fi〉i∈N
generated by the sequence (fi)i∈N,
〈fi〉i∈N = {T
l1(fi1)+ . . .+T
ln(fin) : i1 < . . . < in, min{l1, . . . , ln} = 0},
is monochromatic.
The proof uses Galvin-Glazer methods of ultrafilter dynamics. While
the standard modern proof of Hindman’s Theorem uses ultrafilter dy-
namics (see [10, Ch. 2]), Hindman’s theorem was originally proved by
constructive methods [5] (see also [1]). Until now there is no construc-
tive proof of the FINk Theorem for k > 1. In this paper we provide a
constructive proof of the finite version of the FINk Theorem, namely
we prove the following:
Theorem 1. For all natural numbers m, k, r there exists a natural
number n such that for every r-coloring of FINk(n), the functions in
FINk supported below n, there exists a block sequence in FINk(n) of
length m that generates a monochromatic combinatorial subspace.
Let gk(m, r) be the minimal n given by the theorem. This result fol-
lows easily from the infinite version by a compactness argument. How-
ever such an argument could not be written in Peano Arithmetic (PA)
and gives no information about the bounds of the function gk(n, r).
Sometimes compactness can be used even when there is no inductive
proof that can be written in PA. This is the case for the following exam-
ple of a theorem unprovable in PA found by J. Paris and L. Harrington
(see [9]):
(PH) For all natural numbers n, k, r there exists a natural number
m such that for any r-coloring of [n,m]k, the k-element subsets of the
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interval of natural numbers [n,m], there exists a monochromatic set S
such that #S > minS.
The situation is different for the finite FINk Theorem since our proof
uses only induction and can be written in PA. In the notation of The-
orem 1, the bounds we find for k > 1 are
gk(n, 2) ≤ f4+2(k−1) ◦ f4(6m− 2),
where for i ∈ N, fi denotes the i-th function in the Ackermann Hierar-
chy.
One could expect that the bounds for the quantitative version of
Milman’s result about the stabilization of Lipschitz functions on finite
dimensional Banach spaces, for the special case of the spaces ℓn∞, n ∈
N, (the original statement of the Finite Stabilization Principle can be
found in [6, p.6]), would be comparable to those we find for the finite
version of the FINk Theorem. However this is not the case since we find
much smaller bounds for the Finite Stabilization Principle in the special
case of ℓn∞- spaces and functions defined on their positive spheres. More
precisely, we study in this particular case the following quantitative
version of the Finite Stabilization Principle presented in [7]:
Theorem 2. For all real numbers C, ǫ > 0 and every natural num-
ber m there is a natural number n such that for every n-dimensional
normed space F with a Schauder basis (xi)
n−1
i=0 , whose basis constant
does not exceed C, and for every C-Lipschitz f : F → R, there is a
block subsequence (yi)
m−1
i=0 of (xi)
n−1
i=0 so that
osc(f ↾ S[yi]m−1i=0
) < ǫ,
where SY , for Y any Banach space, is the unit sphere of Y SY =
S[yi]m−1i=0
. And [yi]
m−1
i=0 is the vector space generated by the sequence
(yi)
m−1
i=0 .
Let N(C, ǫ,m) be the minimal n such that for every C-Lipschitz
function f : PSℓn∞ → R, there is a block sequence (yi)
m−1
i=0 of positive
vectors such that osc(f ↾ PS[yi]m−1i=0
) < ǫ. By analysing the proof of
Theorem 2 in [7] for the especial case of the spaces ℓn∞, n ∈ N, we
obtain the following upper bound for N(C, ǫ,m):
N(C, ǫ,m) . f3
(
ms · ⌈
C
ǫ
⌉m
s
)
,
where s = log(ǫ/12C)/ log(1−ǫ/12C)+2. For fixed ǫ and C, this upper
bound is much slower growing than the bound we found for gk(m, 2)
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for a fixed k ≥ 2.
The paper is organized as follows. In Section 2 we present the proof
of Theorem 1, in Section 3 we obtain the upper bounds given by the
arguments in Section 2. Finally, in Section 4 we introduce the neces-
sary concepts related to the stabilization of Lipschitz functions, and
modify the proof of Theorem 2 presented in [7] so as to use only fini-
tary arguments. With this modified proof we give upper bounds for
N(C, ǫ,m).
2. The finite FINk Theorem
We start by fixing some notation. We denote by N the set of natural
numbers starting at zero and use the Von-Neumann identification of a
natural number n with the set of its predecessors, n = {0, 1, . . . , n−1}.
Let k ∈ N be given. For N, d ∈ N we define the finite version of FINk
and its d-dimensional version by:
FINk(N) = {f ∈ FINk : max(supp(f)) < N}
FINk(N)
[d] = {(fi)i<d| fi ∈ FINk(N) and fi < fj for i < j < d}.
Where for f, g ∈ FINk(N), we write f < g when max(supp(f)) <
min(supp(g)). The elements of FINk(N)
[d] are called block sequences.
The combinatorial space 〈fi〉i<d generated by a sequence (fi)i<d ∈
FINk(N)
[d] is the set of elements of FINk(N) of the form T
l0(fi0)+ . . .+
T ln−1(fin−1) where n ∈ N, i0 < . . . < in−1 < d and min{l0, . . . , ln−1} =
0. A block subsequence of (fi)i<d is a block sequence contained in
〈fi〉i<d. Just as we defined the d-dimensional version of FINk(N), if
(fi)i<l is a block sequence, we define (〈fi〉i<l)
[d] to be the collection of
block subsequences of (fi)i<l of length d.
The following definition is important when coding an element of FINk
in a sequence of elements of FINk−1. Given f = (fi)i<m ∈ FIN
[m]
k , for
g =
∑
i<m
T k−nifi,
we define suppfk(g) to be the set of all i < m such that ni = k. The
cardinality of this set determines the length of the sequence we need
in order to code g, as we shall describe in detail later on. The proof
is by induction on k. The starting point is Folkman’s Theorem. In
the inductive step, the idea is to code an element of FINk in a finite
sequence of elements of FINk−1 and apply the result for FINk−1 and its
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higher dimensional versions.
We identify canonically FIN1 with FIN, the collection of finite sub-
sets of N. The case k = 1 of the finite FINk Theorem, phrased in terms
of finite sets and finite unions, is a restatement of Folkman’s Theorem.
We include a proof of Folkman’s Theorem for the sake of completeness
and more importantly because we are interested in analysing the cor-
responding upper bounds. The proof presented here is extracted from
[4, Section 3.4].
Folkman’s Theorem. For all m, r ∈ N there exists N ∈ N such that
for every c : FIN(N) → r there exists (xi)i<m ∈ FIN(N)
[m] such that
c ↾ 〈xi〉i<m is constant.
It easily follows from the Pigeon-Hole principle that the theorem
reduces to the following:
Lemma 3. For every m, r ∈ N there exists N ∈ N such that for all
c : FIN(N) → r there exists (xi)i<m ∈ FIN(N)
[m] such that c ↾ 〈xi〉i<m
is min-determined. That is, if x =
⋃
i∈s xi, y =
⋃
i∈t xi with s, t ⊆ m
such that min s = min t then c(x) = c(y).
We denote by N(m, r) the minimal N given by Lemma 3. We shall
use van der Waerden’s Theorem. For n, r ∈ N, let W (n, r) be the
minimal m such that for any r-coloring of m there is a monochromatic
arithmetic progression of length n.
Proof. We fix the number of colors r ∈ N and proceed by induction
on m, the length of the desired sequence. The base case m = 1 is
clear, so we suppose the statement holds for m and prove it for m+ 1.
By a repeated application of Ramsey’s theorem, we fix N ∈ N such
that given any r-coloring of FIN(N), there exists A ⊆ N of cardinality
W (N(m, r), r) such that for all i < W (N(m, r), r), the coloring c is
constant on [A]i, the color possibly depending on i.
Now let c : FIN(N) → r be given and let A ⊂ N be as above with
c ↾ [A]i constant with value ci < r. Define d : W (N(m, r), r)→ r by
d(i) = ci.
We use Van der Waerden’s Theorem to find α, λ < W (N(m, r), r) and
i0 < r such that d ↾ {α + λj : j < N(m, r)} is constant with value
ci0. Let x0 be the set consisting of the first α elements of A and let
y1 < . . . < yN(m,r) be a block sequence of subsets of A \ x0 each one of
which has cardinality λ. Note that the combinatorial space generated
by (yi)i<N(m,r) is canonically isomorphic to FIN(N(m, r)), therefore by
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induction hypothesis there exists a block subsequence x1 < . . . < xm
of (yi)0<i≤N(m,r) such that c ↾ 〈xi〉
m
i=1 is min-determined.
We shall see that (xi)i<m+1 is the sequence we are looking for. Fix
x, y ∈ 〈xi〉0≤i≤m with the same minimum. Suppose first that x0 ⊆ x
then also x0 ⊆ y and #x = m+λi,#y = m+λj for some i, j < N(m, r).
Hence c(x) = c(y) = ci0 . Now suppose x0 * x then the same holds for
y and consequently x, y ∈ 〈xi〉
m
i=1. By the choice of (xi)
m
i=1 it follows
that c(x) = c(y). 
We now prove Theorem 1 in its multidimensional form.
Theorem 4. For all k,m, r, d ∈ N there exists n ∈ N such that for
every coloring c : FINk(n)
[d] → r there exists (fi)i<m ∈ FINk(n)
[m]
such that c ↾ (〈fi〉i<m)
[d] is constant.
Let gk,d(m, r) be the minimal n given by Theorem 4. We prove the
theorem by induction on k. Note that if we have the theorem for some
k and d = 1, we can deduce the theorem for k and dimensions d > 0
using a standard diagonalization argument. We include the dimensions
in the statement of the theorem because they play an important role
in the proof and because we are interested in calculating upper bounds
for gk,d(m, r).
Proof. The base case k = 1 in dimension 1 is Folkman’s Theorem. Sup-
pose the theorem holds for k and all m, r, d ∈ N. We work to get the
result for k + 1. We need the following preliminary result:
Claim 5. For all N, r ∈ N there exists N¯ such that for every c :
FINk+1(N¯) → r there exists h = (hi)i<N ∈ FINk+1(N¯)
[N ] such that
for
f =
∑
i<N
T k+1−si(hi)
g =
∑
i<N
T k+1−ti(hi),
c(f) = c(g) whenever supphk+1(f) = supp
h
k+1(g), that is, whenever for
all i < N , si = k + 1 if and only if ti = k + 1.
Let N¯k+1(N, r) be the minimal N¯ given by Claim 5.
Proof of Claim 5. Let N, r ∈ N be given. By induction hypothesis,
let N¯ be such that for any sequence of r-colorings (ei)i<N with ei :
FINk(N¯)
[2i+3] → r, there exists a block sequence (fj)j<3N such that
for each i < N , ei is constant on (〈fj〉j<3N)
[2i+3], its value possibly
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depending on i.
Let c : FINk+1(N¯) → r be given. Define U : FINk → FINk+1 by
(Uf)(i) =
{
f(i) + 1 if f(i) 6= 0
0 otherwise.
For each i < N define the coloring ei : FINk(N¯)
[2i+3] → r by
ei((hj)j<2i+3) = c
( ∑
j<2i+3
U j mod2hj
)
,
By the choice of N¯ , we can find a block sequence (fj)j<3N such that
for each i < N , ei is constant on (〈fj〉j<3N)
[2i+3]. We shall see that
the sequence (hi)i<N defined by hi = f3i + Uf3i+1 + f3i+2 for i <
N is the sequence we are looking for. Let g1, g2 ∈ 〈hi〉i<N be such
that supphk+1(g1) = supp
h
k+1(g2), let l be the cardinality of supp
h
k+1(g1).
Then we can write g1, g2 as
g1 =
∑
j<2(l−1)+3
U j mod2wj
g2 =
∑
j<2(l−1)+3
U j mod2w′j
for some (wj)j<2(l−1)+3, (w
′
j)j<2(l−1)+3 ∈ (〈fj〉j<3N)
[2(l−1)+3]. Since el−1
is constant on (〈fj〉j<3N)
[2(l−1)+3], it follows that c(g1) = c(g2). 
We now verify that for the case k + 1, d = 1 in Theorem 4, we may
take n = N¯k+1(H, r) where H = g1,1(m, r) . Let c : FINk(n) → r be
given. By the choice of n we can find h = (hi)i<H such that c ↾ 〈hi〉i<H
depends only on supphk+1. Let
d : P(H) → r
x 7→ c
(∑
i∈x
hi
)
By the choice of H we can find x0 < . . . < xm−1 subsets of H such
that d ↾ 〈xi〉i<m is constant. For i < m let fi =
∑
j∈xi
hj . Note that
for f ∈ 〈fi〉i<m, supp
h
k+1(f) is a finite union of x0, . . . xm−1. Therefore
c ↾ 〈fi〉i<m is constant. 
3. Bounds for the finite FINk Theorem
In this section we calculate upper bounds for the numbers gk,d(m, r)
given by the proof in Section 2. Since we used Ramsey’s Theorem
8 DIANA OJEDA-ARISTIZABAL
and Van der Waerden’s Theorem in our arguments, we will need up-
per bounds for the numbers corresponding to these two theorems. For
Ramsey’s Theorem, Rd(m) is the minimal n such that if [n]
d, the col-
lection of subsets of n of cardinality d, is 2-colored then there exists a
monochromatic set of cardinality m. For Van der Waerden’s Theorem,
W (m) is the minimal n such that if n is 2-colored, then there exists
a monochromatic arithmetic progression of length m. For a discussion
of Ramsey numbers and Van der Waerden numbers, see [4, Ch. 4]. It
turns out that these numbers grow very rapidly and, in order to deal
with such rapidly growing functions, we use the Ackermann Hierarchy.
The Ackermann hierarchy is the sequence of functions fi : N → N
defined as follows:
f1(x) = 2x
fi+1(x) = f
(x)
i (1)
Already the function f3 grows very fast with f3(5) = 2
65536 a number
with nearly 20,000 decimal digits (see [4, section 2.7]). The function f3
is called TOWER and f4 is called WOW. The Ackermann function is
obtained by diagonalization and grows even faster than any fi, i ∈ N:
fω(x) = fx(x)
There is a slight variation of the function TOWER in the Ackermann
hierarchy, it is useful to express upper bounds for the Ramsey numbers
Rd(m) and the Van der Waerden numbers W (m). The tower functions
ti(x) are defined inductively by
t1(x) = x
ti+1(x) = 2
ti(x)
We shall use the following well known upper bounds for Rd(m) and
W (m):
Rd(m) ≤ td(cdm)(1)
W (m) ≤ 22
22
2m+9
= t6(m+ 9)(2)
Where cd is a constant that depends on d. See [4, Section 4.7] for a
deduction of the bound for Rd(m). The bound for W (m) was found
by Gowers in [3].
We now analyse the proof of Theorem 4 presented in Section 2 to
get some information about the corresponding upper bounds. We con-
sider only 2-colorings and so we will omit the number of colors in the
arguments of our functions and write gk,d(m) for gk,d(m, 2). That is,
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gk,d(m) is the minimal n such that for every coloring c : FINk(n)
[d] → 2
there exists (fi)i<m ∈ FINk(n)
[m] such that c ↾ (〈fi〉i<m)
[d] is constant.
We adopt the same convention for any other numbers defined in the
course of the proof of Theorem 4 that have the number of colors as a
parameter.
In what follows we will analyse each step in the proof presented in
Section 2 and refer to the sequence of lemmas and claims presented
therein. Recall that in the proof we proceeded by induction on k and
in the inductive step from k to k+1 we used the inductive hypothesis in
several dimensions d > 1. Therefore we will first find the upper bounds
corresponding to the base case k = 1 in dimension 1, and then describe
the diagonalization argument to obtain the result for k = 1 and di-
mension 2. The arguments are similar for higher dimensions and so
we get upper bounds for g1,d(m), d > 1. To illustrate how the bounds
behave when the value of k increases, we analyse the inductive step
in the proof and obtain an upper bound for g2,1(m). The arguments
to pass from k to k + 1 and to increase the dimension are similar for
bigger values of k and so we get upper bounds for gk,d(m), k ≥ 2, d ≥ 1.
We start by finding an upper bound for N(m), the minimal N ∈ N
such that for all c : FIN(N) → r there exists (xi)i<m ∈ FIN(N)
[m] such
that c ↾ 〈xi〉i<m is min-determined. In the proof of Lemma 3 we had
to apply Ramsey’s Theorem in dimensions 1, 2, . . . ,W (N(m)) in order
to obtain a suitable set of cardinality W (N(m)). To easily iterate the
upper bound (1), note that for any i ∈ N and any given constant c, if x
is big enough then we have that ti(cx) ≤ ti+1(x). Using these estimates
we get the following recursive inequality:
N(m+ 1) ≤ RW (N(m)) ◦ . . . R2 ◦R1(W (N(m)))
≤ tl+1(W (N(m)))
= tl+6(N(m) + 9)
≤ tt6(N(m)+10)(N(m) + 9)
≤ t(t6(N(m) + 10) +N(m) + 9)
≤ t(t6(N(m) + 11))
≤ t3(N(m))
10 DIANA OJEDA-ARISTIZABAL
Where l counts the index of the tower function resulting from the iter-
ation of the bound for Rd(m), that is
l =
t6(m+9)∑
i=1
i.
From the recursive inequality for N(m), we get that
N(m) ≤ (t3)m(1)
≤ f4(3m).
In order to obtain Folkman’s Theorem from Lemma 3, we applied the
Pigeon-Hole principle, and so we have that
g1,1(m) ≤ N(2(m− 1) + 1)(3)
≤ f4(6m− 3).(4)
We now work to obtain bounds for g1,d(m) for d > 1. To increase the
dimension by 1, we use a standard diagonalization argument which re-
sults in upper bounds of the form g1,d(m) ≤ f
d
5 (7m+ 2(d− 1)).
We describe the diagonalization argument we used to obtain Theo-
rem 4 for k = 1 and d = 2 and calculate the resulting upper bound
for g1,2(m). Let c : FIN(N)
[2] → 2 be given and let us calculate how
big should N be in order to ensure the existence of a block sequence of
length m generating a monochromatic combinatorial subspace. We de-
fine block sequences S0, . . . , Sp−1 and a0 < . . . < ap−1 where p = g1,1(m)
with the following properties:
(i) S0 = {{0}, . . . , {N − 1}},
(ii) aj is the first element of Sj ,
(iii) For j > 0, Sj is a block subsequence of Sj−1 such that for each
x ∈ 〈ai〉i<j , the coloring cx : FIN(N\x)→ 2 of the finite subsets
of N \ x defined by
y 7→ c(x, y)
is constant with value ix when restricted to 〈Sj〉,
(iv) the sequence Sp−1 has length 2.
Each Sj , 0 < j < p can be obtained by a repeated application of
Theorem 4 for k = 1 in dimension 1. Let S = {aj : j < p} and
consider the coloring d : 〈S〉 → 2 defined by
x 7→ ix
By the choice of p, we can find a block subsequence of S of length
m that generates a d-monochromatic combinatorial subspace, and by
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construction this sequence will also generate a c-monochromatic com-
binatorial subspace. Since the total number of refinements to obtain
the sequences (Sj)j<p is 2
p − 1, it suffices to start with N ≥ g2
p−1
1,1 (2)
and so
(5) g1,2(m) ≤ g
2p−1
1,1 (2)
One can prove by induction on l that gl1,1(m) ≤ f
l
4(6m+ l − 4), so we
have that
g1,2(m) ≤ f
2p−1
4 (2
p + 7)(6)
≤ f
f4(6m−2)
4 (f4(6m− 2))(7)
≤ f
f4(6m−2)+1
4 (6m− 2)(8)
≤ f5(f4(7m))(9)
≤ f 25 (7m).(10)
In general the recursive inequality resulting from the diagonalization
argument is
(11) g1,d+1(m) ≤ g
hd(g1,d(m))
1,1 (2),
where hd(l) for l ∈ N, is the cardinality of FIN
[d]
1 (l). Note that hd(l) ≤
2ld. From calculations like the ones in (6)-(10), one gets that for d ≥ 2
(12) g1,d(m) ≤ f
d
5 (7m+ 2(d− 1)).
Now we find an upper bound for gk,1(m), k > 1. Recall that in the
proof of Theorem 4 we proceeded by induction on k. In the inductive
step from k to k + 1 we used the higher dimensional versions of the
result for k. We first found a subsequence where the coloring depends
only on suppk, which is the content of Claim 5. We then applied Folk-
man’s Theorem to obtain the desired sequence in FINk+1.
We consider the case k = 2, the calculations for bigger values of k
are similar. Let N ∈ N be given, in order to establish Claim 5 for N
and k = 2 we used Theorem 4 for k = 1 in dimensions 2i + 3(i < N).
Using the notation in the proof, we see that
N¯2(N) ≤ g1,2(N−1)+3 ◦ . . . ◦ g1,5 ◦ g1,3(N)(13)
≤ gN1,2(N−1)+3(N)(14)
≤ f 2N
2+N
5 (2N
2 + 10N − 1)(15)
≤ f6(4N
2 + 11N − 1).(16)
Where in (15) we have used the inequality gl1,d(m) ≤ (7m+ 2(d− 1) +
(l − 1)d), for l, d ∈ N, d > 1. From the final application of Folkman’s
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Theorem we get
g2,1(m) ≤ N¯2(g1,1(m))(17)
≤ g1,2(g1,1(m)−1)+3 ◦ . . . ◦ g1,5 ◦ g1,3(g1,1(m))(18)
≤ f6(f4(6m− 2)).(19)
For the case k = 2, the bounds for the higher dimensional numbers we
obtain are:
(20) g2,d(m) ≤ f
d
7 (f4(6m− 2) + 2(d− 1)),
In general from the inductive step we get that for any k ∈ N,
N¯k+1(N) ≤ gk,2(N−1)+3 ◦ . . . ◦ gk,5 ◦ gk,3(N), and(21)
gk+1,1(m) ≤ gk,2(g1,1(m)−1)+3 ◦ . . . ◦ gk,5 ◦ gk,3(g1,1(m)).(22)
The diagonalization argument used to increase the dimension from d
to d+1 in the case k = 1 is similar for bigger values of k so we get that
(23) gk,d+1(m) ≤ g
hk,d(gk,d(m))
k,1 (2),
where hk,d(l) for l ∈ N, is the cardinality of FIN
[d]
k (l). Note that
hk,d(l) ≤ dl
k. Using (21), (22) and (23), we can carry out similar
calculations as the ones presented for the case k = 2 to obtain:
gk,1(m) ≤ f4+2(k−1) ◦ f4(6m− 2),(24)
gk,d(m) ≤ f
d
5+2(k−1)(f4(6m− 2) + 2(d− 1)),(25)
where d > 1. We summarize in the following table the upper bounds
we obtain.
k Dimension Upper bound
2
1 f6 ◦ f4(6m− 2)
2 f 27 (f4(6m− 2) + 2)
...
d f d7 (f4(6m− 2) + 2(d− 1))
3
1 f8 ◦ f4(6m− 2)
2 f 29 (f4(6m− 2) + 2)
...
d f d9 (f4(6m− 2) + 2(d− 1))
...
k
1 f4+2(k−1) ◦ f4(6m− 2)
2 f 25+2(k−1)(f4(6m− 2) + 2)
...
d f d5+2(k−1)(f4(6m− 2) + 2(d− 1))
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4. Bounds for the finite stabilization theorem
As we mentioned in the introduction, Gowers formulated and proved
the FINk Theorem to obtain the stabilization of Lipschitz functions on
the positive sphere of c0. Let us introduce some notions from Banach
space theory in order to talk about stabilization of Lipschitz functions
and see how this relates to the FINk Theorem. Given a Banach space
X with Schauder basis (xi)i∈I , I = N or I = n for some n ∈ N, for
x =
∑
i∈I aixi ∈ X we define the support supp(x) of x by supp(x) =
{i ∈ I : ai 6= 0}, we say x is positive with respect to (xi)i∈I if each ai
is non negative. A sequence of vectors (yi)i∈J with J = N or J = n
for some n ∈ N is a block subsequence of (xi)i∈I if each yi has finite
support and max supp(yi) < min supp(yj) for every i < j ∈ J . The
sequence (yi)i∈I is positive with respect to (xi)i∈I if each yi is positive,
and it is normalized if each yi has norm 1. A subspace generated by
a positive normalized block sequence is called a positive subspace. The
positive unit sphere of a positive subspace Y of X , denoted by PSY ,
is the set of positive vectors in the unit sphere of Y . We say that a
Lipschitz function f : SX → R stabilizes on the positive sphere if for
every ǫ > 0 there exists an infinite dimensional positive subspace Y
such that
osc(f ↾ PSY ) = sup{|f(x)− f(y)| : x,y ∈ PSY } < ǫ.
To obtain the stabilization of Lipschitz functions on the whole unit
sphere of c0, Gowers used a modification of the combinatorial struc-
ture FINk to account for the change of signs, and in this case proved
an approximate Ramsey type theorem for it.
We say that a space X is oscillation stable if every Lipschitz function
stabilizes on the unit sphere, that is, for every ǫ > 0 there exists an
infinite dimensional subspace Y such that
osc(f ↾ SY ) = sup{|f(x)− f(y)| : x,y ∈ SY } < ǫ.
It turns out that only ”c0-like” spaces have this property (see [8, p.
1349]). However, given a Lipschitz function defined on the unit sphere
of an infinite dimensional Banach space X , we can always pass to a
subspace of any given finite dimension on the unit sphere of which the
oscillation is as small as we want. This was first observed by Milman
(see [6, p.6]). The following theorem gives the quantitative version of
this fact for the positive sphere of ℓn∞-spaces. Recall that the space ℓ∞
is the space of bounded sequences of real numbers endowed with the
sup norm, the space ℓn∞ is R
n endowed with the sup norm.
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Theorem 6. For all C, ǫ > 0 and m ∈ N there is n ∈ N such that
for every C-Lipschitz function f : PSℓn∞ → R there is a positive block
sequence (yi)i<m so that
osc(f ↾ PS[yi]i<m) < ǫ.
Let n(C, ǫ,m) ∈ N be the minimal n given by Theorem 6. This
quantitative version is stated and proved in [7] for the sphere of arbi-
trary finite dimensional Banach spaces. At first, it seemed plausible
that Theorem 6 would suffice to prove the finite FINk Theorem. Given
a coloring of FINk(n) for some n ∈ N, one would have to define a func-
tion on a subset of the positive sphere of ℓn∞ and extend this coloring to
the positive sphere of ℓn∞. Problems arise because we have no control
over the Lipschitz constant of the resulting function on the positive
sphere of ℓn∞.
It is interesting to see how the bounds found in the previous section
for the finite FINk Theorem compare to the bounds for Theorem 6. In
what follows we shall outline the proof of Theorem 6 as presented in
[7] and calculate the resulting upper bound for the function n(C, ǫ,m).
The argument is organized in two claims. The statement of the first
one as we present it here, is slightly different from [7]; in its proof we
use Ramsey’s Theorem explicitly. We reproduce the argument for the
second claim and provide the details that allow us to calculate the up-
per bounds.
Let (ei)i∈N be the standard basis of c0.
Claim 7. For any l ∈ N, C, ǫ > 0, there exists m¯ ∈ N such that for
any C-Lipschitz function f : PS[ei]i<m¯ → R, there exists A ⊂ m¯ of
cardinality m such that f ↾ PS[ei]i∈A is ǫ- almost spreading, that is, for
any n0 < . . . < nl−1, m0 < . . . < ml−1 ∈ A , l < m and any sequence
of scalars (ai)i<l such that 0 < ai ≤ 1 and maxi ai = 1, we have that
|f(
∑
i<l aieni)− f(
∑
i<l aiemi)| < ǫ.
Let m¯(C, ǫ,m) be the minimal m¯ given by Claim 7.
Proof. Let ǫ > 0. Given a C-Lipschitz function f : PS[ei]i<d → R,
d ∈ N and a sequence of scalars a = (ai)i<l such that 0 < ai ≤ 1
and maxi ai = 1, we define a coloring cf,a of [d]
l as follows: Let (Ij)j<r
be a partition of the range of f into intervals of length at most ǫ/3,
where r = ⌈3C/ǫ⌉. Define cf,a : [d]
l → r by cf,a({n0, . . . , nl−1}<) = j
if and only if f(
∑
i<l aieni) ∈ Ij . Note that if A ⊂ d is homogeneous
for cf,a then for any n0 < . . . < nl−1, m0 < . . . < ml−1 ∈ A, we have
that |f(
∑
i<l aieni) − f(
∑
i<l aiemi)| < ǫ/3. We see that m¯ should be
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big enough so that given a C-Lipschitz function f : PS[ei]i<m¯ → R, we
can find A ⊂ m¯ of cardinality m that is homogeneous for colorings cf,a
with a ranging over some ǫ/3C-nets of PS[ei]i<l for l < m. For each
l < m we use an ǫ/3C-net for PS[ei]i<l of cardinality ⌈3C/ǫ⌉
l−1. Hence
for each l < m it suffices to use Ramsey’s Theorem for r-colorings of
l-tuples, consequently:
m¯(C, ǫ,m) ≤ f3
((
m
⌈3C
ǫ
⌉m)
·
⌈
log2
3
ǫ
⌉)

For the next step we need to introduce some notation. We say
that x,y ∈ c00 have the same distribution, denoted by x
dis
= y if
x =
∑
i<k aieni and y =
∑
i<k aiemi for some k ∈ N, (ai)i<k ⊂ R,
and n0 < . . . < nk−1, m0 < . . . < mk−1 ∈ N. For x,y ∈ c00 let
dis(x,y) = inf{||x¯− y¯||∞ : x¯
dis
= x, and y¯
dis
= y}.
For 0 < r < 1 define recursively a sequence of finitely supported vectors
(y
(n)
r )n∈N as follows. Let y
(0)
r = e0 and assuming y
(n)
r =
∑
i<ln
y
(n)
r (i)ei
is already defined we let
y(n+1)r =
∑
i<ln
(
rn+1e3i + y
(n)
r (i)e3i+1 + r
n+1e3i+2
)
(thus y
(1)
r = (r, 1, r, 0, . . .),y
(2)
r = (r2, r, r2, r2, 1, r2, r2, r, r2, 0, . . .), etc.).
Note that #supp(y
(n)
r ) = 3n for n ∈ N. We shall need the following
observation:
Claim 8. Let t, s ∈ N, 0 < r < 1, and let (zl)l<3t be a block sequence
of vectors with the same distribution as y
(st)
r . Then for every linear
combination z =
∑
l<3t r
αlzl with at least one αl = 0, there exists
z¯
dis
= y
(st)
r such that for every j ≤ (s−1)t and i ∈ N such that z(i) = rj,
we have that z¯(i) = rj+l for some 0 ≤ l ≤ t.
Proof. Let s ∈ N and 0 < r < 1. We prove the claim by induction on
t. For the base case t = 1, let (zl)l<3 be a block sequence of vectors
distributed as y
(s)
r . It is useful to note that
y(s)r
dis
= ry(s−1) + r2y(s−2) + . . . r(s)y(0) + y(0)(26)
+r(s)y(0) + . . .+ r2y(s−2) + ry(s−1),
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where for i < s, y(i)
dis
= y(i)
dis
= y
(i)
r , y(0)
dis
= e0 and are such that there is
no overlap or gaps between the supports of the terms of the sum. Let
z =
∑
l<3 r
αlzl with at least one αl = 0. Since each y
(i), i < s also has
an structure as in (26), it is easy to find a vector distributed as y
(s)
r
that satisfies the conclusion of the claim.
For the inductive step, let (zl)l<3t+1 be a block sequence of vectors with
the same distribution as y
(s(t+1))
r and let z =
∑
l<3t+1 r
αlzl with at least
one αl = 0. It is easy to see that we can write z as
z =
∑
m<3
rβmwm,
where each wm is a linear combination of 3
t many vectors distributed
as y
(s(t+1))
r and at least one βm = 0. For each m < 3 let z¯m
dis
= y
(st)
r
be the vector given by the induction hypothesis when applied to the
vector obtained from wm by restricting to the coordinates with values
greater than or equal to rst. Let z¯ =
∑
m<3 r
βm z¯m. We may now apply
the claim in the case t = 1 to the vector obtained by restricting z¯ to
the coordinates with value greater than or equal to rs. Let z¯ be the
vector obtained in this way. It is easy to extend the vector z¯ to a vector
distributed as y
(s(t+1))
r with the desired property.

Claim 9. For every ǫ > 0 and m ∈ N there exists a normalized block
subsequence (zi)i<m of (ei) such that the positive sphere of [zi]i<m has
diameter less than ǫ with respect to dis(·, ·).
Let D(ǫ,m) be the minimal n such that we can find a block subse-
quence (zi)i<m of (ei)i<n as in Claim 9.
Proof. Let ǫ > 0, m ∈ N be given. To simplify the notation suppose
m = 3t for some t ∈ N. Let 0 < r < 1 be such that 1 − rt < ǫ/4
and let s ∈ N be such that r(s−1)t < ǫ/4. Take n = s · t. Let
z0 < . . . < zm−1 be distributed as y
(n)
r . Let w0,w1 be in the pos-
itive sphere of [zi]i<m. Let w¯i, i < 2 be linear combinations of the
vectors z0, . . . , zm−1 of norm 1, whose coefficients are positive powers
of r and such that ||wi − w¯i|| < ǫ/4, i < 2. By Claim 8 we have that
dis(w¯i, z0) < ǫ/4, and therefore dis(w0,w1) < ǫ.
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We now calculate the upper bound for D(ǫ,m) given by the proof.
From the conditions 1− rt < ǫ/4 and r(s−1)t < ǫ/4 we get
s >
| log (ǫ/4) |
|t log r|
+ 1
|t log r| < | log(1− ǫ/4)|,
so s > | log(ǫ/4)|
| log(1−ǫ/4)|
+ 1 and we have that
D(ǫ, 3t) ≤ 3(s+1)·t ≤ (3t)
| log(ǫ/4)|
| log(1−ǫ/4)|
+2.

To see how Theorem 6 follows from Claims 7 and 9, and obtain the
resulting upper bound for n(C, ǫ,m), let C, ǫ > 0, m ∈ N be given.
Suppose m = 3t for some t ∈ N. Let
n = m¯(C, ǫ/3, D(ǫ/3C,m)).
Let f : ℓn∞ → R be C-Lipschitz. By Claim 7, we can find A ⊂ n of
cardinalityD(ǫ/3C,m) such that f is ǫ/3-almost spreading on PS[ei]i∈A.
By Claim 9 we can find a block subsequence (zi)i<m of (ei)i∈A such that
PS[z0,...,zm−1] has diameter less than ǫ/3C with respect to dis(·, ·).
Let yi ∈ PS[z0,...,zm−1], i = 0, 1. We can find y¯i ∈ PS[z0,...,zm−1] such
that y¯i
dis
= yi, i = 0, 1 and ||y¯0 − y¯1||∞ < ǫ/3C. Hence we have that
|f(y0)− f(y1)| ≤ |f(y0)− f(y¯0)|+ |f(y¯0)− f(y¯1)|+ |f(y1)− f(y¯1)|
< ǫ.
Therefore
n(C, ǫ, 3t) ≤ m¯(C, ǫ/3, D(ǫ/3C, 3t)) < f3
(
3t·s⌈
9C
ǫ
⌉3
t·s
⌈log2
9
ǫ
⌉
)
,
where s = ⌈ log(ǫ/12C)
log(1−ǫ/12C)
⌉ + 2.
5. Conclusions
As far as we know there is no proof of the infinite FINk Theorem that
avoids the use of idempotent ultrafilters. The proof we present of the
finite version cannot be adapted to the infinite case. This is because
when proving the result for k + 1, we have to know how many dimen-
sions of the inductive hypothesis we need, and this number depends on
the desired length of the homogeneous sequence.
We found upper bounds for the Finite Stabilization Theorem in the
special case of the spaces ℓn∞ that grow much slower than the upper
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bounds we have for the finite FINk Theorem, this suggests that the
FINk Theorem is stronger than this special case of the Finite Stabi-
lization Theorem. To make this comparison precise and also because
it is interesting in its own right, we still have to find lower bounds
for the functions gk(n), k ∈ N. This would amount to finding for any
given l ∈ N, a bad coloring of FINk(N) for some N , for which there
is no sequence of length l generating a monochromatic combinatorial
subspace. In this direction it would also be interesting to find a way
for stepping up lower bounds for a given k ∈ N to bigger values of k.
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