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Abstract
We consider a non-standard inverse heat conduction problem in a quarter plane which appears in some
applied subjects. We want to know the surface heat flux in a body from a measured temperature history at
a fixed location inside the body. This is an exponentially ill-posed problem in the sense that the solution
(if it exists) does not depend continuously on the data. A Fourier regularization method together with order
optimal logarithmic stability estimates is given. A numerical example shows that the theoretical results are
valid.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In several engineering contexts, it is sometimes necessary to determine the surface tempera-
ture and heat flux in a body from a measured temperature history at a fixed location inside the
body [1]. For the standard case, the following sideways heat equation,
ut = uxx, x > 0, t > 0,
u(x,0) = 0, x  0, u(1, t) = g(t), t  0, u(x, t)|x→∞ bounded, (1.1)
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erences therein).
In this paper we consider a non-standard inverse heat conduction problem appearing in some
applied subjects [10]:
κuxx = ρ1c1ut + ρ2c2vux, (1.2)
here, all physical parameters are assumed to be positive constants. The second term on the right-
hand side of (1.2) describes that a fluid is travelling through the heat conduction body (density ρ1,
thermal conductivity κ , specific heat c1) with a velocity v, density ρ2 and the specific heat c2.
From (1.2), we can get a simplified equation:
uxx = ρ2c2v
ρ1c1
Pe(ut + ux), (1.3)
where Pe = Dvρ2c2/k (D is the characteristic length) denotes the Peclet number.
Mathematically, for simplicity, we consider the following model in L2(R) space [11–14]:
ut + ux = uxx, x > 0, t > 0,
u(x,0) = 0, x  0, u(1, t) = g(t), t  0. (1.4)
The problem consists of using the data g(t) to determine the heat flux
h(t) := ux(0, t). (1.5)
For the forward problem, the integral equation for u(x, t) is
u(x, t) =
t∫
0
G(x, t,0, τ )h(τ) dτ +
∞∫
0
G(x, t, ξ,0)u(ξ,0) dξ,
where G(x, t, ξ, τ ) is Green’s function for Eq. (1.4) corresponding to the boundary value (1.5)
and initial value u(x,0),
G(x, t, ξ, τ ) = 1
2
√
π(t − τ)
(
e−(x−(t−τ)−ξ)2/4(t−τ) + e−(x−(t−τ)+ξ)2/4(t−τ))H(t − τ),
where H(t) is the Heaviside function. Due to the setting u(x,0) = 0, the temperature at x = 1,
g(t), has to be
g(t) = u(1, t) =
t∫
0
1√
π(t − τ)e
−(1−(t−τ))2/4(t−τ)h(τ ) dτ. (1.6)
We formulate (1.6) in terms of an operator equation:
(Kh)(t) = g(t), 0 t < ∞, (1.7)
where (Kh)(t) = ∫ t0 k(t − τ)h(τ) dτ , k(t) = e−(1−t)2/4tH(t)/√πt . We can prove that K is a
compact linear operator in L2[0, T ] where [0, T ] (T > 0) is any finite interval and K−1 exists
and is unbounded (also see [2]). Unfortunately, the relevance of K in the L2(0,∞) is difficult to
know and the explicit representation for K in terms of its eigenvalues and eigenvectors cannot be
found in L2(0,∞). Hence a well-known regularization method for compact operator-truncated
singular value decomposition (TSVD) seems to be unavailable. However, by virtue of Fourier
transform technique, we can easily obtain an explicit representation in the frequency domain.
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as well as investigate the connection of Fourier regularization method and general regularization
theory, although we do not claim that any originality of our idea.
The paper is organized as follows: In the forthcoming section, some results in general reg-
ularization theory are reviewed and a new interpretation for the Fourier regularization method
is given. Subsequently for the method we prove error estimates. In Section 4, a space march-
ing scheme is given and the convergence has been proved. In Section 5, a numerical example is
devised to verify the theoretical effects.
2. On general regularization theory
First let us review some results on general regularization theory for ill-posed problem. Con-
sider an ill-posed operator equation [15–18],
T x† = y, (2.1)
where T :X → Y is a bounded linear operator between Hilbert spaces X and Y .
Most regularization operators can be written in the form
Rα := gα(T ∗T )T ∗ (2.2)
with some function gα satisfying
lim
α→0gα(λ) =
1
λ
. (2.3)
Then for the regularization solution with unperturbed data, we have xα := Rαy and x† − xα =
rα(T
∗T )x† with rα(λ) = 1 − λgα(λ). For example, for TSVD method (also referred as spectral
cut-off method),
gα(λ) =
{ 1
λ
, λ α,
0, λ < α.
(2.4)
rα(λ) =
{
0, λ α,
1, λ < α. (2.5)
In general, the exact solution x† ∈ X is required to satisfy a so-called source condition, other-
wise the convergence of the regularization method approximating the problem can be arbitrarily
slow. For an exponentially ill-posed problem, Hohage suggests choosing a logarithmic source
condition,
x† = fq(T ∗T )ω, ‖ω‖E, (2.6)
i.e., x† belongs to the source set
Mfq,E =
{
fq(T
∗T )ω, ω ∈ X and ‖ω‖E}, (2.7)
where
fq(λ) =
{
(− lnλ)−q, 0 < λ exp(−1),
0, λ = 0, (2.8)
with q > 0.
For λ = 1, assume that the norm in Y is scaled so that
‖T ∗T ‖ = ‖T ‖2  exp(−1). (2.9)
The following results on a-posteriori regularization parameter can be found in [15].
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α  exp(−1), (2.11)
α  exp(−1) ⇒ ∥∥T xδα − yδ∥∥ 32δ max(− ln δ,1). (2.12)
For most regularization methods a parameter α satisfying (2.10)–(2.12) exists and can be found
by a simple algorithm.
Proposition 2.1 (A-posteriori parameter choice case). Assume that (2.3), |rα(λ)|  1, and√
λfq(λ)|rα(λ)|  C1√αfq(α) hold with the constant C1 depending only on p, suppose that
α = α(δ, yδ) is chosen by (2.10)–(2.12) and x† satisfies source condition (2.6). Then the asymp-
totically optimal estimate∥∥xδα − x†∥∥Efq(δ2/E2)(1 + o(1)) (2.13)
holds for δ → 0.
As for an a-priori parameter choice, under some similar conditions, α is chosen by α = γ δ/E,
where γ is a positive constant, then error estimate between x† and xδα also has an order opti-
mal convergence rate O(Efq(δ2/E2)) = O(E(ln(E/δ))−q). It is easy to verify the fact that the
TSVD method satisfies all the assumptions in Proposition 2.1.
We consider problem (1.4) in L2(R) with respect to variable t , we extend u(x, ·), g(t) :=
u(1, t), f (t) := u(0, t) and other functions appearing in the paper be zero for t < 0. As a solution
of problem (1.4) we understand a function u(x, t) satisfying (1.4) in the classical sense; and for
every fixed x ∈ [0,∞), the functions u(x, ·), ux(x, ·) belong to L2(R). We assume that, as for
the inverse problem, there exists an a-priori bound for f (t) := u(0, t):
‖f ‖p E for some p  0, (2.14)
where ‖ · ‖p denotes the Sobolev space norm in Hp(R) defined by
‖f ‖p :=
( ∞∫
−∞
(
1 + ξ2)p∣∣fˆ (ξ)∣∣2 dξ
)1/2
, (2.15)
and
fˆ (ξ) = 1√
2π
∞∫
−∞
e−iξ t f (t) dt (2.16)
is the Fourier transform of function f (t). Let g(t) and gδ(t) be the exact and measured data at
x = 1 of solution u(x, t) of problem (1.4), respectively, which satisfy
‖gδ − g‖ δ, (2.17)
where ‖ · ‖ denotes the L2(R) norm. For the uniqueness of solution, we require that ‖u(x, ·)‖
be bounded [19], which implied that u(x, ·)|x→∞ is bounded. For the standard heat equation, in
[20] Knabner and Vessella have proved a conditional stability estimate for determining ux(0, t)
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solution in frequency domain:
uˆ(x, ξ) = e−xθ(ξ)fˆ (ξ) = e(1−x)θ(ξ)gˆ(ξ), (2.18)
and naturally
uˆx(x, ξ) = −θ(ξ)e(1−x)θ(ξ)gˆ(ξ), (2.19)
where θ(ξ) = √iξ + 1/4 − 1/2, √s denotes the principle square root of the complex variable s.
Let us reformulate the problem of identifying ux(x, t) from (unperturbed) data u(1, t) = g(t)
as an operator equation,
S(x)ux(x, t) = g(t) (2.20)
with a linear operator S(x) :L2(R) → L2(R). Obviously, (2.20) is equivalent to the following
operator equation [6]:
Sˆ(x)uˆx(x, ξ) = gˆ(ξ), Sˆ(x) = FS(x)F−1, (2.21)
where F :L2(R) → L2(R) is the Fourier operator that maps any L2(R) function v(t) into its
Fourier transform V (ξ). From (2.19), we have (ξ = 0)
Sˆ(x) = − 1
θ(ξ)
e−(1−x)θ(ξ). (2.22)
We realize that Sˆ(x) is a linear multiplication operator (also normal operator) [6], hence the
adjoint operator is Sˆ∗(x) = − 1
θ(ξ)
e−(1−x)θ(ξ). Therefore, we have
Sˆ(x)Sˆ∗(x) = Sˆ∗(x)Sˆ(x) = 1|θ(ξ)|2 exp
(
−(1 − x)
(√√
1 + 16ξ2 + 1
2
− 1
))
, where
1
|θ(ξ)|2 =
4√
1 + 16ξ2 + 1 − √2
√√
1 + 16ξ2 + 1
. (2.23)
For the problem of identifying u(x, t), similarly, we have the operator equation in the frequency
domain:
Aˆ(x)uˆ(x, ξ) = gˆ(ξ). (2.24)
From (2.18), we conclude
Aˆ(x) = e−(1−x)θ(ξ)gˆ(ξ) (2.25)
and
Aˆ∗(x)Aˆ(x) = exp
(
−(1 − x)
(√√
1 + 16ξ2 + 1
2
− 1
))
. (2.26)
But we find that there is a large relevance difference between the operators Aˆ∗(x)Aˆ(x) and
Sˆ∗(x)Sˆ(x). The former is a bounded operator, but the latter is an unbounded operator because
in (2.23) Sˆ∗(x)Sˆ(x) → ∞ as ξ → 0. In the general operator equation (2.1), T is assumed to be
bounded. Hence the general regularization theory studied so far is not applicable for the problem
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than the surface temperature.”
However, formally we can use TSVD method for solving problem (2.21), then we have
uˆα,δx (x, ξ) = gα(Sˆ∗Sˆ)Sˆ∗gˆδ(ξ)
=


−θ(ξ)e−(1−x)θ(ξ), 1|θ(ξ)|2 exp
(−(1 − x)(
√√
1+16ξ2+1
2 − 1
))
 α,
0, 1|θ(ξ)|2 exp
(−(1 − x)(
√√
1+16ξ2+1
2 − 1
))
< α,
(2.27)
the condition 1|θ(ξ)|2 exp(−(1 − x)(
√√
1+16ξ2+1
2 − 1)) α is equivalent to
ϕ
(
ξ2
) := ∣∣θ(ξ)∣∣2 exp
(
(1 − x)
(√√
1 + 16ξ2 + 1
2
− 1
))
 1
α
. (2.28)
It is easy to see that the function ϕ(·) is a strictly monotonically increasing, hence an increasing
inverse function ξ2 = ϕ−1(·) exists and (2.28) is equivalent to
ξ2  ϕ−1
(
1
α
)
:= ξ2max. (2.29)
From the above analysis, we let χmax be the characteristic function of interval [−ξmax, ξmax],
then regularization approximations of u(x, t) and ux(x, t) can be given, respectively (also see
[7,21]),
uδ,ξmax(x, t) = 1√
2π
∞∫
−∞
eiξ t e(1−x)θ(ξ)gˆδ(ξ)χmax dξ, (2.30)
uδ,ξmaxx (x, t) =
1√
2π
∞∫
−∞
−θ(ξ)eiξ t e(1−x)θ(ξ)gˆδ(ξ)χmax dξ. (2.31)
3. Fourier regularization and error estimates
In this section, we will prove the error estimate between the exact flux ux(x, t) and the regu-
larized approximation uδ,ξmaxx (x, t).
Lemma 3.1. The following inequalities hold:
(1) |θ(ξ)|√|ξ |, ξ ∈R,
(2) |e(1−x)θ(ξ)| e(1−x)
√|ξ |/2
, 0 x  1, ξ ∈R,
(3) |e−xθ(ξ)|√ee−x
√|ξ |/2
, 0 x  1, ξ ∈R.
Proof. The proof is very easy. We omit it. 
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u
δ,ξmax
x (x, t) defined by (2.31) be the Fourier regularized approximation of ux(x, t) with its
Fourier transform given by (2.19).
(I) If the priori condition (2.14) holds for 0 p < 1/2, and we select regularization parameter
ξmax as follows:
ξmax = 2
(
ln
E
δ
)2
, (3.1)
then there holds estimate∥∥ux(x, ·)− uδ,ξmaxx (x, ·)∥∥

√
2
[√
e2−p max
{(
1 − 2p
x
)1−2p
,
(
ln
E
δ
)1−2p}
+ ln E
δ
]
E1−xδx. (3.2)
(II) If the priori condition (2.14) holds for p  1/2, 0 < x < 1, and we select ξmax as the same
as in (3.1), then there holds
∥∥ux(x, ·)− uδ,ξmaxx (x, ·)∥∥
(√
e21/2−p
(
ln
E
δ
)−2p
+ √2
)
ln
E
δ
E1−xδx. (3.3)
(III) Assume the priori condition (2.14) hold for p > 1/2. Then, at x = 0, if we select ξmax
satisfying
ξmax = 2
(
ln
(
E
δ
(
ln
E
δ
)−2p))2
, (3.4)
there holds the estimate∥∥ux(0, ·)− uδ,ξmaxx (0, ·)∥∥√2E
(
ln
E
δ
)1−2p(
1 + o(1)), for δ → 0. (3.5)
Proof. Due to the Parseval formula and Lemma 3.1, conditions (2.14), (2.17), we know that∥∥ux(x, ·)− uδ,ξmaxx (x, ·)∥∥
= ∥∥uˆx(x, ·)− uˆδ,ξmaxx (x, ·)∥∥
= ∥∥θ(ξ)e(1−x)θ(ξ)[gˆ(ξ)− gˆ(ξ)χmax]+ θ(ξ)e(1−x)θ(ξ)[(gˆ(ξ)− gˆδ(ξ))χmax]∥∥

( ∫
|ξ |>ξmax
∣∣θ(ξ)e(1−x)θ(ξ)gˆ(ξ)∣∣2 dξ)1/2
+
( ∫
|ξ |ξmax
∣∣θ(ξ)e(1−x)θ(ξ)(gˆ(ξ)− gˆδ(ξ))∣∣2 dξ
)1/2
=
( ∫
|ξ |>ξmax
∣∣θ(ξ)e−xθ(ξ)(1 + ξ2)−p/2(1 + ξ2)p/2fˆ (ξ)∣∣2 dξ)1/2
+
( ∫ ∣∣θ(ξ)e(1−x)θ(ξ)(gˆ(ξ)− gˆδ(ξ))∣∣2 dξ
)1/2
|ξ |ξmax
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(∣∣θ(ξ)∣∣∣∣e−xθ(ξ)∣∣|ξ |−p)( ∫
|ξ |>ξmax
(
1 + ξ2)p∣∣fˆ (ξ)∣∣2 dξ)1/2
+ sup
|ξ |ξmax
(∣∣θ(ξ)∣∣∣∣e(1−x)θ(ξ)∣∣)( ∫
|ξ |ξmax
∣∣gˆ(ξ)− gˆδ(ξ)∣∣2 dξ
)1/2

√
eE sup
|ξ |>ξmax
(√|ξ |e−x√|ξ |/2|ξ |−p)+ δ sup
|ξ |ξmax
(√|ξ |e(1−x)√|ξ |/2 )
= √eE sup
|ξ |>ξmax
(|ξ |1/2−pe−x√|ξ |/2 )+ δ sup
|ξ |ξmax
(|ξ |1/2e(1−x)√|ξ |/2 ). (3.6)
Denote
A(s) = s1/2−pe−x
√
s/2, s  0, (3.7)
B(s) = s1/2e(1−x)
√
s/2, s  0, (3.8)
then (3.6) can be rewritten as∥∥ux(x, ·)− uδ,ξmaxx (x, ·)∥∥√eE sup
s>ξmax
A(s)+ δ sup
0sξmax
B(s). (3.9)
Case I. 0 p < 1/2, 0 < x < 1.
By an elementary calculation we know that
s0 = 2(1 − 2p)
2
x2
is the unique zero point of the first order derivative A′(s), A(s) increases for s < s0 and decreases
for s > s0. So,
sup
s>ξmax
A(s) =


A(s0) = s1/2−p0 e−x
√
s0/2  s1/2−p0 e
−x√ξmax/2
= (√2(1−2p)
x
)1−2p
e−x
√
ξmax/2, for ξmax < s0,
A(ξmax) = ξ1/2−pmax e−x
√
ξmax/2, for ξmax  s0,
via (3.1) there holds
sup
s>ξmax
A(s)max
{(√
2(1 − 2p)
x
)1−2p
, ξ
1/2−p
max
}
e−x
√
ξmax/2
= max
{(√
2(1 − 2p)
x
)1−2p
,21/2−p
(
ln
E
δ
)1−2p}(
E
δ
)−x
. (3.10)
From (3.8), we have
sup
0sξmax
B(s) = ξ1/2maxe(1−x)
√
ξmax/2 = √2
(
ln
E
δ
)(
E
δ
)1−x
. (3.11)
Combining (3.9) with (3.10) and (3.11) we obtain∥∥ux(x, ·)− uδ,ξmaxx (x, ·)∥∥

√
eE max
{(√
2(1 − 2p))1−2p
,21/2−p
(
ln
E
)1−2p}(
E
)−xx δ δ
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(
ln
E
δ
)(
E
δ
)1−x
= √2
(√
e2−p max
{(
1 − 2p
x
)1−2p
,
(
ln
E
δ
)1−2p}
+ ln E
δ
)
E1−xδx.
This proves estimate (3.2).
Remark 3.1. When p = 0, the error estimate (3.2) becomes
∥∥ux(x, ·)− uδ,ξmaxx (x, ·)∥∥√2
[√
emax
{
1
x
, ln
E
δ
}
+ ln E
δ
]
E1−xδx

√
2
(√
e + 1)max{1
x
, ln
E
δ
}
E1−xδx.
This is an analogous result with the one obtained by Carasso for the sideways heat equation
in [2], and they are both singular as x → 0.
Case II. p  1/2, 0 < x < 1.
It is obvious in this case from (3.7), (3.8) and (3.1), that
sup
s>ξmax
A(s) = ξ1/2−pmax e−x
√
ξmax/2 = 21/2−p
(
ln
E
δ
)1−2p(
E
δ
)−x
,
sup
0sξmax
B(s) = ξ1/2maxe(1−x)
√
ξmax/2 = √2
(
ln
E
δ
)(
E
δ
)1−x
.
Thus (3.9) becomes
∥∥ux(x, ·)− uδ,ξmaxx (x, ·)∥∥√eE21/2−p
(
ln
E
δ
)1−2p(
E
δ
)−x
+ √2δ
(
ln
E
δ
)(
E
δ
)1−x
=
(√
e21/2−p
(
ln
E
δ
)1−2p
+ √2 ln E
δ
)
E1−xδx.
This is just estimate (3.3) and it coincides with estimate (3.2) when p = 1/2. We also cannot see
the convergence of uδ,ξmaxx (x, ·) at x = 0 for δ → 0, as in (3.2).
Case III. The convergence of Fourier approximation uδ,ξmaxx (x, ·) at x = 0.
In this case we will assume that p > 1/2 and ξmax satisfies (3.4). Due to (3.9) we know that∥∥ux(0, ·)− uδ,ξmaxx (0, ·)∥∥

√
eE sup
s>ξmax
s1/2−p + δ sup
0sξmax
s1/2e
√
s/2 
√
eEξ
1/2−p
max + δξ1/2maxe
√
ξmax/2
= √2E
[√
e2−p
(
ln
(
E
δ
(
ln
E
δ
)−2p))1−2p
+
(
ln
E
δ
)1−2p
− 2p
(
ln
E
δ
)−2p
ln
(
ln
E
δ
)]
= √2E
(
ln
E
)1−2p(
1 + o(1)), for δ → 0.
δ
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lim
δ→0
∥∥ux(0, ·)− uδ,ξmaxx (0, ·)∥∥= 0. 
Remark 3.2. For the a-priori parameter choice, according to the general theory in Section 2,
the order optimal convergence rate should be O((ln(E/δ))−q), where q derives from the
source condition (2.7) and (2.8). Even though the considered operator in the frequency do-
main is unbounded, but we find an interesting fact. In our problem, the exact solution x†
is ux(0, t), however, the given priori condition (2.14) is about u(0, t) which is not the ex-
act solution x†. By a similar method as in [15], we can prove that Mfq,E is equivalent to
{ux(0, t)|‖(1 + ξ2)q/4+1/4uˆ(0, ξ)‖  E}. Hence q/4 + 1/4 = p/2, i.e., q = 2p − 1. The order
optimal convergence rate O((ln(E/δ))−q) requires q > 0, this implies an order optimal conver-
gence rate O((ln(E/δ))−(2p−1)) with p > 1/2 for our problem. Theorem 2.1 of [20] proves a
conditional stability for surface heat flux ux(0, t), but it requires the index p > 1/2 in a-priori
bound. Therefore our error estimate (3.5) can be order optimal.
Remark 3.3. In practice, the smooth index p of an exact solution is unknown. Therefore an
a-posteriori parameter should be used. For the problem of identifying surface temperature, the
operator Aˆ is bounded. According to the fact of Section 2, the Fourier regularization method
can be considered as a TSVD method in the frequency domain. Because the TSVD method
satisfies the assumptions of Proposition 2.1 with the parameter choice rule (2.10)–(2.12), it is not
difficult to establish an error estimate for a-posteriori choice rule. This can be considered as an
improvement for [7].
As for the problem of identifying the surface heat flux, establishing an error estimate for
a-posteriori choice rule is an open problem. We will devote to it in the forthcoming paper.
4. The connection of problem (1.4) with Cauchy problem of the corresponding parabolic
equation
The approximations uδ,ξmax(x, t) and uδ,ξmaxx (x, t) in (2.30) and (2.31) may be viewed as the
solution of an initial value problem for the corresponding parabolic equation with appropriate
initial data.
Let gδ(t) be the measured temperature history at x = 1 (extended by zero for t < 0). Define
two functions g1 and g2 as follows:
g1(t) = 1√
2π
∞∫
−∞
eiξ t gˆδ(ξ)χmax dξ, (4.1)
g2(t) = 1√
2π
∞∫
−∞
eiξ t θ(ξ)gˆδ(ξ)χmax dξ, (4.2)
where χmax is the same as in Section 3. Put
z = 1 − x (4.3)
and let
v(z, t) = uδ,ξmax(x, t). (4.4)
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vzz = vt − vz, (4.5)
v(0, t) = g1, (4.6)
vz(0, t) = g2. (4.7)
Theorem 4.1. The Cauchy problem (4.5)–(4.7) has a unique solution v(z, t). Moreover, if 0 
z < 1, then vz(z, t) = −uδ,ξmaxx (1 − z, t), where uδ,ξmaxx (x, t) is defined by (2.28).
Proof. By taking Fourier transform for t-variable in (4.5)–(4.7), we obtain an initial value prob-
lem of an ordinary differential equation

d2vˆ(z,ξ)
dz2
= iξ vˆ(z, ξ)− d
dz
vˆ(z, ξ),
vˆ(0, ξ) = gˆδ(ξ)χmax,
vˆz(0, ξ) = θ(ξ)gˆδ(ξ)χmax.
(4.8)
It is easy to show that problem (4.8) has a unique solution
vˆ(z, ξ) = ezθ(ξ)gˆδ(ξ)χmax, (4.9)
i.e., the Cauchy problem (4.5)–(4.7) has a unique solution:
v(z, t) = 1√
2π
∞∫
−∞
eiξ t ezθ(ξ)gˆδ(ξ)χmax dξ. (4.10)
Obviously, from (4.9) we know that
vˆz(z, ξ) = θ(ξ)ezθ(ξ)gˆδ(ξ)χmax,
and, comparing with (2.31), there holds
vz(z, t) = 1√
2π
∞∫
−∞
eiξ t θ(ξ)ezθ(ξ)gˆδ(ξ)χmax dξ
= − 1√
2π
∞∫
−∞
−eiξ t θ(ξ)e(1−x)θ(ξ)gˆδ(ξ)χmax dξ
= −uδ,ξmaxx (x, t). 
Rewrite the initial problem (4.5)–(4.7) as an equivalent first order system

vz = w, 0 < z < 1,
wz = −w + vt ,
v(0, t) = g1(t), t ∈R,
w(0, t) = g2(t), t ∈R.
(4.11)
For first order systems, Eldén developed a numerical method called “method of lines.” In [7], he
used Fourier regularization method. In [4,5], he used central difference method. However, he did
not analyze the convergence of the space marching scheme. Now we will consider it.
342 X.-T. Xiong et al. / J. Math. Anal. Appl. 317 (2006) 331–348Let z be a small increment in the z-variable and let 1 = (N +1)z. We consider a difference
scheme where only the z-variable is discretized, while the t-variable is left continuous. Let vn(t),
wn(t) denote respectively v(nz, t), w(nz, t) for 0 nN + 1. Note that
vn+1(t) = v((n+ 1)z, t)
= v(nz, t)+zvz(nz, t)+ z
2
2
vzz(nz, t)+ o
(
z2
)
= v(nz, t)+zw(nz, t)+ z
2
2
[−w(nz, t)+ vt (nz, t)]+ o(z2)
= vn(t)+
(
z− z
2
2
)
wn(t)+ z
2
2
vnt (t)+ o
(
z2
)
,
wn+1(t) = w((n+ 1)z, t)
= w(nz, t)+zwz(nz, t)+ z
2
2
wzz(nz, t)+ o
(
z2
)
= wn(t)+z[−w(nz, t)+ vt (nz, t)]+ z22
[−wz(nz, t)+ vtz(nz, t)]
+ o(z2)
= wn(t)+z[−wn(t)+ vnt (t)]+ z22
[
w(nz, t)− vt (nz, t)+wt(nz, t)
]
+ o(z2)
= wn(t)+z[−wn(t)+ vnt (t)]+ z22
[
wn(t)− vnt (t)+wnt (t)
]+ o(z2)
=
(
1 −z+ z
2
2
)
wn(t)+
(
z− z
2
2
)
vnt (t)+
z2
2
wnt (t)+ o
(
z2
)
.
We can find that the following difference approximation is explicit, consistent, and second
order accurate in z:
vn+1(t) = vn(t)+
(
z− z
2
2
)
wn(t)+ z
2
2
vnt (t), (4.12)
wn+1(t) =
(
1 −z+ z
2
2
)
wn(t)+
(
z− z
2
2
)
vnt (t)+
z2
2
wnt (t), (4.13)
v0(t) = g1(t), w0(t) = g2(t). (4.14)
We have the following convergence result:
Theorem 4.2. Let vn(t), wn(t) be the solution of the difference scheme (4.12)–(4.14) and let
v(z, t), w(z, t) be the solution of (4.11). Then, as n → ∞, z → 0, nz = z, we have, for
each t ,
vn(t) → v(z, t), wn(t) → w(z, t) = vz(z, t). (4.15)
Proof. By taking Fourier transform for t-variable in (4.12)–(4.14), we find:
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(
z− z
2
2
)
wˆn(ξ)+ iξ z
2
2
vˆn(ξ),
wˆn+1(ξ) =
(
1 −z+ z
2
2
)
wˆn(ξ)+
(
z− z
2
2
)
iξ vˆn(ξ)+ iξ z
2
2
wˆn(ξ),
i.e.,
vˆn+1(ξ) =
(
1 + iξ z
2
2
)
vˆn(ξ)+
(
z− z
2
2
)
wˆn(ξ), (4.16)
wˆn+1(ξ) =
(
1 −z+ (1 + iξ)z
2
2
)
wˆn(ξ)+
(
z− z
2
2
)
iξ vˆn(ξ). (4.17)
Note that
wˆ0(ξ) = θ(ξ)vˆ0(ξ), for ξ ∈R, (4.18)
vˆ0(ξ) = 1
θ(ξ)
wˆ0(ξ), for ξ ∈R \ 0, (4.19)
where the case ξ = 0 we understand it as a limit for ξ → 0. We have
vˆ1(ξ) =
(
1 + iξ z
2
2
)
vˆ0(ξ)+
(
z− z
2
2
)
θ(ξ)vˆ0(ξ)
=
[
1 +zθ(ξ)+ (iξ − θ(ξ))z2
2
]
vˆ0(ξ), (4.20)
wˆ1(ξ) =
(
1 −z+ (1 + iξ)z
2
2
)
wˆ0(ξ)+
(
z− z
2
2
)
iξ
θ(ξ)
wˆ0(ξ)
=
[
1 +
(
iξ
θ(ξ)
− 1
)
z+
(
1 + iξ − iξ
θ(ξ)
)
z2
2
]
wˆ0(ξ). (4.21)
Because of limξ→0(iξ/θ(ξ)) = 1, formula (4.21) has not any singularity. From the θ(ξ) in (2.19),
we know that
θ2(ξ)+ θ(ξ)− iξ = 0,
i.e.,
iξ
θ(ξ)
− 1 = θ(ξ), (4.22)
therefore (4.19) can be rewritten as
wˆ1(ξ) =
[
1 +zθ(ξ)+ (iξ − θ(ξ))z2
2
]
wˆ0(ξ), (4.23)
and formulas (4.18), (4.21) have same form. Denote
q(ξ) = 1 +zθ(ξ)+ (iξ − θ(ξ))z2
2
, (4.24)
then formulas (4.18) and (4.21) become
vˆ1(ξ) = q(ξ)vˆ0(ξ), (4.25)
wˆ1(ξ) = q(ξ)wˆ0(ξ). (4.26)
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vˆ2(ξ) =
(
1 + iξ z
2
2
)
vˆ1(ξ)+
(
z− z
2
2
)
wˆ1(ξ)
= q(ξ)
[(
1 + iξ z
2
2
)
vˆ0(ξ)+
(
z− z
2
2
)
wˆ0(ξ)
]
= q(ξ)
[
1 + iξ z
2
2
+
(
z− z
2
2
)
θ(ξ)
]
vˆ0(ξ)
= q(ξ)
[
1 +zθ(ξ)+ (iξ − θ(ξ))z2
2
]
vˆ0(ξ)
= q2(ξ)vˆ0(ξ)
and
wˆ2(ξ) =
(
1 −z+ (1 + iξ)z
2
2
)
wˆ1(ξ)+
(
z− z
2
2
)
iξ vˆ1(ξ)
= q(ξ)
[(
1 −z+ (1 + iξ)z
2
2
)
wˆ0(ξ)+
(
z− z
2
2
)
iξ vˆ0(ξ)
]
= q(ξ)
[(
1 −z+ (1 + iξ)z
2
2
)
+
(
z− z
2
2
)
iξ
θ(ξ)
]
wˆ0(ξ)
= q(ξ)
[
1 +
(
iξ
θ(ξ)
− 1
)
z+
(
1 + iξ − iξ
θ(ξ)
)
z2
2
]
wˆ0(ξ)
= q(ξ)
[
1 +zθ(ξ)+ (iξ − θ(ξ))z2
2
]
wˆ0(ξ)
= q2(ξ)wˆ0(ξ).
It is easy to show by an induction that
vˆn(ξ) = qn(ξ)vˆ0(ξ), (4.27)
wˆn(ξ) = qn(ξ)wˆ0(ξ). (4.28)
Especially, as a matter of interest to us,
wn(t) = 1√
2π
∞∫
−∞
eiξ t qn(ξ)wˆ0(ξ) dξ = 1√
2π
∞∫
−∞
eiξ t θ(ξ)qn(ξ)gˆδ(ξ)χmax dξ. (4.29)
Obviously,
qn(ξ) → ezθ(ξ) for n → ∞, ∣∣qn(ξ)∣∣ (1 + z
n
∣∣θ(ξ)∣∣+ z2
2n2
∣∣θ(ξ)− iξ ∣∣)n,
by using the inequality ln(1 + x) x for x  0 and noting that 0 z < 1, n 1 and inequality
(1.1) in Lemma 3.1, we conclude
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(
1 + z
n
∣∣θ(ξ)∣∣+ z2
2n2
∣∣θ(ξ)− iξ ∣∣) n( z
n
∣∣θ(ξ)∣∣+ z2
2n2
∣∣θ(ξ)− iξ ∣∣)
= z∣∣θ(ξ)∣∣+ z2
2n
∣∣θ(ξ)− iξ ∣∣= z∣∣θ(ξ)∣∣+ z2
2n
∣∣θ(ξ)2∣∣
 z
√|ξ | + z2
2
|ξ |√|ξ | + |ξ |
2
,
i.e., (
1 + z
n
∣∣θ(ξ)∣∣+ z2
2n2
∣∣θ(ξ)− iξ ∣∣)n  exp(√|ξ | + |ξ |
2
)
.
So |qn(ξ)| exp(√|ξ | + |ξ |/2), by Lebesgue’s dominated convergence theory, we have
wn(t) → 1√
2π
∞∫
−∞
eiξ t θ(ξ)ezθ(ξ)gˆδ(ξ)χmax dξ = w(z, t) for n → ∞. 
This theorem shows that the space marching scheme is stable for appropriately filtered initial
data.
5. A numerical example
In this section, the numerical results are presented, which verify the validity of the theoretical
results of this method. It is easy to see that the function
u(x, t) =
{
x+1
t3/2
exp
{− (x+1−t)24t }, t > 0,
0, t  0,
(5.1)
is an exact solution of problem (1.4) with unperturbed data
g(t) =
{
2
t3/2
exp
{− (2−t)24t }, t > 0,
0, t  0,
g(t) ∈ L2(R). (5.2)
By an elementary calculation, we get
ux(x, t) =
{
t−3/2
(
1 − (x+1)(x+1−t)2t
)
exp
{− (x+1−t)24t }, t > 0,
0, t  0,
(5.3)
ux(0, t) =
{
t−3/2
(
1 − 1−t2t
)
exp
{− (1−t)24t }, t > 0,
0, t  0,
(5.4)
and ‖f ‖L2(R) = 2.972, ‖f ‖3/5 = 4.915.
Thus, we might as well take E = 2.97 for p = 0, x = 0 or E = 4.92 for p = 3/5, x = 0.
Here the approximation uδ,ξmaxx (x, t) given by (2.31) is computed by using FFT algorithm [7]
and the range of variable t in the numerical experiment is [0,1]. The ξmax can be computed by
formulas (3.1) for x = 0 and (3.4) for x = 0.
The computational results are illustrated in Figs. 1–5 for different locations and noisy data.
Figures 4 and 5 are plotted for the surface heat flux ux(0, t) under the same noise level perturba-
tion with p = 0 < 1/2 and p = 3/5 > 1/2, respectively. This verifies that the error estimate (3.5)
is valid.
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Fig. 2. x = 0.50, p = 0, δ = 0.02, ξmax = 50.
Fig. 3. x = 0.10, p = 3/5, δ = 0.02, ξmax = 61.
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Fig. 5. x = 0, p = 3/5, δ = 0.002, ξmax = 56.
6. Conclusions
In this paper, we have shown that the Fourier regularization can be deduced from TSVD
method in the general theory. Moreover, the condition p > 1/2 in the a-priori condition (2.14) is
necessary for the convergence of the surface heat flux. This can also be seen in Theorem 2.1 of
[20]. Our numerical example also shows the fact. Following the idea of [21], this method can be
applied for a general parabolic equation ut = a(x)uxx + b(x)ux + c(x)u where functions a(·),
b(·), c(·) satisfy some assumptions (also see [19]).
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