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Abstract: 
Security concerns has been kept on increasing, so it is important for everyone to keep their property safe 
from thefts and destruction. So the need for surveillance techniques are also increasing. The system has been 
developed to detect the motion in a video. A system has been developed for real time applications by using the 
techniques of background subtraction and frame differencing. In this system, motion is detected from the 
webcam or from the real time video. Background subtraction and frames differencing method has been used 
to detect the moving target. In background subtraction method, current frame is subtracted from the 
referenced frame and then the threshold is applied. If the difference is greater than the threshold then it is 
considered as the pixel from the moving object, otherwise it is considered as background pixel. Similarly, two 
frames difference method takes difference between two continuous frames. Then that resultant difference 
frame is thresholded and the amount of difference pixels is calculated.  
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I. Introduction: 
Motion in images, videos carries important 
information about the change in the structure and 
dynamics of the scene. As it is natural phenomenon 
that motion always represents some activity both in 
the life of humans and animals. As animals always 
perceive the potential danger and the source of food 
that comes towards them by detecting its motion. 
Similarly, humans perceive the activity by sensing 
the physical movement. Tracking multiple targets 
such as humans, vehicles has a huge number of 
applications in different fields such as in video 
surveillance, airport security system and it has 
become an important area of research. Video cameras 
are the most extensively used sensors in the modern 
world ranges from selfies to surveillance. 
Numerous algorithms such as background 
subtraction, frames differencing, and optical flow 
method have been developed to detect the moving 
target. Frame differencing method calculates the 
difference between two consecutive frames to detect 
the moving target. Optical flow method calculates the 
optical flow field of the image and then it performs 
clustering processing. Background subtraction 
method calculates the difference between the 
background image and the current image. 
The recent works on target tracking has focused on 
the detection of current state of the target. These 
methods basically use current and the previous 
observations of the moving object to detect the 
current state. The method introduced in [1] proposes 
a tracking strategy that can track an object with the 
help of pre-recorded image database. The method 
introduced in [2] proposes a discrete continuous CRF 
approach for multi target tracking. The technique 
proposed in [5] selects a person in one view and 
recognize it in the other view. Method introduced in 
[6] proposes a local SVM approach for detecting 
human actions. 
The aim of this research is to study the various 
methods used for the motion detection and tracking. 
The method that we propose for motion detection and 
tracking is based on background modeling and frame 
differencing. These algorithms are simple and easy to 
understand and relatively accurate.  
II. Methodology: 
The main aim of this system is to detect motion in 
different scenes and to improve surveillance 
techniques. 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 1: Overview of the system 
 
Proposed system works on two methods: 
 Two Frames differencing 
 Background Modeling 
First the system takes video as an input either through 
camera or from a file. Then the system applies two 
frame differencing and simple background modeling 
method on the video and tracks the target. The two 
frames difference algorithm works on difference of 
two continuous frames. Moving object is captured 
from a camera and difference is taken between the 
two continous frames. Then that resultant difference 
frame is thresholded and the amount of difference 
pixels is calculated. Using two frame differencing 
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method, target can be tracked by means of motion 
area highlighting and grid motion area processing. 
Motion area highlighting method highlights the 
moving area with specified color. Similarly grid 
motion area processing method supports grid 
processing of the moving target. In this method, 
motion area has been divided into certain amount of 
cells and then motion level has been calculated for 
each cell. 
Background modeling also known as background 
subtraction method works on the idea of taking the 
difference between the referenced frame that has 
been stored in the database and the current frame that 
has been grabbed from the camera. In background 
subtraction method, current frame is subtracted from 
the referenced frame and then the threshold is 
applied. If the difference is greater than the threshold 
then it is considered as the pixel from the moving 
object, otherwise it is considered as background 
pixel. 
We represent background frame with the B (x, y) and 
foreground or current frame with the F (x, y). When 
we subtract background frame from the current frame 
we get: 
R (x, y) = F (x, y) – B (x, y) 
R (x, y) is the resultant frame. 
The background modeling method says that if the 
pixel value is greater than the set threshold, then 
consider that pixel from the moving object, otherwise 
consider it as background pixel. 
R (x, y) = {1     (F(x, y) – B(x, y)) > T 
                  0       otherwise 
 
Where T represents threshold value. The above 
mathematical expression indicates that after 
subtraction, if pixel value is greater than the set 
threshold value, then represent it with one otherwise 
with zero. 
Using background modeling method, target can be 
tracked by means of motion area highlighting, grid 
motion area processing, motion border area 
highlighting and blob counting processing. Motion 
border area highlighting method is quite similar to 
motion area highlighting method except that it only 
highlights the border of the moving target. Blob 
counting method counts the neighboring pixels in the 
motion frame and represents them as a box of 
specified color. 
III. Experimental Result: 
Table 1: Comparison of Target Tracking Techniques 
Research Paper Precision Accuracy 
Ben Benfold et.al 73.6% 59.9% 
Breitenstein et.al 67.0% 78.1% 
Anton Milan et.al 87.2% 66.4% 
Yi Yang et.al     - 78.5% 
Nayyab Naseem 72.5% 78% 
We have compared different target detection and 
tracking techniques and has deducted the result that 
background modeling and subtraction technique is a 
bettter approach for detecting target motion. The 
recent research is till focussing on how to make these 
techniques more better to get more precision and 
accurcay.    
IV. Conclusion: 
In this paper, a method based on background 
subtraction and frame differencing for detecting and 
tracking moving objects have been proposed. Using 
these methods, target detection and monitoring 
system has been developed which is able to detect 
moving targets and can effectively monitor them. 
This technique provides efficient approach for 
surveillance and it is aimed to be beneficial for 
security purposes. The proposed method is robust as 
it eliminated noise in detecting moving target
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