An exactly solvable model built from linear, quantum harmonic oscillators is used to idealize a minimal process of self-organization, which has been studied previously as a dynamical phase transition [11, 27] . The formation of order in the class of systems described is special, because their dynamics is thermally reversible, even when described classically. Organization happens by standard Carnot refrigeration of structural elements, and can be described within Jaynes's formulation of statistical mechanics. Effective potentials for such systems are shown to generalize those of the static case, in a way that typically is required to compute responses to heterogeneous external constraints. The ignorance implied by a "classical" distribution over microstates, and measured by its entropy, becomes a function of both static and time-dependent state variables, and is generally smaller than the entropy of the same description, projected onto its static components alone.
This paper has two main messages. One is that there are self-organizing processes requiring only thermodynamically reversible transformations. Organization in these cases happens by refrigeration of some components from unstructured to structured states, with the structure in turn supporting the process of refrigeration, and possibly separate engine processes that power it.
The second message is that even explicitly dynamical thermal systems, if their dynamics is entirely reversible, fall within the Jaynes formulation of statistical mechanics, just like equilibrium systems do. While this conclusion follows more or less immediately from definitions, it implies that constructions like the Helmholtz effective potential in general have extensions to incorporate intrinsically dynamical or time-dependent order parameters. Just as the static, configurational entropy relates steady system states to uniform properties of the external world (such as temperature or chemical potential), the extensions are needed to identify the response of dynamical orderings to heterogeneous coupling.
The purpose of the investigation presented here is to show how flows can sustain self-organizing systems in (sequences of) configurations that are not ground states of equilibrium free energies, and yet remain within proper application of "equilibrium principles". The Legendre transform of the complete set of constraints on a maximum-ignorance distribution of microstates simply may have no representation in terms solely of timeinvariant macroscopic configuration variables. The complete specification of the ensemble is then intrinsically dynamic, and the projection of its effective potential onto those configuration variables that are static specifies a different ensemble, whose classical observables necessarily omit aspects of the response to heterogeneous coupling. The projected ensemble is a coarse-graining of the one originally specified, and as a result naturally has a larger entropy.
It is plausible that some of the order in living systems arises in this way, and a long-term goal of this research should be to determine which parts do, and to describe them with proper statistical ensembles. Nothing approaching that level of complexity is attempted in this paper, where not only biology, but even nonlinearity, are removed to obtain the simplest possible type of demonstrative models. It will be argued, though, that the principles instantiated in these models are the same as those that govern the more complex cases of reversible self-organization.
II. INTRODUCTION: FINDING EXTENSIONS TO A PARADIGM
A. The strange objection to too much order Self-organization (SO) is defined more by opposition to a paradigm, than by any understood unity of natural process. It is not defined by a criterion of "being ordered", since the ground states of equilibrium systems are not considered self-organized, even though their very universality classification is based partly on symmetry relations among their order parameters. It is not defined by "becoming ordered", or by being "robust" in that order, since collapse into ordered states and robustness of those states under perturbations are precisely the hallmarks of equilibrium freezing transitions. Qualitatively, SO is identified with the emergence of order through processes that are somehow explicitly dynamical, and quantitatively, it is identified as producing instantaneous configurations that are somehow less disordered than equilibrium statistical mechanics computations seem to predict [1] .
Such a characterization, in terms of "too much generated order", is not based on the proper application of any theory, but its suggestion by mis-application of equilibrium methods is also not without substance. A common feature of all SO systems is that they couple to heterogeneous backgrounds in their environments, which induce flows of energy or possibly matter through them, and so obviously they are not equilibrium systems. However, they do typically require statistical description, they couple to their environments in the same ways as equilibrium systems do, and the couplings determine only a subset or distribution over their microscopic degrees of freedom. The macroscopic averages that define state variables in equilibrium can often be defined on the instantaneous configurations of SO systems, and in many cases the entropies computed from these seem like they should be regular approximations to the true statistical uncertainty about the systems, which become exact as the environmental heterogeneities and induced currents are taken to zero.
To replace such a "definition by objection" with a proper theory of process thus seems to require extending the statistical mechanics of equilibrium to give principled definitions of state variables for intrinsically dynamical systems, and to predict the corrections from heterogeneous couplings and induced currents to the expected order of states. The important questions in doing so are to what extent SO processes are "near" or "far from" equilibrium, and how many of the assumptions underlying conventional statistical mechanics must be relaxed to include them. This paper will show that there are recognizably selforganizing processes by the informal definitions, which can nonetheless be treated entirely within Jaynes's [2] formulation of statistical mechanics, and analyzed in a class of exactly solvable, linear models. The key steps will be separating the phenomenology and (at least one) mechanism of SO from assumptions of dissipation and intrinsic irreversibility, and finding the simplest class of models that display what is essential of the mechanism.
B. Dissipation versus conservation
Because many models exhibiting self-organization [3] [4] [5] have employed irreversible macroscopic descriptions, an implicit identification is often drawn of SO with socalled "dissipative structures" [1] , or their discrete equivalents [6] . Like the qualitative characterization of SO given above, this one has substance, in suggesting that these examples are somehow "far" from equilibrium. However, in defining dissipation relative to entropies constructed by equilibrium algorithms, it similarly fails to be a characterization based on a principled theory.
Before any dependence of self-organization on dissipation could be established at a mechanistic level, it would be necessary to disentangle aspects of irreversibility that may be intrinsic to properly (formally) specified systems, from others due only to imprecision in the measurements chosen to characterize them. Though irreversibility will turn out not to be central to any of the discussion of SO below, the models studied will show how it can emerge with respect to restricted classes of measurements, for reasons independent of either SO or the true statistical uncertainty intrinsic to the system described. Hopefully the methods used here will enable a later return to the analysis of dissipative structures, and their possible qualitative differences from the systems that will be studied.
Fortunately because of the difficulty in defining intrinsic dissipation, there are systems identified as both self-organizing and thermodynamically reversible, even with respect to entropies defined by equilibrium assumptions. Their macroscopic classical descriptions are imprecise due to the this mischaracterization, as all the above definitions have been, but they are both close enough to correct, and simple enough, that it will be possible to idealize them in models where all correct definitions can be discovered and used. The programme of the paper will be to use these physical examples to identify mechanisms of SO separable from irreversibility, and then to isolate the mechanisms in a sequence of progressively simpler models, until nothing is left but the relation of dynamics to statistical description that leads to the "organization."
C. Layout of the paper Sec. III will introduce the convenient, realizable physical example of reversible self-organization, the TravelingWave Thermoacoustic Engine [7] , and then proceed to simplify it without changing its essence, to a form that can be analyzed as a closed reversible system. The motive guiding the simplification will be ultimately to understand constraint and uncertainty in dynamical systems the way these were understood for equilibrium systems: by treating a subsystem and its reservoirs as exactly specifiable and closed, and defining whole-system and component-projected uncertainties from the actual freedoms of the distribution over trajectories. To that end, the unnecessary complexities of the realistic engines will be eliminated by mapping their processes to simpler electric circuits and motors, while showing that the mappings can recover the phenomenology as required, without changing the arguments.
The study of thermal systems in Sec. III will introduce engine and refrigeration cycles as fundamental concepts for understanding reversible SO, but their function is probably neither as intuitive nor as interesting there, as it is when applied to biochemistry. Sec. IV therefore reviews an early analysis of life as a paradigm SO system by Schrödinger [8] , and shows how much of its order may be understandable in terms of these familiar processes, without requiring more mysterious "new physics", as his suggestion of that has sometimes been interpreted [9] .
With these two empirical analyses providing an intuitive foundation, Sec. V reviews the informational basis of equilibrium statistical mechanics, and demonstrates its independence from any assumptions about the role of time. In particular, the Jaynesian definition of a classical state in terms of constraint and uncertainty [2] immediately generalizes to include reversible evolution, and with it the construction of all the standard tools of thermodynamics. Coarse-graining is reviewed [10] as the principle underlying reversibility and irreversibility of macroscopic descriptions, and self-organization is then properly identified as a consequence of the dynamically changing role of a chosen coarse-graining in capturing the constraints that define a distribution over trajectories.
An exactly solvable idealization of the self-organizing engines is then microscopically defined, and analyzed as a macroscopic dynamical system in Sec. VI. Its partition function is constructed, including heterogeneous temperatures and explicit time dependence, and the entropy flows associated with both the operation of engine cycles and the formation of order are analyzed in closed form. The delicate relations of irreversibility to the choice of measurements admitted in a macroscopic description, mentioned previously, are demonstrated with examples.
Sec. VII defines the effective potentials for the exact models of Sec. VI. There it is shown that the static free energies of equilibrium thermodynamics are only the leading terms in a more general class of historydependent functionals that capture the response to heterogeneous environments, generally in the form either of currents or of explicit time dependence. Sec. VIII offers concluding remarks.
Following the main text are seven appendixes, which develop notation and technical calculations to support each step of the argument in detail. They have been written to be readable as a brief but coherent independent track. While parts of the appendixes simply standardize notation that will be familiar to many readers, the construction of Gaussian-coherent density matrices for multi-temperature systems, and the semiclassical evaluation of the thermal, time-loop S-matrix, are new to this paper.
D. Refrigeration as the fundamental process
It is not a coincidence that the reversible selforganizing dynamical systems studied in this paper are engines in their ordered states. Reversible transfers of entropy between domains at different temperatures are, by definition of Carnot's theorem, the result of engine processes [11, 12] . Likewise, reduction in the entropy of some subsystem by a reversible process is thermodynamically an act of refrigeration.
That these two processes were not pursued long ago as a basis for describing self-organization, is probably due to the relative scarcity of thermal SO processes that manifestly operate near some reversible limit, even when described in equilibrium configuration variables. The thermal engines that initiate this study are opportune examples, because they transform phonons in particular wavevector states into elementary executions of engine cycles. The classical process of self-amplification, which takes place by stimulated scattering into these states, thus takes on an alternate, informatic description, in which the fundamental excitations are fluctuations into or out of entropy-transporting cycles.
Life has not been analyzed in these terms, probably because the statistical definition of entropy makes it, and its conjugate potential temperature, seem incommensurate with the state variables relevant to chemical synthesis. As will be shown in Sec. IV, though, in reversible systems entropy flows like any other conserved current [11] , and in particular cycles in entropy and temperature become indistinguishable from cycles in particle number and chemical potential. Realizable systems [13] , demonstrating that a thermodynamically reversible process can be self-organizing [11] , are the self-starting Traveling-Wave Thermoacoustic Engines (TWTE) [7] . The simplest schematic diagram of such an engine is shown in Fig. 1 . The engine itself is a periodic resonator filled with an ideal gas, with a stack of closely-spaced, low-thermal-conductivity plates or pins oriented longitudinally in the flowstream of the gas. The plates or pins are short compared to the wavelength of the fundamental resonator (acoustic) mode, ideally provide no mechanical impedance to its propagation, and are coupled at either end (with good conductivity) to thermal reservoirs, whose internal composition is arbitrary.
In an idealizable limit where all components of the system evolve either adiabatically or isothermally, any temperature difference between the reservoirs induces the spontaneous formation of a traveling sound wave in the resonator [11] , in the direction from cold to hot along the stack, which implements a reversible Stirling cycle between the two thermal contacts [7] . The engines are self-starting, in that the coherent wave responsible for entropy transport nucleates spontaneously from thermal noise, and self-organizing in the sense that finite-measure population of a single acoustic mode is driven by scattering from a previously featureless thermal distribution.
In addition to being self-organized by a criterion of reduced entropy relative to equilibrium, the traveling-wave states are SO according to the increase in the statistical complexity of their structure [14] . The second criterion follows by an essentially trivial rearrangement of the terms in the first, for very simple systems of this sort. The configurational entropies of the quiescent and coherent macrostates may be interpreted as the numbers of bits needed to identify a microstate in either, given the constraints that define its ensemble. The difference in those entropies is then a measure of how much more is specified in the ordered macrostate, by the additional constraints imposed on it over those on the disordered quiescent state. The statistical complexity associated with either the ordering constraints, or the order parameter that is their Legendre transform, should be the number of selections they impose on the ensemble of possibilities present without them, which in bits is precisely this entropy reduction.
Analyzed as classical Stirling-cycle engines, in the absence of dissipation the TWTE reject exactly as much entropy to the cold reservoir as they accept from the hot, over one (steady-state) cycle of the sound wave. A true steady state can be produced if the work from the Stirling cycle is drawn off by some mechanical load (not shown); otherwise it accumulated in growth of the sound wave amplitude, producing only a nearly steady state if the driving temperature difference is made sufficiently small. If a small amount of dissipation is added, a steady state can be reached without delivering work to a load. Though the fundamental self-amplification mechanism of the sound wave is not changed, entropy in the quasiequilibrium state variables is no longer preserved, so the Stirling cycle is no longer Carnot-efficient.
In a limit with unbounded reservoirs and some such perturbatively small dissipation, the TWTE displays all the characteristics generally associated with selforganization. From arbitrary initial conditions, it evolves to a saturated state with finite sound amplitude and entropy flux through the self-generated engine cycle. Only the phase of the sound wave is uncertain, selected by a dynamical process of spontaneous symmetry breaking [11] . Because the phase is not selected deterministically, and in finite systems can drift, the manifold of fixed amplitude sound at all phases is an attractor of the dynamics, and eventually all information about the initial conditions is lost.
The TWTE is amazingly simple, for a system with such rich SO phenomenology that can actually be built, and the sense in which directed scattering into a single mode corresponds to refrigeration is intuitively easy to understand. However, in three respects the limit just described is not simple enough to permit an uncertainty analysis of the type that can be done for the equilibrium microcanonical ensemble [15] , which is the goal of this paper. Further, the classical description of perfect entropy conservation through the engine neglects precisely the entropy reduction in forming the sound wave, which is the informational process to be explained. These are deficiencies of the classical treatment of the sound wave (itself properly a thermal system) and inconvenient details of the way these engines happen to work. Therefore, the first step in the analysis, which will be done in this section, is to simplify from the limit just described, to a system in which only a process informationally equivalent to the spontaneous formation of the sound wave can be isolated and studied.
The first complexity of the steady-state TWTE described above is that dissipation cannot sensibly be a part of the phenomenology before a proper basis for defining entropy has even been identified. The second complexity is that infinite reservoirs preclude explicit indexing of all the states of a closed system, which is a great convenience when constructing partition functions. Obviously, while these are responsible for producing a proper dynamical attractor, neither is fundamental to the process responsible for self-starting and self-organization, so both assumptions can be removed. Therefore, in Sec. III A, the phenomenology of the same amplification mechanism, only without dissipation and with finite reservoirs, will be sketched.
The third complexity of the TWTE actually does concern the self-amplification mechanism, though it is not an insuperable difficulty. The rate at which new phonons populate the selected engine wave is linearly proportional to both the temperature difference and the amplitude of the existing wave, as in stimulated emission or Dicke superradience [16] . Thus growth of the sound wave is exponential in the infinite-reservoir limit, and a solution to a nonlinear equation of motion if the reservoirs have finite heat capacity. Modeling a microscopic system with this particular nonlinear characteristic is unnecessarily complicated. Therefore, Sec. III B will relate spontaneous generation of sound in the finite-reservoir TWTE to the simpler process of current generation in a linear electric circuit, arguing that the analysis necessary to understand SO is common to both. The linear electrical system will be simple enough to faithfully represent with an exact quantum-oscillator model in Sec. VI.
As a check, it will be shown in Sec. III C and in App. G, that the passage to a linear statistical ensemble is indeed not a compromise, even to the phenomenology of selforganization in the engines. Nonlinearity and saturation of an order parameter will be re-introduced in a different way, which respects exactly the linear statistics, while producing the characteristics of an attractor by purely mechanical means.
A. Closing dynamical reservoirs
If dissipation only is removed from a TWTE with infinite reservoirs, the ordered state ceases to become an attractor. Since infinite heat capacity implies no change in temperature as a result of energy transport, the reservoirs induce exponential growth of sound forever, and the amplitude at any time contains at least the memory of when when the sound wave first formed. This property will appear again in Sec. III C, so it is worth remembering that it is separable from the mechanism of organization.
If the reservoirs are made finite (with no dissipation) and have positive specific heats, there is bounded energy in the system, and the sound amplitude in the engine must be regular forever. The observation of interest here is that the engine-reservoir system is then a nonlinear oscillator, with self-organization and self-destruction becoming mechanisms by which the oscillation is sustained, as follows.
Suppose at some time t = 0 there is no sound in the resonator, and the reservoirs have different temperatures. A sound wave of arbitrary phase is nucleated stochastically from thermal fluctuations, and grows exponentially at a rate proportional to the temperature difference, over some short initial time interval. The heat transport must steadily reduce the temperature difference, and with it the rate of sound growth, until at some finite time the temperatures are equal and the growth rate is zero. Sound has inertia, though, so it will continue to pump heat, reversing the sign of the temperature difference. In this phase the stimulated emission process operates in reverse, consuming phonons from the coherent wave to pump entropy from a cooler reservoir to a warmer one, via the refrigeration cycle that is the engine run in reverse [17] . The pumping can only continue until the coherent wave is entirely consumed, at which point, by energy conservation (assuming for convenience that the reservoirs are symmetric) the temperatures of the initially hot and cold reservoirs have been swapped. The same process then begins again, only with a traveling wave of opposite wavevector (an orthogonal ordered state) created, and energy and entropy transported in the opposite sense.
In this bulk energy transport cycle, the reservoirs act as a source of potential, through their temperature difference, while the sound wave in the resonator acts as a store of kinetic energy. Apart from the nonlinearity of the equation satisfied by these quantities, the engine with finite reservoirs is macroscopically equivalent to any oscillating mechanical or electrical system.
B. Isolating the linear limit
At this point it is didactically convenient to suppose a particular constitution for the reservoirs. As in Ref. [11] , they will be considered volumes of the same ideal gas as fills the resonator, in which case the entire engine/reservoir system possesses a single species of excitation: the thermal phonons of the gas. The finitereservoir oscillation may then be mapped functionally, component by component, to the electrical oscillation of an inductor/capacitor (LC) circuit, in all respects except that the latter obeys a linear equation of motion.
The reservoirs map to the plates of the capacitor, and their temperature difference to its voltage drop. The sound wave in the engine maps to the current in the inductor. In the LC circuit, both the capacitor's charge separation and the inductor's current are created from a single particle species -thermal electronic excitations above the Fermi sea [18] -as the reservoir energy difference and coherent resonator wave represent two types of asymmetric distribution of phonons. Indeed, just as the net charge in the inductor is zero at all current conditions, the temperature in the resonator remains (by symmetry) the mean of the temperatures in the two reservoirs, which is constant. The inductor current is formed entirely by unequal scattering into opposed wavevector states, as the sound wave is created by selective scattering of thermal phonons into a single mode. Finally, at high temperatures, both the phonon number in the coherent sound wave, and the current in the inductor, have smalloscillation limits in which they do not approach saturating respectively the total number of thermal phonons or charge carriers. In such a double limit, the statistics are essentially Maxwell-Boltzmann, so even the difference between their Bosonic and Fermionic excitations also does not matter.
The same way formation of a sound wave in the resonator is dynamically entropy-reducing, so is the spontaneous emergence of a net current in the inductor. The maximum-entropy charge distribution in an inductor at equilibrium has equally populated wave-vector states in both directions (along the conductor). Any inductor state with a net current can only have less entropy because of its asymmetric population. The sense in which generation of the current is a refrigeration process is that energy in a potential (work) degree of freedom -the DC electric field induced by the charge separation on the capacitor -provides the excess free energy needed to pump electrons between domains (the two directional distributions) with different chemical potentials because of their different net populations.
The classical description of the LC circuit suffers from exactly the same omissions as that of the TWTE, to the extent that the current is treated as a mechanical rather than a thermal object. The potential energy from the capacitor's electric field appears to be transferred entirely into the (essentially kinetic) energy of the inductor's magnetic field when the charge separation passes through zero, just as the heat energy in the reservoirs appears to be transferred entirely to the sound wave energy when their temperatures become equal in the above example. The entropic correction to the free energy required to create an actual asymmetric current is small compared to the field energy, and is overlooked. However, when the LC circuit is modeled microscopically below and these entropies are computed carefully, the order at which this omission is correct will be derived explicitly, as will the order of the correction.
C. Prolonging ordered states
LC oscillation is not usually described as a process of self-organization, presumably in part because the ordered state of the current is merely a transient phase within a harmonic cycle. Though the decomposability of the TWTE makes it clear that evolution toward an ordered attractor is arbitrary and separable from the actual mechanisms of SO, failure to be an attractor apparently can also make a dynamically ordered state not recognizable as such. Since the actual mechanism of organization in the LC circuit is changed from that in the TWTE, and since it is the LC circuit that will be modeled exactly, it is useful to check that the ordered state can be restored as an attractor, at least in certain respects, without violating any of the results of the exact solution.
Since at this stage of the discussion, dissipation is still not admissible as a regulating mechanism, order in an LC circuit will be prolonged by taking the inductor to be the rotor coil of a direct-current (DC) electric motor, and giving the motor an inertial governor. Such a governor makes the moment of inertia of the rotor dependent on its angular speed, rendering the mechanical response of the machine to an electrically induced torque nonlinear.
A motor/capacitor system with a governor based on a Hooke's-law spring is analyzed in detail in App. G. This particular governor (beyond being the simplest form one can consider) makes a critical angular speed an effective upper limit for the motor's response. In a limit of large capacitance, the effective upper bound becomes an attractor for the dynamics, and all initial conditions for the motor converge toward that value. Any differences in the initial conditions or the energetic state of the motor are recorded in the moment of inertia of the governor, the magnitude of the current, and the torque it delivers.
As was true of the TWTE, without dissipation no asymptotic state can be a true attractor, even if some subset of the system variables converge toward steady values. However, rotation in the motor, like coherence of sound in the TWTE, is the qualitative feature signaling the emergence of "order", and the rotational speed or traveling-wave phase, respectively, are intrinsically dynamic components of these systems' order parameters. The additional growth of rotational kinetic energy in the motor, or sound in the acoustic engine, is by duplication of populations already present, and only represents an increase of order in some extensive sense, without introducing anything qualitatively new. Finally, in both systems, these non-convergent components of the order parameters (mechanical-rotational or sound-wave kinetic energies) may be regulated either by dissipation or by drawing them off as work in some external, unspecified load, without changing the nature of the order, or its representation in the convergent components.
With these physical arguments as justification, the LC circuit will be taken as a minimal representative of a selforganizing system, and idealized with a model of coupled quantum harmonic oscillators in Sec. VI. The important essence of SO will be found in the interaction of energytransporting microscopic dynamics, with the projections onto the capacitor or inductor alone, which define the classical component description. In a linear model, it will be possible to isolate these completely, because they will be the only properties the model has.
IV. WHAT IS LIFE?
Because of the nature of the current-structures formed in either the TWTE or the LC circuit, the contributions to their free energies from entropy reduction are easy to overlook, compared to the much larger "mechanical" stores of kinetic energy. Thus is missed the fact that part of the potential energy in the environment goes to drive a refrigeration process, as all of it appears to be transduced into structureless kinetic variables.
In biochemistry, energy in any coherent kinetic form is essentially irrelevant, and structure is everything [19] . (The compelling demonstration is that remarkably complex creatures, even simple animals, can be frozen as close as one desires to absolute zero, and upon thawing, they resume their normal lives.) One immediate corollary is that, at least up to the cellular level, living things are selfstarting engines, in addition to whatever self-organizing properties they may have.
The way environmental free energy is stored in living things, though, is much less evident in worklike variables (like bond energies), than in their maintaining highly selective internal populations of specialized and often large molecules. That such distributions are vastly far from what equilibrium statistical chemistry would predict was the profound observation in Schrödinger's What is Life? [8] , and has been developed more quantitatively since [20] .
Once one recognizes that the order in reversible thermal systems is created essentially by refrigeration, though, the obvious next step is to apply the same interpretation to biochemistry. Indeed, the creation of unusual biomolecules, from a small class of constituents and some controlled energy source (the work input), is easier to recognize as refrigeration than stimulated emission is. The only connection that must be demonstrated is that the mathematics of refrigeration applies properly to chemical synthesis.
A. Chemical engines and chemical refrigerators
To get oriented, consider two circumstances for the parts of a car. They can be dispersed on a mechanic's floor, or assembled into a working machine. The constraints on their relative arrangement are much tighter in the car than on the floor. If the parts were meaningfully thermal, both the car and the floor would constitute reservoirs that could contain them. The arrangement freedom of the floor gives specific entropies (per part) much greater, though, and chemical potentials correspondingly lower, than the freedoms permitted by zeropoint motions in the assembled state, or even by the functional freedoms of the working car. Now, for the simplest analog, consider monomers that can diffuse in the cytoplasm of a cell, or alternatively can be bound into a polymer. The cytoplasm and the polymer are again reservoirs for the monomers, with different specific entropies for free diffusion versus the more limited motions of links in a chain (or less, if the polymer is immediately folded upon creation). Polymerization may be understood as a net transfer of some number of monomers between the two reservoirs. If the polymer has higher free energy than the cytoplasmic solution, then the transfer is chemically "uphill".
A stylized picture of enzymatically catalyzed polymerization decomposes into a four-step cycle acting between these reservoirs, as follows (choosing an arbitrary place to start the cycle):
1. A monomer diffuses from the cytoplasm to the active site of an enzyme, where an n-mer is already bound. This step is the intake of the monomer from a reservoir with which the enzyme is in equilibrium.
2. Whether at binding to the enzyme, or through activation with a phosphate group, or through conformational change of the enzyme powered at the release of the last cycle, the monomer is given free energy in excess of the bound form in the polymer. This step effectively changes the chemical potential of the monomer to its new, higher value, in isolation from the (unactivated) cytoplasmic population. Note that selective processes, like orienting the monomer in the cleft, perform part of the entropy reduction from solution, which accounts for part of the increase in free energy.
3. The enzyme, in lowering the energy barrier to binding, allows the monomer to hop into the bound form. Possibly in some combination with the next step, this is the rejection of the monomer to the higher-energy reservoir.
4. Finally the now (n + 1)-mer is advanced along the active region of the enzyme, whose configuration is then returned to one that can accept another monomer from solution. Conformational (elastic) energy may or may not be added to the enzyme in this step, which in either case causes the return of the monomer-binding site to the potential of the solution.
With the qualifications that different catalytic processes happen in different ways, and that activation need not be performed locally at the enzyme [21] , these four steps stand in mathematical correspondence to the four steps of the Carnot cycle, as shown in Fig. 2 . The active region of the enzyme corresponds to the internal working volume of the engine. The only difference is that the thermal cycle is carried out in temperature T and entropy S, while the polymerization cycle is carried out in monomer number N and monomer chemical potential µ. However, for reversible processes entropy flux behaves exactly like a conserved classical current [11] , and even has a fieldtheory description for some processes in which it is made of sensible quanta (defined on the Matsubara analytic continuation of the time axis; see Ref. [11] ). Thus T , as the energy "per quantum of entropy", and µ, as the energy per monomer, are mathematically interchangeable.
The conclusion is then that enzymatically catalyzed polymerization is just as much a process of refrigeration as operation of a thermal Carnot or Stirling cycle, though the map may require reference to more delocalized machinery in some cases. Since biochemicals are in general constructed from constituents that are used over and over again in different combinations [19] , it is to be expected that chemical refrigeration is the correct organizing principle to account for much of the non-equilibrium distribution of species within cells. T is the temperature of the working volume (and of any reservoir to which it momentarily couples), and S is its entropy. Alternatively, N is the number of some particle species conducted through the chemical refrigerator, and µ is the chemical potential of any reservoir with which it would instantaneously be in equilibrium. Numbers on the legs of the chemical cycle correspond to the stages in enzymatic polymerization detailed in the text.
Biochemical refrigeration will demand careful treatment, though, of a distinction with which it is often possible to be sloppy in equilibrium thermodynamics. That is the difference between the conditions of maximum ignorance subject to constraint, which are the foundation of statistical physics, and invoked "ergodicity" of dynamics, which is often supposed to be responsible for that ignorance. These will be treated with care in Sec. IV.
B. The limitations of ergodicity where dynamics is explicit
The important sense in which biochemistry is dynamical is that chemicals have natural thermal lifetimes. Biological processes are able to maintain nonequilibrium distributions in cells because enzymatic catalysts enable selected reactions to proceed on timescales short with respect to the lifetimes of the reagents or products. Chemical free energy is consumed from the environment to do this, by liberating it from redox couples [22] or other energetic molecular sources that themselves do not decay on the timescales of the catalyzed reactions (the only circumstance in which they could constitute chemical reservoirs in free solution).
The separation of timescales in efficient biochemical cycles is so wide that thermal decay processes not controlled by enzymatic bottlenecks can be approximated as never occurring in a first understanding. When added back in, the decays and the repair mechanisms they necessitate become a dissipative load, which is quantitatively important but not necessary to understand the formation of order itself, as was also true of the TWTE, or in the introduction of a resistance to an LC circuit.
When there are reactions that cannot occur in isolation, but can occur jointly, the meaning of ergodicity becomes very dependent on the way one decomposes a whole closed system into subsystems. The accessible states of the whole system may evolve ergodically, and this may be sufficient to give them a maximum-ignorance distribution in a thermal treatment. Projections of the whole states onto subsystems may exist in all configurations in the ensemble, as in formed or broken phosphodiester bonds within a cell, and active or neutralized redox couples in the surround. However, they may not evolve through those configurations independently, because enzymes may only allow some breakdowns under conditions where the energy can be captured to power different syntheses. Ergodicity of the whole does not imply independent ergodicity of the parts. The essence of dynamics is that there is a coupling across some division that one may wish to impose on a system, which precludes factorization of its true stationary states into stationary states of the subsystems.
The informational consequence of dynamics is that, even if a system has fixed uncertainty, as for the transient behavior of a cell briefly placed in an isolated but rich environment, the projection of that uncertainty onto measurements within its subsystems may change dynamically. This is the key to rendering Schrödinger's "entropy extraction from the environment" nonmysterious. Living things do not reject entropy from themselves to an environment, relative to conditions that the cell interior and the environment could attain independently. To whatever extent their dynamics is reversible, they simply change the projection of the whole system's state, so that more of its uncertainty must be decided from measurements of the environment, and less from measurements of the cell. In the microscopic model below, where wholesystem quantum eigenstates are known, it will become apparent that nothing about the true distribution of a reversible system changes over time, but a lot about the ability to characterize it can change, depending on the choice of macroscopic or projected variables used.
C. Is biochemistry reversible?
The arguments of the last subsection only refer exactly to an ideal world in which biochemical synthesis and degradation are reversible processes. No claim is made about whether it applies in similar form to irreversible reactions. Net entropy production (in some well-defined use of the term) could imaginably alter the transfer of uncertainty out of a cell by additive or independent processes, either as a small perturbation or as the dominant effect. Without knowing how to model it quantitatively, the best one can do is ask what evidence exists for reversibility of any real processes.
In principle any chemical reaction can be run in either a forward or its reverse direction by appropriate buffering of the reagents. However, the free energy differences of many biomolecules are enough larger than the chemical potential differences of their physiological buffers, that individually they are essentially irreversible. A case in point is the hydrolysis of pyrophosphate to orthophosphates, the energy delivery mechanism of ATP [21] .
It is therefore a somewhat surprising empirical observation that many networks of cellular reactions attain large fractions of ideal efficiency, and there are even some reversals that can be driven at physiological conditions. DNA polymerization, powered by ATP, can be reversed to depolymerization under some conditions, by changing the tension on the complement strand [23] . More remarkable, the tricarboxylic acid (TCA, or Krebs) cycle, the backbone of intermediary metabolism, is known to operate in both oxidative (forward) and reductive (reverse) directions, in organisms with mostly common internal chemical environments [24] .
If it can be shown that reaction networks like the TCA cycle can be taken near reversible limits (under appropriate conditions on temperature, diffusion, or buffering) without qualitatively changing their self-replicating character, it will be possible to ask whether these are stabilized in nature by essentially the mechanism studied here.
D. Generalized flow ground states
In the introduction it was noted that both the emergence of order in dynamical, SO systems, and their robustness under insults, resemble properties of equilibrium systems relaxing into ground states. The preceding arguments have shown that the dynamical order is not incompatible with fixed uncertainty, as underlies equilibrium statistics, and the following sections will show how its whole edifice maps mathematically.
The result of showing that reversible SO systems can be treated with the methods of equilibrium will be that their ordered states are what could be called generalized flow ground states [25] . These are the minimizers of effective potentials appropriately generalizing the static free energies, to incorporate heterogeneous environmental constraints, and to account for the flows they induce.
Dynamical systems return to these ordered states for the same reason equilibrium systems relax: perturbations made in some initially coherent variable rapidly relax into correlation structures not resolved by the coarse-graining that defines the true constraints on the ensemble.
E. Quantifying phenetics
A fundamental conceptual question in biology is: what is the relation of the genetic and enzymatic regulatory structure of cells to the physical chemistry of the phenetic properties they regulate, like the particular reaction network of core metabolism [26] . At present, there is no quantitative way to ask how much the history of a genome is free to choose, or what would be the energetic costs of trying to enhance a reaction sequence that is somehow physicochemically disfavored in a particular environment.
An application of generalized effective potentials and generalized flow ground states to biochemistry would be to treat alternative possible self-regenerating biochemical cycles as one treats putative ground and metastable states of equilibrium systems. For each cycle a (generalized) free energy should be computed, in the heterogeneous context that describes the environment. (This includes notions of compositional heterogeneity, as in the presence of unrelaxed redox couples.) The preference of one cycle to another would then be expressed in free energy per biomass, like the latent heat of a metastable ground state. Such a description would provide a foundation for quantifying the "tax" on a genome required to stabilize a metastable cycle. As the cycles studied became more complex, and the coordinated exchanges of modules within them less distinct in free energy, the transition from physical chemistry to abstractly different biological laws could be recognized.
V. PRINCIPLED DESCRIPTIONS OF UNCERTAINTY IN DYNAMICAL SYSTEMS
The apparent paradox of SO, that its instantaneous configurations have less entropy than would be expected from equilibrium thermal models, arises from the mistake of treating the instantaneous configuration variables as if they were true state variables. Understanding why this is a mistake will also be the first step in understanding how to apply the principles underlying equilibrium thermodynamics to reversible dynamical systems.
The existence of a value for a macroscopic observable, obtained by averaging microscopic observables over some distribution, does not qualify that observable as a state variable. For instance, the internal energy E of any closed system exists and can be measured as a sum of the energies of its microscopic degrees of freedom. However, the measured value does not become the state variable U unless the system is in equilibrium. The definition of the state variables of a system is that taken together, they define the complete set of constraints on the system's degrees of freedom. The values of all unconstrained degrees of freedom are assumed to be maximally uncertain, with Shannon/Boltzmann entropy being the measure of uncertainty.
From this definition, the state variables of an equilibrium system completely specify that system's distribution over microscopic configurations. As such, they also define the minimal interface through which it may interact with other systems, without changing the specification of that distribution.
It is clear, then, why instantaneous configurational averages of the observables of a dynamical system, driven by heterogeneous reservoirs, cannot be state variables. If the set used is the same as that for a homogeneous coupling to the environment, its members alone cannot capture the complete constraints imposed by the reservoirs. Conversely, the very existence of driven dynamics testifies that the system's relation to the environment is instantaneously changing at each value of those couplings, so that the values alone cannot be the only interface determining the system's behavior.
The alternative is that the instantaneous configuration variables appropriate to the same system in an equilibrium situation are loose constraints on the true distribution over trajectories more generally. The equilibrium theory of those variables necessarily predicts an entropy larger than the true uncertainty, and possibly also larger than the estimates of the true entropy obtained from the empirical values of the same variables.
A. States and preparation constraints
The fact that averaged configuration variables can be well defined and still be loose constraints emphasizes the need for a principled origin of the definition of a system's state. One natural such definition, which makes no reference to whether the system is static or dynamic, is in terms of its preparation.
Clearly, no measurements of a pure state (classical or quantum) can produce a nonzero entropy and still constitute a set of state variables. The entropy they produce is an artifact of the arbitrary choice of imprecision in the measurements. The property of being a distribution must be intrinsic to the system itself. Certainly, for systems whose microscopic description is classical, the only object which is intrinsically a distribution is a set of instances, and the only set of instances known to share only a finite list of measured values is a set whose preparation was based on those values, and on nothing else. Thus a natural definition of a classical state is in terms of the preparation algorithm, in which the state variables are all of the selection parameters. (Obviously this definition is just as valid if the microscopic description is quantum mechanical).
In general, any preparation that outputs a closed sys-tem of finite size should be associated with a defined and finite entropy, whether or not the state variables sufficient to measure that entropy are subsequently dynamic.
There is nothing in this definition of a classical state that makes reference to stasis, or even whether the state variables can be measured from instantaneous configurational averages.
The assumption of stasis of the state variables is an additional restriction beyond the principles of uncertainty with partial constraint, which define the traditional tools of equilibrium thermodynamics, such as partition functions. The additional restriction is what allows a collection of dynamically sequential configurations of a pure system state to be regarded as an ensemble with respect to only those measurements. It is in order to ensure that the time-sequence ensemble approximate the true maximum-ignorance distribution constrained by only those values, that ergodicity must be invoked. Systems with classically manifest dynamical coherence, or subsystem correlation as in biochemistry, are not ergodic in the strong sense of this requirement, with the result that the entropy of any set of static observables may capture the true constraints more or less well, at different times, in any order.
The formulation of statistical mechanics that separates the logical function of uncertainty (defining state variables) from fine relations of the dynamics to the observables that may produce it in certain cases (like ergodicity) is due to Jaynes [2] . Defining the Jaynsian ensemble in terms of a preparation algorithm is equally valid for all preparations that can be performed within a finite time interval, and its associated uncertainty is the shared feature of the indefinite collection of measurements that may be made on that ensemble system in the remaining infinite time. Boltzmann's theorem of certain non-decrease of entropy applies to any comparison between sets of measurements, in which the initial measurements comprise the state variables. It is only naturally associated with time evolution as a special case, when the initial measurements are interpreted as the initial (preparation) conditions of the system.
B. The formalism of coarse-graining
The entire Jaynes formulation, including this view of Boltzmann's theorem, is properly expressed formally through the concept of coarse-graining. Every average over some degrees of freedom of a system defines a set of admissible maps among distributions over the system configurations: those that preserve values of the average. A coarse-graining with respect to some set of such measurements is a particular many-to-one map satisfying two properties [10] . The map must be idempotent, meaning that a particular distribution is taken as a preferred representative of a domain, and configurations typical under each distribution in the domain must be typical under its coarse-grained image. The role of the macroscopic observables is to specify what aspects of the configuration define typicality. The maximum-ignorance distribution consistent with a particular set of constrained values is the image of the most degenerate coarse-graining that preserves those values as averages. Less degenerate coarse-grainings are called refinements of the maximumignorance map, and define different classical states that could in principle be specified by addition of more state variables to the original set.
The selection criteria in a preparation algorithm thus define a coarse-graining of the prepared system, and the values of the selection parameters specify the imagedistribution under that coarse-graining, which is Jaynes's maximum-ignorance distribution at the prepared values. Any other set of measurements also defines in principle a coarse-graining of the same system. To describe dynamics, one relates the outcomes of successive subsets of all possible measurements, grouped as those that can be performed at or after successive times. Subsequent measurement sets that are refinements of the preparation coarse-graining must yield indefinite values in the ensemble; subsequent measurements that yield definite values must result from coarse-graining relative to the preparation constraints, and have entropy at least as large. The latter is the status of equilibrium state variables applied inappropriately.
Reversibility in this language, applied to a closed system, becomes manifestly a property of the relation between the system's dynamics, its preparation, and any other restrictions placed on subsequent measurement sets. A system is truly intrinsically irreversible, if there is no choice of measurements bounded after some time, which can recover the entropy of the preparation conditions. A weaker criterion of irreversibility is more often adopted, and much oftener satisfied: that no small subsets of configurations measured instantaneously at times after preparation can recover the entropy at preparation. Conversely, weak and strong definitions of reversibility are that a set of state variables is definable respectively bounded after, or evaluated at, all of some set of successive times.
C. Reversibility as equilibrium
The reason general reversible dynamical systems are not distinguished from static special cases in the Jaynesian formulation is that every measurement set capturing the full preparation constraints at some different later time is eligible as a state variable specification. The state variable representations in such cases are thus infinitely redundant, with the dynamics inducing bijections between the representations bounded by (or taken at) any two times. Any such set of values defines the maximumignorance distribution over the trajectories completely, and this distribution is equivalent to the preparation conditions as a specification of the system's "initial condition".
It is worth noting that the condition of reversibility can be satisfied by observables that do not provide tight constraints on the true ensemble. There is no prohibition against reversibility's being found at different levels of coarse-graining, and indeed the example of Ref. [11] made use of reversibility at two levels of refinement. In any case, since state variable values completely define their associated maximum-ignorance ensembles, the bijections between those values that conserve entropy are precisely those implied by deterministic classical evolution.
An explicit partition function for a system with classical dynamics was constructed in Ref. [11] , by a trick of finite-temperature field theory. There it was demonstrated that the equilibrium principles and constructions were applicable to a system with a dynamical critical transition and an explicitly time-dependent order parameter. From the observations made here, that result could have been anticipated as general, and indeed the models below will show more instances using completely different construction methods.
It will be shown, in particular, that increasing the complexity within an otherwise identical class of exactly solvable models can take away reversibility in the stronger form (instantaneous measurement), while preserving it in a weaker form (time non-local, but still bounded, measurement). As the complexity of the models increases, so does the time interval required to recover state variables for them. A linear model illustrating the phenomena discussed up to this point is shown in Fig. 3 . It is built from an even number M of linear, quantum harmonic oscillators with identical level spacing. Two oscillators are considered to be the engine, and the remaining M −2 are collected into symmetric "Left" and "Right" reservoirs. Definitions and notation for the quantum harmonic oscillator are reviewed in App. A, along with a number of manipulations of scalar and vector operators that will be used in the following constructions. Definitions of coarse-grainings, and the forms that will be applied to this system, are given in App. B.
Elementary excitations along orthogonal axes x and y in the engine are created by two raising operators a † x and a † y , respectively. The excitations can be standing-wave phonons, in which case this is identical to the (secondquantized) low-energy effective description of the thermoacoustic engine in Ref. [27] . Alternatively, they can be a low-density approximate description of electrons in orthogonal spatial wavevector states in a one-dimensional inductor coil.
The Hermitian conjugate operators to a † x and a † y are called a x and a y , and the excitation number operators aren x andn y . In terms of these, the free Hamiltonian for the engine is just its total excitation number:
The reservoirs are given slightly more structure, as Bloch crystals, with the nearest-neighbor Hamiltonian
for the left reservoir, and similarly for L → R. m is periodically identified, and
L + 2. The creation operator for a normalized wavevector state in the L reservoir is
so that in terms of the associated number operators
The coupling of the engine to the reservoirs is a simplified version of the coupling used for real thermoacoustic engines, without the nonlinearity. A convenient form comes from the interaction Hamiltonian
where the standing-wave excitations at angles ±θ 0 are created by the operators
and
respectively. Subscript 0 on the reservoir operators denotes spatial index m = 0, since k = 0 would make the Bloch ring pointless. g is the coupling strength of the engine to the reservoirs, and may be taken small or of order unity, as desired. The operators in the first line of Eq. (5) do not have orthogonal canonical commutation relations at general θ 0 , so the second line gives an expansion in operators that do, with symmetric and antisymmetric lowering operators in the reservoirs defined as
Everywhere h.c. denotes Hermitian conjugate of the terms that appear explicitly. The closed engine/reservoir system evolves microscopically under the Hamiltonian
There is a spatial basis x, y, m L , m R , which naturally decomposes into components on which heterogeneous environmental couplings can be imposed. (Alternatively one could use x, y, k L , k R .) The excitations in these bases differ from excitations in the eigenstate basis by a unitary transformation of the raising and lowering operators, and this property leads to nontrivial flow of particles among the spatial or wavenumber projections.
A. Preparation of heterogeneous thermal initial conditions
A convenient separation of scales can be achieved, between the fundamental oscillator frequency (set to one in these units), and the frequency of particle exchange, by taking the angle θ 0 very close to π/4 in the operating state. It will be assumed below that θ 0 < π/4, as in Fig. 3 .
This coupling admits a very convenient way to impose heterogeneous thermal initial conditions, because at θ 0 = π/4, the engine operators are orthogonal, with canonical commutation relations. Therefore one can imagine starting with a "preparation coupling"
where a † l and a † r are defined as in Eq. (6) and Eq. (7), respectively, except with θ 0 → π/4. The entire left and right sectors will then decouple, each can be prepared in a thermal state at an independently specified temperature, and the density matrix for the ensemble will then be the product of densities for the two sectors. Coupling can then be introduced with perturbative strength ν ≡ g (1 − tan θ 0 ), by simply rotating the reservoir contact points slightly toward the x direction.
The easiest case in which to understand the origin of particle transport, and indeed the only case where timelocal measurements will lead to reversible dynamics, is M L = M R = 1. Letting the Bloch exchange coupling γ → 0, the whole preparation Hamiltonian can be written in matrix form as
Left and right eigenstate excitations are manifestly created by operators a †
both with eigenvalues 1 ∓ g/ √ 2 cos θ 0 . It is shown in App. C that thermal densities can be written in terms of Gaussian integrals over coherent states, and the notation K is introduced for the kernel matrix of the Gaussian integral. The eigenvalues of K for homogeneous thermal densities are the inverses of the mean occupation numbers in the eigenstate basis. In the left and right preparation bases, these take the approximate forms at high temperature
cos θ 0 is chosen close to one, the population in each sector can be dominated by the symmetric (lowfrequency) eigenstate to any desired degree, reducing the analysis of this problem to that of single-particle thermal states. After all the properties of that limit are understood, the case of general g etc. can be examined.
Not only x and y excitation numbers, but also those in l and r and various traveling-wave bases will be of interest in the analysis that follows. Therefore it is useful to remark that all of these bases differ from each other only by unitary transformations of the creation operators, and it is shown in App. D that the marginal distributions of any Gaussian coherent-state densities are exactly thermal in any such bases. Further, the expected mean excitation numbers are just the diagonal elements of K −1 in the corresponding representation (Eq. (D1)), so it is useful to define mean-excitation matrices
andn
from which all the engine excitation numbers can be derived by unitary transformation.
B. A reflection on photosynthetic life [24] It is worth pausing at this point to notice a similarity of the engine preparation just described, with the initial conditions for photosynthetic life on earth. If the primordial geochemistry of hydrothermal vents is put aside as a (possibly important) transient condition, from which life has since become independent, there are two reservoirs of energy available to couple to surface chemistry. One is the background far-infrared/microwave spectrum at ∼ 300K, and the other is the visible spectrum at ∼ 6000K. The low-energy spectrum couples quasi-elastically to vibrational and rotational molecular excitations in near-thermal equilibrium, while the visible spectrum couples very nearly elastically to electronic transitions.
Living systems have the elaborate reaction network called metabolism to convert high-energy chemical bonds (redox couples) to energy-carrying molecules (e.g., ATP) and activated substrates, which can then be built into the various compartments and machinery of cells [21] . Without photosynthesis, this machinery can exist in shortterm equilibrium with the microwave background (due to the limited thermal lifetime of the chemicals noted in Sec. IV), while visible light exists in a sort of steadystate balance (not quite the same as equilibrium) with electronic transitions. Quantum selection rules, however, prevent the conversion of excited electronic states into the stable redox couples accessible to metabolism, for all but a few exceptional molecules.
The electronic and vibrational states of matter in this picture are effectively like the left and right standingwave engine states of this model, and the photon backgrounds to which they couple are like the associated reservoir excitations. This may have been the condition in the earliest stages of life, when the reservoir of sunlight was available but unused. The importance of the geochemical "transient" at this stage may have been that it provided redox couples directly, and so supported the emergence of metabolism, in a separate story that set the stage for photosynthesis.
The discovery of the two classes of choromophores (chlorophylls and rhodopsins) effectively introduced a coupling between the electronic and vibrational reservoirs, by way of the metabolic reaction network. These molecules solve the difficult problem of converting radiation-excited electronic states to stable high-energy chemical bonds, before the excited states can re-radiate elastically. The introduction of chromophores to an already-established metabolism initiates the dynamics of photosynthetic transport, in something like the way the θ 0 overlap will initiate particle transport in the next subsection.
C. Single mode-driven oscillations
It was actually possible to diagonalize the preparation Hamiltonian in either left and right sectors, or in the basis {x, S 0 , y, A 0 }. However, the thermal initial conditions of interest are only diagonal in the left/right basis, whereas the eigenstates with θ 0 < π/4 require diagonalization in {x, S 0 , y, A 0 }. The matrix representation of the dynamical Hamiltonian is
and its eigenstate excitations are created by
with eigenvalue 1 ∓ g, and
No difficulty is incurred because the basis in which the initial thermal projection factors is different from the eigenstate basis. App. E shows that, when the coherent-state representation of thermal density matrices is used for L and R sectors, the density which is their product simply defines an M -dimensional kernel K, in which the factor matrices K L and K R become diagonal blocks (Eq. (E6) ). The partition function has a basisindependent definition, from which the expected excitation numbers at any time are easily extracted by suitable similarity transform of K or its inverse,n.
The t = 0 transformation from {l, L 0 , r, R 0 } to {x, S 0 , y, A 0 } operators puts the mean number matrix in the representation
where the blocksn L andn R are defined by Eq. (15) and Eq. (16), respectively.
Since the eigenstates advance their phases according to the eigenvalues of Eq. (17),n evolves by similarity transform with the diagonal time-evolution operator. Because of the interaction Hamiltonian used to define the preparation of the sectors, the full eigenstates are superpositions of the sector eigenstates with the same engine/reservoir symmetry or asymmetry. In other words, in the eigenbasis, the block factorsn L andn R are themselves diagonal, and the only non-identity contribution to the similarity transform comes from the energy difference matrix
Supposing that the coupling between the L and R sectors was turned on at t = 0, the number matrix at time t, calledn t , is just
D. Bases for entropy accounting
It is shown in App. D that the marginal distributions for which the matrix (20) gives mean numbers are all exactly thermal, in any excitation basis, at any t. Each marginal has a well-defined effective temperature, with the expected relation to its mean occupation number. Now, the first premise of any classical description of either an equilibrium or SO system is that there is a division into "system" and "environment" components. Each is supposed to have sensibly defined state variables, and an entropy function of those that represents the uncertainty about the projection of the total state onto that component. The usual entropy function of temperature for a Maxwell-Boltzmann distribution is defined for each spatially factored component in this model. However, more must be said to determine whether that entropy has the desired interpretation as a component uncertainty, and under what conditions the sum of the factor entropies remains constant under evolution. If such conditions can be found, the corresponding equilibrium configuration variables remain state variables for the dynamical system, and its evolution has a reversible representation (in the strong sense of instantaneous measurement).
In this system at M L,R = 1, the only sensible component decomposition permitted by the interaction Hamiltonians is into the position states m = 0 for the reservoirs, and some basis of excitations for the engine. At general g, θ 0 , and preparation temperatures, the symmetric and antisymmetric number densities in the L and R preparation eigenbases oscillate harmonically with frequencies ±ν, and their interference, together with the S/A interference, causes the position-diagonal numbers to oscillate at multiple frequencies. In such cases the entropies computed from instantaneous, position-diagonal occupation numbers have no simple conservation laws. Approximate conservation laws can be induced, with particular number measurements and conditions on the coupling, but it is instructive to understand when this works and why the assumption of a number-based description generally fails, even though all of the marginals are thermal.
It is clear why sums of marginal entropies need not be conserved in general. The operation of factoring into components (replacing joint distributions with products of marginals) is a coarse-graining, which can lose information about system/environment correlations. The criterion of thermal reversibility demands that the information lost be independent of the various transformations to which the system/environment couple is subject, whether through the system's own internal dynamics or through externally imposed boundary conditions. Note that this is stronger than a requirement of empirical reversibility, which may be satisfied if the system merely returns to states with the same classical descriptions, after having evolved away from them.
Empirical reversibility need not imply thermal reversibility to be consistent with the second law. Precisely because the factored description has already lost information about the true specification of the ensemble, subsequent coarse grainings based on the same factorization could do better or worse at representing the maximum possible (complete) set of constraints, and thus cause any sign of the entropy change. The task of constructing a reversible description is one of finding bases for measurement that count all of the constraints without redundancy.
Note also that this is not merely a question of extensivity of the entropy, but rather of the failure of mu-tual ergodicity among components, as noted in Sec. IV. Nonextensivity might naïvely be expected to be the cause of entropy change here because in general, when two subsystems are coupled, the interaction terms in the Hamiltonian involve operators from both components, and are not definable in terms of the operators of either component alone. In factorization of such systems, one option is to simply omit all reference to the interaction terms, as would be done here by adding the entropies of number operators diagonal in a l, r, L 0 , R 0 basis alone. It would be expected, then, that relative contributions to the entropy would be missed, roughly in proportion to the energy of the interaction terms as a fraction of the internal energies of the components. In extensive but strong-sense ergodic systems, since the interactions are surface effects, their associated entropy corrections should become arbitrarily small in large-system limits. In this system, though, as presumably in biochemistry, the interaction terms can mediate arbitrary correlation of factor excitations, leading to total marginal entropy changes under evolution that are extensive in the factor volumes. Thus while the entropy accounting done here may be weakly nonextensive at small M L,R , the important issues in defining reversibility will remain essentially unchanged no matter what M values are assumed.
In the example here, the marginals do recover a conservation law as g/ √ 2 cos θ 0 is taken close to one. In that limit, the low-frequency states account for essentially all of the population in any basis, and there is a redundancy of the information contained in the reservoir m = 0 and the engine states. It then becomes possible to use reservoir marginal distributions as proxies for part of the order in the engine, allowing engine bases to be explored to account for any additional order not measurable in the factored reservoir marginals alone. Note that this limit is not necessitated by anything fundamental; it is used to compensate for the prejudice that, because the marginals are thermal, the constraints can be inferred from their temperatures alone.
Quantum mechanically, standing-wave and traveling wave excitations are not independent in an engine with only two degrees of freedom. However, classically, there may be information represented in the mean excitation number in one basis, which is only contained in the joint probabilities across different excitation numbers in the other basis. Thus exploring the various number bases in the engine will be the key to recovering an approximate description of the complete constraints on the distribution of interfering microstates. The necessary excitations beyond those already considered are created by the operators
It follows from the commutation relations that all of
are equal and time-independent, and from Eq. (20) that n x −n y ≡ 0. Unitary transformation to the l, r, L 0 , R 0 , or from these to the +, − bases at any time, gives
from Eq. (20) . Furthermore, because the populations of both engine and reservoir L and R modes come entirely from the interference of the same pair of states, n
This is how the choice of coupling makesn L 0 andn R 0 informational proxies for the l and r coherence in the engine.
At high temperature, the thermal entropy of Eq.( C6) (for any one component) is asymptotically equal to the logarithm of the mean excitation number, so to second order in fluctuation amplitudes,
and also
though total excitation numbers in the two sectors are preserved independently. The phase offset between the two oscillations, however, implies that to the same order
A classical description of a reversible process is usually considered to be a set of time-local configuration measurements, which can be made on components of a system, and in terms of which the sum of entropies is constant. It should be clear from this example that reversibility is a lot to ask of a coarse-graining that must also be local in time and factorable into components. Under almost any weakening of the restrictions on the example, the basis used here will no longer yield a reversible description, and the informational entropies will be obscured by a larger background of fluctuations due to inadequacies of the coarse-graining. However, with some sensitivity to the structure of the dynamics, it will generally be possible to preserve factorability if one can use time-nonlocal measurements. First, though, it is of interest to understand heat and information flows in the current model, where they can be computed locally.
E. The heat flow interpretation
Entropy change always accompanies the transfer of excitations. It is therefore possible to assign an entropy flow to various particle currents, which then takes on the interpretation of heat in classical thermodynamics. To show that this simplified model is appropriately interpreted as an engine/reservoir system, it is necessary to show that the heat flows obey those classically associated with engine cycles.
Because the model has been constructed with a topological correspondence to the thermoacoustic case, there is a natural phenomenology of thermoacoustic engine transport to map to it. The traveling-wave states + and − correspond to the transporting excitations. Classically, the entropy transported from the R to the L reservoir is proportional to the excess number of + over − excitations, while the transport from L to R is proportional to the − over + excess. Meanwhile, the rate of growth of the + excitation number is proportional to the temperature difference of R over L, while the growth rate of − is proportional to the L − R temperature difference. This model is linear, so there will not be the additional proportionality of + and − growth with the current amplitudes of + and −.
Only the total particle flow into reservoirs will be directly constrained by the local interaction Hamiltonians. However, at
Recognizing that for thermal distributions the mean excitation number is proportional to the temperature, Eq. (30) satisfies the first part of the thermoacoustic phenomenology: that the growth of structure is proportional to the driving temperature difference. To infer local particle flows between the engine and the reservoir, it is natural split the interaction Hamiltonian as
with
In the Heisenberg picture, this leads to the expression for the change in the number of particles n L , due to interaction with n + , as
and the change in n R from interaction with n + as
The sum of operators interacting with n + satisfies the engine conservation law
while the sum for n L satisfies the reservoir conservation law
Both conservation laws remain true at general M L,R , and there are symmetric constructions for the (−) and R sectors, respectively.
Because the entropy change for a thermal distribution is a function only of the mean excitation number, the splitting of particle currents allows a similar splitting of entropy changes into "flows". In a large-n limit, where
the change in the L reservoir entropy from + currents is
and similarly for the R reservoir entropy
By construction,
and likewise for L → R.
Since the whole-system sum of marginal entropies is conserved only to second order in fluctuations, it makes sense only to expand Equations (39 -40) to that order, giving
In the g/ √ 2 cos θ 0 → 1 limit that is dominated by a single mode in both x and y, the operator algebra of Eq. (31) gives the simplified relation
plus error terms of order 1 − g/ √ 2 cos θ 0 relative to the terms that are kept. A similar expansion for the antisymmetric number sum gives
Using Eq. (38) forn + , it follows that
Classical Carnot's theorem would have Eq. (45) identically zero, because for a reversible process the entropy transport out of R by (+) would exactly equal that into L, so the sum of two inward entropy transports would have to vanish. In this problem, Eq. (45) has both symmetric and antisymmetric nonzero terms. The symmetric term is precisely the information (negative of the change in entropy) stored in the + standing wave, the necessary correction to the classical theorem needed to treat the current itself as a thermal object. The second term is totally ±-antisymmetric, and describes an artificial entropy transport which exactly cancels between the two traveling waves, and thus is never actually delivered to either reservoir, or to the engine modes either. At this point it is useful to make a formal distinction between those entropies considered informational in origin, and those conventionally regarded as thermal. The thermal entropies that pass through an engine come from those correlations necessary to specify the state of the environment. They are originally projected onto the measurements of one reservoir and later transferred to the other's, but never resolved in the engine at any point. The informational entropies are the uncertainties of the actual state of the engine, which may change if the engine's composition is measured as part of the system characterization.
The informational entropy change is the sum −dS + /dt − dS − /dt, from Eq. (42) and its (−)-counterpart. By Eq. (25), it is quadratic in fluctuations, and it has natural interpretations in terms both of selforganization and of flows. The reduction in S + + S − is just the knowledge gained about the system from the constraint on its current. A state with zero mean current maximizes what would normally be computed as the "equilibrium" free energy. The imposition of a mean current as a constraint would produce just the distribution and entropy computed here as its maximum-ignorance solution. In this case, a constraint on the ± current excess arises through the dynamics, as the expression of the initial reservoir heterogeneity, and so appears selfgenerated from the perspective of the time-local coarsegraining.
Meanwhile, the thermal entropy passing through the engine is (one half of) the antisymmetric combination
Making use of the same operator identities and singlemode limits as above, this exchanged entropy evaluates to
The first term is again a ±-antisymmetric combination associated with nonuniform coupling to the standing waves. It could be set to zero with suitable populations of x and y, but never actually accumulates anywhere and is essentially an artifact. The leading-order entropy actually exchanged is linear inn + −n − , thus obeying the thermoacoustic Carnot relation. The quadratic correction is of the same order as the informational entropy, and describes how it is drawn differentially from the two reservoirs. This model, then, does strictly what was described above. When an appropriate basis is specified, the engine traveling modes appear to transport information about the environment from one reservoir to the other in the process of supporting particle currents. When the temperatures differ, it is not energy, but thermal entropy whose flux is conserved at leading order. The engine uses the resulting excess of energy to augment its own structure, or vice versa. When engine order is growing, though, classical Carnot's theorem is not exactly respected. The entropy the engine rejects at the low-temperature reservoir is slightly greater than what it takes in at high temperature, by just the change in its own structural information.
F. More modes and nonlocal state variables
When M L,R > 1 or g/ √ 2 cos θ 0 1, there will be no way to induce even quadratic-order entropy conservation, for any sum of marginal entropies computed only from time-local mean excitation numbers. Every basis of states in the reservoirs will be populated by interfering eigenmodes with different projections onto the engine. While the sum of reservoir entropies will be constant at linear order in fluctuations, the "exchanged" thermal entropy from each reservoir component will be proportional to a separate traveling current in the engine. These currents will all have different effective temperatures at any time t, even though their distributions combine to form a thermal distribution for total traveling current, which may have yet another, arbitrarily related, temperature. The resulting picture is one in which both classical Carnot's theorem, and all informational entropies, are lost against a background of entropy fluctuation created by inadequacies of the coarse-graining. At early times, the entropy change is always an increase, recovering the usual picture of an irreversible process, as shown in Fig. 4 . The ± basis, which is wellbehaved at M L,R = 1, is used in the engine in all cases. The whole system entropy depends strongly on the representation of the reservoirs; in the k basis, there is no entropy change in the transverse standing-waves, which do not project on the m = 0 coupling, while the m basis is repopulated dynamically at every position, and thus shows larger overall entropy increase. Interestingly, the transported entropy is almost insensitive to this distinction, suggesting an interpretation in which it is a property of the state of the engine. Despite the complex, apparently irreversible behavior of all of these entropy curves, the temperatures corresponding to the k occupation numbers oscillate harmonically between T It is easy to see, though, that the problem with this example is not that the distribution responsible for the process is differently specified than that for an equilibrium; it is that a definition of reversibility admitting only instantaneous configuration measurements is too narrow to be met. A slightly weaker definition, which admits measurements requiring finite but bounded time intervals, remains satisfiable for any M L,R . Every mean particle number can be Fourier transformed and resolved into the different-frequency components associated with the various L/R interfering eigenstates. Given discrete, nondegenerate eigenstate frequencies and a required precision for their estimated Fourier amplitudes, the estimates can be obtained within a finite time. For each interfering L/R pair, the Carnot theorem and informational corrections of the last section hold exactly as when M L,R = 1. The slowly time-dependent Fourier amplitudes thus become sufficient state variables for the system, and only the time-duration needed to obtain them depends on the accuracy with which entropy conservation must be verified, and the density of eigenstate frequencies implied by the system size.
The entropies obtained from such generalized measurements clearly define the uncertainty in segments of histories, rather than individual snapshots of configurations, and this will be a general feature of Jaynesian descriptions of dynamical systems. The important sense in which the system remains nontrivially reversible is that the time required to estimate the state variables grows only slowly (here, linearly) with the system size, so they remain infinitely redundant within intervals that one would like to regard as pure artifacts of finite models, such as Poincaré cycle times.
VII. GENERALIZING THE TIME-INDEPENDENT ENTROPY
The high-temperature limit of the linear oscillator model has been explicitly constructed with a partition function indistinguishable from that for an equilibrium system, except in the interpretation of its parameters as temperatures (no longer having only one value) or occupation numbers (having explicit dynamics). The logarithm of the partition function should then yield an effective potential generalizing the Helmholtz equilibrium free energy for the microcanonical ensemble, to incorporate these differences.
To see the form the effective potential should take, and within it the entropy of histories, it is convenient to introduce some case-specific notation, and to correct a technical omission that has been committed up to now, in computing entropies from the projections of occupation numbers onto engine or reservoir components alone, which differ by factors of two from the true occupation numbers of the eigenstates responsible for the oscillation. At g/ √ 2 cos θ 0 → 1, the sum of entropies computed in this way differs from the true system entropy by constant offsets ∼ log 2 in the high-temperature limit, so the conditions for reversibility and results about entropy transport hold in either variables. However, in order to use the real eigenvalues of the mean-number matrix, it will be assumed that the experimenter has multiplied the component occupations by two, and performed the trivial integration over the unpopulated state amplitudes to obtain a number matrix with only nonzero eigenvalues.
The trace of this projected matrix, which gives the total occupation number, is then denotedn T ≡n x +n y , while the time-independent differencen xy ≡n x −n y .
The differences, between l and r or + and − sectors, are functions of time, and as such are not suitable order parameters if not so referenced. Therefore letn lr,0 ≡n l (0) −n r (0), denote either the value of the number difference at a reference time t = 0, or equivalently the whole function for which that difference is the sole constraint. Similarly, letn +−,0 ≡n + (0) −n − (0) denote an initial value constraint for (±), or the whole history that follows from that constraint.
In terms of these, the projection of the matrixn onto the eigenmodes with nonzero population, in an xy basis for the raising and lowering operators, becomes
Since these occupation numbers are already true eigenvalues, even though they are referenced to projections onto engine states, they account for all system correlations, so reservoir occupation numbers need not be listed again.
The entropy of the most general configuration constrained only by number density, and represented with a Gaussian-coherent ensemble, is given by Eq. (C12) in terms ofn of Eq.
(48). If an averageβ value is defined asβ
it is possible to write the equivalent of an equilibrium free energy for the heterogeneously constrained system as
Elementary algebra shows that S is maximized, and F minimized, atn +−,0 = 0. Along this curve, the trace expression (C12) for S factors, and the free energy decomposes to the sum of equilibrium forms
In this sense, along a hyperplane of the possible classical configurations, the free energies look exactly like their equilibrium counterparts, even though the system is dynamical after t = 0. Because F is minimized by an order parameter that refers to a time-dependent classical history, this minimum is an example of a generalized flow ground state. It is instructive to ask what would be the closest approximation to this solution, obtained if one were to exclude explicit time dependence from the free energy. In this problem, that amounts to taking some static projection of F, and trying to interpret it as an equilibrium free energy. The valueβ of Eq. (49) was chosen so that only the heterogeneous Legendre transform pair, and the dependence of the entropy on the time-varying order parameters, would be excluded from the static projection. This choice of "effective" equilibrium temperature leads to the expansion
where S stat ≡ S (n T ,n xy , 0, 0). Now, the correct (dynamical) solution from Eq. (51) leads to a total number of particles in x and y of
evenly divided between the two modes and timeindependent. In contrast, direct minimization of the first two terms of Eq. (52) gives the expected total number
The result (54) is clearly inconsistent with the x and y particle numbers that would be observed, indicating that the static parts of Eq. (52) are not the "best" equilibrium approximation.
A better approximation could be obtained by setting 2/β = 1/β L + 1/β R and incorporating a constant term ∼ n T β L − β R into the "dynamic" corrections, so that the static part alone would give the correct value of both x and y numbers from Eq. (54). In that case, however, the l, r, + and − numbers would be equal, and the entropy higher than any of the best-characterized instantaneous entropies in the dynamical case.
This situation may be compared retrospectively to the description of life by Schrödinger. It may be possible to parametrize an equilibrium free energy in either case that gives the correct average energy spectrum of timeindependent system excitations. These correspond to the mean x and y numbers in the example, and to the kinetic temperature in biology. However, if the real system supports flows, the relative populations of the excitations coupled to the flows will be wrongly predicted by the equilibrium description. These are the l and r or + and − numbers, at alternating times, in the example, or the distributions of "improbable" biomolecules in cells. In either case, the instantaneous entropy one would assign from measurements characterizing all of the system structure are lower than those predicted by the equilibrium approximation.
The solution to this paradox is to include the additional terms beyond the static part of Eq. (54), or presumably to its biological counterpart. This both removes the ambiguity associated with choice ofβ in making the static projection, and recovers a true maximumignorance ensemble specified by all of the imposed constraints.
A more interesting aspect of the equilibrium approximation is the meaning of the entropy one would assign to an instantaneous characterization that accounted for all of the actual structure. If the measurements were of l and r with x and y numbers, the added structure could easily be interpreted in terms of an engine/reservoir decomposition, because the asymmetric temperature on the reservoirs would provide an instantaneous constraint on the engine. However, this interpretation would be spurious, because it clearly represents the same order as would be seen in + and − one quarter cycle later, at which time the reservoir temperatures are equalized. The proper interpretation is that instantaneous values of dynamical classical state variables are not the state variables of equilibrium characterizations, even if momentarily they look like such. Rather, they are arbitrary characterizations of histories, and it is the histories to which the heterogeneous environments are coupled.
A. Time-and temperature-dependent potentials
Eq. (52) may be evaluated as a generalized Helmholtz free energy of configurations at any time, because the argumentsn lr,0 ,n +−,0 refer to complete histories, whose projection onto all such configurations are known from Eq. (20) . In a less trivial system, where the evolution of the classical state variables could not be so simply derived, it would be desirable to have an extremization principle that determined the equation of motion, or equivalently the transformation rule for the effective potential.
Such a dynamical principle is derived in App. F 1, from the partition function of the preparation, and the time-loop S-matrix that defines the microscopic evolution of the eigenstates. A hybrid effective potential is found, whose real part is a generalized Helmholtz potential for the initial conditions, and whose imaginary part is a background-field effective action for the evolution forward from them. The effective potential is slightly different from Eq. (52), being a Legendre transform in the exponentials of the inverse temperatures, rather than in the inverse temperatures themselves, which is conveniently performed on the Gaussian-coherent representation of the partition function. The initial conditions it specifies are all the same, though. The construction in App. F 1 gives a general relation between the uncertainty measures over histories examined here, and the classical action from which one generally expects to derive reversible dynamics.
VIII. CONCLUSIONS
The order of equilibrium ground states is not at odds with the thermodynamic criterion of maximum ignorance, because they are as disordered as they can get, given the constraints imposed on them by their environments. The calculations in this paper show that the same is true of reversible dynamical systems, even if they appear self-organizing under some component decompositions. The robust order in a SO system is that part not allowed to dissipate by environmental constraints, and both its emergence and the return toward it under perturbation represent the decay of other forms of order not so determined.
It is not hard to recognize that even such simple processes as the generation of an electric current in an LC circuit represent the creation of reduced-entropy states, relative to states of the same charges constrained only by mean temperature. If the entropy of such conductive states is considered in isolation, its evolution clearly is toward greater-than thermal order. To the extent that the form of the order is a consequence of dynamics internally specifiable in the system, which can be induced under fairly generic boundary interactions with interchangeable environments (any source of electric field will do), the dynamic becomes "self-organizing". If the evolution is reversible (as in the resistanceless case), there is no process by which such entropy reduction can take place that does not have a mathematical representation as refrigeration.
The refrigeration becomes structural at the point where the reduced-entropy state (whose order parameter in dynamical cases can generally be chosen to be some current) also performs some identifiable function by virtue of its being ordered. In either Thermoacoustic engines or electric circuits, the function of the inducedcurrent state, viewed as a black box interposed between the components of its environment, is to transport energy and entropy between the reservoirs, thereby lowering the effective impedance of the engine or conductor. Reversibility of that entropy transport again results, in any cases where the potentials differ, in a net extraction of energy via an engine process. This assigns a function to the current from the perspective within the system, independent of that from the perspective of the environment.
A description of self-organizing dynamics in terms of structural refrigeration can seem like overkill, in mathematically trivial models like the one studied here, where classical descriptions of the dynamics of coherent currents are also available. The point to appreciate is that the statistical description provides a necessary refinement of the classical one, to capture the change in uncertainty of the ordered state itself, and to demonstrate the errors that can separate the proper measures of system uncertainty from "entropy" functions of instantaneous configuration variables, borrowed from equilibrium situations but no longer having their justification.
The refrigeration decomposition of reversible SO will likely become important if it can be applied to the order of biochemistry. There, coherent currents amenable to classical equations of motion may not exist in any simple forms, because biochemical reservoirs are defined by coexistence of unrelaxed chemical species -a sort of "compositional heterogeneity" -and spatial structure is in general not a significant feature of the currents that tap them. Further, the distributional specificity with which all living systems control their internal chemistry becomes, not a lower-order correction to their transport processes, but the leading feature to be explained. This appendix establishes definitions and notation for one-dimensional (scalar) and M -dimensional (vector) simple quantum harmonic oscillators. Special attention is given to coherent states, and convenient ways of constructing them in the vector case.
One dimensional oscillation
The algebra of the linear, one-dimensional quantum harmonic oscillator is generated by a raising operator a † , and its Hermitian conjugate lowering operator, a [28] . These are normalized by the commutation relation
Linear combinations of the raising and lowering operators give the position operator
and the momentum operator
The number operator, which gives the excitation number of a state above the ground state, is defined aŝ
In a first-quantized application, a † raises the energy of a single particle above the ground state, and a lowers it [28] . In a second-quantized application, a † increases the number of particles in a state, while a reduces it [29] . In the second case a † and a are referred to as creation and annihilation operators, andn as the occupation number operator. The position and momentum operators are then interpreted as the field strength of the excitation and its canonically conjugate momentum. Nothing about the algebra depends on this interpretation, but the creation/annihilation usage will be more natural in describing thermoacoustic or electromagnetic examples.
The state space of the one-dimensional oscillator is built from a ground state (first-quantized language), or vacuum state (second-quantized language), defined by the operation a |0 ≡ 0 |0 . Eigenstates of the number operator are built by repeated action of the raising operator on the vacuum, and normalized as
The commutation relation (A1) then giveŝ n |n ≡ n |n .
A scalar coherent state is defined for any complex number ξ as
(A7) It is an eigenstate of the annihilation operator, with
From the definitions of the position and momentum operators, it follows that the expectations
When time evolution is defined below, it will become apparent that these expectation values evolve by the classical equations of motion of a simple harmonic oscillator. Thus, coherent states have the interpretation of "classical" wave packets under the correspondence principle. The coherent-state expectation of the quantized version of a classical Hamiltonian, whether a mechanical particle energy or a field intensity, is
The expected excitation number is |ξ| 2 . Excitation number in coherent states is Poisson distributed, with the probability of number n in state ξ defined and evaluated as
2. Oscillation in more than one dimension
Vector simple harmonic oscillators are defined by raising and lowering operators with subscript m, which create excitations independently in some number M of dimensions. The vector ground state will be denoted as before, and eigenstates of the vector number operator are now indexed by a vector-valued excitation number, which will again be denoted n. With proper contraction rules of row with column vectors, this will create no confusion, because the vector oscillator is an exact formal extension of the scalar case.
Vector number states are created by the product of raising operators
Coherent states are indexed by a vector ξ with complex coefficients, and created from the vacuum by
The basis of excitations indexed by m is called orthogonal if raising and lowering operators at different m commute. In an orthogonal basis, it is very convenient to define the contraction a † ξ ≡ a † m ξ m as the raising operator for an excitation along direction ξ. These may or may not be canonically normalized, depending on the value of |ξ| 2 . The reason to introduce them is that the multinomial expansion
Thus any vector coherent state may be regarded as a scalar coherent state created by the appropriate raising operator. The magnitude of ξ occurring in the normalization is just the scalar product |ξ| 2 ≡ ξ † ξ.
Basis transformation and time evolution
The full commutation algebra in an orthogonal basis of canonically normalized raising and lower operators is defined to be
The lowering operators may be transformed to any other basis by a unitary transformation a µ ≡ v µ m a m , if the corresponding raising operators undergo the inverse transformation a † ν ≡ a † n v n ν . It then follows that in the new basis
so the transformed operators are again orthogonal and canonically normalized. In the appendices and the text, superscript Greek indices will be reserved for operators which create eigenstates of some Hamiltonian, and subscript Roman indices will denote all other bases. Typically these will be bases in which a coupled system factors into engine and reservoir components, and in which heterogeneous preparation conditions are blockdiagonal. Geometric objects like a † ξ have component representations in any basis, and thus define the conjugate transformation rules for the complex vector ξ:
The number operator for excitations of Hamiltonian eigenstate µ is defined asn µ ≡ a † µ a µ (no sum). The Hamiltonian assigns energy to µ-excitations as
and hence can be written
States evolve in the Schrödinger picture under the time-evolution operator e iHt . When this is applied to coherent states, the subscript t will be introduced as the time index, so that
|ξ t is created at any time by the same relation (A16), with time evolution introducing only the phase shifts
APPENDIX B: DENSITY MATRICES AND COARSE-GRAININGS
It is useful to introduce the definitions of coarse graining, and the examples that will be used in the text, because probability notation arises that will be used in later appendices. The starting definition is that, for {|ψ } some collection of quantum states, any density matrix can be written as a sum of outer products
A coarse graining of ρ is a map from ρ to some other densityρ which averages out some of the information in ρ [10] . A particular map used in the text will be called the annular coarse graining, defined in terms of a set of number states |n bỹ
This map removes information in the relative phases of different |n components, in which ρ may not be diagonal. The nature of the averaging can be understood by applying it to the outer product of a coherent state.
Such a product corresponds to a ball in a classical phase space, the x and p values of whose center are the real and imaginary parts of some complex vector ξ. If this ball represents ρ, the coarse-grained densityρ A uniformly populates the annulus in the phase space with mean radius |ξ|, and radial variance comparable to that in the original ρ.
A few lines of algebra show that the map (B2) manifestly satisfies the two conditions on a coarse-graining set forth in Ref. [10] . It is idempotent,
and states made typical by the coarse-grained distribution are also typical in the original (fine-grained) distribution:
Tr (ρ logρ) = Tr (ρ logρ) .
The entropy of any density is defined as
so it follows that the entropy of the coarse-grained density under the same definition is
a function only of the occupation-number probabilities.
The conditions defining a coarse-graining, together with the concavity of the logarithm, imply that Sρ A ≥ S ρ , for any ρ.
A second stage of coarse-graining can be applied to ρ, by marginalization ofρ A . The marginal probability of occupation n m of some single component m in the density ρ is defined asP
Marginalization of the probability of vector excitation number n is replacement of the joint probability with the product of component marginals, denoted
The marginal coarse-graining of ρ is defined as
Marginalization produces an entropy that is a sum of the marginal entropies of each component m:
This coarse-graining is performed whenever an interacting engine/reservoir system is factored into separate "engine" and "reservoir" components, which are assumed to have independently well-defined entropies and equations of state. The marginalization need not be complete, though when m denotes intra-component eigenstates that are coupled only through the inter-component interactions, it effectively is.
APPENDIX C: THERMAL DENSITIES AND THEIR COHERENT-STATE REPRESENTATIONS
All the classical states in this paper are built from thermal density matrices. These are maximum-ignorance distributions consistent with fixed expected energy [2, 10] , and are defined in terms of an inverse-temperature β as
The normalization factor Z is called the partition function, and equals
Since the energy eigenvalues E µ will be given units of frequency, β will have units of time. Thermal densities my alternatively be written as integrals over outer products of coherent states. In a basis of eigenstate excitations, the vector thermal density takes the form
A kernel matrix K is introduced by the Gaussian integral, which is diagonal in the eigenstate basis, with eigenvalues K µ ν ≡ δ µ ν e βEµ − 1 . This K may be checked to recover the thermal occupation number probabilities, by evaluating the trace defined in Eq. (B2):
(C4) Here all ξ component integrals evaluate to one except at µ, and the normalization Z µ is the partition function for the density over the µ eigenstate alone. The exponential integral differs from n µ ! only by the normalization exp (−βn µ E µ ), which with Z µ recovers the thermal distribution.
The mean excitation number at any µ is similarly easy to evaluate by Gaussian integration, as the trace
where a notationn µ has been introduced for the mean. The population is the inverse of the µ eigenvalue of K, the correct thermal result. The entropy of a thermal density is a sum of marginal entropies in the eigenstate basis. Evaluating these as functions of the mean occupation numbers gives
The preceding equations reduce the vector problem to a collection of simple scalar evaluations, but the physical content of any interesting problem is much more apparent in a geometric notation. The Gaussian kernel can be written in the basis-independent form
The associated measure over complex vectors ξ is invariant under unitary transformations, and so is also defined from the product measure in the eigenstate basis as
In this geometric representation, the thermal density (C3) becomes
while the partition function is the ratio of determinants
(C10) The eigenstate occupation numbers are eigenvalues of the diagonal matrix K −1 , which thus defines a basisindependent mean number matrix
The thermal entropy (C6) then has a representation which is manifestly invariant under unitary transformation of the ξ basis:
It is immediately apparent that thermal density matrices are a proper subset of the Gaussian-coherent density matrices, and that Equations (C9 -C12) hold for a general kernel matrix K with all positive eigenvalues. In particular, the trace form for the entropy can always be reduced to a sum over marginals of the eigenvalues of K, which need not be those of any Hamiltonian. This property of Gaussian-coherent representations will furnish a very easy way to impose conditions of heterogeneous temperature, on system components whose basis states do not diagonalize the fully interacting Hamiltonian.
Stern-Gerlach projections
One way to introduce dynamics and asymmetry into an initially equilibrated engine/reservoir system is to mechanically excite the engine, and allow it to pump the reservoirs to unequal potentials. If this were done with a transducer in the thermoacoustic example, it could be modeled in the densities of the last section by inserting a linear combination of 1 and a projection δ 2 ξ m −ξ m , for an arbitrarily chosen component m and coherent initial conditionξ m . Such a projection combines a constraint of partial coherence with a previous constraint of fixed mean energy, preserving maximum ignorance otherwise. It corresponds roughly to what is done in a Stern-Gerlach experiment. A thermal maximum-ignorance ensemble is prepared by an oven, whether of electrons with spin and momentum, or an engine/reservoir system thermalized uniformly. A measuring apparatus is used to distinguish only a subset of the degrees of freedom (momentum or the value of ξ m ), reliably or stochastically. The original ensemble is then culled according to the measured values, to produce a new ensemble in which the only reduction in ignorance comes from the explicit constraint afforded by the measurement. This serves as a paradigm for the procedure by which any classical state is related to an explicitly prescribed set of coarse-grained measurements.
Product-thermal initial conditions
Just as all marginal distributions from a Gaussiancoherent density are thermal, arbitrary heterogeneous thermal initial conditions can be imposed with such a density, in any basis related by unitary transformation to the eigenstate basis. For this appendix, suppose that the coordinates ξ define the Gaussian integral for the raising operators of the model in Sec. VI.
In the model it was possible to choose a "preparation Hamiltonian" (11) whose eigenstates were products of eigenstates in Left and Right sectors, denoted L and R. Each sector included all of the excitations in its respective reservoir, and a sector-unique linear combination of the excitations in the engine. With respect to this decomposition, write the column vector of complex ξ coefficients
This basis decomposition is related by an orthogonal transformation to {x, S, y, A} basis of eigenstate excitations of the fully interacting engine. For the subset of coefficients ξ L , a standard thermal density matrix is given by
in terms of inverse temperature β L , per Eq. (C9). The corresponding density for ξ R is given in terms of a β R as
(E3) Coherent states for the full system are products of coherent states for the L and R factors, by application of the Binomial theorem to Eq. (A16). Thus,
and the product density as long as the two sectors are decoupled is simply
The product (E5) is itself a Gaussian integral over the states (E4). If the sector coefficients are reassembled into the column vector (E1), the kernel of that integral has the block-diagonal form
As long as the system is evolving under the preparation Hamiltonian, the phases of the separate ξ L and ξ R cancel from their respective Gaussian integrals, because K L and K R are diagonal in the sector eigenbases. Thus the time index need not be specified explicitly for either the factor or product densities to be well-defined.
To use the density (E5) to specify the same distribution at other times, suppose that interactions are turned on at some time labeled 0. Whatever external couplings may have been used to produce thermal distributions in the L and R factors (by ergodic evolution or however) should have been removed anytime prior to 0. Then take the coefficient vector ξ to be the explicit coherent-state vector ξ 0 of Eq. (A22). The evolving density specified by these heterogeneous initial conditions is defined at all later times by taking the Gaussian integral over ξ 0 , with K fixed, and allowing the coherent states |ξ to evolve as in the Schrödinger picture. This is how a fixed uncertainty specifies a distribution on which measurements may be made over an indefinite time interval.
Alternatively, something like the Heisenberg picture may be adopted, by taking the Gaussian integral over the same coefficients ξ t used to index the coherent states. The preparation basis is related to the eigenbasis by an orthogonal transformation, and the eigenbasis evolves under the diagonal time-evolution matrix. Thus the preparation basis at time 0 is related to the eigenbasis at any other time by a unitary transformation, and the measure is invariant under these transformations. Thus the only change in the Gaussian integral is by similarity transform of the kernel K, from the block-diagonal form (E6) at time 0 to whatever basis is desired at time t. The inverse matrixn t evolves under the identical similarity transform, worked out for the examples of interest in the text in Eq. (20) .
APPENDIX F: CONNECTION TO THE CLASSICAL ACTION
Single-time correlations in linear models are elementary to evaluate in Gaussian-coherent ensembles, because the fields ξ may simply be transformed from one time t to another t with the unitary matrix e iE(t −t) . The measure is invariant, and the kernel evolves by similarity transformation under the same unitary matrix, as noted in App. E.
An alternative approach is to explicitly embed the appropriate time-evolution operator (called the time-loop S-matrix) in the thermal trace, and compute classical expectations in a background field expansion. While more cumbersome for single-time correlations of linear systems, this method automatically includes the correlations implied by classical dynamics at arbitrary collections of times, and provides a systematic perturbative construction for systems that cannot be solved exactly.
The background field expansion of heterogeneoustemperature systems is of interest as a formal construction in its own right, because it produces a sum of a classical effective action and a multi-temperature thermal effective potential. The former identifies classical dynamics, while the latter specifies initial conditions. The sum of the two potentials has a natural interpretation as a stationary-point evaluation of a Matsubara path integral, analytically continued to real times and extended to incorporate multiple temperatures. Both the interpretation and the form are retained even if the system is nonlinear. Thus, even if one does not choose to carry through the full construction in complex cases, if the classical action is known, the justification is provided for combining it with a thermal ensemble to select nontrivial initial conditions, along with a rule for transforming the combination to describe origins of equivalent dynamics at different times.
Forming the time-loop generating functional
The thermal ensemble is specified at some time t = 0. Coherent-state parameters are labeled ξ 0 , as in App. E, and the kernel for the t = 0 distribution is denoted K 0 . Correlations at arbitrary times are then computed by inserting Schrödinger-picture operators at those times into a thermal trace of the S-matrix that evolves the states at t = 0 over an interval sufficient to include them. In zero-temperature field theory, the S-matrix generally interpolates between the initial and final true ground states (in the many-particle application, "in" and "out" vacua). Since both bra and ket states in the thermal ensemble are given at t = 0, the "final" ket is defined by the action of the S-matrix on the t = 0 ket, which is the conjugate of the "initial" bra. Since this evolution must be free from the action of the operators to be inserted, there are two S-matrices forming a time loop [30] , with all physically correlated observables inserted into only one leg. The time-loop S-matrix is the time-loop-ordered product of the sequence of infinitesimal operators e iĤdt , wherê H includes interaction terms if the theory has them. dt is positive on the forward leg, and negative on the return. If we wish to make a background-field theory of the number operators, their expectations can be generated with a perturbation of the energy matrix by an arbitrary probe J(t). The generating functional then has the form
where the Schrödinger-picture number operator is defined at each time aŝ
so that the Hamiltonian iŝ
T denotes time-loop ordering, and the 0 indicates that the expansion of the exponential begins and ends at t = 0. The outer trace in Eq. (F1) is over quantum states, and the trace in the exponential is simply over matrix indices, as in Eq. (F3). Since coupling to the number operator preserves the linearity of the theory, the distributions of all singlecomponent occupation numbers in the perturbed theory remain exactly thermal. The perturbed S-matrix continues to act by matrix multiplication of the parameter ξ, so from the form (C9) and algebra, one can write
First variation of ζ J generates the expectation ofn in the presence of J, denotedn J :
Evolution under the free Hamiltonian is simple to factor out of perturbative expansions in J, so it is convenient to compute the so-called "interaction picture" number matrixñ
and its conjugate probe matrix
Computing with interaction-picture operators is equivalent to performing the unitary transformation of the ξ variables to appropriate times at the outset of the calculation. As expected, in the linear theory this will account for all dynamical structure, and the rest of the background field expansion will simply verify the constancy of the interaction-picture observables. In a nontrivial theory, only an exactly solvable part of the Hamiltonian would be used to define the interaction picture, and the remaining interactions would have to be treated perturbatively together with the influence of J.
The time-loop-ordered matrix appearing in Eq. (F4) has the expansion in interaction-pictureJ
while the similar expansion forñ J is
At t = 0 (either initial or final), Eq. (F6) is no transformation, sō
and whenJ is Hermitian,n J (0 − ) andn J (0 + ) are related by a unitary transformation. At every time,ñ J evolves according to
Finally, it is convenient to use Eq. (F8) to evaluate ζ J in closed form as
where the expectation ξ 0 ξ † 0 is with respect to the Gaussian integral.
Subtleties of the Legendre transformation
Ordinarily, i times the effective action is defined as the Legendre transform of the logarithm of the gener-ating functional from the J-perturbed S-matrix. In the finite-temperature problem here, though, it is not obvious even whether that transform should be imaginary or real. Sorting out the correct way to do the transformation will expose subtleties in the inversion of the relation n J that encodes initial conditions as well as dynamics.
The reason there is a puzzle is that Eq. (F13) clearly has the form
with the matrix
If J is Hermitian (a nontrivial restriction on J, but one which it is useful to impose for a moment in order to see the point), the generating functional is purely real, and its proper Legendre transform would seem to be 
exist,ν 0 is a convenient and acceptable independent variable to encode the initial (and final) conditions onn. On the other hand, from the original form of the generating functional (F1), and the fact that by definition of the time loop,
it would seem that the proper Legendre transform should have some form like
In fact, the correct transform must have both real and imaginary terms, because the real term in Eq. (F16) is necessary to handle the boundary values, but not dependent at all on the history of which Eq. (F19) should be a functional.
The key to correctly separating the dependencies is counting the degrees of freedom and ambiguity in the original history n J , and in any putative inverse function J n . Clearly, the evolution equation (F12) cannot give dynamics to the trace ofñ J , so one component of any inversionJ n must be arbitrary except possibly at t = 0. This freedom can be systematically parametrized by splittingJ
leaving λ(t) an almost arbitrary function. There may be additional nondynamical components ofñ J , such as the determinant if J is Hermitian, in which case there are additional almost arbitrary components inJ ⊥ . Such components could be fixed by any regular constraints (resembling gauge conditions), except that they must recover Eq. (F15) globally, to encode the finitely many degrees of freedom inñ(0 ± ). One way to handle the global inversion is to letJ n have a singular component,
imposing gauge conditions everywhere onJ reg to fix λ(t) and any other free functions, and letting the final transformation generated byJ + produce the proper J. Using such an inversion, the correct Legendre transformation of ζ J is
Under variations that leave initialn fixed,
because J reg differs from Jn only at t = 0 + . The solutionsn(t) where J reg (t) ≡ 0 are the classical expectations n cl (t,ν 0 ) under the intrinsic dynamics. Eq. (F24) thus vanishes at the right solutions to define an effective action. Meanwhile, variations of the total solution under which n(t) remains the classical stationary point with respect to its initial conditions are just those of Eq. (F16):
J vanishes on the number expectation value set by the original thermal partition function, so the effective potential has the same relation to initial conditions that the effective action has to dynamics. The Legendre transform of a finite-temperature partition function with nontrivial dynamics thus takes the form
where for the linear, Gaussian-coherent ensemble,
Though the constructions demonstrated here referred to the form of this particular ensemble, the separation between dynamics and initial values is natural, and the same form for the effective potential should arise for any theory that can be expanded in Gaussian fluctuations.
Relation to the Matsubara path integral
The argument of the exponential in Eq. (F26) has a natural interpretation as a single contour integral, provided by the Matsubara path-integral construction of finite-temperature ensembles. In the Matsubara theory, the partition function is a functional integral of fields on a periodic contour. Correlations on the contour have an analytic continuation to retarded Green's functions [30] , giving the contour an interpretation as a rotation of a time axis to periodic imaginary values. If a stationary-point expansion of the functional integral were performed, the log of the partition function βF would itself be a contour integral, with contour period β, and F a density on the imaginary time axis (see Ref. [11] , Sec. IIA, for an example). The leading ("classical") contribution to F would be the field Hamiltonian at the stationary configuration, and the determinantal correction would in general be proportional to the contour length, as is generally the case in local field theories [31] .
Since the effective action in Eq. (F26) is itself a timeloop integral, with starting and ending points at t = 0, it may be regarded as an insertion into the imaginary contour integral already definingβF (the multi-temperature generalization of βF ). At that point, it effectively becomes a continuation of the original Matsubara contour to the (real) time axis in a periodic, complex manifold, on which all of the Green's functions are defined, as diagrammed in Fig. 5 . The continuation of the stationarypoint evaluation of the effective potential to the classical effective action is no more than the cumulation of the analytic continuations of the microscopic thermal to retarded Green's functions, so the form of the Legendre transform could have been anticipated. Further, because the contour defining a thermal trace is intrinsically closed, it must have been the time-loop S-matrix, and the resulting time-loop action it generates, that embeds that trace in real time.
This derivation of classical actions from the stationarypoint evaluations of Matsubara Hamiltonians was proposed in Ref. [11] . Both in that work and here, nontrivial dynamics arose from initial conditions of heterogeneous temperature. In Ref. [11] , the analytic structure of the path integral was made well-defined by introducing a conformal factor on the Matsubara manifold, which was itself a dynamical field, whose fluctuations were adiabatic transformations. Here, heterogeneous temperature is built into an algebraic partition function by exploiting convenient features of Gaussian coherent ensembles. Yet adiabaticity remains central to the construction (as discussed in the text), and the form of the resulting effective potential is the same.
Sample forms in two dimensions
The foregoing constructions are easy to illustrate for the case K 0 2 × 2 and Hermitian. This case exactly describes the S and A even-state occupation numbers at M = 1, analyzed in the text as a refrigeration example, after the odd-state ξ components are integrated out of the Gaussian integral. Hermiticity of K 0 ensures real n 0 eigenvalues, hence real observed mean number in all physical bases. Probing with HermitianJ illustrates the gauge freedoms introduced when both the determinant and trace ofñ J are nondynamical.
The decomposition of a 2 × 2 HermitianJ into its independent vector degrees of freedom is
The basis matrixê 0 ≡ I, whilê
The corresponding decomposition of the number opera-
with the component operators having the physical identifications in the engine model
The coefficients of theê i in this representation form SO (1, 3) vectors, which for the number operator may be denotedñ = (ñ i ) i=0,...,3 ≡ (ñ 0 , n), and for the probẽ
≡ J 0 , J . The basis matrices have been chosen to give the coefficients in Eq. (F34) convenient normalizations, with the result that they take on commutation relations
(with ijk the totally antisymmetric symbol on three indices), and traces
It is clear from the evolution equation (F12), that d(ñ 0 ) J /dt = 0, and from the commutation relations (F35), that the vector n J evolves as
Thus, d ( n J · n J ) /dt = 0 as well. The first gauge condition that can be put on an inversionJ n , to make up for the degree of freedom unfixed by a dynamical determinant ofñ, is J 0 n = 0. The correct inversion of the remaining vector components then decomposes as
where the cross-product is manifestly traceless withñ, and the arbitrary function λ (t) corresponds to the degree of freedom unfixed by a dynamical trace ofñ. λ may be gauged regularly by choosing J 3 n = 0, for all solutions withñ 3 = 0. (Some basis in which such a regular gauge condition applies can be chosen for any stationary solutionñ on a finite t-interval, since a regular solution cannot be space-filling on such an interval.) The expansion in components, of the function λ selected by this gauge, is λ =ñ
The trace which is the argument of the action (F27) is very easy to evaluate in such an "axial" gauge:
Tr [Jn (t)n (t)] = Tr Jn (t)ñ (t) = 2 Jn · n = λ, (F40) with the result that
Variation of Eq. (F41) on the constraint surface ( n · n) constant, consistent with the gauge conditions imposed onJ, may be checked to yield dñ/dt = 0; ∀t. From this condition and the interaction-picture definition (F6), it follows that the classical stationary solution
Then, using the inversion of Eq. (F17),
the variation of Eq. (F28) for the initial condition yields
as required.
APPENDIX G: NONLINEAR MOTORS
Linear thermodynamics; nonlinear mechanics
The reason to consider classically nonlinear actions, in the context of App. F, is that nonlinearity can cause a reversibly self-organizing system to have the appearance of convergence to an attractor, if a projection onto a subset of its degrees of freedom is used as the order parameter for the system. Such a projection is natural if the remaining degrees of freedom measure bulk energy transfer that is not intrinsic to whatever we think of as the "emergence" of order. It then follows that convergence of an order parameter onto an attractor need not imply that dissipation is intrinsic to the organizing process, or indeed that it is present at all.
One interpretation of the microscopically linear model developed in the text is as a special case of a macroscopically linear inductor/capacitor (LC) circuit. Spatially diagonal mean number differences, such as n R − n L , correspond to charge separations on a capacitor, while their entropy-complements, n + − n − , correspond to net currents flowing in an inductor. The complexities of coupling to the electromagnetic fields responsible for true inductance have effectively been absorbed into the definitions of the raising and lowering operators, and their associated eigenvalues.
The easiest way to make such a system nonlinear, without changing the thermodynamic interpretation or the derivation of the time-loop classical action, is to make the inductor the armature coil of a direct-current (DC) motor, and endow the motor with some sort of centrifugal governor. The governor makes the armature's moment of inertia a function of its angular velocity, inducing a nonlinear mechanical response to a linear electrical coupling. Since it is possible to take only the charge and current imbalances as "thermal" degrees of freedom, these may be treated as interacting with mechanical background fields in an invariant way, irrespective of whether or not the backgrounds respond linearly.
The Hooke-governed motor
The simplest governor to use in a nonlinear motor is a mass suspended radially from the armature by a Hooke'slaw spring, and constrained to rotate with the armature, as in Fig. 6 . The action for such a governed, LC-circuit motor is
Q is the charge separation on a capacitor of capacitance C, ϕ is the angular position of the armature, and r is the radius of the governor mass from the axis of rotation. The mass m is assumed to contribute the entire moment of inertia to the armature, and the Hooke potential has resting radius r 0 and spring constant k. Overdot denotes time derivative. L is the self-inductance of the armature coil, so LQ 2 is the energy stored in the magnetic field of the inductor (a kinetic term). The corresponding electrical potential term is Q 2 /C. The electrical and rotational degrees of freedom are coupled with strength g, a function of the coil properties and pole field strength that can be derived from elementary laws of electromagnetism [32] for any specific motor.
This form of the coupling implies that the torque on the armature is proportional to the current through the coil, while the back-electromotive force (back-EMF) in the circuit is proportional to the angular velocity by the same constant. If r is fixed, say by taking k → ∞, Eq. (G1) diagonalizes into a reversible linear system with frequency shifted from the pure LC value by terms in g 2 .
Nondimensionalization and phenomenology
The purpose of this paper is to study finite-system selforganization, whose form is relatively insensitive to details of the driving environment. This is usually only possible if the environment is large. Therefore, it is natural to nondimensionalize Eq. (G1) with the mechanical properties of the motor, and to let the solutions depend on the nondimensionalized capacitance, inductance, and initial voltage, parametrically.
The two natural oscillation frequencies in the decoupled mechanical and electrical systems are respectively ω r ≡ k/m and ω E ≡ 1/ √ LC. Time is nondimensionalized at the frequency of radial oscillations by defining ω r dt ≡ dτ .
The large-capacitance limit is regular in voltage V ≡ Q/C, rather than charge Q, and this model has a natural critical voltage V C ≡ gω r . V C is the back-EMF produced by the motor atφ = ω r (the fastest rotation at which the Hooke's-law spring can provide the centripetal acceleration needed to stabilize any large r), so it is the largest initial voltage that permits a steady state as C → ∞. Defining Φ ≡ V /V C thus makes Φ = 1 a critical value. The remaining mechanical coordinates are descaled by defining ρ ≡ r/r 0 , and dϕ/dτ =φ/ω r ≡ Ω.
The nondimensionalized capacitance isĈ ≡ Cg 2 / mr 
the response to the sum of Hooke's-law and "centrifugal" forces in a rotating frame of reference.
Variation with respect to ϕ generates an equation of constraint, which may be solved if the initial condition foṙ ϕ is always taken to be zero; that is, that the armature is at rest when power is switched on:
The differential form of Eq. (G4) sets the torque proportional to the current in the armature coil; its integral form thus says that armature angular momentum plus appropriately scaled charge separation is a conserved quantity, where Φ 0 ≡ Φ (t = 0) is the initial condition. Some general solutions to (G2-G4) are shown in Fig. 7 at Φ 0 = 20 (strong driving). There is typically some oscillation of the governor mass, and with it the angular velocity, about a smooth long-period trajectory. That has been kept moderate though visible here by takinĝ L = 100, but it is not a feature of central interest.
The notable behavior of such motors is that, at a range of reservoir sizes (Ĉ values), the large excursion of the governor holds Ω < ∼ 1. The growth of Ω from zero to this asymptote, which one could regard as the "formation" of qualitatively new order, indeed is visibly independent of capacitance over the factor of 500 in scale shown here. Only when the charge separation is reversed and the energy in the inductor exhausted, both finite-size effects, does current flow become unable to maintain the governor radius, and the basically oscillatory nature of the energy exchange become visible.
The phenomenology of Ω at largeĈ describes the asymptotic emergence of a steady rotational state, optionally perturbed by oscillations depending on initial conditions. Apart from the phase and amplitude of the perturbations at any finite time, information about the environment and starting time is asymptotically lost. The sense in which this aspect captures what is "selforganizing" about the system is that ρ 2 is essentially a mechanical measure of stored kinetic energy, while Q is a parameter of the environment not sensitively dependent on the voltage that drives the process. Mechanical energy could be drawn off by some type of load, leaving a different ρ value, without changing the electrical dynamics, and environments that differ only in their capacitance present the same boundary conditions to the system. The asymptotic value of Ω is thus left as the only qualitatively special feature of the organized "ground state", and it is in nature a current variable.
It is tempting to compare this to the evolution of an organized ecosystem in response to some newly available free energy source. Initially the ecosystem evolves by innovation of forms or relations, but at some sustainable level of organization, it may expand simply by reduplication of the existing forms. It continues to transport progressively more current and to represent more stored energy, but is only more "ordered" in an extensive way, rather than due to progressive qualitative change. Fig. 8 . shows in what sense the radial oscillations are details of the transition to the stable ordered state, rather than features of it. HereL is varied at essentially infiniteĈ and strong driving. While the resulting difference in impedance match between the electrical and mechanical excitations has a large effect on the initial transient, as ρ grows with time, the radial oscillations cease to be expressed in fluctuations of Ω.
The last form of insensitivity to environmental details often associated with a self-organizing system is shown in Fig. 9 . At fixedL andĈ → ∞, the initial voltage is varied from just critical to strongly super-critical. The asymptotic steady Ω is of course fixed, but in addition, even the oscillatory perturbations depend only weakly on driving voltages much above unity. 
