Abstract In this paper, we propose a new on-chip interconnect scheme called Y-architecture, which can utilize the on-chip routing resources more efficiently than traditional Manhattan interconnect architecture by allowing wires routed in three directions (OD, 60D, and l2Oo). To evaluate the efficiency of different interconnect architectures, we assume mesh structures with uniform communication demand and develop a multi-commodity flow (MCF) approach to model the on-chip communication traffic. We also extend the combinatorial MCF algorithm in [5] to compute the optimal routing resource allocations for different interconnect architectures. The experiments show that: ( I ) Compared with Manhattan architecture, the Y-architecture demonstrates a throughput improvement of 30.7% for square chip. The throughput of the Y-architecture is only 2.5% smaller than that of X-architecture.
I Introduction
With rapid technology scaling, the interconnect becomes one most precious resource on a chip. Traditional Manhattan interconnect architecture organizes wires on two orthogonal routing directions, 0" and 90' directions, for the simplicity of routing embedding and design rule checking. However, its artificial restriction on routing directions adds significant wire length over the Euclidean optimum and thus decreases the communication capability of the on-chip interconnects.
In the past decade, many researchers have explored the possibility of using nonrectilinear wires to improve the efficiency of on-chip interconnects. [4] Most of these work discussed about how to introduce 45-degree short jogs to improve the routability of the chip in the detailed routing stage. Majority of the wires on the chip are still routed on either 0-degree or 90-degree direction.
Recently, Mutrunoi et. al. [7] proposed a new on-chip interconnect architecture named the X-architecture, which is targeting at the designs with 5 or more routing layers. 111 the X-architecture, the wires are organized in 0-degree, 45-degIee. 90-degree and 135-degree directions. The experimental 840 results show that it achieves a chip performance improvement of 10% and power reduction of 20% than Manhattan architecture for a high performance design.
In the foreseeable future, more than 12 routing layers will be available in the high performance circuit designs. [l] It is both possible and desirable for us to explore the different ways to organize the on-chip routing resources. However, the prohibitive cost of actually designing and manufacturing a chip with new interconnect archtectures makes it very hard to implement and test new interconnect architectures one by one. It is necessary to develop a quantitative framework to evaluate the efficiency of different interconnect architectures.
From early 1990s, researchers [2] [6] studied the wire length reduction by allowing more routing directions. Most of these works concentrated on the Steiner cost of a single signal net. The competition on the routing resources between different nets is ignored in these works.
We adopt Multi-commodity flow (MCF) approach to model the on-chip communication traffk. We assumc a mesh structure with uniform communication demand, and use the MCF throughput of the mesh to measure the communication capability of different interconnect architectures. This method is independent with particular test cases and can reflect the exact communication bottleneck on the chip.
Recent advance in MCF algorithm [5] allows LLS to solve MCF problem much more efficiently. Our implementation can compute the throughput of meshes with up to 289 nodes withm 12 hours computing. We also extend thls algorithm to compute the optimal routing resource allocation for different interconnect architectures.
In this paper, we propose the use of Y-architecture, w h c h has three symmetrical routing directions (0-degree, 60-degree, and 120-degree). We compare this interconnect architecture with the Manhattan architecture and the X-architecture. Based on our experiments on throughputs and analytical analysis on wire length, we have following reason to motivate the use of the Y-architecture :
(1) Using Y-archtecture can gain a throughput improvement of 33.3% over the traditional Manhattan architecture on a squared mesh. Comparing with the X-architecture, which has one more routing direction, the Y-architecture produces almost the same (2.6% less) throughput on a squared mesh.
( 2 ) The Y-architecture achieves an average of 13.4'% wire length reduction over Manhattan architecture for a two-pins connection. The more complex X-architecture can only We assume a uniform communication requirement i.e. every pair of nodes communicate with an equal demand. All communications happen at the same time. Note that the model can be extended to various communication demands, e.g., Poisson distribution, Rents rule, etc., depending on specific applications. In this paper, the uniform pairwise communication model is adopted because of its simplicity and genericalness. Moreover, the communication demand presents an unbiased symmetry, w h c h makes the solution independent of the test cases, placement, and routing.
We define the throughput, 2, to be the maximum amount of communication flow between every pair of nodes. We find the throughput using a multi-commodity flow model. The flow that starts from node i is deemed as commodity i. Commodity represents the flow capacity of edge (iJ, in a uniform mesh using X-architecture, we set cii to be unit for all (ij). We set that the flow injecting to a node is positive and the flow ejecting from a node is negative b. Edge-Path form of MCF (LP2):
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In this linear program. we denote by P , the set of all paths p containing the edge e. and by P,, the set of all paths between nodes i , j , the flow variables]@) represents the llow amount of path p.
Note thft the number of linear constraints in linear program LP1 is I U-+ IEl. Thus the linear program LPI can be solved in polynomial time using any polynomial time linear program solver [6] . However, when n increases, the number of linear constrai,nts explodes at the rate of n4 for a n by n mesh. So, for large cases it is impractical to solve the MCF using linear programming.
In 
MCF with edge capacities in linear constraints
For X-architecture, we add 45-degree edges to the 90-degree mesh of Manhattan architecture. Hence, if route some number of wires on an edge in 0" or 90" direction consumes one unit of routing area, then route same number of wires on an edge in 45" or 135" direction costs JT units of routing area. In other words, for a pair of routing layers, if we can allocate a capacity of x to 0' and 90" edges, we can only allocate a capacity of I &to 45" and 135" edges.
Let cI be the capacity of horizontal and vertical edges, c2 be the capacity of 45' and 135" edges. The area constraints can be expressed as c, + A. c2 = 1 . Thus, the total area is equal to the constant. For Y-architecture, we set the shape of slots to be hexagon. Fig. 3(a) illustrates a hexagonal mesh with 19 slots. Fig. 3(b) is the corresponding communication graph. In Fig. 3(b) all edges are symmetrically oriented in O", 60" or 120" direction and every edge has the same length. Hence, the routing area constraint for Y-architecture can be expressed as cI+c2+c3 =2, where cl, c2, and c3 are edge capacity for edges oriented in O", The dual program assigns a nonnegative shadow cost de to each edge e, such that the sum of the shortest distances between every distinct pair of nodes is maximized. The constraints (3.2) denotes that the total shadow costs of all edges in a routing channel is smaller than or equal to the area coefficient of that routing channel.
We extend the combinatorial ( I +&)-approximation scheme in [SI to solve the routing resource allocation problem. We also adopt the primal-dual structure of the linear program. The shadow cost is determined by the flow congestion level on the edge. Let J ( e ) be the congestion level of edge e, where f(e) is the total flow amount going through edge e, and C, is the capacity of e. The shadow cost is computed using
, where g* = max/g(e)(e €E), and
p is a constant related to desired approximation error E.
Initially, all the shadow costs are set to be equal. Then, the algorithm proceeds in iterations. In each iteration, we route a fixed amount of flow along the shortest path for every commodity. At the end of each iteration, we adjust the capacity of every edge and its shadow cost according to the dual linear program. Fig. 4 shows the pseudo-code of our routing resource allocation algorithm. 
I11 Throughputs of Meshes with Different Interconnect Architectures
We first use Matlab's linear program package on a Sun Ultra10 workstation to compute MCF solutions. For the case with 100 nodes, the run time exceeds 24 hours. We then implement the MCF algorithm [5] and our routing resource allocation algorithm using C programming language. Our implementation derives the MCF solutions for cases with up to 289 nodes within 12 hours.
We compare the throughputs of meshes with different interconnect architectures. In subsection 3.1, we set the chip shape to be square. Then use our extended flow approach to compute the throughputs of different interconnect architectures with optimal routing channel allocation. In subsection 3.2, we set the chip shape to be fully symmetrical to all routing directions, i.e. diamond for Manhattan architecture, hexagon for Y-architecture, and octagon for X-architecture.
Throughputs with square chip shape
In this subsection, we compare the throughput of n by n meshes using Manhattan architecture, Y-architecture, and X-architecture. Fig. 5 demonstrates three 7 by 7 meshes using different interconncect architectures. For an n by n mesh, the enclosing box of the slots is close to a rectangle. The throughput of an n by n mesh using a certain interconnect architecture demonstrates the communication ability of that interconnect architecture on a rectangular chip. Note that for an n by n mesh with Y-architecture, there are 3n2-4n+l edges, for an n by n mesh with Manhattan architecture, there are 2n2-2n 0-degree and 90-degree edges: for an n by n mesh with X-architecture, there are 2 n I -2~ edges on 0"or 90" direction and 2(n-1)2 edges on 45"or 135" direction. To fairly compare the throughput of meshes with different interconnect architectures, we need to allocate the same amount of routing resources to meshes of the same size. In our experiments, we set the sum of all edge capacities equal to 2n2-2n for all n by n meshes, and use our routing resource allocation algorithm to find the optimal allocation of edge capac ir ies.
For 17 from 2 to 17. l'able I Iisls the throughputs of 17 b y 17 in es hes We normalized the throughput using a factor m"(m-I), where m is the number of nodes in the mesh. By doing so. we can keep the total amount of communication demand and total edge capacities independent with the dimension of the mesh. The third and the forth column show throughput and normalized throughput of meshes using Manhattan architecture. The fifth and seventh column depicts the normalized throughput of meshes using Y-architecture and X-architecture, respectively. We list the throughput improvement achieved by Y-architecture and X-architecture in the sixth and the eighth M' i t h d i ffe re n t i n t e rco n nec t arch i te c t ur-es .
column. Table 1 . Throughput of rectangular meshes
For n from 10 to 17, Y-architecture provides an average throughput improvement of 30.7% for an n by n mesh, and X-architecture achieves 34.5%. For a 17 by 17 mesh, Y-architecture provides an throughput improvement of 3 1.1 % and X-architecture achieves an improvement of 34.6%.
For Y-architecture and Manhattan architecture, equally distributed edge capacities produces maximum throughput on n by n meshes. For X-architecture, we show the optimum ratio of the area of diagonal routing edges to that o t Manhattan edges in the last column. That ratio approaches 5.65 when n increases. Summing up the capacities of the edges passing across the cut lines, we can derive a throughput upper bound for n by n meshes with different interconnect architectures.
For Manhattan architecture. there are 17 edges crossing eiich cut line. The total edge capacity is n. For Y-architecture. there are 2n-I edges passing across each cut line and each edge has capacity 2/3. the total edge capacity crossing the cut line is /4n -2113. yhen 17 approaches infinity. an 17 by n mesh using Y-architeciure can have (4/3 -I ) = 33.3Y0 more tlow crossing the cutline. Thus, Y-architecture can achieve at most 33.3,Yo throughput improvement over Manhattan architecture on a squared mesh.
For X-architecture, there are Z(n-l) diagonal edges and n Manhattan edges crossing each of the two cut lines. To achieve maximum throughput, the ratio of the capacity for diagonal edges and the capacity for Manhattan edges is 5.6. Under this ratio, the edge capacities are 0.15 15 and 0.6 for Manhattan edges and diagonal edges respectively. The total flow amount can go across the cut line is 1.3515n-I. When n approaches infinity, the throughput improvement bound is 35.6%.
For all the cases have been tested (n = 2 to 13, we all observed this kind of central horizontal and vertical cut sets in n by n meshes using both X, Y and Manhattan architectures. Furthermore, in all these cases, there is no flow passing through the same cut set more than once. lfthis is true for all n by n meshes, the improvement upper bounds we derived are exact throughput improvement rates.
Throughputs with svmmetrical chip shape
As we have already seen in last subsection. a rectangle shaped chip has communication bottlenecks o n theirs iwti middle cut line5 The ph!,sical dimension ofthe middle part of the chip restricts the communication flow and thus prevents us from getting larger throughput. As suggested in [ 3 ] . a convex shaped chip may produce better throughput by allowing more wires crossing the original middle cut lines. In this section, we set the chip shape to be close to a circle and symmetrical to all routing directions and then compare the throughput of different structures. Fig. 7 shows an example of meshes symmetrical to the routing d i rec I ions l o r d i ffere n t i n te rc o 11 n ec 1 ir rc h I I c c I u 1-c Fig.7(a) is a level 2 hexagonal mesh, which is the symmetrical structure corresponding to the Y-architecture. Fig. 7(b) illustrates an octagonal mesh, which is X-architecture's corresponding symmetrical mesh . Fig 7(c) shows a diamond shaped mesh, which is symmetrical to the Manhattan architecture.
We compute the throughput of symmetrical structures for the Y-architecture, X-architecture, and Manhattan architecture. Table 2 lists the throughput of Hexagonal meshes from level 1 to level 7. Table 3 shows the throughput of octagonal meshes from level 2 to level 4. Table 4 illustrates the throughputs of diamond meshes from level 1 to level 12. We also normalized the throughput by total edge capacities. For Y-architecture, a hexagonal mesh with 169 mesh produces a normalized throughput of 2.82, which is 7.6% more than that of a square mesh using the same interconnect architecture. For X-architecture, our experiments have not reached the converged throughput yet. For largest case we have tested, which has 281 nodes, the normalized throughput is 2.84, which is 5.2% more than that of square mesh using the same interconnect architecture. For Manhattan architecture, a diamond shaped mesh with 265 nodes provides a normalized throughtput of 2.39. The throughput improvement of diamond mesh over square mesh for Manhattan architecture is 20%. The meshes with symmetrical structures produce different flow congestion pattern from n by n meshes. Fig. 8 illustrates the flow congestion patterns of a level 6 hexagonal mesh, a level 3 octagonal mesh and a level 8 diamond mesh. We mark the cut edges using red bold line. The symmetrical meshes displays a more evenly distributed congestion pattern than n by n meshes. The middle cut lines do not exist any more. 
VI. Wire-length of Different Interconnect Architectures
Wire length has significant impact on virtually every important measure of chip quality. From physical point of view, decreasing wire length directly reduces the resistance and capacitance of the interconnect, thus improves the performance and power consumption of the circuits. From designer's point of view, shorter total wire length can produces less routing congestion on the chip, hence improve the routability and signal integrity of the design. At the same time, from manufacturing point of view, shortening the wirelength can improve the manufacturability and reliability of the chip.
Because of its few freedom on choosing routing directions, Manhattan architecture adds significant amount of wire length to the Euclidean optimum. Apparently, allowing more routing directions may shorten the total wire length. Previously, researchers has studied the impact of using different interconnect architecture on the wire length. Many of these efforts were put on constructing the Steiner routing trees under different routing direction restriction [2] [8] . Due to the inherent hardness of Steiner minimum tree problem, most of these work develop heuristics to construct Steiner trees for a randomly generated net, and statistically calculate the average wire length for different interconnect architectures. In this section, we derive the quantitative comparison of wire lengths needed to connect a two pin net using different interconnect archtectures.
In-order to generalize the non-rectilinear routing structure, Burman et al. [2] introduces the concepts of h-geometry. In h-geometry, wires with angles idk, for all i are allowed, where h is a positive integer. A = 2, 3, 4 corresponds to the Manhattan architecture, Y-architecture, and' X-archtecture, respectively. In the following discussion, we follow this notation of h-geometry. Lemmal: In h-geometry, given two points A and B, ifAB are not on any of the h feasible routing directions, then the shortest path connecting AB consists two segments AC and CB, where the angle between AC and CB is (l-l/A)n Lemma2: Let A, B be any two points on the plane, re be the Euclidean distance between A and B, and rl be the length of the shortest wire to connect AB in hgeometry, then a-1
A,B ra 2 A Lemma3: Let A, B be two random points on the plan, re be the expected Euclidean distance between A and B, and rl be the expected length of the shortest wire to connect AB in
Lemmal states that in order to connect two pins with the shortest wire, there is at most one tum on the path, and we need to maximize the angle between two segments of the path for the given interconnect architecture. For different interconnect architectures, Lemma2 shows that in worst case how much additional wire length could we pay over the Euclidean distance. For Manhattan architecture, in worst case the wire length is 41.2% longer than the Euclidean distance. For Y-architecture and X-architecture, the additional wire length over Euclidean distance is at most lS.47% and 8.23% respectively. We list these numbers in the Table 5 .
Lemma3 discuss the average wire length of a two pin net using different interconnect architecture. For Manhattan architecture, the average wire length is 27.32% longer than its Euclidean distance. For Y-architecture, the average wire length is 10.27% longer than its Euclidean distance and achieves a average wire length reduction of 13.4%. The X-architecture further reduces the average wire length to be withm 5.48% of the Euclidean optimum and it produces 4.3% wire length reduction over Y-architecture with the cost of one more routing direction. 
V. Conclusions and Future Directions
In this paper, we propose a new on-chip interconnect architecture named, Y-architecture. Comparing with the traditional Manhattan architecture, Y-architecture apparently improves the throughput (31.1% more for a 17 by 17 mesh) and significantly reduces the wire length. (an average reduction of 13.4% for a two pin net). Comparing with recently proposed X-architecture, Y-architecture produces very close throughput (only 2.6% less for a 17 by 17 n m h ) and slightly longer wire leiigth (Averagely 4 3% longer foi-a random two pins connection).
According to our experiments, making the chip shape close to a circle can improve the throughput of rectangular chip. A hexagonal chip using Y-architecture produces a throughput improvement of 41% over the rectangular c h p using Manhattan architecture.
Some interesting research directions about Y-architecture include: (1) Developing new models to take vias into consideration when evaluating different interconnect architectures, and (2) Designing a sample chip to justify our theoretical prediction.
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