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การเปรียบเทียบประสิทธิภาพการจําแนกข้อมูลปจัจัยสนับสนนุการเรียนรู ้
ของผู้เรียนระดับอุดมศึกษาในสภาพแวดล้อมการเรียนรู้เสมอืนจริง 
 
อุบลรัตน์  ศิริสุขโภคา1* และ จรัญ  แสนราช2 
 
บทคัดย่อ 
บทความนี้นําเสนอผลการประเมินและเปรียบเทียบประสิทธิภาพการจําแนกปัจจัยสนับสนุนการเรียนรู้ของผู้เรียน
ระดับอุดมศึกษาเมื่อเรียนรู้ในสภาพแวดล้อมการเรียนรู้เสมือนจริง 3 เทคนิค คือ เทคนิค Decision Tree เทคนิค k-NN 
และเทคนิค Naive Bayes โดยการนําข้อมูลเกี่ยวกับการลงทะเบียนเรียนและผลการเรียนของผู้เรียนที่เรียนรู้ด้วยการ
โต้ตอบกับสภาพแวดล้อมการเรียนรู้เสมือนจริง จํานวน 8 แอททริบิวต์ มีข้อมูลจํานวน 32,950 ชุด ซึ่งผ่านการตรวจสอบ
และปรับให้ข้อมูลมีความสมบูรณ์ โดยแบ่งข้อมูลออกเป็น 2 ส่วน ด้วยวิธี Split Test ประกอบด้วย ข้อมูลส่วนที่หนึ่ง 
จํานวน 26,360 ชุด คิดเป็น 80% ของข้อมูลทั้งหมด เป็นข้อมูลที่ใช้ในการสร้างโมเดลและข้อมูลส่วนที่สอง จํานวน 6,590 ชุด 
คิดเป็น 20% ของข้อมูลทัง้หมด เป็นข้อมูลที่ใช้ในการทดลองความถูกตอ้งและแม่นยําของโมเดลท่ีสร้าง ผลการวจิัย พบว่า 
เทคนิคที่ใช้ในการจําแนกปัจจัยสนับสนุนการเรียนรู้ของผู้เรียนระดับอุดมศึกษาในสภาพแวดล้อมการเรียนรู้เสมือนจริง  
ที่มีประสิทธิภาพสูงสุด คือ k-NN (เมื่อกําหนดให้ k = 3) โดยมีค่าความแม่นตรง 97.87% ค่าความระลึก 97.90% ค่าความ
แม่นยํา 97.93% และค่าถ่วงดุล 0.352 
 
คําสําคัญ: การจําแนกข้อมูล, การแบ่งข้อมูลเพื่อทดสอบโมเดล, ต้นไม้ตัดสินใจ, k-NN, เนอีฟเบย ์
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A Comparison of the Efficiency of Data Classification in Learning Factors of 
Tertiary Level Students in a Virtual Learning Environment 
 
Ubonrat  Sirisukpoca1* and Charan  Sanrach2 
 
Abstract 
This research presents the result of evaluation and comparison of the efficiency of data 
classification in learning support factors of tertiary level students in a virtual learning environment.  
Three primary techniques were compared in this research, including Decision Tree technique, k-NN 
technique, and Naive Bayes technique. The were 8 attributes with 32,950 datasets of the data which 
were included student registration and the learning outcome of the students who interactively learned 
in a virtual learning environment. The data was divided into 2 parts by Split Test method. The first part 
which was comprised of 26,360 datasets (approximately 80 percent of the total data) was used to 
generate a model while the second part which was included 6,590 datasets (approximately 20 percent 
of the total data) was utilized to examine the precision and accuracy of the model.  The results 
revealed that the most efficient technique, used to classify the learning factors of the tertiary students 
in a virtual learning environment, was k-NN technique (k = 3) with 97.87 percent of precision, 97.90 
percent of recall, 97.93 percent of accuracy, and 0.352 F-measure.   
 
Keywords: Classification, Split Test, Decision Tree, k-NN, naive bayes 
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1.  บทนํา 
 การศึกษาในระดับอุดมศึกษามีความสําคัญต่อการ
พัฒนาบุคลากรในระดับประเทศ การจัดการเรียนรู้ที่มี
ประสิทธิภาพจึงเป็นส่ิงสําคัญ เนื่องจากการเรียนรู้ใน
ระดับอุดมศึกษาแตกต่างจากการเรียนรูใ้นระดับอื่น ๆ ซึ่ง
มีผู้เรียนที่มีประสบการณ์และพื้นฐานความรู้แตกต่างกัน 
การจําแนกปัจจัยสนับสนุนการเรียนรู้ของผู้เรียนใน
ระดับอุดมศึกษาจึงเป็นส่ิงจําเป็นเพื่อใช้ในการวางแผนให้
ผู้เรียนในระดับอุดมศึกษาสามารถสําเร็จการศึกษาได้
อย่างมีประสิทธิภาพ อีกทั้งมหาวิทยาลัยหลายแห่งมีการ
จัดสภาพแวดล้อมการเรียนรู้แบบเสมือนจริงเพื่อให้
ผู้เรียนเกิดความเข้าใจเนื้อหาและเข้าร่วมกิจกรรมตรง
ตามความต้องการได้อย่างแท้จริง การเปรียบเทียบ
ประสิทธิภาพการจําแนกปัจจัยสนับสนุนการเรียนรู้ของ
ผู้เรียนระดับอุดมศึกษาในสภาพแวดล้อมการเรียนรู้
เสมือนจริงจึงมีความสําคัญเพื่อนําไปใช้ในการวิจัย
ระดับสูงต่อไป 
 จากความสําคัญดังกล่าวผู้วิจัยได้ศึกษาค้นคว้าและ
ทบทวนงานวิจัยที่ เกี่ยวข้อง ได้แก่ งานวิจัยของ P. 
Dunkuntod [1]  พัฒนาระบบช่วยแนะนําสําหรับการ
ดูแลช่วยเหลือนักเรียน ด้วยการทดสอบและวัดประสิทธิภาพ
การจําแนกข้อมูล โดยใช้เทคนิคซัพพอร์ตเวกเตอร์ 
แมชชีน เทคนิคต้นไม้ตัดสินใจ และเทคนิคเนอีฟเบย์ 
พบว่า เทคนิคซัพพอร์ตเวกเตอร์แมชชีน มีค่าความถูกต้อง
ในการจําแนกขอ้มูลดีทีสุ่ด คือ 99.75% ซึ่งสามารถนํามา
พัฒนาระบบช่วยแนะนํา สําหรับการดูแลช่วยเหลือ
นักเรียนและแก้ไขปัญหานักเรียนในด้านต่าง ๆ ได้อย่างมี
ประสิทธิภาพโดยผู้ใช้มีความพึงพอใจเฉลี่ยเท่ากับ 4.02 
มีค่าส่วนเบี่ยงเบน มาตรฐาน 0.08 งานวิจัยของ D. 
Thammasiri and P. Meesad [2] ได้นําเสนอวิธีจําแนก
ข้อมูลด้วยเทคนิคการร่วมกันตัดสินใจจากหลายโมเดล
โดยเลือกตัวแทนที่เหมาะสมด้วยขั้นตอนเชิงพันธุกรรม
เพื่อให้ความถูกต้องในการจําแนกข้อมูลและตัดสินใจ
ร่วมกันด้วยการโหวตเสียงข้างมาก พบว่า ประสิทธิภาพ
การเลือกใช้ตัวจําแนกร่วมกันให้ประสิทธิภาพสูงสุดเกิด
จากเทคนิคตน้ไม้ตดัสินใจ เทคนิคโครงข่ายประสาทเทียม  
และเทคนิคซัพพอร์ตเวกเตอร์แมชชีน โดยมีสัดส่วนของ
จํานวนโมเดลแตกต่างกันตามข้อมูลที่ใช้ในการจําแนก 
งานวิจัยของ N. Chirawichitchai and N. Panawas [3] 
ได้นําเสนอผลการจําแนกความคิดเห็นโดยใช้เทคนิคการ
เรียนรู้ของเครื่อง โดยเปรียบเทียบประสิทธิภาพการ
จําแนกข้อมูลด้วยเทคนิคซัพพอร์ตเวกเตอร์แมชชีน 
เทคนิคต้นไม้ตัดสินใจ เทคนิคเนอีฟเบย์ และเทคนิค 
เคเนียเรสเนเบอร์ พบว่า เทคนิคซัพพอร์ตเวกเตอร์ 
แมชชีนมีความเหมาะสมและมีประสิทธิภาพสูงสุด เท่ากับ 
86.30 งานวิจัยของ N. Nai-arun and P. Sittidech [4] 
นําเสนอการจําแนกข้อมูลผู้ป่วยโรคหัวใจขาดเลือดออก
จากโรคหัวใจแบบอ่ืน โดยเปรียบเทียบประสิทธิภาพของ
เทคนิคซัพพอร์ตเวกเตอร์แมชชีนและเทคนิคโครงข่าย
ประสาทเทียมแบบแพร่กลับ พบว่า เทคนิคซัพพอร์ต
เวกเตอร์แมชชีนมีความเหมาะสมในการจําแนกข้อมูล
ดีกว่า โดยมีค่าความถูกต้องเท่ากับ 96.46 และงานวิจัย
ของ P. Budake and S. Boonlue [5] ทําการสร้างตัว
แบบพยากรณ์เพื่อเปรียบเทียบประสิทธิภาพด้วยเทคนิค
ซัพพอร์ตเวกเตอร์แมชชีน  เทคนิคต้นไม้ตัดสินใจ และ
เทคนิคโครงขา่ยประสาทเทียมแบบย้อนกลับเพื่อคัดเลือก
ตัวแบบพยากรณ์ที่มีประสิทธิภาพสูงสุด โดยใช้ชุดข้อมูล
ระเบียน 18 คุณลักษณะ พบว่า เทคนิคซัพพอร์ตเวกเตอร์
แมชชีนเหมาะสมที่สุดสําหรับการพยากรณ์โอกาสสําเร็จ
การศึกษาของนักศึกษา โดยมีความแม่นยําสูงทีสุ่ดเท่ากบั 
89.13 มีผลการประเมินค่าความแม่นเท่ากับ 0.878  ค่า
ความระลึกเท่ากับ 0.891 และค่าประสิทธิภาพโดยรวม
เทา่กับ 0.860  
 จากการค้นคว้าและทบทวนงานวิจัยที่ เกี่ยวข้อง 
ผู้วิจัยจึงมีแนวคิดในการวิจัยเกี่ยวกับการเปรียบเทียบ
ประสิทธิภาพการจําแนกปัจจัยสนับสนุนการเรียนรู้ของ
ผู้เรียนระดับอุดมศึกษาในสภาพแวดล้อมการเรียนรู้
เสมือนจริง โดยใช้ข้อมูลจากฐานข้อมูลการเรียนรู้ที่
ประกอบด้วยข้อมูลเกี่ยวกับหลักสูตร ผู้เรียนและการ
โต้ตอบกับสภาพแวดล้อมเสมือนจริง เพื่อวางแผนการ
ทํานายผลจากเรียนรู้ของผู้เรียนในอนาคต ด้วยการ
จําแนกประเภทข้อมูล (Classification) โดยเลือกใช้
เทคนิค Decision Tree เทคนิค k-NN และเทคนิค 
Naive Bayes และใช้วิธี Split Test ในการแยกข้อมูล
สําหรับสร้าง Training data และ Testing data เพื่อใช้
ในการทดสอบประสิทธิภาพของโมเดล ตามลําดับ 
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ตารางที่ 1 แอททริบิวต์ที่ใช้ในการจําแนกข้อมูล 
แอททริบิวต์ ประเภทข้อมูล 
highest_education ระดับการศึกษาสูงสุดของผู้เรียน 
age_band ช่วงอายุของผู้เรียน 
assessment_type ประเภทการประเมิน 
date_submitted จํานวนคร้ังในการเข้าใช้งานสื่อ 
sum_click จํานวนการคลิกใช้งานสื่อแบบ
โต้ตอบ 
weight ค่าน้ําหนักของการประเมิน 
score ระดับคะแนนจากการประเมิน 
final_result ผลการประเมิน 
  
 4.3 Data Preparation เป็นขั้นตอนการแปลงข้อมูล
ที่ได้ทําการเก็บรวบรวมให้เป็นข้อมูลที่สามารถนําไป
วิเคราะห์ต่อไปได้ เริ่มจากผู้วิจัยทําความเข้าใจรายละเอียด
ของแต่ละแอททริบิวต์ ดังตารางที่ 2 
ตารางที่ 2 ประเภทข้อมูลของแต่ละแอททริบิวต์ 
แอททริบิวต์ ประเภทข้อมูล 
highest_education polynominal 
age_band polynominal 
assessment_type polynominal 
date_submitted integer 
sum_click integer 
weight integer 
score integer 
final_result polynominal 
  
 จากตารางที่ 2 เมื่อทําการตรวจสอบรายละเอียด
ของแต่ละเรคคอร์ด พบว่า ระดับการศึกษา ช่วงอายุ
ของผู้เรียน ประเภทการประเมิน และผลการประเมิน 
เป็นข้อมูลประเภท polynomial จํานวนครั้งในการเข้า
ใช้งานส่ือ จํานวนการคลิกใช้งานส่ือแบบโต้ตอบ ค่า
น้ําหนักของการประเมิน และระดับคะแนนที่ได้รับการ
ประเมินเป็นข้อมูลประเภท integer  
 จากน้ัน ทําการตรวจสอบความสมบูรณ์ของข้อมูล
ในแต่ละระเบียน และทําข้อมูลให้ถูกต้อง  (data 
cleaning) เช่น การแปลงข้อมูลให้อยู่ในช่วง (scale) 
เดียวกัน หรือการเติมข้อมูลที่ขาดหายไป เป็นต้น และ
กําหนดการแทนค่าข้อมูลของแต่ละแอททริบิวต์ให้
ถูกต้องตามประเภทของข้อมูล โดยมีตัวอย่างข้อมูล ดัง
แสดงในรูปที่ 2 
 
 
รูปที่ 2 ตัวอย่างข้อมูลสําหรับสร้างและทดสอบโมเดล 
 
 จากรูปที่ 2 กําหนดให้ข้อมูล highest_education, 
age_band, assessment_type, date_submitted, 
sum_click, weight, score เป็นแอททริบิวต์ และข้อมูล 
final_result เป็น label ที่ใช้ในการหาโมเดลท่ีเหมาะสม 
โดยข้อมูลที่อยู่ในรูปแบบ polynomial จะถูกปรับให้
อยู่ในรูปแบบ Integer เช่น 0-35 ปรับค่าเป็น 1 และ 
36-55 ปรับค่าเป็น 2 เป็นต้น เพื่อให้เหมาะกับโมเดลที่
ใช้ในการวิจัย 
 4.4 Modeling เป็นขั้นตอนการวิเคราะห์ข้อมูลด้วย
เทคนิคเหมืองข้อมูล จากขั้นตอน Data Preparation 
พบว่า ประเภทของข้อมูลที่เลือกใช้ ประกอบด้วยข้อมูล 
Integer และ ข้อมูล nominal ผู้วิจัยเลือกใช้การจําแนก
ประเภทข้อมูล(Classification) เป็นโมเดลในการทดลอง
ประกอบด้วย เทคนิค Decision Tree [8] เป็นการทํานาย
โดยใช้การตัดสินใจเลือกด้วยเงื่อนไขต่าง ๆ ในลักษณะ
เหมือนต้นไม้ทีแ่ตกเส้นทางสําหรบัการตัดสินใจจนกวา่จะ
ได้ส่ิงที่ดีที่สุด เทคนิค k-NN [9] เป็นเทคนิคการแบ่งกลุ่ม
ด้วยการเลือกค่าที่มีความใกล้เคียงกันโดยใช้ค่า K และ
ระยะห่างของข้อมูลในการแบ่งกลุ่มข้อมูล และเทคนิค 
Naive Bayes [10] เป็นการหาความน่าจะเป็นในการ
แบ่งกลุ่มซึ่งเป็นการทํา classification จาก training 
data โดยมีรูปแบบการทดลองดังรูปที่ 3  
_20-0293(001-230).indd   135 8/5/2563 BE   14:19
Technical Education Journal : King Mongkut’s University of Technology North Bangkok 
Vol. 10  No. 3 September – December, 2019136  
 
 รูปที่ 3 รูปแบบการทดลองสร้างโมเดลในการวิจัย 
 
 จากรูปที่ 3 นําเข้าข้อมูลในรูปแบบไฟล์ .xlsx คัด
กรองข้อมูลเบื้องต้นด้วย Filter Examples เพื่อลบ 
missing data และจําลองชุดข้อมูลเพื่อใช้ในการทดลอง
ในโมเดลต่าง ๆ ด้วย Multiply เมื่อเข้าสู่ขั้นตอนของ
โมเดลในการจําแนกข้อมูล ประกอบด้วย เทคนิค Decision 
Tree เทคนิค k-NN และเทคนิค Naive Bayes ในแต่ละ
เทคนิคจะทําการแยกข้อมูลออกเป็น 2 ส่วน ด้วยวิธี Split 
Validation และทําการเรียนรู้ชุดข้อมูลเพื่อจําแนกข้อมูล 
ตามลําดับ 
 4.5 Evaluation เป็นขั้นตอนการทดสอบประสิทธิภาพ
โมเดล เมื่อตรวจสอบความสมบูรณ์ของข้อมูลในขั้นตอน 
Data Preparation พบว่า มีข้อมูลที่ใช้ในการวิจัยจํานวน 
32,950 ชุด เมื่อเลือกโมเดลในการจําแนกข้อมูลตาม
ขั้นตอน Modeling จะทําการแบ่งข้อมูลเพื่อนําไปใช้ใน
การทดสอบประสิทธิภาพโมเดลด้วยวิธี Split Test ซึ่ง
เป็นวิธีที่ได้รับความนิยมเหมาะสําหรับชุดข้อมูลที่มีขนาด
ใหญ่  เนื่องจากใช้เวลาในการสร้างโมเดลน้อย โดยการสุ่ม
ข้อมูลเพื่อแบ่งข้อมูลออกเป็น 2 ส่วน ได้แก่ ข้อมูลส่วนที่
หนึ่ง จํานวน 26,360 ชุด คิดเป็น 80% ของข้อมูลทั้งหมด 
สําหรับใช้ในการสร้างโมเดลและข้อมูลส่วนที่สอง จํานวน 
6,590 ชุด คิดเป็น 20% ของข้อมูลทั้งหมด โดยการแบ่ง
ข้อมูลด้วยวิธี Split Test แสดงได้ดังรูปที่ 4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
รูปที่ 4 การแบ่งข้อมูลดว้ยวิธี Split Test 
 
 จากรูปที่ 4 การสุ่มเพื่อแบ่งข้อมูลสําหรับสร้างโมเดล
และทดสอบโมเดลในสัดส่วน 80 : 20 ประกอบด้วยข้อมูล 
สําหรับใช้เป็น Training data จํานวน 80% และข้อมูล
สําหรับใช้เป็น Testing data จํานวน 20%  
 4.6 Deployment เป็นขั้นตอนการปรับใช้ เมื่อ
ทดสอบโมเดลจนได้ค่าความแม่นตรง ค่าความระลึก 
และค่าความแม่นยํา จนสามารถยอมรับได้แล้ว สามารถ
นําผลลัพธ์จากโมเดลไปใช้ในการทํานายและบอกถึง
ความเป็นไปได้ในการผ่านการเรียนของผู้เรียนที่
ลงทะเบียนเรียนในรายวิชาที่เรียนในสภาพแวดล้อม
การเรียนรู้เสมือนจริงได้ 
 
5.  ผลการวิจัย 
 5.1  ผลการศึกษาประสิทธิภาพการจําแนกปัจจัย 
สนับสนุนการเรียนรู้ของผู้เรียนระดับอุดมศึกษาใน
สภาพแวดล้อมการเรียนรู้เสมือนจริง สามารถประเมิน
และเปรียบเทียบประสิทธิภาพของตัวแบบระหว่างเทคนิค 
Decision Tree เทคนิค k-NN และเทคนิค Naive Bayes 
โดยใช้เกณฑ์การวัดประสิทธิภาพของตัวแบบรู้จําด้วยวิธี 
Predictive Modeling [11] ซึ่งประกอบ ด้วยค่าความแม่น
ตรง (Precision) ค่าความระลึก (Recall) ค่าความแม่นยํา 
Training data 
80% 
20% 
Testing data 
Model
Prediction  
result
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(Accuracy) และค่าถ่วงดุล (F-Measure) พบว่า เทคนิคใน
การจําแนกข้อมูลที่ใช้ให้ผลลัพธ์ดังตารางที่ 3  
ตารางที่ 3 ผลการวัดประสิทธิภาพ 
Decision tree: Accuracy: 63.84% 
 true  
Fail 
true 
Pass 
true 
Withdrawn 
class 
precision 
pred. Fail 8860 0 0 55.57% 
pred. Pass 0 9980 0 62.61% 
pred. 
Withdrawn 
0 0 19708 98.73% 
Class recall 98.04% 72.92% 35.96%  
k-NN: Accuracy: 97.93% 
 true  
Fail 
true 
Pass 
true 
Withdrawn 
class 
precision 
pred. Fail 19082 0 0 97.69% 
pred. Pass 0 19323 0 98.37% 
pred. 
Withdrawn 
0 0 18903 97.56% 
Class recall 97.72% 97.91% 98.07%  
*k = 3 
Naive Bayes: Accuracy: 59.86% 
 true  
Fail 
true 
Pass 
true 
Withdrawn 
class 
precision 
pred. Fail 6742 0 0 47.78% 
pred. Pass 0 11504 0 64.09% 
pred. 
Withdrawn 
0 0 14237 71.19% 
Class recall 73.83% 57.70% 60.04%  
  
 จากตารางที่ 3 ผลการวัดประสิทธิภาพการจําแนก
ข้อมูลระหว่างเทคนิค Decision Tree เทคนิค k-NN 
และเทคนิค Naive Bayes พบว่า เทคนิค k-NN (k=3) 
ให้ค่าความแม่นตรงสูงที่สุด (pred. Fail = 97.69%, 
pred. Pass = 98.37%, pred. Withdrawn = 
97.56%) ค่าความระลึกสูงที่สุด (true Fail = 97.72%, 
true Pass = 97.91%, true Withdrawn = 98.07%) 
และค่าความแม่นยําสูงที่สุด (Accuracy : 97.93%) 
สามารถสรุปได้ ดังตารางที่ 4 
ตารางที่ 4 สรุปผลการวัดประสิทธิภาพ 
model Accuracy  Recall Precision MAE 
Decision tree 63.84% 68.97% 72.30% 0.323 
k-NN 97.93% 97.90% 97.87% 0.352 
Naive Bayes 59.86% 63.85% 61.02% 0.252 
 5.2  จากตารางที่ 4 สรุปได้ว่า เทคนิคที่ใช้ในการ 
จําแนกปัจจัยสนับสนุนการเรียนรู้ของผู้เรียนระดับ 
อุดมศึกษาในสภาพแวดล้อมการเรียนรู้เสมือนจริง ที่มี
ประสิทธิภาพสูงสุด คือ k-NN โดยมีค่าความแม่นตรง 
97.87% ค่าความระลึก 97.90% ค่าความแม่นยํา 
97.93% และค่าถ่วงดุล 0.352 ซึ่งสามารถแสดงผลการ
ทํานายด้วยการจําแนกข้อมูล ดังรูปที่ 5 
 
 
รูปที่ 5 ผลทํานายด้วยการจําแนกข้อมูลเทคนคิ k-NN 
  
 จากรูปที่ 5 การทํานาย prediction (final_result) 
ด้วยการจําแนกข้อมูลเทคนิค k-NN ได้ผลตรงกับ
ผลลัพธ์จริง (final_result) ในระดับมาก สามารถยอมรับ
ผลลัพธ์ได้ 
  
6.  สรุปและอภิปรายผลการวิจัย 
 การหาประสิทธิภาพการจําแนกปัจจัยสนับสนุนการ
เรียนรู้ของผู้เรียนระดับอุดมศึกษาในสภาพแวดล้อมการ
เรียนรู้เสมือนจริง ด้วยการประเมินและเปรียบเทียบ
ประสิทธิภาพของตัวแบบระหว่าง เทคนิค Decision 
Tree เทคนิค k-NN และเทคนิค Naive Bayes พบว่า 
 ผลประเมินและเปรียบเทียบประสิทธิภาพจากการ
วิ เคราะห์ข้อมูลผู้ เรียนที่ลงทะเบียนเรียนในระดับ 
อุดมศึกษาในสภาพแวดล้อมการเรียนรู้เสมือนจริง ผู้วิจัย
เลือกใช้ข้อมูล ระดับการศึกษา ช่วงอายุของผู้เรียน 
ประเภทการประเมิน จํานวนครั้งในการเข้าใช้งานสื่อ 
จํานวนการคลิกใช้งานส่ือแบบโต้ตอบ ค่าน้ําหนักของการ
ประเมิน ระดับคะแนนที่ได้รับการประเมิน และผลการ
ประเมิน เป็นข้อมูลในการใช้สร้างโมเดลและทดสอบ
โมเดล โดยข้อมูลที่เลือกใช้มีประเภทข้อมูลที่หลากหลาย 
เช่น ประเภท integer เป็นข้อมูลประเภท polynomial 
เป็นต้น จึงจําเป็นต้องมีการปรับและทําข้อมูลให้ถูกต้อง 
(data cleaning) และกําหนดการแทนค่าข้อมูลที่สําคัญ 
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และลบ เรคคอร์ดที่มีข้อมูลไม่สมบูรณ์ ทําให้การทดลอง
มีประสิทธิภาพ  ซึ่ งสอดคล้องกับผลการวิจัยของ  
P. Simalaotao and J. Sanrach [12] ซึ่งมีการปรับและ
ทําข้อมูลให้ถูกต้องก่อนการทดลองเพื่อเปรียบเทียบ
ประสิทธิภาพการจําแนกข้อมูล 
 ข้อมูลที่ใช้ในการวิจัยเมื่อผ่านการตรวจสอบและ 
ปรับให้ข้อมูลมีความสมบูรณ์แล้ว พบว่ามีข้อมูลจํานวน 
32,950 ชุด โดยผู้วิจัยทําการแบ่งข้อมูลออกเป็น 2 ส่วน 
ด้วยวิธี Split Test ซึ่งเป็นที่นิยมในการจําแนกข้อมูลที่มี
ปริมาณมาก ประกอบด้วย 
 ข้อมูลส่วนที่หน่ึง จํานวน 26,360 ชุด คิดเป็น 80% 
ของข้อมูลทั้งหมด เป็นข้อมูลที่ใช้สําหรับใช้ในการสร้าง
โมเดลตามเทคนิค Decision Tree เทคนิค k-NN และ
เทคนิค Naive Bayes  
 ข้อมูลส่วนที่สอง จํานวน 6,590 ชุด คิดเป็น 20% ของ
ข้อมูลทั้งหมด เป็นข้อมูลที่ใช้ในการทดลองความถูกต้อง
และแม่นยําของโมเดลท่ีสร้างจากข้อมูลในส่วนที่หนึ่ง 
 การแบ่งข้อมูลด้วยวิธี Split Test จะได้ข้อมูลที่ใช้ใน
การสร้างโมเดลและข้อมูลที่ใช้ในการทดสอบโมเดลไม่ใช่
ข้อมูลชุดเดียวกัน ทําให้ผลการวิจัยมีความน่าเช่ือถือ 
มากขึ้น  
 ผลการหาเทคนิคในการจําแนกปัจจัยสนับสนุนการ
เรียนรู้ของผู้เรียนระดับอุดมศึกษาในสภาพแวดล้อมการ
เรียนรู้เสมือนจริงที่เหมาะสมที่สุด พบว่า เทคนิคที่ใช้ใน
การจําแนกปัจจัยสนับสนุนการเรียนรู้ของผู้เรียนระดับ 
อุดมศึกษาในสภาพแวดล้อมการเรียนรู้เสมือนจริง ที่มี
ประสิทธิภาพสูงสุด คือ k-NN (เมื่อกําหนดให้ k = 3) 
โดยมีค่าความแม่นตรง 97.87% ค่าความระลึก 97.90% 
ค่าความแม่นยํา 97.93% และค่าถ่วงดุล 0.352  
 ข้อเสนอทางการวิจัย สามารถนํารูปแบบการจําแนก
ข้อมูลด้วยเทคนิค k-NN ไปทดสอบประสิทธิภาพด้วย
กระบวนการแบ่งข้อมูลตามวิธี Split Test ที่มีการทําซ้ํา
หลาย ๆ ครั้ง เพื่อเพิ่มความน่าเช่ือถือ หรือเลือกใช้
กระบวนการอื่น เช่น Cross validation Test หรือ Self 
Consistency Test เป็นต้น 
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