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Resumo
Localização e sincronização são serviços fundamentais para muitas aplicações em redes de sen-
sores sem fio (RSSFs). Uma vez que tipicamente é necessário relacionar uma determinada
detecção de evento a um local e hora específicos. No entanto, esses serviços são tipicamente
realizados após a deposição dos nós sensores na área de interesse. Nesse caso, configurar cada
sensor manualmente se torna uma atividade impraticável, sendo necessário o uso de sistemas
que localizem e sincronizem automaticamente os nós sensores. Com isso em mente, desenvol-
vemos o Droneighbor, solução conjunta para os problemas de localização 3D e sincronização,
usando abordagem híbrida, que combina as abordagens de localização móvel e recursiva. No
Droneighbor um veículo aéreo não tripulado (VANT), equipado com GPS, é usado para sobre-
voar o campo sensoreado e enviar mensagens aos nós sensores, contendo sua posição geográfica
e timestamp. Baseados nas mensagens recebidas do VANT, os nós sensores são capazes de es-
timar suas posições geográficas e sincronizarem seus relógios. Quando um nó é localizado no
tempo e no espaço ele transmite a própria posição e timestamp para os nós vizinhos, que usam
as informações recebidas para se localizarem e esse processo é propagado ao longo da rede. As
simulações mostram que a solução proposta apresenta baixos erros de sincronização, de posici-
onamento e baixo overhead. Além disso, o custo da solução Droneighbor é escalável e é menor
que a solução Recursiva em redes com mais de 350 nós sensores.
Abstract
Localization and synchronization are fundamental services in Wireless Sensor Networks (WSNs).
Many WSN applications often need to know the sensor position and the global time to report a
given event detection with a specific location and time. However, such services are performed
after the sensors deployment in the sensed field. In this case, setting up each sensor manually
becomes an impractical activity, requiring some system that automatically locates and synchro-
nizes the sensor nodes. For this purpose, we developed a joint solution to 3D localization and
clock synchronization problems using a hybrid approach, which combines mobile and recursive
localization. In our work, an unmanned aerial vehicle (UAV) equipped with a GPS is used to
fly over the sensor field and broadcast its geographical position and timestamp. Using the mes-
sages received from the UAV, the sensor nodes are able to estimate their geographic positions
and synchronize their clocks. When a node is located in time and space, it transmits its own
position and timestamp to the neighbor nodes. The neighbors use the received information to lo-
cate themselves so that this iterative process is propagated throughout the network. Simulations
results showed that the proposed solution presents low clock synchronization and positioning
errors. In our solution, the cost of the network is scalable and lower than the recursive solution
on networks with more than 350 sensor nodes.
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Capítulo 1
Introdução
Atualmente, tecnologias como smart grid, smart home, smart water e transportes inteligentes
são sistemas de infraestrutura que conectam o nosso mundo de maneira que não pensávamos
ser possível. Estes sistemas estão associados ao conceito de internet das coisas, que possibi-
lita o monitoramento e controle de infraestruturas, remotamente, por meio do uso de sensores
e dispositivos de comunicação embarcados [35]. Um nó sensor funciona como uma interface
entre o mundo físico e os sistemas digitais, ele é composto por unidade de comunicação sem
fio, unidade de energia, unidade de sensoriamento e unidade de computação. Uma Rede de
Sensores sem Fio (RSSF) consiste em um grande número de nós sensores implantados em uma
região de interesse, conectados a uma rede externa, por meio de um nó central, chamado de nó
sink. Os nós sensores são, tipicamente, alimentados por baterias e possuem funções de comu-
nicação e computação limitadas. Cada nó pode ser equipado com diferentes tipos de sensores,
tais como de temperatura, de umidade, de pressão atmosférica, acústico, sísmico, infraver-
melho etc [30] [34]. As RSSFs possuem várias aplicações, incluindo rastreamento de alvos,
rastreamento de veículos, monitoramento de pessoas e animais, detecção de incêndios flores-
tais, de desmatamentos ilegais, de enchentes, de deslizamentos etc [31], conforme mostrado na
Figura 1.1. Apesar de um nó sensor ter uma capacidade de monitoramento limitada, quando
combinado com centenas ou milhares de outros nós, a capacidade geral de monitoramento au-
menta proporcionalmente ao tamanho da rede.
Uma vez que, tipicamente, a principal função de uma RSSF é monitorar fenômenos físicos
e transmitir os dados coletados para um nó central, através de uma comunicação de múltiplos
saltos (multi-hop), é necessário associar os dados coletados [28] com o seu local e tempo de
ocorrência [21]. Para esse tipo de aplicação é necessário que os nós sensores conheçam as
próprias posições e estejam sincronizados. Além disso, muitos protocolos de roteamento e
disseminação de dados são baseados nas posições dos nós.
É possível prover localização e sincronização aos nós sensores equipando cada um deles
com um módulo de GPS, exibido na Figura 1.2(a). As principais vantagens dessa abordagem
são os erros de localização e de sincronização relativamente pequenos (2-15m e 2-10 µs, de-
pendendo do receptor GPS) e uniformidade no erro de sincronização entre os nós, uma vez
que os erros são semelhantes entre eles. Apesar dessas vantagens, ocorre um aumento no ta-
manho, custo e consumo de energia do nó senso e esse aumento é multiplicado pela escala da
RSSF [4] [28]. Em função do custo e consumo de energia requeridos, essa solução torna-se
prontamente impraticável para redes com centenas ou milhares de nós sensores. Outra maneira
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Figura 1.1: Exemplo de Rede de Sensor Sem Fio.
de localizar e sincronizar os nós sensores é por meio do uso de sistemas de localização e sin-
cronização, Figura 1.2(b), nesse caso os nós sensores se localizam com base na posição e hora
dos nós vizinhos. Os sistemas de localização não necessitam que todos os nós sejam equipados
com módulos de GPS, por isso são mais baratos e consomem menos energia.
(a) GPS. (b) Sistema de Localização.
Figura 1.2: Maneiras de prover Localização e Sincronização em RSSF.
Tipicamente, os sistemas de localização e sincronização propostos para RSSFs usam abor-
dagens recursivas [28]. Nesse caso, alguns nós equipados com GPS e com mais recursos de
processamento e energia, chamados de beacon, são implantados ao longo da rede e transmitem
suas posições geográficas e timestamp para os nós vizinhos. Os nós sensores usam as mensa-
gens recebidas para estimarem suas posições e sincronizarem os seus relógios. Em seguida os
nós sensores transmitem mensagens, contendo as próprias localizações e timestamp para os nós
vizinhos, que também usam essas mensagens para se localizarem no tempo e no espaço. Esse
processo se repete, iterativamente, até se propagar ao longo da rede. Essa abordagem tem al-
guns inconvenientes, por exemplo, a posição e hora estimadas contém um erro e quando ocorre
o broadcast dessa referência os nós vizinhos tendem a ter um erro de estimativa ainda maior,
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esse erro aumenta proporcionalmente à distância que o nó está do beacon. Além disso, em um
cenário 3D, um nó deve receber pelo menos quatro posições dos nós de referência para estimar
a sua própria posição [34], o que pode limitar o número de nós que são capazes de se localiza-
rem. Finalmente, para iniciar o processo recursivo, essa estratégia precisa que 5 a 10% dos nós
sejam beacons [28], o que aumenta o custo da rede.
Outras soluções, para os problemas de localização no tempo e no espaço, utilizam a aborda-
gem de beacons móveis [8] [10] [28]. Nessa abordagem, um beacon móvel é transportado por
um veículo aéreo, terrestre, aquático, ou até mesmo por uma pessoa, que se move pela área de
interesse transmitindo mensagens de referência, em um determinado intervalo de tempo. Essa
abordagem tem se mostrado uma boa opção para resolver o problema de localização e sincro-
nização, sendo adequada tanto para redes densas quanto esparsas, apresentando um erro médio
de sincronização de 2 a 4 µs e de localização de 10% do raio de comunicação, o que a torna
viável para a maioria das aplicações em RSSF [28]. Outra grande vantagem dessa abordagem
é a economia no custo do hardware, uma vez que apenas o beacon móvel possui GPS. O prin-
cipal problema da abordagem de beacons móveis é o tempo necessário para realizar o processo
de localização e sincronização dos nós sensores, que é muito maior que o tempo gasto pelas
abordagens recursivas. Além disso a autonomia do beacon móvel pode ser inferior a distância
necessária para o processo de localização, o que aumenta a complexidade do sistema de lo-
calização, tendo que considerar as interrupções necessárias para o reabastecimento do beacon
móvel.
Os sistemas de localização são compostos por estimativa de distância, cálculo de posição e
algoritmo de localização. De maneira semelhante, sistemas de sincronização podem ser divi-
didos em estimativa de atraso, cálculo do tempo e algoritmo de sincronização. A escolha dos
componentes depende diretamente da aplicação e dos recursos disponíveis. Não se conhece
uma única solução capaz de atender, de forma ótima, os diversos requisitos das redes de sen-
sores nos mais diversos cenários de aplicações [28]. Nessa dissertação de mestrado é proposto
o Droneighbor, uma solução conjunta para os problemas de localização 3D e sincronização
em RSSF. Trata-se de um sistema híbrido que combina a abordagem de beacons móveis e a
abordagem recursiva, usando apenas um beacon.
O restante deste trabalho está estruturado da seguinte forma: O Capítulo 2 apresenta a fun-
damentação teórica, o Capítulo 3 apresenta os trabalhos relacionados, o Capítulo 4 descreve o
Droneighbor, o Capítulo 6 apresenta a avaliação das soluções, o Capítulo 7 apresenta as consi-
derações finais e os trabalhos futuros.
1.1 Motivações
A Solução de beacon móvel, que utiliza um VANT [10] para sobrevoar a área monitorada, trans-
mitindo mensagens de referência, já apresenta bons resultados para a maioria dos cenários em
RSSF, com baixos erros de localização e sincronização. No entanto, o tempo gasto pela solução
móvel é muito maior do que o tempo gasto por outras soluções, principalmente por causa da
necessidade de sobrevoar toda a área monitorada para concluir o processo de localização e sin-
cronização. Dependendo do tamanho da área outros problemas aparecem, como, por exemplo,
a autonomia de voo do VANT ser menor que o tempo necessário para sobrevoar a área moni-
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torada. Nesse exemplo seria necessário que a solução contemplasse o tempo necessário para a
troca de bateria do VANT.
As soluções recursivas necessitam de um tempo menor para realizar o processo de loca-
lização. Portanto, possuem maior custo e consumo de energia, por necessitarem de mais nós
beacons, além de serem mais impactadas pelo acúmulo e propagação de erro de estimativa de
posição e de sincronização.
1.2 Objetivos
O objetivo geral é desenvolver um sistema híbrido de localização e sincronização que combine
as abordagens recursiva e móvel:
• Com baixo erro de localização;
• Com baixo erro de sincronização;
• De baixo custo.
Os objetivos específicos são:
• Avaliar os principais de plano de rota de beacon móvel e a associação das rotas com a
acurácia da localização;
• Selecionar as principais técnicas de estimativa de distância e a viabilidade do emprego
delas em RSSF;
• Selecionar os principais sistemas de localização e sincronização;
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Capítulo 2
Fundamentação Teórica
2.1 Características do Hardware das RSSF
Os nós sensores de uma RSSF possuem recursos de computação, energia, memória e comunica-
ção limitados. Este trabalho considera as limitações de uma RSSF compostas por nós sensores
(mote) Mica2 [12] e essas limitações influenciaram as escolhas dos componentes do Droneigh-
bor. Observa-se na Tabela 2.1, que devido ao clock de 4MHz, o relógio desse nó sensor apre-
senta uma granularidade de 0.25 µs, ou seja, essa é a menor unidade de tempo mensurável por
esse relógio [25], essa característica restringiu a escolha da técnica de estimativa de distância,
conforme apresentado na Seção 2.2. As características de comunicação e taxa de transferência
foram referenciadas nos parâmetros das simulações.
A Figura 2.1 apresenta a arquitetura do mote Mica2, ele faz uso da plataforma MPR400,
o diagrama de blocos dessa plataforma é exibido na Figura 2.1(a) e uma foto do nó Mica2 é
apresentada na Figura 2.1(b).
2.2 Técnicas de Estimativa de Distância
Alguns sistemas de localização não fazem uso da distância para realizar o cálculo da posi-
ção [3] [36] [37], estes sistemas são classificados como range-free. Por outro lado, outros
sistemas de localização usam alguma propriedade física do sinal para estimar a distância entre
Tabela 2.1: Especificações do mote Mica2, plataforma MPR400 [12]
Especificações da plataforma MPR400
Componente Especificação
Cristal de clock 4MHz [25]
Granularidade do clock 0.25 µs [25]
Frequência RF 2400 a 2483.5MHz
Taxa de transferência 250 kbit/s
Alcance outdoor 75 a 100m
Alcance indoor 20 a 30m
Alimentação 2× baterias AA 1.5V
Dimensões 58×32×7mm
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Conector de expansão: 51 pinos Sensores
(a) Diagrama de blocos da plataforma MPR400. (b) Foto do mote Mica2.
Figura 2.1: Arquitetura do mote Mica2 [12].
dois nós e usam a distância estimada para realizar o cálculo da posição, essas técnicas são classi-
ficadas como range-based [18]. Nesta Seção são apresentadas algumas técnicas de estimativas
de distância e a justificativa para a escolha da técnica empregada neste trabalho.
2.2.1 Time of Arrival
A técnica Time of Arrival (ToA) estima a distância entre o emissor e o receptor usando o tempo
de propagação e a velocidade conhecida do sinal. O tempo de propagação do sinal pode ser
medido de maneira unidirecional (one-way ToA) ou bidirecional (two-way ToA). Na técnica
one-way ToA, exibida na Figura 2.2(a), é medido o tempo propagação do sinal de rádio em
uma direção, do emissor para o receptor, definido na Equação (2.1), onde a distância entre os
nós i e j é obtida pela diferença entre o timestamp no momento da recepção da mensagem,
t2, e o timestamp no momento da emissão da mensagem, t1, multiplicado pela velocidade de
propagação do sinal, v [13]:
distij = (t2 − t1)× v (2.1)
Na técnica two-way ToA o cálculo da distância é realizado pelo emissor, nesse caso é en-
viada, também, uma mensagem de resposta e a a distância é estimada com base na média dos
tempos de envio nas duas direções, a técnica two-way ToA é exibida na Figura 2.2(b) e é sendo
obtida pela Equação (2.2):
distij =
(t4 − t1)− (t3 − t2)
2
× v (2.2)
onde t3 e t4 são os timestamps de envio e recepção do sinal de resposta.
O sinal de rádio viaja à velocidade da luz (3× 105 km/s), isso significa que em 1 µs ele
percorre aproximadamente 333m. Considerando as limitações do hardware Mica2, conforme
visto na Seção 2.1, que vem equipado com um cristal de clock de 4MHz, resultando em uma
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granularidade de 0.25 µs, considerando também que o erro de sincronização mínimo entre par
qualquer de nós sensores de uma RSSF é de 4 µs, conforme será visto na Seção 3.2, podemos
esperar que o emprego da técnica ToA adicionará um erro de 1300m à distância estimada, o que
o torna inviável para o hardware considerado neste trabalho. Como, para percorrer 1m o sinal
de rádio gasta apenas 3 ns, para o emprego da técnica ToA a RSSF deve ser composta por nós
sensores equipados com relógios de resolução inferior à ordem de nanossegundo, além disso,
o erro de sincronização máximo entre os relógios de um par qualquer de nós sensores também
deve ser inferior à ordem de nanossegundo.
                  t1 
   Nó i
                   
   Nó j
                            t2
(a) one-way ToA.
            t1                                             t4
   Nó i
                   
   Nó j
                       t2           t3
(b) two-way ToA.
            t1         t3
   Nó i
             v1                        v2
                   
   Nó j
                       t2                     t4
(c) TDoA.
Figura 2.2: Comparação entre diferentes técnicas de estimativa de distância [13].
2.2.2 Time Difference of Arrival
A técnica time difference of arrival (TDoA) faz uso de dois sinais, que se propagam em veloci-
dades diferentes, conforme visto na Figura 2.2(c). Podem ser usados, por exemplo, o sinal de
rádio (representado pelos tempos t1 e t2) seguido por um sinal acústico (representado pelos tem-
pos t3 e t4), também é considerado o tempo de espera entre as emissões (tespera = t3− t1) [13],
conforme visto na Equação (2.3).
distij = (v1 − v2)× (t4 − t2 − tespera) (2.3)
A técnica TDoA não depende de alta sincronização entre os relógios dos nós sensores, é
necessário apenas que eles possuam alta resolução. A onda sonora viaja à 343 m/s (em 20
◦C) e demora 30ms para percorrer 10m, já o sinal de rádio, que viaja à velocidade da luz,
gasta 30 ns para percorrer os mesmos 10m, essa grande diferença possibilita grande acurácia
à técnica TDoA. A desvantagem da técnica TDoA é a necessidade de haver, além do requisito
de um relógio de alta resolução, um hardware adicional, no caso do exemplo acima seriam um
microfone e um alto falante [13].
Em outra variação da técnica TDoA o sinal de um emissor é recebido por múltiplos recepto-
res, que possuem localizações conhecidas, como ilustrado na Figura 2.3. O delay de propagação
di do sinal para o receptor i depende da distância dele ao emissor. Para implementar essa técnica
é necessário que os relógios dos receptores estejam altamente sincronizados [13].
2.2.3 Angle of Arrival
A técnica Angle of Arrival (AoA) é usada para determinar a direção da propagação do sinal,
tipicamente usando um array de antenas ou microfones. É dito ângulo de recepção, o ângulo
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Receptor TDoA1
Receptor TDoA2
Receptor TDoA3
Figura 2.3: Técnica TDoA em que vários receptores recebem o mesmo sinal.
entre a direção da propagação e alguma referência conhecida, geralmente o norte. Nesta técnica
as diferentes antenas, ou microfones, distribuídas uniformemente, recebem um mesmo sinal e
as diferenças entre os tempos de recepção, amplitude ou fase do sinal são usados para estimar
o ângulo de recepção [13]. A combinação dos ângulos de recepção de dois, ou mais, arrays
de antenas são usadas para determinar a posição do emissor, conforme mostrado na Figura 2.4.
Sistemas de localização baseados AoA apresentam alta acurácia no cálculo da posição, sendo
bastante utilizadas em sistemas militares de gerra eletrônica e pelas entidades responsáveis pelo
monitoramento do espectro eletromagnético, que no caso do Brasil é a Anatel. Entretanto o uso
desta técnica em RSSF resultaria em um aumento significativo no tamanho, custo e consumo
de energia do nó sensor.
2.2.4 Received Signal Strength Indication
A técnica Received Signal Strength Indication (RSSI) leva em consideração a atenuação do
sinal, decorrente da distância propagada. Os nós sensores usados nas RSSF, geralmente, já
vem com a funcionalidade de medir a amplitude do sinal recebido implementada. A maneira
como o valor do RSSI é exportado pelo driver do hardware varia de fabricante para fabricante.
Tipicamente os valores de RSSI estão em um intervalo, que varia de 0...RSSI_Max. Em uma área
sem obstáculos o sinal se degrada da ordem do quadrado da distância do emissor (Figura 2.5),
por isso a técnica de RSSI apresenta maior acurácia em menores distâncias. A Equação de Friss
representa de maneira simples a razão da potência do sinal recebido, pela antena de recepção,
Pr, pela potência do sinal transmitido, pela antena de transmissão, Pt [13], conforme mostrado
na Equação (2.4):
Pr
Pt
= GtGr
λ2
(4pi)2R2
(2.4)
Onde Gt é o ganho da antena de transmissão e Gr é o ganho da antena de recepção, λ é
o comprimento da onda e R é a distância entre as antenas. Esse modelo considera as condi-
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Figura 2.4: Técnica AoA.
ções ideais de propagação do sinal, em condições reais outros fatores como ruído, reflexão e
multipath propagation também influenciam na atenuação do sinal, nesse caso, é usual alterar o
expoente de R, para um valor entre 3 e 5 [13]. Apesar da técnica de RSSI ser mais adequada
para medir curtas distâncias, ela não requer nenhum hardware adicional e por isso foi escolhida
como componente do Droneighbor.
2.3 Multilateração
O algoritmo de multilateração faz uso das posições dos nós de referência e das distâncias deles
até nó desconhecido, para que ele calcule a própria posição. A localização geográfica do nó de
referência, xi, yi, zi, é transmitida em uma mensagem, chamamos de mensagem de referência, e
a distância, di, entre o nó desconhecido e o nó de referência é estimada usando alguma técnica
de estimativa de distância. O Droneighbor faz uso da técnica de multilateração, que é definida
a seguir:
Distância euclidiana em R3: Se P1 e P2 forem pontos em R3, então o comprimento do
vetor
−−→
P1P2 é igual a distância d entre os dois pontos, definida pela Equação (2.5): [5]
d =
√
(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2 (2.5)
Multilateração em R3: A Figura 2.6 exibe os pontos que representam os nós de referência,
xi, yi, zi, e nó desconhecido, x, y, z. A fórmula da distância euclidiana em R3 aplicada aos
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Figura 2.5: Representação da proporção entre intensidade do sinal e a distância do emissor.
P1(x1, y1, z1)
P2(x2, y2, z2)P3(x3, y3, z3)P4(x4, y4, z4)
Pn(xn, yn, zn)
P (x, y, z)
d1
d2
d3d4
dn
Figura 2.6: Representação dos nós de referência Pi e o nó desconhecido P.
pontos exibidos na Figura 2.6 implica no sistema de Equações (2.6) a (2.10):
(x− x1)2 + (y − y1)2 + (z − z1)2 = d21 (2.6)
(x− x2)2 + (y − y2)2 + (z − z2)2 = d22 (2.7)
(x− x3)2 + (y − y3)2 + (z − z3)2 = d23 (2.8)
(x− x4)2 + (y − y4)2 + (z − z4)2 = d24 (2.9)
...
(x− xn)2 + (y − yn)2 + (z − zn)2 = d2n (2.10)
Linearizaçao da Multilateração em R3: Para o cálculo da localização em R3 é necessário
no mínimo quatro referências. Caso sejam utilizadas mais de quatro referências o sistema line-
arizado Ax = b | Amn, xn e bm é sobredeterminado, ou seja, tem mais linhas (m) que colunas
(n). O sistema linear Ax = b é definido pelas Equações (2.11) a (2.13). Outros métodos usados
para estimar a posição em R3 são descritos em [2] [28] [18].
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A =
∣∣∣∣∣∣∣∣∣∣∣
2(x1 − x2) 2(y1 − y2) 2(z1 − z2)
2(x1 − x3) 2(y1 − y3) 2(z1 − z3)
2(x1 − x4) 2(y1 − y4) 2(z1 − z4)
...
...
...
2(x1 − xm) 2(y1 − ym) 2(z1 − zm)
∣∣∣∣∣∣∣∣∣∣∣
, (2.11)
b =
∣∣∣∣∣∣∣∣∣∣∣
d21 − d22 + x21 − x22 + y21 − y22 + z21 − z22
d21 − d23 + x21 − x23 + y21 − y23 + z21 − z23
d21 − d24 + x21 − x24 + y21 − y24 + z21 − z24
...
d21 − d2m + x21 − x2m + y21 − y2m + z21 − z2m
∣∣∣∣∣∣∣∣∣∣∣
, (2.12)
x =
∣∣∣∣∣∣
x
y
z
∣∣∣∣∣∣ (2.13)
Considerando as Equações (2.11) a (2.12), as posições xi, yi, zi são as referências, di são as
distâncias estimadas e a Equação (2.13) é a posição a ser estimada. Os métodos mais adequados
para resolver um sistema linear sobredeterminado são a Fatoração QR e a Decomposição em
Valores Singulares [20].
2.4 Planos de Rota
O plano de rota define o trajeto do beacon móvel pela área monitorada. As principais caracte-
rísticas consideradas para avaliar um plano de rota são a cobertura, a distância percorrida e a
quantidade de referências colineares (ou coplanares). A cobertura avalia a quantidade de nós
que recebem a mensagem do beacon móvel. A distância percorrida, como o próprio nome diz,
avalia a distância percorrida pelo beacon móvel a seguir pela rota considerada. E por último,
é analisado se o plano de rota gera muitas referências colineares, ou seja se é possível formar
uma reta entre 3 ou mais posições em que o beacon móvel transmitiu a mensagem de referência,
conforme visto na Figura 2.7. Quando se trata de localização em 3D, em vez de colinearidade
é avaliado a ocorrência de coplanaridade, ou seja, se 4 ou mais posições estão em um mesmo
plano geométrico [18].
A ocorrência de referências colineares influencia substancialmente o cálculo da posição.
Para exemplificarmos, consideremos o caso da multilateração, em que, conforme visto na Se-
ção 2.3, as posições e as distâncias das referências são usadas para construir um sistema linear
sobredeterminado, se as referências forem colineares, as equações do sistema linear formarão
retas (ou planos em 3D) paralelas, ou comum ângulo pequeno entre elas, o que resulta em um
sistema mal condicionado [15].
A Tabela 2.2 exibe uma comparação entre os planos de rota, o plano de rota Scam, exibido
na Figura 2.8(a), possui o menor trajeto entre os planos comparados, no entanto gera muitas
referências colineares. O plano de rota Double-Scam, mostrado na Figura 2.8(b), foi desenvol-
vido para diminuir a quantidade de referências colineares e, apresenta melhores resultados que
o Scam. O plano de rota Circles, exibido na Figura 2.8(c), gera menos pontos colineares que o
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Figura 2.7: Pontos colineares e não colineares
Tabela 2.2: Comparação entre os planos de rota [18]
Plano de Rota Cobertura Quantidade de Pontos Colineares
Scam 100% da área Maior entre os comparados
Double-Scam 100% da área Menos que o Scam
Circles Cantos não cobertas Menos que o Double-Scam
Espiral adaptada 100% da área Menos que o Double-Scam
Double-Scam, no entanto os nós depositados nos cantos da área monitorada não são cobertos
por este plano de rota.
(a) Scam. (b) Double-Scam. (c) Circles. (d) Espiral adaptada.
Figura 2.8: Planos de rota para sistemas de localização baseados em beacon móvel [18].
O Droneighbor faz uso do plano de rota em espiral, que apresenta poucos pontos colineares.
Assim como no circles no plano de rota em espiral os cantos da área monitorada não são visita-
dos pelo beacon móvel, para mitigar esse problema o plano de rota em espiral foi modificado,
de maneira que o beacon visite os cantos da área monitorada, conforme visto na Figura 2.8(d).
Para entender como a modificação do plano de rota em espiral foi feita, é preciso entender
como funciona o algoritmo de plano de voo funciona, observa-se na Figura 2.9 que o VANT se
move na plano de voo até que o fim da rota seja alcançado. Considera-se que o fim da rota foi
alcançado quando o VANT alcança uma das bordas da área monitorada.
Para a adaptação do plano de rota espiral considerou-se duas áreas concêntricas, uma área
interna, onde estão depositados os nós sensores, chamada de área monitorada e uma área
maior que delimita o plano de voo, chamada de área de sobrevoo. A ideia da adaptação é fazer
com que a distância do centro até a borda da área de sobrevoo seja a mesma distância que do
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centro até o canto da área monitorada, assim o VANT consegue sobrevoar os cantos da área
monitorada.
Iniciar Voo
Agendar Transmissão
Encontrou
 o fim da rotaMover para a 
próxima posição
transmitir(x,y,z,tempo)
Agendar Transmissão
Aguarda tempo 
de esperaParar Voo
PLANO DE VOO
sim
NãoNão
Fim do 
tempo de 
espera
Figura 2.9: Plano de voo Droneighbor
Para determinar os valores dos lados da área de sobrevoo, exibido na Figura 2.10, utilizou-se
as Equações (2.14) a (2.16):
d1 =
√
(
l
2
− l
2
)2 + (
l
2
− 0)2 (2.14)
d2 =
√
(
l
2
− l)2 + ( l
2
− 0)2 (2.15)
l1 = l + (d2 − d1)× 2 (2.16)
considerando uma área monitorada quadrada, onde: x = y = l são os comprimentos dos
lados do quadrado, d1 é o comprimento de um segmento de reta, que possui uma das extremida-
des no centro, ( l
2
, l
2
), e a outra extremidade perpendicuar a fronteira da área monitorada ( l
2
, 0),
d2 é a distância euclidiana entre o centro e a coordenada (l, 0) e l1 é o comprimento de um dos
lados da área de sobrevoo, também quadrada, concêntrica a área monitorada, e que representa a
nova delimitação do plano de rota espiral, conforme visto nas Figuras 2.10(a) e 2.10(b).
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Nota-se um desperdício de energia nessa abordagem, pelo fato do beacon móvel percorrer
uma área em que não há sensores, com o intuito de cobrir os nós depositados nos cantos. Como
um dos principais objetivos deste trabalho é diminuir o tempo de percurso do beacon móvel,
o plano de rota escolhido não altera, substancialmente, a diferença da proporção entre a nossa
solução, que é híbrida e a solução que usa apenas beacons móveis, ou seja, se escolhermos uma
outra rota, mais eficiente, a diferença proporcional entre os tempos gastos nas duas soluções
será mantida.
       d1
d1 d2
d2-d1
d2-d1d2-d1
d2
-d
1
d2
-d
1
                   l
                   l1
(a) Cálculo da nova fronteira para o plano de rota espi-
ral.
       d1
d1
d2
d2-d1
d2-d1d2-d1
d2
-d
1
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1
                   l
                   l1
(b) Plano de rota espiral plotado expandido até a nova
fronteira.
Figura 2.10: Espiral adaptada.
2.4.1 Condicionamento de Sistemas Lineares
Na Seção 2.4 é comentada a ocorrência de colinearidade entre as referências geradas pelo bea-
con móvel ao escolher um plano de rota contribui para a construção de um sistema linear mal
condicionado. Nesta Seção será exibido como um sistema mal condicionado pode ampliar os
erros de entrada, gerando grandes erros no resultado final. No nosso caso o erro de estimativa
de distância é amplificado gerando um grande erro no cálculo da posição.
Sistema Mal Condicionado: Um sistema de equações lineares é dito mal condicionado se
sua solução é muito “sensível” a “pequenas” variações nos coeficientes das incógnitas (ma-
triz A) ou nos termos independentes (vetor b). Nota-se que este é um conceito impreciso sob
o aspecto matemático. As expressões “muito sensível” e “pequenas” são vagas. Os sistemas
mal condicionados têm a propriedade de ampliar os erros, quer sejam erros de observação, de
arredondamento para representação decimal, arredondamento da conversão de decimal para bi-
nário, arredondamento no processo computacional; erro devido à perda de dígitos significativos
em subtrações de números aproximadamente iguais ou erro de linearização. Mesmo que o cál-
culo se processe isento de erro, se introduzirmos uma pequena variação em um dos coeficientes
de um sistema mal condicionado a solução sofrerá acentuada alteração [24]. Considerando as
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equações:
x1 + x2 = 5
x1 + 1, 001x2 = 5,003
(2.17)
x1 + x2 = 5
x1 + 1, 001x2 = 4,99
(2.18)
O Sistema 2.17, cuja solução é x1 = 2 e x2 = 3, é exemplo de um sistema mal condicionado.
Se variarmos o termo independente de 5, 003 para 4, 99 obtemos o Sistema 2.18, cuja solução
e x1 = 15 e x2 = −10. Nota-se que uma variação da ordem de centésimos num dos termos
independentes deu origem a solução completamente diferente.
Em um sistema bem condicionado, variações nos coeficientes produzem variações propor-
cionais na solução, conforme observado no exemplo seguinte:
x1 + x2 = 7
x1 − x2 = 1 (2.19)
x1 + x2 = 7
x1 − x2 = 1,01 (2.20)
A solução do Sistema 2.19 é x1 = 4 e x2 = 3. Fazendo variar um de seus termos inde-
pendentes de 1 para 1.01 teremos o Sistema 2.20, cuja solução é x1 = 4.0025 e x2 = 2.9975.
Pode-se dizer que pequenas variações nos termos independentes produzem pequenas variações
na solução e que o sistema é bem condicionado [24] [15] [7].
O problema de mal condicionamento pode ser analisado geometricamente, considerando os
planos cartesianos da Figura 2.11, a Figura 2.11(a) exibe um sistema bem-condicionado, nesse
caso uma variação na ordem de centésimos em um dos termos da equação resultaria em um des-
locamento ou inclinação de uma das retas, mas que não alteraria muito o ponto de convergência
entre elas. Já na Figura 2.11(b) é difícil distinguir as duas retas na escala apresentada, nesses
casos a alteração no ponto de convergência entre as duas retas é proporcionalmente maior que
o valor alterado em uma das equações [24].
Quanto mais próximo do paralelismo as retas estiverem maior será a ampliação dos valores
perturbados. Conforme mostrado nas comparações entre os Sistemas 2.17 e 2.18 a alteração
no resultado pode ser algumas ordens de grandeza maior que o valor perturbado em uma das
equações. O sistema da Figura 2.11(c) não possui solução [24].
Se a solução de um sistema mal condicionado com coeficientes exatos, ao ser computada,
pode sofrer variações, no caso de coeficientes experimentais, oriundos de observações com
limitado número de casas decimais de precisão, a solução sofra variações consideravelmente
maiores. Isso ocorre tipicamente nos problemas cujos coeficientes são dados passados por sen-
sores, que medem propriedades físicas do ambiente. [24] Em nosso caso, consideramos a esti-
mativa de distância, com base na técnica de RSSI, apresenta uma variação média de 5m [2] [28],
esse erro é potencializado pelo condicionamento da matriz, de forma semelhante aos sistemas
exemplificados.
No método da multilateração a disposição das retas (em R2) ou planos (em R3) depende
da matriz linearizada, que depende da posição das referências, por isso é importante esco-
lher o plano de rota. Essa medida não é suficiente para tratar o problema de mal condici-
onamento, as soluções pare esse problema consistem em fazer um processamento da matriz
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0 x
y
(a) Bem condicionado.
0 x
y
(b) Mal condicionado.
0 x
y
(c) Singular.
Figura 2.11: Tipos de Sistemas de Equações Lineares [7] [15].
antes do cálculo da multilateração, os algoritmos que tratam desse problema são chamados de
pré-condicionadores [15].
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Capítulo 3
Trabalhos Relacionados
No contexto dos sistemas de localização e dos sistemas de sincronização RSSF, os nós sensores
são classificados em: nó beacon, nó de referência e nó desconhecido, Figura 3.1.
Nó beacon:É um nó que possui módulo de GPS e maior recurso energético que os demais
nós, ilustrado na Figura 3.1(a). Por possuir módulo de GPS, o nó beacon é capaz de estimar
a própria posição e sincronizar o próprio relógio, com base em mensagens recebidas pelos
satélites.
Nó de referência:É um nó que possui dados relativos a própria posição e está sincronizado,
ilustrado na Figura 3.1(b), .
Nó desconhecido:É um nó que ainda não possui dados relativos a própria posição e que não
está sincronizado, ilustrado na Figura 3.1(c). Um nó desconhecido pode estimar a própria posi-
ção e sincronizar-se com base em mensagens recebidas de nós beacon ou de nós de referência,
tornado-se um nó de referência e poderá, então, enviar mensagens para ajudar os nós vizinhos
a se localizarem no tempo e no espaço.
(a) Nó beacon (b) Nó de referência (c) Nó desconhecido
Figura 3.1: Categoria dos nós sensores no contexto das RSSF
3.1 Sistemas de Localização
Em um dos primeiros sistemas de localização, o Recursive Position Estimation (RPE) [4], mos-
trado na Figura 3.2, os nós desconhecidos estimam as suas posições com base em um conjunto
de beacons (5 a 10% dos nós). Esse sistema é dividido em 3 fases: Na primeira fase, exibida na
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Figura 3.2(a), cada beacon transmite uma mensagem de referência, contendo a própria posição,
para os nós vizinhos. Na segunda fase, exibida na Figura 3.2(b), a cada mensagem recebida os
nós desconhecidos estimam a distância até o beacon, por meio da técnica de RSSI, e armazenam
a posição recebida e a distância estimada. Em seguida, se tiver recebido 4 ou mais mensagens, o
nó estima a própria posição, tornando-se nó de referência, e transmite uma mensagem contendo
a própria posição, que é usada pelos nós vizinhos, desconhecidos, para se localizarem também.
A terceira fase, mostrada na Figura 3.2(c), consiste na recursividade da segunda fase, ou seja,
os nós desconhecidos que receberam 4, ou mais, mensagens dos nós de referência, tornam-se
também nós de referência e transmitem a própria posição. Os passos descritos na terceira fase
se repetem enquanto houver algum nó desconhecido, que recebeu 4 ou mais mensagens e foi
capaz de estimar a própria posição.
Uma desvantagens do RPE é que a posição estimada por um nó desconhecido contem um
erro e esse erro é acumulativo, sendo proporcionalmente maior quanto mais distante o nó estiver
do beacon, conforme visto na Figura 3.3. Outras desvantagens são a necessidade de estudo
prévio para determinar as posições dos beacons, além da necessidade de haver 5 a 10% de
beacons, o que aumenta o custo, dependendo do tamanho da rede da rede [17, 16].
: Nó Desconhecido; : Nó de Referência; : Nó Beacon.
(a) Etapa 1 (b) Etapa 2
(c) Etapa 3
Figura 3.2: Fases do Sistemas de Localização RPE [4]
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Nó Beacon: ; Nó de Referência: .
 
1 salto: erro++
 
2 saltos: erro++ 
 
3 saltos: erro++ 
 
4 saltos: erro++
 
5 saltos: erro++
Figura 3.3: Acúmulo e propagação do erro de estimativa.
No sistema Cubic-based 3-D Localization [33], a ideia é monitorar um espaço em forma de
cubo e dividir o espaço monitorado em outros cubos menores. Em cada um dos oito extremos
da área de interesse, vértices do cubo, é depositado um beacon. Primeiro é calculada a distância
entre o nó alvo e cada beacon. Depois, para cada beacon, são determinadas as coordenadas
dos vértices de um cuboide que contém a provável localização do nó sensor. Por fim, é feita
a intersecção entre os cuboides, a fim de obter uma melhor acurácia do posicionamento do
nó. Esse sistema é otimizado para uso em edifícios, onde é fácil a instalação dos beacons, no
entanto isso é uma limitação, sendo difícil adaptá-lo para ambientes não cúbicos.
O sistema 3D-MDS [11], propõe a implantação de beacons espalhados pela rede. O cálculo
da localização é feito nos seguintes passos: (i) estimativa de distância, onde a distância entre
um nó e todos os seus vizinhos é calculada e enviada para um servidor, que monta uma matriz
de distâncias de toda a rede; (ii) estimativa de localização, o servidor estima a localização dos
nós na RSSF usando MDS (Multi Dimensional Scaling) e envia as posições de volta para os
nós; (iii) transformação de coordenadas: nesta etapa as coordenadas locais dos nós são trans-
formadas em coordenadas globais. Após conclusão destes três passos, cada nó estará localizado
no espaço. O problema dessa solução é que o algoritmo é incapaz de gerar uma matriz de dis-
tâncias em redes de baixa densidade e o cálculo da localização é centralizado, o que aumenta o
custo de comunicação e consumo de energia da rede.
No sistema [8], um robô terrestre, equipado com GPS, movimenta-se pela RSSF trocando
mensagens com os nós sensores, estimando a distância até os nós por meio da técnica de RSSI.
O algoritmo implementado no robô utiliza um filtro de partículas para processar os valores RSSI
recebidos de cada nó, o filtro tem em conta a incerteza associada ao valor RSSI e a posição do
robô. Posteriormente, o robô envia a estimativa inicial da posição para os nós. O problema
dessa solução é que ela se limita a áreas com obstáculos que possam ser transpostos por um
robô terrestre. Além disso, para grandes áreas, o tempo de localização da rede pode sofrer um
grande impacto.
O sistema [10] propõe o uso de um VANT, equipado com GPS, que sobrevoa a área de inte-
resse, transmitindo, periodicamente, a posição atual e timestamp. A cada mensagem recebida,
o nó desconhecido estima a distância até o VANT, utilizando a técnica de RSSI, e armazena a
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posição recebida e a distância estimada. Quando um nó sensor recebe a primeira mensagem
de referência, ele inicia um temporizador, o tempo de espera é informado pelo VANT. Quando
o temporizador finaliza, o nó sensor usa as mensagens recebidas para se localizar, conforme
mostrado na Figura 3.4. Essa solução apresenta baixos erros de posição e sincronização e se
apresenta como uma boa opção para a maioria das aplicações, por usar apenas um único bea-
con. A desvantagem dessa abordagem é o tempo do processo de localização, uma vez que o
VANT deve sobrevoar toda a área monitorada.
Nó Beacon: ; Nó de Referência: ; Nó Desconhecido: .
Figura 3.4: Uso de VANT como beacon móvel [10].
3.2 Sistemas de Sincronização
Disponibilizar uma referência de tempo comum a todos os nós de uma rede é um requisito
essencial para a maioria dos sistemas distribuídos. Uma solução clássica para sincronizar os
nós de uma RSSF é equipar todos eles com módulo receptor de GPS. No entanto, para muitas
aplicações isso não é possível ou viável. O que se pratica geralmente é equipar os nós senso-
res com um hardware barato, que possui um relógio de baixa acurácia e que acumula erro ao
longo do tempo, influenciado principalmente pela temperatura do hardware e pela voltagem da
bateria [30]. Conforme apresentado na Seção 2.1, o cristal do nó sensor, considerado neste tra-
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Tabela 3.1: Sistemas de Localização
Sistemas de Localização
Sistema Tipo Beacons Processamento Observações
RPE Recursivo 5 a 10% Distribuído
Cubic Based 3d Recursivo 8 Distribuído Só funciona em edifícios
3D-MDS Recursivo 5 a 10% Centralizado Alto overhead
Robô Móvel Móvel 1 Híbrido Alto overhead, limitado a
obstáculos do terreno
VANT Móvel 1 Distribuído
balho, possui 4MHz de frequência, implicando em uma granularidade mínima de 0.25 µs [32].
A variação do clock entre dois motes Mica2 pode chegar até 40 µs por segundo, essa variação
é chamada de clock drift, isso significa que seria necessário sincronizar os nós a cada segundo
para manter o erro de sincronização na ordem de micro segundos. Outra opção é estimar o valor
do clock drift, e implementar, por exemplo, uma função de regressão linear para compensar esse
desvio [25].
Os sistemas de sincronização devem lidar com várias incertezas, presentes na transmissão
de mensagens nas RSSF, tais como: (i) Tempo de envio – o tempo gasto pelo emissor para
criar a mensagem e enviar a requisição para a camada MAC; (ii) Tempo de Acesso – tempo
gasto deste o acesso do canal de transmissão até o início do envio da mensagem; (iii) Tempo de
Transmissão – o tempo gasto pelo emissor para transmitir a mensagem; (iv) Tempo de Propa-
gação – o tempo gasto para a mensagem ser propagada do emissor até o receptor, esse tempo
é determinístico e é menor que 1 µs para distâncias inferiores a 300m; (v) Tempo de Recepção
– o tempo gasto para receber a mensagem; (vi) Tempo de Recebimento – o tempo gasto para
processar a mensagem recebida e notificar a camada de aplicação [25].
O sistema operacional TinyOS proporciona acesso direto a camada MAC no mote Mica2 [12],
o que permite o emissor adicionar o timestamp ao pacote já na camada MAC, imediatamente
antes de emissão, e ao receptor de ler o timestamp também na camada MAC, antes da mensa-
gem ser processada [25] [32]. Usando o conceito de timestamp na camada MAC a estimativa
do tempo não é afetada pelos atrasos (i), (ii), (v) e (vi).
O sistema Reference Broadcast Synchronization (RBS) [22] usa um conjunto de nós de refe-
rência, com conexão cabeada, espalhados ao longo da RSSF. Cada nó de referência sincroniza
os outros nós dentro de um mesmo cluster. Desconsiderando o tempo de propagação da onda
de rádio, uma mensagem de referência chega no mesmo instante em todos os receptores, que
estão dentro do raio de comunicação do emissor. Ao receber a mensagem, cada nó sensor ar-
mazena o timestamp recebido e, em seguida, troca mensagens com os outros nós do cluster
para estimar um offset relativo. Apesar de ser projetado para sincronização single-hop, o RBS
pode ser utilizado para a comunicação multi-hop, como componente de outros algoritmos de
sincronização.
O Timing-sync Protocol for Sensor Networks (TPSN) [32] elege um nó raiz e constrói uma
árvore geradora durante a fase de descoberta dos nós. Na fase de sincronização, os nós se
sincronizam com os seus respectivos pais, trocando mensagens nos dois sentidos. Usando os
timestamps contidos nas mensagens de sincronização, o nó filho é capaz de estimar os atrasos
de transmissão, processamento da mensagem e o offset relativo. O timestamp da camada MAC
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é usado para reduzir possíveis fontes de incerteza no atraso da mensagem.
No Protocolo de Sincronização de Tempo por Inundação (FTSP) [25], um nó sincroniza seu
relógio com base em, apenas, uma única mensagem. Essa abordagem é chamada “sincronização
de um salto” (OHS). Um nó beacon, cria uma mensagem contendo um timestamp e a transmite
para os seus vizinhos. Ao receber a mensagem, um nó não sincronizado adiciona um valor
pré-definido ao timestamp recebido e depois sincroniza o seu relógio. Adicionalmente o FTSP
considera também os atrasos na modulação e demodulação da mensagem – que é o tempo gasto
pelo chip de rádio para modular a mensagem em onda eletromagnética e vice-versa, esse tempo
é determinístico e é da ordem de centenas de microssegundos, de maneira que cada modelo de
chip de rádio possui sua própria especificação. O FTSP foi avaliado em uma RSSF real e obteve
acurácia de 2–4 µs em uma plataforma Berkeley Mica2 [12].
35
Capítulo 4
Sistema Droneighbor
O sistema Droneighbor combina os aspectos da abordagem de beacon móvel, que utiliza um
VANT, equipado com módulo de GPS, para sobrevoar a área monitorada transmitindo mensa-
gens de referência periodicamente [10], com os aspectos da abordagem recursiva RPE [4], onde
os nós desconhecidos são localizados com base em mensagens recebidas dos nós vizinhos. O
principal problema da abordagem de beacon móvel é o tempo necessário para sobrevoar a área
monitorada, para contornar este problema no sistema Droneighbor o perímetro e o tempo de
sobrevoo são reduzidos, isso é feito com aumentando da distância entre as voltas da espiral,
mostrado na Figura 4.1. A distância entre as voltas da espiral na abordagem de beacon móvel
é de 10m, com isso 100% dos nós recebem as mensagens enviadas pelo VANT, exibido na Fi-
gura 4.1(a). No sistema Droneighbor a distância entre as voltas da espiral varia de 50 a 200m,
com isso apenas alguns nós da rede são localizados pelo VANT, aproximadamente de 10 a 50%,
conforme mostrado na Figura 4.1(b).
Nó Beacon: ; Nó Desconhecido: .
10m
(a) Plano de voo da solução de beacon móvel [10]
50 a 200m
(b) Plano de voo da solução Droneighbor
Figura 4.1: Diferenças entre os planos de rota da solução móvel e do Droneighbor
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4.1 Sistema de Localização
As duas primeiras fases do sistema de localização são a estimativa de distância e o cálculo
da posição. A Seção 2.2, apresenta as técnicas de estimativa de distância mais difundidas na
literatura, o Droneighbor emprega a mais utilizada nas RSSF, que é a RSSI. A técnica RSSI
não requer nenhum hardware adicional e infere a distância com base na intensidade do sinal
recebido [23]. Para o cálculo da posição empregou-se a técnica de multilateração, por ser uma
técnica usual na literatura.
4.2 Sistema de Sincronização
O sistema de sincronização avaliado foi o FTSP [25], por apresentar menor erro de sincro-
nização, por necessitar de apenas uma mensagem pra realizar a sincronização e também por
considerar os atrasos de modulação e demodulação. O processo de sincronização é realizado
com a adição de um campo de timestamp às mensagens que já são enviadas durante o pro-
cesso de localização. Considerando que no pior caso, o FTSP consegue uma acurácia de 4 µs,
adicionou-se esse valor como erro de sincronização a cada salto que o nó estiver do beacon.
4.3 Fases de Realização do Sistema Droneighbor
O funcionamento do sistema Droneighbor, exibido na Figura 4.2 e é dividido em 3 fases: Na
Fase 1 acontece a localização móvel, na Fase 2 acontece a localização recursiva e na Fase 3
ocorre o melhoramento de posição. As seções seguintes descrevem o algoritmo do VANT e as
três fases do algoritmo que são executados nos nós sensores.
4.3.1 Algoritmo do VANT
A primeira fase do sistema Droneighbor, de localização móvel, depende da interação com o
VANT e o sistema do VANT está apresentado no Algoritmo 1 e na Figura 4.2(a). Esse processo
se inicia com o VANT sobrevoando parte da área monitorada e transmitindo mensagens de re-
ferência. Ao iniciar o plano de rota (Algoritmo 1 - linha 1) são definidas todas as posições que
o VANT visitará para completar o sobrevoo e enquanto houver uma nova posição (Algoritmo 1
- linhas 3 a 5) o VANT se moverá até ela. Ao alcançar o fim da rota o VANT retorna ao ponto de
partida. Após iniciar o plano de voo é agendada (Algoritmo 1 - linha 2) a transmissão da men-
sagem de referência. Toda vez que uma mensagem de referência é enviada (Algoritmo 1 - linha
9) é realizado um novo agendamento de transmissão de mensagem de referência (Algoritmo 1
- linha 11) e esse processo se repete a cada 1 s. O processo de agendamento e transmissão
de mensagens de referência se repetem até que o fim da rota seja alcançado. A mensagem de
referência contém o tempo aproximado do sobrevoo, a posição atual e o timestamp do beacon
(Algoritmo 1 - linha 9) que está a bordo do VANT.
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Desconhecido: ; Referência: ; Posição Melhorada: ; Beacon: .
50 a 200m
(a) Fase 1 (b) Fase 2
(c) Fase 3
Figura 4.2: Fases de Localização do Droneighbor
4.3.2 Localização Móvel
O sistema que é executado nos nós sensores é dividido em três fases, na Fase 1 ocorre a locali-
zação móvel, ela está representada no Algoritmo 2 e na Figura 4.2(a). Quando um nó recebe a
primeira mensagem do VANT ele inicia um temporizador (Algoritmo 2 - linhas 10-13), progra-
mado para finalizar quando sobrevoo do VANT terminar. Quando o temporizador finaliza, caso
tenha recebido 4 ou mais mensagens do VANT, o nó calcula a própria posição e sincroniza o
próprio relógio (Algoritmo 2 - linhas 15 a 18). Se o nó foi capaz de estimar a própria posição ele
passa a ser um nó de referência e então, transmite uma mensagem de referência (Algoritmo 2 -
linhas 19 a 21), para ajudar na localização dos nós vizinhos.
Existem casos onde, apesar de possuir mais de quatro referências, o nó não consegue estimar
a própria posição, isso ocorre por que o sistema linear montado pelo método de multilateração
não possui solução ou o erro da solução é considerado grande, um fator que contribui para isso
é o mal condicionamento do sistema linear, conforme mencionado na Seção 2.4.1. Um erro é
considerado grande se for maior que um limiar pré definido, em nosso caso definimos um limiar
de 100m, que é o dobro do raio de comunicação, esse valor pode ser convenientemente definido
dependendo da aplicação.
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Algoritmo 1 Algoritmo do VANT
//Este algoritmo representa o software do VANT e ele tem duas funções principais:
//1 - Enquanto o fim da rota não é alcançado ele determina a próxima posição a ser visitada pelo VANT.
//2 - Enquanto o fim da rota não é alcançado ele transmite uma mensagem de referência e agenda a próxima
// transmissão para um segundo depois.
Ação:
1: startFlightPlan();
2: broadcastTimer.start(1); # temporizador de 1 segundo
3: enquanto wayponit.hasnext() faça # enquanto houver uma nova posição
4: goToNextPosition(whaypoint.next()); # se dirige até a próxima posição
5: fim enquanto
Entrada:
6: broadcastTimer.timeout();
Ação:
7: (xk, yk, zk, timestampk)← getGpsPositionAndTimer();
8: averageHopsToSource← 0;
9: broadCastPositionAndTime(x, y, z, timestamp, averageHopsToSource, remainingOverflightTime);
10: se wayponit.hasnext() então # se ainda não alcançou o fim da rota
11: broadcastTimer.start(1); # reinicia o temporizador
12: fim se
Nas 3 fases, quando um nó recebe uma mensagem, tanto do VANT quanto de um nó de
referência, ele calcula a distância que está do emissor, usando a técnica de RSSI (Algoritmo 2
- linha 7). Para cada timestamp recebido, é adicionado um erro de sincronização de um salto
(OHS), de 4 µs que é erro do pior caso do sistema de sincronização FTSP [25]. O relógio é
sincronizado com a média dos timestamps recebidos. Para cada mensagem recebia a distância,
em número de saltos, até o VANT é acrescida em 1 salto e a distância média, também em número
de saltos, do nó até o VANT é calculada pela média das distâncias recebidas (Algoritmo 2 - linha
18).
4.3.3 Localização Recursiva
A Fase 2 é representada pela Figura 4.2(b) e pelo Algoritmo 3. Na ultima etapa da Fase 1, cada
nó de referência transmite uma mensagem de referência para os seus nós vizinhos e a Fase 2
se inicia quando os nós começam a receber mensagens dos nós vizinhos. Toda vez que um
nó desconhecido recebe uma mensagem de um nó de referência ele inicia um temporizador
(Algoritmo 3 - linha 11) com um tempo de espera inversamente proporcional a quantidade de
referências recebidas, definido na Equação (4.1).
500ms
referencesi.size()
(4.1)
O objetivo dos temporizadores adicionais é fazer com que os nós com mais referências fa-
çam broadcast antes dos nós com menos referências. O motivo é que quanto mais referências
forem usadas para o cálculo da localização, menores serão, em média, os erros de posiciona-
mento. Quando o primeiro temporizador terminar (Algoritmo 3 - linha 13), caso tenha recebido
4 ou mais mensagens, o nó tentará se localizar no tempo e no espaço (Algoritmo 3 - linhas 17
a 20), a fim de se tornar um nó de referência e, então, transmitir a sua posição e timestamp
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Algoritmo 2 Algoritmo do Nó Sensor - Fase 1
//Este algoritmo representa o software do Nó Sensor na Fase 1:
//1 - Na primeira mensagem recebida o nó agenda um temporizador.
//2 - Para cada mensagem recebida o nó adiciona os dados da mensagem a uma lista.
//3 - Quando o temporizador acaba o nó estima a própria posição, sincroniza-se e
// transmite mensagem de referência.
Variáveis:
1: averageHopsToSource← 0;
2: isFirstBeaconMessage← true;
3: isReferenceNode← false;
Entrada:https://www.facebook.com/OficialPomba/videos/2000867546597083/
4: beaconMessage; # //Mensagem recebida do VANT
Ação:
5: reference.position← beaconMessage.position;
6: reference.timestamp← beaconMessage.timestamp;
7: reference.distance← estimateRSSIDistance(beaconMessage.position);
8: reference.averageHopsToSource← beaconMessage.averageHopsToSource;
9: referencesList← referencesList ∪ reference;
10: se isFirstBeaconMessage então
11: isF irstBeaconMessage← false;
12: positionEstimationT imer.start(remainingOverflightTime); # //Tempo de vôo restante
13: fim se
Entrada:
14: positionEstimationT imer.timeOut()
Ação:
15: se references.size() ≥ 4 então
16: synchronizeClock(referenceList);
17: isReferenceNode← estimatePosition(referenceList); # //Se foi possível estimar a posição,então passa a ser um nó de referência.
18: averageHopsToSource← estimateAverageHopsToSource(referenceList);
19: se isReferenceNode então
20: broadcastReferenceMessage(); # //Agenda o início da Fase 2
21: fim se
22: fim se
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(Algoritmo 3 - linha 22) para ajudar na localização dos nós vizinhos.
Algoritmo 3 Algoritmo do Nó Sensor - Fase 2
//Este algoritmo representa o software do Nó Sensor na Fase 2:
//1 - Caso não seja um nó de referência, cada mensagem recebida o nó agenda um temporizador.
//2 - Cada mensagem recebida é adicionada em uma lista.
//3 - Quando o primeiro temporizador acaba o nó estima a própria posição, sincroniza-se e
// transmite mensagem de referência.
Variáveis:
1: averageHopsToSource← 0;
2: isFirstReferenceMessage← true;
3: isReferenceNode← false;
Entrada:
4: referenceMessage; # //Mensagem recebida de nó de referência
Ação:
5: reference.position← referenceMessage.position;
6: reference.timestamp← referenceMessage.timestamp;
7: reference.distance← estimateRSSIDistance(referenceMessage.position);
8: reference.averageHopsToSource← referenceMessage.averageHopsToSource;
9: referencesList← referencesList ∪ reference;
10: se !isReferenceNode então # //Se ainda não for um nó de referência.
11: positionEstimationT imer.start( 500 msreferencesi.size() );
# //Inicia um temporizador com uma duração
inversamente proporcional a quantidade de referências.
12: fim se
Entrada:
13: positionEstimationT imer.timeout();
Ação:
14: se isReferenceNode então
15: return; # //Se já é um nó de referência então não faz nada.
16: fim se
17: se references.size() ≥ 4 então
18: synchronizeClock(referenceList);
19: isReferenceNode← estimatePosition(referenceList);
20: averageHopsToSource← estimateAverageHopsToSource(referenceList);
21: se isReferenceNode então
22: broadcastReferenceMessage();
23: fim se
24: fim se
4.3.4 Melhoramento da Posição
Na Fase 3, representada pela Figura 4.2(c) e pelo Algoritmo 4, acontece o melhoramento da
localização dos nós de referência. Quando um nó de referência, que já está localizado no tempo
e no espaço, recebe a primeira mensagem de outro nó de referência ele inicia um temporizador
de 2 s (Algoritmo 4 - linha 12). Quanto o temporizador termina, ele calcula novamente a própria
localização e se sincroniza (Algoritmo 4 - linhas 16 a 18). No entanto, desta vez, ele não faz
broadcast de mensagem de referência.
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Algoritmo 4 Algoritmo do Nó Sensor - Fase 3
//Este algoritmo representa o software do Nó Sensor na Fase 3:
//1 - Quando o nó de referência recebe a primeira mensagem ele inicia um temporizador de 2 s.
//2 - Cada mensagem recebida é adicionada em uma lista.
//3 - Quando o primeiro temporizador acaba o nó estima a própria posição
// mas não transmite mensagem de referência.
Variáveis:
1: averageHopsToSource← 0;
2: isFirstReferenceMessage← true;
3: isReferenceNode← false;
Entrada:
4: referenceMessage; # //Mensagem recebida de nó de referência
Ação:
5: reference.position← referenceMessage.position;
6: reference.timestamp← referenceMessage.timestamp;
7: reference.distance← estimateRSSIDistance(referenceMessage.position);
8: reference.averageHopsToSource← referenceMessage.averageHopsToSource;
9: referencesList← referencesList ∪ reference;
10: se isReferenceNode então # //Já é um nó de referência.
11: se isFirstReferenceMessage então # //Só agenda o temporizador uma vez.
12: positionEstimationTimer.start(2 s); # //Inicia um temporizador com uma duração de dois segundos.
13: isFirstReferenceMessage← false;
14: fim se
15: fim se
Entrada:
16: positionEstimationTimer.timeout();
Ação:
17: averageHopsToSource← estimateAverageHopsToSource(referenceList);
18: isReferenceNode← estimatePosition(referenceList); # //Atualiza posição
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Capítulo 5
Viabilidade do Droneighbor
Nesta Capítulo é feito uma análise da viabilidade do Droneighbor, comparando o custo da
aquisição do VANT com o custo de haver 10% de beacons na rede, como é o caso do sistema
RPE. Escolhemos os VANTs baseado em soluções da literatura e comparamos o preço do VANT
com o preço do módulo de GPS e antena multiplicado por 10% do tamanho da rede, afim de
verificar a partir de que tamanho de rede é viável usar a solução Droneighbor em detrimento
do RPE. Não será abordado neste Capítulo o desempenho das soluções, será analisado apenas
o custo de implantação. Os preços descritos são referentes a Fevereiro de 2018.
O trabalho Design and Flight Testing of an Integrated Solar Powered UAV and WSN for
Remote Gas Sensing faz uso de um VANT movido a energia solar para coletar dados de uma
RSSF [29]. O VANT empregado nesse trabalho foi desenvolvido pelos autores e recebeu o
nome de Green Falcon, no entanto esse VANT ainda não é comercializado. Pesquisamos o
preço no Brasil de um VANT, o F450, apresentado "desmontado"na Figura 5.1(a) e montado
Figura 5.1(b), que utiliza o mesmo controlador de voo do Green Falcon, o ArduPilot Mega
2.8, que junto com o VANT custa R$700. Adicionamos ao orçamento um carregador de bate-
rias Imax B6 80W, mostrado na Figura 5.1(c), no valor de R$180, duas baterias Lion Power
5200mah 30c 3s, ilustrado na Figura 5.1(d), no valor unitário de R$245 e um rádio transmissor
Flysky Fs-i6 GHz2.4 6ch, exibido na Figura 5.1(e), no valor de R$300. Esses preços foram
encontrados no site Mercado Livre (www.mercadolivre.com.br).
No trabalho A new approach for collecting data in Wireless Sensor Network [27] o VANT
DJI Phantom 2, exibido na Figura 5.2(a), foi empregado para coleta de dados em RSSF, de
acordo com o autor as especificações do Phantom 2 são:
• Distância de comunicação: até 1 km com controle remoto em área aberta;
Tabela 5.1: Preço dos componentes do VANT F450 c/ ArduPilot Mega 2.8
VANT F450 c/ ArduPilot Mega 2.8
Componente Preço
Kit VANT F450 Quadcopter c/ ArduPilot Mega 2.8 R$700
Carregador e balanceador Imax B6 80W R$180
Bateria Lion Power 5200mah 2 x R$245 = R$490
Rádio Transmissor Flysky Fs-i6 R$300
TOTAL R$1670
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(a) Kit VANT F450 c/ ArduPilot Mega 2.8. (b) VANT F450 Montado.
(c) Carregador e Balanceador Imax
B6 80w.
(d) Bateria Lion Power 5200mah. (e) Rádio Transmissor Flysky Fs-i6.
Figura 5.1: Kit VANT F450 com controlador de voo e GPS. Imagens obtidas do site Mercado
Livre.
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(a) DJI Phantom 2. (b) DJI Phantom 3.
Figura 5.2: VANT DJI Phantom. Imagens obtidas do site do fabricante (www.dji.com)
• Velocidade de voo: 0m/s - 15m/s (0 km/h - 54 km/h);
• Altitude máxima: 2438m;
• Velocidade de subida/descida: 2m/s - 8m/s;
• Carga transportada: Até 6.5 kg;
• Tempo de voo: 30min - 88min;
• Funcionalidades Adicionais:
– GPS;
– Proteção contra colisão;
– Home landing : retorna a um ponto especificado quanto o VANT perde contato com
o rádio controlador;
– Pousa automaticamente se a bateria estivar esgotando;
– Plano de rota programável.
Atualmente, o VANT DJI Phantom 2 já não é mais fabricado, encontramos o VANT DJI
Phantom 3, exibido na Figura 5.2(b), por R$2727 no site da Amazon (www.amazon.com.br). O
VANT DJI Phantom 3 é um modelo da mesma fabricante, posterior ao VANT DJI Phantom 2.
O módulo de GPS usado pelo Mica é o MTS420CA, exibido na Figura 5.3(a), não o en-
contramos a venda no Brasil, por isso foi escolhido para comparação o módulo Ublox Neo-6m
Gy-gps6mv2, exibido na Figura 5.3(b), que também é um módulo de GPS embarcado, é utili-
zado na plataforma Arduino e custa em torno de R$60.
Conclusões: O gráfico da Figura 5.4 exibe a comparação do custo da implementação da
solução RPE, utilizando o módulo de GPS Ublox Neo-6m Gy-gps6mv2 e da solução Droneigh-
bor, considerando os modelos de VANT F450 e Phantom 3. Observa-se que em uma rede com
aproximadamente 300 nós sensores já fica mais barato adquirir um VANT F450 exclusivamente
para a rede do que instalar GPS em 10% dos nós e em uma rede com aproximadamente 450 nós
a aquisição de um VANT Phantom 3 já é mais barata do que equipar 10% dos nós com módulos
45
(a) Módulo de GPS do Mica2
MTS420CA. Imagem obtida do site
do fabricante [12].
(b) Módulo de GPS embarcado para
Arduino Ublox Neo-6m. Imagem ob-
tida do site Mercado Livre.
Figura 5.3: Módulos de GPS embarcado
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Figura 5.4: Relação entre o custo das soluções Droneighbor, RPE e o número de nós da rede.
de GPS. Em uma rede com 1000 nós o custo da solução RPE é duas vezes superior ao custo do
Droneighbor, se for usado o VANT Phantom 3 e mais de três vezes maior se for usado o VANT
F450. Em uma rede com 2000 nós essa diferença é duas vezes maior, ou seja o RPE é quatro
vezes mais caro que o Droneighbor, usando o VANT Phantom 3 e sete vezes mais caro se for
usado o VANT F450.
Uma vantagem da utilização do VANT é que ele não precisa ser adquirido exclusivamente
para uma única RSSF, podendo ser empregado inclusive em outras atividades, enquanto que os
módulos de GPS embarcados nos nós sensores não podem ser usados para outros fins, a menos
que removidos dos nós sensores.
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Capítulo 6
Avaliação de Desempenho
6.1 Metodologia
Foram realizadas simulações com o Droneighbor e outras duas soluções da literatura, uma que
utiliza a abordagem recursiva e outra que utiliza a abordagem de beacons móveis. A solução de
beacon móvel escolhida foi a [10], que já resolve conjuntamente os problemas de localização
e sincronização, empregando o FTSP. A solução recursiva escolhida foi a combinação do RPE,
para a localização, com o FTSP, para sincronização. Chamamos essa combinação de solução
recursiva (R). A solução móvel será referenciada pela letra M e o Droneighbor será referenciado
como Solução Híbrida, ou pela letra H.
A avaliação de desempenho, foi feita considerando as seguintes métricas: (i) duração do
processo de localização (segundos), (ii) erro de estimativa de posição (metros), (iii) erro de
sincronização (microssegundos) e (iv) número de nós desconhecidos, ou seja, não foram ca-
pazes de se localizarem no espaço. Para este fim, nós configuramos os seguintes parâmetros:
Número de nós da rede, densidade da rede, erro de RSSI e erro de OHS.
Os parâmetros de simulação estão na Tabela 6.1. O alcance de comunicação dos nós sen-
sores e do VANT é de 50m. O tempo considerado para a transmissão do pacote é de 5.38ms,
esse valor foi estabelecido considerando que no padrão IEEE 802.15.4 cada canal transmite a
uma taxa nominal de 250 kbit/s em 2.4GHz [1]. Essa taxa não considera os bytes usados para
o cabeçalho, o CSMA (acesso múltiplo com sensoriamento da portadora), os tempos de espera
etc. Considerando o tamanho máximo do pacote de 127B e carga útil de 96B, descontados
os tempos de espera e dados usados pelo protocolo, a capacidade máxima de transmissão, en-
tre dois nós, é de 142.86 kbit/s [19]. Nessa velocidade, o broadcast será transmitido em, no
mínimo, 5.38ms.
Foi introduzido uma erro na distância real, para simular a técnica de RSSI, que varia entre
0 e 20% da distância estimada. O número de beacons na solução R é de 10% dos nós, que é o
melhor cenário proposto pelo autor do RPE. Na Solução Híbrida foram simulados os cenários
onde o VANT sobrevoa um fragmento da área sensoreada, isso é realizado variando o desloca-
mento do VANT de 50 a 200m, entre os semicírculos da espiral do plano de voo. Na solução
Móvel o deslocamento do VANT é de 10m. As dimensões (x, y) da área de monitoramento são
calculadas pela Equação (6.1),
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Tabela 6.1: Parâmetros da simulação.
Parâmetros Valores
Número de nós 250 a 2000
Densidade 20 a 50 vizinhos/rc
Alcance de comunicação do VANT 50m
Alcance de comunicação dos nós 50m
Velocidade do VANT 10m/s
Erro de RSSI 0 a 20%
Erro de OHS 0 a 30 µs
Beacons usados na solução Recursiva 10%
Deslocamento do VANT na solução Móvel 10m
Deslocamento do VANT na solução Híbrida 50 a 200m
Área de Monitoramento x = y = n×pi×r
2
c
densidade
Terreno – altitude dos nós 0 a 10m
Altitude do VANT 10 a 40m
Intervalo entre cada broadcast (VANT) 1 s
Tempo de transmissão do pacote 5.38ms
x = y =
n× pi × r2c
d
(6.1)
onde n corresponde ao número de nós, rc ao raio de comunicação e d = vizinhos/rc a
densidade desejada. A altitude, eixo z, de cada nó é um número aleatório entre 0 e 10m e isso
foi feito para simular as possíveis deformidades do terreno sensoreado. A altitude do VANT
oscila entre 10 e 40m.
Usamos o simulador SinalGo v.0.75.3 [14] para avaliar os algoritmos. Cada cenário foi re-
petido 33 vezes, com diferentes sementes para a geração de números aleatórios. Em todos os
resultados, as curvas representam os valores médios, enquanto que as barras de erro representam
o intervalo de confiança de 95%.
Nos gráficos usamos siglas para representar as séries, sendo M – Móvel, H[50-200]m (des-
locamento em metros) – Híbrida, R10% – Recursiva com 10% de beacons. Os nós foram
distribuídos aleatoriamente na rede, usando distribuição gaussiana e o VANT sobrevoou a área
seguindo o plano de voo em espiral, concêntrica à área monitorada, como mostrado na Fi-
gura 4.2(a).
Nos testes realizados foram variados alguns parâmetros em um dado intervalo. Os outros
valores foram fixados em 1000 nós, densidade de 30 nós por raio de comunicação, erro de RSSI
de 5% e o erro de OHS para 5 µs·
6.2 Número de Nós
Nesta Seção, as soluções foram avaliadas para diferentes números de nós na rede. A Fi-
gura 6.1(a) mostra o erro de estimativa de posição. A solução híbrida (H) apresentou, no melhor
caso, erros menores que a solução móvel (M) e, em todos os casos, menores que a solução re-
cursiva (R). Observada a diminuição da acurácia proporcional ao acréscimo do número de nós.
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Isso acontece por que no início do plano de voo, no centro da espiral, o VANT transmite uma
grande quantidade de mensagens de referência, essa quantidade é proporcionalmente maior nas
redes com menor quantidade de nós e em que a área sensoreada é menor.
Um menor deslocamento do VANT, nas soluções H e M, significa que mais nós receberão
mensagens do VANT. Cada mensagem recebida representa uma equação no sistema de equa-
ções e o método de multilateração apresenta melhores resultados, dentre outros fatores, com o
aumento da quantidade de equações usadas para o cálculo da localização. Nesse caso a solução
H se beneficia mais que as soluções R e M, uma vez que além de receberem as mensagens do
VANT os nós também recebem mensagens de referência dos seus nós vizinhos.
O erro de sincronização é exibido na Figura 6.1(b). A solução M tem uma vantagem nessa
métrica, por que todos os nós são sincronizados pelo VANT. Contudo, no melhor caso a solução
H exibiu resultados apenas um pouco pior que a solução M. Isso acontece pois em H50m quase
todos são sincronizados pelo VANT, a medida em que o deslocamento aumenta menor é a quan-
tidade de nós sincronizados pelo VANT, nesses casos os outros nós são sincronizados apenas
com as mensagens recebidas dos nós vizinhos, o que diminui a acurácia da sincronização. A
solução R apresentou um erro de sincronização semelhante ao pior caso da solução H, por que
nos dois casos os nós estão, em média, a mesma distância (em número de saltos) de um beacon
e essa distância é proporcional ao erro acumulado e propagado.
A Figura 6.1(c) exibe o número de nós desconhecidos. Na solução M, todos os nós são
localizados, pois 100% da área é sobrevoada pelo VANT. Nas soluções H e R, em alguns
cenários, um nó não foi capaz de localizar-se, por não ter 4 ou mais vizinhos e não ter recebido
o mínimo de 4 mensagens, necessário para o cálculo da localização.
6.3 Densidade da Rede
Esta seção apresenta os resultados das simulações considerando diferentes valores de densidade
da rede. Os gráficos da Figura 6.2 exibem os erros de posicionamento, de sincronização e
número de nós desconhecidos das soluções M, R e H quando variamos a densidade.
6.3.1 Densidade x Nós Desconhecidos
A Figura 6.2(c) exibe a quantidade de nós desconhecidos.
• A solução R só apresenta resultados satisfatórios com densidade acima de 15. Em cená-
rios com densidade de 5 a solução R não foi capaz de iniciar o processo de localização,
de maneira que menos de 1% dos nós conseguiram se localizar. Com densidade de 10 de
40% a 60% dos nós não foram capazes de estimar a própria posição. Pode notar que a
densidade é um fator limitante para a solução R.
• A solução H em H50m consegue apresentar resultados aceitáveis até com densidade de
5 e bons resultados, menos de 5 nós desconhecidos a cada 1000 em densidade de 10.
Conforme aumenta a distância entre as voltas da espiral de H50m a H200m aumenta a
dependência da solução H pela densidade da rede, mas para todas as distancias entre as
voltadas da espiral a solução H já apresenta resultados satisfatórios em densidade acima
de 15.
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Figura 6.1: Análise do número de nós.
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Figura 6.2: Análise da densidade da rede.
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• A solução M não é afetada pela densidade da rede, como todos os nós recebem mensagens
do VANT e o ele sobrevoa toda a área sensoreada, todos os nós são capazes de estimar a
própria posição.
6.3.2 Densidade x Erro de Sincronização
A Figura 6.2(b) exibe a relação do erro de sincronização com a densidade da rede.
• A solução M não é afetada pela densidade da rede, por que todos os nós recebem mensa-
gens de referência apenas do VANT, que sobrevoa toda a área sensoreada, por isso estão
a um salto de distância do beacon e como o erro de sincronização aumenta proporcio-
nalmente a distância, em número de saltos, que o nó está do beacon, o erro médio de
sincronização é o mesmo para todas as densidades.
• Como a solução R depende da rede com uma densidade acima de 15 para apresentar re-
sultados satisfatórios, ou seja, para conseguir localizar a maior parte dos nós da rede, em
densidades abaixo desse valor apenas alguns nós da rede serão localizados, justamente
aqueles que estão mais próximos ao beacon e é por esse motivo que a solução R apre-
senta erros de localização crescentes na faixa de densidade de 5 a 20. A curva do erro
passa a diminuir na faixa da densidade que vai de 20 a 50 e essa diminuição ocorre por
que a quantidade de beacons é a mesma tanto para a densidade de 20 quanto para a den-
sidade de 50, como o número de nós é fixo, aumentar a densidade significa depositar a
mesma quantidade de nós sensores em uma área de tamanho reduzido, isso significa que
a distância média, em número de saltos, de um nó até o beacon é menor em densidades
maiores .
• A solução H apresenta o mesmo comportamento da solução R, onde o erro cresce na faixa
de densidade que vai de 5 a 20, devido a diminuição de quantidade de nós desconhecidos,
e diminui na faixa de densidade que vai de 20 a 50, devido a menor distância média, em
número de saltos, de cada nó sensor até um beacon.
6.3.3 Densidade x Erro de Posição
A Figura 6.2(a) exibe a relação do erro de posição com a densidade da rede.
• A solução M não é afetada pela densidade da rede, por que todos os nós recebem mensa-
gens de referência apenas do VANT, que sobrevoa toda a área sensoreada e como o VANT
realiza o mesmo percurso e envia a mesma quantidade de mensagens, independente da
densidade da rede, a quantidade de mensagens recebidas pelos nós sensores serão, em
média, as mesmas em todas as densidades. E como o erro de localização, no método de
multilateração, tem relação com a quantidade de mensagens recebidas, o erro de locali-
zação também é semelhante em redes com diferentes densidades, quando se emprega o
sistema de localização Móvel.
• A solução R é beneficiada pelo aumento de densidade, isso acontece por que quanto maior
for a densidade, maior será a quantidade de referências que o nó sensor terá a disposição
para estimar a própria posição.
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Figura 6.3: Análise do erro de RSSI.
• A solução H também se beneficia com o aumento da densidade, assim com na solução
H, quanto maior for a densidade maior será a quantidade mensagens recebidas de nós
vizinhos e um maior número de referências melhora, em média, o erro de posicionamento.
6.4 Erro de RSSI
Nesta seção as soluções foram avaliadas considerando diferentes valores de erros de RSSI. Todas
as soluções são afetadas pelo erro de RSSI. A Figura 6.3(a) mostra o erro de posição, a acurácia
das soluções é proporcional ao mencionado na Seção 6.2, devido ao fato da multilateração ser
influenciada pelo número de equações.
A Figura 6.3(b) mostra o número de nós desconhecidos. Na solução M, todos os nós conse-
guiram estimar a própria posição. As soluções H e R são mais afetadas pelo erro de RSSI, por
que com o aumento na perturbação da estimativa de distância, aumentam também as chances
de gerar um sistema de equações lineares sem solução.
6.5 OHS
Nesta Seção foi avaliado o erro de sincronização das soluções, considerando diferentes valores
de OHS, conforme mostrado na Figura 6.4(a). Todas as soluções são afetadas pelo erro de OHS
e a relação entre os resultados é proporcional ao mencionado na Seção 6.2, onde a distância
média (em número de saltos) de um nó até um beacon é proporcional ao acúmulo de erro de
sincronização.
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Figura 6.4: Análise de one hop synchronization.
6.6 Tempo Necessário para a Localização
Nesta seção as soluções foram avaliadas considerando o tempo gasto para localizar todos os nós
da rede. A solução M apresentou bons resultados em todos os testes anteriores, no entanto, o
tempo necessário para a localização é a maior desvantagem dessa solução. Por outro lado, essa
é a grande vantagem da solução R. O tempo gasto pela solução M é até 20 vezes maior que a
solução H e várias ordens de grandeza (1.2× 104) maior que a solução R. Considerando uma
rede com 2000 nós, o processo localização de todos os nós da rede é realizado em menos de 1 s
na solução R - Figura 6.5(c), em menos de 10min na solução H - Figura 6.5(b), e em menos de
3.5 h na solução M - Figura 6.5(a).
6.7 Contribuições
O Droneighbor apresenta como contribuições:
• Erros de localização e sincronização menores que a solução recursiva;
• Erros de localização, em alguns casos, menores que a solução móvel;
• Melhora do sistema de localização móvel. A solução móvel [10], desenvolvida no início
deste trabalho, em 2013, apresenta erros de localização em torno de 5m, as modificações
feitas durante este trabalho, como alteração do plano de rota e temporizador para o cálculo
da posição, resultaram em erros inferiores à 1.5m;
• Tempo de localização menor que a solução móvel: O tempo gasto pela nossa solução é
de 5 a 20 vezes menor que o gasto pela solução móvel.
Foram publicados os seguintes trabalhos:
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Figura 6.5: Análise do tempo necessário para a localização.
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• C. B. Cardoso, D. L. Guidoni, J. Maia, Gand Ueyama, A. A. F. Loureiro, and L. A.
Villas. An energy consumption aware solution for the 3d localization and synchronization
problems in wsns. In 2014 Brazilian Symposium on Computer Networks and Distributed
Systems, May 2014.
• C. B. Cardoso, D. L. Guidoni, Kimura B. Y. L., and L. A. Villas. A hybrid solution for
3d location and time synchronization in wsn. In 15th ACM International Symposium on
Mobility Management and Wireless Access, November 2017.
6.8 Considerações Sobre as Simulações
Mobilidade e Paralelismo no Simulador Sinalgo: O Simulador Sinalgo não suporta simula-
ções que envolvam, ao mesmo tempo, mobilidade e paralelismo. Para contornar esse problema
tivemos que dividir a simulação em duas partes: Fase 1, com mobilidade, onde o VANT sobre-
voa a área de interesse transmitindo mensagens de referência e, Fase 2, com paralelismo, onde
os nós, recursivamente, transmitem mensagens de referência para auxiliar os nós vizinhos a se
localizarem. Na Fase 1, os nós recebem as mensagens do VANT, estimam as próprias posições,
sincronizam seus relógios, mas não fazem broadcast. Com isso a Fase 1 da simulação termina
e todos os atributos dos nós (referências recebidas, erro de sincronização, posição real, posição
calculada etc) são serializados em um arquivo de texto. A Fase 2 se inicia com todos os nós
posicionados nas mesmas posições em que estavam na Fase 1, além disso, todos os dados se-
rializados, no arquivo da Fase 1, são carregados e atribuídos aos respectivos nós, em seguida,
todos os nós que receberam mensagens do VANT, durante a Fase 1, e foram capazes de estimar
as próprias posições, transmitem mensagens de referência para auxiliar na localização e sincro-
nização dos nós vizinhos e, como já foi dito na Seção 4, esse processo segue recursivamente
até que todos os nós, possíveis, possam estimar a próprias posições e sincronizarem os próprios
relógios.
LogViewer: Conforme vimos na Seção 2.4.1, um sistema bem condicionado é considerado
robusto a perturbações, ou seja, se perturbarmos um dos termos do sistema o resultado será al-
terado proporcionalmente à perturbação. Já um sistema mal condicionado tem a propriedade de
ampliar o valor perturbado, adicionando um erro ao resultado do sistema, que pode ser algumas
ordens de grandeza maior que o valor perturbado. Durante este trabalho pesquisou-se algumas
técnicas para tratar especificamente de sistemas mal condicionados, observou-se que a maio-
ria das técnicas existentes são aplicáveis à sistemas lineares quadrados, ou seja que possuem o
mesmo número de equações e variáveis e que existem técnicas recentes para tratar de sistemas
mal condicionados sobredeterminados, que possuem mais equações que variáveis [6] [26].
As técnicas que tratam de sistemas lineares mal condicionados realizam uma operação cha-
mada de pré-condicionamento do sistema linear e funciona da seguinte maneira: considerando
o sistema linear sobredeterminado Ax = b, um pré-condicionador altera valores da matriz A ou
remove algumas de suas linhas, fazendo com que o mal condicionamento seja atenuado. Ob-
serve que remover linhas da matriz A implica em remover as mesmas posições no vetor b, para
ele continue com cardinalidade igual ao número de linhas de A. Testamos uma técnica cha-
mada MaxVol [26], que consiste em encontrar uma submatriz quadrada de A, que apresente um
resultado aproximado da matriz sobredeterminada A. A implementação do MaxVol demorou
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Tabela 6.2: Fontes de atrasos na transmissão em RSSF [25]
Fontes de atrasos na transmissão em RSSF
Tempo Magnitude Distribuição
Envio e Recepção 0 a 100ms não determinístico, depende da carga
do processador
Acesso 10 a 500ms não determinístico, depende da con-
tenção do canal
Transmissão e Recepção 10 a 20ms determinístico, depende do tamanho
da mensagem
Propagação < 1 µs para até 300m determinístico, depende da distância
entre o emissor e o receptor
Codificação e decodificação 100 a 200 µs, determinístico, depende do chipset
Alinhamento de Byte 0 a 400 µs determinístico, pode ser calculado
dois meses para ser concluída, distribuídos em aprendizado da técnica, incorporação do código
do MatLab com ao simulador Sinalgo etc, mas que não melhorou substancial no erro de loca-
lização. Tentamos também, sem sucesso, remover algumas equações, do sistema de equações
lineares euristicamente, baseado em várias métricas, como a semelhança entre os coeficientes
das equações, na distância geométrica entre as referências etc.
Para analisar graficamente as soluções eurísticas e as outras soluções da literatura, para o
problema de mal condicionamento, desenvolvemos o LogViwer. Ao final da simulação é gerado
um arquivo de texto, contendo todas as referências recebidas e as posições reais e estimadas de
todos os nós. O LogViewer carrega os dados desse arquivo de log para exibi-los graficamente,
conforme visto na Figura 6.6, onde são destacadas quatro subáreas. A subárea 1 contém a
representação dos nós, o título de cada label contém o ID do nó, e o texto, no centro, representa
o erro de localização. Ao clicar em uma label da subárea 1, as subárea 2, 3 e 4 são preenchidas.
A subárea 2 contém a representação gráfica, no plano cartesiano, das equações do sistema linear.
Cada reta, na subárea 2, corresponde a uma posição recebida por uma mensagem de referência.
A subárea 3 estão as equações correspondentes as retas. A subárea 4 é uma tela usa da para
saída de texto.
Simulação da sincronização: Conforme mencionado na Seção 3.2, são muitos os fatores
de atraso em uma transmissão nas RSSF, incluindo alguns não determinísticos. Devido à limi-
tações do simulador, a quantidade desses atrasos, conforme mostrado na Tabela 6.2 e além da
necessidade de dividir a simulação em duas partes, a estratégia utilizada nas simulações deste
trabalho foi a adição de um atraso de 4 µs em cada salto da transmissão, pois esse valor já foi
consolidado em prova de conceito pelo Protocolo de Sincronização de Tempo por Inundação
(FTSP) [25]. Em uma solução real, além de considerar todos esses atrasos, também é necessário
calcular o clock drifit e corrigir periodicamente essa o relógio baseando-se no valor calculado,
o autor [25] fez uso de regressão linear para esse propósito.
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Figura 6.6: LogViewer, visualizador gráfico das equações lineares usadas para o cálculo da
localização.
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Capítulo 7
Conclusões e Trabalhos Futuros
Nesse Capítulo é discutido as conclusões sobre as vantagens e desvantagens das soluções Mó-
vel, Híbrida e Recursiva.
• Solução Móvel: Se mostrou como uma boa alternativa, não sendo influenciada pelo nú-
mero de nós nem pela densidade da rede. Nela não ocorre o acúmulo e propagação de
erro de estimativa, pois todos os nós são localizados pelo VANT. No entanto, a maior
desvantagem dessa estratégia é o tempo gasto no processo de localização.
• Solução Recursiva: Possibilita localização dos nós sensores em aproximadamente 1 s,
para redes de até 2000 nós, esse tempo é algumas ordens de grandeza menor que o tempo
gasto pelas soluções Móvel e Híbrida, no entanto a solução Recursiva apresenta erros de
localização e sincronização piores que as soluções as outras duas soluções. Além disso a
solução Recursiva não é adequada para ser empregada em redes esparsas, em redes com
densidade de 5 quase todos os nós permanecem desconhecidos, em redes com densidades
de 10 mais da metade dos nós da rede permanecem desconhecidos e só localiza mais de
90% dos nós sensores em redes com densidade acima de 15.
• Solução Híbrida: Proporciona erros de localização, no melhor caso, menores que a solu-
ção Móvel e em todos os casos menores que a solução Recursiva. O erro de sincronização
observado na solução Híbrida é, no melhor caso, próximo ao da solução Móvel e variando
até o pior caso, onde é próximo ao observado na solução Recursiva. A solução Híbrida,
bem como a solução R, é impactada pela densidade da rede, no entanto com um deslo-
camento de 50m entre as voltas da espiral ela já localiza mais de 95% dos nós em um
rede com densidade de 5. A quantidade de nós desconhecidos em redes esparsas é menor
a medida em que se aumenta a distância entre as voltas da espiral e na maior distância
simulada, com 200 de deslocamento, a solução Híbrida apresenta números de nós desco-
nhecidos semelhantes a solução Recursiva, ou seja, em redes com densidade de 5 quase
todos os nós permanecem desconhecidos, em redes com densidades de 10 mais da metade
dos nós da rede permanecem desconhecidos e só localiza mais de 90% dos nós senso-
res em redes com densidade acima de 15. A escolha da distância de deslocamento entre
as voltas da espiral vai depender da densidade e dos requisitos da rede, em redes com
densidade abaixo de 15 somente a solução Híbrida com 50m de deslocamento é indicada
e em redes com densidades maiores os resultados das simulações servem como critério
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para a a distância a ser escolhida, uma distância maior entre as voltas da espiral implica
em um tempo de localização menor e, ao mesmo tempo, menor acurácia na localização e
sincronização.
Em relação ao custo, a solução Recursiva só é viável em redes com até 350 nós sensores, em
redes maiores fica mais barato comprar um VANT do que equipar 10% dos nós com módulo
de GPS. Além disso em uma rede com 1000 nós o custo de equipar 10% dos nós sensores com
GPS é mais de três vezes maior do que comprar um VANT exclusivamente para a rede e em
uma rede com 2000 esse custo passa a ser sete vezes maior.
A principal vantagem da solução Híbrida quando comparada com a solução Móvel é que ela
consegue realizar o processo de localização em um tempo de 5 a 20×menor. Em uma rede com
2000 nós, a solução Híbrida demora 10min, para localizar todos os nós enquanto que a solução
Móvel demora 3.5 h.
As principais vantagens da solução Híbrida sobre a solução Recursiva é o melhor desem-
penho em redes esparsas e custo da rede escalável em redes que possuem mais de 350 nós.
Finalmente, o Droneighbor apresentou-se como uma alternativa viável para as RSSF que bus-
cam baixo erro de localização, um baixo tempo gasto nesse processo e uma solução de custo
escalável.
Trabalhos Futuros:
• Mal condicionamento: Como trabalho futuro pretende-se usar filtros que identifiquem
e descartem referências que prejudicam o cálculo da localização. Além disso, serão es-
tudadas técnicas para melhorar os sistemas mal condicionados com a utilização de pré-
condicionadores, que são algoritmos que melhoram o condicionamento da matriz e assim
atenua os casos de nós desconhecidos ou com grandes erros de localização. A intenção
para atuar em sistemas mal condicionados é implementar o algoritmo [15], que substitui
as equações do sistema, que estão mais próximas do paralelismo, por equações perpen-
diculares e o algoritmo [6], que remove do sistema as equações que estão mais próximas
do paralelismo.
• Simulação da camada física e colisão de mensagens: O Sinalgo não possui simulação
da camada física, bem como a colisão de mensagens, pode ser que em um simulador mais
criterioso o desempenho da solução Recursiva seja pior, por isso pretende-se implementar
as soluções em um simulador que contemple essa funcionalidade.
• Simulação das fases do Droneighbor isoladamente: Pretende-se verificar qual das fases
do sistema Droneighbor apresenta maior contribuição para a acurácia da localização e da
sincronização, para isso serão simulados isoladamente as Fases 1, 2 e 3 e analisados os
resultados.
• Relação entre quantidade de mensagens de referência e acurácia: Pretende-se verifi-
car qual a relação entre a acurácia da posição e sincronização e a quantidade de mensagens
de referência recebidas pelo nó sensor.
• Simulação de outros planos de voo: A escolha do plano de voo em espiral foi feita com
base em outros trabalhos da literatura, pretende-se implementar novos planos de voo e
compara os resultados com o plano de voo em espiral.
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• Simulação com mais de um VANT: Pretende-se simular as soluções Móvel e Híbrida
com mais de um VANT, para verificar impacto no custo, acurácia e tempo gasto para
localizar os nós sensores.
• Empregar técnicas de programação linear inteira: Pretende-se implementar técnicas
de programação linear inteira para atuar nos casos dos sistemas mal condicionados.
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