Resource allocation in stochastic processing networks : performance and scaling by Zhong, Yuan, Ph.D. Massachusetts Institute of Technology. Operations Research Center
Resource Allocation in Stochastic Processing
Networks: Performance and Scaling
by
Yuan Zhong
Submitted to the Sloan School of Management
in partial fulfillment of the requirements for the degree of
Doctor of Philosophy in Operations Research
at the
MASSACHUSETTS INSTITUTE OF TECHNOLOGY
September 2012
© Massachusetts Institute of Technology 2012. All rights reserved.
A u th o r ........................................... .... .
Sloan School of Mandement
August 17, 2012
Certified by............................
./ 'D1evavrat Shah
Jamieson Associate Professor,
Department of Electrical Engineering and Computer Science
Th pis Supervisor
C ertified by .............................
John N. Tsitsiklis
Clarence J. Lebel Professor of Electrical Engineering,
Department of Electrical Engineering and Computer Science
sis Supervisor
Accepted by ..........................
Dimitris Bertsimas
Boeing Leaders for Global Operations Professor,
Sloan School of Management,
Co-director, Operations Research Center

Resource Allocation in Stochastic Processing Networks:
Performance and Scaling
by
Yuan Zhong
Submitted to the Sloan School of Management
on August 17, 2012, in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy in Operations Research
Abstract
This thesis addresses the design and analysis of resource allocation policies in large-
scale stochastic systems, motivated by examples such as the Internet, cloud facilities,
wireless networks, etc. A canonical framework for modeling many such systems is pro-
vided by "stochastic processing networks" (SPN) (Harrison [28, 29]). In this context,
the key operational challenge is efficient and timely resource allocation.
We consider two important classes of SPNs: switched networks and bandwidth-
sharing networks. Switched networks are constrained queueing models that have
been used successfully to describe the detailed packet-level dynamics in systems such
as input-queued switches and wireless networks. Bandwidth-sharing networks have
primarily been used to capture the long-term behavior of the flow-level dynamics in
the Internet. In this thesis, we develop novel methods to analyze the performance of
existing resource allocation policies, and we design new policies that achieve provably
good performance.
First, we study performance properties of so-called Maximum-Weight-a (MW-a)
policies in switched networks, and of a-fair policies in bandwidth-sharing networks,
both of which are well-known families of resource allocation policies, parametrized by
a positive parameter a > 0. We study both their transient properties as well as their
steady-state behavior.
In switched networks, under a MW-a policy with a 2 1, we obtain bounds on the
maximum queue size over a given time horizon, by means of a maximal inequality
derived from the standard Lyapunov drift condition. As a corollary, we establish the
full state space collapse property when a > 1. In the steady-state regime, for any
a > 0, we obtain explicit exponential tail bounds on the queue sizes, by relying on a
norm-like Lyapunov function, different from the standard Lyapunov function used in
the literature.
Methods and results are largely parallel for bandwidth-sharing networks. Under
an a-fair policy with a > 1, we obtain bounds on the maximum number of flows
in the network over a given time horizon, and hence establish the full state space
collapse property when a > 1. In the steady-state regime, using again a norm-like
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Lyapunov function, we obtain explicit exponential tail bounds on the number of flows,
for any a > 0. As a corollary, we establish the validity of the diffusion approximation
developed by Kang et al. [32], in steady state, for the case a = 1.
Second, we consider the design of resource allocation policies in switched networks.
At a high level, the central performance questions of interest are: what is the optimal
scaling behavior of policies in large-scale systems, and how can we achieve it?
More specifically, in the context of general switched networks, we provide a new
class of online policies, inspired by the classical insensitivity theory for product-form
queueing networks, which admits explicit performance bounds. These policies achieve
optimal queue-size scaling, in the conventional heavy-traffic regime, for a class of
switched networks, thus settling a conjecture (documented in [51]) on queue-size
scaling in input-queued switches.
In the particular context of input-queued switches, we consider the scaling be-
havior of queue sizes, as a function of the port number n and the load factor p. In
particular, we consider the special case of uniform arrival rates, and we focus on the
regime where p = 1 - 1/f(n), with f(n) > n. We provide a new class of policies un-
der which the long-run average total queue size scales as O(n' -f(n) log f(n)). As a
corollary, when f(n) = n, the long-run average total queue size scales as O(n 2 5 log n).
This is a substantial improvement upon prior works [44], [52], [48], [39], where the
same quantity scales as O(n3 ) (ignoring logarithmic dependence on n).
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Title: Jamieson Associate Professor,
Department of Electrical Engineering and Computer Science
Thesis Supervisor: John N. Tsitsiklis
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Department of Electrical Engineering and Computer Science
4
Acknowledgments'
No words can fully express my gratitude to my advisors, Devavrat Shah and John
Tsitsiklis, for their guidance and support throughout the course of my doctoral study
at MIT. They have taught me so many things, and have shaped me both as a person
and as a researcher. I have learned from them (and am still learning!) basic principles
of good research (such as the importance of simplicity and clarity), which often extend
to wisdom of life. They have always demonstrated the utmost passion for life and
research, and the highest level of scientific rigor. Indeed, it would be hard for me
to imagine where I would stand today without them, let alone the possibility of this
thesis.
I would like to thank David Gamarnik and Kavita Ramanan, for taking the time
to serve on my committee, and for their constructive feedback on the thesis. I am also
grateful to David for various technical interactions that have fostered my intellectual
growth at MIT.
Chapter 5 of this thesis is based on a joint paper with Neil Walton, and I would
like to thank him for a pleasurable collaboration and fulfilling learning experience.
The ORC and LIDS community have always been supportive. I would especially
like to thank Vivek Farias for his help and support, his mentorship on teaching, and
many thought-provoking conversations. I would also like to thank the staff mem-
bers, Andrew Carvalho, Laura Rose, and Lynne Dell, for being helpful on numerous
occasions.
Finally, I would like to dedicate this thesis to my parents, Nanyan Yu and Yongle
Zhong. They have always been there to love and support me, and to them I express
my deepest gratitude.
'I gratefully acknowledge the financial support of NSF Theoretical Foundation Collaborative
Project.
5
6
Contents
1 Introduction
1.1 Context . . . . . . . . . . . . . . .
1.2 Literature Review . . . . . . . . . .
1.3 Contributions of The Thesis . . . .
1.4 Organization . . . . . . . . . . . .
2 Notation and Models
2.1 Notation . . . . . . . . . . . . . . .
2.2 Switched Networks (SN) . . . . . .
2.2.1 Input-Queue(d Switches . . .
2.3 Bandwidth-Sharing Networks (BN)
2.4 Th.e Relation between SN and BN
3 Performance of Maximum-Weight-a Policies in SN
3.1 Maximum-Weight-a Policies . . . . . . . . . . . . . . . . .
3.2 Summary of Results . . . . . . . . . . . . . . . . . . . . .
3.2.1 Transient Regime . . . . . . . . . . . . . . . . . . .
3.2.2 Steady-State Regime . . . . . . . . . . . . . . . . .
3.3 Transient Analysis (a > 1.) . . . . . . . . . . . . . . . . . .
3.3.1 The Key Lemma . . . . . . . . . . . . . . . . . . .
3.3.2 The Maximal Inequality for Switched Networks . .
3.3.3 Full State Space Collapse for a > 1 . . . . . . . . .
3.4 Steady-State Analysis (a > 0) . . . . . . . . . . . . . . . .
7
15
. . . . . . . . . . . . . . . . . . . 1 5
. . . . . . . . . . . . . . . . . . . 1 7
. . . . . . . . . . . . . . . . . . . 2 3
. . . . . . . . . . . . . . . . . . . 2 5
27
. . . . . . . . . . . . . . . . . . . 2 7
. . . . . . . . . . . . . . . , . . . 2 8
. . . . . . . . . . . . . . . . . . . 3 1
. . . . . . . . . . . . . . . . . . . 3 2
. . . . . . . . . . . . . . . . . . . 34
39
. . . . . . 40
. . . . . . 40
. . . . . . 40
. . . . . . 41
. . . . . . 42
. . ; . . . 42
. . . . . . 44
. . . . . . 47
. . . . . . 50
3.4.1 MW-a policies: A Useful Drift Inequality . . . . . . . . . . . . 50
3.4.2 Exponential Bound under MW-a . . . . . . . . . . . . . . . . 58
3.5 Tightness of the Exponential Upper Bound . . . . . . . . . . . . . . . .60
4 Performance of a-Fair Policies in BN 65
4.1 The a-Fair Bandwidth-Sharing Policy . . . . . . . . . . . . . . . . . . 66
4.2 Prelim inaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3 Summary of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3.1 Transient Regime . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3.2 Stationary Regime . . . . . . . . . . . . . . . . . . . . . . . . 70
4.4 Transient Analysis (a > 1) . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4.1 The Key Lemma . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4.2 A Maximal Inequality for Bandwidth-Sharing Networks . . . . 74
4.4.3 Full State Space Collapse for a 2 1 . . . . . . . . . . . . . . . 79
4.5 Steady-State Analysis (a > 0) . . . . . . . . . . . . . . . . . . . . . . 82
4.5.1 a-Fair Policies: A Useful Drift Inequality . . . . . . . . . . . . 82
4.5.2 Exponential Tail Bound under a-Fair Policies . . . . . . . . . 89
4.6 An Important Application: Interchange of Limits (a == 1) . . . . . . . 92
4.6.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.6.2 Interchange of Limits . . . . . . . . . . . . . . . . . . . . . . . 95
4.7 Proportional Fairness in Input-Queued Switches . . . . . . . . . . . . 98
4.8 D iscussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5 Optimal Queue-Size Scaling in SN 105
5.1 M otivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.2 Prelim inaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.3 Main result and Its Implications . . . . . . . . . . . . . . . . . . . . . 107
5.3.1 Main Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.3.2 Optimality of EMUL in Input-Queued Switches . . . . . . . . 108
5.4 Insensitivity in Stochastic Networks . . . . . . . . . . . . . . . . . . . 116
5.5 The Policy and Its Performance . . . . . . . . . . . . . . . . . . . . . 122
8
5.5.1 EMUL for switched networks . . . . . . . . . . . . . . . . .
5.5.2 Proof of the Main Theorem (Theorem 5.3.1) . . . . . . . . .
5.6 Discission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -
6 Queue-Size Scaling in Input-Queued Switches
6.1 M ain Theorem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6.2 Prelirninaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6.3 Policy Description . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6.4 Policy Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . ..
6.4.1 Proof of Main Theorem 6.1.1 . . . . . . . . . . . . . . . . .
6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..
7 Concluding Remarks
7.1 Discussion . . . . . .
7.2 Open Problems . . .
A Proofs Omitted from Chapter 4
A.1 Proof of Lenima 4.6.7 . . . . . .
A.2 Proof of Lemma 4.6.8 . . . . . .
B Proofs Omitted from Chapter 5
B.1 Properties of SFA . . . . . . . .
B.2 Proof of Lemma 5.5.1 . . . . . .
B.3 Proof of Lemma 5.5.5 . . . . . .
9
122
124
131
135
136
136
139
141
159
162
165
165
166
169
169
171
177
177
185
186
. . . . . . . . . . . . . .
. . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . .
. . .. .. . . .. ,. . . . . . . . .
10
List of Figures
2-1 An input-queued switch, and two example matchings of inputs to outputs. 32
6-1
6-2
6-3
6-4
6-5
Illustration: T > S I D; actual system . . . . .
Illustration: T > S + D; ideal system QIDEAL
Illustration: -r < S +.D . . . . . . . . . . . . . .
Epoch delay D = 0; r > S . . . . . . . . . . ..
Epoch delay D 0; r < S . . . . . . . .....
143
144
144
156
157
11
. . . . . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .
12
List of Tables
1.1 Best known scalings for an input-queued switch with N queues and
under load factor p, in various regimes . . . . . . . . . . . . . . . . . 26
13
14
Chapter 1
Introduction
1.1 Context
Modern processing systems, such as the Internet, cloud facilities, call centers, global
supply chains, etc, are becoming increasingly complex. For example, a cloud facil-
ity could consist of tens of thousands of interconnected processors, and a call center
of thousands of staff with overlapping skill sets. Common to these large-scale pro-
cessing facilities is an enormous number of processing activities, coupled by resource
constraints, and the key operational challenge faced by a system manager is effi-
cient and timely resource allocation. Given the scale of such systems, no longer can
a modern-day system manager depend purely on heuristics or experience to guide
day-to-day operations; a rigorous and scientific approach is called for.
A canonical framework that has emerged over the past decade, for modeling many
of the systems mentioned above, is provided by "stochastic processing networks"
(SPN) (Harrison [28, 29]). SPNs capture details of a broad spectrum of networked
systems at a fine granularity. Some examples of SPNs include:
(a) multi-class queueing networks, which have been used to model, for example, the
process of wafer fabrication in manufacturing systems;
(b) parallel-server systems, which have been used to model, for example, operations
of call centers;
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(c) bandwidth-sharing networks, which have been used to model, for example, the
flow-level dynamics in the Internet; and
(d) switched networks, which have been used to model, for example, the switching
architecture in Internet routers, and wireless medium access.
In this thesis, we focus on switched networks and bandwidth-sharing networks, and
we address the question of efficient resource allocation in these contexts.
An ideal resource allocation policy ought to be practically implementable and
guarantee good practical and theoretical performance. Implementability means that
the policy has low complexity, and good theoretical performance means that the policy
has provably optimal bounds with respect to various performance metrics of interest.
Because of the complexity of generic SPNs, the design of ideal policies remains an
important challenge. In this thesis, we focus on performance-related questions, and
believe that progress made in this thesis is a substantial advancement toward meeting
this challenge.
More specifically, we are interested in advancing existing methods of performance
analysis, and hence generating new insights into existing resource allocation policies
considered in the literature, as well as designing new policies to achieve good per-
formance bounds. For both of these objectives, we will see that system performance
depends crucially on both the network structure and the system load. Indeed, this
is a prominent theme of the thesis. For example, in scaling analysis of switched net-
works, the key question of interest is the optimal performance behavior of policies in
large-scale networks, and we consider scaling behavior with respect to both the net-
work structure and the system load. This is in contrast with previous works, which
only consider the scaling behavior with respect to load.
In the next section, we review relevant research on the design and analysis of
resource allocation policies, in the context of both switched networks and bandwidth-
sharing networks, and highlight some open questions that need to be addressed.
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1.2 Literature Review
Here we give an overview on the existing performance analysis methods and results for
popular resource allocation policies in switched networks and in bandwidth-sharing
networks. We first describe some of the policies proposed in the literature, which
are most relevant to this thesis, including Maximum-Weight-a policies and a-fair
bandwidth-sharing policies, and then give an account of their various known perfor-
mance properties.
Existing Policies. In switched networks, of particular interest is the class of Maximum-
Weight-a (MW-a) policies, parametrized by a > 0. MW-a is the only known class of
simple policies with universal performance guarantees. They were first introduced in
the context of ad hoc wireless networks by Tassiulas and Ephremides [61], and in the
context of input-queued switches by McKeown et al. [38, 41]. In a general version
of the policy, a service vector with the maximum weight is chosen at each time step,
with the weight of the service vector being equal to the sum of weights of the queues
corresponding to this service. In particular, for each a > 0, and for the choice of
weight function f, : -+ x' the resulting policy is called the MW-a policy. The
MW-a policies have served as an important guide for designing implementable poli-
cies for input-queued switches and wireless medium access [24, 25, 40, 46, 60]. Due
to their importance, there has been a large body of research on their performance
properties, which will be detailed shortly.
In bandwidth-sharing networks, a-fair policies have been studied extensively. At
each time instant, the optimal solution to a concave utility maximization problem is
chosen as the service rate vector, with the class of utility functions being parametrized
by a positive parameter a. The general framework of utility maximization was pro-
posed by Kelly, Mauloo and Tan [37] for a static version of the bandwidth-sharing
problem, partly to understand the behavior of TCP in the Internet. Mo and Walrand
[43] then introduced the class of "fair" bandwidth-sharing policies, parametrized by
a > 0. Subsequently, this theory has in turn motivated the invention of specialized
congestion control mechanisms, such as FAST TCP [31]. The a-fair policies have also
17
generated a large body of research, to be detailed shortly.
Throughput Analysis. In both types of networks, the most basic performance
question concerns necessary and sufficient conditions for stability, that is, for the
existence of a steady-state distribution for the associated Markov chain (process). In
switched networks, for MW-a policies, under fairly general assumptions on stochastic
primitives, stability has been established for any a > 0 [1, 13, 41, 61]. In bandwidth-
sharing networks, stability was established by Bonald and Massoulie [6] for the case
of a-fair policies with a > 0, and by de Veciana et al. [15] for the case of max-min
fairness (a -+ oo) and proportionally fair policies (a = 1). In all these scenarios, the
stability conditions turned out to be the natural deterministic conditions based on
mean arrival rates and service rates.
Bounds on Steady-State Queue Size. Given these stability results, the natu-
ral next question is whether the steady-state expectation of the total queue size in
switched networks, or that of the total number of flows in bandwidth-sharing net-
works, is finite, and if so, to identify some non-trivial upper bounds. When a > 1,
the finiteness question can be answered in the affirmative, for both MW-a and a-fair
policies, and explicit bounds can be obtained, by exploiting the same Lyapunov drift
inequalities that had been used in earlier work to establish stability. However, this
approach does not seem to apply to the case where a E (0,1), which remained an
open problem; this is one of the problems that we settle in this thesis.
We remark that in switched networks, for MW-a policies with a > 1, the explicit
upper bounds take the form c1 N- [41, 51, 61], where c is a universal constant, N is
the number of queues in the system, and p is the load. In many switched networks,
such as input-queued switches, one can obtain universal lower bounds on the steady-
state expectation of the total queue size, that have a much better dependence on N
(for example, the lower bounds in input-queued switches take the form (). In the
particular instance of input-queued switches, a batching policy was proposed in [44]
which gave an upper bound of O(VNW log N/(1 - p)2 ). It is an open problem whether
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this gap between the upper and lower bounds can be closed, and indeed, there are
several forms of conjectures associated with this problem [51]. In this thesis, we settle
one of the conjectures documented in [51].
Large-Deviations Analysis. Given that the Markov chain/process describing the
underlying system has a steady-state distribution, another question concerns expo-
nentially decaying bounds on the tail of the distribution. For both MW-a policies
and a-fair policies, we provide results of this form, together with explicit bounds for
the associated exponent. Related recent results include works by Stolyar [57] and by
Venkataramanan and Lin [62], who provide a precise asymptotic characterization of
the exponent of the tail probability, in steady state, for the case of switched networks
(as opposed to flow-level network models). (To be precise, their results concern the
(1 + a) norm of the vector of queue sizes under maximum weight or pressure policies
parametrized by a > 0.) While exact, their results involve a variational characteriza-
tion that appears to be difficult to evaluate (or even bound) explicitly. We also take
note of work by Subramanian [59], who establishes a large deviations principle for a
class of switched network models under maximum weight or pressure policies with
a = 1.
Let us provide here some remarks on the optimal tail exponent. For concreteness,
we restrict our discussion to input-queued switches. In an input-queued switch, a
universal lower bound of -2(1 - p)/p on the tail exponent of the steady-state queue-
size distribution can be readily established, where p is the effective load on the system.
In contrast, for MW-a policies, the explicit upper bounds that we obtain for the tail
exponent have an additional dependence on N, the number of queues, and it is of
interest to see whether MW-a policies, or for that matter, any policy, can close this
gap between the upper and lower bounds. We settle this problem in this thesis, for a
class of switched networks including input-queued switches.
Heavy-Traffic Analysis. The analysis of the steady-state distribution for under-
loaded networks provides only partial insights about the transient behavior of the
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associated Markov chain/process. As a refinement, an important performance anal-
ysis method that has emerged over the past few decades focuses on the heavy-traffic
regime, in which the system is critically loaded. The heavy-traffic (or diffusion)
scaling of the network can lead to parsimonious approximations for the transient be-
havior. A general two-stage program for developing such diffusion approximations
has been put forth by Bramson [9] and Williams [64], and has been carried out in
detail for certain classes of queueing network models. To carry out this program, one
needs to: (i) carry out a detailed analysis of a related fluid model when the network
is critically loaded; and, (ii) identify a unique distributional limit of the associated
diffusion-scaled processes by studying a related Skorohod problem.
For a general switched network, in [58], a complete characterization of the diffusion
approximation for the queue-size process has been obtained, under a condition known
as "complete resource pooling, " when the network is operating under the MW-a policy,
for any a > 0. The diffusion approximation was shown to be a one-dimensional
diffusion process, where all components are equal at all time instance. Furthermore,
it was established in [58] that under the heavy-traffic scaling (with complete resource
pooling), a MW-a policy, for any a > 0, minimizes the rescaled workload induced by
any policy which establishes a form of heavy-traffic optimality of MW-a. However,
complete resource pooling effectively requires that the underlying network have only
one bottleneck, and does not capture the effect of the network structure.
In order to capture the dependence of queue sizes on the network structure, a
heavy-traffic analysis of switched networks with multiple bottlenecks (without re-
source pooling) was pursued by Shah and Wischik [55]. They first carried out the
first stage of the Bramson-Williams program outlined above, identifying the invari-
ant manifolds of the associated critically loaded fluid models, for all a > 0. They
established the so-called multiplicative state space collapse, and identified a member,
denoted by MW-0+ (obtained by taking a -+ 0), of the class of maximum-weight
policies as optimal with respect to a critical fluid model. State space collapse roughly
means that in the heavy-traffic limit, and under diffusion scaling, the system state
evolves in a much lower-dimensional space. Building upon the work of Shah and Wis-
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chik [55], Kang and Williams [33] recently established a full diffusion approximation
for the MW policy (a = 1), in the particular case of input-queued switches.
For bandwidth-sharing networks, the first stage of the Bramson-Williams program
was carried out by Kelly and Williams [36] who identified the invariant manifold of
the associated critically loaded fluid model. This further led to the proof by Kang et
al. [32] of a multiplicative state space collapse property, similar to results by Bramson
[9]. We note that the above summarized results hold under a-fair policies with an
arbitrary a > 0. The second stage of the program has been carried out for the un-
weighted proportionally fair policy (a = 1) by Kang et al. [32], under a technical local
traffic condition (different from complete resource pooling, not necessarily weaker),
and more recently, by Ye and Yao [65], under a somewhat less restrictive technical
condition.
We note that when a f 1, a diffusion approximation has not been established for
either switched networks or bandwidth-sharing networks. In this case, it is of interest
to see at least whether properties that are stronger than multiplicative state space
collapse can be derived, something that is accomplished in this thesis.
The above outlined diffusion approximation results involve rigorous statements on
the finite-time behavior of the original process. Kang et al. [32] further established
that for the particular setting that they consider, the resulting diffusion approxima-
tion has an elegant product-form steady-state distribution; this result gives rise to an
intuitively appealing interpretation of the relation between the congestion control pro-
tocol utilized by the flows (the end-users) and the queues formed inside the network.
It is natural to expect that this product-form steady-state distribution is the limit of
the steady-state distributions in the original model under the diffusion scaling. Re-
sults of this type are known for certain queueing systems such as generalized Jackson
networks; see the work by Gamarnik and Zeevi [22]. On the other hand, the validity
of such a steady-state diffusion approximation was not known for the bandwidth-
sharing networks, under the unweighted proportionally fair policy (a = 1); it will be
established in this thesis.
Here we remark that with the sole exception of unweighted proportional fairness
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(a = 1) in bandwidth-sharing networks, the state-of-the-art heavy-traffic analysis
described above only establishes the dependence of queue sizes/number of flows on
the system load p (as 1/(1 - p)), and stops short of establishing their dependence on
the network structure. In the next chapter, we will see a natural connection between
switched networks and bandwidth-sharing networks, which implies that the depen-
dence on the network structure can be established for a certain (randomized) version
of proportional fairness in switched networks1 , under certain technical assumptions
similar to the local traffic condition in [32]. It is then natural to ask whether, with-
out these assumptions, dependence on the network structure can be established for
general switched networks operating under (a version of) proportional fairness, or
for that matter, under some other online policy. This question is relevant because
there are popular examples, such as input-queued switches, that do not satisfy these
technical assumptions. In this regard, we put forth a conjecture (Conjecture 4.7.1)
on the performance of proportional fairness in input-queued switches, and propose
and analyze an online policy for general switched networks in Chapter 5, where we
establish its dependence on the network structure.
Performance vs Complexity Tradeoff. So far we have reviewed literature on
the performance aspect of resource allocation policies. As mentioned earlier, besides
guaranteeing provably good performance, another important aspect of a policy is its
complexity. While not the focus of the thesis, we remark briefly that sometimes low
complexity and good performance are not achievable simultaneously; for example, in
certain wireless networks (see [49]). For the types of networks considered in this thesis
(for example, input-queued switches), it is not entirely clear whether this tradeoff is
fundamental, i.e., whether performance (complexity) has to be sacrificed to guarantee
low complexity (good performance). For further discussion, see Chapter 7.
1 This dependence can be captured in the diffusion approximation under proportional fairness
in switched networks, similar to the one established in Kang et al. [32] for bandwidth-sharing
networks. This is because the fluid models are identical, and the entire machinery of Kang et al.
[32], building upon the work of Bramson [9] and Williams [64], relies on a fluid model. For more
concrete discussion, see Section 4.7.
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1.3 Contributions of The Thesis
Performance Properties of a-Weighted Policies. We refer to the MW-a and a-
fair policies collectively as a-weighted policies. We advance the performance analysis
of a-weighted policies, in both the steady-state and the transient regimes.
In switched networks, for the transient regime, we obtain a probabilistic bound on
the maximal (over a finite time horizon) queue size, when operating under a MW-a
policy with a > 1. This result is obtained by combining a Lyapunov drift inequality
with a natural extension of Doob's maximal inequality for non-negative supermartin-
gales. Our probabilistic bound, together with prior results on multiplicative state
space collapse, leads immediately to a stronger property, namely, full state space
collapse, for the case where a > 1.
For the steady-state regime, we obtain non-asymptotic and explicit bounds on the
tail of the distribution of queue sizes, for any a > 0. In the process, we establish that,
for any a > 0, all moments of the steady-state queue sizes are finite. These results
are proved by working with a normed version of the Lyapunov function that was used
in prior work. Specifically, we establish that this normed version is also a Lyapunov
function for the system (i.e., it satisfies a drift inequality). It also happens to be a
Lipschitz continuous function and this helps crucially in establishing exponential tail
bounds, using results of Hajek [27] and Bertsimas, Gamarnik, and Tsitsiklis [4]. We
note that our bounds on the tail exponent depend explicitly on the system load and
the total number of queues, in contrast to earlier works [57, 59, 62]. In particular,
the bounds take the form -N-0(1 - p), with # a positive constant that depends on
a, and where N is the number of queues, and p the system load.
In bandwidth-sharing networks, for the transient regime, a probabilistic bound
on the maximal (over a finite time horizon) number of flows, when operating under
an a-fair policy with a > 1 is also obtained, using similar techniques to those for
switched networks. An immediate corollary of this probabilistic bound is full state
space collapse, for the case where a > 1.
For the steady-state regime, we obtain non-asymptotic and explicit bounds on
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the tail of the distribution of the number of flows, for any a > 0. In the process,
we establish that, for any a > 0, all moments of the steady-state number of flows
are finite. Techniques used to established these results are similar to those used for
switched networks.
For a = 1, the exponent in the exponential tail bound that we establish for the
distribution of the number of flows is proportional to a suitably defined distance
("gap") from critical loading; this gap is of the same type as the familiar 1 - p term,
where p is the usual load factor in a queueing system. This particular dependence on
the load leads to the tightness of the steady-state distributions of the model under
diffusion scaling. It leads to one important consequence, namely, the validity of the
diffusion approximation, in steady state.
Scaling Analysis in Switched Networks. As mentioned earlier, the high-level
performance question of interest is identifying optimal scaling behavior of policies in
large-scale switched networks, and designing policies that achieve it. More specifically,
the performance objective of interest is the long-run average total queue size in the
system, and we address the following two questions: (a) what is the minimal value
of the performance objective among the class of online policies, and (b) how does it
depend on the network structure and the system load.
For a general single-hop switched network, we propose a new online policy, which
we call EMUL. This policy effectively emulates an insensitive bandwidth-sharing
network with a product-form stationary distribution, with each component of this
product form behaving like an M/M/1 queue. This crisp description of the stationary
distribution allows us to obtain precise bounds on the average queue sizes under
this policy. This leads to establishing, as a corollary of our result, the validity of a
conjecture stated in [51] for input-queued switches. In general, it provides explicit
upper bounds on the long-run average total queue size for any switched network.
Furthermore, due to the explicit bound on the stationary distribution of queue sizes
under our policy, we are able to establish a form of large-deviations optimality of the
policy for a class of single-hop switched networks, including input-queued switches.
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We would like to note that for input-queued switches, the policy above gives an
upper bound of the form IAT /(1-p)+N 1 5 on the long-run average total queue size. In
the heavy-traffic regime, where p -+ 1, this is a significant improvement over the best
known bounds of O(N/(1 - p)) (due to the moment bounds of [42] for the maximum
weight policy) or 0(VWlog N/(1 - p) 2) (obtained by using a batching policy [44]).
However, in the regime where p = 1 - 1/vW, N -+ oo, all existing bounds, including
the one produced by the policy above, give an upper bound O(N 1 5) (ignoring poly-
logarithmic dependence on N) on the long-run average total queue size. In contrast,
the conjectured optimal scaling 0 (vAT/(1 - p)) gives an upper bound O(N), when
p = 1 - I/vN. It is then natural to ask whether this gap can be reduced, i.e.,
whether there exists a policy under which the long-run average total queue size is
upper bounded by 0(N), with # < 1.5 (and ideally, # = 1), when p = 1 - 1/vN,
and N -* oo.
In input-queued switches, we propose a new policy under which the long-run
average total queue size is upper bounded by O(N 0 7 5 f (N) log f(N)), in the regime
where p = 1 - 1/f(N), f(N) ;> V'A, and N -+ o, and where arrival rates to all
queues are uniform. As a corollary, in the same regime, and when f(N) = VAT,
the long-run average total queue size is upper bounded by 0(N 1 25 log N). This is
the best known scaling with respect to N, when p = 1 - 1/Vr. While this is a
significant improvement over existing bounds, we believe that the right scaling is
O(N)2 . The current best known scalings on the long-run average total queue size
in various different regimes, in a general input-queued switch with N queues, are
summarized in Table 1.1 (note that an input-queued switch with N queues has VAT
input ports and VAT output ports).
1.4 Organization
The rest of the thesis is organized as follows. In Chapter 2, we describe the mod-
els that will be considered throughout the thesis. In particular, we introduce the
2For detailed discussion, see Section 65.
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Table 1.1: Best known scalings for an input-queued switch with N queues and under
load factor p, in various regimes
Regime Upper Bound Scaling Lower Bound Scaling References
1 O N 44i-p< v'' 0(1-p) 2  i-p [4
1 = N 0 (N 1 25 log N) Q (N) this thesis, [50]
N-: T1 <N o ( No. 75 log N Q this thesis, [50]
> N 0 this thesis, [52]
switched network model and the bandwidth-sharing network model, and also point
out a connection between these models. This connection is reflected indirectly in the
similarities between Chapter 3 and Chapter 4, and is used directly in Chapter 5.
The first part of the thesis consists of Chapters 3 and 4, which consider perfor-
mance properties of a-weighted policies. In Chapter 3, we describe our results on
the performance properties of MW-a policies in switched networks, and, in Chapter
4, those of a-fair policies in bandwidth-sharing networks. The methods developed in
the two chapters are very similar, hence the reader may wish to skip the technical
sections in either chapter.
The second part of the thesis, on scaling analysis in switched networks, consists of
Chapters 5 and 6. The policy EMUL, which produces optimal heavy-traffic queue-
size scaling in a class of switched networks, including input-queued switches, will be
described in Chapter 5. Chapter 6 contains the result on queue-size scaling in input-
queued switches. We conclude the thesis in Chapter 7 with some discussion and a
list of open problems.
Results in Chapter 3 have appeared in [53], results in Chapter 4 have appeared in
[54], results in Chapter 5 in [52], and those in Chapter 6 in [50].
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Chapter 2
Notation and Models
This chapter details the notation used and the models studied in the thesis. In partic-
ular, we describe single-hop switched networks in Section 2.2, input-queued switches,
an important example of switched networks, in Section 2.2.1, and bandwidth-sharing
networks in Section 2.3. We point out an important connection between switched
networks and bandwidth-sharing networks in Section 2.4.
2.1 Notation
Let Z be the set of integers, N the set of natural numbers {1, 2, ... }, and Z+ =
{0, 1, 2,... }. Let R be the set of real numbers, R+ = {x E R x > 0 }, and
R, = {x E R : x > 0}. Let ZN the integer lattice space of dimension N, and let
ZN C ZN consist of points with only nonnegative components. Let RN denote the
real vector space of dimension N, RN the nonnegative orthant of R', and RN the set
of all real vectors in RN with positive components. For x E R, let [x]+ = max(x, 0).
When x is a vector, the maximum is taken componentwise. We reserve bold letters
for real vectors and matrices. For example, we write x = [Xi]1<i<N for a typical vector
in RN. The vector ej is the ith unit vector, with all components being 0 except for the
ith component, which is equal to 1. The vector 0 is the vector with all components
being 0. 1 denotes the vector of all Is. The indicator function of an event A is
denoted by L[A. For a natural number m, m! -= [] i is the factorial of m, and
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by convention, 0! = 1. For a probability distribution ir, E,- 1] and P,[.] denote the
expectation and probability taken with respect to the distribution 7r, respectively.
We use the shorthand "iff" for the phrase "if and only if".
2.2 Switched Networks (SN)
The Model. We consider the following single-hop switched network model, follow-
ing closely the exposition in [55].
Consider a collection of N queues. Let time be discrete: time slot r E {0, 1, .. }
runs from time r to T + 1. Let Qi(T) denote the (nonnegative integer) length of
queue i E {1, 2, ... , N} at the beginning of time slot T, and let Q(T) be the vector
(Qj(r)) j, so that the vector of initial queue lengths is Q(0). Unit-sized packets
arrive to the system over time, and let Aj(T) denote the total number of packets
that arrive to queue i up to the beginning of time slot T, so that Ai(0) = 0 for all
i E {1,2,... , N}. Let A(T) = (Ai(T))Nl be the vector of cumulative arrivals, and let
ai(T) = Ai(r +1) - Ai(r) be the number of packets that arrive to queue i during time
slot T.
At the very beginning of time slot r, the queue vector Q(r) is offered service
described by a vector o(r) = (O-(T)) 1 drawn from a given finite set S C RN of
feasible schedules. A resource allocation policy in the context of switched networks
will be called a scheduling policy, and decides which schedule to use in each time slot.
Throughout this thesis, we will only consider online policies; that is, the scheduling
decision in time slot r will be based only on historical information, i.e., the arrival
process A(.) till the beginning of time slot T.
In this thesis, we focus on the special case S C {0,1 I}N. Note that this is not a
very restrictive assumption; we make this assumption for ease of exposition and for
illustration of ideas. Let Si(r) = E'-i- o(r') be the total service offered to queue i,
up to the end of time slot r - 1.
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Given the above description, the queues evolve according to the relation
Qi(r + 1) = [Qi(T) - o-i(r)] + + a (r), (2.1)
for each i E {1, 2, ... , N}. We define dZi(r) = [o- (T) - Qj(r)]+, which is the amount
of idling at queue i in time slot T, define Zj(O) = 0, and let Zi(-r) = i,~' dZi('r'), for
r > 0. Then Zi(r) is the cumulative amount of idling at queue i, up to the beginning
of time slot r. Hence, (2.1) can be also written as
Qj r) = Qt (0) + Ai r) - Si(r) + Zi(r). (2.2)
In order to avoid trivialities, we assume, throughout the thesis, the following.
Assumption 2.2.1 For every queue i, there exists a o E S such that o-j = 1.
A Note on Arrival Processes. In this thesis, we will make different assumptions
on the arrival processes in a SN. More specifically, in Chapters 3 and 6, we assume
that the arrival processes Ai(.) are independent Bernoulli processes with arrival rates
Aj, so that ai(T) E {0, 1}, E[a(-r)] = Ai for all i and r. In Chapter 5, we assume
that the arrival processes Ai(.) are independent Poisson processes with arrival rates
Aj, so that in particular, aj(r) is a Poisson random variable with mean i/A for each
i and r. We remark that these assumptions are made to simplify the analysis and
highlight the core ideas, and hence not very restrictive. For example, results similar
to those stated in Chapter 3 hold under the assumption that the arrivals are Poisson.
In general, key features of the arrival processes which we require for the analysis to
go through, are that ai(r) are i.i.d random variables for all i and T, and that ai(r)
are sufficiently light-tailed.
If the arrival process Ai(.) has an arrival rate Aj, i E {1, 2, ... , N}, then we call
A = (Aj) ' 1 the arrival rate vector for the system.
Admissible Region and Load.
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Definition 2.2.2 (Admissible region) Let S C {O, I}N be the set of allowed sched-
ules. Let (S) be the convex hull of S, i.e.,
(8) = aa' : Z a, = 1, and c, > 0 for all o}. (2.3)
TES aES
We define the admissible region A to be
A = {A E R : A < o componentwise, for some o E (S)}. (2.4)
We also define the strictly admissible region A to be the interior of the admissible
region A, which can also be written as
A = {A E RN : A < a componentwise, for some a E (S)}. (2.5)
Definition 2.2.3 (Static planning problems and load) Define the static plan-
ning optimization problem PRIMAL(A) for A E RN to be
minimize a, (2.6)
eYES
subject to A < I a,, (2.7)
a-ES
a, e R+, for all e e S. (2.8)
Define the load induced by A, denoted by psN(A) (and, when the context is clear,
p( )), as the value of the optimization problem PRIMAL(A).
Note that A is (strictly) admissible if and only if p(A) 1 (p(A) < 1). Note also that
A is strictly admissible, i.e. A E A, iff there is a policy under which the Markov chain
describing the network is positive recurrent. For that reason, the strictly admissible
region A is often called the capacity region as well.
The following is a simple and useful property of p(.): for any a, b E R+,
p(a + b) p(a) + p(b). (2.9)
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2.2.1 Input-Queued Switches
An important special case of the switched network model is the so-called input-
queued switch, which describes the switching mechanism in modern Internet routers.
An Internet router has several input ports and output ports. Data packets arrive
to the input ports, and are then transferred to the correct output ports through a
mechanism known as switching.
In general, an n x n input-queued switch has n input ports and n output ports.
It has a separate queue for each input-output pair (i, j), denoted by Qi1, and hence
in total N = n2 queues. The switch operates in discrete time. At each time slot,
the switch fabric can transmit a number of packets from input ports to output ports,
subject to the matching constraints: each input can transmit at most one packet, and
each output can receive at most one packet.
The corresponding schedule set S is defined as
n n
S ={ -E {0, 1}nxn : k,m < 1, Zom, 1, 1 < k, e n}. (2.10)
m=1 m=1
The admissible region A is given by
n n
= {x E [0, 1]nxn : xk,m < 1, ) m't : 1, 1 < k, <n}. (2.11)
m=1 m=1
Finally, for an arrival rate matrix2 A c [0, 1]"l", p(A) is given by
n n
p(A\) = max AIk,m, ZAm,f}. (2.12)1<k,t<n I)= =~~_ m=1 m=
'Here we deviate from our conventioi of indexing queues by a single subscript. This will ease
exposition in the context of input-queued switches, without causing confusion.2Not a vector, for notational convenience, as discussed in the previous footnote.
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0Figure 2-1: An input-queued switch, and two example matchings of inputs to outputs.
2.3 Bandwidth-Sharing Networks (BN)
The Model. Here we describe the bandwidth-sharing network model. We will
follow [36] closely, adapting notation accordingly, for the purpose of this thesis. As
explained in detail in [36], this model faithfully captures the long-term (or macro
level) behavior of congestion control in the current Internet.
Let time be continuous and indexed by t E R+. Consider a network with a finite
set 3 of resources and a set I of routes, where a route is identified with a non-empty
subset of the resource set 3. Let J = |31, and N = |II. Let R be a J x N matrix with
nonnegative entries Rjj > 0, where Rjj is to be interpreted as the amount of resource
j consumed by a unit amount of work on route i. We call R the incidence matrix
associated with the BN. Let C = (Cy)jEs be a capacity vector, where we assume
that each entry C is a given positive constant. Let the number of flows on route i at
time t be denoted by Mi(t), and define the flow vector at time t by M(t) = (Mj(t))jEr.
Each arriving flow brings in a certain amount of work, which receives service from the
network according to a bandwidth allocation policy. Let pj(t) be the total bandwidth
allocated to flows on route i at time t, so that if there are Mi flows on route i, then
each flow on route i gets a service rate #j(t)/Mj if Mi > 0 (and 0 if Mi = 0). Once a
flow is served, it departs the network. The capacity constraints are
Ro(t) ; C, for all time t,
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where #(t) = (#i(t))iE. A bandwidth allocation *(t) is called admissible if the
capacity constraints are satisfied.
Arrival Processes and Service Requirement Distributions. Throughout this
thesis, we assume that for each route i, new flows arrive as an independent Poisson
process of rate vi. In Chapter 4, we assume that each arriving flow brings an amount
of work (data that it wishes to transfer) which is an exponentially distributed ran-
dom variable with mean 1/pi, independent of everything else. In Chapter 5, we will
consider a different assumption on the work brought in by arriving flows. There, we
will assume that each flow brings a unit amount of work deterministically. Under this
latter assumption, there exists a natural connection between SN and BN, which will
be explained in the following section.
Bandwidth Allocation Policy. As mentioned above, a resource allocation policy
in the context of bandwidth-sharing networks is called a bandwidth allocation policy.
In this thesis, we will only consider online, myopic policies. A policy is myopic if for
each i, the total bandwidth #i(t) allocated to route i will only depend on the flow
vector M(t), and we can write #(t) = #(M(t)).
Admissible Region and Load. For each i E I, flows of type i bring to the system
an average of Ai = vi/pi units of work per unit time. We define the admissible region
to be
A = {x E R:Rx<C}.
For any policy, in order for the Markov process describing the network to be positive
recurrent, it is necessary that
RA < C, componentwise. (2.13)
We note that under the a-fair bandwidth-sharing policy, Condition (2.13) is also
sufficient for positive recurrence of the process M(.) [6, 15, 36]. Similar to switched
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networks, we define the strictly admissible region to be A {x E Rf : Rx < C},
and a vector A E A is called strictly admissible.
For a vector A E R', define the load PBN(A) induced by A as follows (and, similar
to the case of SN, we denote the load as p(A) when the context is clear). For each
j E 3, let pj = (RA)j/Cj, and define
p(A) = max pj.jEJ
As in Section 2.2, A is (strictly) admissible iff p(A) 1 (p(A) < 1). In a sense to
be made precise in the following section (Lemma 2.4.1), the definitions of load in the
context of SN and BN coincide.
2.4 The Relation between SN and BN
The Equivalence of PSN and PBN. The models SN and BN described in this
chapter are closely related. First, the concepts of load in the two models are equiva-
lent, in the following sense. Consider a SN with schedule set S, and admissible region
A. A can be represented by a polytope of the form
A = {x E [0 , 1]N : Rx < C},
where R is a J x N matrix, all entries Rjj of R are non-negative, and C = (Cj)U 1
has Cj > 0, for each j. Now consider a BN with N routes, corresponding to queues
in SN, and the same admissible region A as in the SN described above, i.e.,
A= {x E [0, 1]N : Rx C}.
For the SN and BN considered here, suppose that we are given the same arrival rate
vector A E Rf. We can define the load PSN(A) induced by A in SN, and the load
PBN(A) in BN. The next lemma establishes that pSN(A) = PBN(A)-
Lemma 2.4.1 Consider the SN and BN described above, where the SN has schedule
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set S, and both networks have admissible region A given by
A = X E [0,I]N : Rx < C}.
Then, for any A E Rf, pSN() PBN(A)
Proof. The proof is fairly straightforward, and we include it here for completeness.
Let A E R'. By scaling the rows of R appropriately, we can assume that C = 1 for
all j E 3. For each j E 3, let pj = (RA)j. Then PBN(A) = maXjES j. Also note
that for each o E S, Ro < 1 componentwise, where 1 is the vector of all 1s. First
we show that pBN(A) PSN(A). Let (z,),c s be an optimal solution of the linear
program PRIMAL(A) defined in Section 2.2. Recall that PRIMAL(A) was defined to
be
minimize a, (2.14)
0iES
subject to A < Z ao, (2.15)
o-ES
a, E R+, for all a E S. (2.16)
Since A < EES aa, we have that
RA < R a, = [ aZ(Ru) ( a, 1 = PSN(A)1.
Hence, for each j E 3, p5 = (RA)j PSN(A), and So PBN(A) PSN(A).
Next we show that PBN(A) PSN(A). If PBN(A) > 0, then consider A =
A/PBN (A). It is easy to see that pBN(A) = 1. In particular, RI < 1, so E A, and by
definition, there exist a, 2 0, o E S, such that EZES a, = 1, and A < EEs a,o.
This means that PSN(I) < 1, by the definition of PRIMAL(1). Thus,
PSN(A) = PSN( X 1_ p(,)<
PBN(A) PBN(A)
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and PSN(A) 5 PBN(A)- If PBN(A) = 0, we show that A = 0, so that PSN(A) = 0 as
well. Indeed, since S is finite, A is compact. Thus, for each i E I, there exists j E j
such that Rj > 0, because if not, then there exists i E I where Rjj = 0 for all j E 3.
This implies that the set A = {x > 0 : Rx < 1} contains all points of the form #ej,
# 2 0, so A is not compact, and hence contradiction. Now for each i E I, pick j E j
such that Rjj > 0, then RjjAj ! Ei RjjAj = 0, implying that Ai = 0. Since i is
arbitrary, Ai = 0 for all i E I. E
Given the equivalence between PSN and PBN, we will drop the subscripts in the sequel.
We will not distinguish these two concepts in Chapter 5, where we explicitly consider
both SN and a corresponding BN. Thus in Chapter 5, for a vector A E RN, we will
use the term load induced by A and the notation p(A) to refer to the same quantity,
PSN(A) and pBN(A)-
A Correspondence between SN and BN. We have already seen how SN and
BN can be naturally related. Here we explain this relation in more detail. At a
high level, a BN can be viewed as a continuous-time analogue of a SN (and a SN,
a discrete-time analogue of a BN). More precisely, consider a SN with N queues
and schedule set S C {0, 1}N. We assume that the schedule set S is monotone, i.e.
if a E S, and o' E {0, 1 }N satisfies o-' < a componentwise, then o' E S as well.
Note that this is not a restrictive assumption; for example, it is satisfied in both the
input-queued switch model, and the independent-set model of a wireless network.
Under the monotonicity assumption, we have the following simplification. The
convex hull (S) of S and the admissible region A coincide, and can be represented
by a polytope of the form
(S) =X= {xE [0 , 1 ]N : Rx < C}.
Schedules in S are precisely the extreme points of this polytope.
Now consider a BN with N routes, corresponding to the queues in SN, and the
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admissible region A given by
A= {x E [0,I]N: Rx< C}.
We also suppose that flows arriving to BN have size deterministically 1, which are
analogous to unit-sized packets in SN. As we can see, this BN corresponds naturally
to the SN. Two key differences between the two networks are: (a) BN operates in
continuous time, whereas SN, in discrete time; and (b) bandwidth allocations in BN
can utilize all points in the polytope A, whereas schedules in SN can only utilize
extreme points of this polytope.
In the sequel, the close relation between SN and BN will be used in Section 4.7,
Chapter 4, to motivate a conjecture regarding an optimal scheduling policy in input-
queued switches, and more extensively in Chapter 5, for the design of a scheduling
policy for a general SN, with attractive performance measures.
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Chapter 3
Performance of
Maximum-Weight-a Policies in SN
In this chapter, we establish various qualitative performance bounds for so-called
Maximum-Weight-a (MW-a) policies in switched networks. We first define the MW-
a policies in Section 3.1, and then state formally our main results in Section 3.2. In
Section 3.3, we present a transient analysis of the MW-a policies, for a > 1. We start
by proving a general lemma, Lemma 3.3.2, which is then specialized to a maximal
inequality under the MW-a policy, for a > 1 (Theorem 3.2.1). We then apply the
maximal inequality to prove the full state space collapse result for a > 1 (Theorem
3.3.8). In Section 3.4, we present the exponential upper bound on the tail probability
of the steady-state distribution under the MW-a policy, for a E (0, oo). We start
by establishing a drift inequality, Theorem 3.4.3, for a suitably defined "normed"
Lyapunov function (Definition 3.4.1). This drift inequality is crucial for proving the
exponential upper bound, Theorem 3.2.2. We conclude the chapter in Section 3.5 with
a discussion of the tightness of our exponential bound, in the context of input-queued
switches.
The prerequisite for reading this chapter is the description of the switched network
model in Section 2.2.
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3.1 Maximum-Weight-a Policies
We now describe the so-called Maximum-Weight-a (MW-a) policies. For a > 0, we
use Q'(r) to denote the vector (Q9(r)) 1 . We define the weight of schedule 0 E S
to be u - Qa(r). The MW-a policy chooses, at each time slot T, a schedule with
the largest weight (breaking ties arbitrarily). Formally, during time slot T, the policy
chooses a schedule o(T) that satisfies
a(r) -Q'(r) = max a -Q"(r).
We define the maximum a-weight of the queue length vector Q by
wa(Q) = maxa - Q".
When a = 1, the policy is simply called the MW policy, and we use the notation
w(Q) instead of wi(Q). We take note of the fact that under the MW-a policy, the
resulting Markov chain is known to be positive recurrent, for any A E A (cf. [41]).
Recall from Section 2.2 that in this chapter, we will assume that the arrival process
to queue i is an independent Bernoulli process with parameter )j, i = 1, 2, ... , N.
3.2 Summary of Results
In this section, we summarize our main results for both the transient and the steady-
state regime. The proofs are given in subsequent sections.
3.2.1 Transient Regime
Here we provide a simple inequality on the maximal excursion of the queue-size over
a finite time interval, under the MW-a policy, with a > 1.
Theorem 3.2.1 Consider a switched network operating under the MW-a policy with
a > 1, and assume that p = p(A) < 1. Suppose that Q(O) = 0. Let Qmax(T) =
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maXiE{1,...,N} Qi(T), and Q*,x(T) = maXrE{0,1,...,T} Qmax(r). Then, for any b > 0,
P (Q*nax(T) 2 b) < ' , (3.1)
i (1 - p)) - ba+(
for some positive constant K(a, N) depending only on a and N.
As an important application, we use Theorem 3.2.1 to prove a full state space collapse
result, for a > 1, in Section 3.3.3. The precise statement can be found in Theorem
3.3.8. Theorem 3.3.8 resolves Conjecture 7.2 in [55], in the special case of single-hop
networks with Bernoulli arrival processes. However, our analysis easily extends to the
more general case where the increments in the arrival process are i.i.d and uniformly
bounded, and when the network is multi-hop.
3.2.2 Steady-State Regime
The Markov chain Q(.) that describes a switched network operating under the MW-a
policy is known to be positive recurrent, as long as the system is underloaded, i.e.,
if A E A or, equivalently, p(A) < 1. It is not hard to verify that this Markov chain
is irreducible and aperiodic. Therefore, there exists a unique stationary distribution,
which we will denote by 7r. We use E, and P, to denote expectations and probabilities
under -r.
Exponential Bound on Tail Probabilities. For the MW-a policy, and for any
a E (0, oo), we obtain an explicit exponential upper bound on the tail probabilities
of the queue sizes, in steady state.
Theorem 3.2.2 Consider a switched network operating under the MW-a policy, and
assume that p = p(A) < 1. There exist positive constants B and B' (that depend on
a, N and p) such that for all f E Z+:
(a) if a > 1, then
P, (I|Q(T)||a+1 > B + 2N a+1f) 1 + -
2N)+
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(b) if a E (0, 1), then
)/f+1Pir (I|Q(T)||a+1 > B' + 10N r f) 5 +51
3.3 Transient Analysis (a > 1)
In this section, we prove Theorem 3.2.1. First we present a general maximal lemma
(Lemma 3.3.2), which is then specialized to the switched network. In particular, we
prove a drift inequality (Lemma 3.3.5) for the Lyapunov function F(x) = a 1E x'+ 1.
We combine the drift inequality with the maximal lemma to obtain Theorem 3.2.1, a
maximal inequality for the switched network. We then apply the maximal inequality
to prove Theorem 3.3.8, full state space collapse for a > 1.
A Second-Order Mean Value Theorem. We will be making extensive use of
the following theorem [3], which we state below for easy reference.
Proposition 3.3.1 Let g : RN -+ R be twice continuously differentiable over an open
sphere S centered at a vector x. Then, for any y such that x + y E S, there exists a
0 E [0,1] such that
g(x + y) = g(x) + yTVg(x) + 1y H(x + Oy)y, (3.2)
where Vg(x) is the gradient of g at x, and H(x) is the Hessian of the function g at
x.
3.3.1 The Key Lemma
Our analysis relies on the following lemma:
Lemma 3.3.2 Let (Fn)nEZ+ be a filtration on a probability space. Let (Xn)nEz+ be
a nonnegative Fn-adapted stochastic process that satisfies
E[XnL+l I 9n] Xrt + Bn (3.3)
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where the Bn are nonnegative random variables (not necessarily n-adapted) with
finite means. Let X* = max{Xo, ... , X} and suppose that X 0 = 0. Then, for any
a> 0 and any T E Z+,
P(X* a) Z=0 aE[Bn]
This lemma is a simple consequence of the following standard maximal inequality for
nonnegative supermartingales (see for example, Exercise 4, Section 12.4, of [26]):
Theorem 3.3.3 Let ( Fn)nEz, be a filtration on a probability space. Let (Yn)nEz+ be
a nonnegative 
-?n-adapted supermartingale, i.e., for all n,
E [Yn+1 | 9n ] < Yn.
Let Y = max{Yo,..., YT}. Then,
P(Y5 > a) < .
a
Proof. (of Lemma 3.3.2) First note that if we take the conditional expectation on
both sides of (3.3), given 9n, we have
E[Xn+1 I -Fn] E[Xn | n] + E[Bn I Fn]
= Xn+E[BnIFn].
Fix T E Z+. For any n < T, define
[T-1
k=n I
Then
~ ~T-1
= E[Xn+1 I n] + E [E [( Bk n+1]
.[k=n+1
~T-1
< Xn + E [Bn | Fn] + E (: Bk 3'n =Yn.
.k=n+1
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FnIE[Ynt+1|IJSn]
Thus, Y is an 9.-adapted supermartingale; furthermore, by definition, Y, is non-
negative for all n. Therefore, by Theorem 3.3.3,
EE[Yo] E Bk
P(Y* 2 a)< E[YO] [ k] 
-
a
But Y Xn for all n, since the Bk are nonnegative. Thus
E 
- B
P(X a) P(Y* 2 a) < .
We have the following corollary of Lemma 3.3.2 in which we take all the Bn equal
to the same constant:
Corollary 3.3.4 Let 9n, Xn and X* be as in Lemma 3.3.2. Suppose that
E [Xn+l1 | Fn] 5 Xn + B,
for all n > 0, where B is a nonnegative constant.
P(X a) <
Then, for any a > 0 and any
BT
a
3.3.2 The Maximal Inequality for Switched Networks
We employ the Lyapunov function
1 N
Oz + 1 =
to study the MW-a policy. This is the Lyapunov function that was used in [41] to
establish positive recurrence of the chain Q(-) under the MW-a policy. Below we
fine-tune the proof in [41] to obtain a more precise bound.
Lemma 3.3.5 Let a > 1. For a switched network model operating under the MW-a
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(3.4)
a
policy with p = p(A) < 1, we have:
E[F(Q(T + 1)) - F(Q(r)) I Q(r)] ( )
(1 - p) a
where R(a, N) is a constant depending only on a and N.
Proof. Let 6 (r) = Q(r + 1) - Q(r). Then by the relation (2.1),
o&r) = ai(T) - u(T)ff{Qj(r)>o} E [-1, 11.
By the second-order mean value theorem, there exists 0 E [0, 1] such that
F(Q(r + 1)) - F(Q(r)) 1 N
+ 1 Z((i(T)
N
Qi= r)1 (r) +
+ i(T))a+1- 
1N
2 a(Qi (T)
i=1
+ 66i(T))"-16i(r).
Let us consider the second term on the RHS. We have
N
a(Q(-) r)+ Boa(T))"~1 o62(r)
i=1
N N
a 3 (Q-r) + )a-1 5 a(Qi(r) + 1)~1
i=1 i= 1
" a E (2-1 -1 a-1a(2aQ~(T) + 1)= =e
i=1
" a2~ 1NQ-m (r) + aN.
N
Q-1(r) + aN
i= 1
The third inequality follows because when Qj(T) > 1,
(Qi(T) + 1)"1 < (2Qi(rT))a-1 = lQa-1
and when Qi(r) = 0,
(QL(r) + 1)"~1 = 1.
Let us now consider the term Q_ Q?(r)6i(r), and its conditional expectation
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(3.5)
(3.6)
under Q(r). By Eq. (3.6), we have
E [ Qi(T-)6J(r) I Q(T)] = Z Q'(T)Ai - Z Q('T)aj(T)
i=1 i=1
NZ Qi(T)Ai - wa(Q(r)).
i=1
Now consider E_, Q(r)Aj. From the definition of p = p(A), there exist constants
a, ;> 0 such that EZES a, < p, and
A < Zauo.
Therefore,
Q(T)Ai= Qa(r) . A < a,ZQ(r) - a
r-ES
,w >cU(Q (r)) 5 pw,0(Q (-r)).
OyES
Thus we have
N
E Qi,(r) 6i(r-) | Q (r-) K -(1 - p)w,(Q(r)) 5 -(1 - p)QMnax(r).
Thus, if we combine the inequalities above, we have
E [F(Q(r + 1)) - F(Q(T))IQ(-r)]
- - p)Qn() + a2a- 2 NQamj(r) + (3.7)
It is a simple exercise in calculus to see that the RHS of (3.7) is maximized at
Qrnax(r) = (a - 1)2c- 2N/(1 - p), giving the maximum value
(a - 1)a-12a(a- 2)Na aN
(1 - p) a- 1 2
(a - 1)Q- 12a(a- 2 )No + aN/2
(1 - p)a-1
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N N
(3.5) is then established by letting
R(a, N) = (a - 1) 1 2a(0 2 ) No + aN
Proof of Theorem 3.2.1. Let b > 0. Then
P (Qmnax(T) b) = P ( 1 (Q ax(T))a+
< P max F(Q(T))
rE{O,...,T}
> 1 bae+l
I ba+1
a + 1
Now, by Lemma 3.3.5 and Corollary 3.3.4,
P max F(Q(r)) > ba+ (a + 1)k(a, N)T
TE{O,...,T} a+ (1 - p)a-lba+l
K(a, N)T
(1 - p)a-lba+1'
where K(a, N) = (a + 1)R(a, N).
3.3.3 Full State Space Collapse for a > 1
Throughout this section, we assume that we are given a > 1, and correspondingly,
the Lyapunov function F(x) = 1 ZN1 x+ 1 . To state the full state space collapse
result for a > 1, we need some preliminary definitions and the statement of the
multiplicative state space collapse result.
We will consider a critical arrival rate vector A with p(A) = 1. More formally,
define &A the set of critical arrival rate vectors:
9A = A-A= {A E A p(A) = 1}.
Now consider the linear optimization problem, named DUAL(A) in [55]:
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El
maximize C -A
subject to maxaES (- o-; 1,
SE R .
For A E OA, the optimal value of the objective in DUAL(A) is 1 (cf. [55]). The set
of optimal solutions to DUAL(A) is a bounded polyhedron, and we let S* = S*(A)
be the set of its extreme points.
Fix A E OA. We then consider the optimization problem ALGD(w):
minimize F(x)
subject to (. x > we for all ( E S*(A),
X E R-.
We know from [55] that ALGD(w) has a unique solution. We now define the lifting
map:
Definition 3.3.6 Fix some A E A. The lifting map A : Rs*(A) -+ R maps w
to the unique solution to ALGD(w). We also define the workload map WA : Rf -
Rls (A)I by WA(q) = (q)CES*(A)-
Fix A E OA. Consider a sequence of switched networks indexed by r E N, operating
under the MW-a policy (recall that az > 1 here), all with the same number N of
queues and feasible schedules. Suppose that A' E A for all r, and that A = A - r/r,
for some r E R f. For simplicity, suppose that all networks start with empty queues.
Consider the following central limit scaling,
4f (t) = Qr(r 2t)/r, (3.8)
where Qr(r) is the queue size vector of the rth network at time r, and where we
extend the domain of Q (.) to R+ by linear interpolation in each interval (r - 1, T).
We are finally ready to state the multiplicative state space collapse result (Theo-
rem 8.2 in [55]):
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Theorem 3.3.7 Let a > 1. Fix T > 0, and let
IIx()II = sup
iE{ 1,...,N},0st<T
|xi(t)I.
Under the above assumptions, for any e > 0,
-AA(WA(W(-)))| |
||4r(.)I| V I
We now state and prove the full state space collapse result, which settles Conjecture
7.2 in [55], for single-hop networks with Bernoulli arrivals.
Theorem 3.3.8 Let a > 1. Under the same assumptions as in Theorem 3.3.7, and
for any E > 0,
lim P (I||4r() AA (WI(4'())| <e)=1
Proof. First note that since A = A - P/r, the corresponding loads satisfy Pr <
1 - D/r, for some positive constant D > 0. By Theorem 3.2.1, for any b > 0,
P ( max Q' ax(r)>
-rE{O,1,...,r 2 T}
b) < K(a, N)r
2T
(1 _ a-ia+1
< K(a, N)rl+aT
Da-1ba+1
Then with a = b/r and under the scaling in (3.8),
K(a, N) T
P Da- 1  aa+1'
for any a > 0.
For notational convenience, we write
B(r) = ||4r(-) - A(WA(4r(-)))I|.
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lim P <6) = 1.
Then, for any a > 1,
P(B(r) > e) P > or 114r(-)| |> a
B(r) e) IC~(I )< P >-_F +P(||4r(-)|| >a).||114r(-)| a
Note that by Theorem 3.3.7, the first term on the RHS goes to 0 as r -+ oo, for
any a > 0. The second term on the RHS can be made arbitrarily small by taking a
sufficiently large. Thus, P(B(r) > e) -+ 0 as r -+ o. This concludes the proof. E
3.4 Steady-State Analysis (a > 0)
3.4.1 MW-a policies: A Useful Drift Inequality
The key to many of our results is a drift inequality that holds for every a > 0 and
A E A. In this section, we shall state and prove this inequality. It will be used in
Section 3.4.2 to prove Theorem 3.2.2. We remark that similar drift inequalities for the
Lyapunov function given by (3.4), which is related to but different from the Lyapunov
function defined in this section, have played an important role in establishing positive
recurrence (cf. [61]) and multiplicative state space collapse (cf. [55]).
We now define the Lyapunov function that we will employ. For a > 1, it will
be simply the (a + 1)-norm ||x||1+a of a vector x. However, when a E (0, 1), this
function has unbounded second derivatives as we approach the boundary of R'. For
this reason, our Lyapunov function will be a suitably smoothed version of || - ||a+1.
Definition 3.4.1 Define ha : R+ -+ R+ to be h,(r) r', when a > 1, and
- f ra, if r > 1,
(a - 1)r3 be - a)r if r < 1,
when a E (0, 1). Let Hc, : R+ -+ R+ be the antiderivative of h,,, so that H,,,(r)=
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0' h,(s) ds. The Lyapunov function La : RN -4 R+ is defined to be
N 
a+1
LX) = (a + 1) Ha (xi) .
We will make heavy use of various properties of the functions ha, Ha, and La,
which we summarize in the following lemma. The proof is elementary and is omitted.
Lemma 3.4.2 Let a E (0,1). The function ha has the following properties:
(i) it is continuously differentiable with ha(0) = 0, ha(1) = 1, h' (0) = 1, and
h'1) =(
(ii) it is increasing and, in particular, ha(r) > 0 for all r > 0;
(iii) we have ra - 1 < ha(r) r"- + 1, for all r E [0,1];
(iv) h'(r) 2, for all r > 0.
Furthermore, from (iii), we also have the following property of Ha:
(iii') ra+1 - 2 < (a + 1)Ha(r) < ra++ 2 for all r > 0.
We are now ready to state the drift inequality.
Theorem 3.4.3 Consider a switched network operating under the MW-a policy, and
assume that p = p(A) < 1. Then, there exists a constant B > 0 (that depends on a,
N and p), such that if La(Q(r)) > B, then
E[La(Q(T + 1)) - La(Q(r)) I Q(r)] - N T1. (3.9)
- 2
The proof of this drift inequality is quite tedious when a $ 1. To make the proof more
accessible and to provide intuition, we first present the somewhat simpler proof for
a = 1. We then provide the proof for the case of general a, by considering separately
the two cases where a > 1 and a E (0, 1).
We wish to draw attention here to the main difference from related drift inequal-
ities in the literature. The usual proof of stability involves the Lyapunov function
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||Q||"+4; for instance, for the standard MW policy, it involves a quadratic Lyapunov
function. In contrast, we use IIQIa+1 (or its smoothed version), which scales linearly
along radial directions. In this sense, our approach is similar in spirit to [41, which
employed piecewise linear Lyapunov functions to derive drift inequalities and then
moment and tail bounds.
Proof of Theorem 3.4.3: a = 1. We first consider the case where a = 1. As
remarked earlier, we have LQ(x) = 1x112.
Suppose that IIQ(r)112 > 0. We claim that on every sample path, we have
Q(r) -.o(r) + lI6(r)I|
IIQ(r + 1)112 - IIQ(T)112 5 Q ) (T)112 (3.10)
where 6(r) = Q(T + 1) - Q(r). To see this, we proceed as follows. We have
IIQ()112 Q() (r) + 6(r) 2 | IIQ(r) + 2 (Q(r) - 6(T) + ||6(-r)|| )IIQ(r)112 /
> IIQ(r)|| + 2Q(r) 6(r) + ||6(r)|||
= ||Q(r) + 6(r)||2 = ||Q(T + 1)|| . (3.11)
Note that
2~r 2 3IQ(r)|| + Q(T) - 6(T) +||I(r)||~ = Q(T) + 2 2+ I6)l 0
We divide by IIQ(r) 112, to obtain
Q(r) 
-6() +| 16(r)|| > 0.
IIQ(T)|112
Therefore, we can take square roots of both sides of (3.11), without reversing the
direction of the inequality, and the claimed inequality (3.10) follows.
Recall that I o (r) I 1, because of the Bernoulli arrival assumption. It follows that
|6(T)112 < N1 /2 . We now take the conditional expectation of both sides of (3.10).
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We have
E [||Q(T + 1)112 - IIQ(r)112 Q(r)] E [Q(r) -a(r) - Q(r) - (T) + N Q()]
i=1 Qi(r)E [ai(r)] - Q(r) -a(r) + N
IIQ(r)112
Qi(r)Ai - w(Q(-r)) + N
IIQ(r)112
N - (1 - p)w(Q(r))
IIQ(-r)112 (3.12)
The last inequality above is justified as follows. From the definition of p = p(A),
there exist constants a, > 0 such that Ej7S a, < p, and
(3.13)A E aZCr.
t7ES
Therefore,
Q(r) -A E aQ(r) - a
(3.14)< Zaow(Q(r)) pw(Q(r)).
es
Let Qmax(r) = maxf_1 Qi(r). Then,
IQ(r)112 (NQmax(T))2 = N2Qmax(T).
From Assumption 2,2.1, we have
w(Q(r)) Qmax(T).
Therefore, the RHS of (3.12) can be upper bounded by
-p)N-1/2 + N <
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Qi(-r) Ai
-
(1 - p)N-1/2
when Q (T) 112 is sufficiently large.
Proof of Theorem 3.4.3: a > 1. We now consider the case a > 1. We wish
to obtain an inequality similar to (3.12) for La(Q(.)) = IIQ(.)|I|+ under the MW-
a policy, and we accomplish this using the second-order mean value theorem (cf.
Proposition 3.3.1). Throughout this proof, we will drop the subscript a + 1 and use
the notation || - || instead of || - ||a+1.
Consider the norm function
g(x) = xii = (X1+ +...+ +)N
The first derivative is
Vg(x) = |IxI--(x,.. .,X) XI N 1lIII&
Let H(x) = [Hi,(x)]'j 1 be the second derivative (Hessian) matrix of g. Then,
( 2g ax- 1  ax xaHij(x) = (x) = 2 I 1)
where oss is the Kronecker delta. By Proposition 3.3.1, for any x, y E RN, and with
6 = y - x, there exists a 0 E [0, 1] for which
g(y) = g(x)+ 6Vg(x)+ I6 H(x + 06)6
2
= g(x)+||x||-" (Z x) + ||x+66~ (z(x +o6)-16)
-Ix + I||~1~2 (Z(xi + 6 )"(x, + 6 6) o
= g(x)+||x| 6I ( -~Ix + |x(|-" x~ + 66)"-16)
- IIx + 061-1-2c (xi + 6) 2
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Using x = Q(r), y = Q(r + 1) and 6 (r) = Q(T + 1) - Q(T), we have
IIQ(T + 1)11 = IIQ(T)| +
a [Zi(Q(r) + :o(r)) -- o(r)
2 IQ(r ) + 06(r}||a
C(Ei(Qi(_r) + Bo6 ())"ogjr))2.(.5
2 ||Q(Zr) + 0 6 (r|)|1 +2a (3.15)
Therefore, using the fact that 6 (r) E {-1, 0, 1}, we have
||Q(rT + 1)|| - |Q(r)|| < E+ a[_ M(Q(r) + 6 (-r))"-~ (3.16)
IIQ(Q(T)||" .I ) 2 IIQ(r ) + 06(T})||(1
We take conditional expectations of both sides, given Q(-r). To bound the first term
on the RHS, we use the definition of the MW-a policy, the bound (3.13) on A, and
the argument used to establish (3.14) in the proof of Theorem 3.4.3 for a = 1 (with
w(Q(r)) replaced by wa(Q(r))). We obtain
E I Q(r) < -(1 - p)w(( . (3.17)
IQ(-r) I -||Q(r)||
Note that
IIQ(T)IIa < (NQmax(-T)a+ 1  = N QMax(r), (3.18)
and
wa(QWr)) ;> Q'max 0).
Therefore,
[Z i(T)Qai(T) 1+1
E Q(r)j -(1 - p)NTN. (3.19)
Consider now the second term of the conditional expectation of the RHS of In-
equality (3.16). Since a > 1, and 6(r) E {-1, 0, 1}, the numerator of the expression
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inside the bracket satisfies
Z(Q(r) + 06(T))a-1 < N (Qmax(T) + 1
and the denominator satisfies
IIQ(T) + 6(T)I|I ([Qmax(T) -- 1
where we use the notation [c]+ = 0 V c. Thus,
a [Z (Qi(T) + 68i(T))&'-1 a N(Qmax + 1)"
2 _ |Q(r) + 6(r)||" 2 ([Qmax(T) - 1]+)a '
Now if IIQ(T)II is large enough, Qnax(T) is large enough, and 2 - "(Qm._ can -
be made arbitrarily small. Thus, the conditional expectation of the second term
on the RHS of (3.16) can be made arbitrarily small for large enough ||Q(r)||. This
fact, together with Inequality (3.19), implies that there exists B > 0 such that if
|IQ(T)II > B, then
E ||QTr +1)|| -IIQ(T)II Q(T)] < - N-T.
Proof of Theorem 3.4.3: a G (0, 1). Finally, we consider the case a < 1. The
proof in this section is similar to that for the case a > 1. We invoke Proposition
3.3.1 to write the drift term as a sum of terms, which we bound separately. Note
that to use Proposition 3.3.1, we need LQ to be twice continuously differentiable.
Indeed, by Lemma 3.4.2 (i), ha is continuously differentiable, so its antiderivative H0
is twice continuously differentiable, and so is L0 . Thus, by the second order mean
value theorem, we obtain an equation similar to Equation (3.15):
LQ 6i (-r)ha(Qi0r))~ 1 Zi h',(Qi(T) + O6(T))62(T)La (Q (T + 1)) - La (Q (T)) + i-~~L(()+9()
L( (QT())) 2 L((Q(3r)+6(r))
-a [(Eo (-r)ha(Qi(rT) + 06, (-r))) 2 (3.20)2L2a,+1(Q(r) + 6(rT))
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Again, using the fact 6(-r) E {-1,, 1},
L(Q(-r + 1)) - La(Q(r)) Ti + T2 ,
where
T - io()ha(Qi(T))L(Q()) '
and
[ Zh'(Qi(T) +65())
T= 3 
_L(Q(-T) +06())
Let us consider T2 first. For a E (0,1), by Lemma 3.4.2 (iv), h'(r) < 2 for all
r > 0. Thus
12 2N ~NT2  [La(Q(T)+06(r)) L2(Q(T)+06(r))'
which becomes arbitrarily small when La(Q(T)) is large enough.
We now consider T1. Since h0 (r) < r0 + 1 for all r > 0 (cf. Lemma 3.4.2 (iii)),
and 3 i(r) E {-1,0, 11,
Zj5i (T) Q?(T) N
L (Q(r)) LO(Q())
When we take the conditional expectation, an argument similar to the one for the
case a > 1 yields
E [Q M(r)(T) Q OF1 < (1 - p)( . (3.21)L[ (Q(T)) -La (Q(r))
Again, as before, w(Q(r)) 2 Qonmx(r). For the denominator, by Lemma 3.4.2 (iii'),
for any r > 0, we have (a + 1)H 0 (r) < ra+1 + 2. Thus
a1
La(Q(r)) < (Qi(r) + 2)0+]
< (N(Qmax(r) + 2)a+1
= N+- (Qm x( r ) + 2 ).
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Therefore,
E Q(r) <-(1 - p)N- QMax(")
L ) ~(Q ma + 2)o
If Qma(r) is large enough, we can further upper bound the RHS by, say, -j
p)N-!.
Putting everything together, we have
E [L,(Q(r + 1)) - La(Q(T)) Q(T)]
3 N
-4 Lg(Q())
if Qmax(-r) is large enough. As before, if La(Q(r)) is large enough, then Qmnax(r) is
large enough, and T2 and g can be made arbitrarily small. Thus, there exists
B > 0 such that if LQ(Q(r)) > B, then
E [La(Q(r + 1)) - La(Q(T)) Q(T)] - (1 - p)N~Ta.
3.4.2 Exponential Bound under MW-a
In this section we derive an exponential upper bound on the tail probability of the
stationary queue-size distribution, under the MW-a policy.
The proof of Theorem 3.2.2 relies on the drift inequality obtained in Theorem
3.4.3, and the following theorem, a modification of Theorem 1 from [4].
Theorem 3.4.4 Let X(.) be an irreducible and aperiodic discrete-time Markov chain
with a countable state space X. Suppose that there exists a Lyapunov function f
X -+ R+ with the following properties:
(a) f has bounded increments: there exists > 0 such that for all r, we have
|f(X(T + 1)) - f(X(r))I , almost surely ;
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(b) Negative drift: there exist B > 0 and y > 0 such that whenever f (X(r)) > B,
E[f(X(T + 1)) - f(X(T)) I X(r)] -y.
Then, a stationary probability distribution 7r exists, and we have an exponential upper
bound on the tail probability of f under 7r: for any f E Z+,
)t+1
In particular, in steady state, all moments of f are finite, i.e., for every k E N,
Theorem 3.4.4 is identical to Theorem 1 in [4] except that [4] imposed the addi-
tional condition E,[f(X)] < oo. However, the latter condition is redundant. Indeed,
using Foster-Lyapunov criteria (see [18], for example), conditions (a) and (b) in The-
orem 3.4.4 imply that the Markov chain X has a unique stationary distribution 7r.
Furthermore, Theorem 2.3 in [27] establishes that under conditions (a) and (b), all
moments of f(X) are finite in steady state. We note that Theorem 2.3 in [27] and
Theorem 1 of [4] provide the same qualitative information (exponential tail bounds
for f(X)). However, [4] contains the tighter and explicit bound (3.23), which we use
here to prove Theorem 3.2.2.
Proof of Theorem 3.2.2. When a > 1, the proof of Theorem 3.2.2 follows im-
mediately from Theorem 3.4.4 by noticing that Theorem 3.4.3 provides the desired
drift inequality, and the maximal change in IIQ(r)||1+i in one time step is at most
vmax = Nr+ , because each queue can receive at most one arrival and have at most
one departure per time step. The proof for the case when C E (0, 1) is entirely parallel,
and we do not reproduce it here.
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3.5 Tightness of the Exponential Upper Bound
Given the exponential upper bound, it is natural to ask how tight the bound is. Here
we compare the exponential upper bound in Theorem 3.2.2 with a universal lower
bound for any online scheduling policy. To be able to evaluate a useful lower bound
explicitly, we consider the case of an input-queued switch. As discussed in Section
2.2.1, Chapter 2, in an n x n input-queued switch, there are N = n2 queues. Recall
that if we let A = [Aj] J.= be the arrival rate matrix, then the load p = p(A) is given
by
n n
p(A) = m~~ {EAk,m SE Am,f}
1 M=1
Upper Bound for Input-Queued Switches. We consider an n x n input-queued
switch operating under a MW-a policy, where a > 0. Let the load be p E (0, 1). Then
the Markov chain Q(-) is positive recurrent, and a unique stationary distribution yr
exists for Q(-).
The quantity of interest is -IP (l|Q|1 > K), when K is large. Here we are inter-
ested in
lim sup -IP. (||Q|1i > K).
K->ooK
Note that by Theorem 3.2.2, when p -± 1, and using the relation log(1 + r) ~ r for
small r > 0, we have
1 1 - 121 - 2lim sup -]Pr (IIQI||a+1>K)< - N-1- =- n- ,
K-+oo K 100 100
using the relation N = n 2 . By Jensen's inequality, and using the convexity of the
function x -+ x'+ for x > 0, we have that for any x E R' and any a> 0,
N -a+1'l1x||a+1 >! ||x|1-
Thus for any K > 0,
(1 1i K / K )P , (||Q ||1 >! K ) <; P r 1|| Q || + 1 > Ko ( + )
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1 Na(a1) K
= Na/(a+ ' K + Na/(a+1)
and so
1 1 1K'lim sup IP, (l|Q||1 K) < lim sup1 P( (||Q|a+1 2 K')
KaxK'-+oo K
21 2 4i
< - n-2-i Na/(a+1) _ n
100 100
We would like to note that in the Appendix of Shah et al. [53], a tighter upper bound
of - n- 3 can be obtained, through a similar but more refined analysis.
Lower Bound for Input-Queued Switches. We now present a universal expo-
nential lower bound for any online policy in input-queued switches. Here we suppose
that the arrival rate matrix is uniform, i.e., for all ij E {1,2,. . . n}, A j = p/n,
where p E (0, 1). The load associated with this arrival rate matrix is then p.
We concentrate on a single output port, and the steady-state total number of
packets associated with this output port. In each time slot, the total number of
arrivals to this output port is a binomial random variable with parameters n and
p/n, and at most one packet can depart the output port. Thus, the total number of
packets associated with this output port in steady state stochastically dominates the
same quantity in a Bin/D/1 queue (there is potentially more service provided for the
Bin/D/1 queue).
We now consider the steady-state queue length QBin of this Bin/D/1 queue, and
its large-deviations exponent
1
lim KP (QBin K) .K-+oo K
By Theorem 1.4 of [23), the limit is well-defined, and is given by -*, where 0* is
defined by
0* = sup{0 > 0 : M(O) < 0},
where M(0) = log E[eox) is the log-moment generating function of a random variable
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X that has a binomial distribution with parameters n and p/n. It is well-known that
M(6) = n log I - E + e'.
n n Y
Thus, 0* must satisfy
*= nlog i - E+ LeP* .
n n Y
While a closed-form solution of 0* seems impossible, we can look for an approximation.
We are interested in comparing the bounds for large n and p near 1, and we will
develop a good approximation in that regime. We expect the optimizing value 9* to
be small, in which case e* 1+-*+ (9,2 and
log (I - + .eO*) e ~ P(O(* + ).
n nnn 2
Thus, we expect that
p ~ (9*)2)
n 2
which leads to an optimal solution 0* ~~ 2(1 - p). This shows that, in particular,
lim inf -IP (QBin > K) , -2(1 - p).
K--+oo K)p.
Since QBin is stochastically dominated by the total number of packets at an output
port in steady state, QBin is also stochastically dominated by ||Q||1, under any online
scheduling policy. This shows that
lim inf -P (IIQ(oo)I|1 > K) > -2(1 - p),K-+oo K r.
under any online scheduling policy, in an n x n input-queued switch, and when n is
large and p is close to 1.
Comparison. For any a > 0, consider the upper bound -in-4 (or -1n-'),
and the lower bound -2(1 - p). Ignoring universal constants, the ratio between the
bounds is precisely n 4 (or na). From this, we see that the dependence of our upper
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bound exponent on the load p is tight, when the system is heavily loaded. However,
the dependence on the number N = n 2 of queues is not. An immediate question
is whether the dependence on N can be made tighter. First, are the exponential
upper bounds obtained in this chapter tight, in that the tail exponent under MW-a
is O(-(1 - p)n- 3 )? We expect the answer to be negative, and we suspect that MW-a
produces a 0 ( - (1 - p)) tail exponent, for each a > 0. Second, can we at least design
a policy that provably achieves a tight tail exponent of order 0 (-(1 - p))? In Chapter
5, we will see that such a policy does exist, with a tail exponent e -2(1 - p)/p.
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Chapter 4
Performance of a-Fair Policies in
BN
In this chapter, we establish various qualitative performance bounds for so-called a-
fair policies in bandwidth-sharing networks. The structure of this chapter is similar to
Chapter 3. We first define a-fair policies in Section 4.1, followed by some preliminaries
in Section 4.2. We then state our main results in Section 4.3. In Section 4.4, we
present a transient analysis of the a-fair policies, for a > 1. Note that Lemma
3.3.2 is used again to prove a maximal inequality under the a-fair policy, for a> 1
(Theorem 4.3.1). We then apply the maximal inequality to establish the full state
space collapse property for a > 1 (Theorem 4.4.9). In Section 4.5, we present an
exponential upper bound on the tail probability of the steady-state distribution under
the a-fair policy, for a E (0, oo). We start by establishing a drift inequality, Theorem
4.5.3, for a suitably defined "normed" Lyapunov function (Definition 4.5.1). This
drift inequality is crucial for proving the exponential upper bound, Theorem 4.3.2.
Section 4.6 contains an application of Theorem 4.3.2. Building upon previous work
by Kang et al. [32], we use the exponential upper bound to establish the validity of
the diffusion approximation in steady state, Theorem 4.6.6, for a bandwidth-sharing
network under a proportionally fair policy (a = 1). This leads to an elegant product-
form description of the limit of the diffusion-scaled steady-state distributions. In
Section 4.7, we use this product form to perform a formal calculation of the steady-
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state performance of proportional fairness for input-queued switches, and conjecture
its optimality in this model (Conjecture 4.7.1). We conclude the chapter with some
discussion in Section 4.8.
The prerequisite for reading this chapter is the description of the bandwidth-
sharing network model in Section 2.3, Chapter 2.
4.1 The a-Fair Bandwidth-Sharing Policy
A bandwidth sharing policy has to allocate rates to flows so that capacity constraints
are satisfied at each time instance. Here we discuss the popular a-fair bandwidth-
sharing policy, where a > 0. At any time, the bandwidth allocation depends on the
current number of flows m = (ri)iE. Let #i be the total bandwidth allocated to
route i under the a-fair policy: each flow of type i gets rate #i/mi if mi > 0, and
#i = 0 if mi = 0. Under an a-fair policy, the bandwidth vector #)(m) = (#i(m))iEz
is determined as follows.
If m = 0, then 4 = 0. If m / 0, let I4(m) = {i E I : mi > 0}. For i ( 24(m),
set #i(m) = 0. Let #+(m) = (#i(m))iEz+(m). Then, #+(m) is the unique maximizer
in the optimization problem
maximize Gn(4) over * E N(4.1)
subject to Ri, < C3, V j E J, (4.2)
iEI+(m)
where
Z m if a E (0, 0o)\{1},
Gm (#+) il+
Em =m log #i, if a = 1.
iEr+(m)
Here, for each i E I, si is a positive weight assigned to route i.
Flow Dynamics. Recall from Section 2.3 that flows arrive according to a Pois-
son process, and each arriving flow brings an amount of work that is exponentially
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distributed. The flow dynamics are described by the evolution of the flow vector
M(t) = (Mj(t))jcr, a Markov process with infinitesimal transition rate matrix q given
by
vi, if m = ej,
q(n, n + mn) = piAi(n), if mn = -ei, and ni ;> 1, (4.3)
0, otherwise,
where for each i, vi > 0 and pi > 0 are the arrival and service rates defined in Section
2.3, and ej is the i-th unit vector.
4.2 Preliminaries
A Note on Our Use of Constants. Our results and proofs involve various con-
stants; some are absolute constants, some depend only on the structure of the network,
and some depend (smoothly) on the traffic parameters (the arrival and service rates).
It is convenient to distinguish between the different types of constants, and we define
here the terminology that we will be using.
The term absolute constant will be used to refer to a quantity that does not
depend on any of the model parameters. The term network-dependent constant will
be used to refer to quantities that are completely determined by the structure of the
underlying network and policy, namely, the incidence matrix R, the capacity vector
C, the weight vector n,, and the policy parameter a.
Our analysis also involves certain quantities that depend on the traffic parameters,
namely, the arrival and service parameters y and v. These quantities are often given
by complicated expressions that would be inconvenient to carry through the various
arguments. It turns out that the only property of such quantities that is relevant
to our purposes is the fact they change continuously as y and v vary over the open
positive orthant. (This still allows these quantities to be undefined or discontinuous
on the boundary of the positive orthant.) We abstract this property by introducing,
in the definition that follows, the concept of a (positive) load-dependent constant.
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Definition 4.2.1 Consider a family of bandwidth-sharing networks with common pa-
rameters (R, C, K, a), but varying traffic parameters (fp, v). A quantity K will be
called a (positive) load-dependent constant if for networks in that family it is de-
termined by a relation of the form K = f(I, v), where f : R x R -+ R, is a
continuous function on the open positive orthant R x R .
A key property of a load-dependent constant, which will be used in some of the
subsequent proofs, is that it is by definition positive and furthermore (because of
continuity), bounded above and below by positive network-dependent constants if we
restrict yA and v to a compact subset of the open positive orthant. A natural example
of a load-dependent constant is the load factor Ai = vi/pi. (Note that this quantity
diverges as pti -+ 0.) We also define the gap of a underloaded bandwidth-sharing
network.
Definition 4.2.2 Consider a family of bandwidth-sharing networks with common pa-
rameters (R, C, ., a) and with varying traffic parameters (1y, v) that satisfy RA < C.
The gap of a network with traffic parameters (p, v) in the family, denoted by e(A),
is defined by
e(A) - sup{f > 0 : (1 + E)RA < C}.
We sometimes write E for E(A) when there is no ambiguity. Note also that e(A) plays
the same role as the term 1 - p in a queueing system with load p.
Uniformization. Uniformization is a well-known device which allows us to study
a continuous-time Markov process by considering an associated discrete-time Markov
chain with the same stationary distribution. We provide here some. details, and the
notation that we will be using.
Recall that the Markov process M(.) of interest has dynamics given by (4.3). Let
E(m) = q(m, rin). be the aggregate transition rate at state m. The embedded
jump chain of M(.) is a discrete-time Markov chain with the same state space Z',
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and with transition probability matrix P given by
q(m, in)P (m , mi) = (M)B(m)
The so-called uniformized Markov chain is an alternative, more convenient, discrete-
time Markov chain, denoted (Mor))rEz+, to be defined shortly.
We first introduce some more notation. Consider the aggregate transition rates
E(m) = E q(m, rfn). Since every route uses at least one resource, we have #i(m) <
maxjE Oj, for all i E I. Then, by (4.3), we have
(m) = 2 q(m, rin) Z(vi-+Fy;i(m)) E (vi +ipimax Ca).iei jEJ
We define E + i(v p maxjEJsCj), and modify the rates of self-transitions
(which were zero in the original model) to
q(m, m) := E - 7(m). (4.4)
Note that E is a positive load-dependent constant. We define a transition probability
matrix P by
q (M, rn)
P(m, m) = .
Definition 4.2.3 The uniformized Markov chain (M(T)) rEZ, associated with the
Markov process M(.) is a discrete-time Markov chain with the same state space Z
and with transition matrix P defined as above.
As remarked earlier, the Markov process M() that describes a bandwidth-sharing
network operating under an a-fair policy is positive recurrent, as long as the system
is underloaded, i.e., if RA < C. It is not hard to verify that M(.) is also irreducible.
Therefore, the Markov process M(.) has a unique stationary distribution. The chain
M(.) is also positive recurrent and irreducible, because M(.) is, and by suitably
increasing E if necessary, it can be made aperiodic. Thus M(.) has a unique stationary
distribution as well. A crucial property of the uniformized chain M(.) is that this
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unique stationary distribution is the same as that of the original Markov process
M(.); see, e.g., [19].
4.3 Summary of Results
In this section, we summarize our main results for both the transient and the steady-
state regime. The proofs are given in subsequent sections.
4.3.1 Transient Regime
Here we provide a simple inequality on the maximal excursion of the number of flows
over a finite time interval, under an a-fair policy with a > 1.
Theorem 4.3.1 Consider a bandwidth-sharing network operating under an a-fair
policy with a > 1, and assume that RA < C. Suppose that M(O) = 0. Let N*(T) =
suptE[o,T],iEr Mi(t), and let e be the gap. Then, for any b > 0,
P (N*(T) b) < KT (4.5)
- a-lba+l
for some positive load-dependent constant K.
As an important application, in Section 4.4.3, we will use Theorem 4.3.1 to prove a
full state space collapse result, when a > 1. (As discussed in the introduction, this
property is stronger than multiplicative state space collapse.) The precise statement
can be found in Theorem 4.4.9.
4.3.2 Stationary Regime
As noted earlier, the Markov process M(.) has a unique stationary distribution, which
we will denote by 7r. We use E, and P, to denote expectations and probabilities under
7r.
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Exponential Bound on Tail Probabilities. For an a-fair policy, and for any
a E (0, oo), we obtain an explicit exponential upper bound on the tail probabilities
for the number of flows, in steady state. This will be used to establish an "interchange
of limits" result in Section 4.6. See Theorem 4.6.6 for more details.
Theorem 4.3.2 Consider a bandwidth-sharing network operating under an a-fair
policy with a > 0, and assume that RA < C. Let e be the gap. There exist positive
constants B, K, and ( such that for all f E Z+:
Pr (||M||oo 2 B + 2(f) <; .+ (4.6)
Here 6 and K are load-dependent constants, and B takes the form K'/e when a > 1,
and K'/ minfEl!/,e } when a E (0,1), with K' being a load-dependent constant. In
particular, all moments of |IMI| are finite under the stationary distribution it, i.e.,
E,[||MlI)J < oo for every k E N.
Here we note that Theorem 4.3.2 implies the following. The system load p(A) defined
in Section 2.3, satisfies p(A) A If e = e(A) is small, i.e., if the system
approaches criticality, then p(A) _ 1 - E(A). In this case, an immediate consequence
of the bound (4.6) is that
1 1 lo (
lim sup -logP,(j|M|I| 7) ;< -log
~ - 2( \ + eKJ
KE K
262
Note that K is a load-dependent constant. Thus Theorem 4.3.2 shows that the
large-deviations exponent of the steady-state number of flows is upper bounded by
-(1 - p(A)), up to a multiplicative load-dependent constant.
Interchange of Limits (a = 1). As discussed in the introduction, when a = 1,
Theorem 4.3.2 leads to the tightness (Lemma 4.6.7) of the steady-state distributions
of the model under diffusion scaling. This in turn leads to Theorem 4.6.6 and Corol-
lary 4.6.11, on the validity of the diffusion approximation in steady state. As the
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statements of these results require a significant amount of preliminary notation and
background (which is introduced in Section 4.6), we give here an informal statement.
INTERCHANGE OF LIMITS THEOREM (informal statement): Consider a sequence
of flow-level networks operating under the proportionally fair policy. Let Mr(-) be the
flow-vector Markov process associated with the rth network, let e be the corresponding
gap, and let ,^rr be the stationary distribution of erMr(.). As Er -+ 0, and under
certain technical conditions, frr converges weakly to the stationary distribution of an
associated limiting process.
4.4 Transient Analysis (a > 1)
In this section, we present a transient analysis of the a-fair policies with a > 1. First
we present a general maximal lemma, which we then specialize to our model. In
particular, we prove a refined drift inequality for the Lyapunov function given by
1 
v-1( m i)a+1
iE1
This Lyapunov function and associated drift inequalities have played an important
role in establishing positive recurrence (cf. [6], [15], [36]) and multiplicative state
space collapse (cf. [32]) for a-fair policies. We combine our drift inequality with the
maximal lemma to obtain a maximal inequality for bandwidth-sharing networks. We
then apply the maximal inequality to prove full state space collapse when a > 1.
4.4.1 The Key Lemma
The analysis here depends on the same maximal lemma, Lemma 3.3.2 as in Section
3.3.1, Chapter 3, which we repeat here for easy reference.
Lemma 4.4.1 Let (9n)nEZ+ be a filtration on a probability space. Let (Xn)nEz+ be
a nonnegative gn-adapted stochastic process that satisfies
E [Xn+1 I n] ; Xn + Bn (4.8)
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where the B, are nonnegative random variables (not necessarily gn-adapted) with
finite means. Let X* = max{Xo,..., X4} and suppose that Xo = 0. Then, for any
a> 0 and any T EZ+,
T-1 E[Bn]
IP(X* > a) K " .
Since we are dealing with continuous-time Markov processes, the following corollary
of Lemma 4.4.1 will be useful for our analysis.
Corollary 4.4.2 Let (Pt131o be a filtration on a probability space. Let Zt be a non-
negative, right-continuous st-adapted stochastic process that satisfies
E [Zs+t|se] < Zs + Bt,
for all s, t > 0, where B is a nonnegative constant. Assume that Zo = 0. Denote
Z -supO<t<7T Zt (which can possibly be infinite). Then, for any a > 0, and for any
T > 0, T>BT
IP(Z+ > a) < BT
a
Proof. The proof is fairly standard. We fix T > 0 and a > 0. Since Zt is right-
continuous, Z = supte[o,T) Zt = suptE([o,TrnQ)u{T Zt. Consider an increasing sequence
of finite sets I, so that U0 1 I, = ([O, T] n Q) U {T}, and 0, T E I,, for all n. Define
"= supt Z. Then (Z is a non-decreasing sequence, and Z(n) -- Z* as
n -+ oc, almost surely. For each Z we can apply Lemma 4.4.1, and it is immediate
that for any b > 0,
P(Z ") > b) < ,T (4.9)
since each In includes both 0 and T. Since Z(") increases monotonically to Z), almost
surely, we have that IP(Z "I > b) 5 P(Z n+1 > b) for all n, and P(Z( > b) -+ P(Z >
b) as n - oo. The right-hand side of (4.9) is fixed, so
BT
P(Z > b) < BT
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We now take an increasing sequence b, with l b, = a, and obtain
BT
a
4.4.2 A Maximal Inequality for Bandwidth-Sharing Networks
We employ the Lyapunov function (4.7) to study a-fair policies. This is the Lyapunov
function that was used in [6], [15] and [36] to establish positive recurrence of the
process M(.) under an a-fair policy. Below we fine-tune the proof in [15] to obtain
a more precise bound on the Lyapunov drift. We note that a "fluid-model" version
of the following lemma appeared in the proof of Theorem 1 in [6]. For notational
convenience, we drop the subscript a from F and write F instead.
Lemma 4.4.3 Consider a bandwidth-sharing network with RA < C operating under
an a-fair policy with a > 0. Let e be the gap. Then for any non-zero flow vector m,
(VF(m), v - p#(m)) 5 -e (VF(m), v) ,
where (-,.) denotes the standard inner product, VF(m) denotes the gradient of F,
and p#O(m) is the vector ( p;#i(m))jcz-
Proof. We have
(VF(m), v - p#(m)) = i (vi - p i (m))
iE i A
= i n' (Ai - #i (m))
iE1 A
= (VGm(A+),A+ -
where A+ = (Ai)iEr+(m). Similarly we can get (VF(m), v) = (VGm(A+), A+).
Now consider the function g : [0, 1] -+ R defined by
g(6) = Gm(9(1 + e)A+ + (1 -6)+(m)).
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Since (1 + E)A+ satisfies the constraints in (4.2), and #+(m) maximizes the strictly
concave function Gm subject to the constraints in (4.2), we have
Gm((1 + E)A+) Gm(#+(m)), i.e., g(1) < g(0).
Furthermore, since Gm is a concave function, g is also concave in 0. Thus,
g(0) g(1) + (0 - 1)g'(1) g(0) + (0 - 1)g'(1).
Hence, g'(1) 5 0, i.e.,
dg (VGm((1+ e)A+), (1 + e)A+ - 0+(M)) 0. (4.10)
But it is easy to check that VGm((l +s)A+) (1+e)-VGm(A+), so dividing (4.10)
by (1 + e)-', we have
(VGm(A+), A+ - 0+(m)) -e (VGm(A+), A+).
This is the same as
(VF(m), v - p#(m)) -e (VF(m), v) .
Our next lemma provides a uniform upper bound on the expected change of F(M(.))
in one time step, where M(.) is the uniformized chain associated with the Markov
process M(.) (cf. Definition 4.2.3).
Lemma 4.4.4 Let a > 1. As above, consider a bandwidth-sharing network with
RA < C operating under an a-fair policy. Let E be the gap. Let (M(r)) be
the uniformized chain associated with the Markov process M(.). Then, there exists a
positive load-dependent constant K, such that for all T E Z+,
E [F(M(r + 1)) - F(m) I M(r) = m] < ke 1 -.
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Proof. By the mean value theorem (cf. Proposition 3.3.1), for m, E Z', we have
1 TF(m + n) - F(m) = (VF(m), n) + nTV2 F(m + On)n,
for some 0 E [0,1]. We note that, for n = tej, we have
InTV2F(m + On)n 2 ~ (mi k )-
" 2 a (mi +1)~,
since a > 1, and 0 E [0, 1].
As in [15], we define
GF(m) A q(m, m + n) [F(m + n) - F(m)],
n
so that G is the generator of the Markov process M(.). We now proceed to derive an
upper bound for GF(m). Using Equation (4.11), we can rewrite GF(m) as
GF(m) = q(m, m + n) (VF(m), n) + InTV2F(m + Onn)n
n 
2
= q(m, m + n) (VF(m), n)
n
+ q(m, m + n)nTV 2 F(m + 9an)n,
n
for some scalars On E [0,1], one such scalar for each n. From the definition of q, we
have
Z q(m, m + n) (VF(m), n)
n = VF(m), n q(m, m + n)n)
= (VF(m), v - pp(m)).
From (4.12), for n = tei, we also have
1nTV2F(m + 6nn)n <2 i±(mi + 1)a-1/2piA?.
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(4.11)
(4.12)
Thus,
GF(m) (VF(m), v - po(m)) + 2 (mi + 1)-~(vi + pzi#i(m))
i Ai17
< -E E Ki
iEI
Aj + E (i + 1)a-1(Ai + #i(m))
iEl 
-Ye m+FZ(mi + 1)0-,
iEI
where the second inequality follows from Lemma 4.4.3, and the third by defining
min Ki A-,
iEr
r 6 max -a A
iEr 2A9
and noting the fact that since #i (m) maxjEJ C for all i, we have F> maxiEz K(Ai+
#j(m)). It is then a simple calculation to see that for every m > 0, we have
GF(m) < -7Z m + F (mi + 1)" e< kel-,
iEn iE
for some positive load-dependent constant k. Now given n (r) = m,
E [F((-r + 1,)) - F(m) I M(T) = m] GF(m)
By setting R = k/E, we have proved the lemma.
Corollary 4.4.5 Let a > 1. As before, suppose that RA < C, and let E be the
associated gap. Then, under the a-fair policy, the process M(.) satisfies
E [F(M(s + t)) - F(M(s)) I M(s)] ktel-", for all t > 0.
for some positive load-dependent constant k.
Proof. The idea of the proof is to show that the expected number of state transitions
of M(.) in the time interval [s, s + t] is of order O(t).
Consider the uniformized Markov chain M(-) associated with the process M(.).
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iEI
+ max C ,jeJ
kel~-a
Denote the number of state transitions in the uniformized version of the process M(.)
in the time interval [s, s + t] by r. By the Markov property, time-homogeneity, and
the definition of M(-), we have
E [F(M(s + t)) - F(M(s)) I M(s) = m]
= E [F(M(r)) - F(M(O)) M(O) = m .
Now, by the definition of the uniformized chain, T and M(.) are independent. Thus,
E [F(I(T)) - F(M(O)) I M(O)]
-r-1
= E (F( (k + 1)) - F(M(k))) M(O)
k=0
1~
= 1K E E (F(M(k + 1)) - F(M(k))) (O), T M(O)
k=0
= E E [F(M(k + 1)) - F(M(k)) M(0), TI M(0)
k=0
7-1
= E E [F(K(k + 1)) - F(M(k)) M(O)] M(O)
k=0
< E[ kEla
k=0
for some load-dependent constant k. The fourth equality follows from the indepen-
dence of T and M(.), and the inequality follows from Lemma 4.4.4. Since the counting
process of the number of state transitions in the uniformized version of the process
M(.) is a time-homogeneous Poisson process of rate E, we have E[T] = Bt. This shows
that
E [F(M(s + t)) - F(M(s)) I M(s)] REtEl-.
The proof is concluded by setting k = KE. E
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Proof of Theorem 4.3.1. Let b > 0. Then
P(N*(T) b) = P( (N*(T)) 2 > ba+
1 a
< P sup F(M(t)) min rp-i u- b+1
tE[0,T} iEI a + 1
< (a + 1)K'T KT
m in Lv-ae -1ba+1 EQ-1ba+'
where the second inequality follows from Corollary 4.4.2 and Corollary 4.4.5, K' is as
in Corollary 4.4.5, and K = a+)K'
4.4.3 Full State Space Collapse for a > 1
Throughout this section, we assume that we have fixed a > 1, and correspondingly,
the Lyapunov function (4.7). To state the full state space collapse result for a > 1,
we need some preliminary definitions and the statement of the multiplicative state
space collapse result.
Consider a sequence of bandwidth-sharing networks indexed by r, where r is to
be thought of as increasing to infinity along a sequence. Suppose that the incidence
matrix R, the capacity vector C and the weights {i : i E I} do not vary with
r. Write Mr(t) for the flow-vector Markov process associated with the rth network.
Similarly, we write V, p', Ar, etc. We assume the following heavy-traffic condition
(cf. [32]):
Assumption 4.4.6 We assume that RAr < C for all r. We also assume that there
exist v, pi E RI and 6 > 0, such that vi > 0 and pi > 0 for all i E I, Vr _+ v and
pr -+ y as r -+ oc, and r(C - RAr) -+ 9 as r -+ oo.
Note that our assumption differs from that in [32], which allows convergence to the
critical load from both overload and underload, whereas here we only allow conver-
gence to the critical load from underload.
To state the multiplicative state space collapse result, we also need to define a
workload process W(t) and a lifting map A.
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Definition 4.4.7 We first define the workload w : R1 -+ R' associated with a
flow-vector m by w = w(m) = RE-'m, where E = diag(p) is the N x N diagonal
matrix with pA on its diagonal. The workload process W(t) is defined to be W(t) -
RE-1 M(t), for all t > 0. We also define the lifting map A. For each w E RI,
define A(w) to be the unique value of m E RN that solves the following optimization
problem:
minimize F(m)
subject to iEZ Ry M > wj, j E
mi > 0, i E I.
For simplicity, suppose that all networks start with zero flows. We consider the
following diffusion scaling:
Mr(t) = , and Wr(t) = (r2 t) (4.13)
r r
where Wr(t) = R(Er )-Mr(t), and Er = diag(pAr).
The following multiplicative state space collapse result is known to hold.
Theorem 4.4.8 (Multiplicative State Space Collapse [32, Theorem 5.1]) Fix
T > 0 and assume that a > 1. Write IIx-)II = suPtE[o,T],iEz Ixi(t)|. Then, under As-
sumption 4.4.6, and for any 6 > 0,
II1Y(-) - A(Nr (.))I|lim P > 6 =0.
r-+oo IMr(.)I|
We can now state and prove a full state space collapse result:
Theorem 4.4.9 (Full State Space Collapse) Under the same assumptions as in
Theorem 4.4.8, and for any 6 > 0,
lim P(|YIr(.) - A(Wr(-)) > 6) =0.
r-ioo
Proof. Let Er = e(Ar) be the gap in the rth system. Then, under Assumption 4.4.6,
er > D/r for some network-dependent constant D > 0, and for r sufficiently large.
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By Theorem 4.3.1, for any b > 0, and for sufficiently large r,
P (N* (r 2T ) > b) Krr2 T
r60-lbQ+l
< Kr1+aT
Da-lba+l
Here, Kr is a load-dependent constant associated with the rth system, as specified
in the proof of Theorem 4.3.1. From the proof of Theorem 4.3.1, note also that
Kr f(pr, Vr), for a function f that is continuous on the open positive orthant
R . Since p- -+ > 0, and V' - v > 0, Kr -K -f(p, v) E R. In
particular, the K, are bounded, and for all sufficiently large r,
P (N ~2 T) b) < (K + 1)rl+aTP (r,*r2T > ) 5 Da-lba+1'
Then, with a = b/r and under the scaling in (4.13),
K + I T
1P(|Nr(-)|| a) 5a1 aa+1' (4.14)
for any a > 0.
For notational convenience, we write
B(r) = |INr(-) - A(Vr
Then, for any a > 1, and for sufficiently large r,
:P B (r)
P(B(r)>6) P I >- or |INr(.)I| | a||Nr(-)|| a
<P B(r) >6)+ jjr.j a.
||N r(.)|| a
Note that by Theorem 4.4.8, the first term on the right-hand side goes to 0 as r -+ oo,
for any a > 0. The second term on the right-hand side can be made smaller than
any, arbitrarily small, constant (uniformly, for all r), by taking a sufficiently large (cf.
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Equation (4.141)). Thus, P(B(r) 6) -+ 0 as r -+ oo. This concludes the proof. Z
4.5 Steady-State Analysis (a > 0)
4.5.1 a-Fair Policies: A Useful Drift Inequality
We now shift our focus to the steady-state regime. As in Section 3.4.1, the key to
many of our results is a drift inequality that holds for every a > 0 and every A > 0
with RA < C. In this section, we shall state and prove this inequality. It will be
used in Section 4.5.2 to prove Theorem 4.3.2.
We define the Lyapunov function that we will employ. It will be very similar to
the Lyapunov function used in Section 3.4.1, Chapter 3. For a > 1, it will be simply
the weighted (a + 1)-norm L 0 (m) = "+(/(a+1)F0 (m) of a vector m, where F"
was defined in (4.7). However, when a E (0,1), this function has unbounded second
derivatives as we approach the boundary of R'. For this reason, our Lyapunov
function will be a suitably smoothed version of +' /(a + 1)F 0 (-). As in Section 3.4.1,
Chapter 3, we will make use of the following functions h, and H, to define our
Lyapunov functions, and Lemma 4.5.2 is an exact copy of Lemma 3.4.2, included for
easy reference.
Definition 4.5.1 Define ha : R+ -+ R to be h,(r) = r", when a > 1, and
(r) ra, if r > 1,
(a - 1)r3+(- a)r2 + r, if r < 1,
when a E (0,1). Let H0 : R+ -+ R+ be the antiderivative of h0 , so that H,(r) =
0' h,(s) ds. The Lyapunov function L0 : R' R+ is defined to be
L0 (n) = (a + 1) S reya vi-H(mi)
.iET
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For notational convenience, define
wi = 1p?' -'v,-" for each i E I, (4.15)
so that more compactly, we have
w H - 1/(a+1)
Fe(m) = a m+1, and La(m) = (a +1) wiHa(mi).
Lemma 4.5.2 Let a E (0,1). The function ha has the following properties:
(i) it is continuously differentiable with ha(0) = 0, hall) = 1, h'(0) = 1, and
(ii) it is increasing and, in particular, ha(r) 0 for all r > 0;
(iii) we have rs - 1 < ha(r) r' + 1, for all r E [0,1];
(iv) h'(r) 2, for all r > 0.
Furthermore, from (iii), we also have the following property of Ha:
(iii') ra+1 - 2 < (a + 1)Ha(r) ra+1 + 2 for all r > 0.
We are now ready to state the drift inequality. Here we consider the uniformized
chain (nc4(r) EZ, associated with M(.), and the corresponding drift.
Theorem 4.5.3 Consider a bandwidth-sharing network operating under an a-fair
policy with a > 0, and assume that RA < C. Let e be the gap. Then, there ex-
ists a positive constant B and a positive load-dependent constant K, such that if
L,(M(r)) > B, then
E[L,(M(r + 1)) - La(M(r)) I M(r)] < -EK. (4.16)
Furthermore, B takes the form K'/e when a > 1, and K'/ min{el/1, e} when a E
(0,1), with K' being a positive load-dependent constant.
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As there is a marked difference between the form of L0 for the two cases a > 1 and
a E (0, 1), the proof of the drift inequality is split into two parts. We first prove the
drift inequality when a > 1, in which case L0 takes a nicer form, and we can apply
results on F, from previous sections. The proof for the case a E (0, 1) is similar but
more tedious. We note that such a qualitative difference between the two cases, a < 1
and a > 1, has also been observed in other works, such as, for example, [56].
We wish to draw attention here to the main difference from related drift inequal-
ities in the literature. The usual proof of stability involves the Lyapunov function
(4.7); for instance, for the a-fair policy with a = 1 (the proportionally fair policy), it
involves a weighted quadratic Lyapunov function. In contrast, we use L., a weighted
norm function (or its smoothed version), which scales linearly along radial directions.
In this sense, our approach is similar in spirit to [4], which employed piecewise lin-
ear Lyapunov functions to derive drift inequalities and then moment and tail bounds.
The use of normed Lyapunov functions to establish stability and performance bounds
has also been considered in other works; see, for example, [62] and [17].
Proof of Theorem 4.5.3: a > 1. We first consider the case a > 1. We wish to
decompose the drift term in (4.16) into the sum of a first-order term and a second-
order term, and we accomplish this by using the second-order mean value theorem
(cf. Proposition 3.3.1). Throughout this proof, we drop the subscript a from L, and
F0 , and write L and F, respectively.
Consider the function L(n) = (E. wimf~i) n [(a + 1)F(m)]T a. The first
derivative of L with respect to m is VL(n) = VF(m)/La(m) by the chain rule and
the definition of L. The second derivative is
V 2 L(m) V 2 F(m) VF(m)VL'(m) T
LO(m) L2a(m)
V2 F(m) a VF(m)VF(m) T
L0(m) L 2a+l(m)
by the quotient rule and the chain rule.
Write m for M(r) and m + n for M(r + 1), so that n = M(r + 1) - M(r). By
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Proposition 3.3.1, for some 0 E [0,1], we have
L(m+n) - L(m)
1 TSTVL(m) +n TV2 L(+On)n2
nT VF(m)
La(m)
1 nTV 2 F(m + On)n
2 LO(m + On)
a n T VF(m( + On)VF(m + On)Tn
2
< nTVF(m)
-- La(m)
L 2 ,+1 (m + On)
1 TV2F(m+n)
2 "Lc(m+ On) '
since the term nTVF(m + On)VF(m + On)Tn is nonnegative. We now consider the
two terms in (4.20) separately. Recall from the proof of Lemma 4.4.4 that
E [nTVF(m) I m] = (VF(m), v - pfp(m))
But (VF(m), v) = wr ivjn , so
E [nTVF(m
and so
nTVF(m) m]E m rn
)|m] <-6 Eil
e2 ra wic maK Zecwim +1rn 4
= -6
wyjvm'
/E~ ('1M0+
Z1 wjvlrm
1 1
< maxiEZ W.a" Vi
-+ -6 -
- ai~ -6K, M""v
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(4.17)
(4.18)
(4.19)
(4.20)
(4.21)
)+1
(4.22)
< -6 (VF~mv
where
K=K(a, n, y maXE 1 a+/g±' via (4.23)
is a positive load-dependent constant. The second inequality follows from the fact
that for any vector x, and for any a > 0, IIxIIa+1 < IIxIIa. The second to last equality
follows from the definition of the wi (cf. Equation (4.15)).
For the second term in (4.20), we wish to show that if L(m) is sufficiently large,
then
1 TV2F(m+On) e
-n n < -K.
2 La(m+On) 2
Note that with probability 1, either n = 0 or n = tej for some i E I. Thus
1 T V2F(m + On) 1 maxiEr [V2F(m + On)]jj
-nn<2 La(m+On) - 2 La(m+On)
a maxiEr wi(m + Oni )a-l
2 [E wi(m i+ On.)+1] ct
a maxiEr wi(mi + Oni)a-1
2 w+j (mnio + On0o)a
a 1< W -w. (mnio + Oni0)-2 '0
a
< - max w (m o + Onto)- 1,2 iEIT
where io cI is such that wio (mio + n )a-1 = maxE wi (ni + Oni)" 1 .
Now note that
a<E
-max w (mio + Onto ) K
(where K is defined in (4.23)) if and only if
i + O> amaxiEzw**+ 1
K
which holds if L(m) K'/s for some appropriately defined load-dependent constant
K'. Thus, if L(m) K'/E, then
1 TV2F(m+ On) E
-n n < -K. (4.24)
2 La(m + On) 2
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By adding (4.22) and (4.24), we conclude that
E [L(m +n) -L(m) I m] - 6K,2'
when L(m) K'/s.
Proof of Theorem 4.5.3: a E (0, 1). We now consider the case a E (0, 1). The
proof in this section is similar to that for the case a > 1. We invoke Proposition
3.3.1 to write the drift term as a sum of terms, which we bound separately. As in
the previous section, we drop the subscript a from La, Fe, H,, and ha, and write
instead L, F, H, and h, respectively. Note that to use Proposition 3.3.1, we need L
to be twice continuously differentiable. Indeed, by Lemma 4.5.2 (i), h is continuously
differentiable, so its antiderivative H is twice continuously differentiable, and so is
L. Thus, by the second order mean value theorem, we obtain an equation similar to
Equation (4.20):
1
L(m + n) - L(m) = nTVL(m) + -nTV 2 L(m + On)n (4.25)2
El niwih(mi) 1 EiEr nwih'(mi + n) (4.
< + T(4.26)
- La(m) 2 La(m + On)
< Ei~l niwih(mi) 1 maxier wih'(ni + Oni) (4.27)
L0(m) 2 La(m + On)
for some constant 0 E [0, 1], and where, as before, MI(r) = m and M(r +1) = m + n,
and the last inequality follows from the fact that with probability 1, either n = 0, or
n = ±ej, for some i E I, and that h' is nonnegative.
We now bound the two terms in (4.27) separately. Let us first concentrate on the
term
La(m)
By Lemma 4.5.2 (iii),
S nimiuh(in) E nii(m' 1) niwim? + E niwi,
iEI iEI iEI iEI
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iEI < iEI im
La(m) -La(m)
+ iEi)
La(m)
First consider the term iE niwiml. Note that nwjm = nTVF(m). We alsoL(m) 4.th
recall from the proof of Lemma 4.4.3 that
E [n TVF(m) I m] =VF(m),v- po(m)) < (VF(m), v)
-e ,_
We then proceed along the same lines as in the case a > 1, and obtain that if
L(m) K 2/e for some positive load-dependent constant K 2, then
SM 3 maxiEzw' vi
~- 4
3 maxiEr K7T[ iL 1p Via+
4
3
= 
-- K,4
(4.28)
Here as in the proof for the case a >
a-1 i
1, K = K(a,t, , iv) _a ammEIKTI is
a positive load-dependent constant.
Now consider the term ZiE, 'W. With probability 1, either n = 0 or n = tej forLs(m)
some i G 1, and therefore LiE. riwi < maXi~ wi. Thus,
[EiE1 niwih(mi) 1I Lm
LO(m) J
3 maxGie w'
- 4 La(m)
For the second term in (4.27), note that with a E (0,1), Lemma 4.5.2(iv) implies
that I' < 2, and therefore,
1 maxiEz wih'(mi + Oni) <
2 La(m + On) -
maxier +i
L*(m+6n)
Note that L(m + On) and La(m) differ only by a load-dependent constant, since
with probability 1, either n = 0 or n = ±ej for some i E I. Thus, if L'(m) K 3 /e
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so
E LE(m)
La(m)
- -3- -
for some positive load-dependent constant K 3 , then
+< I-eK. (4.29)
La(m) Lo(m +On) - 4
Putting (4.28) and (4.29) together, we get that if L(m) > K'/ min{e'/a, e}, where
K' = max{K "&, K 2 }, then
E [L(m + n) - L(m) I m] < - K.
4.5.2 Exponential Tail Bound under a-Fair Policies
In this section, we derive an exponential upper bound on the tail probability of the
stationary distribution of the flow sizes, under an a-fair policy with a > 0. The
following theorem, an exact copy of Theorem 3.4.4, and a modification of Theorem 1
from [4] will be used to derive the exponential upper bound.
Theorem 4.5.4 Let X(.) be an irreducible and aperiodic discrete-time Markov chain
with a countable state space X. Suppose that there exists a Lyapunov function f
X -+ R+ with the following properties:
(a) f has bounded increments: there exists ( > 0 such that for all r, we have
If(X(r + 1)) - f(X(r))I , almost surely ;
(b) Negative drift: there exist B > 0 and -y > 0 such that whenever f (X(Tr)) > B,
E[f(X(r + 1)) - f(X(T)) I X(T)] < -y.
Then, a stationary probability distribution 7r exists, and we have an exponential upper
bound on the tail probability of f under 7r: for any f E Z+,
P,(f(X) > B + 2(f) < . (4.30)
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In particular, in steady state, all moments of f are finite, i.e., for every k C N,
E~r[f k(X)] < 00.
Theorem 4.5.4 is identical to Theorem 1 in [4] except that [4] imposed the addi-
tional condition E,[f(X)] < oo. However, the latter condition is redundant. Indeed,
using Foster-Lyapunov criteria (see [18], for example), conditions (a) and (b) in The-
orem 4.5.4 imply that the Markov chain X has a unique stationary distribution 7r.
Furthermore, Theorem 2.3 in [27] establishes that under conditions (a) and (b), all
moments of f(X) are finite in steady state. We note that Theorem 2.3 in [27] and
Theorem 1 of [4] provide the same qualitative information (exponential tail bounds
for f(X)). However, [4] contains the more precise bound (4.30), which we will use to
prove Theorem 4.6.6 in Section 4.6.
Proof of Theorem 4.3.2. The finiteness of the moments follows immediately from
the bound in (4.30), so we only prove the exponential bound (4.30). We apply The-
orem 4.5.4 to the Lyapunov function La and the uniformized chain M(.). Again,
denote the stationary distribution of M(.) by ir, and note that this is also the unique
stationary distribution of M(.). The proof consists of verifying conditions (a) and
(b).
(a) Bounded Increments. We wish to show that with probability 1, there exists
( such that
|L,(M(r + 1)) - L,(M(r))| < .
As usual, write m = M(r) and m + n = M(r + 1), then n =0 or n =±e for
some i E I with probability 1. For a > 1,
L 0 (m)= [wima+1
iEI .
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and for a E (0, 1), by Lemma 4.5.2 (iii'), we have
- 2( wi (a +
iET
1)E wi H,(mi)
iET
m+1
iEI
In general, for r, s > 0 and #E [0, 1],
(r + s) < r8 +ui.
Thus, by inequality (4.31),
wima+1
IEI .
~41
ot+ 1
- iE[2.
L,(m) < wm a+1
I E
Hence, for any a > 0,
|L 0 (m + n) - L,(m)l
c+1
K
wi(mi + ni+1 - -
(wim +1
iEI.
+2 2Ewi
iET< Ce+1
[win+1]
iEIT .
+ 2 2 z wi
. iE1
71
< maxw!' + 22 h/w1i
1ET a+
where the second last inequality follows from the triangle inequality. Thus
we can take ( = maxiEl w + 2 [2 E w i] a, which is a load-dependent
constant.
(b) Negative Drift. The negative drift condition is established in Theorem 4.5.3,
with -y = eK, for some positive load-dependent constant K.
Note that we have verified conditions (a) and (b) for the Lyapunov function L,. To
show the actual exponential probability tail bound for |IMIIoo, note that L,(M) >
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(wima+1iil 25wi.iET
(4.31)
iE 1
, 1
a+1
K"||MII|, for some load-dependent constant K". By suitably redefining the constants
B, , and K, the same form of exponential probability tail bound is established for
||M || 0 .
4.6 An Important Application: Interchange of Lim-
its (a = 1)
In this section, we assume throughout that a = 1 (the proportionally-fair policy), and
establish the validity of the heavy-traffic approximation for networks in steady state.
We first provide the necessary preliminaries to state our main theorem, Theorem 4.6.6.
Further definitions and background will be provided in Section 4.6.2, along with the
proof of Theorem 4.6.6. All definitions and background stated in this section are
taken from [36] and [32].
4.6.1 Preliminaries
We give a preview of the preliminaries that we will introduce before stating Theorem
4.6.6. The goal of this subsection is to provide just enough background to be able
to state Theorem 4.6.5, the diffusion approximation result from [32]. To do this, we
need a precise description of the process obtained in the limit, under the diffusion
scaling. This limiting process is a diffusion process, called Semimartingale Reflecting
Brownian Motion (SRBM) (Definition 4.6.3), with support on a polyhedral cone. This
polyhedral cone is defined through the concept of an invariant manifold (Definition
4.6.2).
As in Section 4.4.3, we consider a sequence of networks indexed by r, where r
is to be thought of as increasing to infinity along a sequence. The incidence matrix
R, the capacity vector C, and the weight vector K do not vary with r. Recall the
heavy-traffic condition - Assumption 4.4.6, and the definitions of the workload w,
the workload process W, and the lifting map A from Definition 4.4.7. We carry the
notation from Section 4.4.3, so that 0 > 0, and vr -+ v > 0, yr - y > 0 and
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r(C - RA') -+ 6 as r -+ o. Recall that RA = C. Let l\^F and Wr be as in (4.13).
The continuity of the lifting map A will be useful in the sequel.
Proposition 4.6.1 (Proposition 4.1 in [32]) The function A : R'.-+ R' is con-
tinuous. Furthermore, for each w E R' and c > 0,
A(cw) = cA(w). (4.32)
Definition 4.6.2 (Invariant manifold) A state m E R' is called invariant if m =
A(w), where w = RE-1 m is the workload, and A the lifting map defined in Definition
4.4.7. The set of all invariant states is called the invariant manifold, and we denote
it by W. We also define the workload cone W by X(' = RE-1 'A, where E = diag(p)
is as defined in Definition 4.4.7.
The invariant manifold .& is a polyhedral cone and admits an explicit character-
ization: we can write it as
I&= m E : mi = A yTR) for all i E 1, for some y E Ri .
Denote the j-th face of W, by .ffk, which can be written as
WA Tm E R N: mi = A(yTR) for all i E I,
for some y E Rj satisfying yj = 0
Similarly, denote the j-th face of X/ by O/, which can be written as
/ RE-/j.
Semimartingale Reflecting Brownian Motion (SRBM).
Definition 4.6.3 Define the covariance matrix
I' = 2RE-1 diag(v)E 1 R T .
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An SRBM that lives in the cone Y, has direction of reflection ej (the jth unit vector)
on the boundary W1 for each j E J, has drift -0 and covariance r', and has initial
distribution i0 on Y(' is an adapted, J-dimensional process W(.) defined on some
filtered probability space (Q, 9, {Ft}, P) such that:
(i) P-a.s., W(t) = W(O) + k(t) + U(t) for all t > 0;
(ii) P-a.s., W(.) has continuous sample paths, W(t) E Xf for all t > 0, and W(0)
has initial distribution q0 ;
(iii) under P, X(-) is a J-dimensional Brownian motion starting at the origin with
drift -0 and covariance matrix 1r;
(iv) for each j E J, 0j(-) is an adapted, one-dimensional process such that P-a.s.,
(a) Uj(0) = 0;
(b) U3 is continuous and non-decreasing;
(c) U(t) = fo ]jdUj(s) for all t > 0.
The process W(.) is called an SRBM with the data (Y/, --6, r, {e : j E J},q0).
Diffusion Approximation for a = 1.
Assumption 4.6.4 (Local traffic) For each j C 3, there exists at least one i C I
such that Rjj > 0 and Rka = 0 for all k # j.
Under the local traffic condition, a diffusion approximation holds.
Theorem 4.6.5 (Theorem 5.2 in [32]) Assume that a = 1 and that the local traf-
fic condition, Assumption 4.6.4, holds. Suppose that the limit distribution of Wr(0)
as r --+ oo is qO (a probability measure on Y11) and that
|Mr(0) - A(Wr(0))||oo -+ 0, in probability, as r - oo. (4.33)
Then, the distribution of (Vr (.), Mr(.)) converges weakly (on compact time intervals)
as r -+ oo to a continuous process (W (.),M(-)), where W(.) is an SRBM with data
(/, -6, , {ej, j E J},0qo) and M(t) = A(W(t)) for all t.
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4.6.2 Interchange of Limits
We now know that for a = 1, under the local traffic condition, the diffusion approxi-
mation holds. That is, the scaled process (Wr(.), Mr(.)) converges in distribution to
(N(-), M(.)), with W(-) being an SRBM. For any r, the scaled processes Mr(.) also
have stationary distributions -rr, since they are all positive recurrent. These results
can be summarized in the diagram that follows.
r -+ 00 M(o) [oT]
Theorem 4.6.5 [
T -oo T -oo ?
r -4 00
7r .....................................
As can be seen from the diagram, two natural questions to ask are:
1. Does the diffusion process M(-) have a stationary probability distribution, *?
2. If - exists and is unique, do the distributions 7r" converge to *?
Our contribution here is a positive answer to question 2. More specifically, if M(-)
has a unique stationary probability distribution *, then -7rr converges in distribution
to *.
Theorem 4.6.6 Suppose that a = 1 and that the local traffic condition, Assumption
4.6.4, holds. Suppose further that M(-) has a unique stationary probability distribution
k. For each r, let 7rr be the unique stationary probability distribution of Mr. Then,
7rr -+ r, in distribution, as r -+ 00.
The line of proof of Theorem 4.6.6 is fairly standard. We first establish tightness of
the set of distributions {7r } in Lemma 4.6.7. Letting the processes Mr(-) be initially
distributed as {7r}, we translate this tightness condition into an initial condition
similar to (4.33), in Lemma 4.6.8. We then apply Theorem 4.6.5 to deduce the
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convergence of the processes M' (.), which by stationarity, leads to the convergence of
the distributions 7rr. We state Lemmas 4.6.7 and 4.6.8 below, and defer their proofs
to Appendix A.
We now remark on the validity of Theorem 4.6.6 under more general conditions.
Both lemmas 4.6.7 and 4.6.8 hold when a > 1. Thus, if the diffusion approximation
holds when a > 1, then Theorem 4.6.6 holds as well. However, Theorem 4.6.6 uses
Theorem 4.6.5, the diffusion approximation when a = 1, and hence we require the
condition a = 1 and the local-traffic condition.
Lemma 4.6.7 Suppose that a = 1. The set of probability distributions {7rr} is tight.
Lemma 4.6.8 Consider the stationary probability distributions trr of Mr(.), and let
{17rrk} be any convergent subsequence of {rr}. Let Mr (0) be distributed as 7rr for each
r. Then there exists a subsequence rt of rk such that
1Mr(0) - A (Nre(0)) I -+ 0 (4.34)
in probability as f -+ oo, i.e., such that condition (4.33) holds for the subsequence
Proof of Theorem 4.6.6. Since {7rr} is tight, by Lemma 4.6.7, Prohorov's the-
orem implies that {r } is relatively compact in the weak topology. Let {rrk} be a
convergent subsequence of the set of probability distributions {r }, and suppose that
7rra -+ -r as k -* oo, in distribution.
Let 4r(O) be distributed as 7?r for each r. Then by Lemma 4.6.8, there exists a
subsequence re of rk such that
1Mr(0) - A (Vr'(0)) -+ 0
in probability as -+ oo. Denote the distribution of Wr(0) by 7. Since 7rrk -+ 7r as
k -+ oo, 7rri -+ 7r as e -+ oo as well, and qT - y as f -+ oo, for some probability
distribution q.
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We now wish to apply Theorem 4.6.5 to the sequence {Mr(-)}. The only condition
that needs to be verified is that q has support on 11. This can be argued as follows.
Let M(O) have distribution 7r, and let W(O) = RE-M(O) be the corresponding work-
load. Then WrA(O) -+ W(O) in distribution as r -+ oo, and W(O) has distribution q.
The lifting map A is continuous by Proposition 4.6.1, so A (wre(0)) -+ A (VV(o))
in distribution as r -+ oo. This convergence, together with (4.34), and the fact that
nt(O) -+ M(O) in distribution, implies that M(O) and A (*V(0)) are identically
distributed. Now A (W(O)) has support on W, so M(0) is supported on W as well,
and so W(O), hence q, is supported on X.
By Theorem 4.6.5, (Wr,(.), Mr(.)) converges in distribution to a continuous pro-
cess (W(), M(-)). Suppose that W() and M(-) have unique stationary distributions
il and k, respectively. The processes (Wr(), Mre(.)) are stationary, so (W(), M(.))
is stationary as well. Therefore, W(O) and M(O) are distributed as i and k, respec-
tively. Since (vr,(0), Mr(0)) -+ (W(0), M(0)) in distribution, we have that Tir, -+
and 7r" - * weakly as e -+ oo. This shows that 7r = * and ri = . Since {7rrk} is
an arbitrary convergent subsequence * is the unique weak limit point of {7rr}, and
this shows that rr -+ * in distribution. El
For Theorem 4.6.6 to apply, we need to verify that M(-) (or equivalently, V())
has a unique stationary distribution. The following theorem states that when si = 1
for all i E I, this condition holds; more specifically, the SRBM W(.) has a unique
stationary distribution, which turns out to have a product form.
Theorem 4.6.9 (Theorem 5.3 in [32]) Suppose that a = 1 and i = 1 for all
i E I. Let if be the measure on Y/ that is absolutely continuous with respect to
Lebesgue measure with density given by
p(w) = exp((v, w)), w E X, (4.35)
where
v = -2P 1 0. (4.36)
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The product measure q^ is an invariant measure for the SRBM W with state space
Yf, directions of reflection {ej, j E J}, drift -0, and covariance matrix r. After
normalization, it defines the unique stationary distribution for the SRBM.
Here we remark on the density (4.35). As pointed out in [32], the product form
of (4.35) does not imply that the components of the SRBM W are independent in
steady state, since the cone W is in general not an orthant. However, independence
holds for a proper linear transformation of W.
Corollary 4.6.10 (Corollary 5.1 in [32]) Suppose that the assumptions of Theo-
rem 4.6.9 hold. Let W be as in Theorem 4.6.9, and r be the covariance matrix. Then
the SRBM X = 2T - 1 of dual variables has a unique stationary distribution, where
the jth component Xi of k is an independent exponential random variable with mean
1/0 in steady state, for each j E J.
By Theorems 4.6.6 and 4.6.9, the following corollary is immediate.
Corollary 4.6.11 Suppose that a = 1 and i= 1 for all i E I. Suppose further that
the local traffic condition, Assumption 4.6.4, holds. Let -k be the unique stationary
probability distribution of M(.). For each r, let 7r' be the unique stationary probability
distribution of "1r. Then,
7rr -+ *, in distribution, as r -+ oo.
4.7 Proportional Fairness in Input-Queued Switches
To better understand the implication of results in Section 4.6, we carry out a for-
mal calculation of the performance of proportional fairness in input-queued switches.
The calculation is only "formal", because the incidence matrix associated with an
input-queued switch fails to satisfy the technical conditions required for a diffusion
approximation to hold, and earlier results cannot be applied. Building upon this cal-
culation, we state a conjecture on the performance of proportional fairness in input-
queued switches. The high-level idea is that the crisp product-form distribution in
98
Corollary 4.6.10 allows us to explicitly compute various quantities of interest, and, in
this section, the expected total number of flows in diffusion scale.
A Formal Calculation. Here we present a formal calculation of the performance
of proportional fairness in input-queued switches. We consider a continuous-time
analog of the discrete-time input-queued switch, and consider the performance of
proportional fairness in this continuous-time model.
Consider a BN with the structure of an n x n input-queued switch. There are n2
routes, which correspond to the queues, and 2n resources, which correspond to the
input and output ports, and each route uses exactly one input-port resource, and one
output-port resource. For the route that uses input-port resource i and output-port
resource j, we use the label (i, j), following the convention for input-queued switches.
We can write down the incidence matrix R. In general, R is a 2n x n 2 matrix, and
for example, when n = 3, we have
1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1
R=
1 0 0 1 0 0 1 0 0
0 1 0 0 1 0 0 1 0
0 0 1 0 0 1 0 0 1
In this example, R is a 6 x 9 matrix, where the first three rows correspond to input-
port resources, and the last three rows correspond to output-port resources. There
are 9 routes, which correspond to the columns, and RWt = 1 iff route f uses resource
k; otherwise Rkf = 0.
For every n E N, R has rank 2n - 1. This means that R is not full-rank, and in
particular, does not satisfy the local traffic condition, Assumption 4.6.
We recall some further background. Suppose that all flows that arrive to the BN
have mean size 1, and that the capacity on each of the 2n resources is uniformly 1.
Let Ai be the arrival rate of flows on route (i, j), and let A = (Ai) be the arrival rate
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vector. Then RA < 1 is a necessary and sufficient condition for stability, where 1 is
the vector of all ones. If RA < 1, then A is called strictly admissible.
We now consider a sequence of networks indexed by r, where r is to be thought of
as tending to infinity. Let the rth network have arrival rates Ar = (A5)?,=. Suppose
that Ar is strictly admissible, for all r. Consider the heavy-traffic condition given
by A -+ A as r -+ oo, and r (1 - RA) -+ 1. Then RA = 1, and in particular,
fE= Ai,= 1 for all i E {1, 2,... , n}, and E," Aj13 = 1 for all j E {1, 2,...,n}, i.e.,
all resources are critically loaded.
Let Nr be the flow vector in the rth network, and Wr the workload vector. Then,
since all flows have mean size 1, W' = RNr. Let Nr and W' be the corresponding
processes under diffusion scaling (see (4.13)). We can also formally calculate the
covariance matrix (it is not invertible)
F = 2RE-ldiag(i)E~R T = 2Rdiag(i)R"
which turns out to be
F = 2 ,(4.37)
where here A has entries Aj.
Now consider the network under the proportionally fair policy. If the diffusion
approximation holds, and a product-form stationary distribution exists for the SRBM
under the heavy-traffic limit, then the interchange-of-limits result, Corollary 4.6.11
holds. In particular, the stationary distribution of W' converges to a product-form
distribution as r -+ oo, where the product-form distribution has the distribution of
TlX, with X having independent components that are all exponentially distributed
with mean 1. (X can be informally thought of as 2F-W(oo) in Corollary 4.6.10.
This consideration is informal because T' defined in (4.37) is not invertible.) Then,
under this product-form distribution, the limiting workload W satisfies
E[IWI||] = E [ X ]= E[X) = 4n.
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Inspecting the structure of R, we also have
1E[I|N|1] = -E[|IXV11 1] = 2n.2
This suggests that under the proportionally fair policy, and in the heavy-traffic limit,
we should have
lin E.[|N T ||1] = 2n,
r-+oo
where 7rr is the stationary distribution of NT, for each r.
The Conjecture. We now state the conjectured performance of proportional fair-
ness in input-queued switches. Consider a sequence of n x n input-queued switches
operating in discrete time, indexed by r (where r is to be thought of as tending to
infinity). For all these networks, let the schedule set be S, the admissible region be
A, and the strictly admissible region be A. Let Q'(.) be the queue-size process of the
rth system. Let A = (Ag) 1 E A be the arrival rate vector for the rth network,
and suppose that for each i E {1, 2,. , n}, r (1 - En_1  ) -+1 as r -+ oo, and for
each j E {1, 2I,. ., n}, r (1 - " -+ 1 as r -4 oc. Furthermore, suppose that
A i as r -+ oo. Then, we must have
n n
E3 Aif = E Aej =1.
e=1 f=1
The proportionally fair policy operates in continuous time, and here we need a
discrete-time analogue. Toward this end, in time slot r, we first find a rate vec-
tor a(r) = (oij (T)) that satisfies
n
o(T) = arg max>3 Qij (T) log ij.
O-EA i,j=1
We can write o(r) as a convex combination of schedules in the schedule set S. The
discrete-time proportionally fair policy then picks a random schedule in S according
to the convex combination specified by o(T). Note that under this policy, for each r,
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Qr(.) is positive recurrent, and hence a unique stationary distribution 7r' exists. We
propose the following conjecture for this policy.
Conjecture 4.7.1 Consider the sequence of input-queued switches under the heavy-
traffic condition described above. Then under the discrete-time proportionally fair
policy,
lim sup E,r -||Qr|| <;2n.
r-+oo 
_r I
The conjecture implies that proportional fairness is heavy-traffic (near-)optimal in
input-queued switches. This follows from the fact that the conjectured upper bound
is of order 0(n), and an Q(n) universal lower bound can be obtained for the same
quantity, under any policy. The detailed argument used to derive this lower bound
can be found in Lemma 5.3.4, Chapter 5. As a prelude, in the next chapter, we
will design a scheduling policy in switched networks, based on a so-called Store-and-
Forward allocation policy in bandwidth-sharing networks, which is closely related to
proportional fairness (see discussion in Section 5.6, Chapter 5). Also note that the
scheduling policy that we propose in the next chapter achieves an 0(n) upper bound
on the expected steady-state total queue size under the diffusion scale, in an n x n
input-queued switch.
4.8 Discussion
Here we provide some discussion on the results in both Chapter 3 and 4. These
results can be viewed from two different perspectives. On the one hand, they provide
much new information on the qualitative behavior (e.g., finiteness of the expected
queue sizes/number of flows, bounds on steady-state tail probabilities and finite-
horizon maximum excursion probabilities, etc.) of the important a-weighted resource
allocation policies. On the other hand, at an abstract level, our results highlight
the choice and analysis of a suitable Lyapunov function. Even if a network is shown
to be stable by using a particular Lyapunov function, different choices and more
detailed analysis may lead to more powerful bounds. More concretely, we present a
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generic method for deriving full state space collapse from multiplicative state space
collapse, and one for deriving steady-state exponential tail bounds. We believe that
these methods should extend easily to other settings, for example, to general SPNs
operating under so-called Maximum-Pressure-# (MP-#) policies [11, 12].
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Chapter 5
Optimal Queue-Size Scaling in SN
In previous chapters, we considered various performance properties of some important
resource allocation policies, and derived many new insights. One prominent feature
of the performance bounds that we obtained is their dependence on both the load,
as well as the network structure, or system size. Starting from this chapter, we
consider the problem of queue-size scaling in switched networks. We will be explicitly
concerned with the dependence of queue sizes on both the network structure and the
load factor. We will particularly be interested in the queue-size behavior when the
system size N is large, and the load p is close to 1.
The main result of this chapter is a new online scheduling policy, which admits
performance bounds with explicit dependence on both the network structure and the
load, in general single-hop switched networks. An important consequence of the result
is that the policy achieves optimal queue-size scaling in the heavy-traffic regime, i.e.,
when the load p goes to 1, for input-queued switches.
The rest of the chapter is organized as follows. We start with a motivating example
in Section 5.1 to illustrate how the network structure can affect system queue sizes.
We then provide some preliminaries in Section 5.2. In Section 5.3, we first provide a
high-level description of our policy, and then state our main result, Theorem 5.3.1.
This is followed by a discussion of the optimality of our policy. Section 5.4 details
the necessary background on so-called store-and-forward bandwidth allocation (SFA)
policy, a key component in the design of our policy. We describe our policy in detail,
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and prove Theorem 5.3.1 in Section 5.5. A general discussion of possible future work
is provided in Section 5.6.
The prerequisite for reading this chapter is the description of the switched network
model in Section 2.2, Chapter 2.
5.1 Motivation
Here we provide a simple example to motivate the study undertaken in this chapter.
Consider a work-conserving M/D/1 queue with a unit-rate server in which unit-
sized packets arrive as a Poisson process with rate p E (0,1). Then, the average
queue size scales' as 1/(1 - p). Such scaling dependence of the average queue size
on 1/(1 - p) (or the inverse of the gap, 1 - p, from the load to the capacity) is a
universally observed behavior in a large class of queueing networks. In a switched
network, the scaling of the average total queue size ought to also depend on the
number of queues, N. For example, consider N parallel M/D/1 queues as described
above. Clearly, the total average total queue size will scale as N/ (1 - p). On the other
hand, consider a variation where all of these queues pool their resources into a single
server that works N times faster. Equivalently, by a time change, let each of the N
queues receive packets as an independent Poisson process of rate p/N, and let each
time a common unit-rate server serve a packet from one of the non-empty queues.
Then, the average total queue size scales as 1/(1 - p). Indeed, these are instances
of switched networks that differ in their scheduling set S, which leads to different
queue-size scalings. Therefore, a natural question is the determination of long-run
average queue-size scaling in terms of S and (1 - p), where p is the effective load.
In the context of an n-port input-queued switch with N = n2 queues, the optimal
scaling of the long-run average total queue size has been conjectured to be n/(1 - p)
that is, VN/(1 - p) [51].
1In this chapter, by scaling of a quantity we mean its dependence (ignoring universal constants)
on 1 and/or the number of queues, N, as these quantities become large. Of particular interest is
the scaling when p -* 1 and N -+ oo, in that order.
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5.2 Preliminaries
First recall from Section 2.2 that arrival processes are assumed to be Poisson in this
chapter. We also assume that the schedule set S is monotone.
Assumption 5.2.1 (Monotonicity) If S contains a schedule, then S also contains
all of its sub-schedules. Formally, for any or E S, if a' E {0, I}N and a' < a
componentwise, then a' E S.
Under Assumption 5.2.1, the admissible region A and the convex hull (S) of the
schedule set S coincide. In the sequel, we will often use A and (S) interchangeably,
depending on the context.
Given that (S) is a polytope contained in [0, 1]N, there exists an integer J > 1, a
matrix R E R xN, and a vector C E Ri such that
(S) = {x E [0 , 1]N : Rx < C}. (5.1)
We call J the rank of (S) (or A) in the representation (5.1). When it is clear from
the context, we simply call J the rank of (S) (or A). Note that this rank may be
different from the rank of the matrix R. Our results will exploit the fact that the
rank J may be an order of magnitude smaller than N.
5.3 Main result and Its Implications
Before we state our main result, and describe its implications on optimality, we give
a high-level description of the policy that we propose. The switched network (SN)
of interest will be coupled with an appropriate bandwidth-sharing network (BN)
that operates in continuous time. Under a particular policy known as the "store-and-
forward" allocation (SFA), the queue-size vector in BN has a product-form stationary
distribution. Our policy in the original SN effectively emulates, in an online manner,
the SFA, so as to approximate the product-form stationary distribution in BN As
such, we will call our policy EMUL (for emulation) from now on. We will describe
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in detail BN and SFA in Section 5.4, and EMUL in Section 5.5.
5.3.1 Main Theorem
Theorem 5.3.1 Consider a single-hop switched network with scheduling set S, ad-
missible region A {x E [0, 1]N : X< C} with rank J, and a strictly admissible
arrival rate vector A with p = p(A) < 1. Suppose that the system is empty at time
0. Let pj = (ZE RjjAk)/Cj, j = 1, 2, ... , J. Then under EMUL, the Markov chain
describing the underlying network is positive recurrent, and the queue-size vector Q(.)
has a unique stationary distribution. With respect to this stationary distribution, the
following properties hold:
1. The expected total queue size is bounded as
NJ ~E Q + K(N + 2), (5.2)
i=1 j=1 I i
where K = max.Es (Zi o-).
2. The distribution of the total queue size has an exponential tail with exponent
given by
N
lim -log P( Qj > L) = -0*, (5.3)
L-+oo L
where 0* is the unique positive solution of the equation p(eO - 1) = 0.
5.3.2 Optimality of EMUL in Input-Queued Switches
This section establishes the optimality of our policy for input-queued switches, both
with respect to expected total queue size scaling and tail exponent.
Scaling of Queue Sizes. We start by formalizing what we mean by the optimality
of expected queue sizes and of their tail exponents. We consider policies under which
there is a well-defined limiting stationary distribution of the queue sizes for all A such
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that p(A) < 1. Note that this class of policies is not empty; indeed, the maximum
weight policy and our policy are members of this class. With some abuse of notation,
let 7r denote the stationary distribution of the queue-size vector under the policy of
interest. We are interested in two quantities:
1. Expected total queue size. Let Q be the expected total queue size under the
stationary distribution ir, defined by
= EZ Qj].
Note that by ergodicity, the time average of the total queue size and the expected
total queue size under 7r are the same quantity.
2. Tail exponent. Let /L(Q), OU(Q) E [-0c, 0] be the lower and upper limits of the
tail exponent of the total queue size under 7r (possibly -oc or 0), respectively,
defined by
/L(Q) = lim inf -log IP,( Qi > L), (5.4)L-+oo L
and #U(Q) = lim sup 1 log P,( Qj ;> L). (5.5)
If #L(Q) = u(Q), then we denote this common value by #(Q).
We are interested in policies that can achieve minimal Q and #(Q). For tractability
reasons, we focus on the scaling of these quantities with respect to S (equivalently, N)
and p(A), as 1/(1 - p(A)) and N increase. Now, for different A' and A, it is possible
that p(A) = p(A'), but the scaling of Q, for example, could be wildly different. For
this reason, we consider the worst possible dependence on 1/(1 - p) and N among all
A with p(A) = p.
Note that we are considering scalings with respect to two quantities p and N, and
we are interested in two limiting regimes p -+ 1 and N -+ oo. The optimality of
average queue-size stated here is with respect to the order of limits p -+ 1 and then
N -+ 00. As noted in [51], taking the limits in different orders could potentially result
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in different limiting behaviors of the object of interest, e.g., Q. For more discussion,
see Section 5.6. It should be noted, however, that the optimality of the tail exponent
holds for any p and N.
Optimality of The Tail Exponent. Here we establish the optimality of the tail
exponent for input-queued switches under our policy. First, we present a universal
lower bound on the tail exponent, under any policy, and for a general single-hop
switched network. This lower bound is then specialized to the context of input-queued
switches, and compared against the tail exponent under our policy.
Consider any policy under which there exists a well-defined limiting stationary
distribution of the queue sizes for all A such that p(A) < 1. Let 7ro denote the sta-
tionary distribution of queue sizes under this policy. The following lemma establishes
a universal lower bound on the tail exponent.
Lemma 5.3.2 Consider a switched network as described in Theorem 5.3.1, with
scheduling set S and admissible region {x E [0, 1]N :Rx C}. Let 1ro and A be
as described. For each j, let pj = N1 RjiAi/C be defined as in Theorem 5.3.1.
Then under ,r o,
lim inf logP 0 .O Qi1 L >- in O, (5.6)
where, for each j E {1, 2, ... , J}, is the unique positive solution of the equation
N
S A (eRii" - 1) = 9.
i=1
Proof. Consider a fixed j E {1,2,..., J}. Without loss of generality, we assume that
Cj = 1, by properly normalizing the inequality (Rx)j 5 Cj. In this case, Rji < 1
for all i, since for each, i E {1, 2,... , N}, ei E S C (S), and satisfies the constraint
(Rei)j = Rji < Cj = 1.
Now consider the following single-server queueing system. The arrival process is
given by the sum EN I RjiAi(-), so arrivals across time slots are independent, and in
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each time slot, the amount of work that arrives is E> i Rjai, where ai is a Poisson
random variable with mean Aj, for each i. Note that the arriving amount in a single
time slot does not have to be integral. Note also that EZ i Ryj = yi < 1, since
p(A) = maxj py < 1. In each time slot, a unit amount of service is allocated to
the total workload in the system. Then, for this system, the workload process W(-)
satisfies N
W(r + 1) = [W(r) - 1]++ Ryai(r),
where ai(r) is the number of arrivals to queue i in the original system in time slot r.
We make two observations for this system. First, W(-) is stochastically dominated
by EN RgQi(-), where Qj(-) is the size of queue i in the original system, under any
online scheduling policy. This is because for all schedules 0 E S, 0 satisfies Ru < C,
and hence EN Rgoai Cj = 1 for every a E S. Second, since Rgj < 1 for all i,
j=N RgiQi(.) is stochastically dominated by EN Qi(.). Thus, we have
lim inf I log P"' Q( ZQ L > lim inf I log P (W(oo) L) .L-x L L-x L
We now show that
lim inf - log P (W(oo) L) -6,0,
L-+oo L
where 6j is the unique positive solution of the equation
N
A i (eRi- 1) =
i= 1
Consider the log-moment generating function (log-MGF) of the arriving amount in
one time slot, given by jN Rgai. Since as is a Poisson random variable with mean
Ai for each i, its moment generating function is given by
N
f (0) = exp Ai(endio - 1).
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Hence, the log-MGF is
N
log f(9) = Ai(eRiio - 1).
i=1
By Theorem 1.4 of [23],
1
lim - log P (W(oo) L) = j*,L-+oo L
where 6) = sup{0 > 0 : log f(0) < 0}. Since log f(0) - 0 is strictly convex, O6 satisfies
N
S A (eRii -1) =j.
i=1
j E {1,2,. . . , J} is arbitrary, so
lim inf 1logP Qi L >- min * .
L-+oo L 3=12,..,
The following universal lower bound on the tail exponent in input-queued switches
is then immediate. As in Section 2.2.1, we use double indexing. Recall that an n x n
input-queued switch has n2 = N queues.
Corollary 5.3.3 Consider an n x n input-queued switch, with an arrival rate vector
A. Suppose that A is strictly admissible, so that p = p(A) < 1. Consider any policy
under which there is a well-defined limiting distribution, and denote this distribution
by iro. Then, under iro,
lim inf - log PO Qk, > L -9*, (5.7)
L-+oo L
where 9* is the unique positive solution of the equation p(e0 - 1) .= 0.
Proof. To prove the corollary, consider the representation of the admissible region A
in Section 2.2.1. It is of the form A = {x E [0, 1]"X' : Rx ; 1}, where all entries of
R are either 0 or 1. In particular, this means that in the notation of Lemma 5.3.2,
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for each j E {1, 2,. .. , J}, 9 satisfies
N
Ajf[{fR1)(e03 - 1) = pj(e0 i -1) = 0;.
i= 1
Eq. (5.7) is then established by noting p = maxj=1,...,J5j.
Eq. (5.7) in Corollary 5.3.3 establishes the optimality of the tail exponent for input-
queues switches under EMUL (cf. Eq. (5.3) in Theorem 5.3.1). It is also clear
from the proof of Corollary 5.3.3 that whenever the incidence matrix R has entries in
{0, 1}, the tail exponent under EMUL is optimal. Input-queued switches are not the
only network model that satisfies this condition. For example, the independent-set
model of a wireless network also has incidence matrix R with entries in {0, 1}. Thus,
the tail exponent under EMUL is also optimal for the independent-set model of a
wireless network.
If * > 0 satisfies the equation p(e* - 1) = 9*, then 9* - 1 when p~ 1.2p
This approximation can be derived by considering the first three terms of the Taylor
expansion of el. If 6j > 0 satisfies the equation
N
E3 Ai (eRiO 1) )
i=1
then
3 < 2(1-' i2 )ZN AiR 2
(The calculation is elementary and omitted.) Thus, in general, the lower bound on
the tail exponent in Lemma 5.3.2 depends on the network structure through R. It
is of interest to see whether for general single-hop switched networks, tighter lower
bound on the tail exponent can be derived.
Optimality of The Expected Total Queue Size. Here we argue that the scaling
of the average total queue size under our policy is optimal for input-queued switches.
To that end, as argued in Shah et al. [51], when all input and output ports approach
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critical load, the long-run average total queue size under any policy must scale at
least as fast as vl7/(1 - p), for any n x n input-queued switch with N = n2 queues.
For completeness, we include the proof of this lower bound here. As in Section 2.2.1,
we use double indexing.
Lemma 5.3.4 Consider an n x n input-queued switch, with an arrival rate vector
A. Suppose that the loads on all input and output ports are p, i.e., Zk=1 AV,=
Zm Ae,m = p, for all f E {1, 2, ... , n}, where p E (0, 1). Consider any policy under
which the queue-size process has a well-defined limiting stationary distribution, and
let this distribution be denoted by wro. Then under 7ro, we must have
[kr = 
.,] 2(1 
- p)
Proof. We consider the sums of queue sizes at each output port, i.e., the quantities
k1 Qt,e for each f E {1, 2,. . . , n}. Since at most one packet can depart at each time
slot, ZE 1 Qk,, stochastically dominates the queue size in an M/D/1 system, with
arrival rate p and deterministic service rate 1. Therefore, for each f E {1, 2, ... ,
np
k=1 I
Here, P is the expected queue size in steady state in an M/D/1 system. Summing
over f gives us the desired bound. E
The optimality in terms of the average total queue size is a direct consequence of
Theorem 5.3.1 and Lemma 5.3.4.
Corollary 5.3.5 Consider the same setup as in Lemma 5.3.4. Then in the heavy-
traffic limit p - 1, our policy is 2-optimal in terms of the average total queue size.
More precisely, consider the expected total queue size in the diffusion scale in steady
state, i.e., (1 - p)Q. Then,
limsup(1 - p)Q < n
p--+1
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under our policy, and
n
lim inf(1 - p)Q > -
p-+12
under any other policy.
Proof. Lemma 5.3.4 implies that
lim inf (1 - p)Q 2 n
under any policy. For the upper bound, note that by Theorem 5.3.1, under our policy,
- JQ < 2 )+ (N + 2)K.
-2(1l-p)
For input-queued switches, J < 2n, as remarked in Section 5.3.2, N = n 2 , and K = n.
Therefore, under our policy, the expected total queue size scales as
- nQ < +(n 2 +2)n.
1 - p
(5.8)
Now consider the steady-state heavy-traffic scaling (1 - p)Q. We have that
(1 - p)Q < n + (1 - p)(n 2 + 2)n. (5.9)
The term (1 - p)(n 2 + 2)n goes to zero as p -+ 1, and hence under our policy,
lim sup(1 - p)Q < n.
Our policy is not optimal in terms of the average total queue size, in general switched
networks. In cases where J >> N, the moment bounds for the maximum-weight
policy give tighter upper bounds. For more discussion, see Section 5.6.
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5.4 Insensitivity in Stochastic Networks
This section recalls the background on insensitive stochastic networks that underlies
the main results of this chapter. We shall focus on descriptions of the insensitive
bandwidth allocation in so-called bandwidth-sharing networks operating in contin-
uous time. Justifications of claims made in this section are provided in Appendix
B.
We consider a bandwidth-sharing network operating in continuous time with ca-
pacity constraints. The particular bandwidth-sharing policy of interest is the so-
called "store-and-forward allocation (SFA)," introduced by Bonald and Proutiere
[8]. We shall use the SFA as an idealized policy to design online scheduling policies
for switched networks. We now describe the precise model, the SFA policy, and what
we know about its performance.
Model. Let time be continuous and indexed by t E R+. Consider a network with
J > 1 resources indexed from 1, ... , J. Let there be N routes, and suppose that each
packet on route i consumes an amount Rjj 2 0 of resource j, for each j E {1, 2, ... , J}.
Let K be the set of all resource-route pairs (j, i) such that route i uses resource j,
i.e., K = {(j,i) : Rj > 0}. Without loss of generality, we assume that for each
i E {1, 2, ... , N}, ZEJ Rjj > 0. Let R be the J x N matrix with entries Ryi. Let
C E R4 be a positive capacity vector with components Cj. For each route i, packets
arrive as an independent Poisson process of rate Aj. Packets arriving on route i require
a unit amount of service, deterministically.
We denote the number of packets on route i at time t by Mi(t), and define the
queue-size vector at time t by M(t) = [M.(t)]N1 E Z'. Each packet gets service from
the network at a rate determined according to a bandwidth-sharing policy. We also
denote the total residual workload on route i at time t by W(t), and let the vector
of residual workload at time t be W(t) = [W(t)]f 1 . Once a packet receives its total
(unit) amount of service, it departs the network.
We consider online, myopic bandwidth allocations. That is, the bandwidth alloca-
tion at time t only depends on the queue-size vector M(t). When there are mi packets
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on route i, that is, if the vector of packets is m = [m]i]1 , let the total bandwidth
allocated to route i be #i(m) E R+. We consider a processor-sharing policy, so that
each packet on route i is served at rate #j(m)/rn, if ni > 0. If mi = 0, let #i(m) = 0.
If the bandwidth vector #(m) = [#t(m)]N 1 satisfies the capacity constraints
R#(m) 5 C, component-wise, (5.10)
for all m E Z' then, in light of Definition 2.2.2, we say that #(.) is an admissible
bandwidth allocation. A Markovian description of the system is given by a process
X(t) which contains the queue-size vector M(t) along with the residual workloads of
the set of packets on each route.
Now, on average, A units of work arrive to route i per unit time. Therefore, in
order for the Markov process X(.) to be positive (Harris) recurrent, it is necessary
that
RA < C, component-wise. (5.11)
All such A = [Ai]N1 E R' will be called strnctly admissible, in the same spirit as the
admissible region for a switched network.
Store-and-Forward Allocation (SFA) Policy. We describe the store-and-forward
allocation policy that was first considered by Massoulie and later analyzed in the thesis
of Proutiere [45]. Bonald and Proutiere [8] established that it induces product-form
stationary distributions and is insensitive with respect to phase-type distributions.
This policy is shown to be insensitive for general service time distributions, includ-
ing the deterministic service considered here, by Zachary [66]. The relation between
this policy, the proportionally fair allocation, and multiclass queueing networks is
discussed in depth by Walton [63] and Kelly et al. [35]. The insensitivity property
implies that the invariant measure of the process M(t) only depends on the parame-
ters A = [Ai]N1 E R', and the condition that the arrival processes are Poisson, and
no other aspects of the stochastic description of the system.
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We first give an informal motivation for SFA. SFA is closely related to quasi-
reversible queueing networks. Consider a continuous-time multi-class queueing net-
work (without scheduling constraints) consisting of processor sharing queues indexed
by j E {1, ... , J} and job types indexed by the routes i E {1, ... , N}. Each route i
job has a service requirement Rji at each queue j, and a fixed service capacity Cj is
shared between jobs at the queue. Here each job will sequentially visit all the queues
(so called store-and-forward) and will visit each queue a fixed number of times. If we
assume jobs on each route arrive as a Poisson process, then the resulting queueing
network will be stable for all strictly admissible arrival rates. Moreover, in steady
state, each queue will be independent, with a queue size that scales, with its load p,
as p/(l - p). For further details, see Kelly [34]. So, assuming each queue has equal
load, the total number of jobs within the network is of the order Jp/(1 - p). In other
words, these networks have the stability and queue-size scaling that we require, but
do not obey the necessary scheduling constraints (5.10). However, these networks
do produce an admissible schedule on average. For this reason, we consider a SFA
policy which, given the number of jobs on each route, allocates the average rate with
which jobs are transferred through this multi-class network. Next, we describe this
policy (using notation similar to that used in [35, 63]).
Given m E ZN, define
U(m) ={n-= (ini : (j, i) E /C) E ZW:Zi [ ji = mi for all 1 < i < N.
j:jEi
Here, by the notation j E i we mean Rji > 0. For each ffi E U(m), we abuse notation
somewhat and define Fj =Zi:jEi ihfni, for all j < J. Also define
In the above, by i E j we mean that Rji > 0; the notation i 3 j is used when we
consider a collection of i satisfying this condition for a given j. For m E ZN, we
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define 1(m) as
<bm =( .fj )1 R f (5.12)
ffE U(m) jE J 3ni:iE ::jEi
We shall define <b(m) = 0 if any of the components of m is negative. The store-and-
forward allocation (SFA) assigns rates according to the function # Z -+ R' so
that for any m E Z', #(m) - (#i(m))f 1 , with
<bm- e )
#i(m) = ,(m ) (5.13)
where, we recall that m - ei is the same as m at all but the ith component; its
ith component equals mi - 1. The bandwidth allocation #(m) is the stationary
throughput of jobs on the routes of a multi-class queueing network (described above),
conditional on there being m jobs on each route.
A priori it is not clear if the above described bandwidth allocation is even admis-
sible (i.e., satisfies (5.10)). This can be argued as follows. The #(m) can be related
to the stationary throughput of a closed multi-class network with a finite number of
jobs, m, on each route. Under this scenario (due to finite number of jobs), each queue
must be stable. Therefore, the load on each queue, R#(m), must be less than the
overall system capacity C. That is, the allocation is admissible. The precise argu-
ment along these lines is provided in, for example [35, Corollary 2] and [63, Lemma
4.1].
The SFA policy induces a product-form invariant distribution for the number of
packets waiting in the bandwidth-sharing network and is insensitive. We summarize
this in the following result.
Theorem 5.4.1 Consider a bandwidth-sharing network with RA < C. Under the
SFA policy described above, the Markov process X(t) is positive (Harris) recurrent
and M(t) has a unique stationary probability distribution 1r given by
Ir(m) = A", for all m E ZN, (5.14)
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where
@ ( Z 3  )(5.15)
is a normalizing factor. Furthermore, the steady-state residual workload of packets
waiting in the network can be characterized as follows. First, the steady-state distri-
bution of the residual workload of a packet is independent from 7r. Second, in steady
state, conditioned on the number of packets on each route of the network, the residual
workload of each packet is uniformly distributed on [0, 1], and is independent from the
residual workloads of other packets.
Statements similar to Theorem 5.4.1 have appeared in previous works; for example,
[7], [63, Proposition 4.2] and [35]. Theorem 5.4.1 is a summary of these statements,
and, for completeness, it is proved in Appendix B.
The following property of the stationary distribution 7r described in Theorem 5.4.1
that will be useful.
Proposition 5.4.2 Consider the setup of Theorem 5.4.1 and let -r be as described
by (5.14). Define a measure J on Z as follows: for in- E Z ,
i(ini) =1 R .) (5.16)
1D \I mi- : i j Cy
Then, for any L E Z+,
N 
J
r( m : m2 = L }) fii : ij = LI. (5.17)
i=1 j=1
We relate the distribution i to the stationary distribution of an insensitive multi-
class queueing network with a product-form stationary distribution and geometrically
distributed queue sizes.
Proposition 5.4.3 Consider the distribution F defined in (5.16). Then, for any
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ir (F11 = L 1,. . .inJ = L J) (
(faj)EU(L)
= 1p^ (1 -- py), (5.18)
j=1
where = (Ei:,j RjiAj)/C.
Using Theorem 5.4.1, Propositions 5.4.2 and 5.4.3, we can compute the expected
value and the probability tail exponent of the steady-state total residual workload in
the system. Recall that the total residual workload in the system at time t is given
by EN, W(t).
Proposition 5.4.4 Consider a bandwidth-sharing network with RA < C, operating
under the SFA policy. Denote the load induced by A by p = p(A) (< 1), and for each j,
let ;5 = (Ei RjAk) /Cj. Then W(-) has a unique stationary probability distribution.
With respect to this stationary distribution, the following properties hold.
(i) The expected total residual workload is given by
N " J ~
E W =.(5.19)
i=1 j=1
(ii) The distribution of the total residual workload has an exponential tail with ex-
ponent given by
1N
lim - log P W, ;L = -6* (5.20)
L-+oo L
where 6* is the unique positive solution of the equation p(e0 - 1) = 6.
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5.5 The Policy and Its Performance
5.5.1 EMUL for switched networks
Given a switched network, denoted by SN, with schedule set S and N queues, let
(S) have rank J and representation (cf. (5.1))
(S) = {x E [0, 1]N: Rx < C}, R E R4xN, C E RI.
As mentioned in Section 5.3, we couple SN with an appropriate bandwidth-sharing
network. Consider the following virtual bandwidth-sharing network, denoted by BN,
with N routes corresponding to each of these N queues. The resource-route relation
is determined by the same matrix R; and the J resources have capacities given by C.
The networks SN and BN are coupled by having identical arrivals. That is, a packet
arrives to queue i in SN iff a packet arrives to route i in BN at the same time.
Now EMUL for SN will be derived from BN. Specifically, let BN operate
under the insensitive SFA policy described in Section 5.4. By Theorem 5.4.1 and
Proposition 5.4.2, SFA induces a desirable stationary distribution of queue sizes in
BN. If we could use the rate allocation SFA directly in SN, it would give us desired
performance bounds on the stationary queue sizes, in SN. However, the instantaneous
rate allocations under SFA change all the time, and are only required to utilize points
inside (S)(= A), not necessarily points in S. In contrast, in SN the rate allocation
can change only once per discrete time slot and it must always employ a schedule
from S. The key to EMUL, then, is an effective way to emulate in an online manner
the rate allocation of BN under SFA, taking into account the scheduling constraints
S and the discrete-time constraint.
To that end, we describe this emulation policy. We start by introducing some
useful notation. Let A(.) = (Ai(.)) be the vector of exogenous, independent Poisson
processes according to which unit-sized packets arrive to both BN and SN, simulta-
neously. Recall that A(-) is a Poisson process with rate Aj. Let M(t) = (M i(t))
denote the vector of numbers of packets waiting on the N routes in BN at time
122
t > 0. In BN, the services are allocated according to the SFA policy described in
Section 5.4. Let A§FA(t) denote the total amount of service allocated to all packets
on route i during the interval [0, t], for t > 0, with AFA(0) = 0 for 1 < i < N, and let
ASFA(.) _- (AFA(-)) 1 . By definition, all components of ASFA(.) are non-decreasing
and Lipschitz continuous. Furthermore, (ASFA(t + s) - AsFA(t))/s E (S) for any
t > 0 and s > 0. Recall that the (right-)derivative of ASFA(.) is determined by M(.)
through the function <p(.) as defined in (5.13).
Now we describe the policy for SN, which will rely on ASFA(.). Let S(r) = (Si(r))
denote the cumulative amount of service allocated in SN by the policy up to the end
of time slot T - 1, with S(0) = 0. EMUL determines how S(.) is updated. Let
Q(r) = (Qi(r)) be the queue sizes measured at the end of time slot -r. Then, EMUL
decides the schedule o-(r) = S(T + 1) - S(r) E S at the very end of time slot r,
right after the queue-size information Q(r) is updated. This decision is made as
follows. Let D(r) = AsFA(r) - S(r). Let p(D(r)) be the optimal objective value
in the optimization problem PRIMAL(D(r)) defined in (2.14). In particular, there
exists a non-negative combination of schedules in S such that
, D(r), and 1 5, = p(D(T)). (5.21)
erES OE
We claim that in fact, we can find non-negative numbers a,, o c S, such that
a, o = D(T), and a, = p(D(r)). (5.22)
eTES O-ES
This is formalized in the following lemma.
Lemma 5.5.1 Let D E RN be a non-negative vector. Consider the static plan-
ning problem PRIMAL(D) defined in (2.14). Let the optimal objective value to
PRIMAL(D) be p(D). Then there exist a, 2 0, n, E S, such that (5.22) hold.
The proof of the lemma relies on Assumption 5.2.1, and is provided in Appendix B..
There could be many possible non-negative combinations of D(r) satisfying (5.22).
If there exist non-negative numbers a, a E S, satisfying (5.22) with a,, 2 1 for
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some o' E S, then choose u' as the schedule: set a(-r) = o'. If no such decomposition
exists for D(r), then set a(r) = 3, where & is a solution (ties broken arbitrarily) of
maximize a over o E S, a < D(T). (5.23)
Note that 0 is a feasible solution for the above problem as 0 E S and 0 < D(r). Note
also that for all times r, a (r) D(T).
The above is a complete description of EMUL. Observe that it is an online policy,
as the virtual network BN can be simulated in an online manner, and, given this,
the allocation decisions in SN rely only on the history of BN and SN.
5.5.2 Proof of the Main Theorem (Theorem 5.3.1)
The proof is divided in three parts. The first part describes a sample-path-wise
relation between Q(.) and M(.), which implies that Q(.) is essentially dominated by
M(.) at all times. Note that this domination is a distribution-free statement. The
second part utilizes this fact to establish the positive recurrence of the SN Markov
chain. The third part is a consequence of the first two parts, and using Theorem
5.4.1, establishes the quantitative claims in Theorem 5.3.1.
Part 1. Dominance. We start by establishing that the queue sizes Q(.) of SN
are effectively dominated by the workloads W(.) of BN at all times. We state this
result formally in Proposition 5.5.4, which is a consequence of Lemmas 5.5.2 and 5.5.3
below.
Lemma 5.5.2 Consider the evolution of queue sizes in the BN and SN networks,
fed by identical arrival process. Initially, Q(O) = M(O) = 0. Let W(r) = (Wi(T))
denote the amount of unfinished work in all N queues under the BN network at time
T. Then for any - ;> 0 and 1 < i < N,
Wi(r) 5 Qi(r) W(T) + Di(T) 5 Mi(T) + Di(T), (5.24)
where D(r) = ASFAr.) - S(r) is as described in Section 5.5.1.
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Proof. Consider any i E {1, 2, ... , N} and r > 0. From (2.2), in SN,
Qi(r) = Aj(r) - Si(r) + Zi(r), (5.25)
where Zi(T) is the cumulative amount of idling at the ith queue in SN. In a similar
manner, in BN,
Wi(r) = Ai(r) - AfFA(T) + Zi(T), (5.26)
where Zi(r) is the cumulative amount of idling for the ith queue in BN. Since by
construction, D(T) = ASFA(r) - S(r), and D(r) 0, we have that
Si (r) <:ASFA (T) Si(T) + Di(r). (5.27)
By definition, the instantaneous rate allocation to the ith queue satisfies d+A§FA(t)
0 if Wi(t) = 0 (equivalently, if Mi(t) = 0) for any t > 0. Therefore, for all i and r,
Zi(r) = 0, and Wi(r) = Ai(r) - A§FA(r). On the other hand, by Skorohod's map,
Zi(r) = sup [Si(s) - Ai(s)]+
O<s<-r
sup [ArFA -
=Zi(r) = 0, (5.28)
hence for all i and -r, Zi(r) = 0, and Qj(T) = Ai(T) - S (T). It then follows that
Qi(r) = Ai(T) - Si(r)
Ai(r) - A FA(-r) + D (r)
Wi (-) + Di(r), (5.29)
and
WT(r) = Ai(T) - ASFAQ7) Ai(r)- Sir) - Qi(T).
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Since the workload at the ith queue equals the total amount of unfinished work for
all of the Mi(T) packets waiting at the ith queue, and since each packet has at most
a unit amout of unfinished work, W (r) < Mi (r). E
Lemma 5.5.3 Let D(T) be as in Lemma 5.5.2. For all T 2 0, p(D(T)) N +2. In
particular,
SDj(Tr) 5K(N+2), where K=rax i. (5.30)
i %
Proof. This result is established as follows. First, observe that D(O) = 0 and therefore
p(D(0)) = 0. Next, we show that p(D(T + 1)) _< p(D(T)) + 1. That is, p(D(.)) can
at most increase by 1 in each time slot. And finally, we show that it cannot increase
once it exceeds N + 1. That is, if p(D(r)) 2 N + 1, then p(D(r + 1)) p(D(T)).
This will complete the proof.
We start by establishing that p(D(.)) increases by at most 1 in unit time. By
definition,
D(r + 1) = ASFA(Tr+ 1) -S(T+1)
= ASFA(T) - S(T) + (ASFA(T + 1) - ASFA(T) - O(T))
= D(r) + dASFA(T) - U(T)
= (D(r) - o(T) + dASFA(T), (5.31)
where dASFA(T) _ SFA(T + 1) - ASFA(r). As remarked earlier, u(r) 5 D(r)
component-wise. Therefore, by (2.9) it follows that
p(D(r + 1)) p(D(T) - ()) + p(dASFA
Note that p(dASFA(r)) <_ 1 because the instantaneous service rate under SFA is al-
ways admissible. Since D(r) 2 D(r)-a(r) > 0, any feasible solution to PRIMAL (D(r))
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is also feasible to PRIMAL (D(r) - o(r)), and hence
p(D(r) -- o(r)) p(D(r)).
Hence,
p(D(T + 1)) < p(D(r)) + 1. (5.32)
Next, we shall argue that if p(D(r)) 2 N + 1, then p(D(r + 1)) < p(D(r)). To that
end, suppose that p(D(r)) - N + 1. Now ' D() E (S). Note that (S) is a
convex set in a N-dimensional space with extreme points contained in S. Therefore,
by Carath6odory's theorem, '( D(r) can be written as a convex combination of
at most N + 1 elements in S. That is, there exist az k 0 with E_+ 1i k = 1, and
ek E S, k E {1,2,... N + 1}, such that
N+1
1  D(r) = ak . (5.33)p(Dr))k=1
It follows that there exists some k* E {1, 2, . .. N + 1}, such that a. 1/(N + 1).
Since p(D(r)) > N + 1, p(D(T))a. > 1. That is, D(r) can be written as a convex
combination of elements from S with one of them, ak* having an associated coefficient
that satisfies p(D(r))ak* > 1, as required. In this case, we have
N+1
D(-r) - ork = E p(D(-T))akok + (p(D(r))ak* - 1)o*k*. (5. 3 4 )
k=1,k#k*
Therefore,
p(D(T) - ak*) 5 p(D(T)) - 1. (5.35)
Our scheduling policy chooses such a schedule;.that is, ,(r) = a k*. Therefore,
D(r + 1) = D(r) - a- * + dASFA(T). (5.36)
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By another application of (2.9) it follows that
p(D(r + 1)) 5 p(D(r) - a'*) + p(dASFA(T))
< p(D(,r)) - 1 + 1,
= p (D(-r)) , (5.37)
where again we have used the fact that p(dASFA(r)) < 1, due to the feasibility of SFA
policy and (5.35). This establishes that p(D(T)) N + 2 for all r > 0. That is, for
each r > 0, there exist a, > 0 for all a E S, such that E, p(D(r))a, 5 N + 2 and
D(T) ago.
Therefore,
Di-) = D(r)-1
ZP(D(r))ao-1
E p(D(T))a,)( maxz
(N + 2)K,
where K = maxIEs E o-i. This completes the proof of Lemma 5.5.3.
Lemmas 5.5.2 and 5.5.3 together imply the following proposition.
Proposition 5.5.4 Let Q(-) and W(.) be as in Lemma 5.5.2. Then for all time r,
(Wi (T)
N
ZQi(7) <
i= 1
N
i=1
N
+ K(N + 2) Mi(T)+ K(N + 2),
,i=1
where K = maxs ( o-4).
Proof. We obtain the bounds (5.40) by summing inequality (5.24) over i E {1, 2, ... , N},
and using the bound (5.30).
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(5.38)
(5.39)
0
(5.40)
o-i )
Part 2. Positive recurrence. We start by defining the Markov chain describing the
system evolution under the policy of interest. There are essentially two systems that
evolve in a coupled manner under our policy: the virtual bandwidth-sharing network
BN and the switched network SN of interest. The two networks are fed by the same
arrival processes which are exogenous and Poisson (and hence Markov). The virtual
system BN has a Markovian state consisting of the packets whose services are not
completed, represented by the vector M(.), and their residual services. The residual
services of Mi (.) packets queued on route i can be represented by a non-negative, finite
measure p.i(.) on [0, 1]: unit mass is placed at each of the points 0 < si, ... , s,(t) < 1
if the unfinished work of Mi(t) packets are given by 0 < si,..., sMi(t) < 1.
We now consider a Markovian description of the network SN in discrete time: let
X(r) be the state of the system defined as
X(T) = (M(T), p1(T), Q(r), D(r)), (5.41)
where (M(r), t(r)) represents the state of BN at time T, Q(r) is the vector of queue
sizes in SN at time r and D(r) is the "difference" vector maintained by the scheduling
policy for SN, as described in Section 5.5.1. Clearly, X(.) is Markov. We now define
the state space X of the Markov chain X(.). Informally speaking, X will consist of
points that not only can be reached from the zero state 0, but also can reach 0, in
finite time. More precisely, first note that X is a subset of the product space
Z+ X .M([0,1])N X ZN x RN,
where M([O, 1]) is the space of all non-negative, finite measures on [0, 11. We endow
M([0, 1]) with the weak topology, which is induced by the Prohorov's metric. This
results in a complete and separable metric (Polish) space. The other spaces Z+ and
R+ are endowed by obvious metrics (e.g., f 1). The entire product space is endowed
with metric that is maximum of the metrics on the component spaces. The resulting
product space is Polish, on which a Borel o-algebra can be defined. Then, X consists
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of points x in this product space such that
P, (To < oo) = 1, and Po (T, < oo) = 1.
Here Px(A) = P(A I X(O) = x) denotes probability conditioned on the initial condi-
tion X(O) = x, and for a measurable set A, and TA = inf{r ;> 1 : X(r) c A} denotes
the return time to A.
Given the Markovian description X(r) of SN, we establish its positive (Harris)
recurrence in the following lemma.
Lemma 5.5.5 Consider a switched network SN with a strictly admissible arrival
rate vector , with p(A) < 1. Suppose that at time 0, the system is empty. Let X(-)
be as defined in Eq. (5.41). Then X(.) is positive recurrent.
The proof of the lemma is technical, and is deferred to Appendix B. The idea is that
the evolution of BN is not affected by SN, and that BN is, on its own, positive
recurrent. Hence, starting from any initial state, the Markov process (M(.), pi(-))
that describes the evolution of BN, reaches the null state, i.e., (M(-), p(-)) = 0 at
some finite expected time. Once BN reaches the null state, it stays at this state for
an arbitrarily large amount of time with positive probability. By our policy, Q(.) and
D(.) can be driven to 0 within this time interval. This establishes that X(.) reaches
the null state in finite expected time, and that X(.) is positive recurrent.
Part 3. Completing the proof. The positive recurrence of the Markov chain X(.)
implies that it possesses a unique stationary distribution and that it is ergodic. Let
iv = E W , where, similar to Lemma 5.5.2, W is the steady-state workload
on queue i in BN. Define I similarly. By ergodicity, the time average of the total
queue size equals the expected total queue size in steady state, i.e., Q, and similarly
for W. Therefore, by Proposition 5.5.4,
Q ; W + K(N + 2).
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By Proposition 5.4.4,
2=1 - p
Thus,
Q + W+K(N + 2) = + K(N + 2).2 (j1 T- py4
We now establish the tail exponent in (5.3). By Proposition 5.5.4,
N N N
Wi(T) [Qi(r) [Wi(T) + K(N + 2),
i1i=1 i=1
deterministically and for all times r. Since K(N + 2) is a constant, Eji Qi(.) and
Ej 1 Wi(.) have the same tail exponent in steady state. By Proposition 5.4.4, the
tail exponent 3(W) of E=i'W in steady state is given by
#(W) = -6*,
where 0* is the unique positive solution of the equation p(e0 - 1) = 0, so
#(Q) = O(W) = -*
5.6 Discussion
We presented a novel scheduling policy EMUL for a generic single-hop switched net-
work model. The policy, in effect, emulates the so-called Store-and-forward (SFA)
continuous-time bandwidth-sharing policy. The insensitivity property of SFA along
with the relation of its stationary distribution with that of multi-class queueing net-
works leads to the explicit characterization of the stationary distribution of queue
sizes induced by our policy. This allows us to establish the optimality of our policy in
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terms of the tail exponent and that with respect to the average total queue size for a
class of switched networks, including input-queued switches. As a consequence, this
settles a conjecture stated in [51]. On the technical end, a key contribution in the
chapter is designing a discrete-time scheduling policy by emulating a continuous-time
rate allocation policy, and this may be of independent interest in other domains of
applications. We also remark that the idea of designing a discrete-time policy by
emulating a continuous-time policy is not new; for example, such emulation schemes
have appeared in [20], [21] and [14].
The switched network model considered here requires the arrival processes to
be Poisson. However, this is not a major restriction, due to a Poissonization trick
considered, for example in [16] and [30]: all arriving packets are first passed through
a "regularizer", which emits packets according to a Poisson process with a rate that
lies between the arrival rate and the network capacity. This leads to the arrivals
being effectively Poisson, as seen by the system, with a somewhat higher rate - by
choosing the rate of "regularizer" so that the effective gap to the capacity, i.e., (1 -p),
is decreased by factor 2.
The scheduling policy that we propose is not optimal for general switched net-
works. For example, in the context of ad hoc wireless networks, in the independent-set
model, the number of constraints is equal to the number of edges in the interference
graph, which is often much larger than the number of nodes. Under our policy, the
average total queue size would scale with the number of edges, whereas maximum-
weight policy achieves a scaling proportional to the number of nodes.
There are many possible directions for future research. One direction that is close
to the results in this chapter concerns the extension of' EMUL to multi-hop switched
networks. A natural attempt would be to consider a continuous-time analog of a
multi-hop switched network, identify an insensitive rate allocation policy with good
performance properties, and emulate this continuous-time policy. However, there are
various technical difficulties with this approach, and it is not entirely clear how to
resolve them.
Another direction is the search for low-complexity scheduling policies with optimal
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performance. In the context of input-queued switches, our policy has a complexity
that is exponential in N, the number of queues, because one has to compute the sum
of exponentially many terms at every time instance. This begs the question of finding
an optimal policy with polynomial complexity in N. One candidate is the class of
MW-oz policies, which has polynomial complexity, but its optimality appears difficult
to analyze. Another possible candidate could be, as discussed in the introduction,
and in Section 4.8, Chapter 4, a randomized version of proportional fairness. The
relationship between SFA and proportional fairness is explored in [63], and indeed,
in a certain sense that can be made precise, SFA converges to proportional fairness.
The question remains whether (a version of) proportional fairness is optimal for input-
queued switches (cf. the discussion in Section 4.7 as well).
A third interesting direction to pursue has to do with the analysis of different
limiting regimes. We are interested in two limits: N -+ o, and p -+ 1, where N is
the number of queues, and p is the system load. Again, take the example of input-
queued switches. In this chapter, we have considered the heavy-traffic limit, i.e.,
p -+ 1, and show that our policy is optimal. However, if we take the limit N -4 o,
while keeping p fixed, then the average total queue size scales as N3 12 , whereas the
maximum-weight policy produces a bound of N. A more interesting question relates
to the regime where (1 - p)x/K remain bounded, and where N -+ oc. In this regime,
under either our policy, the maximum-weight policy, or a batching policy in [44], the
average total queue sizes scale as O(N 3 /2 ). We will see in the next chapter that it is
possible to break the 3/2 barrier, and achieve an 0(N 1 2 5 ) scaling.
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Chapter 6
Queue-Size Scaling in
Input-Queued Switches
In the previous chapter, we designed a scheduling policy that achieves optimal queue-
size scaling in the heavy-traffic regime, in a general n x n input-queued switch. While
this optimality is valid in the regime where the number of ports n is fixed, and the
load p -+ 1, a closer inspection reveals that it is also valid whenever p 1-1/n 2 . This
raises the natural question of determining the optimal queue-size scaling in various
other regimes.
In this chapter, we consider the scaling of the long-run average total queue size in
an n x n input-queued switch, in the regime where p =1 - 1/f(n), with f(n) 2 n. We
focus on the special case where the arrival rates are uniform. The main result of this
chapter is a new class of scheduling policies under which the long-run average total
queue size scales as O(n'f(n) log f(n)). As a corollary, in the regime f(n) = n,
we obtain an upper bound of order O(n2.5 logn), a substantial improvement upon
prior works (where the scaling was O(n 3 ), ignoring poly-logarithmic dependence on
n), including the bound from Chapter 5.
The rest of the chapter is organized as follows. We state our main theorem,
Theorem 6.1.1 in Section 6.1. Some preliminaries, which are used in later sections,
are introduced in Section 6.2. In Section 6.3, we describe the scheduling policy in
detail, followed by its analysis (proof of the main theorem) in Section 6.4. We conclude
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the chapter with some discussion on open problems in Section 6.5.
The prerequisite for reading this chapter is the description of the input-queued
switch model in Section 2.2.1, Chapter 2.
6.1 Main Theorem
We state our main theorem below.
Theorem 6.1.1 Consider an n x n input queued switch, as described in Section 2.2.1,
where the arrival processes are independent Bernoulli with uniform arrival rate p/n,
and p = 1 - 1|f(n), with f(n) > n. Then, there is a scheduling policy under which
the average total queue size is upper bounded by Cn 1 - f(n) log f(n), i.e.,
lim sup Q,, (t) Cn1 f(n) log f(n),
t=1 i,j=1
where C is a universal constant that does not depend on n.
The following corollary is immediate.
Corollary 6.1.2 Consider the same setup as in Theorem 6.1.1, where f(n) = n.
Then there is a scheduling policy under which the average total queue size is upper
bounded by Cn 2 5 log n, i.e.,
limsup 5 E Q,,j(t) < C 2 5 log n,
-+0 t=1 i,j=
where C is a universal constant that does not depend on n.
6.2 Preliminaries
Notation and Terminology. Recall the input-queued switch model described in
Section 2.2.1, Chapter 2. For a general n x n input-queued switch, recall that S
denotes the schedule set defined by Eq. (2.10), Q(r) = [Qjj(r)]' =1 the queue-size
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vector at the beginning of time slot r, A(T) = [Ajj(r)] _1 the number of packets
that have arrived up to the beginning of time slot r, and o-(r) E S the schedule chosen
during time slot r. For each i, j, and r E N, we have
Qij, (T + 1) = Qi,j(T) - ±-j,7()1(g,(r)>0} + Ai,j(r + 1) - Ai,j(r (6.1)
Without loss of generality, we can assume that Qjj(0) = 0, for all i, j.
We first need the concept of cumulative effective service. By summing Eq. (6.1)
over time, for each T E N, we get that
Qij (r) = Qi, (0) + Aij (r) - o-(t)1{Qu3(t)>0}. (6.2)
t-o
If Qi,j(O) = 0, and if we write Pi,j(T) = EiOj o,J(t)1{0Q,(t)>O}, then (6.2) reduces to
Qi,j(T) = Ai,j(-r) - Pi,j(r).
We call P,j(T) the cumulative effective service offered to queue (i, j), up to the be-
ginning of time slot r. Note that Pj (T) is different from E'- 1-ij (t),the cumulative
service offered to queue (i, j), up to time r.
We also need the following notation. Let Ai,j(r r') = Aij(r') - Ai(r) be the
number of arrivals to queue (i, j) between time slot r and time slot T', and let
Pj(r, r') = Pj(T') - P(r). be the total effective service offered to queue (i,j)
between time slot 7 and time slot r'.
Concentration Inequalities. We need the following concentration inequalities
(Theorem 2.4 in [10]).
Theorem 6.2.1 (Concentration Inequalities) Let X 1, X 2,..., Xm be independent
and identically distributed Bernoulli random variables, with
P(Xi = 1) = p, and P(Xi = 0) = 1 - p,
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for i 1,2,... ,m. Consider the sum X - ( Xi, with mean E[X] = np. Then for
any x > 0, we have
(Lower tail) P(X < E[X] - x) < exp -x , (6.3)
2E[X]
(Upper tail) P(X ;> E[X] + x) exp {- (6.4)
2(E[X] + x/3)
Kingman's Bound for G/G/i Queue. Consider a G/C/1 queueing system. More
precisely, jobs arrive to the system, requesting service times that are independent and
identically distributed (i.i.d) as a random variable L, say. The inter-arrival times of
the jobs are also i.i.d as a random variable M, and are independent from the service
requirements of incoming jobs. Suppose that we use a First-Come-First-Serve (FCFS)
service policy and do not allow pre-emption. Let A A 1/E[L] be the arrival rate,
oa A Var(L) the variance of inter-arrival times, y A 1/E[M] the service rate, and
oa A Var(M) the variance of the service requirements.
The following bound is well-known.
Theorem 6.2.2 (Kingman's bound) Consider a G/G/i queueing system under
the FCFS policy, with A, y, o and o defined earlier. Suppose A < p. Then, the
mean waiting time in queue of a job, W, satisfies
A(C~T2 +U2)
W < .W 2(1 - A/p)
Minimum Clearance Time. We also need the concept of minimum clearance
time of a queue matrix, which can be found in [44]. Consider a certain queue matrix
Q = (Qij)'3=1 , where Qij denotes the number of packets at input port i destined
for output port j. Suppose that no new packets enter, and the goal is to simply
clear all packets present in the system, in minimum time, using only the feasible
schedules/matchings. We call this the minimum clearance time of the queue matrix
Q, and we denote it by L(Q). Then L(Q) is exactly characterized as follows.
Theorem 6.2.3 Let Q = (Qi,j) 1 be a queue matrix. Let Ri = E,_1 Qi,j be
the ith row sum, and let C, = ,,j be the jth column sum. Let L(Q) be the
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minimum clearance time of Q, defined earlier. Then,
L(Q) = nax {R, C,} (6.5)
i.e., the maximum over the row sums and column sums.
6.3 Policy Description
To describe our policy, we first define three parameters, T, S and Y, which specify
different lengths of time intervals. They are given by
T = 72(f (n)) 2 log f(n),
S = 224n'- f(n) log f(n),
Y = pT+ V8pTlogf(n),
respectively. We also define n schedules .r), .r(, . ... , fr(n). For r E {1, 2,
is defined by
1, if j -r + i-1, and i E { 1, 2,...,n -r+1}
7r = 1, if j=r+i-1-n, andi E {n-rr+2,...,n},
0, otherwise.
To illustrate, when n = 3, the schedules ir(1 ), -r(2 ) and 7r( are given by
1 0 0
0 1 0
0 0 1
r(2) =
0
0
1
1
0
0
0
1 ,
0
Note that
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C
and 7r(3 =
1 --- 1
(6.6)
(6.7)
(6.8)
. , n}, 1r(r)
0 0 1
1 0 0
0 1 0
7t1 =
the n x n matrix of all 1.
We are now in position to describe our policy. We consider both arrivals and
schedules in terms of "epochs". An arrival epoch consists of the arrival patterns over
a period of T time slots. Thus the first arrival epoch covers time slot 1 through time
slot T, and in general, the kth arrival epoch covers time slot (k - 1)T+ 1 through time
slot kT. The lengths of scheduling epochs are more variable. For any k, scheduling
decisions during the kth scheduling epoch are made only based on the kth arrival
epoch, and the schedules are dedicated only to arrivals that take place in the kth
arrival epoch. We also impose the following constraints.
1. The kth scheduling epoch starts only after all arrivals of the (k - 1)st arrival
epoch have been cleared.
2. The kth scheduling epoch starts only after S time slots have elapsed since the
beginning of the kth arrival epoch.
3. For any -r, the schedules during the first r time slots of the kth scheduling epoch
are dedicated only to arrivals that take place in the first S +'r time slots of the
kth arrival epoch.
The detailed scheduling decisions within each scheduling epoch are determined as
follows. For the kth scheduling epoch, we use the schedules 7r('), 7r(2 ), ., r() in
a round-robin manner, for the first T - S time slots of this epoch. More precisely,
for the first T - S time slots, -r(") is used in time slots of the form nq + r, where
q E Z+. We now define a certain queue matrix Q(k) - [)1- 1. Q ) is the number
of packets waiting to be served at queue (i, j), from the kth arrival epoch, at the end
of these T - S time slots. In particular, Q ) does not account for those packets that
arrive after the kth arrival epoch. We then clear these packets in the optimal offline
manner, i.e., clear Q(k) in L(Q(k)) amount of time, as described in Theorem 6.2.3. If
T - S + L(Q(k)) < Y, that is, if the scheduling duration described thus far is less
than Y, then we use empty schedules for (Y - T + S - L(Q(k))) time slots. Note
that this ensures that the length of a scheduling epoch is at least Y. This completes
the description of a scheduling epoch.
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Here we provide some remarks on two features of the scheduling policy described
above. First, packets that arrive after the kth arrival epoch are not included in the ac-
counting of Q k1 , defined in the previous paragraph. Such an accounting will simplify
the analysis of our policy, as it ensures that all schedules in the kth scheduling epoch
are devoted to packets that arrive during the kth arrival epoch, so that scheduling
epochs become i.i.d random variables. While this accounting may result in efficiency
loss, we do not expect the loss to be substantial. Second, the length of a scheduling
epoch is required to be at least Y. Again, this may result in efficiency loss, but will
simplify the analysis of our policy. Under this condition, the length of a scheduling
epoch is highly concentrated around Y, which simplifies the calculation of so-called
epoch delay, defined in the next section.
Finally, the traditional batching policy, as in [44], corresponds to the case where
S = T, in our setting.
6.4 Policy Analysis
The analysis of our policy proceeds as follows. We decompose the total queue size in
any time slot into the sum of three non-negative terms, and we analyze these three
terms separately. Since our policy is described in terms of epochs, we will often index
time according to epochs as well. More precisely, let k E N. For T E {1, 2, ... , T}, let
Q j (T) be the size of queue (i, j) at the beginning of time slot (k - 1)T + T. Here we
remark that before the proof of Theorem 6.1 .1 in Section 6.4.1, we will analyze the
queue sizes Qfj within the kth arrival epoch, and for convenience, we will drop the
superscript k. One can think of time as being 0 at the start of the kth arrival epoch,
so that Qj, (r) is the size of queue (i, j) at time -r. In Section 6.4.1, however, we will
bring back the superscript k.
We need the concept of epoch delay, defined as follows.
Definition 6.4.1 Recall the convention that time is 0 at the beginning of the kth
arrival epoch. Suppose that the starting time of the kth scheduling epoch is S + D;
that is, S + D time slots after the start of the kth arrival epoch. Then D is the delay
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incurred due to previous scheduling epochs, and is called the epoch delay associated
with the kth scheduling epoch.
When the context is clear, we simply call D the epoch delay. Note that D > 0,
because by Constraint 2 of Section 6.3, the kth scheduling epoch starts only after S
time slots have elapsed since the beginning of the kth arrival epoch.
Qi, (r) can be decomposed as the sum of the following three terms:
(i) Q EAL(r - D): "ideal" queue size at time r - D as if there were no "delay"
incurred from previous scheduling epochs;
(ii) A ,j(r - D, r): extraneous arrivals due to the epoch delay D; and
(iii) Oi,j (T): leftover packets from the previous arrival epoch.
We now explain this decomposition and the meanings of these three terms in more
detail. Suppose for now that r > S + D (refer to Figure 6-1). Then Ai,j(r - D) is
the total number of arrivals to queue (i, j) up to time r - D, and Psj (S + D, r) is
the total effective service offered to the arrivals in the first r - D time slots. Hence,
QI EAL(r - D) = Aij(r - D) - Pj (S + D, T).
QIDEAL(r - D) is called the "ideal" queue size, because it is precisely the size of
queue (i, j) at time r - D, if the kth scheduling epoch starts precisely at time S. This
is further illustrated in Figure 6-2. In the actual system, there is a delay of length
D, and hence Aij(r - D, r) (highlighted in red in Figure 6-1) is the number of extra
arrivals within a period of D time slots. To summarize,
Qi,y(T) = Ai,j(r--D)+Ai,j(r-D, r)-Pi,j(S+D, r) = QIDEAL (r-D)+Ajj(r-D,-r),
when r > S + D. Note that Oi,j(r) = 0, since all packets from a previous arrival
epoch had been cleared at time S + D.
Now suppose r < S + D. Since packets from the previous arrival epoch may not
have been cleared, Oi,j(r) may be positive. Now consider the new arrivals in the
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A1 (T-D) A1 (T-D, T)
-D Arrival epoch
Scheduling epoch
1S :D Pi(S+D, T)
Figure 6-1: Illustration: T > S + D; actual system
current arrival epoch. Similar to the case where r > S + D, we consider Ai,j(r - D),
the cumulative number of arrivals up to time r - D. Note that, however, when
T < S + D, we have r + D < S, and there is no service offered to arrivals during the
first r - D time slots. Hence, in this case,
IDEAL - D) = Aij (r - D).
We also need to take into account Ai,3 (r - D, r), the number of extra arrivals from
time r - D to time T. To summarize,
Qi, (r) = 0,(-r)+Ajj (r-D)+Ajj (T-D, T) = Oi,j (T)+Q EALC7 -D)+Ai,j (T-D, r).
Therefore, in both cases, when T < S + D and when r > S + D, we can decompose
Qjj(T) as
Qij (T) = Oi, (r) +QJ EAL(r - D) + Aij, (r - D, r). (6.9)
We now analyze the three terms in turn. To do this, we first need to characterize the
epoch delay D.
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A (T-D)
T-D
I ('P1 (S+D7 T)
Arrival epoch
Scheduling epoch
Figure 6-2: Illustration: T > S + D; ideal system QIDEAL
A 'i(T-
Arrival epoch
Scheduling epoch
S D
Figure 6-3: Illustration: r < S + D
Analysis of Epoch Delay D
Here we wish to characterize the steady-state epoch delay D. In particular, we want to
bound the mean of D in steady state. To do this, we use Kingman's bound (Theorem
6.2.2). As data inputs, we need the mean and variance of the duration of the arrival
scheduling epochs. We need some preliminary lemmas that provide bounds for these
quantities.
Lemma 6.4.2 Recall the definition of the quantity Y from Equation (6.8). We have
that
1Y < -(1 + p)T.
2
Proof. Recall that
Y = pT + y18pT log f (n).
Now
11
-(1 + p)T - pT -(1-p)T = - 1-1o+ T.2 2 2 (n)
=. x 72 (f (n) ) log f (n) = 36f (n) log f (n),2f (n)
144
and
18pT log f (n) Vl8T log f (n) = 18 x 72(f (n))2log2 f(n) = 36f(n) log f(n),
thus j(1 + p)T - pT ;> V18pT log f(n), and hence
1
Y = pT + \1l8pT lIog f (n) ! 2(1 + p)T. E
Lemma 6.4.3 The length of any scheduling epoch is deterministically upper bounded
by
(n + 1)T.
Proof. Since the arrival processes are Bernoulli, at most one packet arrives to each
queue in each time slot. Since n queues are associated with each input port, and with
each output port, at most n packets arrive to the same input port, and at most n
packets are destined for the same output port, in a time slot. Thus, in T time slots,
at most nT packets arrive to any input or output port.
Consider the longest time that is required to clear all packets that arrive during
T time slots, under our policy. The queue matrix at the end of the first T - S time
slots of the scheduling epoch has row sum (or column sum) at most nT, and hence
by Theorem 6.2.3, the clearance time is at most nT. Thus, under our policy, in
(T - S) + nT time slots since the start of a scheduling epoch, we must have cleared
all packets that arrive during the T time slots, i.e., during the corresponding arrival
epoch. Noting that (T - S) + nT < (n + 1)T, we finish the proof of the lemma. Ol
Lemma 6.4.4 characterizes the mean and variance of the arrival epochs.
Lemma 6.4.4 The time between the start of consecutive arrival epochs has a mean
of T and zero variance.
Proof. Trivial. l
Lemma 6.4.5 states that in any scheduling epoch, with high probability, the sched-
ules ir(' , f E {1, 2, ... , n} (refer to Section 6.3) are never "wasted".
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Lemma 6.4.5 Consider an arbitrary scheduling epoch, say the kth, and let time be
0 at the start of the kth arrival epoch. Let the total number of arrivals to queue (i, j)
up to time t be Aj,(t). Define the following event:
E = {V T E {0, 1, 2,. .. , T - S},V ij E {1, 2, ... , n}, Ai, (S + r) , (6.10)
where Fx] is the smaller integer that is no smaller than x. Then
P(E) > 1 - 72(f(n)) 5 . (6.11)
Proof. First we explain in words what event E means. Consider any fixed queue (i, j).
and the first T - S time slots of the current scheduling epoch. Since the schedules
r(1), r(2) ... , 7r(n) (recall their definitions in Section 6.3) are used in a round-robin
manner, during any n consecutive time slots, queue (i, j) is served exactly once.
Hence, in any consecutive T time slots, queue (i, j) is served at most [] times.
Thus, the set E is the event that no queues are ever empty during the first T - S
time slots of the current scheduling epoch. The services are never "wasted" in this
sense.
We now start the proof of the lemma. For each i, j E {1, 2,. . ., n}, and for each
7r E {1, 2, ... I T - S}, consider the event {Aij(S + r) < []}. Since the arrival rate
to each queue is uniformly p/n,
E[Aij (S + 7)) = - (S+T).
n
By Inequality (6.3) of Theorem 6.2.1, for any x > 0,
P (Aij (S + T) < (S + T) - x) 5 exp { 2
n 2p( S + -r}|n
Let x = V202(S + T) log f(n). Then,
2
P (Ai,(S + T) P (S + T) - 200 (S + r) log f(n) exp -
n n 2p(S + r)n
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{20exp )
=(f(71)) 1 0
Furthermore, for all r E {1, 2,..., T - S}
F < (S + r) - 20((S+T)logf(n).
To see this, consider -'20((S+ -r)log f(n). For all r C {0, 1, 2, ... , T - S},
20 (S + r) log f (n) < 20!?Tlogf(n)
K 20 (72(f(n))2 log f(n)) log f(n)
- /20 x 72n- 0 5f(n) log f(n) < 39n-05 f(n) log f(n).
On the other hand, consider P(S + T) - [F]. We consider the case where n > 2, so
that p= 1- 1/f(n) 1 - 1/n 1/2. For all E {0,1,2, ... , T - S}, we have
(S +,r) - [1
n2 n 2 72+r -72-1 7S -
2 _S - T - 1 = S - -1
n2 n2 n2 f (72)
2 - (224n 0.5 f(n) log f(n)) - 72(f(n) log f(n)1
= 113n-(0 f((n) log f(n) - 72n- f(n) log f((n) - 1.
Now for n> 2
(112n 0 5 f (n) log f((n) - 72n- 1f(n) log f (n) - 1) - 39n- 0 5f(n) log f(n1)
= 73n-0.5f (n) log f(n) - 72n- 1f(n) log f (n)~- 1 > 0
and so for n > 2, and for all r E {0, 1,-2, ... ,T - S},
P20-(S -I-- T) log f(72)
72
5 39n-0f(n) log f(n)
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p(S +Tr) log
2p(S+r)
f (n)/n
/n)
< 112n- 0 5 f (n) log f (n) - 72n f(n) log f (n) - 1
n ( )
and hence
1 (S )- 20(S + T) log f (n).
n n n
In summary, for any i, j, for any T E {O, 1, 2, ... , T - S},
P (Aij (S + T) < [i) Ai ( + r) (S + T) - 20{(S + T) log f(n)
< (f(n))- 0 .
Using the union bound, we have
P (3 - E {1,2, ...,IT - S},7 i j E { 1, 2,... ,n}I such that Aij (S +r)< [T1)
T-S T-S n
< Z P (A%,j(S + r) < F1) (f(n)) 1 0
r=0 ij=1 r=0 i,j=1
< Tn2(f(n)) -10 = 72(nf(n))2 (f(n) -'0logf(n)
< 72(f(n)) 5(f(n)) 10 = 72(f (n)) 5 .
Noting that the complement of event E, say EC, is given by
E 3={r E {1,2 ... ,T- S},3i,j E {1,2,...,n} such that Aij(S+r) < F1} ,
we have
P (E) > 1 - 72(f(n)) .
Lemma 6.4.6 states that the minimum clearance time of all arrivals in an arrival
epoch is upper bounded by Y (recall Equation (6.8)), with high probability.
Lemma 6.4.6 Consider an arbitrary arrival epoch, say the kth, and let the total
number of arrivals to queue (i, j) during this epoch be Aij. Let Ri = , Ai,y,
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C, =j(,_ Aj,j, and L = maxij { R, Cj }. Then,
P (L < Y) 2 1 - 2(f(n)) 5
Proof. Let i E {1,2,.. .,In}. Then
n
S E[Ai,]
j'=1
n
=ZE T=pT.
j'=1
By Inequality (6.4) of Theorem 6.2.1, for any x > 0,
P (Ri pT +x) exp{
2(pT +x/3)
Let x = Vl8pTlog f(n), so that pT + x = Y (recall Equation (6.8)). Thus, we have
that
P (Ri Y) = P (Ri 2 pT + '18pT logf(i))
18pT log f(n) 
2(pT + x/3)
9PT log f (n)
Y )
18p log f(n)
(1 + p)
exp
- exp
18pT log f(n)
2(pT + x) J
9pT log f(n)
'(1+ p)T ) (Lemma 6.4.2)
If n > 2, then p = 1 - 1/f(n) 2 1 - 1/n 1/2, and hence p/(1 + p) 1/3. In this
case,
exp 18 log f(n) } exp ( - 6log f(n)) = (f(n))-6 .
By symmetry, we have similar bounds for the C:
-P (Cj 2 Y) :! (f (n)) -
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(6.12)
< exp{
= exp
= exp{
P (Ri 2 Y)
E [Ri]=-E Ai,
Since L = maxif{Ri, Cj},
P (L > Y) = P (Max{Ri, C3} Y)
= P (3 i s.t. Ri 2 Y or 3 j s.t. C3  Y)
Z P (Ri 2 Y) + P (C 2 Y)
i=1j=1
< (f(n))~6 + : (f(n)) -6  2(f (n)) 5 ,
i=1 j=1
where we used the fact that f(n) > n. Thus,
P (L < Y) 1 - P (L > Y) 1 - 2(f(n)) .
Lemmas 6.4.5 and 6.4.6 together imply that the length of a scheduling epoch is
with high probability upper bounded by Y.
Corollary 6.4.7 Let Z be the random variable representing the length of a scheduling
epoch. Then
P (Z < Y) 1 - 74(f(n)) 5 . (6.13)
Proof. We carry notation from Lemma 6.4.5 and 6.4.6. More specifically, let time
be 0 at the start of an arrival epoch. let Ai,j(t) denote the number of packets that
have arrived to queue (i, j) up to time t, and let Aij be the total number of packets
that have arrived to queue (i, j) during the entire arrival epoch. Let the event E be
defined as in (6.10), and let L be defined as in Lemma 6.4.6. Then consider the event
E n {L < Y}. Since none of the schedules -r(1), . . ., 7r(") was ever wasted under event
E, it was as if we were scheduling the packets in the optimal offline manner, i.e.,
having collected all packets that have arrived in the entire arrival epoch, and serving
them in the optimal manner (see Theorem 6.2.3). Therefore, under event E, Z = L,
and so
E n {L < Y} C {Z < Y}.
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Thus,
P(Z Y) > IP(En{L<Y})
= 1- P((Efn{L Y})c)
= 1-P(EcU{L Y}c)
> 1-P(Ec) -P({L Y}c)
= I- [ -P(E)] -[1 -P(L < Y)]
> 1- 72(f (n))~5 - 2(f (n))
= 1 - 74(f (n)) 5 ,
where the last inequality follows from Lemma 6.4.5 and 6.4.6. El
Mean and Variance of a Scheduling Epoch.
Corollary 6.4.8 As in Corollary 6.4.7, let Z be the random variable representing
the length of a scheduling epoch. Let E[Z] be its mean, and let Var(Z) be its variance.
Then,
E[Z] (1+ p)T + C, and Var(Z) C2T,
for some universal constants C1 and C2 .
Proof. By the law of total expectation, we have that
E[Z] = E [Z I Z < Y] P (Z Y) + E [Z I Z > Y] P (Z > Y) . (6.14)
For the first term on the RHS of Equation (6.14), we have that
E [Z I Z < Y] P (Z < Y) Y.
For the second term on the RHS of Equation (6.14), by Corollary 6.4.7 and Lemma
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6.4.3, we have that
E[Z I Z > Y]P(Z > Y) (n + 1)T (1 - P(Z < Y)) (Lemma 6.4.3)
(n + 1) (72(f(n))2 log
" C1,
f(n)) (74 (f(n)) 5) (Corollary 6.4.7)
for some universal constant C1.
By Lemma 6.4.2, Y < } (1 + p)T. Thus, in summary, we have that
E[Z] Y +
We now compute bounds for Var(Z).
E[Z 2 ] and E2 [Z] respectively.
C1 1 -(1+ p)T +C1.
Using Var(Z) = E[Z2] - E2 [Z], we consider
First, note that by construction, we always have Z > Y.
Second, using again the law of total expectation,
E[Z 2] = E[Z 2 | Z Y]P(Z Y)+E[Z 2 I Z>Y]1P(Z>y). (6.15)
For the first term on the RHS of Equation (6.15), we have that
E [Z 2 I Z <Y ] P(Z <Y ) Y 2.
For the second term on the RHS of Equation (6.15), again, by Corollary 6.4.7 and
Lemma 6.4.3, we have that
E [Z2 I Z > Y] IP(Z > Y) (n + 1)2 T 2 (1- P(Z < Y))
" (n + 1)2 (72(f(n))2 log f(n))
" C2T,
152
Thus, E2 [Z] > Y 2.
T (74(f(n))-5
for some universal constant C2. Thus, we have that
E[Z 2] y2 +C 2T,
and so
Var(Z)= E[Z 2 ] - E2 [Z] < Y 2 + C2T -y2 =C 2T. n
Mean of Epoch Delay D in Steady State.
Proposition 6.4.9 There exists universal constants C2 and C3 such that in steady
state,
E[D] : C2f(n) + C.
Proof. To bound the steady-state mean of epoch delay D, we use Kingman's bound
(Theorem 6.2.2). Let A be the arrival rate of the arrival epochs, and let o2 be the
variance. Then, by Lemma 6.4.4,
1A= , and a = o.
Let pL be the service rate of the scheduling epochs, i.e., p = 1/E[Z), where Z is
the random variable that denotes the length of a scheduling epoch. We also let
o2 = Var(Z) be the variance of Z. Then by Corollary 6.4.8,
> and o.2 < C 2 T
-- (+ p)T/2 + C1' ~-'
for some universal constants C1 and C2. Hence,
A C1+ (1+ p)T/2
p-- T
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By Kingman's bound,
A (o.2+ Ot) 1C2TE[D] < < - -
2(1 - A/p) - T 2 (1 - Cl+(1+p)T/2
C 2T C2T
2 (1f 2T - CI) (1 -p) (T- -
C2 (T - + 2
(1 -p) (T- 2C
C2 2C1C2
1- p (1-p)2T-2C1 (1-p)
C2
= + C3 = C2f (n) + C3,
for some universal constant C3.
Analysis of QIDEAL
We now analyze QIDEAL. Let i, j E {1, 2, . . ,n}, let k E N, and let time be 0 at the
start of the kth arrival epoch. Let r E {1, 2,..., T}. Recall that Q EAL(r) is the
size of queue (i, j) at time r, when the epoch delay D = 0. If r > S, as illustrated in
Figure 6-4, then
IDEAL (T) = Ai, (T) - Pis, r),
where Aij (r) is the cumulative number of arrivals up to time r, and Pi, (S, T) is the
cumulative effective service offered to these arrivals. If r < S, as illustrated in Figure
6-5, then
IDEAL(T) 
= Ai,j(r),
since Pij (S, T) = 0. We now wish to bound E [Q EAL(T)].
Proposition 6.4.10 Let k E N, and let time be 0 at the start of the kth arrival
epoch. Then for any r c {1, 2,... , T},
E [QIDEAL(r)] < 224n- 05of(n) log f(n) + C4, (6.16)
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for some universal constant C4.
Proof. As per earlier discussions, we consider two cases: when T < S, and when
T > S.
(i) If r S, then as illustrated in Figure 6-5,
IDEAL (r) = Aij (r),
since by Constraint 2 of Section 6.3, Pj (S, T) = 0 for all r S. Thus
IDEAL ()] = E [Ai, (r)] 5 E [Ai ,(S)]
p -s I S1=
n n
224n-0 5 f(n) log f(n).
(ii) If r > S, then as illustrated in Figure 6-4,
QiEAL(r) = Ai, (r) - Pj (S, r).
First we have
E [Aij(T)] n r S
n n n
T-S
+
n
Next we show that
E [Pij(S,r)] 2 S-C4,
n
for some universal constant C4. To do this, recall the definition (6.10) of event
E from Lemma 6.4.5:
Under this event, Pij(s, T) F-]. By Lemma 6.4.5, we also have P(E) 2
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E = Vr' Ej{0,1, 2, ..., T -S},V i, jE{1, 2 , ..,n, Aj g(S + r' n
A (T)
T
SP7jT)
y Arrival epoch
Scheduling epoch
Figure 6-4: Epoch delay D = 0; r > S.
1 - 72(f(n))5 , and hence
= E [Pi.j(S, r) I E] P(E) + E [Pi.j(S, r) I EC] IP(Ec)
> TnS 1 (1-72(f(n)- 5)
n
for some universal constant C4.
In summary,
EQ IEAL(r)E[ ZOI = E [Aj (T)] - E [P j (S, -r)]
SS n-
+-S
n
(r-S
n2
- C4)
S
= - C4= 224n-0Sf(n) log f(n) + C4.
it
Since under both cases r < S and r > S,
E QIDEAL < 224n-05 f((n) log f((n) + C4,
we have established (6.21).
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E
i
E [Pj (S, r)] I
A1 (T)
I Ii
I . Arrival epoch
I I
Scheduling epoch
S
Figure 6-5: Epoch delay D = 0; r < S.
Analysis of Oiy(r) and Aj(T - D, T)
Let i, j E {1, 2, .. . ,'n}, let k E N, and let time be 0 at the start of the kth arrival
epoch. Let r E {1, 2,... , T}. Recall the decomposition (6.9) of Qj.,(r):
Qi,j(-r) = Oij(r) + Qi (T-EAL( D) + Aij(r - D, r).
Here Oi,j (r) is the number of leftover packets from the previous arrival epoch, and
Ai, (T -- D, T) is the number of extraneous arrivals due to the epoch delay D. We now
characterize Oij(T) and Aij(r - D, T) in terms of D.
Lemma 6.4.11 Let Ox,, be defined as earlier. If the epoch delay zs D, then for any
,7 E { ,2, . .. , T},
n
Oi,3(r) n(S + D). (6.17)
i,j=1
Proof. Recall that by our policy, at time S + D, all packets from a previous arrival
epoch have been cleared. Thus for r > S + D, Oi,j(-r) .= 0. For -r S + D, since
the total amount of service provided to all queues over a time period of length S + D
cannot exceed n(S + D), and all packets from a previous arrival epoch have been
cleared at time S + D, we have that
n
O() < n(S + D
i,j=1
This concludes the proof.
157
Lemma 6.4.12 Let r E {1, 2, . T..,T}, and let the epoch delay be D. Let Ai,(r-D, T)
be defined as earlier. Then,
(6.18)E [Ai.j (-r - D, r) I D] < nD.
n
Proof. For any t E N, let aj (t) be the number of arrivals during time slot t. Suppose
for now that r > D. Then
Aij (-r - D, r) = (t)
t=r-D+1
Since the epoch delay D is a random variable that is determined by previous arrival
epochs, and arrivals are independent across time slots, a ,j(t) is independent from D,
for t E {T- D + 1,T}. Thus
E [Ai.j(r - D, r) I D] = E aj (t) I D
t=r--D+1
= S E [ai, (t)] =
t=r-D+1 t=r-D+1
=D.
If r < D, then
E [Aiy (-r - D, r) I D] =IE asij (t) | D
t=1
=EE[ajjy(t)] =j
t=1 t=1
=E, < PD.
n -n
In both cases, we have
E [Ai.3 (T- D, T) I D] < PD.
n
This concludes the proof.
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6.4.1 Proof of Main Theorem 6.1.1
We are now ready to prove Theorem 6.1.1. Recall the notation described at the
beginning of Section 6.4. Let k E N, and let T E {1, 2, ... , T}. Recall that Q ' (r)
is the size of queue (i, j) at the beginning of time slot (k - 1)T + T. Let Dk be the
epoch delay associated with the kth scheduling epoch. The decomposition (6.9) can
be re-written as follows.
Qir) = Oy(r) + Q' DEAL(r - Dk) + Akj(T - Dk, T), (6.19)
where
(i kIDEAL k:
(i) Q (T - Dk): "ideal" queue size at time (k - 1)T +T - D as if there were
no "delay" incurred from previous scheduling epochs;
(ii) A g(r - Dk, T): extraneous arrivals during the kth arrival epoch due to the
epoch delay Dk; and
(iii) O , (T): leftover packets from the (k - 1)st arrival epoch.
Now for any k E N, consider the average total queue size up to time kT, i.e.,
k T n
UZZQ, (T)'
1=1 r=1 ij=1
We can decompose this expression as
k T n
l(-r)U =1 r=1 ij=1
= ~ ~ i yV O()QlELr-D) + A',( - DT ))- >3>3>3{ 1j(T) +Q"JEA (T~D)A,(~D,)U =1 7r=1 ij=1
k T n k T n
TO (r) + QijE(,DEALr-D)
r=1 i,jl=1 U = r=1 ij=1
Ik T n
+ Y>33> Ae,j(T - D1, T).
e=1 r=1 ij=1
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We consider the first term on the RHS first. By Lemma 6.4.11,
k T nO
i=1 T=1 ij=1
1 
1k T
1=1 T=1
{n(S+D)}
k
=nS + n D'.
k=
Hence,
k T n
lim sup EOf j (-r) 5 nS + n lim sup
k-+oo f1 r= ij= Z k-+oo
1 k
D V.
By ergodicity and Proposition 6.4.9,
k
lim sup D = E[D] < C2f(n) + C3,
k-+oo
for some universal constants C2 and C3, and where E[D] is the steady-state mean of
epoch delay D. Thus we have that
k T n
lim sup S Of (r) 5 nS + nC2f(n) + nC3.
k-+oo f=i r=1 ij=1
We now consider the second term
k T n1=1 r=1 i,j=1
(6.20)
Note that, first,
T n
E 5 3QIDEAL(T Dt)
r=1 i,j=1
T n
,DEAL
r=1 ij=1
since the latter term consists of potentially more summands (if -r < De, then
Q iDEAL (r - D) = 0). Second, note that
TT , n
r=1 ij=1
eIDEAL
13. (i-)
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are independent across different arrival epochs, and are indentically distributed, and
hence by the law of large numbers,
lIDEA L (7) -+ E [Q,,IDEAL T)
f=1 7-=1 ij=1 r=1 ij=1
almost surely, as k -* oo. By Proposition 6.4.10,
E [QDEAL(r) Tn 2 (224n-0 5f(n) log f(n) + C4) ,
r=1 i,j=1
for some universal constant C4. Thus
k T n
lim sup IDEAL (T - De)
k-+co kT Q =1 (,71
1
< -Tn2 (224n-. f(n) log f(n) + C4) 5 .n1 5 f(rn) log f(n), (6.21)T
for some universal constant C5.
For the third term
Ik T n
SEA'j (T - D', r),
f=1 'r=1 i,j=1
first note that
k T n k T n
A55 (-r- D,-r) 5 5 Da,(),
r=1 i,j=1 t=1 r=1 ij=1
where a (r) is the number of arrivals in time slot (f - 1)T + -r. The inequality holds
because each a,(r) is summed at most De times. Thus by ergodicity,
k T n Ik T n
lim sup 1  E A, (r - D, r) lim sup 1D'aj (-r)
k-40 = 1 r=1 ,j=1 k-o =1 r=1 ,=
1 T n
= E[D]1 Ea ()]
7=1 i,j=1
n2PE[D] 5 np (C2 f(n) + C3) , (6.22)
n
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where E[D] is the steady-state mean of epoch delay D, and C3 is some universal
constant.
Combining Equation (6.20), (6.21) and (6.22), we have that
lim sup Q ,i(k-+*oo TQ i= r-1 i,j-1
" nS + nC 2f(n) + nC3 + C5n 1 5f(n) log f(n) + np (C2f(n) + C3)
" Cn.5 f(n) log f(n),
for some universal constant C. By periodicity,
k T n T n
lim sup Q, = lim sup Qi,j (t),
e-o =1 -r=1 i,j=1 r+O t=1 i,j=1
and this concludes the proof of Theorem 6.1.1.
6.5 Discussion
We presented a novel scheduling policy for a general n x n input-queued switch. In
the regime where the system load p = 1 - 1/n, and the arrival rates are uniform, our
policy achieves an upper bound of order O(n2.5 log n) on the long-run average total
queue size, a substantial improvement upon prior upper bounds, all of which are of
order O(n 3 ), ignoring logarithmic dependence on n.
We now provide several remarks about the policy proposed in this chapter. First,
the policy uses detailed knowledge of the arrival statistics, and is heavily dependent
on the fact that the arrival rates are uniform. While we believe that similar policies
can be devised for arbitrary arrival rates with load p = 1 - 1/f(n) (f(n) ;> n), the
policy description and analysis are likely to more involved. Second, at a high level,
what the policy does is to wait for enough arrivals to take place, so that the system
exhibits the desired level of regularity, before it starts any services. This idea itself
may be of independent interest. Third and finally, in the regime where p ~ 1 - 1/n,
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we can derive an Q(n2 ) universal lower bound on the long-run average total queue size
(cf. Lemma 5.3.4 in Chapter 5), whereas our upper bound is of order O(n 2 5 log n).
It is of interest to see whether this gap between the upper and lower bound can
be closed. We do not expect an order-improvement on the lower bound; indeed, we
believe that there exists an online scheduling policy that achieves an O(n 2) = 0
upper bound (ignoring logarithmic dependence on n). First, we have already seen a
scheduling policy with an 0 n upper bound in Chapter 5, when p > 1 -1/n 2, so
it is reasonable to expect this queue-size scaling in other regimes. Second, when the
system is in the heavily loaded regime where p ~ 1 - 1/n, queues are rarely empty,
and we expect a good scheduling policy to be able to find full matchings most of the
time. The system is then approximately composed of n independent queues, each
with load p ~ 1 - 1/n, and hence an O(n 2 ) upper bound.
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Chapter 7
Concluding Remarks
7.1 Discussion
As detailed contributions of the thesis have already been described in the introduction,
Chapter 1, we do not repeat them here. Instead, we provide a quick summary and
some additional perspective.
In this thesis, we addressed the design and analysis of various resource allocation
schemes in SPNs. We focused on two important instances of SPNs, switched networks
and bandwidth-sharing networks. We have primarily considered performance-related
questions of resource allocation in these networks. We studied several important
performance metrics, including the expected total queue size in the system, in steady
state (Chapters 3, 4, 5, and 6), the tail probability of the steady-state queue-size
distribution (Chapters 3, 4 and 5), and the maximum excursion of queue sizes over a
given time horizon (Chapters 3, and 4).
In Chapters 3 and 4, we made novel uses of Lyapunov function techniques for
the study of existing important resource allocation policies (MW-oa in switched net-
works and o-fair in bandwidth-sharing networks), and derived various new insights
on performance properties of these policies. In Chapters 5 and 6, we focused on
scaling analysis of policies, and designed novel policies with attractive performance
measures. A salient feature of the results in this thesis is the explicit dependence
of performance bounds on both the network structure, as well as the system load.
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We believe that understanding this joint dependence is crucial in designing a desired
resource allocation policy.
We now remark on the performance and complexity tradeoff in the context of
models and policies considered in this thesis. As mentioned in Chapter 1, two im-
portant aspects of a resource allocation policy are performance and the complexity of
the calculation required at each step. An ideal policy ought to have low complexity
as well as performance guarantees. To illustrate this tradeoff concretely, consider an
n x n input-queued switch, with N = n2 queues. The complexity of a MW policy
is well-known to be O(N"5 ), and for the proportionally fair policy that we proposed
in Section 4.7, it is a simple convex program and hence computationally tractable.
While both these policies have been conjectured to achieve optimal queue-size scal-
ing in input-queues switches, proving this optimality seems to be beyond the reach
of current theory. On the other hand, although the policy EMUL, proposed in
Chapter 5, achieves provably optimal queue-size scaling in input-queued switches, it
has a complexity that is exponential in N. The policy proposed in Chapter 6 is also
quite involved, requires information on arrival rates, and applies only to special cases.
Therefore, an important open direction is the design (or establishing impossibility)
of low-complexity policies with provably good performance, at least in the context of
input-queued switches, and more broadly, for more general SPNs. This may involve
advancing methods of performance analysis for existing policies, and/or novel insights
on how to design good policies.
7.2 Open Problems
At various places in the thesis, we have suggested and discussed open problems/directions
for future work. In this section, we list four open problems that are the author's "fa-
vorites", and believe that the resolution of one or some of these problems will lead to
better understanding of resource allocation policies in SPNs.
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1. Extension of EMUL to Multi-Hop Switched Networks. In Chapter 5, we
proposed the scheduling policy EMUL for single-hop switched networks, which has
many attractive performance properties. It is desirable to design a scheduling policy
for multi-hop switched networks, with good performance properties as well. One
possible direction is to extend the ideas used for the design of EMUL to a multi-hop
setting. More discussion can be found in Section 5.6.
2. Polynomial-Complexity Approximation of EMUL. The policy EMUL
from Chapter 5 has a running time that is at least exponential in n, in an n x n
input-queued switch. In general, EMUL has a running time that is exponential in
N, in a single-hop switched network with N queues. A natural question is to find
a polynomial-complexity scheduling policy that reasonably approximates EMUL, at
least in the context of input-queued switches. Such a policy is likely to have similar
performance as EMUL. For more discussion, see Section 5.6.
3. Optimal Queue-Size Scaling in Input-Queued Switches with p ~ 1 - 1/n.
Consider an n x n input-queued switch with load p = 1 - 1/n. In Chapter 6, we
presented a scheduling policy that achieves an O(n 2 5 log n) upper bound on the long-
run average total queue size, in the case of uniform arrival rates. As discussed in
Section 6.5, there is also a universal lower bound of order Q(n 2) on the same quantity,
so it is of interest to see whether this gap between the upper and lower bound can
be closed. We believe that the "right" scaling is 0(n 2 ), so a natural open problem is
to design a scheduling policy that achieves an 0(n 2) queue-size scaling in an n x n
input-queued switch with p ~ 1 - 1/n, at least when the arrival rates are uniform.
4. Heavy-Traffic Optimality of Proportional Fairness in Input-Queued
Switches. This open problem has appeared as Conjecture 4.7.1, and has been dis-
cussed extensively in Section 4.7, so we do not repeat it here.
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Appendix A
Proofs Omitted from Chapter 4
A.1 Proof of Lemma 4.6.7
To establish tightness, it suffices to show that for every y > 0, there exists a compact
set K, C R' such that
lim sup -7r' (R N \Ky) < e-Y. (A. 1)
r -+oo
We now proceed to define the compact sets K... As in the proof of Theorem 4.4.9,
let er = e(Ar) be the gap in the rth system. Then, under Assumption 4.4.6, for
sufficiently large r, er > D/r for some network-dependent constant D > 0. Since
a = 1, Theorem 4.3.2 implies that for the rth system, there exist load-dependent
constants Kr > 0 and , > 0 such that for every f E Z+,
Prr (IMro > r + 2e + Er (A.2)
By the definition of a positive load-dependent constant, there exist continuous func-
tions fi and f2 on the open positive orthant such that for all r, Kr = fi (p', vr) and
r = f2(pr', vr). Since pr -+ y > 0 and Vr -+ v > 0, we have Kr --+ K fi(p, v) > 0
and & -+ A f2 (p, v) > 0. Define
A { N (K + 1) + 4( + 1)2 . y
KY = + D
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We now show that (A.1) holds, or equivalently, by the definition of KY , we show that
for every y > 0,
Jim SUP P,r ||M'||o,-1' 1 (A.3)
Let , =A L2(ry/ftJ, where for z E R, [z] is the largest integer not exceeding z. By
(A.2), we have
Kr ___+> + 2&, ( 1 4e+11+
1 r+
Taking logarithms on both sides, we have
log Pr (±IIM'1|0 > Krr
\r rE,
+ 2 rfr ( 1 + &
Since Er -+0 and r -> > 0 as r --+ o, < 1 for sufficiently large r.
log(1 + t) > t/2 for t E [0,1], we have
Since
-(, 4+ 1) log (1
when r is sufficiently large.
-(r + 1) r
26r
By definition, f, = [2&Y/ErJ, SO 4, + 1 ;> 2GX/Er, or
equivalently, -(f, + 1) r < -y. Thus, when r is sufficiently large,
log P~r ||M"|| Kr 2 \- '+ -y.
Consider the term - + Mrr. When r is sufficiently large, rEr > D, K, 5 K +1, and
& + 1, and so
Kr 262, Kr 2 G( 2Gy)
rEr r - r rer
<K +1
D
4(( + 1)2y
D
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>(K + 1) + 4( + 1)2y eY
D
< -(V, + 1) log9
+ Er
G)
IP~r ||Mr||o
Thus, for sufficiently large r,
log 1P~rr (IjMrj / (K + 1) + 4( + 1)2ylo (~ |r D
< log Pr I|Mr||m > Kr + > -y.
rer r
This establishes (A.3), and also the tightness of {7r}.
A.2 Proof of Lemma 4.6.8
Next, we prove Lemma 4.6.8. To this end, we need some definitions and background.
In particular, we need the concept and properties of fluid model solutions.
Definition A.2.1 A fluid model solution (FMS) is an absolutely continuous function
m : [0, oo) -* R' such that at each regular point 1 t > 0 of m(.), we have, for each
i E I,
d Mi() vi - pioi(m(t)), if mni(t) > 0,(.4
dt 0, if mi(t) = 0,
and for each j E J,
R #ij(m(t)) + E RjAj Cj, (A.5)
sers(m(t)) iElo(m(t))
where I+(m(t)) = {i E I : mi(t) > 0} and lo(m(t)) = {i E I : mi (t) = 0}. Note that
here RA = C.
We now collect some properties of a FMS. The following proposition states that
the invariant manifold -&i consists exactly of the stationary points of a FMS.
Proposition A.2.2 (Theorem 4.1 in [32]) A vector mo is an invariant state, that
is, mo E . 1, if and only if for every fluid model solution m(.) with m(0) = mo, we
have m(t) = ma for all t > 0.
1 A point t E (0, oo) is a regular point of an absolutely continuous function f : [0, oo) -4 RI
if each component of f is differentiable at t. Since m is absolutely continuous, almost every time
t E (0, oo) is a regular point for m.
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The following theorem states that starting from any initial condition, a FMS will
eventually be close to the invariant manifold A1.
Theorem A.2.3 (Theorem 5.2 in [36]) Fix R E (0, oo) and 6 > 0. There is a
constant TR,6 < 0o such that for every fluid model solution m(-) satisfying ||m(0)||x
R we have
d(m(t), A 1) < 6, for all t > TR,6,
where d(m(t), Al) A infmei Im- m(t)I1 is the distance from m(t) to the manifold
Proposition A.2.4 states that the value of the Lyapunov function F1 defined in
(4.7) decreases along the path of any FMS.
Proposition A.2.4 (Corollary 6.1 in [36]) At any regular point t of a fluid model
solution m(.), we have
d
tF1(m(t)) < 0,
and the inequality is strict if m(t) $ W1.
Using Proposition A.2.4, and the continuity of the lifting map A, we can translate
Theorem A.2.3 into the following version, which will be used to prove Lemma 4.6.8.
Lemma A.2.5 Fix R E (0, oo) and J > 0. There is a constant TR,6 < oo such that
for every fluid model solution m(-) satisfying ||m(0)|| 1 R we have
||m(t) - A(w(t))||x <6, for all t >TR,,
where w(t) = w(m(t)) is the workload corresponding to m(t) (see Definition 4.4.7).
Proof. Fix R > 0 and 6 > 0. Let ||m(0)||o < R. Then,
F1(m(0)) = ZV;~Kim(0) R',
iEI
where R' depends on R and the system parameters. Since m(.) is absolutely contin-
uous, by Proposition A.2.4 and the fundamental theorem of calculus, we have that
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F1(m(t)) < R' for all t > 0. Define the set
S 6 {m C RN : F1(m) R'},
and its 6-fattening
S 6 {m ER N: ||M - m'I| 6 for some m' E S}.
Note that both S and S6 are compact sets, and m(t) E S C S5 for all t > 0.
Now consider the workload w defined in Definition 4.4.7. Define the set w(Ss) =
{v E R : v = w(m) for some m E S5}. Since w is a linear map, there exists a
load-dependent constant H such that
||w(m) - w(m')|, Hj|m - m'11.,
for any m, m' C R N. Thus w(S3) is also a compact set. Since m(t) E Sj for all t > 0,
w(t) c w(S3 ) for all t > 0. By Proposition 4.6.1, A is a continuous map, so A is
uniformly continuous when restricted to w(S3 ). Therefore, there exists 6' > 0 such
that for any w', w E w(Ss) with ||w' - wl1|, < ', IA(w') - A(w)||, < A. Thus for
any m, m' E S6 with |m - m',ll, < J'/H, we have ||w(m) - w(m')| 15 ', and
IIA(w(m)) - A(w(m'))||, < .
Let 6" min{6/2, '/H}. By Theorem A.2.3, there exists TR,3" such that for all
t > TR,3",
d(.i, m(t)) < 6".
In particular, there exists m E _&1 (which may depend on m(t)) such that ||m -
m(t)||,I < 6" < 6'/H. Since rn(t) E S and 6" < 6, m E S as well. Thus
IIA(w(m)) - A(w(m(t)))||K <
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By Proposition A.2.2, since m E .W1, we have m = A(w(m)), and hence
6||n - A(w(m(t)))||1 < -.2
Thus for all t > TR,6,
||m(t) - A (w(t))||o, ||m - m(t)||o, + ||m - A(w(t))||o,
< +6 < +< 6"±-<5-±+- =6.
2 2 2
Note that 6" depends on R, 6, and the system parameters. Thus, we can rewrite TRaI
as TR,6. This concludes the proof of the lemma. l
The last property of a FMS that we need is the tightness of the fluid-scaled
processes Mr and Wr, defined by
Mr(t) = M'(rt)/r, and Wr(t) = Wr(rt)/r. (A.6)
Theorem A.2.6 (Theorem B.1 in [36]) Suppose that {Mr(O)} converges in dis-
tribution as r -+ oo to a random variable taking values in RI. Then, the sequence
{Mr(.)} is C-tight2 , and any weak limit point M(.) of this sequence, almost surely
satisfies the fluid model equations (A.4) and (A.5).
Proof of Lemma 4.6.8. Consider the unique stationary distributions 1r' of Mr(.),
and n' of V'(.). Let -r', be a convergent subsequence, and suppose that -r'k .-+ -r
in distribution, as k -+ oc. Suppose that at time 0, gMrk(0) is distributed as lrrk.
Then W L (0) is distributed as qr, which converges in distribution as well, say to 17.
We now use the earlier stated FMS properties to prove, the lemma. Note that for
2 Consider the space DN of functions f : [0, oo) -+ RN that are right-continuous on [0, oo) and
have finite limits from the left on (0, oo). Let this space be endowed with the usual Skorohod topology
(cf. Section 12 of [5]). The sequence {lr(.)} is tight if the probability measures induced on DN
are tight. The sequence is C-tight if it is tight and any weak limit point is a measure supported on
the set of continuous sample paths.
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all r,
Mr(0) = Mr (0) = Mr(0) and SWr (0) = Wr (0) = VVr(0),r r
and consider the fluid-scaled processes Mrk (.) and Wrk (.). Since {Mrk (0)} converges
in distribution to 7r, Theorem A.2.6 implies that the sequence {Mrk(-)} is C-tight,
and any weak limit M(.) almost surely satisfies the fluid model equations. Let M(-)
be a weak limit point of {Mrk(-)}, and suppose that the subsequence {mr(-)} of
{Mrk(.)} converges weakly to M(.).
Let 6 > 0. We will show that we can find r(6) such that for re > r(6),
p (M' - A(W,(0))|11| > 6) < j.
Since N(0) is a well-defined random variable, there exists Rj > 0 such that
P (||M(0)||lo > R6) <.
Now, for all sample paths w such that |IM(0)(w)|Io < R5, and such that M(.)(w)
satisfies the fluid model equations, Lemma A.2.5 implies that there exists T A TR,,6
such that
|IM(T)(w) - A(W(T))(w)|I < 6.
Since M(-) satisfies the fluid model equations almost surely, we have
P(|IM(T) - A(W(T))II| < 6) > 1 -
Now for each r, Mr(O) is distributed according to the stationary distribution -r", so
Mr(-) is a stationary process. Since Mre(.) -+ M(.) weakly as e -+ oc, M is also a
stationary process. Thus, M(T) and M(0) are both distributed according to -r. This
implies that
P(IIM(O) - A(W(O))I||, < 6) > 1 -
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Furthermore, since &Mr(0) -+ M(O) in distribution,
P(I|Mr(O) - A(Wre(0))||oo < 6) -+ P(||M(o) - A(V(0))||,c, < 6)
as f -+ oo. Thus there exists r(3) such that for all re > r(6),
P(I|Mr(0) - A(WVr(0))|oo < 6) > 1 - 6.
Since 6 > 0 is arbitrary,
11 ' (0) - A(ilr,(0))Io = / IMr'(0) - A(Wrt(0))i|oo -+ 0,
in probability.
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Appendix B
Proofs Omitted from Chapter 5
B.1 Properties of SFA
This section proves results stated in Section 5.4, specifically Theorem 5.4.1, Proposi-
tions 5.4.2, 5.4.3 and 5.4.4. First, we note that Propositions 5.4.2 and 5.4.3 are fairly
easy consequences of Theorem 5.4.1, and their proofs are included for completeness.
We then prove Proposition 5 4.4. Theorem 5.4.1 follows from the work of Zachary
[661.
Proof of Proposition 5.4.2. To verify (5.17), we can calculate both sides of the
equation directly. Note that by definition, i = nj fyi, so
i in : ihj= LI= i(fn: inji =L). (B.1)
j=1 (ji)EK
On the other hand,
Nm: = L}
= Z i[ =1
N4-
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MEZ[ 1 l
MEZI"
1 EZ |
= f in:
imi = L
I=1 inEU(m) i1 J1 (
3j) 2LCJ)
mi = L (
vfE(m) - =1-1
(j,i)EK i:jEi
mfji
(j,i)EK
(B.3)
(B.4)
(B.5)
(B.6)
The equality (13.2) follows from the definition of tr given in (5.14), (B.3) follows from
the definition of <b(m) given in (5.12), (B.4) follows from the fact that for i E U(m),
j:jEi fiiji = ri for all i E I, (B.5) follows from the fact that
N
MEZ+
ni = L, 3ji = mi il= I[> i=L ,
j:jEi(j,i)K
and (B.6) follows from the definition of i given in (5.16). So, (B.1) and (B.6) together
establish (5.17). E
Proof of Proposition 5.4.3.
ir {My= L :j =,
N3 [ =
ez~ =1
We can verify (5.18) directly. Indeed,
Lj (
j=1 (fj E3 j) i:jEi
C.L
- f( Ci Z-Ei P~) (RjAj)Lj
- (1-p;)pi.
j=1
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(B.7)
(B.8)
(B.9)
R Ai )fi)
= L (fj
-j=1
J '
j=1 (i:jEi
Equality (13.7) follows from the definition of -i in (5.16). Equality (B.8) collects all
terms in the Newton expansion of the term P ). Equality (B.9) follows
from the definition of <b. 0
Proof of Proposition 5.4.4. Consider EN1 Mi, the total number of packets wait-
ing in the network, in steady state. By Propositions 5.4.2 and 5.4.3, EN~ Mi has
the same distribution as the sum of J geometric random variables, with parameters
1 - pi, ... , 1 - pj. Hence,
Mil J ~ -
i=1 j=1
By Theorem 5.4.1, the individual residual workload in steady state is independent
from the number of packets in the network, and is uniformly distributed on [0, 1].
Thus N N ~[JM~
E [NW = E Mz=
2 2 1pj
i=1 .i=1 . j=1
This establishes Eq. (5.19).
To establish Eq. (5.20), consider the following interpretation of EN Wi, the total
residual workload in steady state. By Theorem 5.4.1, E= W has the same distri-
bution as E , Ue, where M = EN M, and U are i.i.d uniform random variables
on [0, 1], all independent from M. We first establish that
1
lim sup log IP U L 6*, (B.10)
L-+oo L
where 0* is the unique positive solution of the equation p(e' - 1) = 0. By Markov's
inequality, for any 0 > 0, we have
MM
P U > L < exp(-OL)E exp ([ U9
.e1 p=1 U)
exp(-OL)E [E [exp (0[ Ut M]
f=1..
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[eo61)AI
= exp(-OL)E
For notational convenience, let x = e0. We now consider the term E[xM]. Let My
be independent geometric random variables with parameter 1 - p5, j = 1, 2,.. J,
then M is distributed as 1> Ml,. Thus
E[xf] = E 3x =1^J =fE [xj 1 -;
j=1 j=1 - PiX
for any x > 0 with px < 1 for all j (since p = p(A) = maxj py; also cf. Section 2.4).
Therefore, for all 0 > 0 such that x = p(eO - 1)/0 < 1, we have
1
M
log P (Uf > L)
< log exp(-OL) j -L 1-
1 +
=- 0+L log(1
~j=1
1
- py) L log
.=1 [11 (B.11)
Let 0(L) be the minimizer of the expression in (B.11). We now show that as L -* oo,
0(L) - 0*, where 0* > 0 and p(eo* - 1) = 0*, and
1
j=1
log 1
9(L) must satisfy
i=1
e6(L) _ I^
Sd (eG0 -i\ L)
e =9(L)-0
1-pj (L)
Note that j > 1 for all 0 >
-2 0, andA (es-i "dO 9 / =9L <K, forsome constant
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-; j ( e o - 1
K not depending on L. Thus
0>-i0 2 
-1+E
j=1 0(L)1 - eo(L) -
for each j, and so
< 2L
1~ e(e )-
for each j, implying that
log 1
eO(L) 1)
-p ( (L )I
I 1
j=1
<7
=1
2L
log -+0
;5j
as L -+ oo.
To see that 6(L) a 6* as L -- oo, note that
Kj0<-1+t~ 1 1 5 e()1L ~e(L)-1j=1 1j - p0 (L)
Since K is a constant not depending on L, we must have
teO(L) _ 1
o(L)
as L -+ oo, and by continuity, 6(L) --+ 0*.
In conclusion, we have established (B.10), i.e.,
lim sup 1 log P
L-*oo L ( M= 2 L)
< -6*.
We now prove that
lim inf - log P
L-*too L
fM( Ur L "
Without loss of generality, suppose that p = 5i, and M 1 is a geometric random
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> -6*. (B.12)
variable with parameter 1 - p. Then we can couple Ei U and E{\ Ue on the same
probability space so that Er, UL > E \ U, with probability 1. Thus, it suffices to
show that
lim inf - log P Ut > L > -6*L-+oo L
Instead of calculating the quantity directly, consider a M/D/1 queue with load p,
under the processor-sharing (PS) policy. Note that for this queueing system, SFA
coincides with the PS policy. By Theorem 5.4.1, E 1 Uj is the steady-state distri-
bution of the total residual workload in the system. On the other hand, consider the
same queueing system under a FIFO policy. Since the workload is the same under
any work-conserving policy, EI' U is also the steady-state distribution of the total
workload in this system, which we denote by VFIFO. By Theorem 1.4 of [23], we
can characterize log P (WpFIFO L) as follows. Let f(0) = log E [eox], where X is
a Poisson random variable with parameter p. Then we have
lim - log P (WFIFO L) = -0*L-+oo L
where 6* = sup{6 > 0 : f(6) < 0}. It is a simple calculation to see that f(O) =
p(eo - 1), so 0* > 0 satisfies f(9*) = 6*. Therefore, we have established (B.12).
By (B.10) and (B.12), we establish (5.20). M
Insensitive Rate Allocation. We now provide justifications for Theorem 5.4.1.
Consider a bandwidth-sharing network model as described in Section 5.4. Instead of
having packets requiring a unit amount of service, suppose each route i packet has
a service require that is independent identically distributed with distribution Pi and
mean 1. We note that such bandwidth-sharing networks are a special case of the
processor-sharing (PS) queueing network model, as considered by Zachary [66]. In
particular, a bandwidth-sharing network is a procesor-sharing network, where network
jobs depart the network after completing service. General,. insensitivity results for the
bandwidth-sharing networks follow as a consequence of the work of Zachary [66].
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Following Zachary [66], for i E {1, 2,. . . , N}, we define the probability distribution
fti to be the stationary residual life distribution of the renewal process with inter-
event distribution pi. That is, if pi has cumulative distribution function F, then pi
has distribution function G given by
G(x) = 1 - j (I - F(y))dy, x > 0.
Note that if the service requests are deterministically 1, i.e., pui is the distribution
of the deterministic constant 1, then pi is a uniform distribution on [0,1], for all
i E {1,2, ...,I N}.
Consider a bandwidth-sharing network as described above, with rate allocation
#(-) defined in Section 5.4. If the Markov process X(t) admits an invariant measure,
then it induces an invariant measure -7r on the process M(t). Such 7r, when exists,
is called insensitive if it depends on the statistics of the arrivals and service requests
only through the parameters A = ) ; in particular, it does not depend on the
detailed service distributions of incoming packets. A rate allocation *() =
is called insensitive if it induces an insensitive invariant measure 7r on M(t).
It turns out that if the rate allocation # satisfies a balance property, then it is
insensitive.
Definition B.1.1 (Definition 1, [8]) Consider the bandwidth-sharing network just
described. The rate allocation #(.) is balanced if there exists a function O : ZN - R+
with '1(O) = 1, and Q(m) = 0 for all m $ ZN , such that
q5~m m - ei)4i (M) = ,Dm- i for all m E ZN, i E {1, 2, . .. , N}. (B. 13)
Bonald and Proutidre [7] proved that a balanced rate allocation is insensitive with
respect to all phase-type service distributions. Zachary [66] showed that a balanced
rate allocation is indeed insensitive with respect to all general service distributions.
He also gave the characterization of the distribution of the residual workloads in
steady state.
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Theorem B.1.2 (Theorem 2, [66]) Consider the bandwidth-sharing network de-
scribed earlier. A measure 7r on ZN is stationary for M(t) and is insensitive to all
service distributions with mean 1, if and only if it is related to the rate allocation p
as follows:
7r(m)#i(m) = w(m - ei)Ai, for all m E Z , i E {1, 2, ... , N}, (B.14)
where we set x(m - ei) to be 0, if mi = 0. Consequently, 7r is given by expression
N
ir(m) = <}(m) A'i. (B.15)
Furthermore, if 7r can be normalized to a probability distribution, then X(t) is positive
recurrent, and the residual workload of each class-i packet in the network in steady
state is distributed as ti, and, in steady state, is conditionally independent from the
residual workloads of other packets, when we condition on the number of packets on
each route of the network.
Note that Condition (B.13) and (B.14) are equivalent. Suppose that #(.) satisfies
(B.13), then an invariant measure 7r is given by (B.15). Substituting Eq. (B.15) into
Eq. (13.13) gives Eq. (13.14). Conversely, if Eq. (B.14) is satisfied, then we can just
set <b(m) = 7r(m)/ H fN Am, and Eqs. (B.13) and (B.15) are satisfied.
Proof of Theorem 5.4.1. Theorem 5.4.1 is now a fairly easy consequence of Theo-
rem B.1.2 and B.1.2. Consider a bandwidth-sharing network described in Section 5.4.
The additional structures are the additional capacity constraints (5.10), and that ar-
riving packets only require an unit amount of service, deterministically. The capacity
constraints (5.10) impose the necessary condition for stability, given by (5.11). Recall
that all arrival rate vectors A that satisfy RA < C are called strictly admissible.
Consider the bandwith vector # as defined by (5.12) and (5.13). As remarked
earlier, # is admissible, i.e., it satisfies the capacity constraints (5.10). It is balanced
by definition, and hence insensitive by Theorem B.1.2 and B.1.2. Thus, it induces
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an stationary measure 7r on the queue-size vector M(t), given by (B15). For a
strictly admissible arrival rate vector A, the measure is finite, with the normalizing
constant <D given by (5.15). Hence, we can normalize r to obtain the unique stationary
probability distribution for M(t).
Finally, using Theorem B.1.2 and the fact that all service requests are determin-
istically 1, we see that the stationary residual workloads are all uniformly distributed
on [0,1) and independent. El
B.2 Proof of Lemma 5.5.1
We introduce an optimization problem PRIMAL'(A), which is similar to PRIMAL(A),
and which is defined to be
minimize a,. (B.16)
orES
subject to A = a,o, (B.17)
OYES
a, E R+, for all a E S. (B.18)
Clearly, a solution of the PRIMAL'(D) is a feasible solution for PRIMAL(D).
Therefore, to prove the Lemma, it is sufficient to find (a*),ES that is an optimal
solution for PRIMAL(D) and satisfies E,s a*e = D.
Let (a.), be an optimal solution to PRIMAL(D). Then
Z cru o, D.
a-ES
If all the inequality constraints are tight, then there is nothing to prove. Therefore,
suppose that
0, ai > Di,
for some i E {1, 2,... , N}. We now modify ( to reduce the 'gap' between
cES 0',oi and Di.
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Indeed, since EcEs a'.i > Di > 0, there is some u E S such that o- = 1, and
a. > 0. Now let & E S be such that &k = Ok for all k # i, and let &i = 0. Such &
exists by Assumption 5.2.1. Let e = min (a., O6 - Di) and define
aES
Then, it follows that
u-ES aCrES
and E, a =' a". By repeating this procedure finitely many times, it follows
that we can reach a solution to PRIMAL'(D) without changing the objective. This
completes the proof of Lemma 5.5.1.
B.3 Proof of Lemma 5.5.5
First we note that under the SFA policy, BN is positive recurrent, given that p(A) < 1,
by Theorem 5.4.1. Starting from any initial state, it also has a strictly positive
probability of reaching the null-state (M(.), p(-)) = 0 at some finite time. Since the
evolution of the virtual system BN does not depend on that of SN, it is, on its own,
positive recurrent. Next we argue the positive recurrence of the entire network state
building upon this property of BN.
Sufficient conditions to establish positive recurrence of a discrete-time Markov
chain X(T) with state space X are given by (see, [2, pp. 198-202] and [18, Section 4.2]
for details):
C1. There exists a bounded set A E Bx such that
Px (TA< oo) = 1, for any x E X (B.19)
sup EX [TA] < oo. (B.20)
xEA
In above, the stopping time TA = inf{r > 1 : X(r) E A}; notation P.(.)
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P(.IX(O) = x) and Ex[ -] =E[ IX(O) = x].
C2. Given A satisfying (B.19)-(B.20), there exists x* E X, finite e > 1 and 6 > 0
such that
P (X(e) = x*) > 6, for any x E A (B.21)
PX. (X(1) =_ x*) > 0. (B.22)
Next, we verify conditions C1 and C2. Condition C1 follows immediately from the
following facts: (a) the BN is positive recurrent and hence (M(.), pi(.)) returns to 0
state in finite expected time starting from any finite state; (b) D(.) is always bounded
due to Lemma 5.5.3; and (c) Q(.) returns to the bounded set EZ Qj(-) 5 K(N + 2)
whenever M(.) = 0 due to Lemma 5.5.2. Condition C2 can be verified for the
null-state, x* = 0 as follows: (a) (M(.), p(.)) returns to the null state with positive
probability; (b) given this, it remains there for further K(N + 2) + 1 time with
strictly positive probability due to Poisson arrival process; (c) in this additional time
K(N + 2) + 1, the Q(.) and D(-) are driven to 0. To see (c), observe that when
M(-) 0, D(-) E ZN . By construction of our policy and Assumption 5.2.1 on
structure of S, it follows that if M(-) continues to remain 0, the EZ Di(.) is reduced
by at least unit amount till D(-) = 0; at which moment Q(.) reaches 0 as well. Since
E D(-) K(N +2) by Lemma 5.5.3, it follows that M(.) need to remain 0 for this
to happen only for K(N + 2) + 1 amount of time. This completes the verification
of the conditions C1 and C2. Subsequently, we establish that the network Markov
chain, represented by X(-), is positive recurrent.
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