Every infinite sequence is Turing-reducible to an infinite sequence which is random in the sense of Martin-Li:if.
INTRODUCTION
Charles Bennett asked whether every infinite binary sequence can be obtained from an "incompressible" one by a Turing machine, He proved that this is the case for arithmetical sequences. The question has some philosophical interest because it permits us to view even very pathological sequences as the result of the combination of two relatively wellunderstood processes: the completely chaotic outcome of coin-tossing, and a transducer algorithm. A related problem was stated much earlier in Proposition 3 of (Levin, 1976 ). An interesting generalization of Levin's problem is still open, but its statement would require more definitions.
STATEMENT OF THE RESULT
First we introduce some basic definitions and convenient notation. In these, we follow approximately the works (Martin-Lof, 1966; Shoenfield, 1967; Levin, 1973) . Let N denote the set of natural numbers. The cardinality of a set H is denoted by I HI. The set S = {O,I} * is the set of all finite binary strings, and B = {O,1}N is the set of all infinite binary strings.
The length of a binary string x is denoted by IxI-For any binary string x and subset H of SuB, let H[ x] denote the set of all extensions of x in H. Sets of the form B[x] are called intervals. For a subset E of S, let with the argument x written on it, a write-only tape moving out with the value F(x) accumulating on it, and working tapes. Indeed, the additional property to make a monotonic operator a process is just the one needed for the Turing machine to know when to read the next character of the input. It is easy to see that if a monotonic operator is a recursive function from S to S then it is a process. It is also easy to see that for any monotonic operator F there is a monotonic operator G which is a recursive function from S to S such that for all infinite sequences x we have
An infinite sequence x is Turing-reducible to a infinite sequence y if there is a monotonic operator F with x = F( y).
Martin-Lof introduced the notion of a random sequence in 1966. His definition is widely accepted now, and for the sake of completeness, we will recall it in a paragraph at the end of the present section. We will need only the last fact mentioned in that paragraph: that the set of random sequences contains a constructive closed set E with A(E) > O. The assertion claimed in the title of the paper is a consequence of the following theorem. The last property of F says that we need no more than 3~log n bits of redundant information in our uniform generation of arbitrary sequences from random ones.
THEOREM.Let E be a constructive closed set with A(E)
The theorem is not true without the assumption that the set E be a constructive closed set; it is easy to construct a counterexample by diagonalization. However, notice that the corollary, which is the main assertion of the paper, does not speak of closed sets at all, only of randomness and Turing-reducibility. (
RANDOMSEQUENCES. According to
The latter implies that F is a process. For a nonterminal x of length n with nk~n<nk+1 we have (using (i) and (2.1))
IF ( This latter fact implies F(E) = B. Indeed, the set V is a tree whose infinite paths are all infinitary binary sequences. Let Xo be an element of Mko. We can define the tree V as
Then F is an isomorphic mapping of the tree V onto the tree U which thus maps the infinite paths of the tree V into those of U. Since for each x in M we also have x E tP, the infinite paths of V are elements of the closed set E.
Hence we have F(E) = B.
It remains to construct F, with the desired properties. We define it recursively with the help of the auxiliary process G, (z, x, y) If z is in T[xJ for some iin {I, ..., r} then G, (z, x, y) 
For all other arguments, G, is extended by monotonicity. It is clear from this definition that G, is indeed a process.
We define Fo(z) = Go (z, e, e) . This Fo satisfies (iii). Suppose that F, is defined, and satisfies (iii). We proceed to define F,+ I. Let x be an element of M7 ntPt+l.
Then we define F'+I(x)=Ft(x).
We define F'+I for continuations of x which are not in M~+ I. 
