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COMPUTING DEGREE AND CLASS DEGREE
MAHSA ALLAHBAKHSHI
Abstract. Let pi be a factor code from a one dimensional shift
of finite type X onto an irreducible sofic shift Y . If pi is finite-
to-one then the number of preimages of a typical point in Y is
an invariant called the degree of pi. In this paper we present an
algorithm to compute this invariant. The generalized notion of
the degree when pi is not limited to finite-to-one factor codes, is
called the class degree of pi. The class degree of a code is defined
to be the number of transition classes over a typical point of Y and
is invariant under topological conjugacy. We show that the class
degree is computable.
1. Introduction
One source of inspiration in symbolic dynamics comes from storage
systems and transmission in computer science. For example sofic shifts
are analogous to regular languages in automata theory, so a sofic shift
and its cover are natural models for information storage and trans-
mission. As a result, starting with a presentation of a dynamical sys-
tem, there are known algorithms constructed to compute some kind
of object from such presentation. Given a sofic shift, Coven and Paul
constructed a finite procedure to obtain a finite-to-one sofic cover [5].
There is an algorithm to determine whether two graphs present the
same sofic shift [8]. Kim and Roush showed that the shift equivalence
of sofic systems is decidable [7].
In this work, starting from a sofic shift and its finite-to-one cover, we
present an algorithm to compute the number of preimages of a typical
point of the sofic. Moreover, we show that in the case of having an
infinite-to-one cover, an analogous object can be computed in finitely
many steps.
Given a factor code pi from a one-dimensional shift of finite type X to
a sofic shift Y , when pi is finite-to-one there is a quantity assigned to pi
called the degree of pi. The degree of a finite-to-one code is defined to be
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the minimal number of pi-preimages of the points in Y . One can show
that the number of preimages of every transitive point in Y is exactly
the degree of pi. The degree of a finite-to-one code is widely-studied
and known to be invariant under recoding [8]. In the first section of
this paper we present an algorithm to compute this invariant.
When pi : X → Y is not limited to be finite-to-one an analogous of
the degree, called the class degree, is defined to be the minimal number
of transition classes (always finite) over the points in Y . The definition
of a transition class is motivated by communicating classes in Markov
chains. Roughly speaking, two preimages x and x¯ of a point y in Y lie in
the same equivalence class, transition class, if one can find a preimage
z of y which is equal to x up to an arbitrarily large given positive
coordinate and right asymptotic to x¯ and vice versa. When pi is finite-
to-one then the degree and the class degree of pi match. One can also
show that the class degree is invariant under topological conjugacy and
the number of transition classes over any transitive point of Y is exactly
the class degree of pi. One of the main applications of the class degree is
bounding the number of measures of relative maximal entropy [1]. Such
measures have applications in information theory, computing Hausdorff
dimensions and functions of Markov chains [2, 3, 4, 6, 9]. In the second
section of this paper we show that the class degree is computable.
2. Background
Throughout this paper, X is a one-dimensional shift of finite type
(SFT) with the shift transformation T . The alphabet of X is denoted
by A(X) and the σ-algebra on X generated by cylinder sets is denoted
by BX . A triple (X, Y, pi) is called a factor triple when pi : X → Y is
a continuous shift-commuting map (factor code) from an SFT X onto
a subshift Y (sofic shift Y ). When pi is a one-block factor code induced
by a symbol-to-symbol map pib : A(X)→ A(Y ) we naturally extend pib
to blocks in BX (b stands for block). When pi is a finite-to-one factor
code there is a uniform upper bound on the number of pre-images of
points in Y . The minimal number of pre-images of points in Y is called
the degree of the code and is denoted by dpi.
Definition 2.1. We say two factor triples (X, Y, pi) and (X˜, Y˜ , p˜i) are
conjugate if X is conjugate to X˜ under a conjugacy φ, Y is conjugate
to Y˜ under a conjugacy ψ, and p˜i ◦ φ = ψ ◦ pi.
Theorem 2.2. [8] Let (X, Y, pi) be a factor triple. There is a factor
triple (X˜, Y˜ , p˜i) conjugate to (X, Y, pi) such that X˜ is one-step and p˜i is
one-block.
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Theorem 2.3. [8] Given two conjugate factor triples (X, Y, pi) and
(X˜, Y˜ , p˜i), we have dpi = dp˜i.
Theorem 2.4. [8] Let pi be a finite-to-one factor code from an SFT
X onto an irreducible sofic shift Y . Then every transitive point of Y
has exactly dpi preimages.
Given a one-block factor code pi, above every Y -block W there is a
set of X-blocks U which are sent to W by pib; i.e., pib(U) = W . Given
0 ≤ i < |W |, define
pi−1b (W )i = {a ∈ A(X) : ∃W
′ with pib(W
′) = W, W ′i = a}
and
d∗pi = min{|pi
−1
b (W )i| : W ∈ L (Y ), 0 ≤ i < |W |}.
Theorem 2.5. [8] Let pi be a finite-to-one one-block factor code from
an SFT X onto an irreducible sofic shift Y . Then d∗pi = dpi.
Given a one-block factor code pi : X → Y , a magic block is a block
W such that d(W, i) = d∗pi for some 0 ≤ i < |W |. Such an index i
is called a magic coordinate of W . A factor code pi has a magic
symbol if there is a magic block of pi of length 1.
The class degree defined below is a quantity analogous to the degree
which is defined in the general case when pi is not only limited to be
finite-to-one.
Definition 2.6. Suppose (X, Y, pi) is a factor triple and x, x′ ∈ X.
There is a transition from x to x′ denoted by x → x′ if for each
integer n, there is a point v in X so that
(1) pi(v) = pi(x) = pi(x′), and
(2) vn−∞ = x
n
−∞, v
∞
i = x
′∞
i for some i ≥ n.
Write x ∼ x′, and say x and x′ are in the same (equivalence) transi-
tion class if x → x′ and x′ → x. The minimal number of transition
classes over points of Y is called the class degree of pi and denoted
by cpi.
Theorem 2.7. [1] Given two conjugate factor triples (X, Y, pi) and
(X˜, Y˜ , p˜i), we have cpi = cp˜i.
Theorem 2.8. [1] Let pi be a one-block factor code from a one-step
SFT X to a sofic shift Y . The number of transition classes over a right
transitive point of y is exactly the class degree.
Theorem 2.10, in below, provides a finitary characterization of the
class degree.
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Definition 2.9. Let pi : X → Y be a one-block factor code from a
one-step SFT X to a sofic shift Y and let W = W0 . . .Wp be a block
of Y . Let 0 < n < p and let M be a subset of pi−1
b
(W )n. We say
U ∈ pi−1
b
(W ) is routable through a ∈ M at time n if there is a block
U ′ ∈ pi−1
b
(W ) with U ′0 = U0, U
′
n = a, and U
′
p = Up. A triple (W,n,M)
is called a transition block of pi if every block in pi−1
b
(W ) is routable
through a symbol of M at time n. The cardinality of the set M is called
the depth of the transition block (W,n,M).
Let
c∗pi = min{|M | : (W,n,M) is a transition block of pi}.
A minimal transition block of pi is a transition block of depth c∗pi.
Theorem 2.10. [1] Let pi be a one-block factor code from a one-step
SFT X to a sofic shift Y . Then c∗pi = cpi.
The following theorem shows the relation between the degree and
the class degree of a finite-to-one factor code.
Theorem 2.11. [1] Let pi : X → Y be a finite-to-one factor code from
a SFT X to an irreducible sofic shift Y . Then cpi = dpi.
3. Degree algorithm
In this section we present an algorithm to compute the degree of a
finite-to-one factor code. By Theorems 2.2 and 2.3, without loss of
generality, we may assume pi is a one-block factor code defined on a
one-step SFT.
Let X be a one-step SFT with alphabet A(X) = {a1, . . . , ai} and
adjacency matrix I. Let pi : X → Y be a finite-to-one one-block factor
code from X to a sofic shift Y with the alphabet A(Y ) = {b1, . . . , bj}.
Make two graphs G and G′ as follows.
Let G and G′ both have the same vertex set
V =
⋃
b∈A(Y )
P{pi−1b (b)} = {A1, . . . , Am}
where P{pi−1b (b)} stands for the power set of {pi
−1
b (b)}. For what we
need later, divide the vertex set V into two parts U and V − U where
U = {pi−1b (b) : b ∈ A(Y )}. Form the adjacency matrix M of G and the
adjacency matrix M ′ of G′ as follows. Let A,A′ ∈ V, then A ⊆ pi−1b (b)
and A′ ⊆ pi−1b (b
′) for some b, b′ in A(Y ). Say MAA′ = 1 if the following
conditions hold.
(1) bb′ is a block of Y ,
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(2) A′ is exactly the set of all symbols a′ in pi−1b (b
′) such that aa′ is
a block of X for some a in A.
Otherwise MAA′ = 0. Say M
′
AA′ = 1 if we have
(1) bb′ is a block of Y ,
(2) A is exactly the set of all symbols a in pi−1b (b) such that aa
′ is
a block of X for some a′ in A′.
Otherwise M ′AA′ = 0. Consider the following subsets of the vertex set
V,
S = {A ∈ V : there is a finite path in G from B to A for some B ∈ U},
and
S ′ = {A ∈ V : there is a finite path in G′ from A to B for some B ∈ U}.
Theorem 3.1. Using above notations, we have
dpi = min
A∈S
A′∈S′
{|A ∩ A′| : A ∩A′ 6= ∅}.
Proof. Note that G and G′ are finite directed graphs. Let XG and XG′
be the shift spaces represented by G and G′ accordingly. Let p¯ib be the
map from V to Y taking A ∈ V to pi(a) for some a ∈ A (note that
p¯ib(A) is independent of a ∈ A). Then p¯ib induces a one-block code
p¯iG : XG → Y and a one-block code p¯iG′ : XG′ → Y .
The key feature of these two graphs is the following. For any block
W =W0 . . .Wk
of Y there is a unique walk
U = U0 . . . Uk
in G with the following properties.
(1) U0 = pi
−1
b (W0) = p¯i
−1
b (W0).
(2) p¯iG(U) =W .
(3) Uk = {a ∈ A(X) : ∃B ∈ pi
−1(W ) and Bk = a}.
Similarly there is a unique walk
V = V0 . . . Vk
in G′ with the following properties.
(1) Vk = pi
−1
b (Wk) = p¯i
−1
b (Wk).
(2) p¯iG′(V ) = W .
(3) V0 = {a ∈ A(X) : ∃B ∈ pi
−1(W ) and B0 = a}.
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Let A ∈ S, A′ ∈ S ′, and A ∩ A′ 6= ∅. Let U = U0 . . . Uc be a walk in
G where U0 ∈ U and Uc = A. Let V = V0 . . . Vk be a walk in G
′ where
V0 = A
′ and Vk ∈ U . Since A ∩ A
′ 6= ∅ we have p¯iG(A) = p¯iG′(A
′), and
consequently p¯iG(U)p¯iG′(V ) =W0 . . .Wc+k =W is a block of Y . By the
key feature discussed in the above paragraph, we have
A ∩A′ = {a ∈ A(X) : W ′ ∈ pi−1b (W ), and W
′
c = a}.
Since by definition
dpi = min
W block of Y
0≤i≤|W |
|{a ∈ A(X) : ∃W ′ ∈ pi−1(W ),W ′i = a}|,
we have
dpi ≤ min
A∈S
A′∈S′
{|A ∩ A′| : A ∩ A′ 6= ∅}.
Now we prove the inequality in the other direction; that is we seek to
show that
dpi ≥ min
A∈S
A′∈S′
{|A ∩ A′| : A ∩ A′ 6= ∅}.
Let W = W0 . . .Wk be a magic block of pi with a magic coordinate
0 ≤ c ≤ k. Let
D = {a ∈ A(X) : W ′ ∈ pi−1b (W ), W
′
c = a}.
Consider U = W0 . . .Wc and V = Wc . . .Wk. Let U¯ = U¯0 . . . U¯c be the
unique path in G which maps to U and U¯0 = pi
−1
b (W0). Then
U¯C = {a ∈ A(X) : F ∈ pi
−1
b (U), Fc = a}.
Let V¯ = V¯c . . . V¯k be a unique path in G
′ which maps to V and V¯k =
pi−1b (Wk). Then
V¯c = {a ∈ A(X) : G ∈ pi
−1
b (V ), G0 = a}.
It follows that
U¯c ∩ V¯c = {a ∈ A(X) : W
′ ∈ pi−1b (W ), W
′
c = a} = D.
Therefore
d ≥ min
A∈S
A′∈S′
{|A ∩A′| : A ∩ A′ 6= ∅},
which completes the proof. 
COMPUTING DEGREE AND CLASS DEGREE 7
4. Class degree is computable
In this section we find an upper bound on the length of a minimal
transition block of a factor triple. Then by Theorem 2.10 it follows
that the class degree of a factor code is computable. Without loss of
generality, by Theorem 2.2 and Theorem 2.7 we may assume that the
SFT is one-step and the factor code is one-block.
Theorem 4.1. Let pi : X → Y be a one-block factor code from a one-
step SFT X to a sofic shift Y . Let f = max{|pi−1
b
(w)| : w ∈ A(Y )}.
There is a minimal transition block (W,n,M) of pi with
|W | ≤ |A(Y )| × 2f
2+f+1.
We need the following definitions and lemmas to prove Theorem 4.1.
Definition 4.2. Let pi : X → Y be a one-block factor code from a one-
step SFT X to a sofic shift Y . Given A, B ⊆ A(X) and γ ∈ P(A×B)
say A pairs with B in form γ when there is a block W = W0 . . .Wn
of Y with pi−1
b
(W )0 = A, pi
−1
b
(W )n = B such that (a
∗, b∗) ∈ γ if and
only if there is I ∈ pi−1
b
(W ) which begins at a∗ and ends at b∗; that is,
I0 = a
∗ and In = b
∗.
Note that A can pair with B in at most 2|A×B| distinct forms.
Definition 4.3. Let pi : X → Y be a one-block factor code from a
one-step SFT X to a sofic shift Y . Given A, B ⊆ A(X) and a block
W = W0 . . .Wn of Y with pi
−1
b
(W )0 = A, pi
−1
b
(W )n = B, a W -paring
of A,B, denoted by PW (AB), is the set γ ∈ P(A×B) which contains
all pairs (a∗, b∗) such that there is a block in I ∈ pi−1
b
(W ) with I0 = a
∗
and In = b
∗.
Lemma 4.4. Let pi : X → Y be a one-block factor code from a one-step
SFT X to a sofic shift Y . Let A,B,C ⊆ A(X). Let D = D0 . . .Dl
and D′ = D′0 . . .D
′
l′ be two blocks of Y with pi
−1
b
(D)0 = pi
−1
b
(D′)0 = A,
pi−1
b
(D)l = pi
−1
b
(D′)l′ = B, and PD(AB) = PD′(AB). Let E = E0 . . . Es
and E ′ = E ′0 . . . E
′
s′ be two blocks of Y with pi
−1
b
(E)0 = pi
−1
b
(E ′)0 = B,
pi−1
b
(E)s = pi
−1
b
(E ′)s′ = C, and PE(BC) = PE′(BC). Then we have
PW (AC) = PW ′(AC) where W and W
′ are blocks of Y formed by
joining E to D and E ′ to D′ as follows: W = D0 . . .DlE1 . . . Es and
W ′ = D′0 . . .D
′
l′E
′
1 . . . E
′
s′.
Proof. First note that Dl = E0 and D
′
l′ = E
′
0 and therefore W and W
′
are legal blocks of Y with |W | = l + s + 1 and |W ′| = l′ + s′ + 1. It
is enough to show PW (AC) ⊆ PW ′(AC). Let (a
∗, c∗) be in PW (AC).
This means there is a block I in pi−1b (W ) which starts at a
∗ and ends
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at c∗. Since B = pi−1b (W )l we have Il ∈ B. Denote Il by b
∗. It follows
that (a∗, b∗) ∈ PD(AB) and (b
∗, c∗) ∈ PE(BC). Hence by assumption,
(a∗, b∗) ∈ PD′(AB) and (b
∗, c∗) ∈ PE′(BC). This means there is a block
U ∈ pi−1b (D
′) with U0 = a
∗ and Ul′ = b
∗, and a block V ∈ pi−1b (E
′) with
V0 = b
∗ and Vs′ = c
∗. Form the block J by joining the blocks V to U
as below; J = U0 . . . Ul′V1 . . . Vs′. Clearly J ∈ pi
−1
b (W
′). Since J0 = a
∗
and Jl′+s′+1 = c
∗ it follows that (a∗, c∗) ∈ PW ′(AC). 
Lemma 4.5. Let (W,n,M) be a transition block with |W | = t+1. Let
pi−1
b
(W )0 = A, pi
−1
b
(W )n = B, and pi
−1
b
(W )t = C for some A,B,C ⊆
A(X). Let W ′ with |W ′| = t′+1 be another block of Y with pi−1
b
(W )0 =
A, pi−1
b
(W )n′ = B for some 0 ≤ n < t
′, and pi−1
b
(W )t′ = C such that
PW0...Wn(AB) = PW ′0...W ′n′ (AB) and PWn...Wt(BC) = PW
′
n′
...W ′
t′
(BC).
Then (W ′, n′,M) is a transition block of pi.
Proof. Note that by Lemma 4.4, since PW0...Wn(AB) = PW ′0...W ′n′ (AB)
and PWn...Wt(BC) = PW ′
n′
...W ′
t′
(BC), we have PW (AC) = PW ′(AC).
Suppose M = b1, . . . , bi. Let U ∈ pi
−1
b (W
′), we need to show that U
is routable through a member of M . Let U0 = a
∗ and Ut′ = c
∗. Since
(a∗, c∗) ∈ PW ′(AC) we have (a
∗, c∗) ∈ PW (AC). It follows that there
is a block V ∈ pi−1b (W ) with V0 = a
∗ and Vt = c
∗. Since (W,n,M) is a
transition block, then block V must be routable through some symbol
b∗ ∈ M which implies that (a∗, b∗) ∈ PW0...Wn(AB) = PW ′0...W ′n′ (AB),
and (b∗, c∗) ∈ PWn...Wt(BC) = PW ′
n′
...W ′
t′
(BC). It follows that there is
a block U ′ ∈ pi−1b (W
′) with U ′0 = a
∗, U ′n′ = b
∗, and U ′t′ = c
∗, meaning
that U is routable through b∗ ∈M . 
Proof of Theorem 4.1. Let (W,n,M) be a minimal transition block of
pi with |W | = t + 1. Assume t + 1 > |A(Y )| × 2f
2+f+1. We construct
a transition block (W ′, n′,M ′) with |W | ≤ |A(Y )| × 2f
2+f+1, but yet
M ′ = M . Such transition block has depth |M | and therefore is a
minimal transition block.
Let pi−1b (W )0 = A, pi
−1
b (W )n = B. Denote PW0...Wn(AB) by γ. We
show that A can pair with B in form γ in less than or equal |A(Y )| ×
2f
2+f numbers of steps.
Recall that given any d ∈ A(Y ) there are at most 2f number of
distinct subsets of pi−1b (d). Moreover, given D ⊆ pi
−1
b (d), A can pair
with D in at most 2f
2
distinct forms. Therefore, since n > |A(Y )| ×
2f
2+f , there is at least one symbol d ∈ A(Y ) and a subset D ⊆ pi−1b (d)
such that d occurs inW at two distinct positionsWk andWr, k < r ≤ n,
with pi−1b (W )k = pi
−1
b (W )r = D, and PW0...Wk(AD) = PW0...Wr(AD).
Let Z = Z0 . . . Zs be the block W0 . . .WkWr+1 . . .Wn. Note that by
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assumption, Wk = Wr which implies that Z is a legal block of Y . If
s ≤ |A(Y )|×2f
2+f then we are done, if not, we repeat the process until
A pairs with D in form γ in less than |A(Y )| × 2f
2+f number of steps.
The result is a block G = G0 . . . Gn′ of Y where n
′ ≤ |A(Y )| × 2f
2+f ,
pi−1b (G)0 = A, pi
−1
b (G)n′ = B, and PG0...Gn′ (AB) = γ.
Now let pi−1b (W )t = C, and denote PWn...Wt(BC) by δ. By similar
argument B can pair with C in less than or equal |A(Y )| × 2f
2+f
number of steps; that is, there is a block H = Hn . . .Hm of Y where
m − n + 1 ≤ |A(Y )| × 2f
2+f , pi−1b (H)n = B, pi
−1
b (H)m = C, and
PHn...Hm(BC) = δ.
Make the new block W ′ = W ′0 . . .W
′
t′ by joining the two blocks G
and H as follows: W ′ = G0 . . . Gn′Hn+1 . . .Hm. Note that since Gn′ =
Hn the block W
′ is a legal block of Y . Moreover, we have |W ′| ≤
|A(Y )|×2f
2+f+1. Now it is easy to see that W ′ is a minimal transition
block. Note that pi−1b (W
′)0 = A, pi
−1
b (W
′)n′ = B, pi
−1
b (W
′)t′ = C,
PW ′
0
...W ′
n′
(AB) = γ, and PW ′
n′
...W ′
t′
(BC) = δ. Lemma 4.5 implies that
(W ′, n′,M) is a transition block of pi, and since its depth is |M | we
conclude that it is a minimal transition block of pi. 
5. Open question
Given a factor triple (X, Y, pi) since cpi ≤ dpi, if dpi = 1 then cpi = 1.
Thus the algorithm given in Section 3 will compute the class degree as
well. We can actually use the same two graphs G and G′ and modify
Theorem 3.1 by applying the upper bound on the length of a mini-
mal transition block stated in Theorem 4.1 to write an algorithm to
compute the class degree. However, since the bound on Theorem 4.1
is growing exponentially with respect to the number of preimages of
a symbol in A(Y ), the algorithm could be hopelessly complicated. It
would be ideal to find an efficient algorithm for computing the class
degree.
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