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Abstract
The inelastic scattering of electrons is one route to study the vibrational and electronic proper-
ties of materials. Such experiments, also called electron energy-loss spectroscopy, are particularly
useful for the investigation of the collective excitations in metals, the charge carrier plasmons.
These plasmons are characterized by a specific dispersion (energy-momentum relationship), which
contains information on the sometimes complex nature of the conduction electrons in topical ma-
terials. In this review we highlight the improvements of the electron energy-loss spectrometer in
the last years, summarize current possibilities with this technique, and give examples where the
investigation of the plasmon dispersion allows insight into the interplay of the conduction electrons
with other degrees of freedom.
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I. INTRODUCTION
The exploration of the electronic properties of topical materials represents a major task
in condensed matter physics and beyond. Various experimental and theoretical approaches
have been developed and steadily improved throughout the last decades. Concerning the
experimental techniques, inelastic scattering of particles has become one important branch
in order to analyze the electronic excitation spectrum of materials. They often offer the
beauty to independently select the scattering angle, and in this way to allow momentum
dependent studies of the particular electronic excitation. Inelastic scattering experiments of
electron systems require that the probe particles interact with the electrons of the materials
under investigation. Therefore two, actually complementary inelastic methods are applied,
in particular in condensed matter physics, which are inelastic electron scattering, also called
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electron energy-loss spectroscopy (EELS) [1–3], and inelastic light scattering, termed with
various acronyms in dependence of the light energy used (Raman scattering, x-ray Raman
scattering, inelastic x-ray scattering (IXS)) [4–6].
In this article we describe some recent application of EELS in transmission for the in-
vestigation of the collective density excitation of electron gases, the plasmons. In general,
EELS is known for many years and has been applied to study the excitations of core elec-
tron, valence electrons and vibrations/phonons. This is closely related to the equipment and
spectrometers used.
The application of EELS in transmission electron microscopes (TEM) represents one
important branch [7–10]. It has been proven to be very useful to detect the chemical and
structural composition of the material under scrutiny in combination with a very high lateral
resolution. Thereby, core level excitations are predominantly used. Also, using energy filters
in combination with microscopy can enhance particular contrasts in the TEM images. The
resolution capability of the EELS option in microscopes has been improved during the last
years, and also valence band excitation come into the focus of researchers. We note however,
that in most cases EELS studies in transmission electron microscopes are not carried out as
a function of momentum.
High resolution electron energy-loss spectroscopy (HREELS) carried out in a reflection
geometry represents another branch of EELS [11–13]. In this case, the electrons are backscat-
tered from a sample surface where they undergo the inelastic scattering process. The primary
electron energies used in HREELS are quite low, often in the range of 10 eV or lower. Low
energies are chosen to achieve very high energy resolution down to or even less than 1 meV,
which renders it possible to study electronic excitations in detail as well as surface vibra-
tions. One of the most important application of HREELS is the investigation of adsorbates
on crystal surfaces with many interesting aspects ranging from fundamental surface science
to application related questions in ,e. g., catalysis. Applying HREELS it should always be
kept in mind that one is dealing with a very surface sensitive technique, the scattered elec-
trons do hardly penetrate the material. As a consequence, the excitations studied are surface
excitations only, and these can be very different from their bulk counterparts in particular
for electronic excitations.
In this contribution, we report on studies using a dedicated spectrometer for EELS in
transmission with state-of-the-art resolution parameters and with the option to vary the
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sample temperature in a rather wide range. In order to elucidate the current status we sum-
marize recent investigations of the behavior of charge carrier plasmons in topical materials,
and we discuss the physical insight that is provided by such investigations. The excitation of
plasmons, the longitudinal collective excitations of the charge carriers in metals is a specialty
of EELS (or IXS) [1, 2, 4, 14], as it cannot be achieved by light absorption techniques. EELS
however is not restricted to the investigation of plasmons, also other excitations such as ex-
citons or inter-band transition can provide valuable information, in particular when probed
as a function of momentum transfer [15–26]. In addition, we note that the momentum de-
pendence of electronic excitations can be governed by crystal local field effects, a topic that
is also studied using EELS in transmission and as a function of momentum transfer [27–29].
II. INSTRUMENTATION
A. Working Principle
E0,k0
Incoming Electron
Sample
Θ
k0
E1,k1
Scattered Electron
q⊥
q‖
q
γ
FIG. 1. The basic scheme for an EELS experiment in transmission. The electrons with an energy
E0 and an incoming momentum k0 are focused on the thin sample and scattered under an angle
θ. During the scattering event both a momentum transfer q and an energy transfer ω can occur in
the sample. It is possible to perform elastic scattering (Bragg scattering) too by setting the energy
loss to zero.
The basic scattering geometry of an electron scattering experiment in transmission is
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shown in Fig. 1. A beam of rather fast electrons, specified by a momentum h¯k0, is focused
on a thin (≈ 100 nm) film of the material under investigation. While passing through this
sample a fraction of the beam electrons is inelastically scattered by an angle θ away from
the initial direction. This leads to a momentum- (h¯q) and energy-transfer (h¯ω) given by
h¯q = h¯k0 − h¯k1 (1)
and
h¯ω = E0 − E1 = h¯
2(k20 − k21)
2m
(2)
and will as a consequence leave the sample in an excited state, which is characterized by the
energy and momentum it acquired from the electrons of the primary beam.
According to Fig. 1 the momentum transfer q can be decomposed into components parallel
and perpendicular to the incoming momentum k0
q2 = q2‖ + q
2
⊥. (3)
It is important to realize that the primary energy of the electrons is rather high (the spec-
trometer described in this contribution works with E0 = 172 keV). This leads to a large
value of k0 ∼ 230 A˚−1. Comparing this to a typical extension of a Brillouin zone inside a
solid, which is of the order 1 A˚−1, one arrives at small scattering angles θ and therefore
q⊥ = k1 sin θ ∼= k1θ ∼= k0θ. (4)
Furthermore, the cosine theorem yields (cf. Fig. 1)
k21 = k
2
0 + q
2 − 2k0q cos γ ∼= k20 − 2k0q cos γ. (5)
Therefore q‖ is related to the energy-loss by
h¯ω ∼= h¯
2(k20 − k21)
2m
∼= h¯k0
m
· q cos γ = h¯k0
m
· q‖. (6)
5
For a typical energy loss around h¯ω ∼ 10 eV and at experimentally used scattering angles
of θ ∼ 0.25◦, we obtain the important result
q‖
q⊥
=
mω
h¯k20θ
∼ 10−3 (7)
and so the momentum transfer can be regarded as lying completely within the plane which is
perpendicular to the incoming electron beam. To obtain information beyond this particular
plane one has to rotate the sample with respect to the beam or one has to select other polar
directions of k1. Another very important conclusion is that q ∼ q⊥ remains valid over a large
energy range (up to 100 eV). This fact is essential for a correct evaluation of the dispersion
measurements as well as the Kramers-Kronig analysis.
In addition to the possibility of inelastic scattering processes with non-zero energy-loss
it is also possible to perform elastic scattering (Bragg scattering) by setting the energy-
loss to zero. This allows the analysis of the crystal structure and is an important tool for
investigations of single-crystals where the electronic properties may depend on the direction
in the reciprocal lattice.
B. Scattering Theory - The EELS Cross Section
The essential quantity which is actually measured in the EELS experiment is the doubly
differentiated cross section
d2σ
dΩdω
,
which gives the probability of detecting an electron in a scattering angle element dΩ having
lost an energy dω compared to its initial energy E0. Quantum mechanically, the scattering
process can be described by a transition from an initial state |n0, k0〉 (incident electron plus
electrons in the solid in the ground state) to a final state |n1, k1〉 (outgoing electron plus
excited electrons in the solid). The interaction of the scattered electrons with the charges
in the sample is driven by the Coulomb potential which (in momentum space) is given by
Hint =
e2
q2
.
6
Due to their high kinetic energy, the incident electrons are distinguishable from electrons in
the solid and only weak interactions of the electrons with the sample have to be considered.
Then the differential cross-section can be written in the Born approximation [30, 31]
d2σ
dΩdω
=
∑
n0,n1
|〈n1, k1|Hint|n0, k0〉|2 δ(En0 + E0 − En1 − E1) (8)
with the initial (final) states of the incoming (outgoing) electrons and the corresponding
states for the sample |nl〉. The initial and final states can be written as simple products
which leads to a new equation for the differential cross-section
d2σ
dΩdω
=
(
dσ
dΩ
)
Ruth
· S(q, ω), (9)
where
(
dσ
dΩ
)
Ruth
=
4
a20q
4
is the elastic Rutherford cross-section with a0 being the Bohr radius. The dynamic structure
factor S(q, ω) is defined by
S(q, ω) =
1
N
∑
n0,n1
pn0
∣∣∣∣∣〈n1|∑
j
eiqrj |n0〉
∣∣∣∣∣
2
δ(En0 − En1 + ω). (10)
The factor 1/N has been included because the cross-section is defined per electron. This
close relationship between the dynamic structure factor and the density-density correlation
function was first derived by Van Hove [30].
With the help of the Kubo formalism of linear-response theory [32, 33] and the fluctuation-
dissipation theorem [34, 35] one may establish a relation between the dynamic structure
factor S(q, ω) and the dielectric function (q, ω). This is an example of a very general
principle in statistical physics, namely the fluctuation-dissipation theorem which always
connects some sort of correlation function (the density-density correlation in this case) with
a response function ((q, ω))
7
S(q, ω) =
q2
4pie2
1
1− e−βω Im
(
− 1
(q, ω)
)
, (11)
with β = 1/kT (k is the Boltzmann’s constant). For typical electronic excitation energies
ω  1/T and neglecting the Bose factor in the previous relation we obtain the final result
d2σ
dΩdω
=
const.
q2
· Im
(
− 1
(q, ω)
)
︸ ︷︷ ︸
Loss Function
, (12)
which relates the intensity measured in an EELS experiment to the dielectric function which
provides access to the electronic structure of a sample under investigation.
As the dielectric function—and also the loss function—are so-called response functions
they reveal several very useful properties. First, from the fact that the response of the
system is causal, one obtains the Kramers-Kronig (KK) relations
Re
(
1
(q, ω)
)
− 1 = 1
pi
P
∫
dω′
ω′ − ω
[
Im
(
1
(q, ω′)
)]
(13)
Im
(
1
(q, ω)
)
= − 1
pi
P
∫
dω′
ω′ − ω
[
1− Re
(
1
(q, ω′)
)]
, (14)
which are an essential tool to deduce the complete dielectric function from the signal
measured in the EELS experiment (P denotes the Cauchy principal value or principal part
of the integral). With this it is possible to derive, in principle, all optical constants like,
e. g., the optical conductivity, the refractive index etc. [36]. Besides the KK equations there
exist more relations, so called sum rules, that are important for the evaluation of the data as
well as for the calibration of the loss function and the consistency check of our KK analysis.
One of these sum rules relates the loss function and the dielectric function to the density
N , of all valence electrons:
∞∫
0
dω ω Im
(
− 1
(q, ω)
)
=
∞∫
0
ddω ω2 = ω
2
p ·
pi
2
∝ N (15)
where the plasma frequency is given by
8
ωp =
√
4piNe2
me
. (16)
Thus, the strengths of possible transitions are not independent from each other but are
balanced in a way that enhancing the weight in a particular energy range of the spectrum
by, e. g., the appearance of a phase transition will reduce the intensity in another energy
window to keep the above given integral at a constant value. In practice, calculations as
well as experiments are of course always restricted to a finite energy window and one may
evaluate partial sum-rules according to
ω1∫
ω0
dωω Im
(
− 1
(q, ω)
)
= ω2p ·
pi
2
(Neff/N),
that provide access to an effective number of charge carriers Neff contributing to a particular
type of excitation within a given energy range.
Finally, for metallic systems a further sum rule can be employed [31], which may allow
an additional check of the data analysis:
∞∫
0
dω
Im
(
− 1
(q,ω)
)
ω
=
pi
2
. (17)
Moreover, measurements of the resistivity represent another way to observe how several
degrees of freedom influence the conduction electrons. Interestingly, there exist a simple re-
lation between the resistivity (reciprocal value of the (DC)-conductivity σ) and the plasmon
properties:
σ = ω2p · 0 · τ, (18)
where 0 is the background dielectric constant and τ displays the scattering rate (corre-
lated with the width of the plasmon) [37].
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FIG. 2. Schematic drawing of the electron energy-loss spectrometer. (1 - Source, 2 -
Monochromator, 3 - Zoom lenses, 4 - Accelerator, 5 - Sample holder with cryostate, 6 - Deflection
plates, 7 - Decelerator, 8 - Zoom lenses, 9 - Analyser, 10 - Multiplier, 11 - Preparation chamber, 12 -
Sample magazine and Fast entry)
C. Experimental Details
1. The Spectrometer
In Fig. 2 we show the main parts of the transmission electron energy-loss spectrometer as
operated in the IFW Dresden. The spectrometer parts will be described briefly below, for a
more detailed description we refer the reader to previous articles [14, 38].
Two major advancements have been achieved recently which enhance the capabilities of
the spectrometer substantially. First, the electron optics has been recalculated (for details
about such calculations see [14, 39]) and changed accordingly in order to improve the en-
ergy/momentum resolution (see below) with even higher electron flux. Second, a cryostat
with a special sample stage has been introduces to allow for measurements as a function of
temperature.
The entire spectrometer is placed in an ultra-high vacuum (UHV) environment. The
electron source consists of a (osmium coated) tungsten cathode followed by a lens system
that focuses the electron beam to the entrance slit of the monochromator. Afterwards, the
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electron beam is guided by so called zoom lenses to the accelerator that increases the energy
of the electrons to a value of E0 = 172 keV. After passing through the sample, momentum
selection of the scattered particles is achieved by two pairs of deflection plates, arranged
horizontally and vertically, forcing the scattered electrons back to the optical axis. Fur-
thermore, the energy loss is determined by adding an additional voltage to the acceleration
voltage. After being decelerated and passing through further electrostatic lenses, the elec-
trons reach the analyzer and finally the detector, where a photo multiplier produces the
signal transferred to the computer. Both, monochromator and analyzer are hemispherical
systems, as frequently found in photoelectron spectroscopy [40].
The sample position with respect to the primary electron beam can be chosen via a UHV
manipulator. With the manipulator it is possible to change the sample position within the
plane perpendicular to the beam axis as well as to change the horizontal angle between sam-
ple plane and beam direction. Furthermore, the manipulator is now equipped with a helium
flow-cryostat and a temperature controller, allowing measurements in a wide temperature
regime of T ≈ 20...400 K. Due to the transmission setup of the spectrometer and to keep
the samples transferable within the UHV set-up, a direct contact of the sample holder to
the cryostat can only be realized by special, adjustable metal clamps. For this reason the
reproducibility of fixing the temperature only is around 5 K. Equipping the spectrometer
with a cryostat is of great importance since it on the one hand increases the lifetime of the
samples, especially those of organic compounds and on the other hand decreases thermal
peak broadening. Moreover, it gives access to temperature dependent physical effects such
as phase transitions or freezing out of specific excitations.
For an optimal investigation of the distinct types of electronic excitations—valence- as
well as core-level excitations—different beam characteristics are possible. The settings re-
quired for a certain beam are stored in files containing all necessary adjustments for the
power supplies, deflection plates and so on. Nevertheless, each beam path is tuned by an
automatic procedure before a new sample is loaded for best possible performance. The char-
acteristic data (energy and momentum resolution) for the two electron beams most often
used are plotted in Fig. 3. They are fitted with Gaussians according to
11
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FIG. 3. The energy and momentum resolution curves for the primary electron beam (without
sample). The data (black circles - beam A used for investigation of valence band excitations; blue
diamonds - beam B used for investigations of core-level excitations) fitted to Gaussians (red solid
line). The obtained FWHM values are ∆Ebeam A ≈ 85 meV and accordingly ∆Ebeam B ≈ 200 meV
as well as ∆q ≈ 0.03 A˚−1 (notice that the momentum resolution for both beams is equal).
I(q) ∝ 1
σq
· exp
[
−
(
q
σq
)2]
I(E) ∝ 1
σE
· exp
[
−
(
E
σE
)2]
,
with the widths σq and σE. The energy and momentum resolution (full width at half
maximum, FWHM) of 85 meV and 0.03 A˚−1 are applied for valence band excitations and
200 meV and 0.03 A˚−1 for core-level excitations, respectively (cf. Fig. 3). One has to keep
in mind that the energy resolution is controlled by the pass energy of the monochromator
and the analyser, while the momentum resolution is set by the optical properties of the
zoom lenses. Moreover, the ripple of the high voltage power supply has no influence on the
energy resolution as long as the time of flight of the electrons is much faster than the inverse
frequency of the ripple.
In Fig. 4 we show one impressive example how improving the energy resolution on the one
hand and the new possibility to cool the samples down to 20 K on the other hand enhance
the information depth that can be achieved, and associated with give the opportunity for
entirely new and sometimes unexpected insights. The spectra, representing singlet excitons
12
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FIG. 4. Comparison of the loss function of pentacene single crystals for q ‖ a∗ (left panel) and
q ‖ b∗ (right panel) as a function of the energy resolution of the used electron beam (red circles)
as well as the temperature (black squares - room temperature, blue diamonds - 20 K).
in pentacene for small momentum transfer along the fundamental reciprocal lattice vectors,
which were measured some years ago with an energy resolution of about 185 meV at 300 K
show now visible structure and are represented by a broad asymmetric feature [20]. The
situation changes significantly by measuring the equivalent spectra with a better energy
resolution of 80 meV and further by cooling the samples down to 20 K. As shown in Fig. 4 one
now can identify a fine structure in the energy range of the former broad excitation feature
(for further reading see Ref. [41]). Thus, the much higher resolution allows the identification
of several excitonic/ vibronic features, the exact nature of which is not completely understood
yet.
2. Sample Preparation
One of the major challenges in the application of EELS in transmission in solid-state
physics and material science is the preparation of the samples. The mean free path of elec-
trons in solids is limited due to a number of interactions, predominantly plasmon excitations
[7, 42–45].
Therefore samples with a thickness of only about 100 nm are required and form the main
criterion whether or not a system can be investigated by EELS. Furthermore, the electron
beam in the spectrometer described here has a focal size of the order of 0.5 mm2, i. e. the
samples also must have a similar lateral extension. There exist several possibilities to obtain
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the required thickness of the films depending on the microscopic structure of the actual
material. On the one hand large thin films of e.g. organic compounds can be produced
by thermal evaporation under high vacuum onto single crystalline substrates (e. g. KBr)
kept at room temperature in a separate vacuum chamber. With that technique it can even
be possible to influence the crystal growth and the crystal orientations by controlling the
deposition rate and evaporation temperature.
KBr crystal organic film destilled water
FIG. 5. Left panel: Simplified view of the preparation process of the thin films for the investigation
using the EELS spectrometer. The evaporated organic film is floated off in distilled water until it
is separated from the substrate. Afterwards, small pieces of the film can be mounted onto standard
TEM grids and transferred into the spectrometer. Right panel: A typical snapshot of a thin film
placed on a standard TEM grid (diameter ≈ 5 mm) intended for usage in EELS measurements.
Subsequent to the evaporation the films have to be separated from the KBr substrate.
For that purpose the films are floated off in distilled water until the thin film is detached
from the substrate and floats at the water surface due to the surface tension (cf. left panel of
Fig. 5). Afterwards, small pieces of the film are mounted onto standard electron microscopy
grids (see Fig. 5 (right panel)), incorporated into an EELS sample holder, and transferred
into the spectrometer.
The preparation of thin films starting with single crystals obviously requires a different
approach. With the help of an ultramicrotome —a special device allowing precise cuts with
the help of a diamond knife— it is possible to cut thin slices from a macroscopic single crystal.
Subsequently, the resulting films have again to be transferred onto a standard electron
microscopy grid. This method however can suffer from sample hardness or brittleness which
limits its applicability. Alternatively, one can also try to repeatedly cleave the respective
material using an adhesive tape until films of about 100 nm thickness have been achieved.
Later, the adhesive tape must be dissolved in appropriate organic solvents. A well known
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example would be the preparation of thin graphite samples [46], where it is even possible to
thin the crystal down to a monolayer of graphene (also called exfoliation of graphene [47]).
I
FIG. 6. Left panel: Schematic drawing of a sample holder and the in situ doping with alkali
metals evaporated from commercial getter sources. Right panel: Snapshot of the construction in
the vacuum chamber. At the bottom of the picture one can see the holder for the getter sources
(notice that the fifth getter is in an operating state). Furthermore, one can identify the transfer
rod with a sample holder on top as well as the oven in the upper part of the picture.
In addition, the UHV set-up of our EELS spectrometer including a preparation chamber
also enables to further modify the samples by for instance heating to temperatures up to
about 800 K in a dedicated sample furnace and under inert conditions. Another option
is the evaporation of further materials onto the samples, e. g., it is possible to intercalate
the particular samples with alkali metals in the preparation chamber. For this, the sample
is exposed to an alkali metal atmosphere from commercially available alkali metal getter
sources (distance between getter source and sample is about 30 mm)(cf. Fig. 6).
III. SELECTED RESULTS: THE INVESTIGATION OF PLASMONS IN TOPI-
CAL MATERIALS
The most prominent excitations of the electron gas for small momentum transfers are
collective oscillations. Quantum-mechanically these excitations are described as quasi par-
ticles and are called plasmons. In consideration of the conduction electrons as a quasi-free
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electron gas, the density of this electron gas is unstable towards an external electrostatic
perturbation at a characteristic frequency, i. e., it will oscillate at this characteristic fre-
quency ωp (see Eq. 16) like a harmonic oscillator provided that its wavelength is longer than
a characteristic cutoff 1/qc, which is determined by the decay of the density oscillations into
intra-band excitations (n is the density of the electron gas, e denotes the elementary charge,
∞ the background dielectric screening due to interband excitations, and m∗ the (optical)
effective mass of the charge carriers). The quanta of these collective density fluctuations
were first coined plasmons by David Pines in Ref. [48].
A feature of special importance related to plasmons is the momentum dependence of the
plasma frequency, i. e., the plasmon dispersion which can be derived from the Lindhard func-
tion under some assumptions [49–51]. As a result, the plasmon dispersion can be expanded
into a Taylor series at q = 0 given by
ω(q) = ωp + αq
2 +O(q4); α ∝ v2F , (19)
where vF is the mean Fermi velocity. This is the generic behavior of the collective plasmon
modes in the random phase approximation (RPA) and there are numerous examples in the
literature, that this shape of plasmon dispersion is realized for different simple metals, such
as Li and Na [52] as well as for more complex structures, such as the planar cuprates, e. g.,
Bi2Sr2CaCu2O8 [53]. However, there are also examples for anomalous dispersions, varying
from linear to even negative slope. They contain important physical information on the
modification of the electron gas by other degrees of freedom in the material. This will be
further emphasized in the following sections, which demonstrate that EELS is a versatile
spectroscopic method for the study of condensed matter and has become a standard method
for investigating the collective excitations of electrons.
A. Peculiar plasmon dispersion in potassium intercalated picene
In the next section we present measurements on a recently reported organic supercon-
ductor, potassium doped picene [54]. Picene (C22H14) is a molecule that consists of five
benzene rings arranged in a zigzag like manner and forms a herringbone, monoclinic crystal
structure, similar to other aromatic molecules [55].
16
The addition of potassium results in a charge transfer of the outer s electrons to the
picene molecules, i. e., a doping of the molecular crystal. For such crystals superconductiv-
ity has been reported with a transition temperature up to 18 K [54], which is rather high
as compared to many other doped molecular crystals or charge transfer salts. The only
molecular materials that shows superconductivity at higher temperatures are the fullerides,
the discovery of which represented a breakthrough in the field of superconductivity [56, 57].
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FIG. 7. Left panel: Loss function of undoped (black circles) and potassium doped (blue diamonds)
picene in the range between 0 - 10 eV. Right panel: The momentum dependence of the EELS
spectra of K3picene (q is increasing from top to bottom spectra).
We have successfully prepared thin films of K3Picene for EELS investigations as described
in [58]. Upon potassium addition to picene, various changes in the electronic excitation
spectrum are induced. This is outlined in the left panel of Fig. 7. These data are taken with
a small momentum transfer q of 0.1A˚−1, which represents the optical limit. For undoped
picene, we can clearly identify maxima at about 3.3, 4.6, 6.4, and 7.3 eV, which are due
to excitations between the occupied and unoccupied electronic levels [22, 59] and which
recently have been well reproduced using density functional based calculations [59]. Note
that the spectra in Fig. 7 represent predominantly excitations with a polarization in the
a, b-crystal plane. Upon doping, the spectral features become broader, and a downshift of
the major excitations can be observed. In addition, for the doped film a new structure at
about 1.5 eV is observed in the former gap of picene. Supported by the results of a Kramers
Kronig analysis of the measured spectra as describe in [60], we can attribute this low energy
spectral feature to a collective plasmon excitation of potassium doped picene.
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The dispersion of the charge carrier plasmon in K3Picene is presented in the right panel
of Fig. 7. It can be seen that the plasmon dispersion is clearly negative, which deviates
from the traditional picture of metals based on the homogeneous electron gas, where the
plasmon dispersion should be quadratic and positive (see discussion above). Interestingly,
previous investigations of the plasmon dispersion in another doped molecular crystal, K3C60,
have also revealed an unusual behavior of the plasmon as it is characterized by a vanishing
momentum dependence [61, 62].
For molecular solids there exists an important difference to free electron gas metals,
which is the strong localization of the conduction electron wave functions to the molecules
with little resemblance to a homogeneous distribution. As a consequence, the momentum
dependence of the dielectric function and thus the loss function too is different for molecular
crystals and those with homogeneous electron gases. In other words, in molecular solids
there is strong competition between charge localization and metallicity. This can cause the
bare plasmon dispersion for doped molecular solids to be negative [63]. However, there
is even more to be considered for molecular solids. Energetically higher lying inter-band
transitions show a quite substantial momentum dependence in their spectral weight, which
again is a consequence of the localized wave functions in these materials. As these inter-band
transitions represent the dielectric background (screening) of the charge carrier plasmon,
they can counteract and even cancel the negative plasmon dispersion [62, 63]. Finally, since
molecular solids have quite inhomogeneous electron systems, also crystal local-field effects
have to be considered, which are related to the fact that the polarization due to an external
perturbation fluctuates on the atomic scale and the spatial average of the perturbing field is
not the same [62–64]. In dependence of the exact crystal packing and molecular structure,
in some cases they can even support a negative plasmon dispersion [62–64].
B. Negative plasmon dispersion in the charge density wave compound 2H-TaSe2
2H-TaSe2 is a member of the large family of transition metal dichalcogenides, in which
many and very interesting physical phenomena occur and can be studied [65–67]. The
general stoichiometry is TX2 with a transition metal T=Ti, Nb, Ta, etc. bound to two
chalcogenides X=S, Se, Te. All members show layered structures with only weak van der
Waals interlayer interactions and a stacking X-T-X. In addition, the layering allows several
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geometrical arrangements leading to numerous polymorphs. Depending on the exact com-
position of the material, various ground states such as semiconductors (e. g. MoS2 or WS2),
metals (TaSe2, NbSe2), superconductors (e. g. NbS2) or charge density waves (e. g. TaSe2
or NbSe2) are realized [65, 66].
The compound discussed in the following, 2H-TaSe2, shows a charge density wave (CDW)
phase transition by cooling down below 120 K [66, 68]. The electronic excitations, in par-
ticular the behavior of the charge carrier plasmon in 2H-TaSe2 have been studied recently
using EELS as a function of momentum and temperature. Its energy-loss spectrum in the
low energy range is governed by a collective charge carrier plasmon excitation at around 1 eV
(cf. Fig. 8 left panel). The dominant feature at 21 eV can be associated to the volume plas-
mon, while the excitations at even higher energies (around 40 eV) arise from Ta core-level
excitations as well as from multiple scattering of the lower lying excitations.
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FIG. 8. Left panel: Energy-loss spectrum of 2H-TaSe2 over a broad energy range, corrected for the
elastic line contribution. The inset shows a detailed view of the low energy regime with the 1 eV
charge-carrier plasmon. Right panel: Loss spectra for 2H-TaSe2 at different momentum transfers
in the regime of 0.1 to 0.5A˚−1. The inset shows the peak position normalised to ωp in energy as
well as to the CDW ordering vector’s absolute value Q in momentum transfer.
The behavior of the plasmon as a function of momentum in 2H-TaSe2 is very surprising.
As can be seen in Fig. 8 (right panel) the plasmon dispersion is negative up to a momentum
value of about 0.7 A˚−1 where it starts to level off or to increase slightly [69]. In general,
negative plasmon dispersions have been demonstrated in several other materials, among
them molecular crystals (see discussion above) but also the heavier alkali metals [70, 71].
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The presence of a negative plasmon dispersion in 2H-TaSe2 with a CDW ground state,
and the contrary observation for 2H-NbS2 [72], which does not show a phase transition
into a low temperature CDW phase, might indicate the importance of charge density wave
fluctuations for the momentum dependent behavior of the plasmon. Since the plasmon mode
involves a redistribution of electronic charge, it can be strongly coupled to the fluctuations
of the charge ordered state, in other words the two density “waves” compete for the same
electrons. In an empirical model put forward recently, the energy required for the excitation
of a particular plasmon mode decreases as its wave vector more closely coincides with the
preferred wave vector of the charge ordered state and its fluctuations [69]. The plasmon
dispersion is affected whenever the tendency towards electronic order defines a preferred
wave vector for the charge density fluctuations. This may thus represent a novel signature
of electronic order. It may therefore be expected that the plasmons in a large class of charge
ordered materials will develop a signature of the electronic order in their dispersions, in close
analogy to that observed in the studied group of transition-metal dichalcogenides.
In contrast, recent calculations of the plasmon dispersion in 2H-TaSe2 and related ma-
terials based on density functional theory argue in a different direction [73]. There, the
negative plasmon dispersion as observed for 2H-TaSe2 is a consequence of the band struc-
ture in these compounds, where the conduction electrons occupy bands derived from d-levels.
It has been concluded that the negative plasmon dispersion results from a peculiar behavior
of the intraband transitions within the d-derived conduction bands, that give rise to the
plasmon, which are very different from those of a homogeneous electron gas. Since the band
structure of many 2H polymorphs of the transition metal dichalcogenides is very similar,
a negative plasmon dispersion should be a common behavior of these compounds. This
conclusion however contradicts the reported positive plasmon dispersion in 2H-NbS2 [72],
but it has been argued that this could be due to a non-stoichiometric sample in this case.
Therefore, the microscopic origin of the negative plasmon dispersion in 2H-TaSe2 still is not
understood, and the subject asks for further investigations in order to solve this issue.
C. Unusual plasmon behavior in the spin-ladder cuprate CaxSr14−xCu24O41
Since the discovery of high-temperature superconductivity in Cu-O frameworks [74] a
large family of different Cu-O based systems was studied, whereas the dimensionality varied
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from quasi zero-dimensional systems to two-dimensional networks. The dimension of a
system and the associated electronic and magnetic pathway joining neighboring Cu ions,
which depends upon the manner in which the CuO4 plaquettes are arranged, plays a key
role for the electronic excitations [75].
The family of (La, Y, Sr, Ca)14Cu24O41, the so called spin-ladders, moved into the fo-
cus of research after the discovery of superconductivity in the two-leg ladder compound
Ca13.6Sr0.4Cu24O41 under pressure [76], in particular since this system was the first super-
conducting copper oxide material with a non-square lattice [77]. Interesting is the fact, that
superconductivity only occurs when Sr is replaced by Ca. Thereby, the nominal valence
of copper remains unchanged but the change in chemical pressure (caused by the different
atomic radii of the two elements) within the lattice causes a redistribution of holes from
the chain to the ladder subsystem [78–80]. The compound CaxSr14−xCu24O41 is a so-called
quasi-one dimensional system and shows additional complexity since it consists of two dif-
ferent types of copper oxide networks—CuO2 (edge sharing) chains and Cu2O3 (two-leg)
ladders—which are separated by strings of Sr, Ca and La atoms. These networks are ar-
ranged in layers, and the layers are oriented in the crystallographic ac-plane while they are
stacked in an alternating manner along the perpendicular b-axis. Both of these two subsys-
tems, chains and ladders, have orthorhombic symmetry but are structurally incommensurate
[81, 82].
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We have investigated the electronic excitations of CaxSr14−xCu24O41 with x = 8 and x =
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11.5 on thin crystalline films that have been cut from a bulk crystal using an ultra-microtome.
Figure 9 displays the evolution of the loss function of Ca8Sr6Cu24O41 and Ca11.5Sr2.5Cu24O41
with increasing q in an energy range between 0.5 - 10 eV for a momentum transfer parallel to
the crystallographic c - axis, i. e., parallel to the ladders and chains in the two compounds.
The data have been normalized to the high-energy region between 9 and 10 eV, where they
are almost momentum independent. We can clearly identify a well pronounced double peak
structure with maxima at 3.5 - 4 eV and at 5 eV. These spectral features arise from interband
transitions in the two compounds, and the similarity in their energy position and momentum
behavior suggests a similar origin.
In addition, Fig. 9 reveals a further excitation feature around 1 eV. In both cases, this
additional excitation clearly disperses to higher energies with increasing q. Furthermore, the
peak width increases with increasing momentum, which indicates damping of this excitation
which also is increasing with q. According to resistivity data [83], compounds with higher
Ca concentrations show a metallic behavior along the c - direction, which is also in line with
the appearance of a plasma edge close around 1 eV in the corresponding reflectivity spectra
[84, 85]. Consequently, we ascribe the peak around 1 eV to the charge carrier plasmon
of Ca8Sr9Cu24O41 and Ca11.5Sr2.5Cu24O41, respectively, which is polarized along the ladder
direction. We note that the plasmon energy is analogous to what has been observed for
other similarly doped, two-dimensional cuprate systems [86–88].
In order to further quantify the behavior of the charge carrier plasmon we present in
Fig. 10 the evolution of the peak position in the range 0.125 A˚−1 to 0.45 A˚−1 for q ‖ c.
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Due to the strong damping of the plasmon and the low cross section for higher momentum
transfers, data for a momentum transfer above q= 0.35 A˚−1 (x = 8) and above q= 0.45 A˚−1
(x = 11.5) are not included.
Fig. 10 provides several interesting aspects on the plasmons in CaxSr14−xCu24O41 com-
pounds. Upon increasing Ca content, the plasmon energy shift to higher values. This is
expected since higher Ca content results in a higher charge carrier concentration in the
CuO2 ladders within these materials. From the measured plasmon energies our data allow a
rough estimate of the increase in charge carrier density (ω2p ∝ n2) of about a factor of 1.4 to
1.5 going from Ca8Sr6Cu24O41 to Ca11.5Sr2.5Cu24O41. We note however, that this estimate
requires that both the background dielectric constant and the effective mass of the charge
carriers is not or only weakly doping dependent, an assumption that is probably invalid for
CaxSr14−xCu24O41.
In Fig. 10 it can also be seen that the plasmon dispersion for both compounds is pos-
itive, in the case of Ca11.5Sr2.5Cu24O41 the measured dispersion range of about 500 meV
corresponds to what has been reported for planar, optimally doped cuprates such as
Bi2Sr2CaCu2O8−δ [87]. The latter seems reasonable, taking into account that the dop-
ing level of the ladders in Ca11.5Sr2.5Cu24O41 is about 0.15 - 0.2 holes per Cu unit, as
reported from recent angular resolved photoemission experiments [80], i. e., of similar size
as in the optimally doped Bi2Sr2CaCu2O8−δ. Interestingly, the slope of the plasmon dis-
persion is significantly doping dependent. It decreases when going from Ca8Sr6Cu24O41 to
Ca11.5Sr2.5Cu24O41, while the plasmon energy (at low momenta) increases. This is in con-
tradiction to what would be expected for a homogeneous electron gas. There the plasmon
energy ωp(q = 0) increases proportional to n
1/2 (n is the charge carrier density), but also
the slope of the plasmon dispersion would increase proportional to n1/6 [1]. This clearly
signals that plasmons in correlated materials cannot be described using the simple electron
gas approach. Rather, the changes in the electronic band structure and most likely also
electronic correlation effects play a considerable role. This conclusion is further supported by
the observation of a quasi-linear plasmon dispersion in Fig. 10. In this context we emphasize
that for the planar, two-dimensional Bi2Sr2CaCu2O8−δ a quadratic plasmon dispersion has
been reported, which points to an important role of the dimensionality of the structures.
Deviations from the expectation of a quadratic plasmon dispersion have already been re-
ported in the past and also in the chapters above. In regard of quasi one-dimensional metallic
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systems, there are studies for a few compounds. Within RPA it has been predicted [89] that
the plasmon dispersion in one dimensional metals can be substantially modified by local
field effects, i. e., the inhomogeneous character of the electron gas. This modification can
even cause a negative plasmon dispersion in case of a tight binding description of the elec-
tronic bands [89]. Experimental studies of the plasmon dispersion in quasi one-dimensional
(TaSe4)2I [90] and K0.3MoO3, [91] found a quasi-linear dispersion, which in these cases has
been explained to predominantly be an effect of the band structure in these materials.
Moreover, going to lower doping levels of about 0.1 holes per Cu atom in two-dimensional
cuprate structures, the plasmon dispersion is drastically reduced compared to optimal
doping (i. e. about 0.15 holes per copper atom). The band width of the plasmon in
Ca1.9Na0.1CuO2Cl2 is only half of that observed for the doping level of 0.15 holes per copper
unit [92]. And finally, for CaxSr14−xCu24O41 compounds the formation of a hole crystal
[93–96] (i. e., a charge density wave) has been reported. These findings suggest that also
in the cuprate ladders there might be a phase quite similar to the pseudo gap phase in the
planar cuprates, with complex electronic degrees of freedom and interactions. To this end,
a final rationalization of the behavior of plasmons in the quasi one-dimensional correlated
CaxSr14−xCu24O41 compounds still is not achieved.
IV. SUMMARY
To summarize, we have demonstrated that energy and momentum of plasmons can depend
on other degrees of freedom in the material under investigation. In turn, a detailed study
of the plasmon behavior allows insight into the complex behavior of materials, and thus
contributes to the development of our fundamental knowledge of the electronic structure
of condensed matter. The very important improvements of the EELS technique in the
last years, especially the increased energy resolution, helps to answer current questions in
solid state physics and leads to new and sometime unexpected insights into the electronic
structure of actual and novel materials.
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