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Resumen
Este Trabajo de Fin de Carrera (TFC) consiste en la expansio´n de las capacidades de la
librerı´a de navegacio´n ae´rea LibNav, la cual se empleara´ en la asignatura de Navegacio´n
Ae´rea, Cartografı´a y Cosmografı´a (NACC).
Todo el co´digo ha sido desarrollado en ANSI C++, utilizando software de libre distribucio´n,
y se ha publicado en internet con una licencia del tipo LGPL.
El primer capı´tulo contiene toda la informacio´n teo´rica necesaria para el desarrollo de los
experimentos y la expansio´n de la librerı´a.
El segundo capı´tulo contiene informacio´n acerca de las herramientas requeridas para la
realizacio´n de este TFC, ası´ como las relaciones entre la teorı´a y los experimentos.
El tercer capı´tulo muestra detalladamente los experimentos llevados a cabo.
Finalmente, el cuarto capı´tulo hace un repaso general del TFC, y se extraen las conclu-
siones.
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Overview
This Final Project consists on expanding the capabilities of LibNav, a navigation library that
will be used to teach the course Air Navigation, Cartography and Cosmography (NACC).
All the source code has been completely developed in ANSI C++, using free software, and
it has been published in the Internet with a LGPL license.
The first chapter contains all theoric information needed to develop the experiments and
to expand the library.
The second chapter contains information about the tools needed for development, and
relationships between theory and experiments.
The third chapter shows all details of the experiments carried out.
Finally, the fourth chapter gives a general overview of this TFC, and presents the conclu-
sions.
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1INTRODUCCI ´ON
El objetivo de este trabajo de fin de carrera es la expansio´n de las capacidades de la
librerı´a de algoritmos de navegacio´n llamada LibNav, que servira´ de apoyo en las clases
pra´cticas de la asignatura Navegacio´n Ae´rea, Cartografı´a y Cosmografı´a (NACC).
Todo el co´digo ha sido desarrollado en ANSI C++. LibNav se puede encontrar en Internet
con una licencia del tipo LGPL. Todo el desarrollo durante la expansio´n de la librerı´a
tambie´n se ajusta a la normativa de la licencia y sera´ publicado en Internet mediante
actualizaciones.
Las herramientas que se utiliza´n para la expansio´n de las capacidades de la librerı´a son
tambie´n de libre distribucio´n, incluyendo el sistema operativo Linux, para el cual esta´ pen-
sada LibNav.
Debido al uso final que tendra´ LibNav como herramienta de apoyo a la docencia, los obje-
tivos de este TFC esta´n alineados con proporcionar, y explicar cuidadosamente, ejemplos
de uso de diferentes aspectos de la librerı´a. Dichos ejemplos deben tener, en la medida
de lo posible, una estrecha relacio´n con los contenidos de la asignatura NACC.
En este sentido, los objetivos generales de este TFC son desarrollar ejemplos sobre la
utilizacio´n de:
1. El me´todo de Runge-Kutta para la integracio´n nume´rica de ecuaciones diferenciales
de una o varias variables.
2. Distribuciones aleatorias de probabilidad.
3. El Filtro de Kalman.
4. Diferentes escalas de tiempo.
5. Rutina para la determinacio´n de la posicio´n del Sol y la Luna.
6. Simulacio´n de la determinacio´n de la posicio´n de una aeronave.
Por otro lado, los objetivos especı´ficos son:
1. La realizacio´n de una rutina para la simulacio´n de la caı´da de un paracaidista.
2. La realizacio´n de una rutina para la simulacio´n de la trayectoria de un cohete.
3. La realizacio´n de una rutina que use distribuciones aleatorias de probabilidad.
4. La realizacio´n de una rutina que use la herramienta del Filtro de Kalman.
5. La realizacio´n de una rutina que use diferentes escalas de tiempo.
6. La realizacio´n de una rutina para la determinacio´n del orto y ocaso del Sol.
7. La realizacio´n de una rutina para la determinacio´n de eclipses.
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8. La realizacio´n de una rutina para la simulacio´n de la determinacio´n de la posicio´n
de una aeronave.
Asimismo, lo anterior debera´ ir acompan˜ado de la realizacio´n de un tutorial que facilite el
uso inicial de LibNav.
En el trabajo se distinguen ba´sicamente cuatro capı´tulos. En el primero se encuentran
todos los fundamentos teo´ricos que servira´n de base para lograr alcanzar los objetivos
previamente marcados. En e´l se detallan las herramientas principales para obtener solu-
ciones va´lidas a los problemas propuestos.
El segundo capı´tulo se centra en las herramientas necesarias para la creacio´n de las
rutinas, actualizacio´n de la librerı´a, la creacio´n de documentacio´n, la comprobacio´n de
resultados y la maquetacio´n de este documento.
Tambie´n se explica la metodologı´a seguida, desde un punto de vista general, para dar a
entender co´mo se abordaron las rutinas. Finalmente se muestran las relaciones existentes
entre los fundamentos teo´ricos del capı´tulo primero con las rutinas o experimentos del
capı´tulo tercero.
En el tercer capı´tulo se detallan los experimentos realizados, incluyendo las lı´neas de
co´digo ma´s significativas, y sus pertinentes explicaciones.
En el cuarto y u´ltimo capı´tulo se realiza una visio´n general del TFC y se propocionan las
conclusiones.
En los anexos se puede encontrar, entre otros documentos de importancia, el tutorial para
el uso inicial de LibNav, que es uno de los objetivos del trabajo.
Fundamentos Teo´ricos 3
CAP´ITULO 1. FUNDAMENTOS TE ´ORICOS
Este capı´tulo contiene la informacio´n necesaria para entender los procedimientos segui-
dos durante la realizacio´n del trabajo. Esta´ dividido en secciones segu´n la necesidad re-
querida por cada uno de los experimentos.
1.1. Me´todo de Runge-Kutta
En ocasiones, para conocer el comportamiento de un sistema so´lo disponemos de un
sistema de ecuaciones diferenciales no lineales, por lo que la integracio´n nu´merica de
dichas ecuaciones diferenciales es el me´todo de resolucio´n ma´s lo´gico.
Los me´todos de integracio´n nume´rica ma´s conocidos son los de Euler, Euler inverso (ba-
ckward Euler), y la familia de me´todos de Runge-Kutta. Todos estos me´todos realizan una
aproximacio´n de la solucio´n de una ecuacio´n diferencial.
En el caso del Me´todo de Runge-Kutta, e´ste fue desarrollado inicialmente en 1895 por el
matema´tico alema´n Carle Runge, para ser modificado posteriormente en 1901 por el tam-
bie´n alema´n Martin Kutta. En la siguiente seccio´n se explica co´mo utilizar dicho me´todo.
1.1.1. El algoritmo
En esta seccio´n se describe el algoritmo de Runge-Kutta de 4to. orden1. Sea la ecuacio´n
diferencial:
dx
dt = f (t,x)
Se toman las condiciones iniciales t = ti y x = xi y se define un pequen˜o incremento
en el tiempo denominado h = ti+1 − ti. La eleccio´n del taman˜o del para´metro h tiene
importantes consecuencias en la exactitud y la velocidad del algoritmo2, y es por ello
que existen diferentes criterios para escogerlo, genera´ndose las diversas versiones del
me´todo.
Entonces, integrar nume´ricamente la funcio´n x(t) significa encontrar su valor para t =
ti+1 = ti +h, es decir, x(ti +h). Para ello, se definen las cantidades auxiliares K1, K2, K3,
K4 de la siguiente manera:
1En Matlab/Octave, los diferentes me´todos de integracio´n nu´merica se implementan con las rutinas
ode23 y ode45. En el caso especı´fico de Octave, debe instalarse el paquete octave-forge.
2Lista ordenada y finita de operaciones que permite hallar la solucio´n a un problema.
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K1 = h · f (ti,xi)
K2 = h · f (ti +0,5h,xi +0,5K1)
K3 = h · f (ti +0,5h,xi +0,5K2)
K4 = h · f (ti +h,xi +K3)
A partir de aquı´, se define un nuevo para´metro, ∆xi, que representa el cambio en la funcio´n
x(t) en el intervalo de tiempo h = ti+1− ti:
∆xi =
1
6 · (K1 +2K2 +2K3 +K4)
Entonces, el nuevo valor de la funcio´n sera´:
xi+1 ≃ xi +∆xi = 16 · (K1 +2K2 +2K3 +K4)
1.2. Filtro de Kalman
El filtro de Kalman es un algoritmo desarrollado por Rudolf Emil Kalman entre 1960 y 1961.
Es el filtro por excelencia para estimar sistemas dina´micos y su objetivo es minimizar el
error cuadra´tico medio, disminuyendo el efecto del ruido sobre un sistema.
El filtro de Kalman consiste en un conjunto de ecuaciones matema´ticas que proveen una
solucio´n recursiva3 y eficiente del me´todo de mı´nimos cuadrados (ve´ase la seccio´n 1.11.).
Esta solucio´n permite calcular un estimador lineal y o´ptimo4 del estado de un proceso
para cada momento de tiempo con base a la informacio´n disponible en el momento t −1,
y actualizar, con la informacio´n adicional disponible en el momento t, dichas estimaciones.
1.2.1. El algoritmo
El filtro de Kalman estima un proceso en algu´n momento de tiempo y entonces obtiene
la retroalimentacio´n por medio de los datos observados. Las ecuaciones que utiliza se
pueden dividir en dos grupos:
1. Las que actualizan el tiempo o ecuaciones de prono´stico.
2. Las que actualizan los datos observados o ecuaciones de correccio´n.
3No precisa mantener los datos previos, lo que facilita su implementacio´n en sistemas de procesado en
tiempo real.
4El estado debe contener la informacio´n ma´s relevante del sistema para cada momento de tiempo, tra-
tando de considerar el menor nu´mero de variables posible.
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Las ecuaciones de prono´stico son responsables del estado en el momento t tomando
como referencia el estado en el momento t − 1 y de la actualizacio´n intermedia de la
matriz de covarianza5 del estado. El segundo grupo de ecuaciones son responsables
de la retroalimentacio´n, es decir, incorporan nueva informacio´n dentro de la estimacio´n
anterior, con lo cual se llega a una estimacio´n mejorada, donde el error es minimizado
estadı´sticamente. El ciclo, de prono´stico-correccio´n, se muestra en la figura 1.1:
Figura 1.1: El ciclo del filtro de Kalman. Fuente: [6]
Las ecuaciones especı´ficas para el prono´stico y la correccio´n del estado son detalladas
en las ecuaciones (1.1), (1.2), (1.3), (1.4) y (1.5) respectivamente.
ˆX∗t = A ˆXt−1 (1.1)
P∗t = APt−1AT +Q (1.2)
Las ecuaciones (1.1) y (1.2) pronostican las estimaciones del estado y la covarianza hacia
delante desde t − 1 a t. La matriz A relaciona el estado en el momento previo t − 1 con
el estado al momento actual t, y esta matriz podrı´a cambiar para los diferentes momentos
en el tiempo (t). Q representa la covarianza de la perturbacio´n aleatoria del proceso que
trata de estimar el estado.
Kt = P∗t H
T (HP∗t H
T +R)−1 (1.3)
ˆXt = ˆX∗t +Kt(Zt −H ˆX∗t ) (1.4)
Pt = (I−KtH)P∗t ) (1.5)
La primera tarea durante la correccio´n de la proyeccio´n del estado es el ca´lculo de la
ganancia de Kalman Kt , de la ecuacio´n (1.3). Esta ganancia es seleccionada de forma
que minimice la covarianza del error de la nueva estimacio´n del estado. El siguiente paso
es realmente medir el proceso para obtener Zt y entonces generar una nueva estimacio´n
del estado que incorpora la nueva observacio´n, como en la ecuacio´n (1.4). El paso final
es obtener una nueva estimacio´n de la covarianza del error mediante la ecuacio´n (1.5).
Despue´s de cada par de actualizaciones, tanto del tiempo como de la medida, el proceso
es repetido tomando como punto de partida las nuevas estimaciones del estado y de la
covarianza del error.
5Es la media empı´rica del producto de las dos coordenadas centradas.
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La figura 1.2 ofrece un cuadro completo de la operacio´n del filtro, combinando la figura 1.1
con las ecuaciones.
Figura 1.2: Una visio´n completa del filtro de Kalman. Fuente: [6]
1.3. Regla de Horner
La Regla de Horner es un algoritmo para evaluar polinomios de forma eficiente. La regla
recibe el nombre del matema´tico ingle´s William George Horner.
1.3.1. El algoritmo
La evaluacio´n del polinomio de grado n requiere al menos n sumas y (n2+n)/2 multiplica-
ciones si las potencias se calculan mediante la repeticio´n de multiplicaciones. El algoritmo
de Horner so´lo requiere n sumas y n multiplicaciones.
La principal funcio´n de la Regla de Horner es la de reducir las operaciones con coma
flotante6 mediante la utilizacio´n del factor comu´n, implicando ası´ una mayor velocidad de
computacio´n y reduccio´n del nu´mero de errores cometidos por el computador. Dado el
polinomio:
p(x) = a0 +a1x+a22 +a
3
3 + · · ·+ann
6Me´todo de representacio´n de nu´meros reales que se puede adaptar al orden de magnitud del valor a
representar.
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Donde a0, . . . ,an son nu´meros reales, queremos evaluar el polinomio a un valor especı´fico
de x, digamos x0. Entonces, la regla de Horner dice que el polinomio puede escribirse de
la forma:
p(x) = a0 + x(a1 + x(a2 + · · ·+ x(an−1 +anx)))
Por ejemplo, dado el polinomio:
y(x) = 3x3 +2x2−3x+5
Lo anterior en realidad es:
y(x) = 3 · x · x · x+2 · x · x−3 · x+5
Esta expresio´n tiene nueve operaciones de coma flotante, pero se puede escribir ası´:
y(x) = 5+ x(−3+ x(2+3x))
Que so´lo tiene seis operaciones de coma flotante, con sus beneficios consecuentes.
1.4. Me´todo de Newton
En ana´lisis nume´rico, el Me´todo de Newton (conocido tambie´n como el Me´todo de Newton-
Raphson) es un algoritmo eficiente para encontrar aproximaciones de los ceros o raı´ces
de una funcio´n real. Tambie´n puede ser usado para encontrar el ma´ximo o mı´nimo de una
funcio´n, encontrando los ceros de su primera derivada.
1.4.1. Descripcio´n
La idea de este me´todo es la siguiente: se comienza con un valor cercano al cero (de-
nominado punto de arranque), entonces se reemplaza la funcio´n por la recta tangente en
ese valor, se iguala a cero y se despeja. Este cero sera´, generalmente, una aproximacio´n
mejor a la raı´z de la funcio´n. Luego, se aplican tantas iteraciones como sean necesarias.
xn+1 = xn− f (xn)f ′(xn)
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1.4.2. Algoritmo
Hay varias formas diferentes mediante las cuales se puede obtener el algoritmo de Newton-
Raphson. Una de ellas es una simple interpretacio´n geome´trica. En efecto, atendiendo al
desarrollo geome´trico del me´todo de la secante, podrı´a pensarse en que si los puntos de
iteracio´n esta´n lo suficientemente cerca (a una distancia infinitesimal), entonces la secante
se sustituye por la tangente a la curva en el punto.
Ası´ pues, si por un punto de iteracio´n trazamos la tangente a la curva, por extensio´n con
el me´todo de la secante, el nuevo punto de iteracio´n se tomara´ como la abcisa en el
origen de la tangente (punto de corte de la tangente con el eje x). Esto es equivalente
a linealizar la funcio´n, es decir, f se reemplaza por una recta tal que contiene al punto
(x0, f (x0)) y cuya pendiente coincide con la derivada de la funcio´n en el punto f ′(x0). La
nueva aproximacio´n a la raı´z x1 se logra con la interseccio´n de la funcio´n lineal con el eje
x de ordenadas. Matema´ticamente:
f ′(xn) = f (xn)
xn− xn+1
En la figura 1.3 del Me´todo de Newton se puede ver que xn +1 es una mejor aproximacio´n
que xn para el cero (x) de la funcio´n f .
Figura 1.3: Iteracio´n del me´todo de Newton-Raphson. Fuente: [16]
Una forma alternativa de obtener el algoritmo es desarrollando la funcio´n f (x) en serie de
Taylor, para un entorno del punto xn:
f (x) = f (xn)+ f ′(xn)(x− xn)+(x− xn)2 f
′′(xn)
2!
+ . . .
Si se trunca el desarrollo a partir del te´rmino de grado 2, y evaluamos en xn +1:
f (xn+1) = f (xn)+ f ′(xn)(xn+1− xn)
Si adema´s se acepta que xn + 1 tiende a la raı´z, se ha de cumplir que f (xn + 1) = 0,
luego, sustituyendo en la expresio´n anterior, obtenemos el algoritmo.
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1.5. Funcio´n de densidad de probabilidad
En estadı´stica, la Funcio´n de Densidad de Probabilidad (FDP) se utiliza con el propo´sito
de conocer co´mo se distribuyen las probabilidades de un suceso o evento. Matema´tica-
mente, la FDP es la derivada de la funcio´n de distribucio´n de probabilidad de una variable
aleatoria X (FX(x)) y se denota como fX(x):
fX(x) = dFXdx (x)
De forma inversa:
FX(x) =
Z x
−∞
fX(x)dx
Las propiedades de FDP (a veces visto como PDF del ingle´s) son:
• fX(x) ≥ 0 para toda x.
• El a´rea total encerrada bajo la curva es igual a 1:
Z
∞
−∞
fX(x)dx = 1
La probabilidad de que X tome un valor en el intervalo [a,b] es el a´rea bajo la curva de
la funcio´n de densidad en ese intervalo o lo que es lo mismo, la integral definida en dicho
intervalo. La gra´fica fX(x) se conoce a veces como curva de densidad.
P(a ≤ X ≤ b) =
Z b
a
fX(x)dx = FX(b)−FX(a)
1.5.1. Distribucio´n normal
La distribucio´n normal, tambie´n llamada distribucio´n de Gauss o distribucio´n gaussiana,
es la distribucio´n de probabilidad que con ma´s frecuencia aparece en estadı´stica y teorı´a
de probabilidades. Esto se debe fundamentalmente a dos razones:
• Su funcio´n de densidad es sime´trica y con forma de campana, lo que favorece su
aplicacio´n como modelo a gran nu´mero de variables estadı´sticas.
• Es adema´s lı´mite de otras distribuciones y aparece relacionada con multitud de
resultados ligados a la teorı´a de las probabilidades, gracias a sus propiedades mate-
ma´ticas.
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La funcio´n de densidad viene dada por:
fX(x) = 1
σ
√
2pi
e
− (x−µ)2
2σ2
donde µ (mu) es la media7 y σ (sigma) es la desviacio´n esta´ndar8 (σ2 es la varianza).
Ve´ase un ejemplo de la funcio´n de densidad de distribucio´n normal, con diferentes medias
y varianzas, en la figura 1.4.
Figura 1.4: Funcio´n de densidad de probabilidad normal. Fuente [16]
1.5.2. Distribucio´n exponencial
En estadı´stica la distribucio´n exponencial es una distribucio´n de probabilidad continua,
donde un suceso ocurre λ veces por unidad de tiempo. Su funcio´n de densidad es:
fX(x) =
{
1− e−λx para x ≥ 0
0 para x < 0
Integrando por partes:
E(X) =
1
λ
Var(X) =
1
λ2
En la figura 1.5 se muestra un ejemplo de funcio´n de densidad de distribucio´n exponencial.
7Valor esperado de una variable.
8Media de la distancia de los valores de los datos respecto a la media (µ).
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Figura 1.5: Funcio´n de densidad de probabilidad exponencial. Fuente: [16]
1.6. Escalas de tiempo
El tiempo es una magnitud fı´sica, y las exigencias de la tecnologı´a moderna hacen re-
comendable el desarrollo y mantenimiento de diferentes escalas de tiempo, cada una
adaptada a un determinado requerimiento. ´Estas se pueden dividir en dos familias:
• No uniforme: asociada al movimiento aparente de cuerpos celestes debido a la
rotacio´n de la Tierra.
• Uniforme: basada en la oscilacio´n de a´tomos.
1.6.1. Tiempo Solar Verdadero
El Tiempo Solar Verdadero (tambie´n llamado Tiempo Solar Aparente) es la escala de
tiempo no uniforme que se rige por el movimiento de rotacio´n de la Tierra respecto al
Sol. Si fija´semos un vector, en el meridiano, apuntando al Sol al mediodı´a, el paso del Sol
por la posicio´n marcada por dicho vector al mediodı´a siguiente9 nos indicarı´a el transcurso
de un dı´a solar verdadero. Debido a sus caracterı´sticas esta escala es de naturaleza local,
va´lida en cualquier caso para los puntos situados sobre el mismo meridiano.
El dı´a solar verdadero presenta variaciones en su duracio´n en funcio´n de la estacio´n
en que se encuentre, pudiendo alcanzar ma´ximos de 16 minutos. Estas variaciones son
debidas principalmente a dos razones, que se combinan entre sı´:
• Excentricidad de la o´rbita terrestre.
• Inclinacio´n entre el ecuador celeste y la eclı´ptica.
9De hecho, aquı´ se originan las expresiones “ante meridiem” (A.M. - antes del meridiano) y “post meri-
diem” (P.M. - despue´s del meridiano), refirie´ndose ambas al momento en que el Sol pasa justamente por el
meridiano local (mediodı´a).
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1.6.1.1. Excentricidad de la o´rbita terrestre
El planeta Tierra posee una o´rbita elı´ptica, y tal como describio´ Kepler, en su segunda ley,
sufre cambios en su velocidad de traslacio´n, siendo e´sta superior en el perihelio.
Debido a estos cambios en la velocidad de traslacio´n, el cambio en la posicio´n del Sol con
respecto a la Tierra varı´a, producie´ndose dı´as ma´s cortos durante el mes de julio y ma´s
largos durante el mes de enero (cuando la Tierra se encuentra en el perihelio). Ve´ase la
figura 1.6 para una ilustracio´n sobre este efecto.
Figura 1.6: Efecto de la excentricidad de la o´rbita terrestre. Fuente: [1]
1.6.1.2. Inclinacio´n entre el ecuador celeste y la eclı´ptica
Cuando la inclinacio´n relativa entre el ecuador celeste y la eclı´ptica10 es pequen˜a, es decir,
sus vectores tangentes esta´n bien alineados, se produce una mayor velocidad aparente
del Sol. De forma obvia, si existe un mayor a´ngulo entre ellos la velocidad aparente del
Sol disminuye, ya que no se puede sumar tan favorablemente al movimiento de rotacio´n
de la Tierra. Ve´ase la figura 1.7 para una ilustracio´n sobre este efecto.
Figura 1.7: Efecto de la inclinacio´n de la o´rbita terrestre. Fuente: [1]
Esto tiene como consecuencia que a comienzos del invierno y del verano los dı´as son ma´s
largos, y ma´s cortos a principios de la primavera y del oton˜o. Esta variacio´n de velocidad
tiene dos ma´ximos y dos mı´nimos a lo largo del an˜o.
10Lı´nea curva por donde transcurre el Sol alrededor de la Tierra, en su movimiento aparente.
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Ambos efectos (excentricidad e inclinacio´n de la eclı´ptica) tambie´n son responsables de
que los dı´as en que el Sol sale (o se pone) ma´s temprano (o ma´s tarde) no correspondan
con los respectivos solsticios11.
1.6.2. Tiempo Solar Medio
El Tiempo Solar Medio es como el Tiempo Solar Verdadero, so´lo que en este caso se
asume que el Sol se mueve a velocidad constante por el cielo siguiendo el ecuador te-
rrestre y su duracio´n es la del dı´a solar durante los equinoccios12.
La diferencia entre el Tiempo Solar Verdadero y el Tiempo Solar Medio es producida por
las variaciones comentadas en la seccio´n previa (1.6.1.). Su combinacio´n produce dos
ma´ximos y dos mı´nimos en la duracio´n del dı´a durante el an˜o:
• Aprox. 11 de febrero: Unos −14′16′′
• Aprox. 14 de mayo: Unos +3′40′′
• Aprox. 26 de julio: Unos −6′31′′
• Aprox. 3 de noviembre: Unos +16′28′′
En la siguiente figura 1.8 se puede apreciar un Analema. Este resultado se consigue
fotografiando el Sol a la misma hora y en la misma posicio´n, y refleja el adelanto y atraso
de la posicio´n del Sol en el cielo, combinado con su aumento y disminucio´n de elevacio´n
sobre el horizonte a lo largo de las estaciones.
Figura 1.8: Analema. Fuente: [17]
11Momento del an˜o en el que el Sol alcanza su ma´xima posicio´n meridional.
12Intersecciones entre el ecuador celeste y la eclı´ptica.
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1.6.3. Tiempo Universal
El Tiempo Universal (UT) es una escala de tiempo no uniforme introducida en 1928. El
UT se basa en la medicio´n de la posicio´n de referencias astrono´micas diferentes al Sol
(tales como cua´sares13), lo que conlleva mayor precisio´n, aunque tambie´n presenta irre-
gularidades ya que se basa en la rotacio´n del planeta. Debido a estas anomalı´as existen
varios tipos de UT:
• UT0: Es el UT definido mediante observaciones de puntos de referencia astrono´mi-
cos.
• UT1: Es el resultado de aplicar correcciones debidas al movimiento de los polos
(efecto Chandler14 y otros) sobre UT0. Esta escala es la ma´s ampliamente utilizada
por los astro´nomos y a menudo el te´rmino UT se refiere a ella.
• UT2: La velocidad de rotacio´n de la Tierra no es constante debido, entre otros as-
pectos, a las mareas y el intercambio de energı´a entre la Tierra y la atmo´sfera. UT2
resulta de aplicar correciones a estas anomalı´as sobre UT1.
1.6.4. Tiempo Ato´mico Internacional
Desde mediados de 1950 se empezaron a desarrollar relojes ato´micos suficientemente
precisos. Es entonces cuando nacio´ esta escala de tiempo uniforme: el Tiempo Ato´mico
Internacional (TAI).
1.6.5. Tiempo Universal Coordinado
El Tiempo Universal Coordinado o en ingle´s Universal Time Coordinated (UTC) es una
escala de tiempo ato´mica internacional ampliamente utilizada en el a´mbito civil. De hecho,
hoy en dı´a pra´cticamente todos los paı´ses del mundo definen sus horas locales en fun-
cio´n de UTC15, an˜adiendo o restando un nu´mero entero de horas segu´n convenga a su
localizacio´n geogra´fica. En cierta forma, UTC puede verse como la manera de reconciliar
el TAI con UT1.
UTC tiene la misma frecuencia que TAI pero cada cierto tiempo se le an˜aden16 (o sus-
traen) segundos extras (llamados leap seconds) para mantenerlo sincronizado dentro de
+/- 0,9 s de UT1. De esta manera, se obtiene la exactitud del tiempo ato´mico sin divorciar-
se completamente del feno´meno de la rotacio´n terrestre.
13Nu´cleos activos de galaxias jo´venes, con gran luminosidad y muy lejanos.
14Oscilacio´n libre del eje de rotacio´n de la Tierra.
15En algunos entornos, particularmente el militar, UTC es llamado Zulu time.
16Previamente se utilizaba un sistema que buscaba mantener UTC sincronizado con el promedio de UT2
del an˜o previo, introduciendo mu´ltiplos de 100 milisegundos (aproximadamente). Puede ver una relacio´n de
los leap seconds introducidos hasta ahora en http://hpiers.obspm.fr/eop-pc/earthor/utc/UTC-offsets tab.html
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Hasta el momento17 se han introducido 34 segundos (todos ellos de retraso), por lo que
se cumple la siguiente relacio´n:
UTC−TAI =−34 s
El u´ltimo leap second se an˜adio´ el 31/Dic/2008. Esto quiere decir que a las 23h 59m 59s,
siguio´ las 23h 59m 60s, y luego las 0h 0m 0s del 01/Ene/2009. A partir de ese momento,
la relacio´n entre TAI y UTC es la que se presenta arriba. Ya se ha decidido18 que no se
agregara´ un nuevo leap second positivo en junio del 2009.
La decisio´n de agregar o no los leap seconds depende del International Earth rotation and
Reference systems Service (IERS), que es la institucio´n encargada de proporcionar los
para´metros asociados a la orientacio´n y rotacio´n de la Tierra.
1.6.6. Tiempo GPS
El Tiempo GPS, tambie´n llamado GPS Time (GPST), utiliza una escala de tiempo unifor-
me. Es el tiempo de referencia para las aplicaciones relacionadas con el Global Navigation
Satellite System (GNSS) del Departamento de Defensa de los EE.UU.
El GPST es un tiempo de naturaleza ato´mica que no es alterado por leap seconds. Toma
como e´poca de origen las 00:00 UTC de la noche del 5 al 6 de enero de 1980. Dado que
para esa fecha se habı´an introducido 19 leap seconds, la siguiente expresio´n es va´lida:
TAI−GPST = 19 s
La llamada semana GPS empieza la noche del sa´bado al domingo, de modo que, por
ejemplo, el 17 de marzo del 2004 correspondio´ a la semana GPS 1262. Las semanas
GPS tienen un ciclo de 1024, y el primer ciclo se alcanzo´ en la noche del 21 al 22 de
Agosto de 1999, llamado “GPS Week Rollover”.
1.7. Dı´a Juliano
El dı´a Juliano (JDN ) es el nu´mero entero de dı´as que han transcurrido desde el mediodı´a
(hora de Greenwich) del lunes 1◦ de enero del an˜o 4713 antes de nuestra era, medidos
segu´n el calendario Juliano19 (Ver [13]).
Para calcular el dı´a Juliano se utiliza el siguiente algoritmo (va´lido para an˜os a partir de
1583), donde los meses esta´n numerados del 1 al 12, empezando por enero. Tambie´n
se ha de tener en cuenta que el resultado es va´lido a partir del mediodı´a, porque el dı´a
17Esta seccio´n fue revisada por ultima vez en enero del 2009.
18Puede consultar el boletı´n en http://hpiers.obspm.fr/eoppc/bul/bulc/bulletinc.dat
19El calendario Juliano fue el instaurado por el emperador romano Julio Ce´sar. Dado que dicho calendario
se establecio´ en el an˜o 4 de nuestra era, la extensio´n hacia el −4713 es un artificio matema´tico, y por ello
se habla en este caso del calendario Juliano “prole´ptico”.
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Juliano empieza al mediodı´a de Greenwich20. Adicionalmente, los sı´mbolos ⌊ ⌋ indican
que debe tomarse la parte entera del resultado entre dichos sı´mbolos.
a =
⌊14−mes
12
⌋
y = anyo+4800−a
m = mes+12a−3
JDN = dia+
⌊153m+2
5
⌋
+365y+
⌊y
4
⌋
−
⌊ y
100
⌋
+
⌊ y
400
⌋
−32045
Si se desea incluir la parte fraccionaria, se puede usar esta expresio´n:
JD = JDN +
horas−12
24
+
minutos
1440 +
segundos
86400
1.8. El Sol
El Sol es el astro ma´s importante de nuestro sistema y el que posee mayor brillo aparente.
Su presencia en el cielo determina el dı´a, su ausencia la noche.
1.8.1. Orto solar
La salida del Sol se produce estrictamente cuando su altura astrono´mica es cero en su
trayecto de altura de negativa a positiva. Si en ese momento el astro es visible, el orto se
produce cuando el limbo21 superior toca el plano del horizonte. Esto sucede al amanecer,
cuando su centro esta´ a una elevacio´n de −50’. A los 16′ del radio solar hay que an˜adir
los 34′ de la refraccio´n atmosfe´rica. Esta refraccio´n es la que produce la visibilidad del
Sol cuando realmente se encuentra por debajo del horizonte, concretamente los 34′ ya
mencionados.
El amanecer u orto se debe, obviamente, al movimiento de rotacio´n de la Tierra. Entre
primavera y verano, para el hemisferio norte, el Sol sale entre el Este y el Norte (decli-
nacio´n22 positiva); en oton˜o e invierno sale entre el Este y el Sur (declinacio´n negativa).
Simulta´neamente, en el hemisferio sur se da el feno´meno inverso: en oton˜o e invierno sale
entre el Este y el Norte, mientras que en primavera y verano sale entre el Este y el Sur.
20Esta convencio´n es muy apropiada para los astro´nomos, pues ası´ todas las observaciones hechas
durante la noche (segu´n Greenwich) caen durante el mismo dı´a Juliano.
21Es la regio´n del borde en la imagen de una estrella, menos brillante que su parte central.
22
´Angulo que forma el astro con el ecuador celeste.
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En los equinoccios sale por el Este y se pone por el Oeste, siendo los dos u´nicos dı´as del
an˜o que sucede este feno´meno.
1.8.2. Ocaso solar
La puesta de Sol se da cuando el Sol posee una altura astrono´mica de cero en su trayecto
de altura de positivo a negativo. En primavera y verano, para el hemisferio norte, el Sol
se pone entre el Oeste y el Norte (declinacio´n positiva); en oton˜o e invierno su ocaso da
lugar entre el Oeste y el Sur (declinacio´n negativa).
Simulta´neamente, para el hemisferio sur sucede de forma inversa: en oton˜o e invierno el
ocaso se produce entre el Oeste y el Norte, y en primavera y verano el ocaso tiene lugar
entre el Oeste y el Sur.
1.9. Eclipses
Un eclipse es el resultado cuando la luz procedente de un cuerpo celeste queda bloquea-
da por otro cuerpo, normalmente llamado cuerpo eclipsante. Normalmente se habla de
eclipses de Sol y de Luna cuando estos cuerpos se alinean con la Tierra de una determi-
nada forma.
Debido al taman˜o del Sol, la Luna y la distancia que los separa, una diferencia inferior a
1,12◦ entre sus vectores directores produce un eclipse entre ellos.
1.9.1. Eclipse solar
La Luna oscurece el Sol, interponie´ndose entre e´ste y la Tierra. Esto so´lo puede pasar en
Luna Nueva. Los eclipses solares se dividen a su vez en totales, parciales y anulares.
Si se observa la figura 1.9 se puede distinguir un eclipse total en el dibujo A, uno anular
en el B y finalmente uno parcial en el C.
En el eclipse total el Sol se cubre completamente, en el anular permanece visible un anillo
del disco del Sol y en el parcial la Luna no cubre por completo el disco solar, que aparece
como creciente.
1.9.2. Eclipse lunar
La Tierra se interpone entre el Sol y la Luna, oscureciendo esta u´ltima. La Luna entra en la
zona de sombra de la Tierra. Esto so´lo puede ocurrir en Luna Llena. Los eclipses lunares
se dividen a su vez en totales, parciales y penumbrales, dependiendo de si la Luna pasa
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Figura 1.9: Tipos de eclipses solares. Fuente: [16]
en su totalidad o en parte por el cono de sombra proyectado por La Tierra, o u´nicamente
lo hace por la zona de penumbra.
Figura 1.10: Diagrama de un eclipse lunar. Fuente: [16]
1.10. Navegacio´n
Se entiende por navegacio´n el desplazamiento de un punto (origen) a otro (destino), si-
guiendo una trayectoria conocida.
La navegacio´n implica conocer en cada momento la posicio´n. Para esto existen diferentes
me´todos. En funcio´n de los algoritmos seguidos para la obtencio´n de la posicio´n, se pue-
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den distinguir los diversos tipos de navegacio´n existentes:
• Navegacio´n visual: basada en referencias visuales.
• Navegacio´n a estima: se conoce el origen y se calcula la posicio´n mediante el
vector velocidad y el tiempo transcurrido (integrando en funcio´n de este u´ltimo).
• Navegacio´n auto´noma: cuando se ausentan dispositivos externos a la aeronave
para la obtencio´n de la posicio´n.
• Navegacio´n basada en ayudas: cuando se utilizan dispositivos externos a la aero-
nave para la obtencio´n de la posicio´n, tales como ayudas visuales o radioayudas.
• Navegacio´n por sate´lite: se basa en los GNSS (GPS, GALILEO, GLONASS).
El concepto de navegacio´n ae´rea ha agregado una nueva dimensio´n a la navegacio´n, ya
que para el posicionamiento de una aeronave es necesario conocer su longitud, latitud y
su altura. Esta u´ltima en los barcos no es necesaria.
Como respuesta al congestionamiento del espacio ae´reo ha sido necesaria la introduc-
cio´n de una nueva variable, el tiempo. Recibiendo el nombre de navegacio´n 4D, la cual
esta´ siendo desarrollada actualmente.
1.10.1. Navegacio´n basada en ayudas
En este caso se cuenta con la asistencia de dispositivos instalados en tierra que fungen
como puntos de referencia en la navegacio´n. Dichas ayudas pueden funcionar por radio
o ser de naturaleza visual. En este trabajo nos centraremos en la navegacio´n basada en
radioayudas, por su importancia en LibNav.
En este sentido, las radioayudas se pueden clasificar segu´n el tipo de informacio´n que
proporcionan:
• Direccio´n a un punto fijo: este tipo de ayudas simplemente indica, mediante una
aguja, la direccio´n en la que tendrı´a que volar el piloto para llegar a un punto de
referencia dado. A este tipo pertenece el sistema ADF/NDB.
• Azimutales: el azimut es el a´ngulo horizontal formado entre un eje de referen-
cia (por ejemplo el vector radioayuda-norte magne´tico), y el vector radioayuda-
aeronave. En esta clasificacio´n entran, entre otros, el VOR y el ILS/LLZ.
Usar una radioayuda azimutal a menudo se denomina navegacio´n theta (θ), por la
notacio´n que recibe habitualmente el a´ngulo proporcionado (azimut).
• Cenitales: en este caso se proporciona el a´ngulo vertical entre el eje de referen-
cia radioayuda-horizonte y el vector radioayuda-aeronave. El ILS/GS es el ejemplo
tı´pico.
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• De distancia: este tipo de ayudas proporcionan la distancia entre radioayuda y
aeronave. Como esta distancia a menudo se denota “rho” (ρ), se habla entonces de
navegacio´n rho. A esta categorı´a pertenece el DME.
1.10.2. Me´todos para determinar la posicio´n
En las siguientes secciones se detallan los me´todos utilizados para determinar la posicio´n
de una aeronave, determinados segu´n el tipo de radioayudas utilizadas.
1.10.2.1. Me´todo theta-theta
Este me´todo se utiliza cuando se disponen de varias radioayudas de tipo azimutal, o en
general, cuando el sistema de navegacio´n obtiene los a´ngulos entre ejes de referencia,
los puntos de referencia, y la posicio´n actual.
Figura 1.11: Theta-theta fix. Fuente: [1]
Los puntos P1 y P2, de la figura 1.11, son las radioayudas azimutales, las cuales generan
las (Line Of Position) LOP1 y LOP2, donde gracias al cruce de e´stas se determina la
posicio´n de la aeronave PA.
Se entiende entonces que para determinar sin ambigu¨edad la posicio´n de la aeronave son
necesarias dos radioayudas azimutales como mı´nimo.
Se puede demostrar que la posicio´n (x,y) de la aeronave A, es decir el punto PA, es
posible expresarla de manera fa´cil como la ecuacio´n de una recta (ecuacio´n 1.6):
y = tan(90◦−B( j))(x− x( j))+ y( j) (1.6)
Donde B j es el Bearing, es decir el radial, entre la radioayuda j y la aeronave, mientras
que m( j) representa la pendiente de la recta:
m( j) = tan(90◦−B( j)) (1.7)
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Entonces se sustituye la ecuacio´n 1.7 en la ecuacio´n 1.6 para simplificar:
y = m( j)(x− x( j))+ y( j)
Y desarrollando:
y = m( j)x−m( j)x( j) + y( j)
Si an˜adimos ma´s ecuaciones procedentes de otras radioayudas obtenemos un sistema
de ecuaciones lineal.
A continuacio´n se aplica un cambio de variables, para poder disponer de todas las va-
riables bien diferenciadas, donde los te´rminos x0 e y0 representan una posicio´n aproxima-
da23 de la aeronave:
x = x0 +dx
y = y0 +dy
Y resulta:
y0 +dy = m( j)(x0 +dx)−m( j)x j + y( j)
Desarrollando queda:
y0 +dy = m( j)x0 +m( j)dx−m( j)x( j) + y( j)
Sacando factor comu´n a los te´rminos conocidos y aislando los desconocidos:
(y( j)− y0)−m( j)(x( j)− x0) = dy−m( j)dx (1.8)
La ecuacio´n 1.7 tambie´n se puede expresar como:
m( j) = tan(90◦−B( j)) = sin(90
◦−B( j))
cos(90◦−B( j)) =
sin(α( j))
cos(α( j))
(1.9)
Ahora sustituimos la ecuacio´n 1.9 en la ecuacio´n 1.8 y multiplicamos todo por cos(α j) con
la intencio´n de eliminar las indeterminaciones (teniendo en cuenta que cos(α j) debe ser
diferente de cero), resultando:
23Habitualmente esta posicio´n estimada se toma como la u´ltima posicio´n de la aeronave, conocida en el
pasado.
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cos(α( j))(y( j)− y0)− sin(α( j))(x( j)− x0) = −sin(α( j))dx+ cos(α( j))dy
Para poder resolver mediante el me´todo de mı´nimos cuadrados (seccio´n 1.11.) se debe
escribir el sistema en forma matricial:
C =


cos(α(1))(y(1)− y0)− sin(α(1))(x(1)− x0)
cos(α(2))(y(2)− y0)− sin(α(2))(x(2)− x0)
cos(α(3))(y(3)− y0)− sin(α(3))(x(3)− x0)
.
.
.
cos(α(k))(y(k)− y0)− sin(α(k))(x(k)− x0)


A =


−sin(α(1)) cos(α(1))
−sin(α(2)) cos(α(2))
−sin(α(3)) cos(α(3))
.
.
.
.
.
.
−sin(α(k)) cos(α(k))


X =
[
dx
dy
]
C = A ·X
Para determinar la posicio´n de la aeronave de forma ma´s precisa, y si se tiene una esti-
macio´n del error cometido en la medicio´n de los a´ngulos, se puede utilizar el me´todo de
mı´nimos cuadrados con pesos (seccio´n 1.12.).
Para la obtencio´n de los errores (pesos) se ha utilizado el me´todo utilizado por la Federal
Aviation Administration (FAA), que consiste en escoger el valor ma´s grande entre 2σ del
error24 en la medicio´n del a´ngulo (donde 1σ para el VOR equivale a 2,25◦) y el 3 % de la
distancia a la estacio´n VOR. Por favor consultar [5] para ma´s informacio´n.
En el ca´lculo de dicha distancia se ha de tener presente que para simplificar los ca´lculos
se aproxima el arco (arc, en verde) de la figura 1.12 por una recta (tan, en negro). Esto
so´lo es posible para a´ngulos pequen˜os (menores a 10 grados).
En la figura 1.13 se aprecia que el error cometido por la radioayuda Em es muy pequen˜o
y por lo tanto se puede aproximar por una recta. Entonces:
εm = r · εB
σm = r ·σB
24Este error hace referencia al error total del sistema, donde se incluye el error de la estacio´n VOR, los
errores de propagacio´n y el error del receptor. Se ha de tener en cuenta que cuando la estacio´n de tierra
presenta un error superior a 1◦ se desconecta automa´ticamente.
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Figura 1.12: Aproximacio´n para un a´ngulo pequen˜o. Fuente: [16]
Figura 1.13: Ca´lculo del error del VOR, en unidades de distancia.
Finalmente:
σVOR ≃
√
(x0− x( j))2 +(y0− y( j))2 ·σB
Donde σB es B′−B en [rad], es decir, la diferencia entre los a´ngulos de la medicio´n real
y la erro´nea (el error), expresada en radianes.
1.10.2.2. Me´todo rho-rho
En este caso, se tienen al menos dos radioayudas que proporcionan informacio´n de dis-
tancia, como se indica en la figura 1.14.
Figura 1.14: Rho-rho fix. Fuente: [1]
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El cruce entre LOP1 y LOP2 genera dos posibles soluciones y por ende una ambigu¨edad.
Esta ambigu¨edad so´lo puede ser resuelta, en el a´mbito aerona´utico, mediante la introduc-
cio´n de una nueva radioayuda, resultando necesarias, como mı´nimo, tres radioayudas de
distancia para un u´nico resultado.
No´tese que la ecuacio´n corresponiente a la LOPj puede escribirse como:
P( j)
2
= (x− x( j))2 +(y− y( j))2 (1.10)
Donde:
• P( j) es la distancia entre la estacio´n y el avio´n, medida por el DME “j”.
• x( j) es la coordenada “x” del DME “j”.
• y( j) es la coordenada “y” del DME “j”.
Aplicando la raı´z cuadrada a toda la ecuacio´n 1.10:
P( j) =
√
(x− x( j))2 +(y− y( j))2
Que expresado como funcio´n queda:
f (x,y) =
√
(x− x( j))2 +(y− y( j))2
Dadas ma´s ecuaciones derivadas de otras estaciones DME, el sistema de ecuaciones no
serı´a lineal. Entonces para poder resolver el sistema de ecuaciones es necesario aplicar
el teorema de Taylor (linealizar la funcio´n) y un pequen˜o cambio de variables, donde los
te´rminos x0 e y0 representan una posicio´n aproximada de la aeronave:
x = x0 +dx
y = y0 +dy
Aplicando el teorema de Taylor:
f (x,y) ≃ f (x0,y0)+ ∂ f (x,y)∂x
∣∣∣
x0,y0
dx+ ∂ f (x,y)∂y
∣∣∣
x0,y0
dy+ . . .
f (x,y) ≃ ρ0 + x0− x
( j)
ρ( j)0
dx+ y0− y
( j)
ρ( j)0
dy
La ecuacio´n, una vez linealizada, queda de la siguiente forma:
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P( j)−ρ( j)0 =
x0− x( j)
ρ( j)0
dx+ y0− y
( j)
ρ( j)0
dy
Para poder resolver mediante el me´todo de mı´nimos cuadrados (seccio´n 1.11.) se ha de
reescribir el sistema de forma matricial, como sigue:
C =


P(1)−ρ(1)0
P(2)−ρ(2)0
P(3)−ρ(3)0
.
.
.
P(k)−ρ(k)0


A =


x0−x(1)
ρ(1)0
y0−y(1)
ρ(1)0
x0−x(2)
ρ(2)0
y0−y(2)
ρ(2)0
x0−x(3)
ρ(3)0
y0−y(3)
ρ(3)0
.
.
.
.
.
.
x0−x(k)
ρ(k)0
y0−y(k)
ρ(k)0


X =
[
dx
dy
]
C = A ·X
De forma ana´loga al me´todo theta-theta, para determinar la posicio´n de la aeronave de
forma ma´s precisa se puede utilizar el me´todo de mı´nimos cuadrados con pesos (seccio´n
1.12.). En e´ste, para obtener los pesos se ha utilizado el me´todo de la FAA, donde se ha
de escoger el valor mayor entre los 2σ (1σ para el DME equivale a 463 m) y el 3 % de la
distancia a la estacio´n. Para ma´s informacio´n acerca de este me´todo consultar [5].
1.10.2.3. Me´todo theta-rho
A menudo, junto con el VOR existe una estacio´n DME en el punto P1. En este caso,
adema´s de un a´ngulo θ1 se tiene una distancia ρ1, como indica la figura 1.15. La intersec-
cio´n entre LOP1 y LOP2 da resultado a la posicio´n de la aeronave PA, y para determinar
sin ambigu¨edad la posicio´n de la aeronave so´lo es necesaria una radioayuda doble (VOR
+ DME).
Este me´todo es una combinacio´n de los dos anteriores (theta-theta y rho-rho), por lo que
su peculiaridad reside en incorporar a sus matrices todas las ecuaciones correspondientes
a ambos me´todos:
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Figura 1.15: Theta-rho fix. Fuente: [1]
C =


cos(α(1))(y(1)− y0)− sin(α(1))(x(1)− x0)
cos(α(2))(y(2)− y0)− sin(α(2))(x(2)− x0)
.
.
.
cos(α(k))(y(k)− y0)− sin(α(k))(x(k)− x0)
P(1)−ρ(1)0
P(2)−ρ(2)0
.
.
.
P(k)−ρ(k)0


A =


−sin(α(1)) cos(α(1))
−sin(α(2)) cos(α(2))
.
.
.
.
.
.
−sin(α(k)) cos(α(k))
x0−x(1)
ρ(1)0
y0−y(1)
ρ(1)0
x0−x(2)
ρ(2)0
y0−y(2)
ρ(2)0
x0−x(3)
ρ(3)0
y0−y(3)
ρ(3)0
.
.
.
.
.
.
x0−x(k)
ρ(k)0
y0−y(k)
ρ(k)0


X =
[
dx
dy
]
C = A ·X
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1.11. Me´todo de los Mı´nimos Cuadrados
El Me´todo de los Mı´nimos Cuadrados (Least Mean Squares o LMS en ingle´s) se basa
en hallar la solucio´n en la cual la suma de todos los errores (elevados al cuadrado para
eliminar el signo) sea la mı´nima. Aplicar este me´todo es sencillo mediante el a´lgebra de
vectores y matrices. Dado el sistema presentado en la ecuacio´n 1.11:
AX = C (1.11)
Lo primero es reconocer que A no es una matriz cuadrada. El me´todo empieza entonces
generando una matriz cuadrada (suceptible de ser invertida) mediante la multiplicacio´n
por la transpuesta de A (AT ):
AT AX = AT C
La nueva matriz (AT A) sı´ es cuadrada, por lo que a partir de ahora se puede despejar el
vector de inco´gnitas X siguiendo un procedimiento similar al utilizado en la ecuacio´n 1.12.
AT AX = AT C
(AT A)−1(AT A)X = (AT A)−1AT C
IX = (AT A)−1AT C
X = (AT A)−1AT C (1.12)
1.12. Me´todo de los Mı´nimos Cuadrados con Pesos
En el me´todo anterior se supuso que todas las observaciones eran de la misma calidad,
es decir, que las ecuaciones que de ellas se derivan tenı´an todas igual importancia para
la solucio´n del problema.
En la pra´ctica, sin embargo, a menudo es posible obtener informacio´n adicional que per-
mite asignar un peso relativo a cada ecuacio´n. Esto significa que hay ecuaciones en las
que se confı´a ma´s, mientras que en otras se confı´a menos. Se habla entonces del Me´todo
de los Mı´nimos Cuadrados con Pesos, o Weighted Least Mean Squares (WMS) en ingle´s.
Este juicio de valor entre las ecuaciones se puede hacer de muchas maneras, pero una
de las ma´s comunes es utilizar variables estadı´sticas como la dispersio´n o desviacio´n
esta´ndar (σ) asociada a cada dato, que permite asignar los pesos relativos. Para asignar
los pesos relativos se construye entonces una matriz diagonal W de dimensio´n n (donde
n es el nu´mero de ecuaciones), cuyos elementos son los pesos que se desea asignar a
cada matriz:
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W =


w1 0 . . . 0
0 w2 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . wn


Si se utiliza la dispersio´n (o ma´s apropiadamente, la varianza) para asignar los pesos
relativos, la solucio´n obtenida sera´ llamada la solucio´n de mı´nima varianza. En este caso,
cada elemento de la diagonal de W estara´ formado por la inversa de la varianza asociada
a cada ecuacio´n, de modo que a mayor varianza (dispersio´n), el peso relativo asignado
es menor y viceversa. Esto se representa en la ecuacio´n 1.13.
W =


1/σ21 0 . . . 0
0 1/σ22 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 1/σ2n

 (1.13)
Independientemente del criterio para asignar los pesos, el me´todo comienza asignando
los pesos mediante la multiplicacio´n del sistema de ecuaciones por la matriz de pesos W.
La matriz de coeficientes resultante WA no es cuadrada, por lo que se siguen los pasos
para despejar el vector de inco´gnitas X como se hizo para el me´todo LMS.
WAX = WC
AT WAX = AT WC
(AT WA)−1(AT WA)X = (AT WA)−1AT WC
IX = (AT WA)−1AT WC
X = (AT WA)−1AT WC
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CAP´ITULO 2. METODOLOG´IA
Para la expansio´n de la librerı´a LibNav ha sido necesario un tiempo de adaptacio´n tanto
para el sistema operativo como para el software requerido por el desarrollo, debido a que
se requieren una serie de herramientas de software para su expansio´n, modificacio´n y
seguimiento por parte del tutor.
En las siguientes secciones se explicara´n los me´todos seguidos para el desarrollo del
proyecto, ası´ como las herramientas utilizadas.
2.1. Herramientas
En esta seccio´n se explicara´ la necesidad de adecuacio´n, en lo que a software se refiere,
para la posible expansio´n de LibNav. Veremos todas las herramientas utilizadas, el motivo
por el cual se han empleado y una breve descripcio´n de su funcionamiento.
Cabe destacar que LibNav ha sido desarrollado ı´ntegramente con software de libre distri-
bucio´n y totalmente gratuito.
2.1.1. Ubuntu 8.04
El aspecto ma´s novedoso para mı´ ha sido la utilizacio´n de un sistema operativo (SO) libre
llamado Ubuntu. Este SO Linux ha servido de base para todas las dema´s herramientas
utilizadas.
El principal motivo de su utilizacio´n es que es un SO libre y gratuito, adema´s de ser po-
tente, robusto y de fa´cil manejo una vez pasado el tiempo de adaptacio´n. Ubuntu dispone
de varias herramientas incorporadas, de las cuales algunas han sido muy u´tiles para la
expansio´n de LibNav:
• Mozilla Firefox: navegador web.
• Calculadora: virtual, u´til y cientı´fica.
• GIMP: editor de ima´genes. Ha sido utilizado para retocar algunas de las ima´genes
aquı´ incluidas y cambiarles el formato. Para ma´s informacio´n consultar [21].
• Evince: visor de documentos. Ha sido utilizado ba´sicamente para la visualizacio´n
de documentos en formato pdf. Para ma´s informacio´n consultar [20].
• Terminal: aplicacio´n para lı´neas de comandos Bash.
2.1.2. Subversion
Subversion (SVN) es un programa de control de versiones que permite:
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• La colocacio´n de toda la librerı´a en un servidor.
• El acceso de otros ordenadores mediante un nombre de usuario y una clave.
• La creacio´n de un historial con todas las modificaciones de la librerı´a.
• La descarga de la u´ltima versio´n o anteriores (brindando la oportunidad de resolver
conflictos).
• La opcio´n de comparar los cambios sufridos para un archivo determinado entre
diferentes revisiones.
SVN favorece notablemente el desarrollo de un proyecto basado en la programacio´n des-
centralizada, es decir, en diferentes lugares de trabajo. Esto permitı´a la actualizacio´n de
LibNav y que el tutor estuviera en todo momento informado de los avances de e´sta.
2.1.3. Kate
Kate es un editor de textos para K Desktop Environment (KDE). ´Esta ha sido la herramien-
ta ma´s utilizada en el proyecto. Este editor permite escribir co´digo para muchos lenguajes
de programacio´n: C++, C, PHP, LATEX, Fortran y Java entre otros. Las cualidades que lo
hacen atractivo son:
• Destacado de sintaxis.
• Bu´squeda y reemplazo de texto.
• Mu´ltiples documentos abiertos en una ventana.
• Soporte de sesiones.
• Explorador de archivos.
• Emulador de terminal basado en Konsole1.
• Bu´squeda de lı´nea de co´digo.
Kate tambie´n ha sido la herramienta utilizada para la creacio´n de este documento, ya que
como se ha comentado anteriormente, permite escribir co´digo LATEX. Se puede encontrar
ma´s informacio´n al respecto en [24], su pa´gina web oficial.
1Emulador de Terminal.
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2.1.4. LATEX
LATEX es un programa basado en el lenguaje de programacio´n TEX (formado por numero-
sas macros). La peculiaridad de LATEX reside en:
• Permitir a quien escribe el documento centrarse exclusivamente en el contenido, ya
que del disen˜o se encarga una plantilla 2.
• Poseer una gran capacidad para la representacio´n de ecuaciones, con un gran
nu´mero de sı´mbolos y una notacio´n espectacular.
• Permitir estructurar fa´cilmente el documento.
• Trivializar el uso de referencias cruzadas.
• Dar un formato homoge´neo a la documentacio´n, con muy alta calidad.
2.1.5. Doxygen
Doxygen es una herramienta de programacio´n que genera documentacio´n para C++, C y
Java entre otros. La documentacio´n la puede generar en formato HTML, RTF, PostScript,
LATEX o PDF. La librerı´a de LibNav se ha escrito de modo que la documentacio´n se genere
automa´ticamente en formato HTML.
Una vez generada toda la documentacio´n, so´lo se debe abrir el archivo ‘index.html’ me-
diante Mozilla Firefox visto en la seccio´n 2.1.1. y se accede de manera ra´pida a un menu´,
el cual permite ver de forma clara todas las dependencias y conexiones para cada uno de
los archivos incluidos en LibNav. Consultar [19] para ma´s informacio´n.
2.1.6. Bash
Bash es un ‘shell’3 de Unix, es decir, mediante esta herramienta se pueden dar o´rde-
nes al computador. Viene por defecto en Ubuntu y ha sido la herramienta por excelencia
para compilar todos los experimentos creados en LibNav, debido a su velocidad y mane-
jabilidad, y es a trave´s de esta herramienta se han utilizado programas como Doxygen,
Subversion, Xev y Gnuplot entre otros.
Permite:
• Navegar por los ficheros y carpetas del ordenador.
• Gestionar archivos y carpetas (crear, mover, borrar, copiar, etc.).
2La plantilla de este documento ha sido disen˜ada por el Prof. Xavier Prats Mene´ndez, adapta´ndola al
formato de presentacio´n preestablecido en la normativa de Trabajos de Final de Carrera de la Escuela
Polite´cnica Superior de Castelldefels, centro adjunto a la Universidad Polite´cnica de Catalunya.
3Interfaz usada para interactuar con el nu´cleo de un sistema operativo.
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• Abrir otras herramientas.
• Realizar ca´lculos.
• Crear programas.
2.1.7. Xev
Xev es un comando Unix que llamado desde Bash abre una ventana y recopila toda la
informacio´n acerca de lo que ha ocurrido encima de e´sta. El tipo de informacio´n que reco-
pila es variada, como por ejemplo: las teclas que se han pulsado, si se ha redimensionado
la ventana y la ma´s importante, que es la de almacenar todas las posiciones (en coorde-
nadas de pixel) que ha tomado el cursor del rato´n.
Esta utilidad ha sido empleada para generar la trayectoria del cursor del rato´n aplicada en
el experimento KalmanExampleMouse (ver seccio´n 3.4.).
2.1.8. Gnuplot
Gnuplot ha sido la herramienta utilizada en el transcurso de la creacio´n de los experimen-
tos para visualizar los resultados de forma gra´fica. La utilidad genera gra´ficas de funciones
y datos. Tiene la opcio´n de graficar en 3D adema´s de hacerlo en 2D.
Su uso no es complicado y resulta muy co´modo, ya que una vez compilado el experimento
en la ventana Terminal, se puede ejecutar Gnuplot para comprobar los resultados. Esta
herramienta ha generado todas las figuras (del capı´tulo 3) dada su capacidad para generar
ima´genes con multitud de formatos como PNG, EPS, SVG, JPEG y muchos ma´s.
2.1.9. Octave
Octave es un lenguaje de alto nivel para realizar ca´lculos nu´mericos. Proporciona una
buen interfaz de lı´nea de comandos para resolver problemas nu´mericos lineales o no
lineales, y para resolver otros experimentos nu´mericos usando un lenguaje altamente
compatible con Matlab (su versio´n comercial).
Esta potente herramienta de ca´lculo ha sido utilizada para la verificacio´n de resultados en
experimentos tales como los de la familia Runge-Kutta. En [26], la pa´gina web oficial, se
puede consultar informacio´n ma´s detallada o descargar la u´ltima versio´n.
2.1.10. GPS Toolkit
La GPS Toolkit, tambie´n llamada GPSTk, es una librerı´a open source para GPS. Esta he-
rramienta multiplataforma de desarrollo en C++ para sistemas de navegacio´n por sate´lite
es uno de los pilares de LibNav.
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De la misma manera que LibNav, GPSTk posee una licencia del tipo Lesser General
Public License (LGPL), por lo que algunas de sus clases han sido adoptadas y adaptadas
en LibNav. Para ma´s informacio´n visitar [23].
2.1.11. SourceForge
SourceForge es una utilidad que controla y gestiona proyectos de software libre, entre
los que se encuentra LibNav. Gracias a su pa´gina web es posible centralizar los recursos
de cada proyecto, encontrar colaboradores y/o desarrolladores interesados, y facilita la
descarga de los ficheros que constituyen el proyecto.
LibNav tiene su propio espacio en SourceForge, que es donde se transmiten los archivos
cuando se utiliza Subversion mediante o´rdenes Bash. Existe ma´s informacio´n disponible
en [27].
2.2. Desarrollo
Al finalizar esta seccio´n, el lector dispondra´ de una visio´n general sobre co´mo se ha abor-
dado el proyecto desde sus inicios hasta la creacio´n de este documento.
Tambie´n se mostrara´ que´ fue necesario adecuar en la computadora para poder comenzar
a trabajar, que´ documentos fueron imprescindibles para la expansio´n de la librerı´a, co´mo
se abordo´ cada experimento y los requisitos necesarios para la realizacio´n de e´stos.
2.2.1. Acondicionamiento
Las primeras semanas del proyecto se centraron en familiarizarse con el sistema operativo
Ubuntu 8.04 (ver seccio´n 2.1.1.), indagando el mayor nu´mero posible de herramientas
incluidas en el sistema operativo.
Una vez configurado y adaptado Ubuntu, se realizo´ la instalacio´n de todas las herramien-
tas propuestas por el tutor. Dichas herramientas se enumeran en la seccio´n 2.1..
El siguiente paso fue leer el tutorial de [11] para refrescar los conocimientos sobre el
lenguaje de programacio´n empleado en LibNav, ANSI C++. La finalidad fue comenzar la
expansio´n de la librerı´a con soltura y agilidad. Para ello fue necesaria la implementacio´n
de pequen˜os programas sin mayor importancia para LibNav que la de refrescar la progra-
macio´n orientada a objetos.
La anterior tarea acarreo´ a su vez la necesidad de compilar dichos programas, la cual fue
resuelta por un pequen˜o tutorial, facilitado por el tutor del proyecto, el cual detallaba la
forma ideal para compilar ANSI C++. Esta informacio´n no ha sido relevante ya que Lib-
Nav dispone de un ‘Makefile’ que funciona como una pequen˜a aplicacio´n de compilacio´n
automatizada.
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El hecho de compilar requiere de la utilizacio´n de un Terminal (ver seccio´n 2.1.1.) y por
ende emplear lı´neas de comandos Bash (ver seccio´n 2.1.6.). Para su entendimiento ge-
neral se procedio´ a la lectura de un tutorial de comandos Bash [3].
Uno de los u´ltimos pasos de acondicionamiento fue la instalacio´n de Subversion (ver sec-
cio´n 2.1.2.) y la posterior descarga de la u´ltima versio´n de la librerı´a LibNav. Para llevar a
cabo correctamente las instrucciones solicitadas por SVN, resulto´ de gran ayuda el tutorial
que se encuentra en [7], ası´ como las explicaciones del tutor.
Finalmente con lo mencionado, me encontre´ en disposicio´n de abordar correctamente la
expansio´n de las capacidades de la librerı´a LibNav.
2.2.2. Planteamiento
En esta seccio´n se refleja la manera en que se plantearon, de forma general, los experi-
mentos. La metodologı´a de trabajo para cumplir los requisitos propuestos o experimentos
a desarrollar en el transcurso del proyecto, se realizo´ mediante el siguiente ciclo:
1. Propuesta de experimento.
2. Estudio teo´rico necesario para el entendimiento del experimento.
3. Desarrollo del co´digo del algoritmo sobre papel.
4. Implementacio´n del algoritmo en un fichero con formato cpp.
5. Verificacio´n de los resultados mediante diferentes fuentes.
6. Depuracio´n del algoritmo.
7. Agregar el algoritmo al repositorio (SVN).
8. Repetir el ciclo.
2.2.3. Requisitos
Algunos de los experimentos desarrollados necesitaron clases nuevas, es decir, co´digo
de LibNav que implementaba algoritmos destinados a resolver problemas que no habı´an
surgido anteriormente. En esta seccio´n se detallara´n las clases que se incorporaron y los
experimentos que las requerı´an.
Las nuevas clases fueron adoptadas y adaptadas de la librerı´a GPSTk. La importancia de
todas las clases descritas a continuacio´n, para el desarrollo de los experimentos, implico´ el
estudio detallado de sus capacidades y funcionalidades para su posterior utilizacio´n.
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2.2.3.1. Clase RandomGenerator
La clase RandomGenerator ya se encontraba en LibNav (habı´a sido incorporada ante-
riormente) pero no disponı´a de los comentarios adecuados para su tratamiento con Doxy-
gen (ver seccio´n 2.1.5.), dificultando su entendimiento. Consecuentemente esta clase su-
frio´ su adaptacio´n y fueron agregados todos los comentarios pertinentes.
2.2.3.2. Clase Time
La clase Time fue adoptada de la GPSTk por el tutor del TFC. Se agregaron y modificaron
sus comentarios para hacerlos va´lidos en LibNav.
Esta clase incluye representacio´n para los formatos de tiempo ma´s comunes, entre los
que se encuentran el tiempo GPS, el tiempo local y el tiempo Juliano. Ma´s informacio´n
sobre estas escalas de tiempo en la seccio´n 1.6.
La clase tiene:
• Constructor y destructor (como toda clase).
• Funciones para comparar tiempos.
• Funciones para controlar la tolerancia del tiempo (empleadas en las comparaciones
entre objetos de tiempo).
• Conversiones de fechas y tiempos.
• Funcionciones para realizar operaciones aritme´ticas con tiempos.
• Funciones para convertir fechas al calendario Juliano.
• Infinidad de me´todos (funciones) para obtener informacio´n de los objetos tiempo
con los que trabaja.
Esta clase fue requerida por los experimentos:
• time example1.
• SunriseSunset example.
• Eclipse example.
2.2.3.3. Clases SunPosition y MoonPosition
Estas clases fueron adoptadas de la GPSTk por el tutor del TFC. Se agregaron y modifi-
caron sus comentarios para hacerlos va´lidos en LibNav.
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Estas clases calculan la posicio´n aproximada del Sol y la Luna para una e´poca dada y bajo
un sistema de coordenadas Earth-Centered, Earth-Fixed (ECEF) o Conventional Inertial
System (CIS), segu´n se indique.
SunPosition fue requerida por los experimentos SunriseSunset example y Eclipse example,
mientras que la clase MoonPosition fue requerida por el experimento Eclipse example.
2.3. Experimentos
En esta seccio´n se introducen brevemente cada uno de los experimentos desarrollados,
para explicar su relacio´n con el capı´tulo 1 (Fundamentos Teo´ricos). Para una visio´n con
mayor profundidad y detalle leer el capı´tulo 3 (Experimentos).
En la medida de lo posible, para agilizar los computos y disminuir los errores computacio-
nales todos los experimentos siempre que lo requieran introducen la Regla de Horner,
vista previamente en la seccio´n 1.3.. El algoritmo de todos los experimentos presenta
numerosos comentarios para facilitar su entendimiento, modificacio´n o ampliacio´n. Estos
comentarios esta´n en Ingle´s, ya que se ha pretendido que el proyecto sea internacional.
Adema´s, actualmente la asignatura NACC se esta´ impartiendo en Ingle´s.
2.3.1. Runge-KuttaTest-parachute y Runge-KuttaTest-Rocket
Para la implementacio´n de Runge-KuttaTest-parachute fue necesaria repasar la informa-
cio´n referente a Runge-Kutta que se puede encontrar en la seccio´n 1.1. Este ejemplo
implementa el ca´lculo de la velocidad de caı´da de un paracaidista tomando en cuenta la
resistencia aerodina´mica.
Por otro lado, Runge-KuttaTest-Rocket es una versio´n similar al anterior que utiliza el
mismo me´todo de resolucio´n. Implementa en este caso un modelo sencillo pero completo
del movimiento de un cohete pequen˜o.
2.3.2. RandClassExample
RandClassExample ejemplifica el uso de PDF’s. Fue necesario entonces repasar la infor-
macio´n referente a funciones de densidad de probabilidad que se puede encontrar en la
seccio´n 1.5.
2.3.3. KalmanExampleMouse
Para la implementacio´n de KalmanExampleMouse fue necesaria repasar la informacio´n
referente al filtro de Kalman que se puede encontrar en la seccio´n 1.2. En este caso se
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determina la trayectoria seguida por el “rato´n” de un ordenador a partir de mediciones
ruidosas de su posicio´n.
2.3.4. time example1
Para la implementacio´n de time example1 fue necesaria repasar la informacio´n referente
a las diferentes escalas de tiempo que se puede encontrar en la seccio´n 1.6.
2.3.5. SunriseSunset example
Para la implementacio´n de SunriseSunset example fue necesaria repasar la informacio´n
referente al Sol que se puede encontrar en la seccio´n 1.8.
2.3.6. Eclipse example
Para la implementacio´n de Eclipse example fue necesaria repasar la informacio´n referente
a los eclipses que se puede encontrar en la seccio´n 1.9.
2.3.7. NavExample
Para la implementacio´n de NavExample fue necesaria repasar la informacio´n referente a
navegacio´n que se puede encontrar en la seccio´n 1.10.
2.4. Tutorial
Uno de los objetivos del proyecto era realizar un tutorial detallado para conocer el funcio-
namiento y poder utilizar la librerı´a LibNav.
El tutorial contiene informacio´n detallada sobre co´mo:
• Instalar el sistema operativo Ubuntu.
• Instalar todas las herramientas necesarias para el manejo de LibNav.
• Descargar LibNav.
• Navegar por LibNav.
• Modificar las variables de un experimento.
• Crear un nuevo ejemplo.
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• Compilar los ejemplos creados.
• Graficar los resultados.
El tutorial se puede encontrar en los anexos, en la seccio´n B.
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CAP´ITULO 3. EXPERIMENTOS
Este capı´tulo contiene una explicacio´n detallada de todos los experimentos realizados
durante el desarrollo del proyecto. Incluye fragmentos de co´digo intercalados con sus
pertinentes explicaciones.
La forma de abordar los experimentos es igual para cada uno de ellos. A continuacio´n se
detalla la metodologia seguida:
1. Introduccio´n: breve explicacio´n del experimento en la cua´l se explica en que´ con-
siste, cual es su finalidad y co´mo genera los datos de salida.
2. Algoritmo: aporte de partes importantes y significativas del algoritmo, acompan˜adas
de sus pertinentes explicaciones.
3. Solucio´n: representacio´n gra´fica de los resultados y descripcio´n de los mismos.
4. Comprobacio´n: comparacio´n del resultado con alguna fuente externa.
3.1. Experimento 1: Runge-KuttaTest-parachute
3.1.1. Introduccio´n
Runge-KuttaTest-parachute es un experimento que muestra el potencial de la librerı´a para
resolver ecuaciones diferenciales por el me´todo de aproximacio´n de Runge-Kutta. El ex-
perimento en cuestio´n se basa en el salto de un paracaidista, que tiene una duracio´n de
16 segundos desde el momento en que inicia el salto.
El resultado del experimento se muestra directamente a trave´s de la ventana del Termi-
nal (visto en 2.1.1.). Concretamente la solucio´n se compone de tres columnas: la primera
muestra el tiempo (de vuelo), la segunda la velocidad (en m/s) del paracaidista y finalmen-
te en la tercera el error estimado en la velocidad.
3.1.2. Algoritmo
A continuacio´n se muestra la parte del algoritmo que genera una clase derivada Para-
chuteIntegrator de la clase RungeKutta4. La funcio´n de esta derivada es controlar,
de manera co´moda, las variables del experimento.
Esta parte controla el estado inicial del me´todo de Runge-Kutta, define el tiempo inicial y
finalmente indica el intervalo de tiempo visto en la seccio´n 1.1.
class ParachuteIntegrator : public RungeKutta4
{
public:
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// Constructor of new derived class ParachuteIntegrator
ParachuteIntegrator( const Matrix<double>& initialState,
double initialTime = 0,
double timeEpsilon = 1e-18 )
: RungeKutta4(initialState, initialTime, timeEpsilon)
{};
Aquı´ se introducen dichas variables en una matriz, propia de LibNav:
virtual Matrix<double>& derivative( long double time,
const Matrix<double>& inState,
Matrix<double>& inStateDot );
El siguiente co´digo gestiona los para´metros propios del paracaidista, tales como: la acele-
racio´n de la gravedad, la masa del paracaidista y el coeficiente de resistencia aerodina´mi-
co de e´ste.
void setParameters( double accGrav, double mass, double kpar )
{
g = accGrav;
m = mass;
k = kpar;
return;
};
private:
double g; //< the acceleration due to gravity (in m/sˆ2)
double m; //< the mass (in kg)
double k; //< parameter related to aerodynamic drag
}; // End of class ’ParachuteIntegrator’
´Este es el co´digo de la ecuacio´n que representa la caı´da del paracaidista:
Matrix<double>& ParachuteIntegrator::derivative( long double time,
const Matrix<double>& inState,
Matrix<double>& inStateDot )
{
inStateDot(0,0) = g - ( k * inState(0,0) * inState(0,0) / m );
return inStateDot;
}
A continuacio´n se puede observar la misma ecuacio´n de forma matema´tica:
dv
dt = g−
b
m
v2
Donde g es la gravedad (en m/s2), b el coeficiente de resistenca aerodina´mico del para-
caidista (en el co´digo k), m su masa (en kg) y v su velocidad inState(0,0) (la primera
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derivada, expresada en m/s).
Aquı´ comienza el programa. Se declaran dos matrices (una para la velocidad y otra para
la estimacio´n del error de e´sta) propias de LibNav (de una fila y una columna1) y se define
la velocidad inicial de caı´da del paracaidista igual a 0 m/s (parte de un estado de reposo):
int main(void)
{
Matrix<double> x0(1,1), truncError(1,1);
x0(0,0) = 0.0; // Initial velocity in m/s
Se crea el objeto pModel de la clase derivada ParachuteIntegrator:
ParachuteIntegrator pModel(x0, 0.0);
Se definen los para´metros antes descritos (g, m, b):
double g=9.81, mass=75.0, kpar=0.287;
pModel.setParameters( g, mass, kpar );
Se imprime una cabecera previa a la solucio´n (para facilitar su lectura) la cual no afecta a
Gnuplot (seccio´n 2.1.8.) gracias a la almohadilla inicial:
cout << "# Paratrooper motion result" << endl;
cout << "# Columns: Time, Velocity, estimated error in velocity" << endl;
Se define el intervalo de tiempo que representa el cambio en la funcio´n (Seccio´n 1.1.):
double deltaT = 0.1;
´Este es el bucle iterativo que se repite durante los 16 segundos, generando el resultado a
la ecuacio´n diferencial, y mostrando los resultados por pantalla:
while ( pModel.getTime() < 16.0 ) // Let’s do it for 16 seconds
{
pModel.integrateTo( (count++)*deltaT, truncError);
cout << setprecision(6)
<< pModel.getTime() << " "
<< pModel.getState()(0,0) << " "
<< truncError(0,0) << endl;
}
1En realidad, e´sto es un escalar, pero se usan matrices para mantener la generalidad del algoritmo.
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3.1.3. Solucio´n
En la figura 3.1 (graficada con Gnuplot) se puede observar el resultado del experimento.
Se puede observar co´mo el paracaidista parte del reposo y va aumentando su velocidad
en funcio´n del tiempo, hasta finalmente llegar a su velocidad terminal, al cabo de aproxi-
madamente 13 segundos.
Figura 3.1: Salto de un paracaidista.
3.1.4. Comprobacio´n
Para verificar los resultados del experimento se ha optado por comparar la gra´fica creada
por el experimento (vista en la seccio´n previa) con la gra´fica existente en el libro [4],
generada con Octave (seccio´n 2.1.9.).
La figura 3.2 permite la comparacio´n visual de ambos resultados: A la izquierda se en-
cuentra el procedente de LibNav, mientras que a la derecha esta´ el obtenido en el libro
[4]. Se aprecia como ambas gra´ficas son pra´cticamente ide´nticas.
Figura 3.2: Comprobacio´n del salto de un paracaidista
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3.2. Experimento 2: Runge-KuttaTest-Rocket
3.2.1. Introduccio´n
Runge-KuttaTest-Rocket es un experimento muy parecido al anterior, y tambie´n utiliza el
me´todo de resolucio´n para ecuaciones diferenciales de Runge-Kutta. El experimento en
cuestio´n se basa en la trayectoria de un cohete. Su lanzamiento comienza desde el nivel
del mar (altura de 0 m) y finaliza cuando el cohete se estrella contra el suelo, suponiendo
que e´ste tambie´n se encuentra a una altura de 0 metros.
Esta vez no so´lo trabajaremos con la primera derivada (la velocidad del sistema) sino que
iremos un poco ma´s lejos y utilizaremos la segunda derivada, para disponer de la posicio´n
del cohete.
El resultado del experimento se imprime directamente a trave´s de la ventana del Terminal.
Concretamente, la solucio´n se compone de cinco columnas: la primera muestra el tiempo
(de vuelo), la segunda la velocidad (en m/s) del cohete, la tercera muestra su altura, la
cuarta el error estimado en la altura y la quinta el error estimado en la velocidad.
3.2.2. Algoritmo
Debido a su gran parecido con el experimento anterior, esta seccio´n so´lo detallara´ las
diferencias.
Este algoritmo necesita controlar muchas ma´s variables: la g sigue siendo la gravedad
(en m/s2), T es el empuje del cohete (en N), m la masa del cohete (en kg), d0 la densidad
del aire a nivel del mar (en kg/m3), S la superficie sustentadora del cohete (en m2), T0 la
temperatura a nivel del mar (en K), h el gradiente de temperatura (en K/m), R la constante
universal de los gases (en Nm/KmolK), M el peso molecular del aire (en g/mol), T11 la
temperatura esta´ndar a 11000 m de altura (en K), d la densidad del aire (en Kg/m3), f una
funcio´n para calcular la densidad del aire a partir de los 11000 m de altura (en kg/Ns2) y
finalmente d11 la densidad del aire a 11000 m de altura (en Kg/m3):
private:
double g; //< acceleration due to gravity (in m/sˆ2)
double T; //< thrust of rocket (in N)
double m; //< mass of rocket (in kg)
double d0; //< air density at sea level (in kg/mˆ3)
double S; //< equivalent area (in mˆ2)
double Cd; //< coefficient to aerodynamic drag (adimensional)
double T0; //< standard temperature at sea level (in K)
double h; //< termic gradient of temperature (in K/m)
double R; //< universal constant of gases (in N m/kmol K)
double M; //< molecular weight of air (in g/mol)
double T11; //< standard temperature at 11000 meters (in K)
double d; //< air density (in Kg/mˆ3)
double f; //< function to resolve density upper 11000 m (in kg/Nsˆ2)
double d11; //< air density at 11000 meters (in Kg/mˆ3)
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A continuacio´n se detallan las peculiaridades de la ecuacio´n que debera´ manejar la clase
RungeKutta4 a trave´s de la clase derivada RocketIntegrator:
Matrix<double>& RocketIntegrator::derivative( long double time,
const Matrix<double>& inState,
Matrix<double>& inStateDot )
La ecuacio´n, matema´tica que modela el empuje del cohete en el experimento se presenta
a continuacio´n, donde a y b son constantes (calculadas previamente) para modelar el
cohete de una manera determinada2, y t es el tiempo.
T = 1000+at −bt2
A continuacio´n se implementa el co´digo del ca´lculo del empuje del cohete para cada
instante de tiempo:
T = 1000.0 + time * ( 3.33333 - 0.0833333 * time );
Se calcula la densidad del aire en funcio´n de la altura del cohete:
d = d0 * pow( T0 / (T0 + (h * inState(0,0))) , ( (g*M) / (R*h) ) + 1.0 );
Lo cual procede de la ecuacio´n:
d = d0
( T 0
T 0+hz
) gM
Rh +1
Posteriormente se calcula la masa del cohete, que disminuye de forma constante (debido
a la tasa de consumo constante del combustible):
m = 30.0 - ( 0.2 * time );
Cuando el cohete sobrepasa los 11000 m de altura el ca´lculo de la densidad del aire
cambiara´, lo que modificara´ a su vez la velocidad del cohete. El algoritmo para el ca´lculo
de la densidad a una altura superior a la mencionada es:
if ( inState(0,0) > 11000.0 )
{
d11 = d0 * pow( T0 / (T0 + (h * 11000.0)) , ((g * M) / (R * h)) + 1.0 );
f = ( -(1.0) * g * M * (inState(0,0) - 11000.0)) / (R * T11);
d = d11 * exp(f);
}
El empuje va disminuyendo pero no puede ser inferior a 0:
if ( T < 0.0 ) T = 0.0;
2Queremos que el empuje alcance su ma´ximo a los 20 segundos, y que a los 100 segundos el empuje
decaiga a 500 N.
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Partimos de una masa total de 30 kg y el cohete dispone de 20 kg de combustible, por
lo tanto cuando e´ste pese 10 kg habra´ quemado todo su combustible y no podra´ ofrecer
ma´s empuje:
if ( m < 10.0 )
{
m = 10.0;
T = 0.0;
}
Finalmente, expresamos el sistema de ecuaciones diferenciales para obtener el resultado:
No´tese que se pasa el sistema por duplicado, con la u´nica diferencia de un signo, para
tener en cuenta que el coeficiente de resistencia aerodina´mico cambia de signo en funcio´n
de si el cohete esta´ subiendo o bajando:
if ( inState(1,0) >= 0.0 )
{
inStateDot(0,0) = inState(1,0);
inStateDot(1,0) = T/m - g - ( ((d * S * Cd) / (2.0 * m))
* (inState(1,0) * inState(1,0)) );
}
else
{
// If speed is negative, we are going down and we use another equation
inStateDot(0,0) = inState(1,0);
inStateDot(1,0) = - g + ( ((d * S * Cd) / (2.0 * m))
* (inState(1,0) * inState(1,0)) );
}
return inStateDot;
Donde:
inStateDot(0,0) = derivada de la altura del cohete
inState(1,0) = velocidad del cohete
inStateDot(1,0) = derivada de la velocidad del cohete
inStateDot(1,0) = T −mg− 1
2
dSCd(inState(1,0))2 (si el cohete sube)
En esta ocasio´n, a diferencia del paracaidista, se comienza el programa declarando las
dos3 matrices, con dos filas y una columna(vectores, en realidad). Se definen las condi-
ciones iniciales: velocidad igual 0 m/s y altura igual a 0 m:
int main(void)
{
Matrix<double> x0(2,1), truncError(2,1);
x0(0,0) = 0.0; // Initial altitude in m/s
x0(1,0) = 0.0; // Initial velocity in m
3Una para los datos de velocidad y altura, y otra para las estimaciones de error de velocidad y altura.
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A partir de aquı´ se genera el objeto pModel de la clase RocketIntegrator, se definen las
variables, se genera la cabecera de salida para facilitar la lectura de los datos imprimidos
por pantalla, y se realiza la iteracio´n para la obtencio´n de los datos. A continuacio´n la
iteracio´n:
while( ( pModel.getTime() < 500.0 ) && // Let’s do it for 500 seconds
( pModel.getState()(0,0) >= 0.0 ) ) // We discard results for h < 0 m
{
pModel.integrateTo( (count++)*deltaT, truncError);
cout << setprecision(6)
<< pModel.getTime() << " "
<< pModel.getState()(0,0) << " "
<< pModel.getState()(1,0) << " "
<< truncError(0,0) << " "
<< truncError(1,0) << endl;
}
Esta vez se realizara´ el bucle durante un perı´odo de tiempo de 500 segundos, o hasta que
el cohete caiga y choque contra el suelo, lo que suceda primero.
Otra peculiaridad es que se recogen ma´s datos que en el experimento del paracaidista,
como son la velocidad del cohete y su altura, adema´s de las estimaciones de sus errores.
3.2.3. Solucio´n
En la figura 3.3 se puede observar el resultado gra´fico al experimento. A la izquierda se
relaciona velocidad y tiempo, y a la derecha la altura y el tiempo.
Figura 3.3: Trayectoria de un cohete
En la gra´fica velocidad/tiempo vemos como el cohete parte del reposo y comienza a ganar
velocidad muy ra´pidamente. Pasados unos 6 segundos la velocidad empieza a disminuir
debido a las condiciones dadas en la ecuacio´n del empuje. Alrededor del segundo 100
el cohete pierde todo su empuje y comienza su caı´da libre, ganando velocidad de ma-
nera muy sustancial, hasta que en el segundo 114 comienza a acercarse a su velocidad
terminal.
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Por otro lado, en la gra´fica altura/tiempo vemos como el cohete inicia el vuelo desde una
altura de 0 m, alcanza su altura ma´xima a los 103 segundos y comienza a caer hasta
llegar al suelo.
3.2.4. Comprobacio´n
En este experimento tambie´n se ha optado por comprobar los resultados mediante sus
soluciones gra´ficas.
La velocidad se compara en la figura 3.4, cuya parte izquierda esta´ generada con Gnuplot
usando los resultados del algoritmo desarrollado para LibNav, mientras que la seccio´n
derecha esta´ generada con Matlab4. Comparando ambas gra´ficas se aprecia que son
pra´cticamente ide´nticas, salvo que la de la derecha muestra la solucio´n hasta el segundo
500.
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Figura 3.4: Comparacio´n de la velocidad de un cohete
Por otra parte, la figura 3.5 muestra a la izquierda los resultados para la altura del cohete
generados con LibNav, mientras que a la derecha esta´n los obtenidos con Matlab. Tambie´n
son pra´cticamente ide´nticas, salvo que de nuevo la parte derecha grafica la solucio´n hasta
el segundo 500.
3.3. Experimento 3: RandClassExample
3.3.1. Introduccio´n
RandClassExample es un experimento para comprobar el funcionamiento de la clase
RNG. En LibNav existen otros experimentos, adema´s de e´ste, que tambie´n utilizan es-
ta clase, como son: kalmanexample, randtest5 y KalmanExampleMouse (sera´ visto en la
seccio´n 3.4.).
4Esta gra´fica estaba almacenada en un entregable de la asignatura de Control y Guiado, fue desarrollada
en Matlab usando la funcio´n ode45.
5Estos experimentos no se explican porque eran anteriores a la inicializacio´n del proyecto.
48 Expansio´n de las capacidades de la librerı´a de algoritmos de navegacio´n LibNav
0 100 200 300 400 500
−4000
−2000
0
2000
4000
6000
8000
Tiempo (s)
Al
tu
ra
 (m
)
Cohete
Figura 3.5: Comparacio´n de la altura de un cohete
En este experimento se generan variables aleatorias con distribucio´n exponencial y nor-
mal, para posteriormente ser ordenadas y graficar su funcio´n de densidad de probabilidad.
El resultado se muestra en la pantalla del Terminal, con un formato de cinco columnas,
donde la primera corresponde al que sera´ el eje x del gra´fico y tiene la funcio´n de servir
de casilla para ordenar posteriormente las variables, la segunda corresponde a la variable
exponencial, la tercera a la FDP exponencial, la cuarta a la varible normal y la quinta a la
FDP normal.
3.3.2. Algoritmo
A continuacio´n comienza el programa generando un objeto de la clase RNG con el nombre
random:
int main()
{
libnav::RNG random; // Not seeded explicitly, so it will be given
// a random seed.
Se declara una secuencia de longitud 1000000:
int sequenceSize(1000000);
Se declaran los vectores, propios de C++, para almacenar las secuencias exponencial y
normal:
vector<double> exponentialSeq(sequenceSize, 0.0);
vector<double> normalSeq(sequenceSize, 0.0);
Se decide el nu´mero de casillas para ordenar posteriormente los resultados:
int numberOfBins(100);
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Se declaran los vectores, propios de C++, para almacenar las frecuencias, y determinar
ası´ la FDP exponencial y normal:
vector<int> exponentialFreq(numberOfBins, 0.0);
vector<int> normalFreq(numberOfBins, 0.0);
Se llena el vector exponentialSeq de variables aleatorias con distribucio´n exponencial y
una componente lambda igual a 1,0:
random.exponential(exponentialSeq, 1.0);
Se llena el vector normalSeq de variables aleatorias con distribucio´n normal centradas en
4,0 (no equivalente a la casilla 4) y con una varianza de 2,0:
double average(4.0);
double sigma(2.0);
random.normal( normalSeq, average, sigma );
El siguiente bucle tiene la finalidad de organizar las variables:
double minExp(1.0e+99), maxExp(-1.0e+99);
double minNor(1.0e+99), maxNor(-1.0e+99);
for (int i = 0; i < sequenceSize; ++i)
{
if( exponentialSeq[i] < minExp ) { minExp = exponentialSeq[i]; }
if( exponentialSeq[i] > maxExp ) { maxExp = exponentialSeq[i]; }
if( normalSeq[i] < minNor ) { minNor = normalSeq[i]; }
if( normalSeq[i] > maxNor ) { maxNor = normalSeq[i]; }
}
Las siguientes dos lı´neas de co´digo determinan que´ taman˜o han de tener las casillas para
albergar las frecuencias de repeticio´n de las variables:
double expBin( (maxExp-minExp)/(numberOfBins-1.0) );
double norBin( (maxNor-minNor)/(numberOfBins-1.0) );
La siguiente iteracio´n determina el nu´mero de repeticiones, de la distribucio´n de variables,
para cada casilla:
for (int i = 0; i < sequenceSize; ++i)
{
int expIndex( static_cast<int>( (exponentialSeq[i]-minExp)/expBin) );
exponentialFreq[ expIndex ] += 1;
int norIndex( static_cast<int>( (normalSeq[i]-minNor)/norBin) );
normalFreq[ norIndex ] += 1;
}
Una cabecera para facilitar la lectura de los datos generados:
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cout << "# Bin Number; exponential pdf; normal pdf" << endl;
Bucle para imprimir los resultados:
for (unsigned int k = 0; k < numberOfBins; k++)
{
cout << k << " " // Bin index
<< (k*expBin + minExp) << " " // Exponential variable
<< exponentialFreq[k] << " " // Frequency exponential variable
<< (k*norBin + minNor) << " " // Normal variable
<< normalFreq[k] << endl; // Frequency of normal variable
}
3.3.3. Solucio´n
La figura 3.6 muestra la solucio´n de forma gra´fica, generando una funcio´n de densidad de
probabilidad exponencial.
Figura 3.6: Funcio´n de densidad de probabilidad exponencial.
Por otro lado, la figura 3.7 muestra la solucio´n generada para una funcio´n de densidad de
probabilidad normal.
Figura 3.7: Funcio´n de densidad de probabilidad normal.
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3.3.4. Comprobacio´n
Como herramienta de comprobacio´n se facilitan las figuras generadas por Gnuplot en ba-
se a los datos del experimento incluido en LibNav, y las figuras presentadas en el capı´tulo
1 seccio´n 1.5., procedentes de [16].
En la figura 3.8, la parte izquierda es la solucio´n procedente del algoritmo de LibNav.
Allı´ se aprecia su similitud en relacio´n a la parte derecha, teniendo en cuenta, sin embar-
go, que los valores generados por LibNav son frecuencias de repeticio´n y no valores de
probabilidad.
Figura 3.8: Comparacio´n de la funcio´n de densidad de probabilidad exponencial.
Asimismo, en la parte izquierda de la figura 3.9 se grafican los resultados procedente
del algoritmo de LibNav para una distribucio´n normal, de nuevo similares en relacio´n a la
parte derecha si se tiene en cuenta que en una son frecuencias de repeticio´n y la otra son
valores de probabilidad.
Figura 3.9: Comparacio´n de la funcio´n de densidad de probabilidad normal.
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3.4. Experimento 4: KalmanExampleMouse
3.4.1. Introduccio´n
KalmanExampleMouse es un experimento para demostrar el potencial de la libreria Lib-
Nav para reducir el ruido aditivo del estado de un proceso, mediante la aplicacio´n del filtro
de Kalman (visto en la seccio´n 1.2.).
El experimento consiste en capturar el movimiento aparentemente aleatorio de un rato´n6
usando la orden xev (visto en la seccio´n 2.1.7.), contaminarla con ruido, y aplicarle la
correccio´n recursiva del filtro de Kalman.
La salida de datos se produce por la ventana del Terminal con un formato de siete colum-
nas: la primera muestra el tiempo, la segunda la posicio´n7 real del rato´n en el eje x, la
tercera la posicio´n con ruido aditivo en el eje x, la cuarta la estimacio´n de Kalman para
la posicio´n del rato´n en el eje x, la quinta la posicio´n real del rato´n en el eje y, la sexta
la posicio´n con ruido aditivo en el eje y, mientras que finalmente la se´ptima muestra la
estimacio´n de Kalman para la posicio´n del rato´n en el eje y.
3.4.2. Algoritmo
A continuacio´n se inicia el programa y se determina el nu´mero de medidas tomadas en la
caminata del rato´n:
int main(void)
{
int nEpochs(194);
Posteriormente se fijan los valores para cada uno de los ejes que debera´n tener las va-
riables aleatorias, que posteriormente sera´n sumadas a la trayectoria real en calidad de
ruido aditivo:
double xAverage(0.0); // Average of random variable ’x’
double xSigma(1.5); // Sigma of random variable ’x’
// We assign more noise to ’y’ axis than to ’x’ axis
double yAverage(0.0); // Average of random variable ’y’
double ySigma(2.1); // Sigma of random variable ’y’
Se crea el objeto random de la clase RNG:
RNG random;
6Componente hardware para controlar procesos de entrada del ordenador.
7Las posiciones en este experimento son facilitadas en pixeles.
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A continuacio´n se crea la matriz a de 3 filas y 194 columnas para albergar en su primera
fila el tiempo cuando se produjo la medicio´n, en la segunda las posiciones en el eje x, y
en la tercera las posiciones en el eje y:
double a [3][194] = { { 0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, ...
... ... ... ... ...
18.7, 18.8, 18.9, 19.0, 19.1, 19.2, 19.3 } ,
{ 15.0, 15.0, 14.0, 14.0, 13.0, 13.0, 13.0, ...
... ... ... ... ...
87.0, 86.0, 84.0, 80.0, 79.0, 79.0 } ,
{ 227.0, 224.0, 222.0, 219.0, 216.0, 214.0, ...
... ... ... ... ...
127.0, 128.0, 129.0, 133.0, 135.0, 136.0 } };
Se declara el vector x, esta´ndar de C++, con una longitud de nEpochs:
vector<double> x(nEpochs);
Seguidamente se llena el anterior vector x de variables aleatorias con distribucio´n normal,
centradas en 0,0 y con una varianza de 1,5:
random.normal( x, xAverage, xSigma );
Se declara el vector y, esta´ndar de C++, con una longitud de nEpochs:
vector<double> y(nEpochs);
De manera similar que para x, se llena el anterior vector y de variables aleatorias con
distribucio´n normal, centradas en 0,0 y con una varianza de 2,1:
random.normal( y, yAverage, ySigma );
Creamos una matriz f de 3 filas y 194 columnas (se trata de una matriz esta´ndar):
double f[3][nEpochs];
Se llena la matriz f con el ruido aditivo:
for (int m = 0; m < nEpochs; m++)
{
f[1][m]=x[m];
f[2][m]=y[m];
}
A continuacio´n an˜adimos el tiempo y las mediciones de la ruta del rato´n; a estas u´ltimas
se le suma el ruido previamente introducido mediante la siguiente iteracio´n:
for (int i = 1; i < 3; i++)
{
for (int k = 0; k < nEpochs; k++)
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{
f[i][k]+=a[i][k];
// We also pass the time stamp from ’a’ to ’f’ without modification
f[0][k] = a[0][k];
}
}
Se declaran los vectores y matrices (propios de LibNav) que utilizara´ el filtro de Kalman:
Vector<double> meas(2,0.0);
// First estimates of system state
Vector<double> xhat0(2,0.0);
Matrix<double> pmatrix(2,2,0.0);
Matrix<double> phimatrix(2,2,0.0);
Matrix<double> hmatrix(2,2,0.0);
Matrix<double> rmatrix(2,2,0.0);
Matrix<double> qmatrix(2,2,0.0);
Donde:
meas = vectores con las mediciones
xhat0 = vector con la estimacio´n de Kalman
pmatrix = matriz de covarianzas
phimatrix = estado de transicio´n de la matriz
hmatrix = matriz de mediciones
rmatrix = matriz de la varianza del ruido
qmatrix = matriz de ruido del proceso
Y se inicializan:
pmatrix(0,0) = 1.0;
pmatrix(1,1) = 1.0;
hmatrix(0,0) = 1.0;
hmatrix(1,1) = 1.0;
rmatrix(0,0) = (xSigma*xSigma);
rmatrix(1,1) = (ySigma*ySigma);
phimatrix(0,0) = 1.0;
phimatrix(1,1) = 1.0;
Seguidamente se define la densidad espectral del proceso psd que define la velocidad
del sistema (en pixels2/segundo):
double psd(5.0);
Y se declara una e´poca (lejana en el pasado) de inicio del suceso. Esto sera´ utilizado
posteriormente para el ca´lculo de qmatrix:
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double previousTime(-100.0);
Lo siguiente fija el nu´mero de decimales, so´lo en la salida de los datos:
cout << fixed << setprecision(2);
Se crea el objeto kalman de la clase SimpleKalmanFilter:
SimpleKalmanFilter kalman(xhat0, pmatrix);
Finalmente se inicia un bucle para el ca´lculo de la estimacio´n de Kalman:
for (int j = 0; j < (nEpochs); ++j)
{
try
{
Se llenan los vectores, propios de LibNav, con las mediciones ma´s el ruido aditivo:
meas(0) = f[1][j];
meas(1) = f[2][j];
Se define la matriz de ruido del proceso para cada momento, en funcio´n del tiempo trans-
currido y de la densidad espectral de proceso del sistema:
double deltaT( f[0][j] - previousTime );
double processNoiseValue( psd*deltaT );
qmatrix(0,0) = processNoiseValue;
qmatrix(1,1) = processNoiseValue;
Se pasan los datos necesarios al objeto kalman de la clase SimpleKalmanFilter para
su estimacio´n y posteriormente se da salida a los resultados:
kalman.Compute(phimatrix, qmatrix, meas, hmatrix, rmatrix);
cout << f[0][j] << " " << a[1][j] << " "
<< f[1][j] << " " << kalman.xhat(0) << " "
<< a[2][j] << " " << f[2][j] << " " << kalman.xhat(1) << endl;
Se actualiza la e´poca del suceso:
previousTime = f[0][j];
Se finaliza el algoritmo con lı´neas de co´digo que determinan la reaccio´n ante circunstan-
cias excepcionales que generen errores (No mostradas aquı´. Por favor consultar el co´digo
original en LibNav).
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3.4.3. Solucio´n
La solucio´n se puede observar gra´ficamente en la figura 3.10, que corresponde a la esti-
macio´n del filtro de Kalman para el movimiento aleatorio del rato´n.
Figura 3.10: Estimacio´n por filtro Kalman del movimiento aleatorio de un rato´n.
3.4.4. Comprobacio´n
KalmanExampleMouse trae consigo el recorrido exacto del rato´n, por lo que no resulta
necesaria ninguna fuente externa para verificar su exactitud. La figura 3.11 muestra la
trayectoria real, la distorsionada por el ruido, y la estimada por el filtro de Kalman.
Figura 3.11: Solucio´n completa de la trayectoria aleatoria de un rato´n.
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3.5. Experimento 5: time example1
3.5.1. Introduccio´n
Time example1 es quiza´s el experimento ma´s desenfadado. Se encarga de trabajar con
las diferentes escalas de tiempo.
El algoritmo necesita de la introduccio´n, por parte del usuario, de la fecha de su nacimien-
to. A partir de e´sta, calcula la edad del usuario en an˜os, dı´as Julianos y semanas GPS,
entre otros aspectos. La salida de datos se produce por la ventana del Terminal.
3.5.2. Algoritmo
Se inicia el programa, con el try necesario para el algoritmo detector de errores, y se
genera un objeto time de la clase Time:
int main(int argc, char* argv[])
{
try
{
Time time; // Time variable object
Se declaran e inicializan las variables necesarias:
int day(0),
month(0),
year(0),
pass(0),
d(time.dayOfWeek());
Se ajusta time al tiempo local:
time.setLocalTime();
Se muestra, por pantalla, la fecha en un formato apropiado:
cout << endl
<< "Date: ";
if( time.month() < 10 ) { cout << "0"; };
cout << time.month() << "/";
if( time.day() < 10 ) { cout << "0"; };
cout << time.day() << "/"
<< time.year() << endl;
Se muestra, por pantalla, la hora en un formato apropiado:
cout << "Time: ";
if( time.hour() < 10 ) { cout << "0"; };
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cout << time.hour() << ":";
if( time.minute() < 10 ) { cout << "0"; };
cout << time.minute() << ":";
if( time.second() < 10 ) { cout << "0"; };
cout << time.second() << endl;
Se muestra, por pantalla, el tiempo GPS:
cout << "GPS Time: "
<< time.setSystemTime()+(14) << endl << endl;
Se muestra, por pantalla, el dı´a de la semana (recordar que d = time.dayOfWeek()):
if ( d == 0 )
{
cout << "Today is Sunday." << endl << endl;
}
if ( d == 1 )
{
cout << "Today is Monday." << endl << endl;
}
...
if ( d == 6 )
{
cout << "Today is Saturday." << endl << endl;
}
A continuacio´n los bucles para la obtencio´n de la fecha de cumplean˜os:
while ( pass == 0 )
{
cout << "Introduce the day when you were born: ";
cin >> day;
if ( day < 32 && day > 0 ) pass = 1;
else cout << "Incorrect day, try again." << endl;
}
pass = 0;
while ( pass == 0 )
{
cout << "Introduce the month when you were born: ";
cin >> month;
if ( month < 13 && month > 0 ) pass = 1;
else cout << "Incorrect month, try again." << endl;
}
pass = 0;
while ( pass == 0 )
{
cout << "Introduce the year when you were born (4 digits): ";
cin >> year;
if ( year < time.year() && year > 1898 ) pass = 1;
else cout << "Incorrect year, try again." << endl;
}
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cout << endl;
El siguiente co´digo determina si el dı´a de ejecucio´n de time example1 coincide con el
cumplean˜os del usuario. Si no es ası´, se calcula la edad de e´ste:
if ( month == time.month() && day == time.day() )
{
cout << "Congratulations!, It’s your " << time.year()-year
<< "th birthday. Happy birthday!" << endl;
}
else
{
if ( time.month() > month )
{
cout << "You are " << time.year()-year << " years old."
<< endl;
}
if ( time.month() == month )
{
if ( day < time.day() )
{
cout << "You are " << time.year()-year << " years old."
<< endl;
}
if ( day > time.day() )
{
cout << "You are " << time.year()-year-1 << " years old."
<< endl;
}
}
if ( time.month() < month )
{
cout << "You are " << time.year()-year-1 << " years old."
<< endl;
}
}
Se fija el objeto time con la fecha de nacimiento del usuario:
time.setYMDHMS(year, month, day, 0, 0, 0);
Para posteriormente calcular y mostrar el dı´a de su cumplean˜os:
if ( time.dayOfWeek() == 0 )
{
cout << "You were born on Sunday." << endl << endl;
}
...
if ( time.dayOfWeek() == 6 )
{
cout << "You were born on Saturday." << endl << endl;
}
Seguidamente se vuelve a fijar el tiempo local para calcular el dı´a Juliano:
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time.setLocalTime();
cout << setprecision(7) << "Today is the "
<< time.JD() << "th Julian day." << endl;
Se calcula el dı´a de nacimiento y la edad del usuario en dı´as Julianos:
cout << "You were born the "
<< time.convertCalendarToJD( year, month, day)
<< "th Julian day." << endl
<< "Your are "
<< floor(time.JD() - time.convertCalendarToJD( year,
month, day) + 1) << " Julian days old." << endl;
Se calculan los dı´as restantes hasta el pro´ximo cumplean˜os, en dı´as Julianos, teniendo
en cuenta si e´ste ha pasado ya:
if ( time.month() >= month && time.day() >= day )
{
cout << "Your next birthday is going to be within "
<< time.convertCalendarToJD( year+1, month, day) -
time.convertCalendarToJD( year, time.month(),
time.day()) << " Julian days." << endl << endl;
}
else
{
cout << "Your next birthday is going to be within "
<< time.convertCalendarToJD( year, month, day) -
time.convertCalendarToJD( year, time.month(),
time.day()) << " Julian days." << endl << endl;
}
En este momento entramos en el calendario GPS. Lo primero es calcular y mostrar la
semana GPS correspondiente:
cout << "Today is the " << time.GPSfullweek();
if ( time.GPSfullweek() == 1 )
{
cout << "st ";
}
if ( time.GPSfullweek() == 2 )
{
cout << "nd ";
}
if ( time.GPSfullweek() > 2 )
{
cout << "th ";
}
cout << "GPS week." << endl;
En las primeras lı´neas, se calcula el nu´mero de dı´a correspondiente a la semana GPS.
En las u´ltimas, se fija la fecha de nacimiento nuevamente en time:
cout << "Today is the day #" << time.GPSday()
<< " of this GPS week." << endl;
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time.setYMDHMS(year, month, day, 0, 0, 0); // Set time from your birthday
Condicio´n para determinar si se nacio´ despue´s de la creacio´n de las semanas GPS:
if ( year >= 1980 && month >= 1 && day >= 6 )
{
Si se cumple dicha condicio´n se muestra en que´ semana GPS nacio´ el usuario:
cout << "You were born at " << time.GPSfullweek();
if ( time.GPSfullweek() == 1 )
{
cout << "st ";
}
if ( time.GPSfullweek() == 2 )
{
cout << "nd ";
}
if ( time.GPSfullweek() > 2 )
{
cout << "th ";
}
cout << "GPS week." << endl;
Si el usuario nacio´ en el primer ciclo de la semana GPS, mostrar el siguiente
mensaje:
if ( time.GPSfullweek() < 1024 )
{
cout << "You were born at first GPS week cycle "
<< "(GPS’s got 1024 weeks for a cycle)." << endl;
}
Se muestra el nu´mero del dı´a GPS de nacimiento:
cout << "You were born the day #" << time.GPSday()
<< " of that GPS week." << endl
<< "In GPS Time, week days begin on Sunday, which is "
<< "the ’0’ day." << endl << endl;
Si no se cumple la condicio´n, es decir, si el usuario nacio´ antes de la creacio´n de las se-
manas GPS, se calculan cua´ntas semanas antes nacio´ y se muestra el siguiente mensaje:
else
{
// If you were born before the GPST print this
cout << "In GPS Time, week days begin on Sunday, which is "
<< "the ’0’ day." << endl
<< "You were born before GPS Time started." << endl
<< "Don’t worry, GPST is very young, it began January, 6th 1980."
<< endl
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<< "You were born " << abs(time.GPSfullweek())
<< " GPS full weeks before the GPST." << endl << endl;
}
3.5.3. Solucio´n
En la figura 3.12 se ha graficado la solucio´n para mi cumplean˜os (21/05/1981).
Figura 3.12: Solucio´n proporcionada por time example1.
3.5.4. Comprobacio´n
Para la comprobacio´n de time example1 se puede ver en detalle la figura 3.12, utilizada
en la seccio´n anterior (Solucio´n). ´Esta muestra la hora de la computadora y la fecha, junto
a la solucio´n del algoritmo.
En la figura 3.13, tomada de la pa´gina web [12], se puede verificar el buen funcionamiento
del algoritmo, en lo que al calendario Juliano se refiere.
Figura 3.13: Comparacio´n de resultados de time example1. Fuente [12]
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3.6. Experimento 6: SunriseSunset example
3.6.1. Introduccio´n
SunriseSunset example es un experimento que encuentra todos los ortos y ocasos sola-
res para un an˜o determinado por el usuario.
En concreto, el algoritmo determina el azimut8 por el cual saldra´ y se pondra´ el Sol. El
usuario ha de introducir el an˜o, la longitud y la latitud para las cuales desea generar los
ca´lculos. El co´mputo se realizara´ para todos los dı´as del an˜o y desde el punto de vista
indicado.
La solucio´n se presenta mediante dos ficheros de texto. El primero, ‘sunrise.txt’, indica los
ortos solares y el segundo, ‘sunset.txt’, los ocasos. El formato de salida es el mismo para
ambos, nueve columnas, que indican por orden: an˜o del suceso, mes, dı´a, hora, minuto,
segundo, dı´a del an˜o, segundos del dı´a y azimut (del orto u ocaso solar, dependiendo del
fichero).
3.6.2. Algoritmo
Se inicia el programa, con el try necesario para el algoritmo detector de errores y se
declaran e inicializan las variables necesarias:
int main(int argc, char* argv[])
{
try
{
int pass(0),
year(0),
i(0),
l(0),
month(0),
day(0);
double lat(0.0),
lon(0.0),
h(0.0),
tr(0.0),
tr1(0.0),
ft(0.0),
ftd(0.0);
A continuacio´n siguen los bucles necesarios para recoger el an˜o, latitud y longitud, intro-
ducidos por el usuario. La variable pass es un boleano que determina si los datos han
sido correctamente introducidos. No´tese que el an˜o no puede ser mayor a 2100 ni inferior
a 1900, esto es ası´ porque los algoritmos para la determinacio´n de la posicio´n del Sol
presentan un error aceptable para este intervalo, pero no fuera de e´l:
8Es el a´ngulo que se mide desde el punto cardinal Norte en sentido horario de 0◦ a 360◦.
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while ( pass == 0 )
{
cout << endl
<< "Introduce the year (4 digits, between 1900-2100)"
<< endl << "to check sunrises & sunsets "
<< "during that year: ";
cin >> year;
if ( year <= 2100 && year >= 1900 ) pass = 1;
else cout << "Incorrect year, try again." << endl;
}
pass = 0;
while ( pass == 0 )
{
cout << "Introduce the latitude of point of view "
<< "for the check: ";
cin >> lat;
if ( lat <= 90.0 && lat >= -90.0 ) pass = 1;
else cout << "Incorrect latitude, try again." << endl;
}
pass = 0;
while ( pass == 0 )
{
cout << "Introduce the longitude of point of view "
<< "for the check: ";
cin >> lon;
if ( lon <= 180.0 && lon >= -180.0 ) pass = 1;
else cout << "Incorrect longitude, try again." << endl;
}
Seguidamente se muestra por pantalla un mensaje avisando que el programa necesita
unos segundos para su ejecucio´n. Si la latitud introducida es inferior a la de los cı´rculos
polares este tiempo sera´ corto, pero puede ser poco ma´s de un minuto si la latitud es
superior. Esto u´ltimo se debe a que por encima de los cı´rculos polares no ocurren ortos u
ocasos solares diariamente. Por ende el tiempo no se incrementa sustancialmente (cuan-
do el algoritmo encuentra el suceso, incrementa un dı´a entero al tiempo de bu´squeda),
debiendo mantener un breve incremento (10 segundos):
if ( lat > 66.0 || lat < -66.0)
{
cout << endl << "This operation may last a few minutes." << endl;
}
else
{
cout << endl << "This operation may last a few seconds." << endl;
}
cout << "Please wait..." << endl << endl;
Se crea un objeto pointOfView de la clase Position y se le pasan las variables. Las dos
primeras introducidas por el usuario, para el punto de vista: lat (latitud), lon (longitud), h
(altura, por defecto 0) y WGS84 (datum por defecto):
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Position pointOfView;
pointOfView.set_LLA( lat, lon, h, WGS84 );
Se crea un objeto sun de la clase SunPosition:
SunPosition sun;
Sigue el co´digo para crear el fichero ‘sunrise.txt’, que contendra´ la salida de datos (solu-
cio´n) y una cabecera que facilitara´ la lectura de estos:
ofstream file;
file.open ("sunrise.txt");
file << "# 1 2 3 4 5 6 7 8"
<< " 9"
<< endl;
file << "# Year Month Day Hour Minute Second Day_of_Year Seconds_of_day"
<< " Azimuth(deg)"
<< endl;
Se crea un objeto time de la clase Time y se fija el tiempo para el primer segundo del
an˜o introducido por el usuario:
Time time(year,1,1,0,0,0.0);
Seguidamente se inicializa la variable tr con los segundos del dı´a (que son 0). Esta varia-
ble sera´ utilizada posteriormente en el Me´todo de Newton (visto en el capı´tulo 1 seccio´n
1.4.):
tr = time.secOfDay();
La siguiente iteracio´n visita cada dı´a del an˜o. Comienza definiendo dos variables. Poste-
riormente crea un segundo objeto time2 para fijar el tiempo a cada mediodı´a del an˜o:
while ( time.year() < year+1 )
{
month = time.month();
day = time.day();
Time time2(year,month,day,12,0,0.0); // Everyday set time2 at 12:00:00
Si el Sol no esta´ por encima del horizonte 17 minutos antes o despue´s del mediodı´a, para
una latitud superior a la de los cı´rculos polares, ese dı´a no saldra´ el Sol. La siguiente
condicio´n permite acelerar el algoritmo:
if( pointOfView.get_elevation( sun.getPosition(time2) ) < 0.0 &&
abs(lat) > 66.0 &&
l == 0 &&
pointOfView.get_elevation(sun.getPosition(time2+(1020.0))) < 0.0 &&
pointOfView.get_elevation(sun.getPosition(time2-(1020.0))) < 0.0 )
{
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Si no se cumple la condicio´n anterior, podemos grabar en el fichero que ese dı´a no
tendra´ orto solar:
file << time2.year() << " "
<< time2.month() << " "
<< time2.day() << " "
<< "#" << " "
<< "#" << " "
<< "#" << " "
<< "#" << " "
<< "#continous night" << endl;
Por lo tanto se incrementa el tiempo time en un dı´a, y el boleano l se pone a 0. Este
boleano a 0 indica que se ha de meter en la condicio´n, previamente explicada. Si por el
contrario se encuentra igual a 1, la condicio´n debe ser omitida:
time += 86400.0;
l = 0; // Condition
Si la condicio´n es omitida, el programa ingresa en otra iteracio´n. La cual tambie´n dispone
de una condicio´n. ´Esta determina si se le ha sumado a time un dı´a, si ha sido ası´ le resta
al mismo medio dı´a:
else
{
// If Sun is above horizon at noon, let’s find sunrise
// If we are beyond polar circles, substract half day
if ( abs(lat) > 66.0 &&
l == 0 &&
tr1 != 0.0 )
{
time -= 39700.0;
}
l = 1;
Las siguientes lı´neas de co´digo tienen la finalidad de adecuar el tiempo, para que la de-
rivada de la elevacio´n del Sol, en funcio´n del tiempo, sea positiva. En otras palabras, se
prepara el tiempo para poder ejecutar el Me´todo Newton:
if( ( ( pointOfView.get_elevation( sun.getPosition(time+(10.0)) )
- pointOfView.get_elevation( sun.getPosition(time)) ) / 10.0 )
== 0.0 )
{
time += 60.0;
}
// Find dElev/dTime. If less than zero, leap forward in time 1 h
if( ( ( pointOfView.get_elevation( sun.getPosition(time+(10.0)) )
- pointOfView.get_elevation( sun.getPosition(time)) ) / 10.0 )
< 0.0 )
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{
time += 3600.0;
}
// Find dElev/dTime. If more than zero, start process
if( ( ( pointOfView.get_elevation( sun.getPosition(time+(10.0)) )
- pointOfView.get_elevation( sun.getPosition(time)) ) / 10.0 )
> 0.0 )
{
A continuacio´n se resetea el contador i y se inicia el bucle del Me´todo Newton:
i = 0;
// Newton-Raphson’s method
while( i < 4321 &&
time.year() < year+1 &&
l != 0 &&
time.day() == day )
{
Si recordamos la ecuacio´n vista en el capı´tulo 1 seccio´n 1.4.:
xn+1 = xn− f (xn)f ′(xn)
Donde:
xn+1 = tr1
xn = tr
f (xn) = f t
f ′(xn) = f td
(
=
f (xn +∆xn)− f (xn)
∆x
)
El siguiente co´digo queda ma´s claro:
ft = pointOfView.get_elevation( sun.getPosition(time) );
// Estimated elevation derivative
ftd =
(pointOfView.get_elevation(sun.getPosition(time+(10.0)))
- pointOfView.get_elevation(sun.getPosition(time)))/10.0;
// Apply Newton-Raphson formula. tr1 is in seconds, like tr
tr1 = tr - (ft/ftd);
Si se cumple la condicio´n definida a continuacio´n, significara´ que la iteracio´n del Me´to-
do de Newton ha encontrado la raı´z9 y por lo tanto se calcula el azimut y se pasan los
9Esta raı´z significa elevacio´n 0 del Sol respecto al horizonte verdadero.
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resultados al fichero:
if ( abs( tr1 - tr ) < 20.0 )
{
// If we are here, we found sunrise time!!!
// Let’s get Sun azimuth
double azim(pointOfView.get_azimuth(sun.getPosition(time)));
// Print solution in file
file << time.year() << " "
<< time.month() << " "
<< time.day() << " "
<< time.hour() << " "
<< time.minute() << " "
<< time.second() << " "
<< time.DOY() << " "
<< time.secOfDay() << " "
<< azim << endl;
Como hemos encontrado el orto solar, se suma al tiempo un dı´a entero menos 5 minutos,
se pone el contador i a 5000 para salir de la iteracio´n y el boleano l igual a 0:
time += 86100.0;
i = 5000;
l = 0;
}
Si no se cumple la condicio´n de orto (i f (abs(tr1− tr) < 20,0)), se actualiza el tiempo tr,
se suman 10 segundos al tiempo y se incrementa el contador i:
else // If we didn’t find it, add time
{
tr = tr1;
time += 10.0;
i++;
}
Finalmente se introduce el co´digo que determina si existe orto solar para latitudes inferio-
res a la de los tro´picos. Cuando el contador i sea igual a 4320 (10 segundos por iteracio´n),
significara´ que se han an˜adido 12 horas al tiempo, lo cual nos lleva a la medianoche, sin
orto solar. Se guardan los datos en el fichero. Se an˜ade al tiempo 12 horas menos 10
segundos y se resetean: el contador i y el boleano l:
if ( i == 4320 )
{
// Print solution in file
file << time.year() << " "
<< time.month() << " "
<< time.day() << " "
<< "#" << " "
<< "#" << " "
<< "#" << " "
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<< "#" << " "
<< "#continuous day" << endl;
time += 43190.0;
i = 0;
l = 0;
}
Llegados a este punto so´lo falta cerrar debidamente los bucles y el fichero:
file.close();
El algoritmo del experimento SunriseSunset example no acaba aquı´, ya que todavı´a falta
calcular todos los ocasos para el an˜o. Debido a su similitud con el algoritmo para el ca´lculo
de los ortos, esta parte queda omitida. Las u´nicas diferencias entre ambos casos se deben
a los tiempos y el signo de la derivada de la elevacio´n del Sol respecto al tiempo.
3.6.3. Solucio´n
SunriseSunset example tiene mu´ltiples soluciones, segu´n los datos introducidos. Para la
presente se ha elegido graficar, como se puede observar en la figura 3.14, todos los ortos
y ocasos solares producidos durante el an˜o 2009, para las coordenadas de la Escola
Polite`cnica Superior de Castelldefels (latitud: 41◦16′32′′ N, longitud: 1◦59′13′′ E).
Figura 3.14: Ortos y ocasos solares durante el an˜o 2009.
3.6.4. Comprobacio´n
Para la comprobacio´n de los resultados se facilita la figura 3.15 procedente de la pa´gina
web [15]. Esta figura muestra el co´mputo, de ortos y ocasos, para las coordenadas de la
Escola Polite`cnica Superior de Castelldefels (latitud: 41◦16′32′′ N, longitud: 1◦59′13′′ E),
durante el mes de enero del 2009.
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La figura 3.16 muestra los resultados ofrecidos por SunriseSunset example, para las mis-
mas condiciones que las descritas anteriormente.
Figura 3.15: Ortos y ocasos solares durante enero de 2009 segu´n [15]
Figura 3.16: Ortos y ocasos solares durante enero de 2009 segu´n LibNav
3.7. Experimento 7: Eclipse example
3.7.1. Introduccio´n
Eclipse example es un experimento que encuentra los eclipses que tendra´n lugar en el
transcurso del an˜o especificado. Concretamente se calculan todos los eclipses, solares y
lunares, totales y parciales.
La solucio´n se presenta por medio de un fichero, llamado ‘eclipse.txt’, que se crea au-
toma´ticamente al ejecutar el ejemplo. ´Este contiene una primera columna con la fecha
(mes/dı´a/an˜o) y una segunda con la hora en que se iniciara´ el aconteciomiento.
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3.7.2. Algoritmo
Se inicia el programa, con el try necesario para el algoritmo detector de errores, y se
declaran e inicializan dos variables: pass (boleano para determinar el cierre del bucle de
obtencio´n de datos introducidos por el usuario) y year (el an˜o para el cual se buscara´n
los eclipses):
int main(int argc, char* argv[])
{
try
{
int pass(0),
year(0);
Co´digo para crear el fichero que contendra´ la salida de datos (solucio´n) y una cabecera
que facilitara´ la lectura de los datos:
ofstream file;
file.open ("eclipse.txt");
file << "# Date Time" << endl;
Bucle para la obtencio´n de los datos introducidos por el usuario:
while ( pass == 0 )
{
cout << endl
<< "Introduce the year (4 digits, between 1900-2100)"
<< endl << "for check eclipses in that year: ";
cin >> year;
if ( year <= 2100 && year >= 1900 ) pass = 1;
else cout << "Incorrect year, try again." << endl;
}
Se crea un objeto time de la clase Time, en el que se fija la fecha para el primer segundo
del an˜o seleccionado:
Time time(year,1,1,0,0,0.0);
Se crea un objeto sun de la clase SunPosition, y otro objeto moon de la clase MoonPosition:
SunPosition sun;
MoonPosition moon;
Se inicia la iteracio´n que recorrera´ cada uno de los dı´as del an˜o:
while ( time.year() < year+1 )
{
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A continuacio´n se crea un objeto sunPos de la clase Position en el cual se pasa la
posicio´n del Sol para el tiempo actual. Se hace lo mismo para la Luna:
Position sunPos( sun.getPosition(time) );
Position moonPos( moon.getPosition(time) );
Se crea un vector a y se llena con el producto escalar de los vectores unitarios de los
objetos sunPos y moonPos, previamente creados:
Vector<double> a( cross(sunPos.get_unary(), moonPos.get_unary()) );
Se procede a calcular el mo´dulo de cada componente del vector a.
double am = RSS(a);
Esta operacio´n se realiza para posteriormente generar la condicio´n que determinara´ la
existencia de eclipse y tiene su explicacio´n en la siguiente ecuacio´n:
|a|= sin(θ)
De manera que si realizamos el arcsin(|a|) y e´ste es menor a 1,12◦ significa que se
produce un eclipse (ver seccio´n 1.9.).
Imponemos la condicio´n que determinara´ el eclipse. Si la cumple se escribe la fecha en el
fichero y se incrementa el tiempo en dos dı´as:
if( asin(am) <= 0.019547688 ) // 0.019547688 rad = 1.12 degrees
{
// We have an eclipse!!!
file << time << endl; // Print ’time’ to file
time += 172800.0; // Increment ’time’ 2 days
}
Si no se cumple la condicio´n, se incrementa el tiempo en 15 minutos:
else
{
time += 900.0;
}
El siguiente paso es cerrar el fichero de los datos y mostrar por pantalla un mensaje que
avisa de la creacio´n de dicho fichero:
file.close();
cout << "Now, you can see the eclipses in "
<< "file ’eclipse.txt’." << endl << endl;
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3.7.3. Solucio´n
La solucio´n para el an˜o 2009, tiene este aspecto:
# Date Time
01/26/2009 05:45:00
02/09/2009 14:15:00
07/22/2009 00:45:00
12/31/2009 18:45:00
3.7.4. Comprobacio´n
Para validar los resultados se ha utilizado la pa´gina web de la NASA ([14]), donde los
datos facilitados se pueden observar en la figura 3.17, y el fichero de solucio´n procedente
del algoritmo incluido en LibNav, visto en la seccio´n anterior.
Figura 3.17: Eclipses durante 2009. Fuente [14]
El eclipse penumbral de Luna del 7 de julio no lo detecto´ el algoritmo, pero no se puede
considerar un error ya que la magnitud del eclipse es muy pequen˜a y adema´s no se puede
ver a simple vista, como ratifica la NASA y se muestra en la figura 3.18. Lo mismo sucede
para el eclipse del 6 de agosto, mostrado en la figura 3.19.
Figura 3.18: Eclipse del 7 de julio del 2009. Fuente [14]
Figura 3.19: Eclipse del 6 de agosto del 2009. Fuente [14]
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3.8. Experimento 8: NavExample
3.8.1. Introduccio´n
NavExample es un experimento para determinar la posicio´n de una aeronave, mediante
radioayudas, mientras e´sta realiza una Standard Instrumental Departure (SID). Esta SID
tiene origen en LEBL-Barcelona y destino en LOBAR2W. La aeronave parte del aeropuer-
to del Prat, por la pista 25L, en configuracio´n oeste.
El experimento fue desarrollado inicialmente por mı´, pero el algoritmo resulto´ excesiva-
mente largo y algunas metodologı´as de resolucio´n no fueron las correctas, de modo que
NavExample fue reescrito por el tutor del TFC, de forma ma´s optimizada, profesional y sin
errores.
Concretamente, NavExample calcula la posicio´n de una aeronave mediante una serie de
DMEs y VORs. Estos ca´lculos son procesados por el Me´todo de Mı´nimos Cuadrados, el
de Mı´nimos Cuadrados con Pesos y el filtro de Kalman.
El algoritmo genera dos ficheros de salida de datos: ‘measurements.txt’ con las medidas
realizadas por las radioayudas y ‘results.txt’ con las estimaciones generadas por los dos
me´todos y el filtro, previamente anunciados.
3.8.2. Algoritmo
El algoritmo comienza declarando la clase AutomaticPilot derivada de SimplePilot.
´Esta tiene el fin de actualizar las actuaciones impuestas a la aeronave:
class AutomaticPilot : public SimplePilot
{
public:
// Method to establish airplane trajectory
// It takes time and current state, and outputs accelerations to be
// feed into airplane model.
// In order to model another airplane, just redefine this method
virtual void updateTrajectory( double time,
const Matrix<double>& state );
}; // End of class ’AutomaticPilot’
A continuacio´n, mediante la mencionada clase, se establece la trayectoria de la aeronave.
Al principio se declaran las velocidades para cada eje (vx y vy) y su mo´dulo (vt):
void AutomaticPilot::updateTrajectory( double time,
const Matrix<double>& state )
{
// Let’s use simple names for state variables
// Note: Units are given in the International System: meters, kg, etc.
double vx( state(1,0) ); // X velocity
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double vy( state(3,0) ); // Y velocity
double vt( std::sqrt( vx*vx + vy*vy ) ); // Velocity module
La trayectoria de vuelo se modela mediante fases y perı´odos de tiempo:
if ( getPhase() == 0 )
{
// Set accelerations to 0.0 and increment phase of flight
setAccelerations( 0.0, 0.0, 0.0, ++phase);
return;
}
// Start at 5 seconds and accelerate to 33 m/s in 40 seconds, with
// heading 250.
if ( getPhase() == 1 and time >= 5.0 )
{
setHorizontalAccelerations( 33.0, 40.00, 250.0 );
changePhase( ++phase );
return;
}
...
...
if ( getPhase() == 12 and time >= 1337.0 )
{
turnRightToWithRate( vx, vy, 310.0, 3.0 );
return;
}
return;
} // End of method ’AutomaticPilot::updateTrajectory()’
Funcio´n para calcular la diferencia de vectores, se eleva al cuadrado porque posteriormen-
te esta funcio´n sera´ utilizada en el ca´lculo del error cuadra´tico medio de las mediciones
(en Ingle´s Root Mean Square (RMS)):
double vectorDiffSq( double x1, double x2, double y1, double y2 )
{
// Compute deltas
double dx(x2 - x1);
double dy(y2 - y1);
return ( dx*dx + dy*dy );
}
Seguidamente se inicia el programa principal, declarando el tiempo de simulacio´n y las
coordenadas de la posicio´n inicial:
int main(void)
{
const double SIM_TIME(1600.0); // How long the simulation lasts
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double xInit( 174526.6 ); // Initial x coordinate, meters
double yInit( 47744.8 ); // Initial y coordinate, meters
Creamos dos matrices propias de LibNav para albergar los estados de la aeronave; posi-
cio´n y velocidad para cada uno de los tres ejes. Fı´jese que tienen la misma notacio´n que
en el experimento Runge-KuttaTest-Rocket de la seccio´n 3.2.:
Matrix<double> initialState(6,1), truncError(6,1);
initialState(0,0) = xInit; // Initial x coordinate
initialState(1,0) = 0.0; // Initial x velocity
initialState(2,0) = yInit; // Initial y coordinate
initialState(3,0) = 0.0; // Initial y velocity
initialState(4,0) = 0.0; // Initial z coordinate
initialState(5,0) = 0.0; // Initial z velocity
Creamos el objeto airplane de la clase KinematicVehicle y fijamos las aceleraciones
iniciales (en este caso no existe aceleracio´n):
KinematicVehicle airplane( initialState, 0.0 );
// Set initial acceleration
airplane.setAcceleration( 0.0, 0.0, 0.0 );
Se declara el objeto autopilot de la clase AutomaticPilot:
AutomaticPilot autopilot;
Se declaran y definen los vectores que alojara´n las posiciones de las radioayudas (4 DMEs
y 3 VORs), y el taman˜o de los vectores que las contienen. La posicio´n de las radioayudas
esta´ dada en un sistema de referencia arbitrario.
vector<DME> dmeStations;
DME calella( 219265.2, 87156.3 );
dmeStations.push_back(calella);
DME bcn( 175121.1, 49480.2 );
dmeStations.push_back(bcn);
DME reus( 95726.4, 31693.2 );
dmeStations.push_back(reus);
DME lerida( 56000.0, 74500.0 );
dmeStations.push_back(lerida);
// We will need size of DME stations vector
const int dmeSize( dmeStations.size() );
// Define VOR stations and a vector to hold VOR stations
vector<VOR> vorStations;
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VOR prat( 173019.0, 46569.6 );
vorStations.push_back(prat);
VOR vilafranca( 127743.0, 53199.3 );
vorStations.push_back(vilafranca);
VOR sabadell( 174474.3, 73088.4 );
vorStations.push_back(sabadell);
// We will need size of VOR stations vector
const int vorSize( vorStations.size() );
// And we’ll also need the combined size of DME and VOR stations vectors
const int allSize( dmeSize + vorSize );
A continuacio´n el algoritmo contiene la declaracio´n de los vectores y matrices necesarios
para la aplicacio´n del filtro de Kalman:
Vector<double> xhat0(2,0.0); // Initial state vector
Matrix<double> pmatrix(2,2,0.0); // Error covariance matrix
Matrix<double> phimatrix(2,2,0.0); // State transition matrix
Matrix<double> qmatrix(2,2,0.0); // Process noise covariance matrix
// Initialize the matrices
pmatrix(0,0) = 1.0e6; // At first, we set an initial sigma of 1 km,
pmatrix(1,1) = 1.0e6; // hence initial variance = 1000 m * 1000 m
// We will handle unknowns dX, dY as white noise
double processNoiseValue( 1.0e8 ); // Big variance
qmatrix(0,0) = processNoiseValue;
qmatrix(1,1) = processNoiseValue;
// Create several Kalman filter objects
SimpleKalmanFilter kalmanDME(xhat0, pmatrix);
SimpleKalmanFilter kalmanVOR(xhat0, pmatrix);
SimpleKalmanFilter kalmanALL(xhat0, pmatrix);
El algoritmo a continuacio´n crea los ficheros que almacenara´n las mediciones y resulta-
dos, y unas cabeceras para facilitar la lectura de e´stos. Estas lı´neas de co´digo se han
omitido, por su gran parecido a los experimentos precedentes. Seguidamente se declara
el intervalo de tiempo para la integracio´n, un contador y unas variables que almacenara´n
el RMS:
double deltaT = 0.1;
long int count(0);
// Some variables to store RMS values
double rmsDMELMS(0.0);
double rmsVORLMS(0.0);
double rmsALLLMS(0.0);
double rmsDMEWMS(0.0);
double rmsVORWMS(0.0);
double rmsALLWMS(0.0);
double rmsDMEKAL(0.0);
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double rmsVORKAL(0.0);
double rmsALLKAL(0.0);
Donde:
rms = Root Mean Square
DME = DME
VOR = VOR
ALL = DME + VOR
LMS = Me´todo de Mı´nimos Cuadrados
WMS = Me´todo de Mı´nimos Cuadrados con Pesos
KAL = Filtro de Kalman
Seguidamente se inicia el bucle repetitivo para actualizar el estado de la aeronave, tomar
las medidas oportunas, calcular las distancias y estimar la posicio´n de la misma.
El bucle tendra´ una duracio´n de 1600 segundos, previamente declarados. En primer lugar
actualizara´ el estado del avio´n. Seguidamente fijara´ las velocidades e integrara´ el estado
de la aeronave:
while( airplane.getTime() < SIM_TIME )
{
//// Update airplane position ////
// First, update autopilot with current airplane state
autopilot.updateTrajectory( airplane.getTime(), airplane.getState() );
// Second, use autopilot to set airplane acceleration
airplane.setAcceleration( autopilot.getAx(), autopilot.getAy(), 0.0 );
// Third, integrate airplane state
airplane.integrateTo( (++count)*deltaT, truncError);
A continuacio´n se declaran y almacenan los estados referentes a la aeronave:
double time( airplane.getTime() ); // Time
double x( airplane.getState()(0,0) ); // X "real" coordinate
double y( airplane.getState()(2,0) ); // Y "real" coordinate
double airportDX( x - xInit ); // "X" distance to airport
double airportDY( y - yInit ); // "Y" distance to airport
// Distance to airport
double r( std::sqrt( airportDX*airportDX + airportDY*airportDY ) );
double vx( airplane.getState()(1,0) ); // X velocity
double vy( airplane.getState()(3,0) ); // Y velocity
double vt( std::sqrt( vx*vx + vy*vy ) ); // Velocity module
// Airplane heading (degrees), North is 0, East is 90.
double head( 90.0 - std::atan2(vy,vx) * RAD_TO_DEG );
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Donde:
time = tiempo de vuelo
x = posicio´n real del avio´n para el eje x (en metros)
y = posicio´n real del avio´n para el eje y (en metros)
airportDX = distancia geometrica real, entre el avio´n y el aeropuerto, para el eje x
airportDY = distancia geometrica real, entre el avio´n y el aeropuerto, para el eje y
r = mı´nima distancia real entre el avio´n y el aeropuerto
vx = velocidad del avio´n en el eje x
vy = velocidad del avio´n en el eje y
vt = mo´dulo velocidad del avio´n
head = hacia do´nde apunta el avio´n (heading)
Se declaran los vectores que almacenara´n las mediciones de las radioayudas:
Vector<double> geometricDME( dmeSize );
Vector<double> measDME( dmeSize );
Vector<double> sigmaDME( dmeSize );
Posteriormente se inicia la iteracio´n para el ca´lculo de las medicione de las radioayudas.
Las siguientes funciones pertenecen a la clase NavAid. Se omiten las pertenecientes al
VOR por ser semejantes:
for( int i = 0; i < dmeSize; ++i )
{
geometricDME(i) = dmeStations[i].getGeometricDistance( x, y );
measDME(i) = dmeStations[i].getMeasurement( x, y );
sigmaDME(i) = dmeStations[i].getMeasurementSigma( x, y );
}
Posteriormente se almacenan en ‘measurements.txt’ todos los resultados y con esto se
termina el proceso de “medicio´n”:
fileMeas << fixed << setprecision(2)
<< time << " "
<< x << " "
<< y << " "
<< r << " "
<< vx << " "
<< vy << " "
<< vt << " "
<< head << " ";
// Print DME-related information
for( int i = 0; i < dmeSize; ++i )
{
fileMeas << geometricDME(i) << " "
<< measDME(i) << " "
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<< sigmaDME(i) << " ";
}
// Print VOR-related information
for( int i = 0; i < vorSize; ++i )
{
fileMeas << geometricVOR(i) << " "
<< measVOR(i) << " "
<< sigmaVOR(i) << " ";
}
// Print end of line
fileMeas << endl;
Iniciamos ası´ el co´digo para la estimacio´n de la posicio´n de la aeronave, declarando el vec-
tor y las matrices necesarias para la posterior resolucio´n mediante los diferentes me´todos:
Vector<double> dmePrefits( dmeSize, 0.0 );
Matrix<double> dmeGeometry( dmeSize, 2, 0.0 );
Matrix<double> dmeVariance( dmeSize, dmeSize, 0.0 );
Matrix<double> dmeWeights( dmeSize, dmeSize, 0.0 );
Equivalencia de matrices respecto a la teorı´a del capı´tulo 1 seccio´n 1.10.2.:
dmePre f its = matriz C
dmeGeometry = matriz A
dmeWeights = matriz W
El siguiente bucle llama a la funcio´n getEquationParameters de NavAid que resuel-
ve y linealiza (si fuera necesario) las ecuaciones para determinar la posicio´n del avio´n,
como vimos en el capı´tulo 1 seccio´n 1.10.2. Adicionalmente llena las matrices con los
resultados:
for( int i = 0; i < dmeSize; ++i )
{
// Build temporal std::vector with parameters
vector<double> param( dmeStations[i].getEquationParameters( measDME[i],
xInit, yInit ) );
dmePrefits(i) = param[0]; // Fill prefits vector
dmeGeometry( i, 0 ) = param[1]; // Fill geometry matrix
dmeGeometry( i, 1 ) = param[2];
double varDME( sigmaDME(i) * sigmaDME(i) ); // Fill variance matrix
dmeVariance( i, i ) = varDME;
// Fill weights matrix with inverse of variance (1.0/sigmaˆ2)
dmeWeights( i, i ) = 1.0 / varDME;
}
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Este bucle se repite para las radioayudas VOR y ALL (ALL = DME + VOR), pero se omite
el co´digo por ser similar.
A continuacio´n se crea el objeto lmsDMESolver de la clase SolverLMS que sera´ quien
resuelva la estimacio´n para el me´todo de mı´nimos cuadrados. Esto se repite para VOR y
ALL:
SolverLMS lmsDMESolver;
lmsDMESolver.Compute( dmePrefits, dmeGeometry );
Despue´s se crea el objeto wmsDMESolver de la clase SolverLMS que sera´ quien resuelva
la estimacio´n para el me´todo de mı´nimos cuadrados con pesos. Esto tambie´n se repite
para VOR y ALL:
SolverLMS lmsDMESolver;
lmsDMESolver.Compute( dmePrefits, dmeGeometry );
Finalmente se resuelve la estimacio´n para el filtro de Kalman. Se repite tambie´n para VOR
y ALL:
kalmanDME.Compute( phimatrix, qmatrix, dmePrefits, dmeGeometry, dmeVariance );
A continuacio´n se guardan todas las estimaciones en el fichero ‘results.txt’:
fileResults << fixed << setprecision(2)
<< time << " "
<< x << " "
<< y << " "
<< lmsDMESolver.solution(0) + xInit << " "
<< lmsDMESolver.solution(1) + yInit << " "
<< lmsVORSolver.solution(0) + xInit << " "
<< lmsVORSolver.solution(1) + yInit << " "
<< lmsALLSolver.solution(0) + xInit << " "
<< lmsALLSolver.solution(1) + yInit << " "
<< wmsDMESolver.solution(0) + xInit << " "
<< wmsDMESolver.solution(1) + yInit << " "
<< wmsVORSolver.solution(0) + xInit << " "
<< wmsVORSolver.solution(1) + yInit << " "
<< wmsALLSolver.solution(0) + xInit << " "
<< wmsALLSolver.solution(1) + yInit << " "
<< kalmanDME.xhat(0) + xInit << " "
<< kalmanDME.xhat(1) + yInit << " "
<< kalmanVOR.xhat(0) + xInit << " "
<< kalmanVOR.xhat(1) + yInit << " "
<< kalmanALL.xhat(0) + xInit << " "
<< kalmanALL.xhat(1) + yInit << " ";
fileResults << endl; // Print end of line
Se calcula el RMS para las estimaciones LMS, WMS y KAL de cada radioayuda: DMEs,
VORs y ALL, mediante la funcio´n diferencia de vectores implementada al principio del
algoritmo:
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rmsDMELMS += vectorDiffSq( x, lmsDMESolver.solution(0) + xInit,
y, lmsDMESolver.solution(1) + yInit );
Se actualiza la posicio´n estimada de la aeronave. Se cierra el bucle repetitivo para: ac-
tualizar el estado de la aeronave, tomar las medidas oportunas, calcular las distancias y
estimar la posicio´n de la misma. Y se cierran tambie´n los ficheros de salida de datos:
xInit += lmsDMESolver.solution(0);
yInit += lmsDMESolver.solution(1);
} // End of ’while( airplane.getTime() < SIM_TIME )...’
fileMeas.close(); // Close file "measurements.txt"
fileResults.close(); // Close file "results.txt"
Por u´ltimo se muestran por pantalla los resultados RMS, que cumplen la siguiente ecua-
cio´n:
xrms =
√
1
n
n
∑
i=1
x2i =
√
x21 + x
2
2 + · · ·+ x2n
n
Y finalmente se cierra el programa principal:
cout << "RMS DME LMS = " << std::sqrt(rmsDMELMS/count) << endl;
cout << "RMS VOR LMS = " << std::sqrt(rmsVORLMS/count) << endl;
cout << "RMS ALL LMS = " << std::sqrt(rmsALLLMS/count) << endl;
cout << "RMS DME WMS = " << std::sqrt(rmsDMEWMS/count) << endl;
cout << "RMS VOR WMS = " << std::sqrt(rmsVORWMS/count) << endl;
cout << "RMS ALL WMS = " << std::sqrt(rmsALLWMS/count) << endl;
cout << "RMS DME KAL = " << std::sqrt(rmsDMEKAL/count) << endl;
cout << "RMS VOR KAL = " << std::sqrt(rmsVORKAL/count) << endl;
cout << "RMS ALL KAL = " << std::sqrt(rmsALLKAL/count) << endl;
return(0);
} // End of main
3.8.3. Solucio´n
La solucio´n se puede observar gra´ficamente en la figura 3.20, que corresponde a la es-
timacio´n mediante el me´todo de mı´nimos cuadrados, del me´todo de mı´nimos cuadrados
con pesos, y del filtro de Kalman para la SID de nuestro avio´n.
La solucio´n que se muestra por pantalla para las RMS es la siguiente (en metros):
RMS DME LMS = 2204.96
RMS VOR LMS = 13399.9
RMS ALL LMS = 1564.31
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Figura 3.20: Determinacio´n de la posicio´n de un avio´n.
RMS DME WMS = 1958.4
RMS VOR WMS = 13280.5
RMS ALL WMS = 1140.06
RMS DME KAL = 1837.43
RMS VOR KAL = 3131.81
RMS ALL KAL = 1108.25
3.8.4. Comprobacio´n
NavExample trae consigo el recorrido exacto del avio´n, por lo que no resulta necesaria
ninguna fuente externa para verificar su exactitud.
En el anexo A se encuentra la SID empleada en el experimento, facilitada por la Publica-
cio´n de Informacio´n Aerona´utica (AIP).
84 Expansio´n de las capacidades de la librerı´a de algoritmos de navegacio´n LibNav
Conclusiones 85
CAP´ITULO 4. CONCLUSIONES
El proyecto ha sido desarrollado con programas de libre distribucio´n y publicado bajo una
licencia del tipo LGPL. El lenguaje de programacio´n utilizado ha sido ANSI C++.
Durante el desarrollo de los experimentos he tenido la oportunidad de profundizar en la
asignatura de NACC. Muchos de e´stos experimentos esta´n basados en ejercicios realiza-
dos durante la asignatura, o fundamentados en aspectos teo´ricos de la misma.
Gracias a los experimentos Runge-KuttaTest-parachute y Runge-KuttaTest-Rocket he po-
dido profundizar en el algoritmo de resolucio´n de sistemas de ecuaciones diferenciales, el
cual paso´ desapercibido debido al uso de la funcio´n “ode45” de Octave.
En el experimento RandClassExample he tenido la ocasio´n de comprobar en la pra´ctica
co´mo las funciones de densidad de probabilidad se ajustan a la teorı´a estudiada.
Los experimentos KalmanExampleMouse y NavExample significan un claro ejemplo, muy
ilustrativo, de la efectividad y funcionalidad de los me´todos de resolucio´n para sistemas
en los que se conocen sus actuaciones mediante la toma de medidas, los cuales fueron
vistos en NACC de forma teo´rica, con alguna ligera aplicacio´n so´lo para el me´todo LMS.
Tambie´n es muy visual el resultado de aplicar el Filtro de Kalman, el cual se intuye muy
eficaz en teorı´a, pero resulta espectacular sobre los experimentos.
El experimento time example1 es quiza´s el ma´s desenfadado de todos los experimentos,
pero ha sido interesante trabajar con diferentes calendarios y darse cuenta de la impor-
tancia y lo fundamental que resulta el tiempo.
En los experimentos SunriseSunset example y Eclipse example he podido profundizar
en lo referente a los movimientos terrestres y notar co´mo las herramientas matema´ticas
pueden facilitar mucho tareas repetitivas, como es el caso de encontrar las raı´ces para la
funcio´n que describe el movimiento aparente del Sol.
Los objetivos planteados al inicio de este proyecto se alcanzaron en su totalidad y estoy
satisfecho con el resultado de los experimentos, ya que como se ha podido comprobar
sus resultados son ma´s que satisfactorios.
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Figura A.1: Mapa de la SID por la AIP.
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Cap´ıtulo 1
Introduccio´n
LibNav es una potente librer´ıa de algoritmos de navegacio´n, desarrollada ı´ntegra-
mente en ANSI C++. Consta de un amplio nu´mero de clases para la resolucio´n
de problemas, directamente relacionados con la asignatura Navegacio´n Ae´rea,
Cartograf´ıa y Cosmograf´ıa (NACC).
Con el objetivo de que los alumnos de la asignatura NACC puedan realizar las
pra´cticas, este tutorial ha detallado todos los procedimientos necesarios, desde
la instalacio´n del sistema operativo hasta la creacio´n de un nuevo ejemplo.
La estructura del tutorial esta dividida en:
1. Instalacio´n del sistema operativo Ubuntu.
2. Herramientas necesarias para trabajar con LibNav.
3. Instalacio´n de LibNav.
4. Ejemplo 1: Runge-KuttaTest-parachute.
5. Ejemplo 2: KalmanExampleMouse.
6. Crear, compilar y graficar un nuevo ejemplo.
Todas las herramientas de software necesarias para la utilizacio´n de LibNav son
de libre distribucio´n y gratuitas.
2 Introduccio´n
Cap´ıtulo 2
Instalacio´n del sistema
operativo Ubuntu
2.1. Introduccio´n
Ubuntu es un sistema operativo Linux, que sirve de base para instalar todas las
herramientas de software, indispensables para el desarrollo de las pra´cticas.
Si se dispone de dicho sistema operativo, omitir este cap´ıtulo y pasar directa-
mente al cap´ıtulo 3.
2.2. Obtencio´n de Ubuntu
El primer paso es obtener el sistema operativo Ubuntu. E´ste es de libre distri-
bucio´n. As´ı que para descargar la u´ltima versio´n de Ubuntu debemos dirigirnos
a su pa´gina web:
http://www.ubuntu.com/getubuntu/download
Seleccionaremos: la variante Desktop Edition, la versio´n deseada, una locali-
zacio´n de descarga cercana a nuestra localizacio´n (esto agilizara´ la descarga),
los bits del SO (‘32 bits’ funciona con cualquier ordenador, ‘64 bits’ es para
microprocesadores Dual Core1) y finalmente iniciaremos la descarga.
Una vez finalice la descarga, dispondremos de un archivo en formato iso. E´ste es
una imagen del CD de instalacio´n de Ubuntu. Para poder utilizarlo deberemos
grabar dicha imagen en un CD virgen, mediante cualquier quemador de CDs.
1Intel Core Duo, AMD AM2 o´ Intel Core 2 Duo.
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2.3. Particio´n del disco duro
Para instalar Ubuntu es necesario crear una particio´n del disco duro. Esto permi-
tira´ disponer de dos sistemas operativos en un mismo disco duro. De esta forma
no perderemos la informacio´n ya almacenada en el ordenador y al encender e´ste
podremos seleccionar con que Sistema Operativo (SO) hacerlo.
Este procedimiento se puede realizar con cualquier programa dedicado. Para
este tutorial se ha utilizado Partition Magic, ya que es fiable y de fa´cil manejo.
A continuacio´n una breve descripcio´n de co´mo debemos hacer la particio´n,
con dicho programa. Vamos a la pestan˜a Tareas y clicamos en Crear nueva
particio´n..., tal como se puede observar en la figura 2.1
Figura 2.1: Crear nueva particio´n.
Ahora debemos elegir el taman˜o de la particio´n. Ubuntu no requiere mucha
memoria. La dimensio´n m´ınima para la particio´n deber´ıa ser de entre 7 y 10
GB. Si disponemos de mucha capacidad en el disco duro se puede optar por dar
ma´s capacidad. La etiqueta la dejaremos en blanco. La particio´n la crearemos
como Lo´gica y el tipo de sistema de archivos como Linux Ext3. Para facilitar la
comprensio´n ver figura 2.2.
Seguidamente pulsaremos en Siguiente y luego en Terminar. Para que los cam-
bios tengan efecto, deberemos pulsar el boto´n Aplicar, luego S´ı y Aceptar. Enton-
ces el ordenador se reiniciara´ automa´ticamente. Cuando se inicie, terminara´ de
particionar y nos comunicara´ que para que los cambios surgan efecto debe-
mos reiniciar el ordenador. Lo haremos y de esta forma termina el proceso de
particio´n.
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Figura 2.2: Detalles de la particio´n.
2.4. Instalacio´n de Ubuntu
En esta seccio´n veremos, detalladamente y con ilustraciones, co´mo instalar
Ubuntu.
Para empezar deberemos introducir el CD de Ubuntu en el lector de CDs/DVDs.
Si no se inicia automa´ticamente, lo ejecutamos desde Mi Pc. Nos aparecera´ una
ventana con tres opciones. Debemos elegir la opcio´n Demostracio´n e instalacio´n
completa. El ordenador se reiniciara´. En este punto debemos ser ra´pidos y mo-
dificar el boot del sistema para que arranque desde el CD. Esto normalmente
se consigue apretando la tecla F12, en los instantes inmediatos al arranque del
sistema (segu´n la BIOS esta tecla puede variar). Llegados a este punto debemos
elegir el idioma y posteriormente la opcio´n de Probar Ubuntu sin alterar su
equipo.
Despue´s de un tiempo de carga, nos debe aparecer una pantalla parecida a la
figura 2.3.
Si el funcionamiento del sistema es correcto, es decir, no observamos nada
extran˜o, debemos clicar el icono Instalar, y en 7 pasos dispondremos del SO
Ubuntu.
Etapa 1-7: debemos elegir el idioma, como se puede observar en la figura 2.4.
Etapa 2-7: tenemos que elegir la zona horaria, como se puede observar en la
figura 2.5.
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Figura 2.3: Sesio´n live de Ubuntu.
Figura 2.4: Instalacio´n de Ubuntu. Etapa 1-7.
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Figura 2.5: Instalacio´n de Ubuntu. Etapa 2-7.
Etapa 3-7: debemos elegir la distribucio´n del teclado, como se puede observar
en la figura 2.6.
Figura 2.6: Instalacio´n de Ubuntu. Etapa 3-7.
Etapa 4-7: preparar el espacio del disco. Aqu´ı debemos elegir la opcio´n Manual,
como se puede observar en la figura 2.7.
A continuacio´n clicaremos encima de la particio´n, que creamos previamente con
Partition Magic, y posteriormente, la opcio´n Borrar particio´n. De esta forma
obtendremos un espacio libre en el que instalar Ubuntu. Pulsaremos encima de
espacio libre y posteriormente el boto´n Nueva particio´n. E´sta sera´ la swap (a´rea
de intercambio). El taman˜o debe ser aproximadamente el doble de la memoria
8 Instalacio´n del sistema operativo Ubuntu
Figura 2.7: Instalacio´n de Ubuntu. Etapa 4-7.
RAM del ordenador. Debe ser de tipo Lo´gica y con ubicacio´n al Principio. Final-
mente especificaremos que se va a utilizar como a´rea de intercambio. Observar
la figura 2.8, para un mayor entendimiento.
Figura 2.8: Instalacio´n de Ubuntu. Etapa 4-7.
Posteriormente crearemos una nueva particio´n, de la misma forma que en el
caso anterior: clicar encima de espacio libre y posteriormente en el boto´n Nueva
particio´n. Esta vez el taman˜o sera´ el restante, es decir, todo el espacio libre.
Debe ser de tipo Lo´gica y ubicacio´n al Principio. A diferencia de la anterior, e´sta
se utilizara´ como sistema ext3 transaccional y tendra´ como punto de montaje
‘/’. Observar la figura 2.9.
Finalmente el disco ha de tener un cierto parecido al de la figura 2.10.
Etapa 5-7: debemos definir el normbre y la contrasen˜a. Esta u´ltima es muy
importante y no debemos olvidarla, ya que nos hara´ falta en un futuro.
Ve´ase la figura 2.11.
Etapa 6-7: en esta etapa se puede marcar la casilla, si se desea importar la
informacio´n de la cuenta de Windows.
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Figura 2.9: Instalacio´n de Ubuntu. Etapa 4-7.
Figura 2.10: Instalacio´n de Ubuntu. Etapa 4-7.
Figura 2.11: Instalacio´n de Ubuntu. Etapa 5-7.
10 Instalacio´n del sistema operativo Ubuntu
Etapa 7-7: en e´sta aparece una ventana con toda la informacio´n que hemos ido
introduciendo. Deberemos repasarla para asegurarnos de que no haya ningu´n
error. Finalmente iniciamos la instalacio´n mediante el boto´n Instalar.
Al final del proceso se nos solicitara´ reiniciar el ordenador. Despue´s de hacerlo
tendremos instalado nuestro Ubuntu.
Una vez instalado Ubuntu, configuraremos la red para tener acceso a Internet.
Esto se puede hacer desde el lanzador de red, situado en la parte superior derecha
del escritorio (en el panel superior). Ver figura 2.12. Buscaremos nuestra red e
introduciremos la contrasen˜a facilitada por el operador de Internet.
Figura 2.12: Configuracio´n de la red.
Una vez configurada la red, clicaremos el lanzador de actualizaciones para ac-
tualizar el sistema. El lanzador se encuentra al lado del de red. Se especifica la
localizacio´n mediante la figura 2.13.
Figura 2.13: Actualizacio´n del sistema.
Cap´ıtulo 3
Herramientas necesarias para
trabajar con LibNav
3.1. Introduccio´n
El proceso de adecuacio´n del ordenador continua en este cap´ıtulo. Para el desa-
rrollo de las pra´cticas es necesario instalar una serie de herramientas, que nos
facilitara´n el trabajo de manera considerable. Estas herramientas permiten crear
el co´digo necesario para la resolucio´n de los ejemplos, as´ı como su compilacio´n,
documentacio´n y verificacio´n.
Todas estas herramientas las encontraremos en un repositorio llamado Synaptic.
Desde donde las podremos descargar gratuitamente. En las siguientes secciones
se explicara´ co´mo.
3.2. C++
3.2.1. Descripcio´n
Para el correcto desarrollo de aplicaciones basadas en lenguaje C++ es nece-
sario instalar una serie de paquetes, que permiten el proceso de construccio´n y
compilacio´n de dichas aplicaciones.
Los paquetes son:
build-essential
libtool
automake
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3.2.2. Instalacio´n
Debemos ir a la pestan˜a Sistema de nuestro escritorio, luego Administracio´n
y clicar encima de Gestor de Paquetes Synaptic. Se nos abrira´ una ventana,
debemos ir a la pestan˜a Editar y clicar en Buscar... Finalmente se nos debe
aparecer una ventana ma´s pequen˜a, en la cual introduciremos los paquetes que
queremos instalar. Todo ha de tener un aspecto similar al de la figura 3.1.
Figura 3.1: Buscar paquetes en Synaptic.
Introduciremos el paquete build-essential en el cuadro de dia´logo y pulsaremos
el boto´n Buscar. Posteriormente marcarermos la casilla del paquete. En muchas
ocasiones nos aparecera´ una nueva ventana pregunta´ndonos si queremos mar-
car los cambios adicionales requeridos. Siempre aceptaremos pulsando el boto´n
Marcar. Para hacer la instalacio´n clicaremos el boto´n Aplicar (este paso se puede
ver en la figura 3.2) y nuevamente lo volveremos a clicar. En primera instancia
descargara´ el o los paquetes y posteriormente lo o los instalara´.
Si todo ha salido exitosamente, aparecera´ una ventana comentando que los
cambios se han aplicado con e´xito. Marcamos la casilla para que no aparezca
este mensaje en futuras ocasiones, ya que si ocurre algu´n problema, seremos
informados.
Esta operacio´n se ha de repetir para cada paquete.
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Figura 3.2: Instalar paquetes de Synaptic.
3.3. Kate
3.3.1. Descripcio´n
Kate es un editor de textos para KDE y permite hacer seguimiento de co´digo
para muchos lenguajes de programacio´n: C++, C, PHP, LATEX, Fortran y Java
entre otros.
Las cualidades que lo hacen atractivo son:
Destacado de sintaxis.
Bu´squeda y reemplazo de texto.
Mu´ltiples documentos abiertos en una ventana.
Soporte de sesiones.
Explorador de archivos.
Emulador de terminal basado en Konsole.
Bu´squeda de l´ınea de co´digo.
Kate tambie´n ha sido la herramienta utilizada para la creacio´n de este docu-
mento, ya que como se ha comentado anteriormente, permite el seguimiento de
co´digo LATEX.
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Se puede encontrar ma´s informacio´n al respecto en [Kate, 2009], su pa´gina web
oficial.
3.3.2. Instalacio´n
Kate se debe instalar mediante el Gestor de paquetes Synaptic, tal y como se
ha descrito en la seccio´n 3.2.2. A diferencia, esta vez deberemos introducir en
el cuadro de dia´logo la palabra ‘kate’.
Una vez realizados estos pasos, encontraremos el programa en la pestan˜a Apli-
caciones, Accesorios y finalmente Kate. Para mayor comodidad se puede hacer
clic con el segundo boto´n del rato´n encima de Kate y seleccionar An˜adir este
lanzador al panel.
3.4. Doxygen
3.4.1. Descripcio´n
Doxygen es una herramienta de programacio´n que genera documentacio´n para
C++, C y Java entre otros. La documentacio´n la puede generar en formato
HTML, RTF, PostScript, LATEX o PDF.
La librer´ıa LibNav se ha escrito de modo que la documentacio´n se genere au-
toma´ticamente en formato HTML.
Doxygen es muy u´til a la hora de encontrar ra´pidamente el camino en distribu-
ciones grandes, como es el caso.
Una vez generada toda la documentacio´n, so´lo se debe abrir el archivo ‘in-
dex.html’ mediante Mozilla Firefox y se accede de manera ra´pida a un menu´, el
cual permite ver de forma clara todas las dependencias y conexiones para cada
uno de los archivos incluidos en LibNav.
Para ma´s informacio´n sobre esta herramienta consultar [Doxygen, 2009].
3.4.2. Instalacio´n
Doxygen se debe instalar mediante el Gestor de paquetes Synaptic, tal y como
se ha descrito en la seccio´n 3.2.2. A diferencia, esta vez deberemos introducir
en el cuadro de dia´logo la palabra ‘doxygen’.
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En el cap´ıtulo 4 veremos co´mo utilizar esta herramienta.
3.5. Gnuplot
3.5.1. Descripcio´n
Gnuplot es la herramienta que utilizaremos, en el transcurso de las pra´cticas,
para visualizar los resultados de forma gra´fica. La utilidad genera gra´ficas de
funciones y datos. Tiene la opcio´n de graficar en 3D adema´s de hacerlo en 2D.
En realidad su uso no es complicado y resulta muy co´modo, ya que una vez se
compila el ejemplo, se puede ejecutar Gnuplot para comprobar los resultados.
Para una informacio´n ma´s detallada, visitar [Gnuplot, 2009].
3.5.2. Instalacio´n
Gnuplot se debe instalar mediante el Gestor de paquetes Synaptic, tal y como
se ha descrito en la seccio´n 3.2.2. A diferencia, esta vez deberemos introducir
en el cuadro de dia´logo la palabra ‘gnuplot’.
En la seccio´n 5.3 veremos co´mo utilizar esta herramienta.
3.6. Subversion
3.6.1. Descripcio´n
Subversion (SVN) es un programa de control de versiones y permite:
Colocar toda una librer´ıa en un servidor.
El acceso de otros ordenadores mediante un nombre de usuario y una
clave.
Crear un historial con todas las modificaciones de la librer´ıa.
Descargar la u´ltima versio´n o anteriores (brindando la oportunidad de
resolver conflictos).
La opcio´n de comparar los cambios sufridos para un archivo determinado
entre diferentes revisiones.
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SVN favorece notablemente el desarrollo de un proyecto basado en la progra-
macio´n descentralizada, es decir, en diferentes lugares de trabajo. Permitiendo
la actualizacio´n de LibNav.
Para ma´s informacio´n acerca de Subversion, visitar [SVN, 2009], su pa´gina web
oficial.
3.6.2. Instalacio´n
Subversion se debe instalar mediante el Gestor de paquetes Synaptic, tal y como
se ha descrito en la seccio´n 3.2.2. A diferencia, esta vez deberemos introducir
en el cuadro de dia´logo la palabra ‘subversion’.
Una vez finalizadas todas las instalaciones, previamente descritas, deberemos
actualizar nuevamente el sistema. Para ello nos dirigiremos a la pestan˜a Siste-
ma, Administracio´n y clicaremos en Gestor de actualizaciones. Debemos pulsar
el boto´n Comprobar, introducir nuestra contrasen˜a (definida en el proceso de
instalacio´n de Ubuntu) y si hay actualizaciones, pulsar el boto´n Instalar actua-
lizaciones.
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Instalacio´n de LibNav
En esta seccio´n se explicara´ co´mo preparar el equipo, descargar la librer´ıa LibNav,
instalarla y generar la documentacio´n de la misma.
El primer paso, es crear un directorio donde introduciremos la librer´ıa. Iremos
a la pestan˜a Lugares, del escritorio, y pulsaremos Carpeta personal. Deberemos
hacer clic con el segundo boto´n del rato´n, en un espacio en blanco de la ven-
tana y pulsar Crear una carpeta, despue´s la nombraremos (para este tutorial se
llamara´ XYXY).
Para descargar LibNav debemos dirigirnos a la pa´gina web:
https://sourceforge.net/projects/libnav/
Pulsaremos el link Download, y en la nueva pa´gina el link Download del Relea-
se libnav-XXXX. Posteriormente clicaremos el link libnav-XXXX.tar.gz, se nos
abrira´ una ventana en la que marcaremos la casilla Guardar archivo y pulsare-
mos Aceptar. Una vez descargado el fichero, lo encontraremos en el escritorio.
El siguiente paso es moverlo a la carpeta creada previamente.
Do´nde XXXX es el nu´mero de la versio´n descargada.
Ahora debemos descomprimir el fichero, para ello abriremos un Terminal. En
la pestan˜a Aplicaciones, Accesorios encontramos el Terminal . Esta herramienta
viene por defecto con Ubuntu y es una aplicacio´n para l´ıneas de comandos,
podemos verla en la figura 4.1.
Dentro del Terminal escribiremos, por orden:
$ cd XYXY
$ tar -xvzf libnav-XXXX.tar.gz
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Figura 4.1: Ventana del Terminal.
El comando ‘tar’ activa el programa encargado de extraer el contenido de fi-
cheros tarfile, que contienen la extensio´n ‘.tar’. Las cuatro letras que siguen
al comando determinan las operaciones que se desean realizar, en este caso se
quiere:
x: extraer los ficheros del archivo.
v: que el programa nos proporcione un listado de todos los ficheros des-
comprimidos.
z: filtrar el archivo a trave´s de gzip, para descomprimirlo.
f: indicar el fichero que se quiere usar.
Con el procedimiento anterior se creara´ un directorio llamado “libnav-XXXX”.
Para compilar LibNav debemos escribir en la ventana Terminal (tambie´n por
orden), los siguientes comandos:
$ cd libnav-XXXX
$ ./configure
$ make
Si hay errores en este paso, puede ser que al sistema le falte el compilador o la
“Standard Template Library” de C++ (STL), o bien las “autobuilds” (make,
etc.). Entonces deberemos instalar lo que haga falta y repetir el proceso hasta
que no hayan ma´s errores.
La siguiente orden instala LibNav:
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$ sudo make install
La orden sudo implica trabajar como superusuario root y por lo tanto la l´ınea
de comando precedida por esta palabra solicitara´ nuestra contrasen˜a (definida
en el proceso de instalacio´n de Ubuntu).
A continuacio´n crearemos la documentacio´n de LibNav. Para ello debemos en-
trar en el directorio de documentacio´n doc y ejecutar la herramienta Doxygen.
$ cd doc
$ doxygen
Dicha documentacio´n sera´ creada en formato HTML y se podra´ acceder a ella
usando un navegador web para abrir el fichero ‘index.html’, contenido en el
directorio:
/home/nombre(etapa 5-7 inst. Ubuntu)/XYXY/libnav-XXXX/doc/documentation/html
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Cap´ıtulo 5
Ejemplo 1:
Runge-KuttaTest-parachute
5.1. Introduccio´n
Runge-KuttaTest-parachute es un ejemplo que muestra el potencial de la librer´ıa
para resolver ecuaciones diferenciales por el me´todo de aproximacio´n de Runge-
Kutta.
El ejemplo en cuestio´n se basa en el salto de un paracaidista, que tiene una
duracio´n de 16 segundos desde el momento en que inicia su salto.
El resultado del ejemplo se muestra directamente a trave´s de la ventana del
Terminal. Concretamente la solucio´n se compone de tres columnas: la primera
muestra el tiempo (de vuelo), la segunda la velocidad (en m/s) del paracaidista
y finalmente la tercera el error estimado en la velocidad.
5.2. Algoritmo
A continuacio´n se muestra la parte del algoritmo que genera una clase derivada
ParachuteIntegrator de la clase RungeKutta4.
La funcio´n de esta derivada es controlar, de manera co´moda, las variables del
ejemplo.
Esta parte controla el estado inicial del me´todo de Runge-Kutta, define el tiempo
inicial y finalmente indica el intervalo de tiempo:
class ParachuteIntegrator : public RungeKutta4
{
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public:
// Constructor of new derived class ParachuteIntegrator
ParachuteIntegrator( const Matrix<double>& initialState,
double initialTime = 0,
double timeEpsilon = 1e-18 )
: RungeKutta4(initialState, initialTime, timeEpsilon)
{};
Aqu´ı se introducen dichas variables en una matriz virtual, propia de LibNav:
virtual Matrix<double>& derivative( long double time,
const Matrix<double>& inState,
Matrix<double>& inStateDot );
Seguido el co´digo que gestiona los para´metros propios del paracaidista, tales
como: la aceleracio´n de la gravedad, la masa del paracaidista y el coeficiente de
resistencia aerodina´mico de e´ste:
void setParameters( double accGrav,
double mass,
double kpar )
{
g = accGrav;
m = mass;
k = kpar;
return;
};
private:
double g; //< the acceleration due to gravity (in m/s^2)
double m; //< the mass (in kg)
double k; //< parameter related to aerodynamic drag
}; // End of class ’ParachuteIntegrator’
E´ste es el co´digo de la ecuacio´n que representa la ca´ıda del paracaidista:
Matrix<double>& ParachuteIntegrator::derivative( long double time,
const Matrix<double>& inState,
Matrix<double>& inStateDot )
{
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inStateDot(0,0) = g - ( k * inState(0,0) * inState(0,0) / m );
return inStateDot;
}
A continuacio´n se puede observar la misma ecuacio´n de forma matema´tica:
dv
dt
= g −
b
m
v2
Donde g es la gravedad (en m/s2), b el coeficiente de resistenca aerodina´mico
del paracaidista (en el co´digo k), m su masa (en kg) y v su velocidad en el
co´digo es inState(0,0) (la primera derivada, expresada en m/s).
Aqu´ı comienza el programa. Se declaran dos matrices (una para la velocidad y
otra para la estimacio´n del error de e´sta) propias de LibNav (de una fila y una
columna), y se define la velocidad inicial del paracaidista igual a 0 m/s (parte
de un estado de reposo):
int main(void)
{
Matrix<double> x0(1,1), truncError(1,1);
x0(0,0) = 0.0; // Initial velocity in m/s
Se crea el objeto pModel de la clase derivada ParachuteIntegrator:
ParachuteIntegrator pModel(x0, 0.0);
Se definen los para´metros antes descritos (g, m, b):
double g=9.81, mass=75.0, kpar=0.287;
pModel.setParameters(g, mass, kpar);
Se genera una cabecera previa a la solucio´n, para entender mejor e´sta u´ltima,
la cual no afecta a Gnuplot gracias a la almoadilla inicial:
cout << "# Paratrooper motion result" << endl;
cout << "# Columns: Time, Velocity, ";
cout << "estimated error in velocity" << endl;
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Se define el otro intervalo de tiempo que representa el cambio en la funcio´n:
double deltaT = 0.1;
A continuacio´n el bucle iterativo que se repite durante los 16 segundos, gene-
rando el resultado a la ecuacio´n diferencial e imprimie´ndolo:
while ( pModel.getTime() < 16.0 ) // Let’s do it for 16 seconds
{
pModel.integrateTo( (count++)*deltaT, truncError);
cout << setprecision(6)
<< pModel.getTime() << " "
<< pModel.getState()(0,0) << " "
<< truncError(0,0) << endl;
}
5.3. Solucio´n
En la figura 5.1 se puede observar el resultado del ejemplo. La figura ha sido
graficada por Gnuplot.
Figura 5.1: Salto de un paracaidista.
En la figura 5.1 se puede observar como el paracaidista parte del reposo y va
aumentando su velocidad en funcio´n del tiempo, hasta finalmente llegar a su
velocidad terminal, al cabo de aproximadamente 13 segundos.
Cap´ıtulo 6
Ejemplo 2:
KalmanExampleMouse
6.1. Introduccio´n
KalmanExampleMouse es un ejemplo para demostrar el potencial de la librer´ıa
LibNav para reducir el ruido del estado de un proceso mediante la aplicacio´n
del Filtro de Kalman.
El ejemplo consiste en tomar la caminata aleatoria de un rato´n1 y aplicarle la
correccio´n recursiva del Filtro de Kalman.
La salida de datos se produce por la ventana del Terminal con un formato de
siete columnas: la primera muestra el tiempo, la segunda la posicio´n2 real del
rato´n en el eje x, la tercera la posicio´n con ruido aditivo en el eje x, la cuarta
la estimacio´n de Kalman para la posicio´n del rato´n en el eje x, la quinta la
posicio´n real del rato´n en el eje y, la sexta la posicio´n con ruido aditivo en el
eje y, finalmente la se´ptima la estimacio´n de Kalman para la posicio´n del rato´n
en el eje y.
6.2. Algoritmo
A continuacio´n se inicia el programa y se determina el nu´mero de medidas
tomadas en la caminata del rato´n:
int main(void)
{
1Componente hardware para controlar procesos de entrada del ordenador.
2Las posiciones, en este ejemplo aportadas, son facilitadas en pixels.
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int nEpochs(194);
Posteriormente se fijan los valores que debera´n tener las variables aleatorias,
para cada uno de los ejes. Posteriormente sera´n sumadas a la caminata, en
calidad de ruido aditivo:
double xAverage(0.0); // Average of random variable ’x’
double xSigma(1.5); // Sigma of random variable ’x’
// We assign more noise to ’y’ axis than to ’x’ axis
double yAverage(0.0); // Average of random variable ’y’
double ySigma(2.1); // Sigma of random variable ’y’
Se crea el objeto random de la clase RNG:
RNG random;
A continuacio´n se crea la matriz a, de 3 filas y 194 columnas, para albergar
en su primera fila el tiempo cuando se produjo la medicio´n, en la segunda las
posiciones en el eje x, y en la tercera las posiciones en el eje y:
double a [3][194] = { { 0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, ...
... ... ... ... ...
18.7, 18.8, 18.9, 19.0, 19.1, 19.2, 19.3 } ,
{ 15.0, 15.0, 14.0, 14.0, 13.0, 13.0, 13.0, ...
... ... ... ... ...
87.0, 86.0, 84.0, 80.0, 79.0, 79.0 } ,
{ 227.0, 224.0, 222.0, 219.0, 216.0, 214.0, ...
... ... ... ... ...
127.0, 128.0, 129.0, 133.0, 135.0, 136.0 } };
Se declara el vector x, esta´ndar de C++, con una longitud de nEpochs:
vector<double> x(nEpochs);
Seguidamente se llena, el anterior vector x, de variables aleatorias con distribu-
cio´n normal, centradas en 0,0 y con una varianza de 1,5:
random.normal( x, xAverage, xSigma );
Se declara el vector y, esta´ndar de C++, con una longitud de nEpochs:
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vector<double> y(nEpochs);
De igual forma que para x, se llena el anterior vector y de variables aleatorias
con distribucio´n normal, centradas en 0,0 y con una varianza de 2,1:
random.normal( y, yAverage, ySigma );
Creamos una matriz esta´ndar f de 3 filas y 194 columnas:
double f[3][nEpochs];
Y se llena de ruido aditivo:
for (int m = 0; m < nEpochs; m++)
{
f[1][m]=x[m];
f[2][m]=y[m];
}
A continuacio´n an˜adimos el tiempo y las mediciones de la caminata del rato´n,
estas u´ltimas, se suman al ruido previamente introducido mediante la siguiente
iteracio´n:
for (int i = 1; i < 3; i++)
{
for (int k = 0; k < nEpochs; k++)
{
f[i][k]+=a[i][k];
// We also pass the time stamp from ’a’ to ’f’ without modification
f[0][k] = a[0][k];
}
}
Se declaran los vectores y matrices, propios de LibNav, que utilizara´ el Filtro de
Kalman:
Vector<double> meas(2,0.0);
// First estimates of system state
Vector<double> xhat0(2,0.0);
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Matrix<double> pmatrix(2,2,0.0);
Matrix<double> phimatrix(2,2,0.0);
Matrix<double> hmatrix(2,2,0.0);
Matrix<double> rmatrix(2,2,0.0);
Matrix<double> qmatrix(2,2,0.0);
Donde:
meas = vectores con las mediciones
xhat0 = vector con la estimacio´n de Kalman
pmatrix = matriz de covarianzas
phimatrix = estado de transicio´n de la matriz
hmatrix = matriz de mediciones
rmatrix = matriz de la varianza del ruido
qmatrix = matriz de ruido del proceso
Y se inicializan:
pmatrix(0,0) = 1.0;
pmatrix(1,1) = 1.0;
hmatrix(0,0) = 1.0;
hmatrix(1,1) = 1.0;
rmatrix(0,0) = (xSigma*xSigma);
rmatrix(1,1) = (ySigma*ySigma);
phimatrix(0,0) = 1.0;
phimatrix(1,1) = 1.0;
Seguidamente se define el proceso espectral de densidad psd, que define la
velocidad del sistema (en pixels2/segundo):
double psd(5.0);
Y se declara una e´poca, lejana en el pasado, del suceso. Esto sera´ utilizado
posteriormente para el ca´lculo de qmatrix:
double previousTime(-100.0);
Lo siguiente fija el nu´mero de decimales, so´lo en la salida de los datos:
cout << fixed << setprecision(2);
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Se crea el objeto kalman de la clase SimpleKalmanFilter:
SimpleKalmanFilter kalman(xhat0, pmatrix);
Finalmente se inicia un bucle para el ca´lculo de la estimacio´n de Kalman:
for (int j = 0; j < (nEpochs); ++j)
{
try
{
Se llenan los vectores, propios de LibNav, con las mediciones ma´s el ruido aditivo:
meas(0) = f[1][j];
meas(1) = f[2][j];
Se define la matriz de ruido del proceso para cada momento, en funcio´n del
tiempo transcurrido y el proceso espectral de densidad del sistema:
double deltaT( f[0][j] - previousTime );
double processNoiseValue( psd*deltaT );
qmatrix(0,0) = processNoiseValue;
qmatrix(1,1) = processNoiseValue;
Se pasan los datos necesarios al objeto kalman de la clase SimpleKalmanFilter,
para su estimacio´n y posteriormente se da salida a los resultados:
kalman.Compute(phimatrix, qmatrix, meas, hmatrix, rmatrix);
cout << f[0][j] << " " << a[1][j] << " "
<< f[1][j] << " " << kalman.xhat(0) << " "
<< a[2][j] << " " << f[2][j] << " " << kalman.xhat(1) << endl;
Se actualiza la e´poca del suceso:
previousTime = f[0][j];
Y se finaliza el algoritmo con estas l´ıneas de co´digo que generan una reaccio´n
bajo una circunstancia excepcional, es decir, un error:
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catch (Exception e)
{
cout << e;
}
catch (...)
{
cout << "Oops!" << endl;
}
}
6.3. Solucio´n
La solucio´n se puede observar gra´ficamente en la figura 6.1, que corresponde a
la estimacio´n del Filtro de Kalman para la caminata aleatoria de un rato´n.
Figura 6.1: Estimacio´n por Filtro Kalman de caminata aleatoria de un rato´n.
Cap´ıtulo 7
Crear, compilar y graficar un
nuevo ejemplo
7.1. Crear
Para crear un nuevo ejemplo utilizaremos Kate. Abriremos una nueva hoja me-
diante el boto´n New y desarrollaremos el co´digo. Finalmente guardaremos el
algoritmo con un nombre, por ejemplo: ‘YYYY.cpp’ (es importante darle exten-
sio´n ‘.cpp’).
7.2. Compilar
Para poder compilar el nuevo ejemplo deberemos pulsar el boto´n Open de
Kate y buscar el directorio donde instalamos libnav-XXXX, despue´s examples
y abriremos ‘Makefile.am’. Aqu´ı deberemos incluir unas l´ıneas de co´digo. En
bin PROGRAMS an˜adiremos ‘YYYY’ y al final del fichero ‘YYYY SOURCES
= YYYY.cpp’. De forma que el fichero tenga el aspecto del de la figura 7.1.
Una vez modificado el fichero, lo guardaremos. Abriremos un Terminal y dentro
del directorio examples de libnav teclearemos:
$ make
7.3. Graficar
Una vez compilado el ejemplo, lo ejecutaremos con la orden:
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Figura 7.1: Aspecto del fichero ‘Makefile.am’.
$ ./YYYY > yyyy.txt
Esto introducira´ todos los datos de la solucio´n del ejemplo en un fichero de texto
llamado ‘yyyy.txt’. El siguiente paso sera´ abrir la herramienta Gnuplot, para ello
so´lo deberemos teclear ‘gnuplot’ en el Terminal. Finalmente graficaremos con
la orden:
gnuplot> plot "yyyy.txt" u 1:2 w l
Donde:
plot: significa graficar en 2D.
u 1:2: significa usando la columna 1 y 2.
w l: significa con l´ıneas (with lines).
Si queremos conocer ma´s detalles acerca de los comandos para graficar con
Gnuplot, podemos escribir ‘man gnuplot’ en el Terminal y nos aparecera´ un
minitutorial.
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