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SUMMARY 
 
Uncompressed multimedia data requires considerable storage capacity and transmission 
bandwidth. Despite rapid progress in mass-storage density, processor speeds, and digital 
communication system performance, demand for data storage capacity and data-transmission 
bandwidth continues to outstrip the capabilities of available technologies. The recent growth 
of data intensive multimedia-based web applications even more sustained the need for more 
efficient ways to encode such data. 
There are two types of image compression schemes – lossless and lossy algorithms. In 
lossless compression schemes, the reconstructed image, after compression, is numerically 
identical to the original image. However lossless compression can only achieve a modest 
amount of compression. An image reconstructed following lossy compression contains 
degradation relative to the original. Often this is because the compression scheme completely 
discards redundant information. However, lossy schemes are capable of achieving much 
higher compression. 
The aim of this research is to create an efficient lossy image compression algorithm, 
using heuristic data clusterization methods; perform experiments of the new algorithm, 
measure its performance, analyze advantages and disadvantages of the proposed method, 
propose possible improvements and compare it with other popular algorithms. 
In this paper is presented new algorithm for image compression, which uses data base of 
popular image fragments. Proposed algorithm is best suited for natural greyscale and color 
images. Performed experiments show that high compression ratios can be achieved using 
proposed method. 
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1. VADAS 
Nesuspausti skaitmeniniai vaizdo, garso ir foto duomenys užima didel dal 
informacijos saugojimo rengini vietos bei sunaudoja didžij informacijos sraut dal 
internete. Nors nuolatos spariai didja pastoviosios atminties rengini apimtys, procesori 
skaiiavimo greiiai ir duomen perdavimo sparta internetu, reikalavimai saugojam 
duomen dydžiui ir perdavimo greiiui viršija esam technologij galimybes. Šiuo metu vis 
populiarjanios internetins programos bei svetains, naudojanios didelius kiekius 
skaitmenins informacijos, dar labiau sustiprina efektyvi algoritm ir metod poreik, skirt 
tokio pobdžio duomenims suspausti ir tuo paiu išsprsti dideli duomen kiekio saugojimo, 
apdorojimo ir platinimo internetu problemas.  
Galima išskirti dvi pagrindines duomen suspaudimo algoritm klases – suspaudimo 
algoritmai be informacijos praradimo (angl. lossless) ir algoritmai su duomen praradimu 
(angl. lossy) [Saha, 2000]. Naudojant algoritmus be informacijos praradimo, rekonstruotas 
vaizdas yra skaitiškai identiškas originaliam vaizdui. Taiau, naudojant šio tipo algoritmus 
pasiekiamas tik nežymus duomen suspaudimo lygis. Todl suspaudimo algoritmai be 
duomen praradimo naudojami tose srityse, kur duomen dydžiai yra aktuali problema, taiau 
bet koks duomen praradimas yra nepageidaujamas – kaip pavyzdžiai gali bti medicinos ir 
astronomijos mokslai, kur atkurt vaizd kokyb yra ypa svarbi. Kai naudojami algoritmai 
su duomen praradimu, atkurtas vaizdas netiksliai atkartoja original vaizd. Informacijos 
praradimas vyksta todl, kad suspaudimo metu yra visiškai atmetama perteklin (mažiausiai 
svarbi) informacija. Šis bdas leidžia daug didesnius duomen suspaudimo lygius. Net ir 
esant skaitiniams duomen praradimams, dažnai rekonstruotas ir pradinis vaizdas yra 
vizualiai identiški (angl. visually lossless).  
Šio darbo tikslas yra sukurti efektyv dvimai vaizd suspaudimo algoritm su 
informacijos praradimu, naudojant euristinius duomen klasterizavimo metodus, 
eksperimentiškai patikrinti sudarytj
 algoritm ir išmatuoti gautus rezultatus, ištirti 
sudarytojo algoritmo privalumus bei trkumus, 
vardinti galimus patobulinimus bei 
palyginti algoritm su kitais šiuo metu populiariais algoritmais. Algoritmas turt 
suspausti vaizd bent 10 kart, nesant ryškiems kokybs pokyiams. Taip pat vaizdo 
apdorojimo laikas neturt labai skirtis nuo kit populiariausi vaizd suspaudimo algoritm, 
naudojani duomen suspaudimo schemas su informacijos praradimu. 
Šiame darbe pristatomas naujas vaizd suspaudimo algoritmas, naudojantis 
populiariausi vaizdo fragment duomen baz, kuriai sudaryti naudojami euristiniai 
duomen klasterizavimo (klasifikavimo, grupavimo) metodai. Aprašytasis algoritmas tinka 
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pilkiems (angl. greyscale) bei spalvotiems vaizdams. Esant didelei bazini vaizd duomen 
bazei, pasiekiami ypa dideli vaizd suspaudimo lygiai. Vaizdo suspaudimo koeficientas yra 
nepriklausomas nuo vaizdo pobdžio, o tik nuo duomen suspaudimui naudojam parametr.  
Darbe yra apžvelgiami keli populiariausi duomen suspaudimo su informacijos 
praradimu algoritmai, atlikta algoritm privalum bei trkum analiz. Taip pat išanalizuoti 
algoritmai, naudojami naujojo suspaudimo algoritmo tarpiniuose etapuose – tai duomen 
klasterizavimo algoritmai, entropijos kodavimo algoritmai, duomen apdorojimo bei 
transformacijos algoritmai. 
Antrajame magistratros semestre, studijuojant Danijos Aalborgo universitete, 
daugiamai signal apdorojimo (angl. Multidimensional Signal Processing) modulyje buvo 
pristatyta bazin silomo algoritmo idja, parengtas pranešimas bei suprogramuotas 
programins rangos karkasas. Taip pat buvo atliktas darbas „Java ir C kalb tinkamumas 
signal apdorojimo uždaviniams sprsti“. Šio darbo rezultatai buvo panaudoti renkantis 
programavimo priemones, taip pat ta tema parašytas straipsnis, trauktas  tarptautins 
konferencijos, skirtos terptinms sistemoms, pranešim medžiag (žr. 1 pried). 
Naudojant darbe aprašytj algoritm, buvo sukurta programin ranga dvimai vaizd 
suspaudimui ir rekonstravimui atlikti, vykdyti matavim eksperimentai, gauti rezultatai 
palyginti su kitais populiariais algoritmais. Išanalizavus visus gautus rezultatus, darbe 
pateikiami naujojo algoritmo privalumai bei trkumai, vystymo perspektyvos ir galimi tolesni 
moksliniai tyrimai bei eksperimentai. 
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2. BAZINS VAIZD SUSPAUDIMO SVOKOS 
2.1. Dvimaio vaizdo svoka 
Šiame darbe dažnai vartojama dvimaio skaitmeninio vaizdo svoka. Dvimatis 
skaitmeninis vaizdas – tai dvimat seka reikšmi  
 
],[ 21 nnx ,  
110 Nn <≤ , 220 Nn <≤ ; 
(1) 
ia         ],[ 21 nnx  -  konkretaus vaizdo pikselio (taško) reikšm; 
N1 -  vaizdo aukštis pikseliais; 
N2 -  vaizdo plotis pikseliais. 
 
 
1 pav. Dvimatis skaitmeninis vaizdas [Girod, 2004: 2] 
Vienam vaizdo taškui saugoti yra skiriama B bit ir jis gali gauti tokias reikšmes: 
 { }12,..,1,0],[ 21 −∈ Bnnx ; (2) 
ia         ],[ 21 nnx  -  konkretaus vaizdo pikselio reikšm; 
B -  bit kiekis, skiriamas vienam vaizdo pikseliui saugoti. 
 
Dažnai yra patogu naudoti ir kit to paties užrašo interpretacij: 
 
[ ]2121 ,'2],[ nnxnnx B= ; (3) 
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ia         ],[ 21 nnx  -  konkretaus vaizdo pikselio reikšm; 
B -  bit kiekis, skiriamas vienam vaizdo pikseliui saugoti; 
[ ]21,' nnx  - pikselio realios reikšms intervale [0..1); 
<> - skliaustai reiškia apvalinim iki artimiausio sveikojo skaiiaus. 
 
Spalvotiems vaizdams saugoti kiekvienam taškui naudojamos trys vaizdo komponents: 
 
],[     ],[     ],[ 212121 nnxnnxnnx BGR ; (4) 
ia         ],[ 21 nnxR  
-  
konkretaus vaizdo pikselio raudonos spalvos intensyvumo reikšm; 
],[ 21 nnxG  -  konkretaus vaizdo pikselio žalios spalvos intensyvumo reikšm; 
],[ 21 nnxB  - konkretaus vaizdo pikselio mlynos spalvos intensyvumo reikšm. 
 
Tokia spalvoto vaizdo saugojimo schema vadinama RGB (nuo anglišk santrump Red 
Green Blue). Ši schema yra populiariausia, taiau toli gražu ne vienintel [Gonzalez, 1993]. 
Galima išskirti kelias pagrindines dvimai vaizd klases: 
• realaus pasaulio vaizdai; 
• vaizdai su tekstine informacija; 
• pieštin grafika. 
Realaus pasaulio vaizdai – tai gamtos, žmoni ar kit mus supani objekt nuotraukos 
ar filmuoto vaizdo kadrai. Tai didžiausia ir populiariausia vaizd klas, tad ir didžioji dalis 
vaizd suspaudimo algoritm yra skirti btent šio tipo vaizdams spausti. 
 
2 pav. Realaus pasaulio vaizdo pavyzdys 
Vaizdai su tekstine informacija saugo spausdintin, rašyt ranka ar kitokio pobdžio 
tekst, taiau informacija saugoma ne raidži ar žodži pavidale, o aprašant vaizdo taškus. 
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Spaudžiant tokius vaizdus svarbu išlaikyti ger atkurto vaizdo kokyb, tokiems vaizdams taip 
pat dažnai taikomos teksto atpažinimo vaizde programos [Matteson, 1995]. 
 
3 pav. Vaizdo su tekstine informacija pavyzdys 
Pieštin grafika – tai piešiniai, bržiniai, kompiuterin grafika ir pan. Dažniausiai tai 
juodai balti piešiniai arba nedaug spalv naudojantys vaizdai.  
 
4 pav. Pieštins grafikos vaizdo pavyzdys 
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2.2. Duomen suspaudimo metod poreikis 
Vis labiau didjanti kompiuterins technikos ir internetini technologij sparta leidžia 
vis labiau naudoti vaizdo, garso ir foto informacij. Nepaisant dabartini kompiuteri 
pastoviosios atminties dydži bei interneto ryšio spartos, daugeliu atveju nemanoma saugoti 
ar tuo labiau internetu platinti nesuspaust foto ar vaizdo medžiag.  
Filmuota medžiaga saugoma kaip vienas po kito einantys kadrai (nuotraukos). 
Panagrinkime pavyzd, kuris gerai parodo duomen suspaudimo metod poreik. Tarkime, 
kad vartotojas naudojasi interneto ryšiu, kurio maksimali sparta yra 56 Kbit/s (kilobitai per 
sekund). Klausimas – kiek laiko užtrukt filmo, išsaugoto nesuspaustu formatu ir trunkanio 
90 minui, siuntimas? Tarkime, kad vaizdo dydis yra 240×320 tašk. Tada vienas vaizdo 
kadras užimt apie 1.8 Mbit (megabit). Kadangi per sekund parodoma 30 kadr, tai 1 
sekunds filmuota medžiaga užima apie 52.7 Mbit. Tada 90 minui filmas užimt 278.1 Gbit 
(gigabit). Esant pastoviam siuntimo greiiui, lygiam 56 Kbit/s, vartotojas film sist 
maždaug 60 dien! Reikt atkreipti dmes  tai, kad garsin informacija nebuvo skaiiuota, 
be to, retai siuntimas vyksta pastoviu maksimaliu greiiu. Tad realiai siuntimo ilgis padidt 
dar bent du kartus. 
1 lentel.  Skirting duomen dydžiai ir siuntimo laikai [Saha, 2000] 
Duomenys Dydis / trukm 
Bitai / 
pikseliui 
Nesuspaust 
duomen 
dydis 
Siuntimo 
laikas, 
naudojant 28.8 
Kbit/s modem 
Puslapis teksto A4 formatas – apie 50 Kbit 1-2 sek. 
Telefonins kokybs 
pokalbis 
10 sekundži 8 640 Kbit 22 sek. 
Pilkos skals nuotrauka 512×512 tašk 8 2 Mbit 1 min 13 sek. 
Spalvota nuotrauka 512×512 tašk 24 6 Mbit 3 min. 39 sek. 
Medicinin nuotrauka 2048×1680 tašk 12 41 Mbit 23 min 54 sek. 
Filmuota medžiaga 2048×1680 tašk, 
1 minuts trukms 
24 221 Mbit 5 dienos 8 val. 
 
1 lentel aiškiai parodo, koks didelis yra saugojimo vietos, interneto spartos ir laiko 
poreikis garso bei vaizdo duomenims. Esant šiuolaikiniams techniniams pasiekimams, 
duomen suspaudimas prieš saugojim ar siuntim yra vienintel manoma išeitis. 
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2.3. Duomen suspaudimo baziniai principai 
Bendra didžiosios dalies vaizd savyb yra ta, kad gretimi vaizdo taškai koreliuoja 
tarpusavyje, vadinasi yra perteklins informacijos. Tokiu atveju, pagrindin užduotis yra 
surasti mažiausiai besikoreliuojant pradinio vaizdo atvaizd. Dveji fundamentals 
suspaudimo principai yra pertekliškumo (angl. redundancy) ir nereikšmingumo (angl. 
irrelevancy) mažinimas [Saha, 2000]. 
Mažinant pertekliškum, siekiama pašalinti besidubliuojanias duomen signalo 
(vaizdo) reikšmes. Nereikšmingumo mažinimo metu iš duomen signalo yra pašalinamos tos 
reikšms, kurios nebus pastebtos signalo gavjo. Kalbant apie vaizdus, t manoma padaryti 
vertinus žmogaus regos sistemos (angl. human visual system) savybes. Galima išskirti tokius 
pertekliškumo tipus: 
• statistinis pertekliškumas 
o erdvinis pertekliškumas (angl. spatial redundancy) 
o kodavimo pertekliškumas  
• vizualinis pertekliškumas (angl. psychovisual redundancy) 
o spalvinis pertekliškumas 
o dažninis pertekliškumas 
Erdvinis pertekliškumas atsiranda todl, kad pikseli reikšms nra tarpusavyje 
nepriklausomos. Paprastai yra labai didel gretim tašk koreliacija. Panagrinjus vaizd 
gretim tašk spalvos skirtumus gaunami tokie rezultatai: 
 
5 pav. Gretim vaizdo tašk reikšmi skirtum histograma [Gonzalez, 1993] 
Skirtumo reikšm 
v
yk
io
 
tik
im
yb
 
 11 
Kodavimo pertekliškumas atsiranda koduojant pikseli reikšmes  galutin suspaust 
dvejetain kod.  
2 lentel. Alfabeto dvejetainio kodavimo pavyzdys 
Simbolis Pasitaikymo 
tikimyb 
I kodas II kodas 
a1 0.1 000 0000 
a2 0.2 001 01 
a3 0.5 010 1 
a4 0.05 011 0001 
a5 0.15 100 001 
 
2 lentelje pavaizduotas alfabetas iš 5 simboli su kiekvieno simbolio pasirodymo 
tikimybe. Taip pat pateikti du unikals kodai, kuri pagalba galima koduoti duotojo alfabeto 
simbolius. Naudojant I-j kod gaunamas toks vidutinis kodo dydis: 
 
simboliui / bitai 31, =avgL ; (5) 
 
Naudojant II-j kod vidutin kodo dyd galima rasti taip: 
 
simboliui / bit 95.115.0305.045.02.021.042, =⋅+⋅++⋅+⋅=avgL ; (6) 
 
Matome, jog antrasis kodas yra taip pat unikalus, taiau trumpesnis už pirmj. 
Spalvin
 (intensyvumo) pertekliškum nusako Vberio dsnis (angl. Weber‘s law): 
dirgiklis turi didti tam tikra proporcija, kad sukelt tiesin atsako padidjim [Mullen, 1985]. 
Šiuo atveju, koduojant yra išnaudojama žmogaus regos savyb, kad žmogus  šviesos pokyt 
reaguoja ne tiesiškai, bet logaritmiškai. 
Dažninis pertekliškumas atsiranda taip pat dl žmogaus regos savybi. Žmogaus akis 
veikia kaip žemo dažnio filtras, todl spaudžiant vaizd galima panaikinti aukšto dažnio 
harmonikas ir tai liks nepastebima žmogaus akimi. Tai bene labiausiai išnaudojama savyb 
vaizd suspaudimo algoritmuose. Kaip pavyzdys gali bti hiperbolinio filtravimo algoritmai, 
kurie kodavimo metu visiškai pašalina aukšiausius dažnius ir taip pasiekiamas nemažas 
suspaudimo lygis, nesant dideliems kokybs pokyiams. 
2.4. Tipin vaizdo suspaudimo schema 
Tipin vaizdo suspaudimo su informacijos praradimu schema pavaizduota 6 paveiksle. 
Schema sudaryta iš trij tarpusavyje susijusi komponent – vaizdo kodavimo komponento, 
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kvantizacijos komponento ir entropinio kodavimo komponento. Suspaudimo efektas 
pasiekiamas tokiu bdu - pirmiausia yra pradinis vaizdas tiesiškai transformuojamas, kad 
sumažinti duomen tarpusavio koreliacij; gauti transformacijos koeficientai yra 
kvantizuojami ir, galiausiai, pritaikomas entropinis kodavimas.   
 
 
6 pav. Tipin vaizdo suspaudimo schema 
Vaizdo kodavimo (arba tiesinio transformavimo) algoritm sukurta daug ir vairi, 
kiekvienas turintis sav privalum bei trkum. Galima paminti tik kelis labiausiai 
paplitusius transformacij algoritmus: DFT (angl. Discrete Fourier Transform) [Oppenheim, 
1999: 541], DCT (angl. Discrete Cosine Transform) [Ifeachor, 1993: 79], DWT (angl. 
Discrete Wavelet Transform) [Vatterli, 1995]. 
Kvantizavimo metu yra sumažinamas bit skaiius, reikalingas transformuotiems 
koeficientams išsaugoti, mažinant saugojam reikšmi tikslum. Kadangi tai yra 
atvaizdavimas daug-su-vienu (angl. many-to-one mapping), tai šio proceso metu yra 
prarandama informacija. Taiau šio procesu metu yra pasiekiama didžioji vaizdo kompresijos 
dalis. Kvantizacija gali bti atliekama kiekvienai reikšmei atskirai (skaliarin kvantizacija) 
arba atliekama tam tikrai koeficient grupei (vektorin kvantizacija). 
Entropinio kodavimo metu toliau spaudžiamos kvantizuotos reikšms, naudojant 
suspaudimo algoritmus be informacijos praradimo, siekiant dar labiau padidinti vaizdo 
suspaudimo lyg. Labiausiai paplit entropinio kodavimo algoritmai yra: Hufmano 
kodavimas,  aritmetinis kodavimas, bitinis kodavimas (angl. run-length coding), žodyno 
kodavimas [Nelson, 1995].  
2.5. Pagrindins vaizdo suspaudimo charakteristikos 
Yra trys pagrindins charakteristikos, kuri pagalba galima vertinti vaizd suspaudimo 
algoritmus:  
• suspaudimo lygis (angl. compression ratio); 
• suspaudimo greitis; 
• suspausto vaizdo kokyb. 
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Ši charakteristik svarba labiausiai priklauso nuo taikomosios srities ir kit 
reikalavim (pvz. naudojamos kompiuterins technikos galimybs). 
Suspaudimo lyg
 (koeficient) galima rasti taip: 
 
'I
I
=α ; (7) 
ia                    α  -  vaizdo suspaudimo koeficientas; 
I -  pradinio vaizdo dydis (baitais); 
'I - suspausto vaizdo dydis (baitais). 
Suspaudimo koeficientas parodo, kiek kart suspaustas vaizdas yra mažesnis už pradin 
vaizd. Paprastai šis dydis labai smarkiai takoja vaizdo kokyb – kuo aukštesnis šis 
koeficientas, tuo prastesn suspausto vaizdo kokyb. Š fakt labai svarbu vertinti, spaudžiant 
ar lyginant kelis suspaustus vaizdus. Be to, naudojant tam tikrus algoritmus, suspaudimo lygis 
gali bti labai priklausomas nuo paties vaizdo. Vaizd suspaudimo srityje šis aspektas 
vadinamas duomen priklausomumu (angl. data dependency). Naudojant algoritm, kuris 
pasižymi dideliu duomen priklausomumu, spaudžiant didelio detalumo vaizd (pvz., minios 
vaizdas švents metu), gali bti pasiekiamas labai nedidelis suspaudimo lygis. Taiau vaizdui, 
kuris nepasižymi detalumu (pvz., jros ir dangaus nuotrauka), tas pats algoritmas gali pasiekti 
labai didel suspaudimo lyg. 
Suspaudimo greitis – tai laikas, kuris sunaudojamas vaizdo suspaudimui bei atstatymui 
atlikti. Suspaudimo greitis labiausiai priklauso: 
• nuo suspaudimo algoritmo sudtingumo; 
• nuo efektyvaus algoritmo realizavimo programinmis priemonmis; 
• nuo naudojamos aparatrins rangos greiio ir architektros. 
Nors tam tikrais atvejais suspaudimo greitis yra kritin charakteristika (pvz., realaus 
laiko sistemose), daugeliu atveju labiausiai vertinamos yra suspaudimo lygio ir vaizdo 
kokybs charakteristikos. 
Vaizdo kokyb nusako tikslum, kuriuo yra atkuriamas vaizdas iš suspaust duomen, 
lyginant j su pradiniu (nesuspaustu) vaizdu. Suspaudimo algoritmai, naudojantys vaizdo 
suspaudimo be informacijos praradimo schemas, išlaiko vis originali informacij. Tad ši 
charakteristika taikoma tik algoritmams, kurie naudoja suspaudimo schemas su informacijos 
praradimu. Vaizdo kokybei vertinti dažniausiai naudojama vidutin kvadratin paklaida, 
taiau tai nra vienintelis manomas kokybs (paklaidos) vertis. Vidutin kvadratin paklaida 
(angl. mean square error) randama pagal formul: 
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; (8) 
ia                MSE -  vidutin kvadratin paklaida; 
M,N -  vaizdo dimensijos (aukštis ir plotis) pikseliais; 
I(x,y) - originalaus vaizdo konkretaus taško reikšm; 
I‘(x,y) - suspausto vaizdo konkretaus taško reikšm. 
Kuo labiau suspausto vaizdo tašk reikšms skiriasi nuo originalaus vaizdo tašk 
reikšmi, tuo didesn yra vidutin kvadratin paklaida. Vadinasi, jei keli algoritmai spaudžia 
vienod vaizd, tai geriausi vaizdo kokyb atkuria algoritmas, kurio MSE vertis yra 
mažiausias. 
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3. POPULIARI VAIZDO SUSPAUDIMO ALGORITM 
APŽVALGA 
3.1. JPEG algoritmas 
JPEG (angl. Joint Photographic Expert Group) komitetas buvo kurtas 1986 metais 
CCITT ir ISO organizacij iniciatyva, siekiant sukurti pasaulinius vaizd suspaudimo 
standartus [Pennebaker, 1993]. Techniškai darbas buvo baigtas 1991 metais. 2001 metais 
buvo sukurtas naujas JPEG-2000 standartas, taiau jis dar nra plaiai paplits. 
JPEG standartas aprašo keturis pagrindinius suspaudimo tipus: nuoseklus, progresyvinis 
ir hierarchinis (kodavimui su informacijos praradimu), bei vienas režimas be informacijos 
praradimo. Labiausiai paplits yra nuoseklus suspaudimo algoritmas. 
Bazin JPEG algoritmo veikimo schema parodyta 7 paveiksle. 
 
7 pav. Bazin JPEG algoritmo kodavimo schema [Saha, 2000] 
JPEG vaizdo suspaudimas atliekamas 4 žingsniais: 
1. Pirmiausia vaizdas yra suskaidomas  88×  pikseli vaizdo blokus. Algoritmas 
veikia ne spalvinje, o skaisties / chromatiškumo erdvje (angl. luminance / 
chrominance), todl pradžioj atliekama spalv konversija  YCbCr format 
[Bracamonte, 2000]. Tai leidžia taikyti skirting suspaudim abiems šiems 
faktoriams. Kadangi žmoni rega daug jautresn skaisiai nei chromatiškumui, 
tai suspaustame faile išlaikoma daugiau skaisties informacijos nei 
chromatiškumo informacijos. 
2. Toliau yra pritaikoma FDCT (angl. Forward Discrete Cosine Transform) 
transformacija kiekvienam 88×  vaizdo blokui [Ifeachor, 1993: 79]. Šio etapo 
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metu nra pasiekiamas suspaudimas, o tiesiog duomen sritis pakeiiama  
spektrin srit. 
3. Atlikus duomen transformacij  spektrin srit, tikrasis suspaudimo algoritmas 
pradeda darb. Priklausomai nuo vartotojo pasirinktos norimos vaizdo kokybs, 
yra parenkamos dvi kvantizavimo lentels – po atskir lentel skaisties ir 
chromatiškumo reikšmms. Šios lentels naudojamos DCT koeficient 
kvantizavimui, kurie yra padalinami iš atitinkamos lentels reikšms ir vliau 
suapvalinami iki artimiausio sveikojo skaiiaus. To pasekoje dideli DCT 
koeficientai praranda dal tikslumo, o maži koeficientai yra prilyginami nuliui, 
kas vliau labiausiai ir takoja kokybs praradim. 
4. Galiausiai kvantizacijos rezultatai nuskaitomi zigzagine tvarka, kaip parodyta 8 
paveiksle, ir gautai reikšmi sekai yra naudojamas Hufmano kodavimas. Tai yra 
antrasis (be informacijos praradimo) suspaudimo algoritmas, kuris pritaikomas 
realizuojant JPEG vaizd suspaudimo standart. 
 
Pav. 1. Zigzagin DCT koeficient nuskaitymo tvarka 
Pagrindiniai JPEG algoritmo privalumai: 
• tai populiariausias iš šiuo metu naudojam vaizd suspaudimo algoritm; 
• pasiekiamas vidutinis 15 kart suspaudimo lygis be dideli kokybs nuostoli; 
• tam tikriems vaizdams bei kai nereikalinga labai aukšta atkurto vaizdo kokyb, 
pasiekiamas apie 20 kart suspaudimo lygis. 
JPEG algoritmo trkumai: 
• netinka juodai baltiems (bitiniams) vaizdams ; 
• prie didelio suspaudimo ryškja blokeli struktra; 
• pasireiškia Gibso efektas („kontr aidas“); 
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• mažai tinkamas animacinei grafikai, bržiniams, tekstinei grafikai bei vaizdams 
su 256 ir mažiau spalv. 
9 paveiksle parodyta originali nuotrauka ir 13 kart suspausta nuotrauka, panaudojant 
JPEG suspaudimo algoritm. 
 
 
9 pav. Originali ir 13 kart suspausta nuotrauka (dešinje) 
Kol suspaudimo koeficientas nesiekia maždaug 15, yra išlaikoma labai gera kokyb, 
žmogaus akimi atkurtas vaizdas sunkiai atskiriamas nuo originalaus vaizdo. Taiau padidinus 
suspaudimo koeficient, aiškiai pasireiškia JPEG algoritmo blogosios savybs: 
 
 
10 pav. Originali ir 40 kart suspausta nuotrauka (dešinje) 
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3.2. BTC algoritmas 
BTC (angl. Block Truncation Coding) algoritmas yra vienas iš vaizd suspaudimo 
algoritm, naudojani vaizdo suspaudimo su informacijos praradimu schem. Algoritmo 
idja – suskaidyti vaizd  nedidelius blokus ir kiekvienam blokui sumažinti jo pilkumo skals 
lygius. Kvantavimas atliekamas atsižvelgiant  vaizdo bloko reikšmi statistik ir 
pasiskirstymus. Nauji pilkumo lygiai parenkami taip, kad bt minimizuotas pasirinktas 
klaidos kriterijus, o tada visos bloko reikšms pakeiiamos dviem naujais lygiais [Franti, 
1994]. 
Baziniame algoritmo variante vaizdas skaidomas  44 ×  pikseli vaizdo blokus. Bloko 
pikseli reikšms koduojamos dviem lygiais – a ir b. Kvantavimo lygiai a ir b parenkami taip, 
kad bt išsaugomi pirmieji momentai 1υ  ir 2υ : 
 
=
=
m
i
ix
m 1
1
1
υ , 
=
=
m
i
ix
m 1
2
2
1
υ ; (9) 
ia                    m -  vaizdo bloko (fragmento) pikseli kiekis; 
xi -  vaizdo bloko i-tasis pikselis. 
Norint suskaiiuoti kvantavimo lygi a ir b reikšmes, sprendžiama lygi sistema: 
 
( )( )
( )( )

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=⋅+⋅−
=⋅+⋅−
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m ; (10) 
ia                    m -  vaizdo bloko (fragmento) pikseli kiekis; 
q -  pikseli, kuriems bus priskirta reikšm b, skaiius; 
a ir b - nauji bloko kvantavimo lygiai; 
1υ  ir 2υ - bloko pirmos ir antros eils momentai. 
Reikšm q randama tokiu bdu: i-tajam pikseliui priskiriama reikšm a, jeigu xi < 
xslenkstin, kitu atveju – priskiriama reikšm b. Baziniame algoritmo variante 1υ=slenkstinx . 
Išsprendus lygi sistem, randami kvantavimo lygiai: 
 
qm
q
a
−
−= δυ1 , q
qmb −+= δυ1 ; (11) 
ia               a ir b - nauji bloko kvantavimo lygiai; 
1υ  -  bloko pirmos eils momentas; 
q -  pikseli, kuriems bus priskirta reikšm b, skaiius; 
m - vaizdo bloko (fragmento) pikseli kiekis; 
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2
12 υυδ −= . 
Suspaustam blokui užkoduoti reikia 3 dydži – a, b ir B, kur B – bitin plokštuma (1 – 
pikseliui priskirta a reikšm, 2 – pikseliui priskirta b reikšm). Suspaudimo koeficient 
galima rasti pagal formul: 
 
mp
pm
+⋅
⋅
=
2
α ; (12) 
ia                    α - vaizdo suspaudimo koeficientas; 
m - vaizdo bloko pikseli kiekis; 
p -  bit kiekis, skiriamas vienam pikseliui koduoti (paprastai p = 8). 
BTC algoritmo privalumai: 
• labai greitai ir mažai reiklus skaiiavimams algoritmas; 
• lengvai suprantamas ir realizuojamas; 
• esant nedideliam suspaudimo koeficientui išlaikoma labai gera atkurto vaizdo 
kokyb; 
BTC algoritmo trkumai: 
• pasiekiamas nedidelis vaizdo suspaudimo koeficientas, paprastai neviršijantis  
4-8 kart. 
• prie didesni suspaudimo lygi pasireiškia blokin struktra ir laiptinis spalv 
efektas. 
Tobulinant BTC algoritm, yra sukurta daug jo modifikacij [Rabiee, 1995], taiau vis 
tiek nra pasiekiami suspaudimo lygiai, artimi DCT pagrindu sukurtiems suspaudimo 
algoritmams. Taip pat yra šio algoritmo modifikacijos spalvotiems vaizdams spausti [Qiu, 
2003]. 
Pavyzdiniai vaizdai, esant skirtingiems suspaudimo lygiams, pavaizduoti 11 ir 12 
paveiksluose. 
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11 pav. Originali ir 4 kartus suspausta nuotrauka (dešinje) 
Kaip minta, prie nedideli suspaudimo koeficient, išlaikoma gera vaizdo kokyb, 
taiau praktinis BTC algoritmo pritaikymas esant didesniems suspaudimo koeficientams yra 
labai ribotas. 
  
12 pav. Originali ir 8 kartus suspausta nuotrauka (dešinje) 
3.3. Kiti algoritmai 
Šiame darbe nra iškeltas tikslas aprašyti daugel vaizd suspaudimo algoritm, tai kiti 
populiariausi algoritmai šiame poskyryje bus tik trumpai paminti. 
Vaizd suspaudimas, naudojant dispersinius kriterijus. Dažniausiai šio pobdžio 
algoritmai taikomi tam tikrai vaizd klasei. Efektyvaus kodavimo uždavinys formuluojamas 
taip: panaudojant tam tikrus kriterijus atrinkti transformacijos (spektrini) koeficient poaib, 
kuris yra mažesnis už vis vaizdo reikšmi aib. Likusieji transformacijos koeficientai yra 
atmetami. Ši procedra, atkuriant pradin vaizd, neturi iššaukti kiek žymesns paklaidos. 
Kitaip tariant, ieškoma diskreioji transformacija, kuri, esant fiksuotam vaizdo suspaudimo 
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koeficientui, leidžia minimizuoti vidutin kvadratin paklaid. rodyta, kad optimali 
diskreioji transformacija yra tokia, kurios matricos baziniai vektoriai sutampa su tikriniais 
vaizd klass kovariacins matricos vektoriais. Pagrindin problema yra ta, kad surasti 
optimali transformacij matric yra labai sunku arba tam tikrais atvejais net nemanoma. 
Todl dažniausiai naudojamos kitos transformacijos – DCT (angl. Discrete Cosine 
Transform), Volšo ir Adamaro DT (diskreioji transformacija), diskreioji Haaro 
transformacija ir kitos.  
Baigtini automat teorijos taikymas, apdorojant skaitmeninius vaizdus 
[Valentinas, 1997]. Šio algoritmo bazinis principas – skaidyti vaizd hierarchiniais skirtingos 
detalizacijos lygiais. Kiekvienas skirtingas vaizdo fragmentas atitinka bsen determinuotame 
baigtiniame automate. Jei tam tikra bsena neturi atitikmens jau esam bsen aibje, j 
atitinkantis blokas yra skaidomas toliau, kol išskaidytoms dalims randamos atitinkamos (ar 
panašios) bsenos arba yra pasiekiamas mažiausias detalizacijos lygis. Vliau gautasis 
automatas aprašomas atitinkama reguliarija išraiška, kurios kodavimui reikia mažiau vietos 
nei pradiniam vaizdui koduoti. 
Bangeli (angl. wavelet) metodas [Graps, 1995]. Bangelins funkcijos – tai 
baigtiniame intervale apibržtos funkcijos, kuri vidurkis yra lygus nuliui. Bangelins 
transformacijos bazin idja – bet koki funkcij f(t) galima atvaizduoti kit bazini funkcij 
sumine išraiška. Tos bazins funkcijos sudaromos iš vieningo prototipo, naudojant 
masteliavim ir postmius. Bangeli metodas paremtas signalo (vaizdo) dažni juostos 
išskaidymu ir toliau kodavimu kiekvienos išskaidytos dažnins juostos atskirai, naudojant 
parametrus, geriausiai atitinkanius konkreios dažnins juostos statistinius duomenis. 
Tai buvo tik keli patys populiariausi metodai vaizd suspaudimui atlikti. Savaime 
suprantama, kad metod yra žymiai daugiau, tame tarpe ir algoritmai be informacijos 
praradimo, kurie šiame darbe visai nra aptarti. Tuo labiau, didžiajai daliai „klasikini“ 
algoritm yra sukurta vairiausi modifikacij bei patobulinim, taiau visa tai jau nebetilpt  
šio darbo rmus. 
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4. DVIMA	I VAIZD SUSPAUDIMO ALGORITMAS, 
PANAUDOJANT VAIZDO FRAGMENT KLASTERIZACIJ 
4.1. Prielaidos algoritmui atsirasti 
Jei visus realaus pasaulio vaizdus bt galima surinkti  vien visum ir juos visus 
suskaidyti  nedidelius blokus, tai t blok bt nesuskaiiuojama galyb. Matematiškai, 
žinoma, galima rasti kiek iš viso yra manom variant sudaryti pasirinkto dydžio vaizdo 
blokus: tarkime, jei bloko dydis yra 88×  pikseli, o vienam pikseliui saugoti skiriama 8 bitai, 
t. y. 256 spalvos (jei vaizdas saugomas pilkumo skalje), tai skirting tokio dydžio blok bus 
6488 256256 =⋅ , o tai yra skaiius, turintis daugiau nei 150 skaitmen! Taiau tiktina, jo 
realiuose vaizduose ne visos šios kombinacijos pasitaiko, be to, vienos iš j yra labai dažnos, 
o kitos realiuose vaizduose randamos tik labai retai. Tuo labiau, iš visos aibs blok, 
pasitaikani realiuose vaizduose, žmogui vizualiai besiskiriani blok yra gerokai mažiau. 
Tad algoritmas ir paremtas žmogaus regos netobulumu ir pagrindinis algoritmo darbo tikslas 
yra kažkokiais bdais atrinkti aib blok, kurie gerai atspindt likusias kombinacijas, o ypa 
tas, kurios dažniausiai pasitaiko realaus pasaulio vaizduose. Pagrindiniai algoritmo darbo 
žingsniai yra aprašomi 4.2 poskyryje. 
4.2. Pagrindiniai algoritmo žingsniai 
Algoritm sudaro šie pagrindiniai žingsniai: 
• bazini vaizd atrinkimas; 
• bazini blok atrinkimas; 
• atrinkt bazini blok klasterizavimas; 
• vaizdo suspaudimas; 
• pradinio vaizdo atstatymas. 
Tolimesniuose šio skyriaus poskyriuose visi anksiau išvardintieji žingsniai yra 
aprašomi išsamiau. 
4.3. Bazini vaizd atrinkimas 
Tai žingsnis, kuriame atrenkami vaizdai, naudojami baziniams blokams sudaryti. 
Svarbu atrinkti tokius vaizdus, kurie kuo geriau atspindi vis vaizd aib, nes iš j sudaryti 
blokai bus klasterizuojami, o klasterizacijos rezultatai labiausiai daro tak suspausto vaizdo 
kokybei. Kuo daugiau bus bazini vaizd, tuo labiau tiktina, kad jie gerai atspinds realaus 
pasaulio vaizdus. Taiau tuo paiu dids ir bazini blok kiekis, o tai gali takoti laiko 
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snaud padidjim klasterizuojant bazinius blokus. Problema šiame žingsnyje yra ta, jog 
bazinius vaizdus galima atrinkti tik eksperimentiškai, nes nemanoma nusakyti, kiek ir kokie 
vaizdai gerai atspindi vis vaizd aib. Taiau eksperiment metu buvo pastebta, kad šiame 
žingsnyje reikt nenaudoti dideli tekstrini vaizd, kurie sudaryti iš pasikartojani 
nedideli vaizdo fragment, kadangi toks vaizdas „duoda“ daug vienod blok, kurie gali 
smarkiai iškreipti klasterizacijos rezultatus. Eksperiment metu, buvo naudojama nuo keli 
iki 100 bazini vaizd, priklausomai nuo tolimesni algoritm darbo greii, bei 
charakteristik, kurias norima pamatuoti. Visi vaizdai buvo pilkumo skalje, dydžiai 
suvienodinti iki 256256 ×  pikseli. Visi vaizdai užsaugoti duomen formate, 
nenaudojaniame suspaudimo algoritm – TIFF (angl. Tagged Image File Format). N vienas 
iš bazini vaizd nebuvo naudojamas matuojant algoritmo suspaudimo lyg bei atkurto vaizdo 
kokyb, kadangi tokie vaizdai galt duoti geresnius rezultatus. 
4.4. Bazini blok atrinkimas 
Baziniai blokai – tai bazini vaizd fragmentai, kurie vliau yra klasterizuojami ir 
rezultatai naudojami vaizdams spausti. Šiame žingsnyje iš vis bazini vaizd yra išskiriami 
baziniai blokai. 	ia yra galimos kelios strategijos: 
• galima suskirstyti vaizd  nepersidengianius fragmentus, kuri dydis lygus 
bloko dydžiui, taip, kad visi vaizdo taškai priklausyt vienam ir tik vienam 
blokui.  
• galima vaizd suskirstyti  persidengianius fragmentus, naudojant „slenkanio 
lango“ princip, t. y. kai sekantis vaizdo fragmentas skiriasi tik viena eilute ar 
stulpeliu (kai fragmentas „paslenkamas“ vaizde vienu pikseliu). Tokiu bdu iš 
vaizdo išrenkamos visos manomos užduoto dydžio blok kombinacijos. Aiškiai 
matosi, jog skaidant tokiu bdu bus gauta daug daugiau bazini vektori. 
Taip pat, nepriklausomai nuo pasirinktos aukšiau aprašytosios strategijos, galima 
taikyti kiekvienam blokui vairias transformacijas (pasukimas, veidrodinis atspindys, spalv 
inversija ir kt.) bei j kombinacijas, tokiu bdu dar padidinant bazini blok kiek nuo keli 
iki keliolikos ar net keliasdešimties kart. Vienintel priežastis didinti bazini blok kiek yra 
ta, jog tiktina, kad daugiau blok geriau atspinds vis manom blok aib. Savaime 
suprantama, kad negalima pamiršti ir klasterizacijos algoritmo laiko snaud, kurios gali 
smarkiai išaugti, padidjus blok kiekiui. 
Algoritmo realizavimo ir testavimo metu buvo naudojama nuo 1000 iki beveik puss 
milijono bazini blok. Tai yra didžiuliai kiekiai informacijos, kadangi programiškai 
kiekvienam blokui sukuriamas objektas, kuriame saugoma jo duomen matrica, tyrimams 
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buvo skaiiuojamas spektras, taip pat saugomi kiti dydžiai, takojantys rezultatus ar darbo 
greit: minimali bloko spalvos reikšm, bloko glodumo reikšm ir kt. Tokiems duomenims 
apdoroti reikalingas ne tik galingas kompiuteris, taiau ir optimizuoti algoritmai, kurie ne tik 
greitai skaiiuoja, taiau ir gržina rezultatus, tenkinanius reikalavimus vlesniems 
žingsniams. 
Darbo metu buvo realizuoti eksperimentai, kuri tikslas – sumažinti pradini blok 
kiek, tuo bdu mažinant tolimesnio žingsnio (klasterizacijos) darbo laiko snaudas. 
Mažinant bazini blok kiek buvo atliekami šie veiksmai: 
• visoje atrinkt bazini vaizd aibje ieškomi pasikartojantys blokai. Radus tok 
blok galima j arba tiesiog pašalinti arba paliktajam blokui didinti koeficient, 
nurodant bloko svor tolimesniuose žingsniuose. T. y. nors toks blokas vliau 
bt tik vienas, taiau jis daryt didesn tak skaiiavimams, nei blokai, kuri 
svoris yra mažesnis. 
• Toliau ieškoma, kiek yra labai vienas  kit panaši blok. Panašs blokai buvo 
ieškomi prieš tai atlikus blok spalv kvantizacij, t.y. mažinant bloko spalv 
kiek nuo 256 galim iki 64 galim spalv. Jei prieš ši etap dviej blok 
pikseliai skyrsi labai nežymiai, tai po kvantizacijos j reikšms suvienodja. 
Tada taikant vien iš ankstesniame žingsnyje aprašyt strategij, galima 
pašalinti panašius blokus. 
Eksperimentai buvo atliekami pasirinkus 20 bazini vaizd, iš kuri sudaromi baziniai 
blokai ir juose ieškomi pasikartojantys bei panašs blokai. Skaiiavimai buvo pakartoti prie 
skirting bazini blok dydži. Gauti rezultatai yra apibendrinti 3 lentelje. 
3 lentel. Eksperimento, baziniams blokams sumažinti, rezultatai 
Bloko dydis  
44 ×  66 ×  88×  1010 ×  1212 ×  
Iš viso blok 81920 36980 20480 13520 9680 
Pasikartojani blok 3,63 % 3,19 % 2,71 % 2,67 % 2,48 % 
Panaši blok, kartu su 
pasikartojaniais 
12,01 % 5,28 % 3,94 % 3,51 % 3,13 % 
 
Išanalizavus 3 lentelje gautus duomenis, buvo padarytos tokios išvados: 
• priešingai negu buvo tiktasi, pasikartojani, t.y. identišk blok vaizduose yra 
labai nedaug. Tas procentas dar labiau mažja, didjant bazinio bloko 
išmatavimams; 
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• panaši blok yra šiek tiek daugiau, taiau žymiau šis dydis skiriasi tik esant 
mažam bloko dydžiui (iki 66×  pikseli). Kadangi didelis vaizdo suspaudimo 
lygis yra manomas tik esant didesniems baziniams blokams, tai labiau vertinti 
reikt 8-10 pikseli dydžio blokus; 
• kadangi vienod bei panaši blok paieškos algoritmas yra kvadratinio 
sudtingumo, tai paieškos algoritmas gali trukti labai ilgai, esant dideliems 
duomen kiekiams. Taiau procentins priklausomybs nuo to kinta nežymiai; 
• pašalinus pasikartojanius bei panašius blokus, atsirast svoriniai koeficientai, 
dl kuri tolimesniuose žingsniuose gali žymiai pasudtingti klasterizacijos 
algoritmai. 
Tad vertinus visas šias išvadas, bazini blok mažinimo etapo buvo atsisakyta. 
Kadangi blok sumažt tik 3-5 %, o laiko snaudos išaugt labai smarkiai. Be to, tai gali 
turti neigiamos takos rezultatams, o ir klasterizacijos algoritmai bt sudtingesni. 
4.5. Bazini blok klasterizavimas 
Šiame poskyryje yra aprašomas pagrindinis algoritmo darbo žingsnis – bazini blok 
klasterizacija. Tai etapas, kurio metu sudaroma blok duomen baz, grupuojant visus 
bazinius blokus pagal pasirinktus kriterijus  iš anksto nustatyt kiek pogrupi (klasteri). 
Tolimesniuose skyreliuose yra smulkiau aprašyta klasterizacijos svoka, algoritmai bei 
eksperiment rezultatai. 
4.5.1. Klasifikacijos ir klasterizacijos svoka 
Klasifikacija – tai tam tikro objekto priskyrimas vienai iš galim klasi. Klasifikacija 
yra klasikinis uždavinys, labiausiai vystomas statistikos ir dirbtinio intelekto specialist. 
Klasifikacija skirstoma  dvi pagrindines ršis: prižirima (angl. supervised) ir neprižirima 
(angl. unsupervised). Neprižirima klasifikacija dar yra vadinama klasterizacija (angl. 
clustering). Vienas iš klasterizacijos skirtum nuo klasifikacijos yra tas, kad klasterizacijoje 
nra iš anksto nustatyt klasi.  
Klasteris – tai rinkinys vienas  kit panaši duomen objekt, kurie dl savo panašumo 
gali bti traktuojami kaip viena grup. 
Klasterizacija – tai duomen ar objekt aibs dalijimas  prasmingus poklasius, 
vadinamus klasteriais. 
Gera klasterizacija yra tada kai: 
• vidins klass (t. y. klasterio) objekt panašumas yra didelis; 
• yra mažas panašumas objekt, priklausani skirtingiems klasteriams. 
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Penki pagrindiniai metodai, taikomi klasterizacijoje: 
• skaidymo algoritmai (sudaryti vairius duomen aibs poklasius ir juos vertinti 
pagal tam tikr kriterij); 
• hierarchiniai algoritmai (sudaryti hierarchin duomen ar objekt dekompozicij); 
• tankumu pagrsti metodai (pagrsti sryšio ir tankumo funkcijomis); 
• tinkleliu pagrsti metodai (pagrsti daugelio lygi panašumo struktra); 
• modeliu pagrsti metodai (kiekvienas klasteris turi savo hipotetin model. Tikslas 
– sudaryti kuo geriau tinkanius modelius). 
4.5.2. Klasterizacija vaizd suspaudimui 
Šio algoritmo idja – panaudoti klasterizacij vaizdams suspausti. T manoma padaryti, 
jei klasterio individai labai nedaug skiriasi nuo klasterio centroido (vidurkio) ir klasteri 
centroidai smarkiai skiriasi vienas nuo kito. Klasterizacijos algoritmo rezultatams vertinti 
naudojamos dvi charakteristikos: 
• maksimalus klasterio diametras – tai didžiausias atstumas tarp vis klasterio 
individ ir klasterio centro. Šis atstumas skaiiuojamas visiems klasteriams ir 
išrenkamas maksimalus. Renkantis ar modifikuojant klasterizacijos algoritm, š 
dyd stengiamasi minimizuoti; 
• minimalus atstumas tarp klasteri – tai mažiausias atstumas iš vis atstum 
tarp bet kuri dviej klasteri centroid. Š dyd yra siekiama maksimizuoti. 
Yra daug vairi bd skaiiuoti atstumus tarp vaizdo blok, taiau buvo pasirinktas 
toks variantas: 
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ia               A ir B -  blokai, tarp kuri skaiiuojamas atstumas; 
Aij ir Bij -  konkretus bloko A ir atitinkamas bloko B pikselis; 
n -  bloko kraštins dydis; 
N - bloko pikseli kiekis (N=n2). 
 
Algoritmas paremtas tokia bazine idja: jei klasteri yra pakankamai daug ir j 
diametrai yra nedideli, tai klasterio centroidas labai nežymiai skiriasi nuo vis klasterio 
individ. Vadinasi, sudarius duomen baz ir išsaugojus klasteri centroidus, spaudžiant 
vaizd, vietoj jo bloko bt galima saugoti tik klasterio numer duomen bazje. Jei baziniai 
blokai gerai atspindjo realaus pasaulio vaizdus ir j buvo pakankamai daug, taip pat klasteri 
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buvo pakankamai daug, tai vietoj originalaus vaizdo bloko rašant klasterio centroid, kokyb 
nukentt nesmarkiai, o suspaudimo lyg (teoriškai) galima pasiekti labai didel. 
Galima sakyti, kad klasterizacija yra kritinis šio algoritmo žingsnis – nuo jo ne tik 
smarkiai priklauso kokyb, bet taip pat šis žingsnis yra labai reiklus laikui, ypa dirbant su 
dideliais bazini blok rinkiniais. Todl buvo ištirti ir realizuoti keli klasterizacijos 
algoritmai, taip pat pasilytas modifikuotas (jungtinis) klasterizacijos algoritmas.  
4.5.3. K-vidurki algoritmas 
K-vidurki (angl. k-means)  algoritmas yra iteratyvaus pobdžio. Klasteri kiekis 
nurodomas iš anksto. Pirmame žingsnyje visi individai yra išskirstomi  klasterius. T galima 
daryti atsitiktinai, arba pagal kažkok kriterij išrenkant „specifinius“ blokus. Šiame darbe 
buvo pasirinktas tarpinis variantas – kiekvienam klasteriui buvo priskirta po vien atsitiktin 
blok, o tada kiti blokai buvo priskiriami taip, kaip tai daroma sekaniuose algoritmo 
žingsniuose: i-tajame žingsnyje kiekvienam blokui yra žinomi jo centroidai. Tada visi 
individai yra perskirstomi  klasterius taip, kad atstumas iki klasterio centro bt minimalus. 
Klasteriui priskyrus nauj individ yra perskaiiuojamas jo centroidas ir procesas analogiškai 
tsiamas toliau. Algoritmas nutraukiamas, kai vienos iteracijos metu nei vienas individas 
nebuvo priskirtas kitam klasteriui. 
Kaip pavyzd galima panagrinti 9 tašk suskirstym  du klasterius, naudojant 
standartin k-vidurki algoritm [Faber, 1994: 142]. Šis pavyzdys nra susijs su vaizdo blok 
klasterizacija, taiau pavaizduoti vaizdo blok klasterizacij bt labai sudtinga – tiek 
vizualiai, tiek r skautiškai, kadangi kiekvienas blokas yra matrica, o klasterio centroidas – tai 
taip pat matrica, kuri gaunama suvidurkinus vis  klaster papuolani blok matric 
reikšmes. Individai (taškai) žymimi tušiaviduriais apskritimais, klasteri centroidai – 
pilnaviduriais apskritimais, o klasteris pažymimas punktyrine linija. Reikt pastebti, kad 
iteratyvaus procesas konverguoja labai greitai, net esant labai blogam pradiniam individ 
paskirstymui  klasterius: 
a)  Algoritmo inicializacija. Pradiniai taškai pasirenkami atsitiktinai, o lik taškai 
priskiriami  klasterius taip, kad bt minimalus atstumas iki klasterio centroido. 
Klasteri centroidai žymimi pilnaviduriais apskritimais. 
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13 pav. K-vidurki algoritmo inicializacija 
b)  Rezultatai po pirmos iteracijos.  Perskaiiuojami klasteri centroidai ir visi 
taškai, tokia tvarka kaip jie sunumeruoti vl perskirstomi  klasterius. 
 
14 pav. K-vidurki algoritmo II žingsnis 
c)  Rezultatai po antros iteracijos. Taip atrodo nusistovjs rezultatas, kuris, 
tsiant iteracijas, nebesikeist. 
I klasteris 
II klasteris 
I klasteris 
II klasteris 
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15 pav. K-vidurki algoritmo klasterizacijos rezultatai 
Matuojant algoritmo greit buvo naudojami tik du baziniai vaizdai, siekiant sumažinti 
laik, eksperimentams atlikti. Vaizdai, naudoti klasterizacijos algoritm matavimams atlikti, 
pateikti 16 paveiksle. 
 
 
16 pav. Vaizdai, naudoti klasterizacijos algoritm testavimui 
4 lentelje pateikti rezultatai, apibendrinantys K-vidurki algoritmo veikimo greit bei 
kokyb, klasterizuojant bazinius blokus  256 klasterius. 
4 lentel. K-vidurki algoritmo matavim rezultatai  
Bloko dydis  
44 ×  66 ×  88×  1010 ×  1212 ×  
Iš viso blok 8192 3698 2048 1352 968 
I klasteris 
II klasteris 
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Atlikt iteracij kiekis 31 14 7 7 6 
Sugaištas laikas 26,4 s 9,2 s 3,5 s 2,8 s 2,2 s 
Vidutinis klasterio 
diametras 
5,95 6,06 5,57 5,58 4,52 
Vidutinis atstumas tarp 
klasteri 
7,67 26,26 27,53 32,75 33,87 
Vidutinis klasterio dydis 32 14,4 8 5,3 3,8 
Maksimalus klasterio 
dydis 
100 50 56 44 45 
Minimalus klasterio dydis 3 1 1 1 1 
 
4 lentelje vidutinis klasterio diametras ir atstumas tarp klasteri suskaiiuoti 
pasinaudojant 13 formule. Galima pastebti, kad visuomet atstumas tarp panašiausi klasteri 
yra didesnis už atstum nuo tolimiausiojo bloko, esanio klasteryje su didžiausiu diametru, iki 
to klasterio centro. Taip pat galima pastebti netiesin algoritmo skaiiavim laiko augim, 
didjant blok kiekiui, kadangi šio algoritmo sudtingumas yra kvadratinis. 
Pagrindiniai šio algoritmo privalumai – jis pakankamai greitas ir paprastas, trkumas – 
klasterizacijos metrik prasme (maksimalus klasterio diametras ir minimalus atstumas tarp 
klasteri) duoda prastesnius rezultatus nei kiti šiame darbe aprašyti algoritmai. 
4.5.4. Tolimiausi kaimyn algoritmas 
Tai algoritmas, kuris skirsto visus individus  klasterius palaipsniui – sukuria po vien 
nauj klaster kiekvienoje iteracijoje. Pirmuoju žingsniu visi individai priskiriami vienam 
klasteriui. Tada tame klasteryje randami du individai, kurie labiausiai skiriasi vienas nuo kito. 
Toliau klasteris skaidomas  du klasterius, kuri pradiniai individai yra skaidomojo klasterio 
labiausiai besiskiriantys individai. Kol nepriskirti kiti individai, tai jie sutampa su išskaidytj 
klasteri centroidais. Toliau visi lik individai priskiriami vienam iš dviej klasteri, 
analogišku principu, kaip aprašyta K-vidurki algoritme. I-tojoje algoritmo iteracijoje 
pasirenkamas vienas klasteris, pagal tam tikrus kriterijus ir jis vl skaidomas  du klasterius. 
Kriterijai gali bti vairs – pagal klasterio dyd, pagal maksimal klasterio diametr ir pan. 
Skaidymas tsiamas tol, kol gaunamas reikiamas kiekis klasteri. 
Panaudojus pavyzd, aprašytj 4.5.3 skyrelyje, po pirmosios iteracijos (kai vienas 
klasteris yra išskaidomas  du), jau gaunami tokie patys rezultatai: 
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17 pav. Rezultatai po pirmosios tolimiausi kaimyn algoritmo iteracijos 
Pradžioje pasirinkti du labiausiai vienas nuo kito nutol taškai (17 paveiksle jie yra 
pilnaviduriai), tada visi kiti taškai priskiriami vienam ar kitam naujai sudarytam klasteriui. 
Tsiant iteracijas toliau, sekaniame žingsnyje bt skaidomas antrasis klasteris: 
 
18 pav. Tolimiausi kaimyn algoritmo antrasis žingsnis 
5 lentelje pateikti matavimai, klasterizuojant bazinius blokus  256 klasterius, 
naudojant tolimiausi kaimyn algoritm. 
I klasteris 
II klasteris 
I klasteris 
II klasteris 
III klasteris 
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5 lentel. Tolimiausi kaimyn algoritmo matavim rezultatai  
Bloko dydis  
44 ×  66 ×  88×  1010 ×  1212 ×  
Iš viso blok 8192 3698 2048 1352 968 
Sugaištas laikas 63,3 s 47,9 s 40,8 s 34,9 s 25,9 s 
Vidutinis klasterio 
diametras 
5,4 3,7 2,5 2,4 1,63 
Vidutinis atstumas tarp 
klasteri 
49,9 48,2 50,1 47,5 46,8 
Vidutinis klasterio dydis 32 14,4 8 5,3 3,8 
Maksimalus klasterio 
dydis 
7352 3182 1513 834 513 
Minimalus klasterio dydis 1 1 1 1 1 
 
Iš 5 lentels rezultat galime pastebti, kad šio algoritmo darbo laikas yra ilgesnis už  
K-kaimyn algoritm, taiau laiko snaud didjimas, didjant blok kiekiui, yra žymiai 
ltesnis. Tad esant didesniems pradini duomen kiekiams šis algoritmas dirba greiiau. 
Klasterizacijos metrik prasme šis algoritmas taip pat duoda geresnius rezultatus negu  
K-kaimyn algoritmas. Tolimiausi kaimyn metodo trkumas yra tas, jog keli pirmieji 
algoritmo žingsniai užtrunka ilgiau, nei visos likusios iteracijos. T problem galima 
sumažinti, pradžioj naudojant kit (pvz., K-vidurki) algoritm, kuris greitai suskirsto didel 
kiek blok  nedidel kiek klasteri, o toliau skaidym jau atlikti šiuo algoritmu. Vienas iš 
svarbi skirtum nuo K-vidurki algoritmo yra tas, kad maksimalaus klasterio dydis šiuo 
atveju yra žymiai didesnis, o tai reiškia, jog tolimiausi kaimyn metodas atskiria labai 
besiskirianius blokus vien nuo kito, taiau didžioji dalis blok patenka  vien kluster ir, 
nors ir klasterizacijos rezultatai yra geresni, vliau, atkuriant vaizd, tai gali duoti prastesnius 
rezultatus. Jei  vien klaster patenka labai daug bazini blok, tai jo vidurkis negali gerai 
atspindti vis  t klaster patenkani blok ir todl gali pasireikšti blok reikšmi 
vidurkinimo efektas. 
4.5.5. Artimiausi kaimyn algoritmas 
Tai yra algoritmas, veikiantis priešingu principu nei tolimiausi kaimyn algoritmas. 
Pradžioje traktuojama, kad visi individai priklauso skirtingiems klasteriams. Tada ieškomi du 
klasteriai su mažiausiu atstumu tarp j centroid ir jie sujungiami. Procesas kartojamas tol, 
kol gaunamas reikiamas klasteri kiekis. 
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Kaip pavyzd, pademonstruokime 20 student testo rezultat suskirstym  5 klasterius, 
atitinkanius 5 raidži vertinimo sistem (A – geriausias vertinimas, F – prasiausias) [Faber, 
1994: 140].  
 
19 pav. Artimiausio kaimyno algoritmo demonstracinis pavyzdys 
19 paveiksle taškai reiškia kiekvieno studento testo vertinim (procentais ar šimtabalje 
sistemoje). Kairje pusje S1 – S15 yra algoritmo darbo žingsniai. Apaioje punktyrine linija 
yra apvesti nauji klasteriai, kur kiekvieno j reikšm atitinka vertinim F – A. Kiekvieno 
klasterio viršuje parašytas jo vidurkis. Kiekvienoje iteracijoje du artimiausi klasteriai 
apjungiami, kol lieka penki klasteriai. Jie atitinka naujos vertinimo sistemos F – A 
vertinimus. 
6 lentel. Artimiausi kaimyn algoritmo matavim rezultatai  
Bloko dydis  
88×  1010 ×  1212 ×  
Iš viso blok 2048 1352 968 
Sugaištas laikas 785,9 s 284,9 s 136,2 s 
Vidutinis klasterio 
diametras 
1,15 0,89 0,53 
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Vidutinis atstumas tarp 
klasteri 
52,79 50,67 49,86 
Vidutinis klasterio dydis 8 5,3 3,8 
Maksimalus klasterio 
dydis 
1568 561 405 
Minimalus klasterio dydis 1 1 1 
 
Nepaisant to, jog šis algoritmas duoda geriausius klasterizacijos rezultat verius, jo 
praktiškai nemanoma pritaikyti esant dideliems pradini duomen rinkiniams. Problema yra 
ta, jog kiekviename žingsnyje reikia rasti atstumus tarp vis manom klasteri por, o 
sekanioje iteracijoje klasteri sumažja tik vienetu. Kaip pvz., 1 milijon tašk suskirstyti  
256 klasterius galima 
!256
256 000,000,1
 bdais. Šis skaiius yra didesnis už vienet su dviem 
milijonais nuli [Faber, 1994: 141]. 
4.5.6.  „Jungtinis“ algoritmas 
vertinus vis anksiau aprašyt algoritm privalumus ir trkumus, manoma juos 
sujungti taip, kad tuo paiu btu gerinamas ir algoritmo darbo laikas ir rezultat kokyb. Tam 
reikt vertinti, kuris algoritmas kokiomis slygomis dirba greiiausiai: 
• K-vidurki algoritmas dirba greitai, jei klasteri kiekis nra didelis. Didelis blok 
kiekis mažiau veikia darbo greit nei didelis klasteri kiekis. Taip yra todl, kad 
kiekvienoje iteracijoje visus blokus reikia palyginti su visais klasteriais, taiau 
palyginim kiekis skiriasi nežymiai nuo blok kiekio, jei blok yra daug daugiau nei 
klasteri. Vadinasi, šis algoritmas gerai tikt pradiniam individ suskirstymui  
nedidel kiek klasteri; 
• tolimiausi kaimyn algoritmas liausiai dirba pirmosiose iteracijose, kai reikia 
suskaidyti didelius klasterius, nes jo sudtingumas yra kvadratins priklausomybs 
nuo individ kiekio klasteryje, kadangi reikia rasti du labiausiai besiskirianius 
blokus klasteryje. Tarkime, kad pirmojo klasterio dydis yra N. Jame surasti du 
labiausiai besiskirianius blokus prireiks  P1 palyginim: 
 
( )
22
1 2
1
NNNNP −=−⋅= ; (14) 
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Tarkime, jog po išskaidymo bus sukurti du nauji klasteriai, kuri dydžiai yra apie 
2
N
. Išskaidyti tokiam klasteriui prireiks P2  palyginim: 
 
( )
8
2
2
122
2
2
NNNNP −=
−⋅
= ; (15) 
Vadinasi, abiej nauj klasteri išskaidymui reiks daugiau nei dvigubai 
trumpesnio laiko nei pradinio klasterio išskaidymui. Todl šis algoritmas tikt tada, 
kai didelis kiekis individ jau yra suskirstytas  tam tikr kiek pradini klasteri; 
• artimiausi kaimyn algoritmas pagreitinti skaiiavimo rezultat negali, taiau 
pritaikius ir j, galima nemažai pagerinti klasterizacijos rezultatus. Jei po tolimiausi 
kaimyn algoritmo darbo bus sudaryta šiek tiek daugiau klasteri nei yra reikalinga, 
naudojant artimiausi kaimyn metod, galima sujungti klasterius tol, kol bus 
gautas reikiamas j kiekis, o rezultatai, tiktina, kad bus geresni, nei iš karto kuriant 
reikiam kiek klasteri su tolimiausi kaimyn metodu. 
Apibendrinant algoritm galima apibdinti taip: tarkime, kad reikia individus suskirstyti 
 N klasteri. Tada, panaudojus K-vidurki algoritm, individai suskirstomi  M klasteri (M < 
N). Po šio žingsnio, panaudojus tolimiausi kaimyn algoritm sudaromi K klasteriai (K > N). 
Ir galiausiai su artimiausi kaimyn algoritmu yra sudaromi N klasteri. Skaiiai M bei K yra 
parenkami eksperimentiškai, atsižvelgiant  blok bei klasteri kiek, bei tiksl (kokyb ar 
greit siekiama optimizuoti). 
7 lentel. Jungtinio algoritmo matavim rezultatai  
Bloko dydis  
44 ×  66 ×  88×  1010 ×  1212 ×  
Iš viso blok 8192 3698 2048 1352 968 
Sugaištas laikas 4,8 s 3,7 s 3,0 s 3,2 s 3,1 s 
Vidutinis klasterio 
diametras 
5,28 4,06 2,21 1,54 0,86 
Vidutinis atstumas tarp 
klasteri 
50,48 49,42 50,91 48,34 48,46 
Vidutinis klasterio dydis 32 14,4 8 5,3 3,8 
Maksimalus klasterio 
dydis 
5709 1928 928 542 372 
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Minimalus klasterio dydis 1 1 1 1 1 
4.5.7. Klasterizacijos algoritm apibendrinimas 
Renkantis klasterizacijos algoritm, kurio sudaryta duomen baz vliau bus naudojama 
vaizdams spausti, reikt atkreipti dmes  kelet dalyk: 
• klasterizacijos metu naudojami didžiuliai duomen kiekiai, tad algoritmas turi 
rasti rezultat per priimtin laiko tarp; 
• nors klasterizuojant laikas yra labai svarbus parametras, taiau ne svarbiausias. 
Klasterizacija yra atliekama vien kart ir toliau naudojami tik jos rezultatai; 
• svarbiausias klasterizacijos parametras – rezultat kokyb. Problema yra ta, kad 
bendru atveju taikomos klasterizacijos metrikos, tokios kaip klasterio diametras 
ir atstumas tarp klasteri, nebtinai garantuoja geresn vizualin vaizd, atkrus 
vaizd iš suspausto formato; 
• klasterizacija yra kritinis žingsnis, labiausiai takojantis atkurto vaizdo kokyb. 
Tolimesni tyrimai turt bti vykdomi btent klasterizacijos algoritm ir 
parametr tyrimui, siekiant išsiaiškinti j tak atstatyto vaizdo kokybei. 
Klasterizacijos tak atkurto vaizdo kokybei galima aiškiai pamatyti 20 paveiksle. Šiuo 
atveju, klasterizacijos pradiniai duomenys buvo vaizdai, nurodyti 16 paveiksle. Vaizdai buvo 
skaidomi  44 ×  dydžio vaizdo blokus ir klasterizuojami  512 klasteri. Kairje pusje 
matomi originals vaizdai, viduryje – atkurti vaizdai, kai naudojamas K-vidurki algoritmas, 
dešinje – atkurti vaizdai, kai naudojamas jungtinis klasterizacijos algoritmas, aprašytas 4.5.6 
skyrelyje. 
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20 pav. Klasterizacijos algoritm 
taka atkurto vaizdo kokybei  
Paanalizavus 20 paveiksl galima padaryti kelet galutini išvad apie klasterizacijos 
algoritmus ir j tak vaizdo kokybei: 
• vaizdo suspaudimo algoritmas duoda gerus rezultatus net ir tada, kai bazini 
vaizd yra labai nedaug ir klasteri taip pat nra daug. Didinat bazini vaizd 
kiek ir klasteri kiek kokyb tik gert, o tada galima didinti suspaudimo lyg, 
didinat bazinio bloko dyd, jei tenkina atkurto vaizdo kokyb; 
• esant tiems patiems baziniams vaizdams ir tokios paties dydžio baziniams 
blokams bei klasteri kiekiui, skirtingi algoritmai ne tik dirba skirting laiko 
tarp, taiau duoda ir skirtingus rezultatus, o tai takoja ir atkurto vaizdo kokyb. 
Nors jungtinis algoritmas ir duoda geresnius klasterizacijos metrik rezultatus, 
taiau vizualiai rezultatai gali bti prastesni, tas ypa matosi 20 paveikslo 
portretiniame vaizde – viduryje yra vaizdas, kuriam buvo naudojamas K-
vidurki algoritmas, o dešinje – vaizdas, kuriam buvo naudojamas jungtinis 
algoritmas. Jungtinio algoritmo atkurtame vaizde daug ryškiau pasireiškia 
blokinis efektas ir blok reikšmi vidurkinimo efektas. Peizažo vaizde kokyb 
skiriasi ne taip ryškiai, vadinasi, algoritmo pasirinkimas gali priklausyti ir nuo 
vaizd klass, kuriai pagrinde bus taikomas suspaudimas.  
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4.6. Vaizdo suspaudimas 
Šiame etape atliekamas tikrasis vaizdo suspaudimas, jo metu naudojami klasterizacijos 
algoritmo sudaryt klasteri duomen baz. Pirmiausia vaizdas skaidomas  blokus, kuri 
dydis sutampa su duomen bazs blok dydžiais. Duomen bazje yra saugomi kiekvieno 
klasterio centroidai, t. y. vidurkiai. Jei klasteri diametrai nra dideli, tai centroidai yra labai 
panašs  bet kur to klasterio individ. Todl vietoj originalaus bloko galima saugoti tik 
klasterio,  kur blokas yra panašiausias, numer. Bloko panašumas randamas pagal 13 
formul, skaiiuojant atstum nuo nagrinjamojo bloko iki kiekvieno klasterio duomen 
bazje centroido. Jei klasteri yra N, tai tokiam numeriui užsaugoti reiks N2log  bit 
(saugant original blok, reikt saugoti nn ⋅  bait (vaizdams su pilkumo skale (angl. 
greyscale)), kur n – bloko dydis). 
Taip pat svarbu paminti, kad prieš klasterizacij blokai dar yra apdorojami – iš 
kiekvieno bloko pikselio spalvos reikšms yra atimama to bloko minimalios spalvos reikšm. 
Tokiu bdu blokai, kurie skiriasi tik pastovia dedamja (duomen srityje), kuri vizualiai 
atrodo kaip šviesos intensyvumas, yra traktuojami kaip vienodi blokai. Tad koduojamam 
blokui realiai yra saugoma jo minimali spalva bei jo klasterio numeris. 
Reikt dar paminti, jog be vis anksiau aprašytj veiksm yra atliekamas ir dar 
vienas veiksmas – prieš klasterizacija bei kodavim, iš vis bloko pikseli reikšmi yra 
atimama to bloko minimali pikselio reikšm. Tokiu bdu blokai, kurie skiriasi tik pastovia 
dedamja (duomen srityje), kuri vizualiai atrodo kaip šviesos intensyvumas, yra traktuojami 
kaip vienodi blokai. Tad koduojamam blokui realiai yra saugoma jo minimali spalva bei jo 
klasterio numeris. 
Vaizdo suspaudimo koeficient galima rasti pagal toki formul:  
 
Np
pn
2
2
log+
⋅
=α ; (16) 
ia                    α – 
vaizdo suspaudimo koeficientas, parodantis kiek kart suspaustas 
vaizdas yra mažesnis už pradin vaizd; 
n – bloko kraštins dydis pikseliais; 
p –  pikseli kiekis, skiriamas vienai spalvai koduoti (paprastai p = 8); 
N – klasteri kiekis ( mN 2= ); 
 
Skaitiklyje yra randamas originalaus bloko dydis – n2 tašk ir kiekvienam iš j skiriama 
p bit. Vardiklyje – p bit skiriama minimaliai spalvai ir N2log  bit skiriama klasterio 
numeriui išsaugoti. Pavyzdiniai suspaudimo koeficiento dydžiai pavaizduoti 8 lentelje 
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(viršuje – klasteri kiekis, kairje – bloko dydis, susikirtimuose – suspaudimo koeficientas; 
pilka spalva pažymtos tos reikšms, kur realiai galima pasiekti be ypa dideli duomen 
bazs sudarymo snaud ir kol nelabai daug nukenia vaizdo kokyb): 
 
8 lentel. Pavyzdiniai algoritmo duomen suspaudimo koeficiento dydžiai 
  256 1024 4096 16384 65536 262144 1048576 
4 8,0 7,1 6,4 5,8 5,3 4,9 4,6 
6 18,0 16,0 14,4 13,1 12,0 11,1 10,3 
8 32,0 28,4 25,6 23,3 21,3 19,7 18,3 
10 50,0 44,4 40,0 36,4 33,3 30,8 28,6 
12 72,0 64,0 57,6 52,4 48,0 44,3 41,1 
14 98,0 87,1 78,4 71,3 65,3 60,3 56,0 
16 128,0 113,8 102,4 93,1 85,3 78,8 73,1 
 
Taip pat svarbu paminti, kad vaizdo suspaudimas yra pastovus, esant pasirinktam 
kiekiui klasteri ir bazini blok dydžiui, t. y. vaizdo suspaudimo koeficientas yra 
nepriklausomas nuo paties vaizdo. Taip pat tai yra tik paties kodavimo išgaunamas 
suspaudimas. Tokie duomenys dar neturt bti tiesiogiai rašomi  fail, bet jiems dar turi bti 
pritaikomas entropinis kodavimas, t. y. suspaudimo algoritmas, naudojantis suspaudimo 
schem be informacijos praradimo, kaip pvz. Hufmano kodavimas ar kodavimas sudarant 
žodyn. Pritaikius entropin kodavim manoma pasiekti nuo keliolikos procent iki keli 
kart suspaudim. Tad realus suspaudimas bt dar gerokai didesnis, nei pateikta 8 lentelje. 
4.7. Pradinio vaizdo atstatymas 
Vaizdo atkrimo metu nuskaitoma informacija iš suspausto vaizdo duomen failo ir 
vartotojui sugeneruojamas vaizdas, kiek manoma panašesnis  pradin vaizd. Ši procedra 
pakankamai greita ir paprasta – kiekvienam užkoduotam blokui saugoma tokia informacija: 
minimali bloko spalva bei klasterio numeris duomen bazje. Atkuriant vaizd, originalus 
blokas pakeiiamas klasterio iš duomen bazs centroidu ir prie jo pikseli reikšmi yra 
prisumuojama minimali bloko spalva.  
Pavyzdinis vaizdas ir atstatyti po suspaudimo jo vaizdai, esant skirtingiems suspaudimo 
parametrams, pavaizduoti 21 – 23 paveiksluose. 
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21 pav. Originalus vaizdas ir 6,4 kartus suspaustas vaizdas (dešinje) 
21 paveiksle pavaizduotas suspaustas vaizdas buvo atkurtas naudojant 32768 klasterius, 
esant 44 ×  baziniam bloko dydžiui. 
 
22 pav. Originalus ir 13 kart suspaustas vaizdas (dešinje) 
22 paveiksle pavaizduotas suspaustas vaizdas buvo atkurtas naudojant 16384 klasterius, 
esant 66×  baziniam bloko dydžiui. 
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23 pav. Originalus ir 22 kartus suspaustas vaizdas (dešinje) 
23 paveiksle pavaizduotas suspaustas vaizdas buvo atkurtas naudojant 32768 klasterius, 
esant 88×  baziniam bloko dydžiui. Šiame paveiksle jau gana aiškiai matosi blokinis efektas. 
Taip yra todl, kad bazinio bloko dydis yra didelis (8 pikseliai), o klasteri kiekis yra 
palyginus mažas. Norint pagerinti vaizdo kokyb, esant tam paiam bloko dydžiui, reikt 
naudoti bent kelis kartus daugiau klasteri. Dl to nežymiai nukrist suspaudimo lygis, taiau 
smarkiai pagert atkurto vaizdo kokyb. Tokiu bdu, didinant bazinio bloko dyd ir tuo 
paiu didinant klasteri kiek, galima išlaikyti pastovi vaizdo kokyb, taiau didinti vaizdo 
suspaudimo koeficient. Teoriškai taip galima pasiekti labai didel suspaudimo koeficient. 
Praktiškai atsiremiama  realizacijos problemas: reikia daug vietos duomen bazei saugoti, 
ilgai trunka klasterizacijos procesas, esant dideliai duomen bazei ilgja vaizdo suspaudimo 
laikas ir pan. 
4.8. Realizuota programin 
ranga 
Šio darbo metu buvo realizuoti keli programiniai paketai, skirti algoritmo testavimui bei 
greiio matavimui. Viena sistema buvo sukurta naudojant Microsoft .NET platform ir C# 
programavimo kalb. Ši programa buvo daugiausiai naudojama eksperimentams atlikti. 
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24 pav. Algoritmo testavimo darbo aplinka 
Antroji sistema buvo sukurta naudojant Java programavimo kalb ir jos paskirtis – 
vaizdo blok duomen bazs sudarymas, vaizdo suspaudimas, suspaust duomen rašymas  
fail bei duomen iš failo nuskaitymas ir vaizdo atstatymas. 
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25 pav. Java programinis paketas vaizd suspaudimui ir atstatymui atlikti 
 44 
5. IŠVADOS 
5.1. Atlikti darbai 
Šiame darbe pasilomas naujas vaizd suspaudimo algoritmas, naudojantis euristinius 
duomen klasterizacijos metodus realaus pasaulio vaizd fragment klasterizacijai atlikti bei 
duomen bazei sudaryti. Nors klasterizacijos algoritmai žinomi ir naudojami jau seniai, 
nerasta darb, kad klasterizacija bt naudojama vaizd suspaudimui atlikti. Tad galima 
teigti, jog darbas yra naujas, nors atskiruose darbo etapuose ir naudojami klasikiniai 
algoritmai.  
Darbo metu buvo apžvelgi šiuo metu populiariausi vaizd suspaudimo algoritmai, 
aptarti algoritm privalumai bei trkumai. Taip pat padaryta klasterizacijos algoritm 
apžvalga bei tyrimai, siekiant parinkti tinkamiausi metod vaizd suspaudimui atlikti. 
Antrajame magistratros semestre, studijuojant Danijos Aalborgo universitete, 
daugiamai signal apdorojimo (angl. Multidimensional Signal Processing) modulyje buvo 
pristatyta bazin silomo algoritmo idja, parengtas pranešimas bei suprogramuotas 
programins rangos karkasas. Taip pat buvo atliktas darbas „Java ir C kalb tinkamumas 
signal apdorojimo uždaviniams sprsti“. Šio darbo rezultatai buvo panaudoti renkantis 
programavimo priemones, taip pat ta tema parašytas straipsnis, trauktas  tarptautins 
konferencijos, skirtos terptinms sistemoms, pranešim medžiag (žr. 1 pried). 
Nepaisant silomo algoritmo naujumo, yra pasiekiami dideli vaizd suspaudimo lygiai, 
išlaikant ger vaizdo kokyb. Žinoma, algoritmas turi ir sav trkum, taiau didžij j dal 
manoma panaikinti, tsiant toliau darbus, kaip aprašyta 5.2 skyriuje. 
5.2. Tolimesni tyrimai 
Siekiant tobulinti pasilytj algoritm, darbai turt bti tsiami: 
• siekiant gerinti algoritmo atkurto vaizdo kokyb, reikia atlikti išsamesn 
klasterizacijos algoritm analiz bei vertinti algoritm bei j parametr tak 
atkuriamo vaizdo kokybei; 
• siekiant pagreitinti klasterizacijos etap, reikt modifikuoti klasterizacijos 
algoritm. Vienas iš galim patobulinim – atlikti „protingesn“ pradini 
duomen suskirstym  klasterius. Šiuo metu pradinis suskirstymas yra 
atliekamas atsitiktinai. Siloma modifikacija – panaudoti vaizd glodumo 
charakteristik pradiniame klasterizacijos etape, t. y. prieš klasterizacij 
kiekvienam blokui bt suskaiiuojamas jo spektro glodumas ir pirmiausia 
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blokai bt klasterizuojami tik pagal glodum. Tai paspartint klasterizacij 
keliasdešimt ar net kelis šimtus kart. Toki bd bt sudaroma pradin aib 
klasteri, kurie vliau bt skaidomi naudojant K-vidurki (ar kit) 
klasterizacijos algoritm; 
• tyrimai parod, kad klasterizacijos algoritmas, duodantis geresnes klasterizacijos 
metrik reikšmes, nebtinai duoda geresnius vizualinius rezultatus. 
Bendradarbiaujant su žmogaus regos specialistais reikt rasti savybes ar 
charakteristikas, kuri pagalba bt galima atlikti kokybiškesn bazini blok 
klasterizacij; 
Taip pat, kelet šio algoritmo idj galima pritaikyti ir kitiems šiuo metu populiariems 
ar dar tik kuriamiems vaizd suspaudimo algoritmams. Labiausiai iš j verta paminti 
fraktalinius vaizd suspaudimo algoritmus, kuriuose bt galima pritaikyti blok 
klasterizacijos idj siekiant paspartinti panaši blok paiešk vaizde. 
Galima atlikti statistinius tyrimus, siekiant ištirti dažniausiai pasitaikani vaizdo 
fragment pobd bei kitas priklausomybes.  tai bt galima atsižvelgi sudarant bazini 
blok duomen baz. Taip pat galima atlikti jau sudarytos duomen bazs papildymus, jei 
spaudžiamojo vaizdo konkretus blokas nra pakankamai panašus n  vien duomen bazs 
klaster. 
Šiuo metu algoritmo realizacijoje nevykdomas entropinis duomen kodavimas, po 
duomen suspaudimo, naudojant sudarytj duomen baz. Šis žingsnis yra neabejotinai 
reikalingas, kadangi tai gali nemažai padidinti vaizdo suspaudimo koeficient, taiau dl to 
visiškai nenukenia atstatomo vaizdo kokyb. 
Tolimesniuose etapuose sukurt metod galima pritaikyti spalvot vaizd bei filmuotos 
medžiagos suspaudimui atlikti. 
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7. PRIEDAI 
1 Priedas.  Java ir C greitaveikos vertinimas skaitmeninio signal apdorojimo srityje 
(straipsnis) 
 
