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ALGEBRAS OF LOG-INTEGRABLE FUNCTIONS AND
OPERATORS
K. DYKEMA∗, F. SUKOCHEV§, AND D. ZANIN§
Abstract. We show that certain spaces of log-integrable functions and operators
are complete topological ∗-algebras with respect to a natural metric space structure.
We explore connections with the Nevanlinna class of holomorphic functions.
1. Introduction
Let (Ω, ν) be a measure space. The symmetric function space Llog(Ω, ν) consisting
of measurable functions f such that
∫
log(1 + |f |) dν < ∞, arises naturally as a
commutative version of an algebra of operators important in von Neumann algebra
theory. Both this symmetric function space and the (noncommutative) operator
algebra version are closed under multiplication and, thus, are algebras. In this note,
we show that both are complete topological ∗-algebras, with respect to a metric space
structure that arises from a naturally occuring F-norm, ‖f‖log :=
∫
log(1 + |f |) dν.
In fact, we will see below that the space Llog(Ω, ν) is a non-locally-convex (gener-
alized) Orlicz space [10], and the F-norm ‖ · ‖log is equivalent to the one from [10].
The completeness and other properties of Llog that we prove will, thus, follow from
more general results about such Orlicz spaces. However, we want to prove them us-
ing the F-norm ‖ · ‖log because these are easier versions of the noncommutative case
(discussed below).
In the case that the measure space is the unit circle in the complex plane endowed
with Lebesgue measure m, boundary values of Nevanlinna functions are in the sym-
metric function space L(T, m) and the map sending a Nevanlinna function to its
boundary values provides an injective, continuous algebra homomorphism from the
Nevanlinna class to Llog(T, m). Since the Nevanlinna class is not well behaved under
the usual metric, we propose studying the topological structure on the Nevanlinna
class provided by ‖ · ‖log.
If (M, τ) is a pair consisting of a von Neumann algebraM and a normal, faithful,
finite or semifinite trace τ , then Llog(M, τ) is defined to be the set of all τ -measurable
operators T affiliated with M, such that τ(log(1 + |T |)) <∞. In the case of a finite
trace τ , this operator algebra version is important in that it is the natural domain of
the Fuglede-Kadison determinant [6] and Brown measure [1]. See [7] for a treatment
of these topics in the setting of Llog(M, τ).
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Our original motivation for investigating these algebras and proving that they are
complete topological ∗-algebras was for use in an effort to construct certain invariant
subspaces and upper-triangular-type decompositions of unbounded operators belong-
ing to Llog(M, τ). This was accomplished in [4] using, in an integral way, the complete
topological ∗-algebra structure of Llog(M, τ).
The contents of the rest of the paper are as follows. Section 2 develops the the-
ory of the symmetric function spaces (and algebras) Llog(Ω, ν). The brief Section 3
makes the observations and asks questions about Nevanlinna class. Section 4 devel-
ops the theory of the (noncommutative) symmetric operator spaces (and algebras)
Llog(M, τ). We note that, although the commutative case Llog(Ω, ν) is formally a
special case of symmetric operator spaces Llog(M, τ) and though the main results
about Llog(Ω, ν) are obtained in the greater generality of the symmetric operator
spaces Llog(M, τ), we prefer to treat the commutative case separately, because the
proofs are easier in this case, and because it may be of some independent interest.
Acknowledgements. The authors thank Laszlo Lempert, Mieczys law Masty lo and
Alexis Poltoratski for helpful comments.
2. Commutative Llog
Fix a measure space (Ω, ν) and let L0 = L0(Ω, ν) be the set of measurable, complex
valued functions on Ω, with the usual convention that functions agreeing almost
everywhere are identified as the same. Let
Llog(Ω, ν) =
{
f ∈ L0
∣∣∣∣
∫
log(1 + |f |) dν < +∞
}
.
If ν is finite, then we clearly have Lp(Ω, ν) ⊆ Llog(Ω, τ) for every p ∈ (0,∞). It is
easy to check that Llog(Ω, ν) is a vector space. For f ∈ Llog(Ω, ν), define
‖f‖log =
∫
(log(1 + |f |) dν.
The next lemma shows that ‖ · ‖log is an F-norm (see, e.g., §1.2 of [8]).
Lemma 2.1. (a) ‖f‖log > 0 for all f 6= 0.
(b) ‖αf‖log ≤ ‖f‖log for all f and all scalars α with |α| ≤ 1.
(c) limα→0 ‖αf‖log = 0 for all f .
(d) ‖f + g‖log ≤ ‖f‖log + ‖g‖log.
Proof. Parts (a)–(c) are clear. For part (d), use
‖f + g‖log =
∫
log(1 + |f + g|) dν ≤
∫
log(1 + |f |+ |g|+ |fg|) dν
=
∫ (
log(1 + |f |) + log(1 + |g|)
)
dν = ‖f‖log + ‖g‖log.

A consequence of Lemma 2.1 is (see §1.2 of [8]) that
(1) dlog(f, g) := ‖f − g‖log
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is a translation invariant metric on Llog(Ω, ν), making Llog(Ω, ν) into a topological
vector space. We henceforth regard Llog(Ω, ν) as being endowed with this topology.
Remark 2.2. The function ϕ(t) = log(1 + t) is a ϕ-function as defined in [10].
We easily see that our space Llog(Ω, ν) is, as a vector space, equal to the Orlicz
space L∗ϕ(Ω, ν) which, in this case, equals Lϕ(Ω, ν). defined in §2,1 of [10]. It is also
easy to see that the F-norm
‖f‖ϕ := inf{λ > 0 |
∥∥∥∥ |f |λ
∥∥∥∥
log
≤ λ}
on Llog from [10] (see, for example, Theorem 1.1 of [9] for a proof that this is an F-
norm) is not equal to ‖f‖log. However, the next result implies that these two F-norms
yield equivalent metrics and the same topology on Llog.
Lemma 2.3. Let f ∈ Llog.
(a) If ‖f‖ϕ < 1, then ‖f‖log ≤ ‖f‖ϕ.
(b) If N is an integer, then
‖f‖log ≤
1
N2
=⇒ ‖f‖ϕ <
1
N
.
Proof. If |f |ϕ < 1 then for every λ < 1 such that ‖
f
λ
‖log ≤ λ, we have
‖f‖log =
∫
log(1 + |f |) dν ≤
∫
log(1 +
|f |
λ
) dν ≤ λ.
Taking the infimum over such λ proves (a).
If N is an integer and ‖f‖log ≤
1
N2
then by the subadditivity, Lemma 2.1(d), we
have ∫
log(1 +N |f |) dν = ‖Nf‖log ≤ N‖f‖log <
1
N
,
and this implies ‖f‖ϕ <
1
N
. 
The following result follows from Theorem 3.1 of [9] and the equivalence of F-norms
proved above. However, here is a quick direct proof.
Proposition 2.4. The space Llog(Ω, ν) is a complete metric space.
Proof. This is a standard argument. If (fn)n≥1 is a Cauchy sequence in Llog(Ω, ν),
then this sequence is Cauchy in measure. Hence, a subsequence of it converges almost
everywhere to a measurable function f . Now, using the Dominated Convergence
Theorem, we can show that this subsequence converges with respect to the metric (1)
to f and, thus, the entire sequence (fn)n≥1 converges to f . 
We now examine multiplication.
Lemma 2.5. Let f, g, h ∈ Llog(Ω, ν) and let K be a positive real number. Then
fg ∈ Llog(Ω, ν) and
(a) ‖Kf‖log ≤ max(K, 1)‖f‖log,
(b) ‖fg‖log ≤ ‖f‖log + ‖g‖log,
(c) if |g| ≤ |h| almost everywhere, then ‖fg‖log ≤ ‖fh‖log.
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Proof. For nonnegative real numbers a and b, we have
log(1 + ab) ≤ max(b, 1) log(1 + a)
log(1 + ab) ≤ log(1 + a) + log(1 + b).
The first implies (a) and the second implies
‖fg‖log =
∫
log(1 + |fg|) dν ≤
∫
log(1 + |f |+ |g|+ |fg|) dν
=
∫ (
log(1 + |f |) + log(1 + |g|)
)
dν = ‖f‖log + ‖g‖log,
which proves (b). The assertion (c) is clear. 
Proposition 2.6. Multiplication is continuous from Llog(Ω, ν)×Llog(Ω, ν) to Llog(Ω, ν).
Proof. We must show that, if sequences {fn}n≥0 and {gn}n≥0 converge in Llog(Ω, ν) to
f and g, respectively, then {fngn}n≥0 converges to fg. Using the additivity property
we have
‖fngn − fg‖log ≤ ‖(fn − f)(gn − g)‖log + ‖f(gn − g)‖log + ‖(fn − f)g‖log.
By Lemma 2.5, we have
‖(fn − f)(gn − g)‖log ≤ ‖fn − f‖log + ‖gn − g‖log
and this upper bound tends to 0 as n→∞. Let K ≥ 1. Let E = {x ∈ Ω | |f(x)| >
K}. Then using subadditivity of ‖ · ‖log and Lemma 2.5, we have
‖f(gn − g)‖log ≤ ‖f(gn − g)χEc‖log + ‖f(gn − g)χE‖log
≤ ‖K(gn − g)‖log + ‖fχE‖log + ‖gn − g‖log
≤ (K + 1)‖gn − g‖log +
∫
{|f |≥K}
log(1 + |f |) dν,
where χE is the characteristic function of E and χEc = 1− χE . Thus,
lim sup
n→∞
‖f(gn − g)‖log ≤
∫
{|f |≥K}
log(1 + |f |) dν.
But the integral on the right-hand-side tends to 0 as K → ∞. Therefore, we also
have lim supn→∞ ‖(fn − f)g‖log = 0. 
Recall that a topological algebra is an algebra over C or R, endowed with a topology
such that the algebra operations (addition, scalar multiplication and multiplication)
are jointly continuous. We have, thus, proved:
Corollary 2.7. Llog(Ω, ν) is a topological algebra with respect to a complete metric
space topology.
The final conclusion of the following proposition also follows from Chapter 4 of [9]
and the equivalence of F-norms — see Remark 2.2. however, we provide a proof
below for our F-norm ‖ · ‖log; note the parallel to Propostiion 4.7 and its proof.
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Proposition 2.8. L1(Ω, ν) is a dense subspace of Llog(Ω, ν). Furthermore, if X ⊆
L1(Ω, ν) is dense with respect to the usual topology induced by ‖ · ‖1, then X is dense
in Llog(Ω, ν) with respect to the topology induced by ‖ · ‖log. Thus, if L1(Ω, ν) is
separable, then Llog(Ω, ν) is separable.
Proof. Since log(1 + t) ≤ t for all t ≥ 0, we have L1(Ω, ν) ⊆ Llog(Ω, ν) and
(2) ‖f‖log ≤ ‖f‖1
for all f ∈ L1(Ω, ν). Given f ∈ Llog(Ω, ν) and M > 0, let
fM(x) =
{
f(x), |f(x)| ≤M
0, otherwise.
For each fixed M , there exists KM > 0 such that t ≤ KM log(1 + t) for all t ∈ [0,M ]
(in fact, we may take KM =M/ log(1 +M)). Thus implies fM ∈ L1(Ω, ν). But
(3) lim
M→∞
‖f − fM‖log =
∫
{x∈Ω||f(x)|>M}
log(1 + |f(x)|) dν(x) = 0,
by the Dominated Convergence Theorem. This proves that L1(Ω, ν) is dense in
Llog(Ω, ν).
Now suppose that X is a dense subset in L1(Ω, ν). Let f ∈ Llog(Ω, ν) and let
ε > 0. Using (3), choose M so that ‖f − fM‖log < ε. Now choose g ∈ X so that
‖fM − g‖1 < ε. Then using (2), we have ‖f − g‖log < 2ε. 
Recall that a subset B of a topological vector space is bounded if, for every neigh-
borhood V of 0, there is N ∈ N such that B ⊆ NV. The next results shows that
Llog(Ω, ν) is not locally bounded. (An essentially more general result appears in The-
orem 5.1 of [9].) It follows that the topology on Llog(Ω, ν) is not determined by a
quasi-norm.
Proposition 2.9. If Ω has subsets of arbitrarily small positive measure, then no
neighborhood of 0 in Llog(Ω, ν) is bounded.
Proof. A neighborhood base at 0 for Llog(Ω, ν) is {Vε | ε > 0}, where
Vε = {f ∈ Llog(Ω, ν) | ‖f‖log < ε}.
We will show that for every ε > 0, the set Vε fails to be bounded. Let N ∈ N. We
will show Vε 6⊂ NV ε
2
. Take f = KχE for K > 0 and for a measurable subset E of Ω
to be determined later. Let η = ν(E). We have∫
log(1 + |f |) dν = η log(1 +K),
∫
log(1 +
|f |
N
) dν = η log(1 +
K
N
),
so we want to choose K and η so that log(1 + |K|) < ε
η
but log(1 + K
N
) ≥ ε
2η
. There
exists K0 > 0 such that for all K ≥ K0, we have
2 log(1 +
K
N
) > log(1 +K).
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There exists η > 0 which is attained as the measure of some E ⊂ Ω and such that
log(1 +K) <
ε
η
≤ 2 log(1 +
K
N
)
for some K ≥ K0. These fulfill the requirements. 
A result similar to the next one appears as Theorem 5.2 in [9].
Proposition 2.10. Suppose ν is diffuse and σ-finite. Then the space Llog(Ω, ν) is
not locally convex. In fact, the only open, nonempty, convex subset is Llog(Ω, ν) itself.
Proof. The following argument is analogous to §1.47 of [12]. We may without loss of
generality assume Ω = [0, 1]. Suppose U ⊆ Llog(Ω, ν) is open, convex and nonempty.
We will show U = Llog(Ω, ν). Without loss of generality 0 ∈ U and, therefore, Vε ⊆ U
for some ε > 0. Let f ∈ Llog(Ω, ν). Using the Dominated Convegence Theorem, we
find
lim
n→∞
‖nf‖log
n
= lim
n→∞
∫
log(1 + n|f |)
n
dν = 0.
Indeed, all integers n ≥ 1 and all x ≥ 0, the inequality
log(1 + nx) ≤ n log(1 + x)
holds. Thus for all n ≥ 1 the function gn =
log(1+n|f |)
n
is dominiated by log(1 + |f |),
which is assumed to be integrable, while gn tends pointwise to 0 as n→∞. Choose
n so large that
‖nf‖log
n
< ε. By continuity of the antiderivative, there exist 0 = x0 <
x1 < · · · < xn = 1 so that for all j,∫
[xj−1,xj ]
log(1 + n|f |) dν =
‖nf‖log
n
.
Let fj = nf χ[xj−1,xj ]. Then fj ∈ Vε ⊆ U for all j. Since U is convex, we have
f =
1
n
(f1 + · · ·+ fn) ∈ U .
So U = Llog(Ω, ν). 
3. Relation to the Nevanlinna class
The Nevanlinna class N is the set of functions f , holomorphic on the open unit
disk, such that
L(f) := sup
r<1
1
2pi
∫
log(1 + |f(reiθ)|) dθ <∞.
By a theorem of F. and M. Reisz (see, e.g., Theorem 2.1 of [3]) f ∈ N if and only if
f is the ratio of two bounded analytic functions on the unit disk.
The function
L(r, f) =
1
2pi
∫
log(1 + |f(reiθ)|) dθ
is increasing in r, because log(1 + |f |) is subharmonic. In [13], Shapiro and Shields
investigated the metric space structure of N with respect to the translation-invariant
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metric dL(f, g) = L(f − g). They showed that N with this topology is not a topolog-
ical vector space, is disconnected and, in fact, has many linear subspaces that inherit
the discrete topology.
For f ∈ N , (see Theorem 2.2 of [3]), nontangential limits f(eiθ) := limr→1− f(re
iθ)
of f exist almost everywhere at the boundary, and the function θ 7→ log |f(eiθ)| is
integrable (except when f is identically 0). In particular, the boundary function
always belongs to Llog(T, m), where m is Haar measure on the unit circle, and the
map
Φ : N → Llog(T, m),
that sends f ∈ N to its boundary value function, is an injective algebra homomor-
phism.
By Fatou’s Lemma,
L(f) = lim
r→1−
1
2pi
∫ 2pi
0
log(1 + |f(reiθ)|) dθ ≥
1
2pi
∫ 2pi
0
log(1 + |f(eiθ)|) dθ = ‖Φ(f)‖log,
but equality need not hold. In fact (see Proposition 1.2 of [13]), equality holds if and
only if f belongs to the Smirnov class N+ ⊂ N .
Definition 3.1. Consider the F–norm on class N defined by ‖f‖N = ‖Φ(f)‖log. The
corresponding distance dN(f, g) = ‖f − g‖N makes N into a topological algebra.
Question 3.2. Is N complete with respect to dN? Equivalently, is Φ(N) closed in
Llog(T, m)?
The topological algebra structure induced on N by the metric dN seems better
behaved than the topology induced by dL.
4. Noncommutative Llog spaces
In this section we consider noncommutative analogues of the commutative Llog
spaces that were introduced in Section 2. LetM⊆ B(H) be a von Neumann algebra
possessing a normal, faithful, finite or semifinite trace τ . If τ is finite, we will assume
it is normalized, namely, τ(1) = 1. We will assume M is diffuse, meaning that it
has no minimal nonzero projections. We let Llog(M, τ) be the set of all (possibly
unbounded) linear closed operators T with dense domains in H that are affiliated
with M and satisfy
‖T‖log := τ(log(1 + |T |)) <∞.
This is a vector subspace of the set S(M, τ) of all τ -measurable operators T affiliated
with M, and an M-bimodule.
For T ∈ S(M, τ), we let µ(T ) be the generalized singular number function x 7→
µx(T ) for T (see [5]). It is a nonincreasing, right continuous function from (0, 1] to
[0,∞) if τ is finite, and from (0,∞) to [0,∞) otherwise. Thus,
(4) ‖T‖log =
∫
log(1 + µ(T )) dλ,
where λ denotes Lebesgue measure and the above integral means
∫ 1
0
log(1+µx(T )) dx
if τ is finite and
∫∞
0
log(1 + µx(T )) dx if τ is infinite.
The next lemma shows that ‖ · ‖log is an F-norm on Llog(M, τ), (see §1.2 of [8]).
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Lemma 4.1. Let S, T ∈ S(M, τ). Then
(a) ‖T‖log > 0 provided T 6= 0.
(b) ‖T ∗‖log = ‖T‖log.
(c) ‖αT‖log ≤ ‖T‖log for all scalars α with |α| ≤ 1.
(d) If T ∈ Llog(M, τ), then limα→0 ‖αT‖log = 0.
(e) ‖S + T‖log ≤ ‖S‖log + ‖T‖log.
Proof. Using µ(αT ) = αµ(T ) for all α > 0 and µ(T ∗) = µ(T ), we easily prove (a)-(d).
The triangle inequality (e) follows from Theorem 4.7(i) of [5], with g(x) = log(1 +
x), where we use (4). 
Since ‖ · ‖log is an F-norm on Llog(M, τ), it provides a translation invariant metric
dlog(S, T ) = ‖S − T‖log
making it into a topological vector space (see Section 1.2 of [8]). Henceforth, we
regard Llog(M, τ) as endowed with this topology.
Remark 4.2. If D is an abelian von Neumann subalgebra of M, and D ∼= L∞(Ω, ν)
for a measure space (Ω, ν), where τ↾D is given by integration against ν, then space
consisting those T ∈ Llog(M, τ) that are affiliated to D is naturally identified with
Llog(Ω, ν) and the two definitions of ‖ · ‖log coincide.
We now examine multiplication in Llog(M, τ).
Lemma 4.3. Let S, T ∈ Llog(M, τ) and let K be a positive real number. Then
ST ∈ Llog(M, τ) and
(a) ‖ST‖log ≤ ‖S‖log + ‖T‖log.
(b) Furthermore, if S is bounded, then ‖ST‖log ≤ max(‖S‖, 1)‖T‖log.
Proof. For (a), we use Theorem 4.2(iii) of [5] with the function f(x) = log(1 + x)
(since we easily see that t 7→ log(1 + et) is convex on R). Thus, we get
‖ST‖log =
∫
log(1 + µ(ST )) dλ ≤
∫
log(1 + µ(S)µ(T )) dλ ≤ ‖S‖log + ‖T‖log,
where the last estimate follows as in the proof of Lemma 2.5(b). This proves (a)
To prove (b), if S is bounded, then we have µ(STn) ≤ ‖S‖µ(Tn). Thus,
‖ST‖log ≤
∫
log(1 + ‖S‖µ(T )) dλ ≤ max(‖S‖, 1)
∫
log(1 + µ(T )) dλ
= max(‖S‖, 1)‖T‖log.

Lemma 4.4. Let S ∈ Llog(M, τ) and suppose Tn is a sequence in Llog(M, τ) that
converges to 0. Then STn → 0 and TnS → 0.
Proof. Since ‖TnS‖log = ‖S
∗T ∗n‖log, we need only show ‖STn‖log → 0. If S is bounded,
then this follows from Lemma 4.3. Now for general S ∈ Llog(M, τ), take 0 < K <
∞ and let SK = SE|S|((K,∞)), where E|S| denotes the projection-valued spectral
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measure of |S|. Then S−SK = SE|S|([0, K]) is bounded. Using Lemmas 4.1 and 4.3,
we have
lim sup
n→∞
‖STn‖log ≤ lim sup
n→∞
‖SKTn‖log + ‖(S − SK)Tn‖log
= lim sup
n→∞
‖SKTn‖log ≤ lim sup
n→∞
(‖SK‖log + ‖Tn‖log) = ‖SK‖log.
But
‖SK‖log =
∫
{x|µx(S)>K}
log(1 + µ(S)) dλ
tends to 0 as K →∞. Thus, ‖STn‖ → 0 as n→∞. 
Proposition 4.5. Multiplication is continuous from Llog(M, τ)×Llog(M, τ) to Llog(M, τ).
Proof. Suppose Sn and Tn are sequences in Llog(M, τ) and Sn → S and Tn → T . We
must show SnTn → ST . But using Lemmas 4.1 and 4.3, we have
‖SnTn − ST‖log ≤ ‖(Sn − S)(Tn − T )‖log + ‖S(Tn − T )‖log + ‖(Sn − S)T‖log
≤ ‖(Sn − S)‖log + ‖(Tn − T )‖log + ‖S(Tn − T )‖log + ‖(Sn − S)T‖log.
From Lemma 4.4, we conclude limn→∞ ‖SnTn − ST‖log = 0. 
Corollary 4.6. Llog(M, τ) is a topological ∗-algebra.
Proof. This is an immediate consequence of Lemma 4.1, Proposition 4.5 and the
obvious fact that ‖T ∗‖log = ‖T‖log. 
Proposition 4.7. L1(M, τ) is dense in Llog(M, τ). If X is any subset of L1(M, τ)
that is dense in L1(M, τ) with respect to the usual norm ‖ · ‖1, then X is dense in
Llog(M, τ). Consequently, if M has separable predual, then Llog(M, τ) is separable.
Proof. Let T ∈ Llog(M, τ). Let T = U |T | be the polar decomposition of T . By
Lemma 4.3, Using Remark 4.2 and Proposition 2.8, (or using the proof of the latter)
we find that ‖|T | − R‖log can be made arbitrarly small for R ∈ L1(M, τ). Using
Lemma 4.3(b), we have ‖T − UR‖log ≤ ‖|T | − R‖log, and UR ∈ L1(M, τ). This
shows that L1(M, τ) is dense in Llog(M, τ).
We have also here ‖T‖log ≤ ‖T‖1, so density of X on L1(M, τ) implies density in
Llog(M, τ).
As is well known, (see, for example, Appendix B.5 of [14]), the predual of M is
L1(M, τ), from which the last statement of the lemma follows. 
Recall that, on S(M, τ), the measure topology of E. Nelson [11] is translation
invariant and has as neighborhood base at 0 the set {Nη,δ | η, δ > 0}, where
Nη,δ = {A ∈ S(M, τ) | τ(E|A|([δ,∞))) < η}.
This topology is metrizable for example, by the metric
(5) dτ (A,B) =
∞∑
n=1
2−nτ(E|A−B|([n
−1,∞))).
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and a sequence {An}n≥0 in S(M, τ) converges in measure to A if and only if
lim
n→∞
τ(E|An−A|([δ,∞))) = 0, (∀δ > 0).
WhenM can be represented on a separable Hilbert space, it is also separable. Indeed,
it is a classical result that in this case, the unit ball of the algebra B(H) is separable
in the (so∗)-topology and therefore, the unit ball of the algebra M is also separable
in that topology. It is easy to see that the latter topology reduced to the set of all
projections P(M) coincides with the measure topology on that set. Finally, it is easy
to see that the space S(M, τ) is separable in the measure topology if and only if the
set P(M) is separable in the measure topology. For further details, we refer to [15].
Furthermore, the set of positive elements is closed in this topology (see [2]).
Remark 4.8. Using
(6) τ(E|A|([δ,∞))) ≤ τ(1 + 3δ
−1|A|) = ‖3δ−1A‖log,
we immediately see that the ‖ ·‖log-topology on Llog(M, τ) is at least as strong as the
relative measure topology on Llog(M, τ) (and it is not difficult to show it is strictly
stronger). Thus, we have that
{X ∈ Llog(M, τ) | X ≥ 0}
is closed with respect to ‖ · ‖log.
In the remainder of this paper, we show that Llog(M, τ) is complete, as an appli-
cation of Nelson’s analogous result [11] for the notion of Cauchy in measure.
Theorem 4.9. Llog(M, τ) is a topological ∗−algebra with respect to a complete metric
space topology.
Proof. In light of Corollary 4.6, we need only show that the metric dlog is complete.
Suppose a sequence {An}n≥0 is Cauchy in ‖ · ‖log. Nelson’s definition is that a se-
quence {An}n≥0 in S(M, τ) is Cauchy in measure if, for all δ > 0, the quantity
τ(E|An−Am|([δ,∞))) tends to 0 as n,m→∞, and this is equivalent to being Cauchy
with respect to the metric dτ from (5). Using the inequality (6), we see immediately
that if a sequence is Cauchy with respect to ‖ ·‖log, then it is Cauchy in measure, and
Nelson showed (see the end of Section 2 of [11]) that this implies that the sequence
converges in measure. Let A be the limit.
We claim that A ∈ Llog(M, τ). Using Lemma 4.1(e), we see that ‖An‖log stays
bounded as n→∞. It follows from Fack and Kosaki’s version of Fatou’s Lemma in
S(M, τ), namely, Theorem 3.5(i) of [5], that log(1 + |A|) ∈ L1(M, τ). This proves
the claim.
It remains to show that ‖An − A‖log → 0. Given ε > 0, there exists an integer N
such that
τ(log(1 + |An −Am|)) ≤ ε, (n,m > N).
Letting m → ∞ and again using Fack and Kosaki’s version of Fatou’s Lemma, we
have
‖An −A‖log = τ(log(1 + |An − A|)) ≤ ε, (n > N).

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