Abstract -In this work we propose a swarm-based evolutionary morphological approach to deal with binary classification problems. It consists of a hybrid neuron based on principles of mathematical morphology and lattice theory, referred to as dilation-erosion-linear perceptron (DELP). We also present a swarm-based evolutionary learning process, called DELP(PSO), using a particle swarm optimizer (PSO) to design the DELP model, due to some drawbacks from gradient estimation of morphological operators in the classical learning process of the DELP. Besides, we conduct an experimental analysis using two relevant binary classification problems and the obtained results are discussed and compared with those obtained by established techniques in the literature.
Introduction
The classical perceptron is the most known neuron model proposed in the literature [1, 2] . It is inspired by the concept of biological neurons and it is able to solve linear classification problems [1, 2] . There is a particular class of artificial neurons based on the framework of mathematical morphology (MM) [3, 4] and lattice theory [5] [6] [7] , called morphological perceptrons (MPs) [8, 9] , which have been successfully applied as solution of linear and nonlinear problems [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] .
Among several MPs proposed in the literature, the dilation-erosion-linear perceptron (DELP) [27] , a hybrid perceptron which employ dilation and erosion operators from MM combined with a finite impulse response linear operator, was recently proposed to deal with classification problems. The classical DELP learning process, referred to as DELP(BP), employs a gradient steepest descent method using the back propagation (BP) algorithm [27] . The main drawback of the classical DELP learning process is the need of a systematic methodology to overcome the non-differentiability problem of dilation and erosion operators [27] . This is because, in some situations, this scheme can lead to abrupt changes and compromising the numerical robustness of the gradient estimation, so that makes the learning process unstable [27] .
In this sense, this work presents a swarm-based evolutionary morphological approach to deal with binary classification problems. The proposed approach employs the dilation-erosion-linear perceptron (DELP) [27] with a swarm-based evolutionary learning process, called DELP(PSO), using a particle swarm optimizer (PSO) [28, 29] . An experimental analysis is conducted with the proposed approach using two relevant binary classification problems (Ripley's Synthetic [30] and the Wisconsin Breast Cancer [31] ) and the obtained results are discussed and compared with those obtained by established techniques in the literature, where it is possible to notice that the DELP model designed by a swarm-based evolutionary approach can be used as an accurate binary classifier. This paper is organized as follows. Section 2 presents the DELP fundamentals and describes the proposed evolutionary learning process. In Section 3 we present the simulations and the experimental results with the proposed model, as well as a comparison between the obtained results with those given by the models previously presented in literature. At the end, in Section 4, we present the conclusions of this work.
The Dilation-Erosion-Linear Perceptron
The dilation-erosion-linear perceptron (DELP) consists of a linear combination of a nonlinear operator (dilation and erosion operators) and a linear operator (finite impulse response). Next we present the definition of the DELP.
Let x = (x 1 , x 2 , . . . , x d ) ∈ R d a real-valued input signal inside a d-point moving window and let y the output of the DELP. Then, the DELP is defined by a hybrid morphological-linear system with local signal transformation rule x → y, given by
where
and 
and
where term d denotes the dimensionality of the input signal (x), terms λ, θ ∈ R and a, b, p ∈ R d . The vector p ∈ R d represents the coefficients (weights) of the linear operator. The term β represents the output of the linear operator. The term α represents the convex combination of the morphological operators of dilation and erosion (the mixture term is defined by θ). The terms ϕ and ω represent the output of morphological operators of dilation and erosion, respectively. The vectors a and b represent the structuring elements (weights) of the dilation (δ a (x)) and erosion (ε b (x)) operators employed into the nonlinear module of the DELP. Terms and represent the supremum and the infimum operations. Note that the output y is given by a convex combination of the linear operator and another convex combination of morphological operators of dilation and erosion (the mixture term is defined by λ). The main differences between "+ ′ " and "+" are given by the following rules:
The Proposed Swarm-based Evolutionary Learning Process
Note that the DELP model requires the setting of the parameters a, b, p, λ and θ. Therefore, the weight vector to be used in the training process is given by w = (a, b, p, λ, θ).
The proposed swarm-based evolutionary process, called DELP(PSO), employees a particle swarm optimizer (PSO) [28, 32, 33] , which uses the idea of the social behavior (swarm) that a population of individuals (referred to as particles) adapts to its environment, to adjust the weights of the DELP model according to an error criterion until convergence or until the end of PSO generations. Each i-th particle from swarm at generation g represents a candidate weight vector (denoted by w (g) i ) for the DELP model. The scheme to adjust the weight vector is initially to define a fitness function f it(w (g) i ) (which must reflect the solution quality achieved by the parameters configuration of the system), given by
where M is the number of input patterns and e(j) is the instantaneous error, given by
where d(j) and y(j) are the desired output signal and the actual model output for the training sample j, respectively. The PSO procedure starts with its parameters definition. There are four initial parameters to be defined [28, 32, 33] : i) S is the swarm size, ii) c 1 and c 2 represent the acceleration coefficients to control the velocity change of a particle in a single iteration, iii) ι is the inertia weight, where its value is typically set to vary linearly from 1 to near 0 during the optimization process, and iv) ν min and ν max represent the lower and upper bounds of the particles velocities. In our simulations, the swarm comprises ten particles (S = 10).
The first step is to build a set of candidate particles, or search space points. In this way, the i-th swarm particle of the g-th PSO generation has a current position (w
∈ R n ) in the search space, respectively given by
and ν
in which i = 1, 2, . . . , S and g = 1, 2, . . .. Recall that term n represents the dimensionality of the DELP model weight vector, which is given by 3d + 2. Then, the PSO starts a loop containing some steps to minimize the fitness function f it : R n → R. The next steps are used to update particles velocities (ν 
n represent, respectively, the particle personal best position and the swarm best position, which will be formally defined below. , it only limits the maximum distance that a particle will move during each iteration [28, 32, 33] .
The particles position can be updated by w
The personal best position of each particle (p
, can be updated by
Note that p
i . The swarm best position (found by any particle during all previous iterations), denoted by p * (g) i , can be updated by
where arg min(·) denotes the minimum argument. Note that p * (0) i = p
i . Further details of PSO procedure can be found in [28, 32, 33] . Figure 1 presents the proposed DELP(PSO) steps. Two stopping criteria are used in the proposed DELP(PSO): i) The maximum generation number (P SO gen ), and ii) The decrease in the training error process training (P t) [34] of the fitness function.
begin DELP(PSO)
Initialize PSO parameters (s, c 1 , c 2 , ι, ν min , ν max ) according to [28, 32, 33] ; Initialize the stop condition; g = 0; // g: actual generation for i = 1 to S do create particle w calculate y and the instantaneous error for all input patterns; evaluate the particle f it(w (g) i ) using the Equation 9; end repeat for i = 1 to S do Update the current particle velocity ν (g+1) i using Equation (13); Update the current particle position w (g+1) i using Equation (14); Initialize DELP parameters with the values supplied by w (g+1) i ; Calculate y and the instantaneous error for all input patterns; Evaluate the candidate particle f it(w (g+1) i ) using the Equation 9;
Update the particle personal best position p
using Equation (15); end Update the swarm best position p * (g) i using Equation (16); g = g + 1; until not stop condition ; end 
Simulations and Experimental Results
The well-known Ripley's synthetic and Wisconsin breast cancer classification problems were used as a test bed for the evaluation of the proposed model. To assess the classification performance we use the percentage of misclassified patterns (PMP) [9] metric. Also, we use the percentage gain (PG) metric, in terms of the PMP obtained using DELP(PSO) model and using other models investigated in this work, which is given by P G = 100 − 100
where P M P delp represents the PMP obtained using the proposed DELP(PSO) model and P M P model represents the PMP obtained using the investigated model. It is worth mentioning that the data was normalized to lie within the range [0, 1] according to Prechelt [34] . The entries of the DELP weight vectors a, b and p are randomly initialized within the range [−1, 1]. The initial DELP mixture coefficients λ and θ are randomly chosen in the interval [0, 1]. It is worth mentioning that two stop conditions are used into the learning process: i) The maximum epoch number equals to 10 4 , and ii) The decrease in the training error process training (P t) of the cost function equals to 10 −6 . In order to establish a fair performance comparison, results with the following classification models were examined in the same context and under the same experimental conditions: multilayer perceptrons (MLP) [1, 2] , morphological-rank-linear neural network (MRLNN) [35] , morphological perceptron with competitive learning (MP/CL) [9] , single layer morphological perceptron (SLMP) [36] , fuzzy lattice neural network (FLNN) [13] , fuzzy lattice reasoning (FLR) [37] , k-nearest neighbors (KNN) [38] , decision tree (DT) [39, 40] , support vector machine (SVM) [2] and dilation-erosion-linear perceptron with gradient-based learning, that is, the DELP(BP) [27] .
In all experiments we used the MLP model with sigmoidal processing units and a single hidden layer. For its learning process we used the Levenberg-Marquardt [41] algorithm using the following stopping criteria [34] : i) The maximum epoch number equals to 10 4 ; ii) The decrease in the training error process training (P t) of the cost function equals to 10 −6 . Also, for the MRLNN model we used the same parameters suggested by [35] with a single hidden layer, and for its learning process we used the generalized back propagation (GBP) [35] algorithm with learning rate equals to 0.01, scale factor equals to 0.001 and using the same stopping criteria of the MLP model. It is worth mentioning that for both MLP and MRLNN models, we applied the 10-fold cross validation to determine the number of hidden processing units (5, 10, 15, 20, 25 or 50) . For the MP/CL model we used the same design process and parameters definition suggested by [9] . For the SLMP model we used the same design process and parameters definition suggested by [36] . For the FLNN model we used the same design process and parameters definition suggested by [9, 13] . For the FLR model we used the same design process and parameters definition suggested by [9, 37] . For the KNN model we used the 10-fold cross-validation to determine the best value of k (1,2,. . .,20) in terms of the mean error rate on the validation set, as suggested by [9] . For the DT model we used the criterion for choosing a split by Gini's diversity index, as suggested by [9] . At the end, for the SVM model we used linear (SVM-L), polynomial (SVM-P), quadratic (SVM-Q) and rbf (SVM-RBF) kernels with the least squares method to find the separating hyperplane, as defined in [2] . For the DELP(BP) model we used the same design process and parameters definition suggested by [27] .
Ripley's Synthetic Problem
The Ripley's synthetic problem [30] consists of samples from two classes. Each sample has 2-dimensional features vector. The data are divided into training and test sets. The training set consists of 250 samples, while the test set consists of 1000 samples. It is worth mentioning that, for both training and test sets, we have the same number of samples belonging to each of the two classes, characterizing a balanced binary classification problem in R 2 . The Table 1 presents the experimental results of the test set obtained by the models presented in literature, as well as those achieved by the proposed DELP(PSO) model. According to Table 1 , it is possible to notice that the best model found in the literature is the SVM-RBF and DELP(BP) (with P M P = 8.30%). However, a slightly inferior classification performance can be achieved using SVM-P, MLP, SVM-Q, MRLNN, KNN and MP/CL models. It is worth mentioning that the proposed DELP(PSO) model obtained good classification performance, having the same PMP value obtained by the DELP(BP). The Table 2 presents the PG (test set), in terms of the PMP obtained using DELP(PSO) model and using other models investigated in this work.
According to the Table 2 , without relying on the results obtained with SVM-RBF and DELP(BP) (where the proposed DELP(PSO) model achieved the same classification performance), it is possible to notice that the proposed DELP(PSO) model 51 
Wisconsin Breast Cancer Problem
The Wisconsin breast cancer problem [31] consists of samples from two classes representing malignant and benignant breast cancer. The data are divided into training and test set, where we used the same partitioning scheme suggested by [9] (the first 249 samples of the benignant class and the first 148 samples of the malignant class are used in the training set and the rest of the samples from both classes are used in the test set). Each sample has 30-dimensional features vector. The Table 3 presents the experimental results of the test set obtained by the models presented in literature, as well as those achieved by the proposed DELP model.
According to Table 3 , we can verify that the best model found in the literature is the DELP(BP) (having P M P = 1.40%). However, a slightly inferior classification performance can be found using SVM-L, SVM-Q, MRLNN, SVM-RBF, FLR, MP/CL and MLP. It is possible to notice that the proposed DELP(PSO) model obtained good classification performance (with P M P = 1.05%), overcoming the best model found in the literature. The Table 4 presents the PG (test set), in terms of the PMP obtained using DELP(PSO) model regarding the PMP obtained using other models investigated in this work.
According to the Table 4 , we can see that the proposed DELP(PSO) model obtained improvement greater than 25% over 52 
Conclusion
In this paper we presented a swarm-based evolutionary morphological approach for dealing with synthetic and real-world binary classification problems. It is composed of a hybrid neuron based on principles of mathematical morphology and lattice theory, referred to as dilation-erosion-linear perceptron (DELP), with a swarm-based evolutionary learning process, called DELP(PSO), using a particle swarm optimizer (PSO) to design the model.
The classification performance of the proposed DELP(PSO) model was assessed in terms of well-known models presented in the literature (MLP, MRLNN, MP/CL, SLMP, FLNN, FLR, KNN, DT, SVM-L, SVM-P, SVM-Q, SVM-RBF and DELP(BP)) and using the percentage misclassified patterns metric. Besides, two relevant binary classification problem were investigated in this work: Ripley's Synthetic and Wisconsin Breast Cancer. The experimental results demonstrated similar performance (for the Ripley's problem) and better performance (for the Wisconsin Breast Cancer problem) of the proposed DELP(PSO) model in comparison to the better models found in the literature. In other words, the proposed DELP(PSO) model with swarm-based evolutionary learning succeeded to solve the aforementioned classification problems, exhibiting very satisfactory classification results.
Further studies must be developed to better formalize and explain the properties of the proposed DELP(PSO) model and to determine its possible limitations with other binary classification problems. Further studies, in terms of convergence analysis, must be done in the swarm-based evolutionary learning process. Finally, a particular study about the computing complexity and CPU time of the proposed DELP(PSO) model must be done in order to establish a complete cost-performance evaluation of the proposed model.
