Linked data sets are created using semantic Web technologies and they are usually big and the number of such datasets is growing. The query execution is therefore costly, and knowing the content of data in such datasets should help in targeted querying. Our aim in this paper is to classify linked data sets by their knowledge content. Earlier projects such as LOD Cloud, LODStats, and SPARQLES analyze linked data sources in terms of content, availability and infrastructure. In these projects, linked data sets are classified and tagged principally using VoID vocabulary and analyzed according to their content, availability and infrastructure. Although all linked data sources listed in these projects appear to be classified or tagged, there are a limited number of studies on automated tagging and classification of newly arriving linked data sets. Here, we focus on automated classification of linked data sets using semantic scoring methods. We have collected the SPARQL endpoints of 1,328 unique linked datasets from Datahub, LOD Cloud, LODStats, SPARQLES, and SpEnD projects. We have then queried textual descriptions of resources in these data sets using their rdfs:comment and rdfs:label property values. We analyzed these texts in a similar manner with document analysis techniques by assuming every SPARQL endpoint as a separate document. In this regard, we have used WordNet semantic relations library combined with an adapted term frequency-inverted document frequency (tfidf) analysis on the words and their semantic neighbours. In WordNet database, we have extracted information about comment/label objects in linked data sources by using hypernym, hyponym, homonym, meronym, region, topic and usage semantic relations. We obtained some significant results on hypernym and topic semantic relations; we can find words that identify data sets and this can be used in automatic classification and tagging of linked data sources. By using these words, we experimented different classifiers with different scoring methods, which results in better classification accuracy results.
Introduction
Linked data sources are structured web of data sources, created using semantic web technologies and specifically a triple-based graph infrastructure [7] . These data sources are served in many different ways, such as plain RDF (Resource Description Framework) data files in different formats (N-Triples, Turtle, JSON, etc.), RDF data stores (Virtuoso, Apache Jena, OntoQuad, etc.), and SPARQL endpoints. Among these, SPARQL endpoints are designed for live querying of linked data sources by binding several different RDF data stores. However, a majority of the SPARQL endpoints do not contain any information about the inner content (i.e. knowledge base). For this purpose, there are Manuscript received February 16, 2017 . Manuscript revised June 29, 2017 . Manuscript publicized September 15, 2017 . † The author is with KTO Karatay Univ., Turkey. † † The author is with Cankaya Univ., Turkey. † † † The author is with Selcuk University, Turkey. a) E-mail: semih.yumusak@karatay.edu.tr DOI: 10.1587/transinf.2017SWP0011
repositories (e.g. Datahub, SPARQLES, LODStats, LOD Cloud), listing contextual information about SPARQL endpoints. Nevertheless, most of the endpoints are still not indexed and not categorized in these repositories. In an ongoing study [31] , we developed a new SPARQL endpoint discovery engine. It is currently serving a larger and more comprehensive set of SPARQL endpoints than the previous studies [31] . However, without a proper description of the content, these endpoints could not be effectively used by data consumers. In that sense, classification of the Web of linked data creates an important guide for linked data consumers who make use of linked data sources in many different data access scenarios. For example, live SPARQL query language processing, federated querying, direct RDF access and querying, embedded RDFa indexing, and RDF indexing systems will make use of the contextual information about linked data sources provided in this study. Specifically for the SPARQL endpoints, federated query processing engines, such as SPLENDID [11] , HiBISCuS [25] , ANAP-SID [4] are online query processing tools to retrieve simultaneous results from several SPARQL endpoints, which also in need for contextual information. Furthermore, Link traversal based query execution systems such as SQUIN [12] uses traversal querying of linked data sources. Above all, SPARQL endpoints are used as an entry point for most of the linked data sources, usually with a simple web page as a user interface for SPARQL querying. As for federated query engine optimization, it is necessary to classify SPARQL endpoints in order to eliminate irrelevant endpoints by their relevance to the query [25] . In order to identify and serve what an endpoint semantically contains, we propose a ranking and classification method for linked data sources together with a topic recommendation extension. In this study, we have first unified all SPARQL endpoint URLs collected from SPARQLES [8] , LOD Cloud [9] , LODStats [5] , SpEnD * projects (Sect. 3.2). Then, we have collected text data (Sect. 3.2) from our unified SPARQL endpoint list of linked data sources. Finally, we applied classification algorithms by using a tfidf scoring method enhanced by Wordnet semantics (Sect. 3.3).
The paper is organized as follows. The related work is reviewed in Sect. 2. Proposed data collection and classification methods are presented in Sect. 3. Preliminary results are presented and discussed in Sect. 4. Finally, we conclude in Sect. 5.
Related Work

SPARQL Endpoint Sources
Meta data about the major linked data sources are collected and stored in CKAN † data set. LOD Project [9] and SPAR-QLES [8] projects also use CKAN to store data sets in the Datahub † † web project. LODStats [5] project offers a statistical analysis on linked data sources collected from different sources, which are available through its web site. As an ongoing project, SpEnD [31] focuses on discovering new SPARQL endpoints from all over the Web using meta search techniques. All of these repositories contain many linked data sources as well as their SPARQL endpoints.
Categorization and Topic Identification
Topic modeling approaches on document based systems [30] offer text based document analysis for identifying the topic of a document. These approaches are applied on web pages [21] - [23] , [27] as well as in the Linked Data domain [6] . Although there are studies on automatic classification of LOD Datasets [19] , data set topic identification and classification are mainly done by manual selection and categorization [9] . In this respect, LOD Cloud diagram includes category tags for linked data sources which are based on the topic names that are manually entered by CKAN data publishers. LOD Cloud categories include nine topics, which are: publications, life sciences, cross-domain, social networking, geographic, government, media, usergenerated content, and linguistics [9] . As [19] suggests, manual classification of data sets causes incorrect tagging when compared to a statistical classification which results in 81,62% accuracy. An earlier approach was developed by [10] on linked data classification which is based on features. Furthermore, [15] developed a similar approach by using Freebase as a topic discovery tool and applied this approach to LOD data sets. [19] and [15] focused mainly on LOD Cloud whereas [10] exemplifies the clustering algorithm with a generic feature matching clustering approach instead.
Wordnet Semantics
WordNet [20] is a lexical database for English words and includes semantic relations between words. The semantic relations are defined as synonymy, antonymy, hyponymy, meronymy, toponymy, and entailment. Hyponymy is also used as hypernymy inversely. Hypernymy is basically defined as a type relationship. For instance, A is defined as a hypernym of B, whenever B may be categorized as a type of A [3] . The exact opposite of hypernymy relationship is defined as hyponymy. Using Wordnet library, the possible † http://ckan.org/ † † http://datahub.io/ topic for a word can also be extracted by requesting topic semantics relations of a single word. A complete analysis of every word in a document may help us to predict the topic of a document or create content related tags for that document.
Data Collection and Methodology
SPARQL Endpoint URLs
In a previous study [ The collected raw text data (in comments and labels) are cleaned from unrecognized characters, parsed and split into words in order to prepare data for word analysis. Collected data is stored in a local database. The analysis about the SPARQL endpoints, objects collected, and the words found are further listed in Sect. 4.
Semantics Based Frequency Scoring
Tf-Idf scoring [26] is a method that is used for calculating the relevancy of a word in a document within a set of documents. In document classification [28] , the frequency scores are additionally used to refine the feature selection processes [13] . In this study, we have used the tf-idf score as our base for the SPARQL endpoint classification task. Then, we enhanced our document-endpoint library by using Wordnet hypernyms and topics. In the literature, Wordnet was used to improve the classification accuracy in document classification tasks [16] . By considering SPARQL endpoints as documents, we have used semantically enhanced tf-idf scores to classify SPARQL endpoints. We used tf-idf scoring and added hypernym/topic term count and term inverse endpoint count for every hypernym/topic derived for each term. As a consequence of this enhancement, a combination of standard tf-idf scoring and semantics scoring was created, which we named as Stfidf scoring. The classical tfidf scoring [29] is formalized as:
where the terms are: D: set of documents d: a single document t: a single term
Starting from this expression, we first replaced the "t" term with the "s" semantic term and replaced all terms with their semantically related terms as:
Where the terms are: In this context, D s is the set of document created from the original documents by replacing all words with their WordNet hypernyms or topics. For example, the word compilers is converted to its hypernym computer program, and the word infection is converted to its topic medicine.
Furthermore, in order to measure the effect of this scoring in contrast to the classical tfidf scoring, a combined version of Stfsidf scoring is also experimented and it is calculated as follows: 
Classification of Linked Data Sources
In order to understand the effect of the proposed tfidf scoring methods (Stfidf and Ctfidf), the scoring functions are used to create the feature vectors before running different classification methods. Within this context, SPARQL endpoints are taken as the Linked Data sources to be classified. Those linked data sources are used to create document vectors for every data source. Thereafter, the document vectors were used as the training set. The LOD Cloud [9] categories (mentioned in Sect. 2.2) are used as class labels (publications, life sciences, cross-domain, social networking, geographic, government, media, user-generated content, and linguistics).
Since the number of SPARQL endpoints are very limited, Leave-one-out cross validation technique [24] is used to calculate the most accurate classification results. The input parameters for the classification algorithms are tuned for this specific case and the results are calculated by using an incremental feature selection [17] method. Thereby, the effect of the scoring method can be experimented many times with different number of features.
We have experimented with seven different classification algorithms and compared the results. These classification algorithms are Ada Boost, Decision Tree, Linear SVM, Naive Bayes, Nearest Neighbors, Random Forest, RBF SVM.
Results and Analysis
Not all SPARQL endpoints we collected are accessible and have enough data. So, we filtered out the ones that are not useful for our study. Following is a summary of the filtering process and the results.
• 1.328 SPARQL endpoints are collected initially from the relevant collections.
• 676 of 1.328 SPARQL endpoints are accessible online and contain rdfs:comment or rdfs:label data.
• 533 of 676 available SPARQL endpoints contain at least 10 or more comment or label objects. Those containing less than 10 are excluded.
• 435 of 676 available SPARQL endpoints include more than 1.000 words, the rest of them are excluded.
• 77 of 676 available SPARQL endpoints return more than 10.000 comment objects. Therefore, sampled only the first 10.000 and ignored the rest.
• 21.553.998 words are extracted in total from these labels and comments.
The distribution of label and comment usage in the remaining 533 endpoints are depicted in Fig. 1 . Almost half of the endpoints contain more than 8.192 labels and 15% of the endpoints contain more than 8.192 comments. It should also be noted that 25% of the endpoints contain between 500-1.000 labels and comments. 
Topic and Tag Recommendation
The Stfidf and Ctfidf functions in Sect. 3.3 are applied on the data set with both hypernym and topic semantics term frequencies separately. Top scoring hypernym (h) and topics (t) both for comment (c) and label (l) words are sampled in Table 1 . The sample data in this table contains the endpoints having more than 100K triples together with their top scoring words and their semantic terms (extracted by using WordNet). All words and terms (totally 858,815 records) are used in the classification tasks performed as explained in Sect. 4.2. The usage of these terms in the classification algorithms may increase the accuracy of the classification tasks, which are discussed further in Sect. 4.3. The complete list of these records is available for further research and analysis in the project repository † . Whereas this study focuses only on the classification of SPARQL endpoints by using topic and hypernyms, a topic term can also be used as a topic recommendation and a hypernym term can be used as a tag recommendation for the SPARQL endpoints. (e.g. well known endpoints #20 biordf.net has the c t term "biochemistry", #24 rdf.imim.es has the c t term "molecular biology" and the c h term "drug")
Classification of Linked Data Sources
In order to measure the effect of the proposed tfidf scoring on classification tasks, Stfidf and Ctfidf scoring functions are applied on the document vectors (created from Linked Data sources as explained in Sect. 3.4). These data sources are then classified and tested by using 7 different classification techniques as listed in Sect. 3.4.
From Fig. 2 to Fig. 5 , the maximum and average accuracy results of different classifiers and scoring methods are illustrated. In the graphs the following list of abbreviations are used in legends. For example, c h ctf stands for rdf:comments, WordNet hypernyms and Ctfidf scoring are being used.
• c: rdf:comment In Fig. 2 , both Ctfidf and Stfidf scoring are applied before running different classifiers on comments. The accuracy results are calculated both for Wordnet Hypernyms and Wordnet Topics. According to this figure, the semantic scoring significantly increases the accuracy results compared to standard tfidf scoring. With the hypernym parameter and Stfidf scoring (c h stf), the accuracy increases up to 80% for the Naive Bayes classifier. † github.com/semihyumusak/SparqlEndpointClassification In Fig. 3 , both Ctfidf and Stfidf scoring are applied before running different classifiers on labels. The accuracy results are also calculated both for Wordnet Hypernyms and Wordnet Topics. According to this figure, whereas the semantic scoring results in 78% (l h ctf) accuracy for Nearest Neighbors classifier, tfidf scoring results in 73% accuracy for the same algorithm and 76% in Naive Bayes classifier.
In Fig. 4 , both Ctfidf and Stfidf scoring are applied before running different classifiers on comments. The accuracy results are calculated both for Wordnet Second Level Hypernyms and Wordnet Second Level Topics. According to this figure, the semantic scoring results in a maximum accuracy of 80% (Naive Bayes c h stf lvl), whereas tfidf score results in a maximum accuracy of 69% (Naive Bayes c tf). The accuracy results of Fig. 2 and In Fig. 5 , both Ctfidf and Stfidf scoring are applied before running different classifiers on labels. The accuracy results are calculated both for Wordnet Second Level Hypernyms and Wordnet Second Level Topics. According to this figure, the accuracy increases to 68% for semantic scoring (Decision Tree l h stf lvl and l h ctf lvl), whereas tfidf score results in a maximum score of 63% (Nearest Neigbors l tf). The accuracy results of Fig. 3 and As explained above, Figs. 2 to 5 summarize the effect of different inputs and scoring methods using different classifiers. Based on the results, Naive Bayes classifier performs better than the other classifiers in most of the cases. To examine the effect of the number of features scored by Stfidf and Ctfidf methods, a detailed illustration of the accuracy and F1 scores are drawn for the Naive Bayes classifier. These graphs are created by using an incremental feature se- According to Figs. 6 and 7, standard tfidf scoring on comments results in lower accuracy and F1 scores, whereas hypernym and topic enhanced semantic scoring results in higher scores. On the other hand, the classification results by using labels as features do not show significant changes between scoring methods. The textual content under label properties are usually shorter than comment properties. Due to the lack of descriptive longer sentences, labels are not seen as a good feature for the classification task. However, it should be noted that, there is a difference in the topic related Stfidf (l t stf) classification results between 20-40 top features in Figs. 8 and 9.
Statistical Analysis of the Results
In this section, the prediction accuracy scores are analyzed to identify the statistical significance of the accuracy difference between scoring methods. In order to perform a significant difference analysis, Kruskal-Wallis H test [14] and Mann-Whitney U test [18] are applied on the prediction accuracy scores. The Kruskal-Wallis H test is explained as "a rank-based nonparametric test that can be used to determine if there are statistically significant differences between two or more groups of an independent variable. It extends the Mann-Whitney U test when there are more than two groups." [1] . The use of the Mann-Whitney U test is defined as to "compare differences between two independent groups" [2] . These tests are applied first on Average accuracy scores in Sect. 4.3.1, then on Maximum accuracy scores in Sect. 4.3.2.
Analysis on Average Prediction Accuracy Scores
In order to perform a significant difference analysis, Kruskal-Wallis H test is applied on the average accuracy scores. Then, Mann-Whitney U test is applied to identify the source of the difference, which makes possible the binary analysis between each method. In Table 2 , based on the mean ranks, Ctfidf accuracy results are higher than Stfidf and tfidf accuracy scores. According to the Kruskal-Wallis H test result, there is a significant difference between different scoring methods (p < 0, 05). In order to identify the source of the significant difference by comparing binary groups, Mann-Whitney U test is applied and the results are tabulated as below.
In Table 3 , binary comparison results are listed. According to this table, Stfidf scoring results is significantly higher than tfidf scoring results (U = 1232; p = 0, 05; p < 0, 05). Between Ctfidf and tfidf scoring methods, there is a significant difference in favor of the Ctfidf score (U = 1128; p = 0, 01; p < 0, 05). Nevertheless, there is no significant difference between Stfidf and Ctfidf scores (U = 1563; p = 0, 98; p > 0, 05).
In order to analyze the statistical significance of the average accuracy scores between first level semantics and second level semantics, Mann-Whitney U test is additionally applied on the accuracy results by considering the level as the independent variable. The results are listed in Table 4 .
According to the results listed in Table 4 , there is no significant average accuracy difference between the first level semantics and second level semantics (U = 1544; p = 0, 89; p > 0, 05).
Analysis on Maximum Prediction Accuracy Scores
Similar to the previous section, Kruskal-Wallis H test is also applied on the maximum accuracy scores. Mann-Whitney U test is also applied to identify the source of the difference. In Table 5 , based on the mean ranks, Stfidf accuracy results are higher than Ctfidf and tfidf scores respectively. According to the Kruskal-Wallis test, which is applied to understand whether there is a significant difference between the groups, there is a significant difference between different scoring methods. In order to identify the source of the significant difference by comparing binary groups, MannWhitney U test is applied and the results are tabulated as below.
In Table 6 , Stfidf scoring results is significantly higher than tfidf scoring results (U = 1100; p = 0, 01; p < 0, 05). Between Ctfidf and tfidf scoring methods, there is no significant difference (U = 1252; p = 0, 065; p > 0, 05). Similarly, there is no significant difference between Stfidf and Ctfidf scores (U = 1399; p = 0, 326; p > 0, 05).
In order to analyze the statistical significance of the average accuracy scores according to first level semantics and second level semantics, Mann-Whitney U test is additionally applied on the accuracy results by considering the level as the independent variable. The results are listed in Table 7 .
According to the results listed in Table 7 , there is no significant average accuracy difference between the first level semantics and second level semantics (U = 1564; p = 0, 98; p > 0, 05).
Conclusion
In this study, linked data sources are assumed to be single documents, which include many sentences to be experimented for a topical classification method. As linked data sources contain textual information as properties of their graph nodes, the textual properties (rdfs:comment and rdfs:label) in those sources was used to create an explanatory text document. These documents were used as the training and test sets of the classification algorithms. While analyzing those extracted documents, we have used WordNet to semantically enhance the feature vectors. As it is explained in this paper, the topic and hypernymy related keywords may create significant differences in some conditions (discussed in Sect. 4.3) on the prediction accuracy scores of the classification algorithms when used together with a semantic scoring function proposed in this paper. As explained in Sect. 4.3, the difference between Ctfidf and Stfidf scoring methods are not significant; however, both of these methods performs significantly better than standard tfidf scoring method. On one hand, semantic scoring provides an ordered list of topics and hypernym terms, which can be used as a recommender system for topic and tag recommendations. On the other hand, these scores can be used to improve a classification algorithm, which can be used to classify a newly discovered linked data source. The proposed scoring methodology is developed and shared as a public repository. All source code developed during this data collection, curation, and classification process can be accessed through the classification repository † .
