The relationship between the complexity classes P and NP is an unsolved question in the field of theoretical computer science. After a brief presentation, this paper looks at the relation between the P -NP question and the "Deterministic" versus "Non Deterministic" nature of a problem. Let us remind that the NP class is called the class of "Non Deterministic Polynomial" languages. Using the meta Mathematical argument that proofs should not have any reference to time, the paper shows that the P = NP assertion is impossible to prove in the deterministic or time independent framework of Mathematics. A similar argument based on Randomness shows that the P = NP assertion is also impossible to prove, so that the P -NP problem turns to be undecidable in the framework of Mathematics.
equivalent definition using the notion of a checking relation, which is simply a binary relation R ⊆ Σ * × Σ * 1 for some finite alphabets Σ and Σ 1 . We associate with each such relation R a language L R over Σ ∪ Σ 1 ∪ {#} defined by L R = {w#y|R(w, y)} where the symbol # is not in Σ. We say that R is polynomial-time iff L R ∈ P .
Definition : We define the class NP of languages by the condition that a language L over Σ is in NP iff there is k ∈ IN and a polynomial-time checking relation R such that for all
w ∈ L ⇔ ∃y(|y| ≤ |w| k and R(w, y))
where |w| and |y| denote the lengths of w and y, respectively. We say that y is a certificate associated to w.
C. The P -NP question
The "P versus NP problem", or equivalently, the question whether P = NP or not, is an open question and is the core of this paper. It is one of the Millennium Prize Problems listed by the Clay Institute. See Sipser [4] for the history of the question.
D. An example of NP problem : the 3-CNF-satisfiability problem
Boolean formulae are built in the usual way from propositional variables x i and the logical connectives ∧, ∨ and ¬, which are interpreted as conjunction, disjunction, and negation, respectively. A literal is a propositional variable or the negation of a propositional variable, and a clause is a disjunction of literals. A Boolean formula is in conjunctive normal form iff it is a conjunction of clauses.
A 3-CNF formula ϕ is a Boolean formula in conjunctive normal form with exactly three literals per clause, like ϕ := (x 1 ∨ x 2 ∨ ¬x 3 ) ∧ (¬x 2 ∨ x 3 ∨ ¬x 4 ) := ψ 1 ∧ ψ 2 . The 3-CNFsatisfiability or 3-CNF-SAT problem is to decide whether there exists or not logical values for the literals so that ϕ can be true (on the previous example, ϕ = 1(True) if x 1 = ¬x 2 = 1).
The size s of a 3-CNF formula ϕ is defined as the size of the corresponding Boolean circuit,
i.e. the number of logical connectives in ϕ. Let us note the property of the size s :
where n is the number of propositional variables x i and m the number of clauses in ϕ. Indeed, n 3 ≤ m ≤ 2 3 n(n − 1)(n − 2) 3 × 2 and (3m − 1) ≤ s ≤ (6m − 1)
as there is a maximum of 2 3 ×C and u i > u j for i < j. See Table I . So, the total number of such formulae is
Let Φ n,m denote the set of all these formulae :
So,
The 3-CNF-Satisfiability problem is to find a function Ξ :
ϕ 0 if ϕ is non satisfiable and 1 otherwise
The 3-CNF-Satisfiability problem is known to belong to the NP class. See [2] for details.
II. The deterministic nature of a problem and the P − NP question
A. The ND Safe Problem : a Non Deterministic Problem
The P −NP problem is related to deterministic language (in Turing Machine terms) problems, like the 3-CNF-SAT problem. In real life, there exists non deterministic decision problems, where the output is a random variable. An instance of such a problem is the search for the opening key combination of a safe, knowing that this combination is regularly randomly changed (uniform random model) : for instance, every second, a new combination is chosen. To solve this problem, you need to test all combinations for the n opening buttons.
Here we suppose that each button has only two positions {0,1}. Let us call this problem the Non Deterministic or ND Safe Problem.
Theorem : The ND Safe Problem cannot be solved in a polynomial time :
The proof is based on the fact that the past unsuccessful tested combinations (certificates)
do not bring any information towards the solution. Any unsuccessful certificate only reduces the set of possible solutions by one unit. The set of certificates to be checked in future does not change significantly.
Any algorithm should then go through the entire set of "maybe" combinations, till it finds the correct one. There is no way (because no useful information is available from the "past")
to go straightforward or efficiently (e.g. in a polynomial time) to the correct combination.
In the worst case, the correct code will be found while the last combination is checked, and therefore, T M (n) = 2 n .
B. The difference between Non Deterministic and Deterministic Problems
The core of the previous proof lies in the fact that the algorithm is unable to learn anything important from past unsuccessful tests. Moreover, even if the algorithm finds the exact combination for a given safe, this will not help to find, in the future, the opening combination for the same Non Deterministic safe. Each time, one starts with no prior useful information. This is not the case for a safe whose opening combination is fixed once for all (Deterministic Safe). As soon as one finds the opening code, this information can be used anytime in the future to solve the problem; this will only take one operation (or n if there are n buttons).
Let us summary this difference in Table II . The second column [T M, t 0 (n)] corresponds to T M (n) when the solution is worked out for the first time, and the third column [T M, t 0 +∆t (n)] corresponds to T M (n) for a next trial, when one searches the solution for the same problem.
∆t should be large enough so that the entire search for the correct combination (first trial)
can be achieved between t and ∆t. Note that, in any case, ∆t is finite. 
C. Two important conclusions
The Safe Problem is similar to NP problems : difficult to solve, but easy to validate.
It is however not a NP problem in the formal sense that there is no Turing Machine or algorithm to solve it. It is a real life problem but not a Mathematics or Computer Sciences NP problem.
Let us underline two important conclusions drawn from the example of the Safe Problem example.
• First conclusion :
The non polynomial (or exponential) nature of the ND Safe Problem lies in the impossibility to learn from previous unsuccessful certificates. This is a consequence of the random nature of the problem.
• Second conclusion :
The deterministic nature of the D Safe Problem yields to a value of T M (n) depending of time, with the fact that T M (n) can change from exponential to polynomial after ∆t large enough. These two conclusions will be at the heart of our arguments for the undecidability of P = NP [second conclusion (6)] and P = NP [first conclusion (5)].
III. A "Meta Mathematical" proof that P = NP is impossible to prove
One way to prove that P = NP is to show that no useful information can be retrieved from previous trials. This is not the case for the 3-CNF-SAT problem. Let us show that the 3-CNF-SAT problem behaves as the D Safe Problem.
A. The Computation of T M, t 0 +∆t (n) for 3-CNF-SAT
Let us now consider the 3-CNF-SAT problem. This is a deterministic problem. Let us suppose that Ξ [the 3-CNF-SAT decision function, see equation (4)] is known for all the 3-CNF formulae in Φ n,m . Till now, we do not know whether Ξ can be computed in polynomial time or not.
The output of Ξ is the set S n,m of all satisfiable 3-CNF formulae of Φ n,m , or equivalently S n,m = Φ n,m \ S n,m . As equation (2) shows, S n,m or S n,m contains at most O(n 3m ) elements.
The worst case occurs when m = (2
. As S n,m ⊆ Φ n,m , the equation (3) gives us the following result :
See Fig.1 for an example of #{Φ n,m } and #{S n,m } with n = 4.
So, one can now calculate T M, t 0 +∆t (n) : it is the time required to check whether a specific 3-CNF formula belongs or not in S n,m , after ∆t large enough for the entire set S n,m to be computed (∆t is finite). If one can allocate an exponential space for memory to save the elements of S n,m (as accepted in Turing machines), then a hash algorithm, based on the clause's signatures, can be used to see whether a 3-CNF formula ϕ belongs or not to the set (1) [
The 3-CNF-SAT problem is then similar to the deterministic D-Safe problem.
B. Theorem of undecidability for P = NP
Theorem : It is impossible to prove that P = NP in the Deterministic framework of Mathematics.
Proof:
The solution of the 3-CNF-SAT problem is equivalent to the setting of these two functions Ξ ′ and Ξ" :
(And in time
The meta mathematical argument lies in the fact that any operation done by Ξ ′ in t 0 can be reduced to a polynomial time operation by Ξ ′′ in t 0 + ∆t 2 .
Mathematically speaking, it is impossible to make a formal or mathematical distinction between both functions Ξ ′ and Ξ", as time does not interfere with proofs in mathematics.
More precisely, if someone proves that the 3-CNF-SAT problem Ξ (or Ξ ′ ) is non polynomial, this assertion should be true at any time, independently of t, even in t 0 + ∆t. The proof could not introduce time in the demonstration. But people will only be able to proof the non polynomial nature of 3-CNF-SAT for time t 0 , certainly not for time t 0 + ∆t as shown in equation (10).
This seems to be a philosophic or meta mathematical argument, but it points out the clear separation between deterministic and non deterministic problems.
2 To make it easier to understand, let us think to the Fermat's last problem. It takes more than 350 years to be solved, but now it only takes one operation to say that the solution is "n = 2". Another example is our version of 3-CNF-SAT with n = 4 : it takes us several months to build Sn,m, but now it only takes seconds to solve the 3-CNF-SAT problem with 4 variables. And this is done for ever. A similar reasoning can be done for the i th decimal of π, or for the list of the first prime numbers.
IV. A "Meta Mathematical" proof that P = NP is impossible to prove A. The "P = NP " assertion is not equivalent to "Not P = NP "
The previous time dependent argument is no longer valid with respect to P = NP , as
Indeed, from a strict mathematical point of view, one should accept that P = NP as soon as P = NP is proven to be impossible.
But, for a computer scientist, the assertion "P = NP " does not mean exactly the contrary of "P = NP ", even if both assertions are mutually exclusive. Indeed, "P = NP " can be rewritten as
∀t, ∆t and for all problem M in P and NP
The idea in this section is to show that for a NP problem M, there must be a time t
3 Therefore, equation (11) will not hold and the assertion "P = NP " will be false.
Like for the Safe Problem (see first conclusion (5)), the idea here is to point out some random property related to a special class of 3-CNF formulae, the MNS 3-CNF formulae.
B. The class of MNS 3-CNF formulae
Let us first introduce the notion of Maximal Non Satisfiable (or MNS) 3-CNF formulae.
Definition : A MNS 3-CNF formula is a non satisfiable 3-CNF formula ϕ n,m such that any sub-formulae ϕ k,l (k ≤ n, l ≤ m) of ϕ n,m is satisfiable. This means that the non satisfiability nature of ϕ n,m requires the entire set of the m clauses of ϕ n,m .
The argument in this section is to divide the 3-CNF-SAT problem into two separated and orthogonal problems : the MNS-3-CNF-SAT and the MNS-Reduction problems.
3 Ω(2 n ) means that the computation time is larger than 2 n (i.e. exponential).
C. Theorem of undecidability for P = NP
Theorem : It is impossible to prove that P = NP .
Proof:
First, we prove that : for some time t + ∆t, the 3-CNF-SAT problem is Ω(2 n ), even if one
The core of this proof is to concentrate our attention, not on the satisfiability characteristic of ϕ n,m , but on the non necessary clauses in ϕ n,m .
• Let us suppose that, for some time t, we have got enough time to build the set S • At time t + ∆t (remember that we have the knowledge of S M N S n,m , from time t), we want to check whether ϕ n,2m belongs or not in S n,2m [the general 3-CNF-SAT problem].
Our 3-CNF-SAT algorithm on ϕ n,2m will use the knowledge of S M N S n,m as this information is related to the most difficult part of the algorithm (the non satisfiability property of a 3-CNF formula). Moreover, at time t + ∆t, this sub-algorithm is polynomial for any MNS 3-CNF formula.
So, the 3-CNF-SAT algorithm will have to find, inside the clauses of ϕ n,2m , the added or noisy clauses, so that it can find the hidden MNS sub-formula ϕ n,m in ϕ n,2m . Let us call this search the MNS-Reduction problem. We have thus divided the 3-CNF-SAT problem in two orthogonal problems : the MNS-3-CNF-SAT problem (in O(n k )) and the MNS-Reduction problem.
• Let us now prove that, at time t + ∆t, the MNS-Reduction problem is Ω(2 n ) for our 3-CNF formula ϕ n,2m . Once again, we use a meta mathematical argument.
From the Maximal Non Satisfiable formula ϕ n,m , one can add any extra clause without changing the non satisfiable nature of the obtained formula. These added clauses can be selected in a totally arbitrary way, with respect to ϕ n,m (except that all clauses should be unique). So, one can add to ϕ n,m many different clauses, in a random way, without link with ϕ n,m . One possible random output of this generation process can be our peculiar formula ϕ n,2m .
In fact, ϕ n,2m can be seen as the final output at time t + ∆t of a random process beginning with ϕ n,m at time t. If we look at the process in a backward way, we see that there are C 2m m different possible random processes beginning with different ϕ n,m , which lead to a peculiar ϕ n,2m . Mathematically speaking, it is impossible to distinguish the deterministic formula ϕ n,2m from the result of a true random process. And if ϕ n,2m is truly a random output, we are then in presence of a problem like the Safe Problem (see first conclusion (5) n,m } is Ω(2 n ) (see Appendix and figure 1), the computation of overall information will take an exponential time. In fact, we are forced to start from ϕn,2m and try to reduce it.
Finally, one has to prove that any 3-CNF-SAT algorithm should contain, for some time t, a sub-algorithm equivalent to the MNS-Reduction algorithm, and therefore is Ω(2 n ).
The proof of this assertion is based on the very nature of the 2m clauses of ϕ n,2m : m of them are mathematically related to the non satisfiability property of ϕ n,2m , while the other m clauses are totally unrelated (as noise) to it. Any 3-CNF-SAT algorithm for ϕ n,2m should handle, in some way, these noisy extra clauses. And, as these extra clauses can be anything (totally random), there is no way to escape some exponential MNS-Reduction process to get rid of them.
Once again, the Pseudo Non Deterministic nature of the problem arises in the reflection.
It is because of the pseudo random nature for the extra clauses (from ϕ n,m to ϕ n,2m ) that there is no efficient or polynomial way to find back [here appears the dependence of time] ϕ n,m inside ϕ n,2m , and thus 3-CNF-SAT cannot be proved to be in P because of that.
V. Conclusion
This paper tries to show that the P ? = NP problem is linked with the deterministic nature of the problem. Indeed, we have showed that the P −NP problem cannot be solved within the deterministic framework of mathematics, as neither P = NP or P = NP can be proved without reference to time.
The impossibility for a solution to P ? = NP leads us back to the Pseudo Non Deterministic nature of the most difficult problems, the NP −hard problems. Therefore, the P − NP undecidability can be seen as the expression of the impossibility for Mathematics to give a time independent definition of (pseudo-)randomness 5 .
VI. Appendix : Details about the complexity of the MNS-Reduction Problem

A. Preliminaries
Let ϕ * n,2m be the 3-CNF formula to be reduced, and ϕ n,p be any sub-formulae of ϕ * n,2m . We suppose that ϕ * n,2m is a random extension of some ϕ n,m in S The MNS-Reduction Problem checks whether there exists ϕ n,p in S M N S n,p , for some p ≤ 2m, such that ϕ n,p is a sub-formula of ϕ * n,2m and ϕ n,p is Maximal Non Satisfiable.
B. The two algorithms for the MNS-Reduction Problem
Two algorithms exist for the MNS-Reduction Problem :
1. From ϕ n,2m to ϕ n,p : one considers all the possible sub-formulae of ϕ * n,2m with dimension (n, p) (p < 2m), and then checks whether these sub-formulae belong to S M N S n,p ; one stops as soon as such a sub-formula is found. By hypothesis, the algorithm will stop with p = m as ϕ * n,2m is an extension of some ϕ n,m ∈ S M N S n,m .
2. From ϕ n,p to ϕ n,2m : for each formula ϕ n,p in S M N S n,p (p < 2m), one checks whether ϕ n,p is a sub-formula of ϕ * n,2m ; one stops as soon as such a formula is found. Here again, p = m at the end of the process.
C. Complexity of the first algorithm
Because of the pseudo random nature of ϕ * n,2m , the algorithm is required to consider all the sub-formulae of ϕ * n,2m of dimension (n, p)(p < 2m). As ϕ * n,2m is an extension of some ϕ n,m , the algorithm will consider
For each of these sub-formulae, it takes O(n k ) operations (see equation (8)) to check whether it belongs or not to S
D. Complexity of the second algorithm
Because of the pseudo random nature of ϕ * n,2m , the algorithm is required to consider all the formulae belonging to S M N S n,p (p < 2m). As ϕ * n,2m is an extension of some ϕ n,m , the algorithm will consider
For each of these formulae, it takes O(n k ) operations to check whether one gets or not a subformula of ϕ * n,2m . This is just a classical string searching algorithm, which has polynomial complexity. So, the complexity of the second algorithm will be
In fact, we do need to prove that This is done in the next section.
E. Theorem :
m p=1 #{S M N S n,p } = Ω(2 n ) for m ≥ C n 3 2 n 2 n−3 +C n 3 −1
E.1 Notations
Let ϕ n,m ∈ Φ n,m be a 3-CNF formula with propositional variables x 1 , · · · , x n and clauses ψ 1 , · · · , ψ m . Let Ψ n be the set of the 2 3 × C n 3 possible clauses with n variables, and {0, 1} n be the set of all possible logical values for the variables. Table   III . It is clear that #S j = 2 n−3 .
Let us define g ⇐ (v|ϕ n,m ) = {ψ j : ψ j (v) = 0, ψ j in ϕ n,m }. We have that #{g
as each v can correspond to maximum C n 3 clauses. 
E.2 Sufficient and necessary conditions for non satisfiability
Theorem :
Proof:
Theorem : A 3-CNF formula ϕ n,m is not satisfiable in the MNS-3-CNF-SAT sense, i.e.
Proof:
On the contrary, let us suppose that j S j = {0,
n ⇔ ϕ n,m is not satisfiable, even when the clause ψ j is deleted.
⇔ ϕ n,m is not a Maximal Non Satisfiable formula.
Theorem : Only formulae ϕ n,m with 8 ≤ m ≤ C n 3 2 n 2 n−3 +(C n 3 −1) def = m max can be non satisfiable in the MNS-3-CNF-SAT sense.
• As #S j = 2 n−3 :
April 4, 2009-9 : 16 am DRAFT
• As ϕ n,m is not satisfiable in the MNS-3-CNF-SAT sense :
of relations between the m clauses ψ j and {0, 1} n ]
But we know that this total number of relations is also equal to
So, we have :
Proof: The idea is to build recursively a MNS-3-CNF formula from the graph of g.
• The first step is to choose a clause ψ 0 from the 2 3 C n 3 possible clauses, and then a element v 0 , called the pivot, among the 2 n−3 elements associated to ψ j in Table III . So, this first step has 2 n C n 3 possible choices. Note that we want to keep the following equality for these clause ψ 0 and pivot v 0 : g ⇐ (v 0 |ϕ n,m ) = {ψ 0 }.
• For the choice of the second clause ψ 1 , we have to discard those clauses ψ such that • The third (v 2 ), fourth (v 3 ) and fifth (v 4 ) steps are similar. We discard the same number of elements from the table at each stage, or less if we choose a pivot such that some redundancies appear with previous deletions. After five steps, there is at minimum • We stop after five steps, because there appears too many redundant deletions, and our lower limit is no longer meaningful.
• We have now five pivots v i and five corresponding clauses ψ i , such that g ⇐ (v i |ϕ n,m ) = {ψ i }.
For any choice of these pivots, it is possible to find at least one series of other clauses ψ such that the corresponding 3-CNF formula is Maximal Non Satisfiable. One just has to pick a new pivot v 5 from the remaining possible ones, and so on, till there is no more pivot to choose. This step is not difficult, but it is hard to compute the number of possible • Putting all together, we have 
