The technical feasibility of geothermal power production in a low enthalpy environment will be investigated in the geothermal site at Groß Schönebeck, North German Basin, where a borehole doublet was completed in 2007. In order to complete the Enhanced Geothermal System, three massive hydraulic stimulations were performed. A seismic network was deployed including a single 3-component downhole seismic sensor at only 500 m distance to the injection point. Injection rates reached up to 9 m 3 /min and the maximum injection well-head pressure was as high as ~60 MPa. A total of 80 very small (-1.8 < M W < -1.0) induced seismic events were detected. The hypocenters were determined for 29 events. The events show a strong spatial and temporal clustering and a maximum seismicity rate of 22 events per day. Spectral parameters were estimated from the downhole seismometer and related to those from other types of induced seismicity. The majority of events occurred towards the end of stimulation phases indicating a similar behavior as observed at similar treatments in crystalline environments but in our case at a smaller level of seismic activity and at lower magnitudes.
INTRODUCTION
Passive seismic monitoring (PSM) of microseismicity induced during hydraulic fracturing through massive fluid-injection is a well-established method to map the fracture growth, reservoir extent and permeability enhancements in hydrocarbon or geothermal reservoirs. Systematic fluidinjection was pioneered at the Rangely Oil Field, Colorado, confirming the hypothesis that earthquakes may be triggered by an increase of fluid pressure (Raleigh et al. 1972) . Since the Rangely experiment, many of PSM campaigns have been pursued in the petroleum industry confirming the direct correlation between injection flow rate and pressure and rate of induced seismicity (e.g., Kovach 1974 , Albright and Pearson 1982 , McGarr 1991 , Zoback and Harjes 1997 , Phillips et al. 1998 . On the other hand, Tosha et al. (1998) studied the seismicity recorded at Kakkonda Geothermal Field in Japan and found no clear relationship between the well operations and microearthquake swarms during the injections. However, when production was shut down, swarm activity occurred in the nearby area. They attributed this to a change in the characteristics of the geothermal reservoir due to multiple injections. The changes in spatial and temporal distribution of seismic events were also reported by Nagano et al. (1994) who pointed out that the seismicity did not occur in previously stimulated zones (the so-called Kaiser effect, also reported in, e.g., Baisch et al. 2002) . The changes in seismic event rate during multiple injections were also reported by Simiyu (1999) who noted the time lag between consecutive stimulations in the same reservoir. All these observations led to the development of downhole seismic recording during reservoir stimulation as a key method to monitor the migration of the injected fluid at depth and thus develop quantitative models of the reservoirs.
In recent years, there has been a considerable improvement in seismic data acquisition: e.g., the use of sensitive sensors with high sampling rate, installation of extensive seismic networks composed of both surface and borehole seismometers, located close to injection areas (e.g., Evans et al. 2005, Bourouis and Bernard 2007) . It enables recording of high-quality seismograms of very small events and allows for more sophisticated analysis schemes of small-scale brittle failure processes related to hydraulic stimulation. It improved primarily the precision of standard source parameter determination such as hypocenter location and event magnitude. It also allowed for calculation of other source parameters such as fault plane solutions, seismic moment tensors, moment magnitudes, source sizes as well as stress drop estimates. Zoback and Harjes (1997) analyzed almost 400 microearthquakes (M < 1.2) induced by injection of 200 m 3 of heavy brine at almost 9 km depth at
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the KTB deep drill hole in Germany in 1994. They reported microearthquakes grouped spatially into clusters that were induced by very small pore pressure perturbations. The highly similar waveforms suggested successive movement of adjacent fault patches. Jost et al. (1998) used the same waveform dataset to calculate compound fault plane solutions and invert the waveforms for the relative source time function and calculate the rupture directivity using the empirical Green's function technique (Hartzell 1978 , Mueller 1985 . They also performed the relative moment tensor inversion. They found pure double-couple events supporting the results previously obtained by Zoback and Harjes (1997) . They also found that the static stress drop is increasing with seismic moment. In a similar experiment at the same site six years later (Baisch et al. 2002 , Bohnhoff et al. 2004 , the seismic network detected 2799 events (-1.2 < M L < 1.1). 237 events had a sufficient signal-to-noise ratio at the surface stations to determine reliable hypocenters. A strong spatiotemporal clustering was observed with clouds of seismicity moving away from the borehole with time. 125 focal mechanisms were calculated and used in the following stress tensor inversion. The study confirmed the strike-slip regime observed at KTB. Shapiro et al. (2006) showed that only positive pore pressure perturbations induced seismicity and they confirmed that fluid pressure diffusion is a dominant mechanism of seismicity triggered by fluid injections in KTB. Kümpel et al. (2006) analyzed the seismicity related to injection test performed at KTB in [2004] [2005] . They found that the seismicity was much weaker than in previous experiments. They attributed it to the lower pressure build-up and increased transmissivity of the fault system. Jahr et al. (2008) investigated the deformation caused by water injected in KTB. They found the maximum deformation of ~3 cm correlated with the region of the observed induced seismicity. Extensive downhole seismic monitoring of induced seismicity was also performed at the European Deep Geothermal Energy Program site in Soultzsous-Forêts, France. The sequence of fluid injection/production experiments was performed in 1993 , 2000 and 2003 (see Evans et al. 2005 , Cuenot et al. 2006 , Darnet et al. 2006 , Charléty et al. 2007 , for a comprehensive review). The maximum flow rate was reached in 2003 with 5.4 m 3 /min when a total of 37 000 m 3 of water was injected. High seismicity rate was observed almost instantaneously with the start of injection, except when the target area had been stimulated during previous injections (Charléty et al. 2007) . In general, occurrence rates of events were sensitive to changes in the flow rate and the microseismic activity decayed exponentially after shut-in of the boreholes. The stronger microearthquakes occurred just after the shut-in phase. Charléty et al. (2007) also observed a slight increase in average magnitude values during shut-in in comparison with injection periods and a slow decrease in the number of earthquakes from one year to another. Various
spatial structures of seismicity were observed, including planes with sizes much smaller than the source dimension of individual events, suggesting a multiple breakdown of the asperities. Hundreds of double-couple fault plane solutions were calculated (Cuenot et al. 2006 , Charléty et al. 2007 ) indicating a normal faulting environment in the proximity of injection wells with strike-slip components at greater distances. Indications for non-doublecouple seismic events were observed and considered to be related neither to numerical artifacts, nor to possible curvature of the faults (i.e., complex source processes) nor to the opening and shearing mode of failure (Cuenot et al. 2006) . They were attributed to either cooling around the injection or large increase in overpressure. No evidence for tensile faulting was observed (Charléty et al. 2007) . No clear evidence was found for the breakdown in self-similarity of seismic events (i.e., moment dependent stress drop).
In this study we analyze microseismicity induced during a massive (injection rate reaching 9 m 3 /min) fluid injection experiment performed at the geothermal site in Groß Schönebeck, Germany, in August 2007. Seismic monitoring was achieved by the seismic network including a borehole geophone as close as 500 m to the injection point. We investigate the spatial and temporal distribution of the events to monitor the propagation of the injection. We determine the source characteristics such as seismic moments and source radii in order to assess the earthquakes' strength and extent of ruptured faults. We investigate whether there are any signatures of the type of event (shear/extensional failure) by comparing the energy radiated from P and S waves. We try to assess the damaging potential of recorded seismicity by comparing the seismic moment and radiated energy.
SITE DESCRIPTION
The Groß Schönebeck Research wells E GrSk 3/90 (here abbreviated as EG) and Gt GrSk 4/05 (GG) are located in the eastern part of the North German Basin, which is characterized by sedimentary deposits of several km thickness and absence of recent tectonic activity. Low enthalpy geothermal reservoir rocks (see Reinicke 2010, for details) are to be found here as siliciclastic sediments and volcanics of the lower Permian at an average depth of about 4000 m and at formation temperatures of up to 150°C. The existing well EG was used for repeated stimulation treatments to investigate scenarios of enhancing productivity of thermal fluid recovery from the underground (Zimmermann et al. 2009 ). Subsequently, the doublet has been completed with a second well GG with a total depth of 4400 m. In order to maximize the zone over which the subsurface heat exchanger can be created, this new well is inclined at 47° in the reservoir section. It was drilled in the direction of the minimum horizontal stress σ h = 288° (Moeck et al. 2007) for optimum hydraulic fracture align-A u t h o r c o p y ment. Hence the orientation of any hydraulically induced fractures is expected to be 18°N, i.e., in the direction of the maximum horizontal stress. While the deep well GG was used to perform fluid injection to locally enhance permeability and thus fluid circulation between both wells, a downhole seismic sensor was deployed in well EG at 3800 m depth. The sensor is located at only 500 m distance to the injection point, providing the opportunity to monitor the induced seismicity as low as M W ≈ -2.0.
INJECTION EXPERIMENT
Three hydraulic treatments were performed in well GG in summer 2007: One in the Lower Rotliegend volcanic section and two in the sandstone section of the Upper Rotliegend Dethlingen formation (see Fig. 1 ). The entire well was cased and cemented except for the lowermost 40 m, where an uncemented perforated casing was installed over an open hole section. The Fig. 1 . Alignment of the well paths and the fracture treatments of the doublet system at the Groß Schönebeck drill site, after Zimmermann et al. (2008) .
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permeable volcanic rocks were stimulated through a massive cyclic waterfrac treatment (Zimmermann et al. 2008) . A cyclic injection procedure was chosen following technical constraints such as availability of fresh water and the expectation that a cyclic, high flow rate injection (up to 9 m 3 /min) will enhance fracture propagation and performance compared to a constant and low (3 m 3 /min) stimulation. The first and major injection was performed over a period of 6 days, between 9 and 14 August 2007. A total amount of 13 000 m³ of water was injected. The maximum injection well-head pressure reached 58.6 MPa. Two other treatments were carried out in the porous and permeable Upper Rotliegend sandstone formations over the intervals of 4122 to 4118 m and 4204 to 4208 m, respectively. 500 m³ of crosslinked gel were injected in each of the treatments Reinicke 2010) , at maximum well-head pressures of 49.5 MPa and 38.0 MPa, respectively. In the following analysis we primarily focus on the major injection in volcanic rocks.
SEISMIC NETWORK
The site conditions for a near-surface based seismic network are unfavorable due to the thick sedimentary formations and evaporite sequences at depth. Both results in low signal-to-noise ratios of seismic waves decreasing with distance from the source (see Weber et al. 2005) . Nevertheless, we deployed a seismic network consisting of seven three-component seismometers including one downhole seismometer operated at 3800 m depth in EG well at only ~500 m distance to the injection point (see Fig. 2 ). The additional six instruments were installed both at the surface and in shallow (~60 m deep) boreholes, at about 3 km distance from the well head. The deep borehole sensor was of type GEOSPACE HS-1 with natural frequency of 15 Hz and sampling rate of 1000 Hz. The sensors located at the surface and in shallow boreholes were equipped with MARK SERCEL L4-3C seismometer (1 Hz) and SENSOR SM6-B geophones (4.5 Hz), respectively, and all sampled at a rate of 200 Hz. The acquisition system was continuously recording between 2 and 22 August 2007, framing the injections into the volcanic and sandstone layers. Data recovery rate of the network was 95%. We used regional seismic events from the Legnicko-Głogowski Copper District in Poland to calibrate the network (8 August 2007, M L = 3.7, and 15 August 2007, M L = 4.3, R = ~230 km according to SZGRF network). Those recordings and a calibration shot fired at 4000 m depth in the injection well (about ~500 m from the deep borehole sensor; see Fig. 3 ), close to the perforation point, were used to determine the orientation of the deep downhole sensor with an uncertainty of 15°. Unfortunately, the calibration shot could not be used to estimate the P-and S-wave velocities, as its origin time was not synchronized to the acquisition system clock due to technical problems. Noise levels at the seismic sensors were sufficiently low prior to injection and during relatively low injection rates (not exceeding 2 m 3 /min). However, during high injection rates, the deep downhole sensor was seriously contaminated by noise generated by the water pumps extending almost over the entire frequency range of the recorded seismic energy (Fig. 4) . As a result, the recording and detection conditions were significantly limited during the periods of larger injection rates.
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INDUCED SEISMICITY
A total number of only 80 microearthquakes were detected by the downhole seismometer using a LTA/STA (long-term average/short-term average) detection algorithm supported by an autoregressive AIC picker (Yokota et al. 1981, Leonard and Kennett 1999) to increase the detection accuracy. The P and S onsets were measured with uncertainty not exceeding 3 samples (i.e., 3 ms). The estimated magnitudes of induced microseismic events were unexpectedly low and ranged -1.8 < M W < -1.0. In consequence, because of source-receiver distances exceeding 5 km, high frequency content of the recorded seismic events (> 200 Hz) and attenuation of seismic signals, the events were only recorded by the three-component deep borehole sensor and were too small to be detected by the surface stations. Therefore, the entire analysis had to be focused on recordings from the one three-component deep borehole sensor. The analysis using one sensor limited the reliability of obtained source parameters; nevertheless, we decided to calculate the source parameters in order to get an insight in seismicity induced by the stimulation. Middle panel: S-P-wave differential travel times of seismic events, detected at the deep borehole sensor. The arrows and rectangle mark the A, B, C1 and C2 clusters analyzed in this study (see Fig. 9 and Table 1 ). Bottom panel: Daily rate of detected seismic events.
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Only a few seismic events were recorded before the first injection test that started on 9 August. During the stimulation test (9-10 Aug), the injection rate varied between 0 and 5 m 3 /min, whereas the well-head pressure ranged between 0 and 50 MPa (Fig. 5) . A relatively large number (20) of seismic events occurred almost instantaneously (~20 min) during the injection test (Fig. 5, sequence A) . For some of the events, the S-P times could be determined and we were able to estimate at least the hypocentral distance. The majority of S-P times did not exceed 0.1 s. Assuming median P-wave (V P = 4388±450 m/s) and S-wave velocities (V S = 2575±250 m/s) as determined from 3 core sample measurements of sandstones (Trautwein and Huenges 2005) , it corresponds to hypocentral distances smaller than 600 m. The hypocentral distances coincide with the distance between the deep sensor A u t h o r c o p y location and injection area. Since we do not have information on the incident angle of the recorded seismicity, we speculate that the events from sequence A occurred in sandstones, in the direct proximity of the injection point.
No significant increase in seismic event rate was observed after the start of the longer injection phase on 11 August contradicting earlier findings during comparable experiments. This lack of seismicity may be only partially explained by the increase in pumping noise level (on 11 August the injection rate reached two times its peak value, i.e., 9.38 m 3 /min) as there were also a few episodes with much lower injection rate (and thus lower noise level) where almost no seismicity was detected. On 13 August, about two hours after the flow rate dropped from 5 m 3 /min to less than 1 m 3 /min (decrease in well-head pressure from 50 to 30 MPa), the most prominent seismic sequence occurred (sequence B in Fig. 5 ). The sequence lasted about 1.5 hours and consisted of more than 20 events with clear S-wave onsets whereas P-wave onsets were difficult to be identified in some cases. Interestingly, six events of this sequence formed three pairs in time with ~200, ~600, and ~700 ms difference between P-wave onsets, respectively. The S-P time appeared to be consistent for all events (110-120 ms, 683-751 m). The hypocenter determination performed with the three-component deep borehole sensor, described in the following section, confirms the common spatial origin of these events as shown in Fig. 6 . The cross-correlation analysis of cluster B events also reveals similarity of waveforms ( Fig. 7) with correlation coefficients ranging between 0.61 and 0.84.
The last sequence (C) occurred after the end of injection on 14 August. This sequence contains 12 events (9 located) with high signal-to-noise ratio for both P and S arrivals. The first events from sequence C occurred 20 minutes after the total shut-in of the well. Sequence C could be divided into two subgroups. The first subgroup (C1) consisted of six events with waveforms similar to that from cluster B (cross-correlation coefficients 0.65-0.95, 0.8-0.98 within C1 cluster). The almost identical S-P times of 113-115 ms, azimuths and incidence angles correspond to the same parameters estimated for cluster B (cf. Figs. 5 and 6 ). The second subgroup (C2) comprises at least three events (cross-correlation coefficients 0.61-0.71) with different waveforms and azimuths. S-P times range from 86 to 93 ms. Three examples of recorded seismic events from groups B, C1 and C2 are shown in Fig. 7 . The detailed information on seismic parameters is listed in Table 1 .
After shut-in, the number of recorded seismic events dropped to a few events per day (only two could be located) while the well remained unchanged for four days until the next experiment was performed on 18/19 August. The injection into a more porous and permeable sandstone formation induced only two very weak events, hardly recorded by the deep borehole sensor (additional two preceded the injection). 
HYPOCENTER DETERMINATION
In the first step, we estimated the spatial distribution of the recorded seismicity using the 3 component borehole sensor. The hypocentral distances ranged between 680 and 750 m and between 536 and 580 m for clusters B/C1 and C2, respectively. The picking accuracy for P and S onsets for the noisiest events analyzed does not exceed three samples (corresponding to the maximum difference of ±19 m in hypocentral distance). Its contribution to the overall error in hypocentral distance is thus smaller than the one resulting from uncertainties in the velocity model used, which are of the order of ±70 m (the estimations based on ±10% variation of P and S velocity of core samples measured). We assumed overall uncertainty (3σ) of distance estimation to be ±89 m. To determine the direction of incoming waves at the downhole sensor we applied a polarization analysis (e.g., Plesǐnger et al. 1986 ). In addition, the results were tested by a manual rotation of the wave- forms towards the maximum polarization of the P wave. Assuming isotropic medium and straight seismic ray paths between seismic source and seismometer, a total number of 29 events could be located using S-P times as a measure of distance (Fig. 6) . We compared results from automatic and manual polarization analysis, and concluded that the uncertainty for the azimuth 
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angle and angles of incidence is ±10º and ±5º, respectively. This corresponds to maximum horizontal and vertical errors of ±125 m and ±63 m for clusters B and C1, respectively. Accordingly, the location uncertainties for cluster C2 are ±97 and ±49 m, respectively. The spatial distribution of seismic events from cluster B and C1 and mutual similarity of their waveforms suggests that all events occurred on the same (fault) plane and that they might reflect earthquakes that repeatedly re-ruptured the same fault patch, as noted by, e.g., Baisch and Harjes (2003) . We fitted location coordinates, using leastsquares technique to the plane surface. The strike and dip of the resulting plane (marked in Fig. 6 ) were found to be 17º and 52º, respectively, which is in good agreement with the stress regime in the studied area (see e.g., Moeck et al. 2009a) . We found events from clusters B and C1 moving outwards from the injection area with progressing time (i.e., the shallower events occurred in the later stages of injection, see Fig. 6 ). This possibly reflects the migration of fluids through volcanic rocks and sandstones.
ASSESSMENT OF SOURCE PARAMETERS
We made an attempt to assess the source parameters using the borehole sensor to gain some insight into the seismic moment release caused by injection. We also wanted to achieve a rough estimation of the fault sizes' and the damaging potential of seismic events induced by the injection. The preprocessing started with rotation of 3-component waveform data into a local ray coordinate system (radial, SV and SH) of the maximum P-wave polarization. Then, the ground velocity records were integrated to obtain the displacement waveforms. Selected parts of P and S phases (typically not longer than 80-90 ms) were tapered using a 10% von Hann's window. A Fast Fourier Transformation (FFT) was then applied to both the ground velocity and displacement waveforms. The resulting spectra were multiplied by a factor ( )
, where R is the distance and V C is the P-or S-wave velocity, to correct for frequency-independent attenuation. We assumed Q P = 300 and Q S = 150 (these values seemed to produce the best fit between obtained spectra and Ω -2 source model). As the exact values of the attenuation factor are in fact not known in the direct vicinity of the borehole and injection area, we examined the influence of applied Q correction on calculated source parameters. We assumed that the quality factor may vary in a range of 200-400 and 100-200 for P and S waves, respectively, and then estimated the uncertainty of derived source parameters by the rule of uncertainty propagation. The attenuation correction had no visible effect on spectral level (therefore, e.g., seismic moment) but it strongly affected the estimation of energy flux and corner frequency. An example of amplitude spectrum is shown in Fig. 8 . Fig. 8 . Example of displacement spectrum calculated from radial component (sequence C1, event 25, see Table 1 for details). The noise level is shown with grayed line. The dashed lines mark spectral level and corner frequency selection.
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The spectral parameters were estimated from horizontal components for events from clusters B and C, assuming Ω -2 Brune's model (Brune 1970) and the methodology developed by Andrews (1986) . The bandwidth used in this study ranged from 50 to 300 Hz. The reliable estimation of source parameters from radial component was possible only for cluster C (no noise from water pumps) and selected events from cluster B. Source parameters were corrected for the limited frequency band considered, according to Di Bona and Rovelli (1988) and Ide and Beroza (2001) . The seismic moment was calculated using:
where ρ = 2900 kg/m 3 is the medium density, V C is either P-or S-wave velocity, R is the source-receiver distance calculated from the S-P propagation time difference and Ω is the spectral level investigated manually on seismograms (for S waves,
The additional term R C is the correction accounting for radiation pattern. In this study, we used Monte-Carlo methodology provided in Boore and Boatwright (1984) to calculate R C . We assumed that the most probable focal mechanism ranges from normal to strike slip faulting (rake from -90º to 0°), as suggested by Moeck et al. (2009b) . We assumed fault strike equal to 17°±15° and dip equal to 52°±5°. We found R P and R S ranged 0.35-0.49 and 0.86-0.90, respectively. We used median values of R P = 0.42±0.07 and R S = 0.88±0.02 to correct for radiation pattern. The corrections for a free surface effect and site were not applied due to the downhole location of the sensor (e.g., Gibowicz and Kijko 1994) . We assumed that the seismic moment may be biased by a factor of 2 due to manual picking. The moment magnitude was computed using the standard relationship (Hanks and Kanamori 1979) : M W = 0.66 logM 0 -6.07. The overall uncertainty of M W estimation, affected primarily by the uncertainty of the picking process and velocity model, did not exceed ±0.30.
The radiated energy for either P or S wave is calculated following Boatwright and Fletcher (1984) :
where
is the measure of the seismic energy flux (Snoke 1987) and V(f ) is the ground velocity FFT spectrum of either P or S phase, corrected for attenuation. The average radiation coefficients equaled <R P > = 0.52 and <R S > = 0.63 (Boore and Boatwright 1984) . The radiated energy was corrected for the limited frequency band according to Ide and Beroza (2001) . The P and S energy could only be calculated for events from cluster C. The main source of uncertainties (98% of total uncertainty) originates from assumed variations in the quality factor and the energy flux can vary by a factor of 0.66-2.52 and 0.61-3.00 for P and S waves, respectively. However, persistent pumping noise and high-pass filtering of signals make the quantification of radiated energy difficult and the error may be even higher.
The corner frequency f C was investigated manually on-screen and then averaged over P and S waves. Similarly to radiated energy, the estimations of corner frequency suffered from assumed variations in the quality factor. The calculated values may be biased by a factor of 0.87-1.36 and 0.84-1.43 for P and S wave, respectively.
The remaining source parameters assessed in this study were calculated as follows: where r is the source radius, σ a is the apparent stress and Δσ is the stress drop (e.g., Snoke 1987) . K C is the constant depending on the wave type and the source model used. We used the quasidynamic circular fault model of Madariaga (1976) to calculate the fault size and assumed that K P = 2.01 and K S = 1.32, appropriate values when focal mechanisms are not known. These correction coefficients provide a reasonable source size in case of small and induced seismic events (Gibowicz and Kijko 1994) . For the apparent stress we assumed the rigidity coefficient μ equal to 2 S V ρ . Source parameters for 29 events with -1.8 < M W < -1.0 are presented in Table 1 . Figure 9a presents the relationship between radiated energy E S and E P calculated from P and S phases for clusters C1 and C2. A similar relationship for seismic moments is shown in Fig. 9b . For cluster C1, the E S /E P ratio ranges from 21.9 to 34.9 (mean value 27.0). The obtained values for cluster C1 are in agreement with other studies, where the energy radiated in P waves commonly tends to be a small fraction (0.05-0.3) of that radiated in S waves (Boatwright and Fletcher 1984) . The values of the E S /E P ratio for cluster C2 are lower, in the range of 1.87-17.31. However, the magnitudes are small and the signal-to-noise ratio is rather poor and we cannot draw any conclusions. The ratio 
curacy in determination of the spectral level by manual picking and uncertainties in the wave velocity (cf. eq. 1). As the quality of determination of seismic moment is essentially same for P and S waves, the difference in seismic moment estimation reflects possibly the uncertainty of the velocity model used in our study and can be fully suppressed by decreasing the S-wave velocity by 150 m/s. This is much below the assumed uncertainty in S-wave velocity (±250 m/s). The change in velocity is supported by the calibration shot data.
The corner frequencies calculated from S waves (averaged over SH and SV components) and P waves for clusters C1 and C2 are consistent with f S /f P ratios equal to ~1.2. The difference may be an intrinsic source effect as well as the result of inappropriate correction for P or S attenuation. The S-wave corner frequency, ranging from 199 to 327 Hz, was subsequently used to Fig. 10 . The dependence between seismic moment and corner frequency and source radius for three analyzed clusters: B (black triangles), C1 (black squares) and C2 (black circles) in comparison with other studies in similar magnitude range: POM (start) -Pyhasalmi ore mine, Finland (Oye et al. 2005) , URL (rotated triangles) -Underground Research Laboratory (Gibowicz et al. 1991) , STR1, STR2 (light and dark grey rhombs) -Strathcona mine Young 1993, Urbancic and Trifu 1996) . The values of constant static stress drop are shown as lines. The error bars show uncertainty of seismic moment and corner frequency estimates (see text for details).
calculate the source radii. It is well known that calculation of the source radius is model-dependent (e.g., Gibowicz and Kijko 1994) . The resulting source radii ranged from 1.6 to 3.5 m and are affected by the uncertainty of the corner frequency estimation (i.e., variations in attenuation). The uncertainties of the source radius estimation did not exceed 3 m (see Table 1 for details). The relation between seismic moment and source radius and corner frequency is shown in Fig. 10 , together with uncertainties of seismic moment and corner frequency estimations and the lines of constant static stress drop ranging from 0.01 to 100 MPa. The values of static stress drop range from 0.04 to 1.21 MPa. They are, however, strongly affected by the uncertainty coming from source radius (78% of total error) and seismic moment (22%). As a result, static stress drop can vary by a factor of max. 6.7.
The calculated energy estimates generally provide an intermediate energy release values comparable to other studies within the same magnitude range, with values ranging from 0.9 to 449 J. Interestingly, cluster C2 presents the lowest values of radiated energy and this also applies to seismic moment or static stress drop estimates.
The uncertainty of apparent stress estimation is directly related to radiated energy (73% of total uncertainty originates from radiated energy). The other source of uncertainty is the seismic moment estimation (24% of the total error). As a result, the values of apparent stress are biased by a factor of 3.2. The values of apparent stress range from 0.01 to 0.26 MPa.
DISCUSSION AND CONCLUSIONS
The level of seismicity observed at the Groß Schönebeck geothermal site in the North German Basin is very low. The massive fluid injection into volcanic and sandstone formations at > 4 km depth in the sedimentary basin triggers induced microseismicity at magnitude levels 1.8 < M W < 1.0. The seismic signals do not penetrate thick sediments likely due to the high source-receiver distances, high frequency content of recorded waveforms and attenuation in the evaporite sequence above the reservoir. The seismicity rate is unexpectedly low considering the high injection rates of up to 9 m 3 /min and maximum injection pressures of nearly 60 MPa at the wellhead. This is in contrast to induced seismicity observed in granitic environment, e.g., at Soultz-sous-Forêts (France) and KTB (Germany). There, thousands of seismic events were recorded (with significantly larger event magnitudes) during injection experiments at much lower injection rates and well-head pressure, but with similar source-receiver geometries. This cannot be explained by the substantially higher noise level during injection as no major increase of the seismicity rate was observed during injection phases with low surrounding noise. It is obvious that the local geologic and tectonic
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settings are causing the difference in seismicity rate, and that comparable pore-pressure perturbations generated during fluid injection are not the only criterion to cause brittle failure during rock fracturing. The volcanic rocks at the Groß Schönebeck site might provide only limited shear strength accumulated on existing fractures compared to crystalline rock environments in Soultz or at the KTB. The fact that only two individual microseismic events were induced during the sandstone stimulation may be attributed to the possible different travel paths of fluids which were injected directly into sandstone deposits, characterized by even more limited shear strength compared to the volcanics (Moeck et al. 2009b) .
Besides the low seismicity rate during the stimulation phase, the activity stopped after the stimulation episodes and shut-in of the well (clusters B and C). This confirms findings from other injection tests independent of the local rock formation, indicating that especially larger (and thus easier detectable) events seem to occur predominantly after injection phases related to a sudden drop in injection rate and well-head pressure. It is still not clear, however, why the events have not occurred after the earlier episodes of highinjection rate followed by the drop down in injection rate and well-head pressure, e.g., on August 12 and 13, as the injection and pressure history were similar to the later episodes with recorded seismicity.
The majority of analyzed events form a plane structure striking ~17° and dipping ~52°ESE. Despite of uncertainties in the location accuracy described earlier, the orientation of the planar structure seems to be in very good agreement with the recent findings of Moeck et al. (2009a, b) , where the highly shear-stressed minor fault system located in the vicinity of injection wells is striking and dipping in the similar direction. Also, the waveforms from clusters B and C1 represent a significant degree of similarity as determined from cross-correlation analysis, suggesting a similar focal mechanism. As a conclusion, the spatial distribution of events in comparison to their source radii not exceeding 3.5±3.0 m may indicate repeated slip on individual patches. Such a behavior was observed in a number of data sets of induced seismicity (e.g., Baisch and Harjes 2003) as well as from natural microseismicity, e.g., at the Parkfield segment of the San Andreas Fault in central California (Waldhauser et al. 2004) . Moreover, we observe the migration of events outward from the injection area. Therefore, we think that almost all events considered in this paper (clusters B and C1) are attributed to the reactivation of fault plane(s) due to the increased pore pressure in the vicinity of the injection point.
We found seismic moment release with moment magnitudes extending over -1.8 < M W < -1.0 and source radii not exceeding 3.5±3.0 m. Seismic moments of the events are relatively smaller than events analyzed in other studies in the same frequency range (Gibowicz et al. 1991, Urbancic and 
Young 1993, Trifu 1996, Oye et al. 2005 ) (cf. Fig. 10 ). This cannot be explained by the uncertainties coming from velocity model, radiation pattern, attenuation or spectral level picking accuracy. The total effect of the aforementioned factors on the seismic moment is shown in Fig. 10 as error bars. The calculated values of seismic moment are situated at a lower part of the static stress drop interval with static stress drop smaller then 1.21 MPa, similar to data from Strathcona mine and Underground Research Laboratory in Canada. These values of static stress drop, even if we consider all the uncertainties, suggest a partial stress drop environment (i.e., not a uniform and coherent release of stress over the fault plane) and complex source processes (e.g., Gibowicz and Kijko 1994) .
Unfortunately, both energy-related estimates (total radiated energy and apparent stress) are strongly affected by assumptions on attenuation factors. The estimations also suffer from theoretical assumption on radiated energy coming from the finiteness of the frequency band and persistent pumping noise (the effect has not been taken into account). However, one may compare the ratio between radiated energy from P and S waves which is better constrained. The high amount of energy released as S wave in comparison to P-wave energy suggests dominantly shear-type events. This again supports the idea that the faulting process favors the slip over the (pre-existing?) fault planes rather than the opening of the cracks due to the increase of the pore pressure in which case the amount of energy released as P waves should be larger.
The estimated apparent stress is comparable to other studies and appear to be dependent on seismic moment. In agreement with other studies (e.g., McGarr 1999, Ide and Beroza 2001) , the scaling relationship between seismic moment and apparent stress is not seen when all individually scaled data sets are compared over a broad magnitude range. It is possible that the dependence may be related either to the different source processes or differences in travel path/attenuation between events from clusters B/C1 and C2. However, the most likely scenario is that we were simply unable to efficiently record and analyze events with higher corner frequencies (thus higher energies) within the same seismic moment range (Ide and Beroza 2001) , which would make the scaling between apparent stress and seismic moment less significant or even not visible. Finally, the average value of the SavageWood efficiency (the ratio between apparent stress and static stress drop) for analyzed events is ~0.25. This indicates friction-dominated events, according to nomenclature provided by Richardson and Jordan (2002) . These events are similar to tectonic earthquakes and occur on pre-existing planar zones of weakness, such as bedding planes, dikes, and reactivated faults. This is again in agreement with the idea for the mechanism of induced microseismicity recorded in Groß Schönebeck.
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