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Abstract
In this paper, we use the appropriate boundary action for the vector fields near the
horizon of near extremal Kerr black hole to calculate the two-point function for the
vector fields in Kerr/CFT correspondence. We show the gauge-independent part of the
two-point function is in agreement with what is expected from CFT.
1amg142@campus.usask.ca
2hms923@campus.usask.ca
1 Introduction
A decade after the proposal of AdS/CFT, another type of holography namely Kerr/CFT
correspondence appeared [1]. The Kerr/CFT correspondence provides us a new type of
holography that may have a connection to the realistic astrophysical objects. In the early
days of Kerr/CFT correspondence (see for example [2]) the discussions were concentrated
to the extremal or near extremal case, which are still realistic since the X-ray astrophysical
observations support the existence of near extremal rotating black hole candidates [3]. The
SL(2,R)×U(1) symmetry of near horizon extreme Kerr (NHEK) hints the existence of a dual
CFT. The dual CFT can describe some of physical aspects of black holes in near horizon.
The authors [1] realized this idea and employed the asymptotic symmetry group (ASG)
technique to show the corresponding conformal symmetry and obtain the central charges of
dual CFT. The corresponding central charges as well as the Frolov-Thorne temperatures of
CFT, give the exact microscopic entropy by using CFT Cardy formula. The microscopic
CFT entropy is in perfect agreement with the Bekenstein-Hawking entropy of extremal Kerr
black hole that indeed establishes the Kerr/CFT correspondence.
A more general proposal for Kerr/CFT correspondence, which is not limited to extremal
rotating black holes, was appeared in [4]. The proposal has been applied to several types
of generic rotating black holes [5]. In generic Kerr/CFT correspondence, the conformal
symmetry for the generic rotating black holes (also known as hidden conformal symmetry)
is revealed from the solution space of the wave function of scalar (or higher spin) fields. It is
unlike the extremal Kerr/CFT correspondence where the conformal symmetry arises from the
spacetime structure. In both types of extremal and generic Kerr/CFT correspondence, the
results for some physical quantities of rotating black holes, such as the Bekenstein-Hawking
entropy and scattering cross section, are in perfect agreement with the corresponding physical
quantities in the dual CFT.
Almost for all generic rotating black holes, the hidden conformal symmetry has been
found by looking at the symmetry of solution space of a scalar test particle. However higher
spin test particles in Kerr/CFT correspondence also were considered recently in [6, 7], tough
the higher spin test particles in the background of black holes had considered before [8, 9] with
different techniques. Quite recently the authors of [10] found the two-point function of spinor
fields in Kerr/CFT correspondence by variation of boundary action for spin-1/2 particles.
They determined an appropriate boundary term for the spinors in NHEK geometry and used
it to calculate the two-point function of spinors. Moreover they found a relation between
spinors in the four-dimensional bulk and the boundary spinors living in two dimensions.
The two-point function of spinor fields is in agreement with the correlation function of a
two-dimensional CFT. The variational method in [10] for spinors in NHEK geometry is in
the same spirit for spinors in the context of AdS/CFT correspondence [11]. In reference [6],
the authors show that the two-point function of an operator at left and right temperatures
(TL, TR) and with conformal dimensions (hL, hR), is
G ∼ (−1)hL+hR
(
piTL
sinh (piTLt−)
)2hL ( piTR
sinh (piTRt+)
)2hR
(1.1)
1
that will be useful later in this article.
In this article, inspired by Becker et al [10], we derive the two-point function for Maxwell
fields in Kerr spacetime by varying the corresponding boundary action. Unlike the analysis
of spin-1/2 particles that there is no gauge condition, one needs to perform a more careful
treatment for the gauge fields where they are subjected to the gauge condition. In this regard,
we use the wave equation for spin-1 objects in Kerr background given in [12]. We note that in
[12], Teukolsky derived a set of wave equations for spin-0, 1/2, 1, and 2 field perturbations in
Kerr background. Moreover, Chandrasekhar derived the solutions for Maxwell fields in Kerr
spacetime in term of Teukolsky radial and angular wave functions [13]. The gauge condition
that is used in [13] to get the spin-1 field solutions in Kerr background is quite complicated
which encumbers to derive the two-dimensional CFT correlators of vector fields. However,
we can use (1.1) to justify that gauge-independent part of two-point function for Maxwell
fields in NHEK geometry is dual to the thermal CFT correlators.
We start with the Maxwell action in four-dimensional Kerr background where all four
components of Maxwell fields are alive. After explicitly calculating the appropriate boundary
action for the Maxwell fields, the leading terms in the boundary action contain only the
boundary fields corresponding to At and Aφ. Interestingly enough, this result provides the
correct number of degrees of freedom for the boundary fields and yields the corresponding
two-point function of spin-1 fields. Both the dimensionless Hawking temperature τH and the
boundary value of metric function ∆ = (r−r+)(r−r−) are small numbers that play important
role to get the appropriate number of Maxwell fields on the boundary. The smallness of these
quantities is a result of considering the near horizon near extremal limit of Kerr geometry.
All the results of this article support the Kerr/CFT correspondence where four-dimensional
rotating black holes physics is dual to two-dimensional CFT on the boundary.
The organization of this paper is as follows. In section 2, we review briefly the solutions
for the Maxwell fields in Kerr spacetime. In section 3, we derive the proper boundary action
for the Maxwell fields in Kerr spacetime and present it in a matrix form to facilitate the
explicit calculation of the boundary action in next sections. In section 4, we employ some
approximations to simplify our analysis of the boundary action, namely we set the radial
coordinate r in some parts of the Maxwell fields to be equal to the boundary radius in
“near horizon” region. The Teukolsky radial function R(r) then describes the dependence of
Maxwell field solutions to the radial coordinate. Then in section 5, we derive the two-point
function for Maxwell fields on the boundary surface by varying the corresponding boundary
action. In section 6, we find that the gauge-independent part of the two-point function can
be obtained properly from the dual CFT. In section 7, we present the conclusions and the
other open questions.
2
2 Spin-1 fields in the background of Kerr black holes
2.1 Construction of solutions in Newman-Penrose formalism
In this section, we briefly review the derivation of solutions to Maxwell equations in the
background of Kerr black hole [14] and fix the notation in the article 3. In Boyer-Lindquist
coordinate, the Kerr metric read as
ds2 = −∆
ρ2
(
dt− a sin2 θdφ)2 + ρ2
∆
dr2 + ρ2dθ2 +
sin2 θ
ρ2
(
adt− (r2 + a2) dφ)2 , (2.1)
where ρ2 = r2 + a2 cos2 θ and ∆ = r2 + a2 − 2Mr. For later convenience, the corresponding
contravariant components of the metric tensor for (2.1) are given by
grr =
∆
ρ2
, gθθ =
1
ρ2
, gtt =
(
∆a2 sin2 θ − (r2 + a2)2
)
∆ρ2
, (2.2)
gtφ =
−2Mra
∆ρ2
, gφφ =
(
∆− a2 sin2 θ)
∆ρ2 sin2 θ
. (2.3)
Stationary and axisymmetric properties of the Kerr black hole suggest that the solution to
Maxwell equations in this spacetime can be written as a superposition of waves with different
frequencies ω and different periods 2mpi, m = 0, 1, 2, ... for coordinate φ. Thus, the existence
of Killing vectors ∂t and ∂φ for Kerr spacetime (2.1) enable us to write down the dependence
of spin-1 field solutions to t and φ coordinates as e−iωt+imφ.
In his seminal work [12], Teukolsky showed that the equations of motions for the fields
(with different spin weights) in Kerr background are separable in radial and angular direc-
tions. In Newman-Penrose (NP) formalism, the real null-vectors lµ and nµ and the complex
null-vector mµ for Kerr spacetime (2.1) are given by [14]
lµ = ∆−1
(
r2 + a2,∆, 0, a
)
, (2.4)
nµ =
1
2ρ2
(
r2 + a2,−∆, 0, a) , (2.5)
mµ =
1
ρ¯
√
2
(
ia sin θ, 0, 1,
i
sin θ
)
, (2.6)
in (t, r, θ, φ) coordinate system where ρ¯ = r+ ia cos θ and ρ¯∗ = r− ia cos θ. Contracting the
vectors lµ, nµ and mµ by ∂µ, we get the following differential operators
l = D0 , n = − ∆
2ρ2
D†0, (2.7)
3There is a slight difference on some notations in constructing the solutions to Maxwell’s equations in the
background of Kerr black hole in literature such as [13] and [14]. In this paper, we mainly follow [14].
3
m =
1
ρ¯
√
2
L†0. (2.8)
We also consider the operator
m¯ =
1
ρ¯∗
√
2
L0. (2.9)
The differential operators (2.7), (2.8) and (2.9) act on any function that its dependence on
coordinates t and φ is given by e−iωt+imφ. The operators D0, D†0, L0 and L†0 are special cases
of
Dn = ∂
∂r
+
iK
∆
+ 2n
(
r −M
∆
)
, D†n =
∂
∂r
− iK
∆
+ 2n
(
r −M
∆
)
, (2.10)
Ln = ∂
∂θ
+Q + n cot θ , L†n =
∂
∂θ
−Q+ n cot θ, (2.11)
where K and Q are given by
K = − (r2 + a2)ω + am, (2.12)
and
Q = −aω sin θ +m (sin θ)−1 , (2.13)
and n ∈ Z. As we notice, the operators Dn and D†n are purely radial dependent operators,
whereas Ln and L†n are purely angular dependent operators.
Contracting the field-strength tensor Fµν with the basis vectors (2.4) - (2.6) yield three
complex scalars Φ0, Φ1 and Φ2 which can be read as
Φ0 = Fµν l
µmν , (2.14)
Φ1 =
ρ¯∗√
2
Fµν (l
µnν + m¯µmν) , (2.15)
and
Φ2 = 2 (ρ¯
∗)2 Fµνm¯
µnν . (2.16)
The Maxwell’s equations in the background (2.1) are given by
gµν∇νFµρ = 0, (2.17)
along with the Bianchi identity
∇µFνρ +∇ρFµν +∇νFρµ = 0. (2.18)
Equation (2.18) indicates that there is no source for Maxwell fields in the gravitational
background (2.1). Inserting all the spin coefficients and directional derivatives into Maxwell’s
equations gives a set of four equations in NP formalism(
L1 − ia sin θ
ρ¯∗
)
Φ0 =
(
D0 + 1
ρ¯∗
)
Φ1, (2.19)
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(
L0 + ia sin θ
ρ¯∗
)
Φ1 =
(
D0 − 1
ρ¯∗
)
Φ2, (2.20)
(
L†1 −
ia sin θ
ρ¯∗
)
Φ2 = −∆
(
D†0 +
1
ρ¯∗
)
Φ1, (2.21)
and (
L†0 +
ia sin θ
ρ¯∗
)
Φ1 = −∆
(
D†1 −
1
ρ¯∗
)
Φ0. (2.22)
The equations (2.19) - (2.22) can be decoupled to two differential equations for Φ0 and Φ2
by noticing that two operators
Ym = D +m (ρ¯∗)−1 , (2.23)
Zm = L+ ima sin θ (ρ¯∗)−1 , (2.24)
commute, i.e. [Ym, Zn] = 0. In (2.23) and (2.24), D can be either Dn or D†n and L can be
either Ln or L†n respectively. The two decoupled differential equations for Φ0 and Φ2 are[(
L†0 +
ia sin θ
ρ¯∗
)(
L1 − ia sin θ
ρ¯∗
)
+∆
(
D1 + 1
ρ¯∗
)(
D†1 −
1
ρ¯∗
)]
Φ0 = 0, (2.25)
and [(
L0 + ia sin θ
ρ¯∗
)(
L†1 −
ia sin θ
ρ¯∗
)
+∆
(
D0 + 1
ρ¯∗
)(
D0 − 1
ρ¯∗
)]
Φ2 = 0. (2.26)
We notice that to obtain equation (2.25), we have used the identity D0∆ = ∆D1. Using the
identities (A.1), (A.2), (A.3) and (A.4) in appendix A, we can simplify equations (2.25) and
(2.26) to (
∆D1D†1 + L†0L1 + 2iω (r + ia cos θ)
)
Φ0 = 0, (2.27)
and (
∆D†0D0 + L0L†1 − 2iω (r + ia cos θ)
)
Φ2 = 0. (2.28)
The equations (2.27) and (2.28) are clearly separable in r and θ and called the Teukolsky
equations for the massless particles with spin weight 1. For convenience, we set
Φ0 = Ψ+, Φ2 = Ψ−, (2.29)
where Ψ± ≡ S± (θ)R±(r) and R± (r) and S± (θ) are functions of r and θ only, respectively.
The functions Ψ± contain the r and θ dependence of Teukolsky wave functions Ψ˜± for
Maxwell field perturbation with spin weights ±1
Ψ˜± = e
−iωt+imφR± (r)S± (θ) ≡ e−iωt+imφΨ±. (2.30)
5
Plugging (2.29) into equations (2.27) and (2.28) we obtain a set of equations(
∆D1D†1 + 2iω
)
R+ = λR+, (2.31)
(
L†0L1 − 2aω cos θ
)
S+ = −λS+, (2.32)
and (
∆D0D†0 − 2iω
)
R− = λR−, (2.33)
(
L0L†1 + 2aω cos θ
)
S− = −λS−, (2.34)
for the radial R± and angular S± functions where λ is the separation constant. The radial
solutions to Teukolsky equations have been found in reference [15]. The radial solutions also
have been obtained for near horizon near extremal Kerr in reference [6] by taking near and far
region limits of a generic Teukolsky equation [12]. Applying the operator (L0 + iaρ¯∗−1 sin θ)
to (2.19) and (D0 + ρ¯∗−1) to (2.20) and adding them up, we find(
L0 + ia sin θ
ρ¯∗
)(
L1 − ia sin θ
ρ¯∗
)
Φ0 =
(
D0 + 1
ρ¯∗
)(
D0 − 1
ρ¯∗
)
Φ2. (2.35)
Furthermore equation (2.35) simplifies to
L0L1Φ0 = D0D0Φ2. (2.36)
As we notice from (2.29) and (2.30), the complex scalars Φ0 and Φ2 are separable functions
in terms of coordinates r and θ. Plugging the identifications (2.29) into equation (2.36), we
get the equation
L0L1S+
S−
=
∆D0D0R−
∆R+
, (2.37)
that leads to
D0D0R− = CR+, (2.38)
which is one of the Teukolsky - Starobinsky identities [14]. In (2.38), C is the Starobinsky
constant which in general cab be complex valued,
|C|2 = λ2 − 4α2ω2, (2.39)
and α is defined as
α2 = a2 − am
ω
. (2.40)
Moreover, for later convenience, we consider the angular functions S+ and S− normalized to
unity
pi∫
0
S2+ sin θdθ =
pi∫
0
S2− sin θdθ = 1. (2.41)
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2.2 Chandrasekhar’s solutions for Maxwell fields in Kerr back-
ground
In this section, we derive in detail the solutions to Maxwell’s equations in Kerr background
by using the three complex scalars (2.14), (2.15) and (2.16) that are related to Maxwell field
strength tensor Fµν = ∂µAν − ∂νAµ. We consider the gauge field Aµ as (At, Ar, Aθ, Aφ) in
spherical coordinates. The complex scalars Φ0 and Φ2 given by (2.14) and (2.16), can be
written as
Φ0 =
1
ρ¯
√
2
(
L†0
(
r2 + a2
∆
At + Ar +
a
∆
Aφ
)
−D0
(
iaAt sin θ + Aθ +
iAφ
sin θ
))
, (2.42)
Φ2 = − 1
ρ¯
√
2
(
∆D†0
(
−iaAt sin θ + Aθ − iaAφ
sin θ
)
+ L0
(−∆Ar + (r2 + a2)At + aAφ)
)
.
(2.43)
To simplify some expressions that will be handled hereafter, we define the following functions
∆F+ =
(
r2 + a2
)
At +∆Ar + aAφ , ∆F− =
(
r2 + a2
)
At −∆Ar + aAφ , (2.44)
G+ = iaAt sin θ + Aθ + i
Aφ
sin θ
, G− = −iaAt sin θ + Aθ − i Aφ
sin θ
. (2.45)
Moreover, the following definitions would also be helpful [14]
ξ+ (r) = C
−1 (rD0 − 1)R− , ξ− (r) = C−1
(
rD†0 − 1
)
(∆R+) , (2.46)
ζ+ (θ) = C
−1
(
cos θL†1 + sin θ
)
S− , ζ− (θ) = C
−1 (cos θL1 + sin θ)S+, (2.47)
where C is the Starobinksy constant (2.39).
One can easily verify that the r-dependent functions ξ± and θ-dependent functions ζ±
satisfy the following differential equations
D0ξ+ = rR+, ∆D†0ξ− = rR−, (2.48)
L†0ζ+ = S+ cos θ, L0ζ− = cos θS−. (2.49)
The differential equation (2.27) combined with (2.42) yields the following equation
∆L†0F+ −∆D0G+ =
√
2
(
ia∆R+L†0ζ+ + S+∆D0ξ+
)
, (2.50)
where we have used the definitions in (2.44), (2.45), (2.46) and (2.47). In a similar way, the
differential equation (2.28) along with equation (2.43) yields the following relation
∆D†0G− + L0∆F− = −
√
2
(
∆D†0S−ξ− + iaL0R−ζ−
)
. (2.51)
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We can solve (2.50) and (2.51) to find F± and G± in terms of R±, S±, ζ± and ξ±. The
solutions are given by
F+ =
√
2 (iaR+ζ+ +D0H+) , (2.52)
F− =
√
2
(
−iaR−ζ− + D†0H−
)
, (2.53)
G+ =
√
2
(
−ξ+S+ + L†0H+
)
, (2.54)
and
G− =
√
2 (−ξ−S− + L0H−) , (2.55)
where H± are any two arbitrary functions that depend on both r and θ coordinates. The
presence of arbitray functions H± in the solutions (2.52)-(2.55) is the result of identity
[D0,L†0] = 0. These functions show the freedom of Maxwell fields Aµ in the Kerr background.
Plugging (2.52) - (2.55) back to (2.44) and (2.45) provides us the general set of explicit
solutions for Aµ which includes the arbitrary functions H±. As the results are lengthy, we
present them in apendix B. As we notice to find the solutions for Aµ, we have used only the
equations (2.14) and (2.16) for the complex scalars Φ0 and Φ2. The gauge condition is the
remaining equation (2.15) for Φ1. Using equations (2.19) - (2.22), one can find the following
equation
(lµnν + m¯µmν) (∂µAν − ∂νAµ)
= −
√
2
(ρ¯∗)2
[(
ζ+L1S+ − ζ−L†1S−
)
− ia
(
ξ−D0R− − ξ+D†0(∆R+)
)]
. (2.56)
Plugging the known results for Aµ in equation (2.15) (that we call it as the Chandrasekhar
gauge) and comparing the result with equation (2.56) yields the following equation that the
arbitrary functions H± must satisfy
D†0
∆D0H+
(ρ¯∗)2 + L1
L†0H+
(ρ¯∗)2 −D0
∆D†0H−
(ρ¯∗)2 − L
†
1
L0H−
(ρ¯∗)2 = 0. (2.57)
The equation (2.57) imposes a constraint on the choices for the arbitrary functions H±. We
very roughly can compare the Chandrasekhar gauge with the well known Lorentz gauge
for the Maxwell fields in Minkowski spacetime. The Maxwell’s equations in Minkowski
spacetime are invariant under the gauge transformation Aµ(x) → Aµ(x) + ∂µΛ(x) where
Λ(x) is an arbitrary function. The Lorentz gauge ∂µA
µ = 0 restricts the arbitrary function
Λ(x) to a function that satisfy the wave equation Λ(x) = 0. The Chandrasekhar gauge
(2.15) resembles the Lorentz gauge. The constraint equation (2.57) for H± resembles to the
wave equation Λ(x) = 0 for Λ(x), where the arbitrary functions H± play the role of Λ(x)
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Choosing both H± to be zero gives the simplest solutions to the second order differential
equation (2.57). Using this choice and comparing equations (2.52), (2.53), (2.54) and (2.55)
with equations (2.44) and (2.45), we get the Maxwell fields as
At =
ia
ρ2
√
2
(∆R+ζ+ − R−ζ− − sin θ (ξ+S+ − ξ−S−)) , (2.58)
Ar =
ia√
2
(
R+ζ+ +
R−ζ−
∆
)
, (2.59)
Aθ = − 1√
2
(ξ+S+ + ξ−S−) , (2.60)
and
Aφ =
−i
ρ2
√
2
(
a2 sin2 θ (∆R+ζ+ − R−ζ−)− sin θ
(
r2 + a2
)
(ξ+S+ − ξ−S−)
)
, (2.61)
where the functions ζ± and ξ±, given by (2.46) and (2.47) can be rewritten as
ξ+ =
1
2CK
((
irλ+ 2α2ω
)
R− − irC∆R+
)
, (2.62)
ξ− =
1
2CK
(− (irλ− 2α2ω)∆R+ + irCR−) , (2.63)
ζ+ =
1
2CQ
((
−λ cos θ − 2α
2ω
a
)
S− − CS+ cos θ
)
, (2.64)
ζ− =
1
2CQ
((
λ cos θ − 2α
2ω
a
)
S+ + CS− cos θ
)
. (2.65)
The functions K, Q, and α are given in (2.12), (2.13), and (2.40) respectively. As a con-
sistency check, we substitute the equations (2.58)-(2.61) for the different components of
Maxwell fields into equation (2.42) and find Φ0 = R+(r)S+(θ) in perfect agreement with
what was considered in equation (2.29) for Φ0. A similar calculation shows substituting
the equations (2.58)-(2.61) into equation (2.43) yields Φ2 = R−(r)S−(θ) that is again in
agreement with equation (2.29) for Φ2
3 Boundary action for Maxwell fields in the background
of Kerr black hole
The action for the Maxwell fields in gravitational background gµν with no current is
S =
1
4
∫
d4x
√−gF∗µνFµν + c.c. (3.1)
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that leads to the Maxwell’s equations (2.18) and (2.17). The c.c. term should be added in
(3.1) to ensure that the action is real valued as we notice that the Chandrasekhar solutions
for the Maxwell fields in Kerr spacetime (2.58) - (2.61) are basically complex quantities. The
existence of ∂t and ∂φ Killing vectors in Kerr geometry leads to write down the dependence
of Maxwell fields A on coordinates t and φ as
A =


At
Ar
Aθ
Aφ

 = e−iωt+imφ


At
Ar
Aθ
Aφ

 , (3.2)
where Aµ’s are given by (2.58) - (2.61). We note that in (3.1), Fµν = ∂µAν − ∂νAµ and so
we can write S = 2S0 where
S0 =
1
4
∫
d4x
√−g (∂µA∗ν)Fµν + c.c.. (3.3)
The integrand of S0 can be written as the difference of a total derivative term and other
term which is, in fact, proportional to the Maxwell’s equations (2.17). Taking a spherical
boundary with radius rB that is the boundary of near-NHEK geometry of Kerr black hole,
we can convert the total derivative term to a boundary term, given by
SB =
1
2
∫
d3x
√−gA∗νFrν
∣∣
r=rB
+ c.c., (3.4)
where d3x stands for dtdφdθ. The field strength tensor components
Frν = grrgνβFrβ = g
rrgνβ (∂rAβ − ∂βAr) , (3.5)
can be written simply as F = ΞA where
Ξ = grr


gtt∂r −
(
gtt∂t + g
tφ∂φ
)
0 gtφ∂r
0 0 0 0
0 −gθθ∂θ gθθ∂r 0
gφt∂r −
(
gφt∂t + g
φφ∂φ
)
0 gφφ∂r

 . (3.6)
Using the above expressions, we can rewrite the boundary action (3.4) accordingly as
SB =
1
2
∫
d3x
√−gA†ΞA∣∣
r=rB
+ c.c., (3.7)
where
A†ΞA = grr
(
gtt (A∗t∂rAt − iωA∗tAr) + gtφ (A∗t∂rAφ + imA∗tAr)− gθθ (A∗θ∂θAr − A∗θ∂rAθ)
+gφt
(
A∗φ∂rAt − iωA∗φAr
)
+ gφφ
(
A∗φ∂rAφ + imA
∗
φAr
))
. (3.8)
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4 Approximations for Maxwell fields in the near hori-
zon limit
The solutions for Maxwell fields in Kerr background that are given in (2.58) - (2.61) contain
the radial Teukolsky functions R±(r). In [6], the authors find the exact solutions to the
radial Teukolsky equations for spin weight ±1 in the corresponding “near” region x≪ 1 and
“far” region x≫ τH where
x =
r − r+
r+
, (4.1)
where τH =
r+−r−
r+
is the dimensionless Hawking temperature [6, 10] which is related to the
Hawking temperature TH of the Kerr black holes by
TH =
τH
8piM
. (4.2)
As we are discussing the near extremal rotating black holes, thus the dimensionless
Hawking temperature τH would be very small number. This fact would play an important
role later in getting the dominant terms of the action that describe the Maxwell fields in near
horizon of near extremal Kerr black holes. To get the solutions everywhere, the incomplete
solutions from “near” and “far” regions should match in the “matching” region.
The solutions to Teukolsky radial equations (2.31) and (2.33) in the matching region can
be read as [6]
R+ = N+τ
−1−in/2
H
(
A+
(
r
τH
)β−3/2
+ B+
(
r
τH
)−β−3/2)
+ ..., (4.3)
R− = N−τ
1−in/2
H
(
A−
(
r
τH
)β+1/2
+ B−
(
r
τH
)−β+1/2)
+ ..., (4.4)
where β is given by
β2 =
1
4
+Kl − 2m2. (4.5)
The parameter Kl is related to λ in equations (2.31)-(2.34) by Kl = λ + 2amω and we
consider Kl ≥ 2m2 − 1/4 and so β is a real number. The coefficients A± and B± are
A± = Γ (2β) Γ (1∓ 1− in)
Γ
(
1
2
+ β − i (n−m))Γ (1
2
+ β ∓ 1− im) , (4.6)
B± = Γ (−2β) Γ (1∓ 1− in)
Γ
(
1
2
− β − i (n−m))Γ (1
2
− β ∓ 1− im) , (4.7)
where
n =
ω −mΩH
2piTH
, (4.8)
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and ΩH =
a
r2++a
2 is the angular velocity of the horizon. We notice that since τH is a very
small number and n is a finite number, so the equation (4.8) implies ω ∼ mΩH . This means
we consider only the Maxwell fields with frequency that is around the superradiant bound.
The coefficients N+ and N− are the normalization constants that their ratio can be fixed (by
using equation (2.38)) to
N−
N+
= − Klr
2
+
n (n+ i)
. (4.9)
where Kl =
√
K2l +m
2(m2 + 1− 2Kl). In deriving the ratio (4.9), we considered the near
horizon limit r → r+. As we notice from (3.8), we need to find the derivative of the gauge
fields with respect to the coordinate r. From equations (4.3) and (4.4), we find the following
equations
∂rR+ =
(
β − 3/2
r
)
R+ −Q+, ∂rR− =
(
β + 1/2
r
)
R− −Q−, (4.10)
where
Q+ ≡ 2βB+
r
τ
−1−in/2
H
(
r
τH
)−β−3/2
, Q− ≡ 2βB−
r
τ
1−in/2
H
(
r
τH
)−β+1/2
. (4.11)
As we notice from expressions (2.58) and (2.61), the gauge field components At and Aφ
depend on coordinates r and θ in a non-separable way, due to the presence of function
ρ =
√
r2 + a2 cos2 θ. As a result, performing the integration over the boundary in (3.4)
becomes almost impossible. We can separate the dependence of gauge fields (2.58) and
(2.61) on r and θ by making an approximation. The approximation is to set the coordinate
r equal to the boundary radius rB in all ρ and ∆ that appear in (2.58) - (2.61). In this
approximation, ∆B = ∆(r = rB) = (rB − r+)(rB − r−) approaches to zero as the boundary
radius rB → r+. So, we can write the Maxwell fields on the boundary as
At = e
−iωt+imφ ((f1S− + f2S+)R+∆B + (f3S− + f4S+)R−) , (4.12)
Ar = e
−iωt+imφ
(
(f5S− + f6S+)R+ + (f7S− + f8S+)R−∆
−1
B
)
, (4.13)
Aθ = e
−iωt+imφ ((f9S− + f10S+)R+∆B + (f11S− + f12S+)R−) , (4.14)
Aφ = e
−iωt+imφ ((f13S− + f14S+)R+∆B + (f15S− + f16S+)R−) , (4.15)
where fi’s (i = 1, ..., 16) depend only on θ and are given by
f1 =
ia
√
2(−λ cos θ − 2α2ωa−1)
4ρ2BC
(−aω sin θ +m (sin θ)−1) − ia
√
2 sin θ(irBλ− 2α2ω)
4C (am− ω (r2B + a2)) ρ2B
, (4.16)
f2 = − ia
√
2 cos θ
4ρ2B
(−aω sin θ +m (sin θ)−1) − arB
√
2 sin θ
4 (am− ω (r2B + a2)) ρ2B
, (4.17)
f3 = − ia
√
2 cos θ
4ρ2B
(−aω sin θ +m (sin θ)−1) − arB
√
2 sin θ
4 (am− ω (r2B + a2)) ρ2B
, (4.18)
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f4 = − ia
√
2 (λ cos θ − 2α2ωa−1)
4ρ2BC
(−aω sin θ +m (sin θ)−1) − ia
√
2 sin θ (irBλ+ 2α
2ω)
4C (am− ω (r2B + a2)) ρ2B
, (4.19)
f5 =
ia
√
2 (−λ cos θ − 2α2ωa−1)
4C
(−aω sin θ +m (sin θ)−1) , (4.20)
f6 = − ia
√
2 cos θ
4
(−aω sin θ +m (sin θ)−1) , (4.21)
f7 =
ia
√
2 cos θ
4
(−aω sin θ +m (sin θ)−1) , (4.22)
f8 =
ia
√
2 (λ cos θ − 2α2ωa−1)
4C
(−aω sin θ +m (sin θ)−1) , (4.23)
f9 =
√
2 (irBλ− 2α2ω)
4C (am− ω (r2B + a2))
, (4.24)
f10 =
irB
√
2
4 (am− ω (r2B + a2))
, (4.25)
f11 = − irB
√
2
4 (am− ω (r2B + a2))
, (4.26)
f12 = −
√
2 (irBλ− 2α2ω)
4C (am− ω (r2B + a2))
, (4.27)
f13 =
ia2
√
2 (λ cos θ + 2α2ωa−1) sin2 θ
4ρ2BC
(−aω sin θ +m (sin θ)−1) + i (r
2
B + a
2)
√
2 sin θ (irBλ− 2α2ω)
4C (am− ω (r2B + a2)) ρ2B
, (4.28)
f14 =
ia2
√
2 cos θ sin2 θ
4ρ2B
(−aω sin θ +m (sin θ)−1) + rB (r
2
B + a
2)
√
2 sin θ
4 (am− ω (r2B + a2)) ρ2B
, (4.29)
f15 =
ia2
√
2 cos θ sin2 θ
4ρ2B
(−aω sin θ +m (sin θ)−1) + rB (r
2
B + a
2)
√
2 sin θ
4 (am− ω (r2B + a2)) ρ2B
, (4.30)
f16 =
ia2
√
2 (λ cos θ − 2α2ωa−1) sin2 θ
4ρ2BC
(−aω sin θ +m (sin θ)−1) + i (r
2
B + a
2)
√
2 sin θ (irBλ− 2α2ω)
4C (am− ω (r2B + a2)) ρ2B
. (4.31)
In (4.16) - (4.31),
ρB = r
2
B + a
2 cos2 θ. (4.32)
We note that for the near extremal Kerr black holes ΩH ≃ 12a and so ω ∼ m2a . As a result
for rB → r+, all fi’s (except f5, · · · , f8 that appear in radial component (4.13) of Maxwell
field) become very large. Moreover due to smallness of ∆B in the near horizon limit of near
extremal black hole, all components of Maxwell fields in the near horizon of near extremal
Kerr background become very large. We consider the difference between am and ω(r2B + a
2)
in near horizon near extremal Kerr black hole to be the same order of ∆B.
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5 Two-point function of vector fields
In this section we explicitly calculate the boundary action (3.4) and find the two-point
function of the vector fields. We rewrite the components of the Maxwell field (4.12) - (4.15)
in a matrix form as
A = e−iωt+imφ(R+Kv+ +R−Lv−), (5.1)
where the matrices K and L are
K =


∆Bf1 0 0 ∆Bf2
f5 κ1 0 f6
∆Bf9 0 κ2 ∆Bf10
∆Bf13 0 0 ∆Bf14

 , L =


κ3 f3 f4 0
0 f7∆
−1
B f8∆
−1
B 0
0 f11 f12 0
0 f15 f16 κ4

 , (5.2)
and
v+ =
(
S− 0 0 S+
)T
, v− =
(
0 S− S+ 0
)T
. (5.3)
For later convenience, we show the first and the second term of (5.1) by A+ and A−,
respectively. We notice the matrices K and L as well as vectors v± depend only on angular
coordinate θ, according to Teukolsky equations (2.32), (2.34) and equations (4.16) - (4.31) for
fi. The arbitrary constants κi, i = 1, 2, 3, 4 in (5.2) are introduced to provide the invertibility
for matrices K and L. However we notice that κi → 0 to reduce the Maxwell fields (5.1)
to the solutions (4.12) - (4.15) and we perform this limit at the end of calculation wherever
κi’s appear. We may find that due to the gauge choice (2.15), there is a relation between
the vectors v+ and v− as v− = χv+ where the matrix χ is given by
χ =


0 0 0 0
1 0 0 0
0 0 0 1
0 0 0 0

 . (5.4)
Denoting the Maxwell fields and the Teukolsky functions on the boundary by AB± and R
B
±
respectively, we get
AB
+
RB+
= e−iωt+imφKv+, (5.5)
and
AB
−
RB−
= e−iωt+imφLv−. (5.6)
As we notice, equations (5.5) and (5.6) enable us to consider the non-radial dependent parts
of Maxwell fields as the ratio of boundary Maxwell fields to the boundary Teukolsky radial
solutions. Using the relation between v+ and v−, we have
A = (R+K+R−Lχ) e
−iωt+imφv+ =
(
R+ +R−LχK
−1
) (AB+)
RB+
, (5.7)
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or
A† =
(
AB+
)†
(RB+)
∗
(
R∗+ +R
∗
−
(
LχK−1
)†)
. (5.8)
We calculate the integrand A†ΞA of the boundary action (3.4) now. We notice that
though the matrix Ξ in (3.6) has real entries, but after acting on A, the result is a complex-
valued vector. We decompose the operator Ξ as
Ξ = grr (Π+Θ) , (5.9)
where
Π =


gtt∂r 0 0 g
tφ∂r
0 0 0 0
0 0 gθθ∂r 0
gφt∂r 0 0 g
φφ∂r

 , (5.10)
contains only the derivatives with respect to r and
Θ =


0 − (gtt∂t + gtφ∂φ) 0 0
0 0 0 0
0 −gθθ∂θ 0 0
0 − (gφt∂t + gφφ∂φ) 0 0

 , (5.11)
contains the derivatives with respect to t and φ. The reason for performing this decomposi-
tion is due to the fact that the radial dependence of the Maxwell fields (4.12) - (4.15) are in
terms of functions R±, while the non-radial dependence are in
A
B
+
RB+
or
A
B
−
RB
−
(according to (5.5)
and (5.6)). We find A†ΞA is given by
A†ΞA = grr
(
AB+
)†
(RB+)
∗
(
R+ +R−LχK
−1
)†
(Π+Θ)
(
R+ +R−LχK
−1
) AB+
RB+
= grr
(
AB+
)†
(RB+)
∗ R
∗
+ (ΠR+ +R+Θ)
AB+
RB+
+ grr
(
AB+
)†
(RB+)
∗ R
∗
+ (ΠR− +R−Θ)LχK
−1A
B
+
RB+
+ grr
(
AB+
)†
(RB+)
∗
(
R−LχK
−1
)†
(ΠR+ +R+Θ)
AB+
RB+
+ grr
(
AB+
)†
(RB+)
∗
(
R−LχK
−1
)†
(ΠR− +R−Θ)LχK
−1A
B
+
RB+
. (5.12)
As the matrix Π contains the differential operator ∂r, it would be helpful to split ΠR+,
ΠR+ =


gtt∂rR+ 0 0 g
tφ∂rR+
0 0 0 0
0 0 gθθ∂rR+ 0
gφt∂rR+ 0 0 g
φφ∂rR+


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=

gtt
((
β−3/2
r
)
R+ −Q+
)
0 0 gtφ
((
β−3/2
r
)
R+ −Q+
)
0 0 0 0
0 0 gθθ
((
β−3/2
r
)
R+ −Q+
)
0
gφt
((
β−3/2
r
)
R+ −Q+
)
0 0 gφφ
((
β−3/2
r
)
R+ −Q+
)
,

 ,
(5.13)
to two terms, given by
ΠR+ = R+Π1 −Q+Π2. (5.14)
In (5.14), the matrix Π2 is given by
Π2 =


gtt 0 0 gtφ
0 0 0 0
0 0 gθθ 0
gφt 0 0 gφφ

 , (5.15)
and Π1 =
β−3/2
r
Π2. A similar calculation shows we can split ΠR− to two terms, as
ΠR− = R−Π3 −Q−Π4, (5.16)
where Π3 =
β+1/2
r
Π2 andΠ4 = Π2. So, in terms ofΠ1, Π2, Π3 andΠ4, we get the following
expression for (5.12)
A†ΞA = grr
(
AB+
)†
(RB+)
∗ R
∗
+ (R+(Π1 +Θ)−Q+Π2)
AB+
RB+
+ grr
(
AB+
)†
(RB+)
∗ R
∗
+ (R−(Π3 +Θ)−Q−Π4)LχK−1
AB+
RB+
+ grr
(
AB+
)†
(RB+)
∗
(
R−LχK
−1
)†
(R+(Π1 +Θ)−Q+Π2)
AB+
RB+
+ grr
(
AB+
)†
(RB+)
∗
(
R−LχK
−1
)†
(R−(Π3 +Θ)−Q−Π4)LχK−1A
B
+
RB+
. (5.17)
Comparing the functions Q± in (4.11) to the leading terms of R± in (4.3) and (4.4), we
find Q± ∼ τ 2βH R±. So, we can neglect the terms that are proportional to Q± compared to
the terms that are proportional to R± in (5.17). This yields equation (D.1) in appendix
D. We calculate explicitly and present all the terms of (D.1) in the near region limit where
∆B ≪ 1. We find that the leading terms in (5.17) (or (D.1)) are the terms that contain(
LχK−1
)†
Π3LχK
−1 and
(
LχK−1
)†
ΘLχK−1 respectively. Both terms are in the order of
∆−3B as the contravariant components of the metric tensor, g
tt , gtφ and gφφ, are in order of
∆−1B . Using the results of appendix D, the boundary action (3.7) turns out to be
SB =
1
2
∫
dtdθdφ
√−gBgrr(rB) (R
B
−)
∗RB−
(RB+)
∗
RB+
θ˜ij4 (θ)A
B∗
i+ (t, θ, φ)A
B
j+(t, θ, φ) + c.c.. (5.18)
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where θ˜ij4 is given by (D.19). We show the (t, φ)-dependence of the boundary gauge fields
ABi+ by a
B
i+ according to
ABi+ = a
B
i+(t, φ)θ˜i(θ), (5.19)
where
aBi+ = e
−iωt+imφRB+∆B, (5.20)
for i = t, θ, φ and
aBr+ = e
−iωt+imφRB+. (5.21)
The θ-dependent functions θ˜i(θ) are given by
θ˜t = f1S− + f2S+,
θ˜r = f5S− + f6S+,
θ˜θ = f9S− + f10S+,
θ˜φ = f13S− + f14S+.
(5.22)
Taking the functional derivative of (5.18) with respect to the real part of the rescaled
boundary gauge fields ABi+ = ℜ(a
B
i+)
rβ−2B ∆
3/2
B
, we get the two-point function as 4
δ2SB
δABi+δABj+
= r2β−4B
(
RB−
)∗
RB−
(RB+)
∗
RB+
Z ij , (5.23)
where
Z ij =
∫ pi
0
dθ sin(θ){θ˜ij4 θ˜iθ˜∗j + θ˜∗ij4 θ˜∗i θ˜j}n.s.. (5.24)
In (5.24), n.s. means there is no summation over indices i and j. Moreover we note from the
results of appendix D that the leading terms in (5.23) correspond to indices i and j to be
t and φ only. This is an interesting result that confirms the dual CFT to four-dimensional
Kerr black hole is a two-dimensional theory, in contrast to AdS/CFT correspondence that
the dimension of dual CFT always is one dimension less than the dimension of the bulk
theory. Although it looks very unlikely to perform the integration in (5.24) and find an
exact analytical expression for Z ij , however we can find the retarded Green’s function for
the spin-1 fields from the factor
(RB
−
)
∗
RB
−
(RB+)
∗
RB+
in (5.23). The term
(RB
−
)
∗
RB
−
(RB+)
∗
RB+
can be calculated
explicitly by using the equations (4.3) and (4.4) as
(
RB−
)∗
RB−
(RB+)
∗
RB+
=
∣∣∣∣N−N+
∣∣∣∣
2
r4B
A+A∗+
(
A−A∗− +
(
τH
rB
)2β (A−B∗− + B−A∗−)+
(
τH
rB
)4β
B−B∗−
)
,
(5.25)
4The rescaling of the boundary gauge fields is quite similar to the rescaling of the boundary gauge fields
in the context of AdS/CFT correspondence [11].
17
and so the two-point function (5.23) becomes
δ2SB
δABi+δABj+
= Z ijN−N
∗
−r
2β
B
N+N∗+
(∣∣∣∣A−A+
∣∣∣∣
2
+
(
τH
rB
)2β (A−B∗−
A+A∗+
+
B−A∗−
A+A∗+
)
+
(
τH
rB
)4β
B−B∗−
)
= Z ijr2βB
(
M4 +
N−N
∗
−
N+N∗+
(
τH
rB
)2β
A−B∗−
A+A∗+
+
N−N
∗
−
N+N∗+
(
τH
rB
)2β
B−A∗−
A+A∗+
+
N−N
∗
−
N+N∗+
(
τH
rB
)4βB−B∗−
)
.
(5.26)
We have used equations (4.6) and (4.9) to simplify the first term of (5.26). Plugging for
the ratios N∗−/N
∗
+ and B∗−/A∗+ that appear in the second term of (5.26) as well as the ratios
N−/N+ and B−/A+ in the third term from equations (4.6), (4.7) and (4.9), we find
δ2SB
δABi+δABj+
= Z ijr2βB
(
M4 +
( KlM2
n (n− i)
)
r−2βB
N−A−
N+A+G
∗
R
+
( KlM2
n (n+ i)
)
r−2βB
N∗−A∗−
N∗+A∗+
GR +
N−N
∗
−
N+N
∗
+
τ 4βH
r4βB
B−B∗−
)
. (5.27)
In (5.27), GR stands for
GR(nL, nR) = −n (i+ n)T 2βR
Γ (−2β)
Γ (2β)
Γ
(
β + 1
2
− inR
)
Γ
(
β − 1
2
− inL
)
Γ
(
1
2
− β − inR
)
Γ
(
3
2
− β − inL
) , (5.28)
where nL and nR are related tom and ω by m = nL, and n = nL+nR and we have considered
the normalization (4.9) as well as the relation between dimensionless Hawking temperature
τH with the right temperature TR
TR =
τH
4Mλ
, (5.29)
where λ → 0. The first term in bracket in (5.27) clearly is a constant term compared to
the other terms. The second term in (5.27) is the complex conjugate of the third term.
Moreover, we can ignore the fourth term of (5.27) compared to the other terms, as this term
is proportional to τ 4βH . Dropping the complex conjugate term in (5.27) according to [10],
[16] , we find that the field theoretical two-point function (5.23) is equal to GRZ ij up to a
multiplicative factor that depends on momentum and is not a part of the retarded Green’s
function. The existence of multiplicative factor has also been found for the field theoretical
two-point function of spinors [10]. We note that GR(nL, nR) (given in (5.28)) is in exact
agreement with the proposed retarded Green’s function for the spin-1 fields in reference
[7]. Using the optical theorem for the obtained retarded Green’s function (5.28), we get
exactly the absorption cross section of spin-1 fields scattered off of the Kerr black hole [17].
Interestingly enough, as we mentioned before, the boundary vector field components that
contribute to the leading term of two-point function are only ABt+ and ABφ+. This fact is in
agreement with the statement of Kerr/CFT correspondence that the dual boundary theory
is a two-dimensional CFT. The two-point function (5.23) is a function of ω and m which are
the conjugate momenta in t and φ directions, respectively.
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6 Two-point function of vector fields in CFT
According to Kerr/CFT correspondence [1, 2, 4, 5], the four-dimensional physics of rotating
black holes is holographic to two-dimensional CFT. The Green’s functions for field pertur-
bations with different spins have been proposed in [6, 7]. In [10], the authors found that the
spin-1/2 Green’s function can be obtained from the field theoretical technique by varying the
boundary action with respect to the spinor fields. They also found that the field theoretical
result is in agreement with what is expected from CFT calculation. The correlation function
for the spinor operators in CFT is widely known from AdS/CFT correspondence [11]. The
correlation function of conformal vector fields in Lorentz gauge has been obtained in the
context of AdSd+1/CFTd correspondence in [11, 19] and in covariant gauge in [20]. One cru-
cial point is that the correlator vanishes for d = 2 in Lorentz gauge [11, 19, 20]. However we
expect that the correlator of conformal vector operators must not vanish in Chandrasekhar
gauge (2.56). The reason is that we know the semiclassical absorption cross section of spin-1
fields in Kerr background is not zero [6, 7]. Moreover the correlation functions definitely
depend on the gauge condition [21]. In fact, the general form for the correlator of conformal
vector operators Oi (with conformal weight ∆) read as
〈Oi(x)Oj(y)〉 = C|x− y|2∆ (ηij + fij (x, y)) , (6.1)
where C is a constant that depends on the number of dimensions of spacetime and the
functions fij depend on the gauge condition. Although the explicit form of functions fij is
known in Lorentz gauge [11] or covariant gauge [20], however it is very unlikely to find fij’s
in Chandrasekhar gauge (2.56) due to the complicated structure of (2.56). Nevertheless,
inspired by the fact that the two-point function (5.23) factorizes as GRZ ij to two factors
(GR which is not sensitive to vector indices and Z ij which depends on vector indices), we
may associate the former factor to C
|x−y|2∆
and the latter to ηij + fij (x, y). In this regard,
we consider the finite temperature correlation function on a torus with circumferences 1/TL
and 1/TR [10]
〈OO〉 ∼
(
piTR
sinh
(
piTRt
+
12
)
)2hR (
piTL
sinh
(
piTLt
−
12
)
)2hL
. (6.2)
We note that one can obtain the two-point function of scalars [6, 7] and spin-1/2 fermions
[10] just by plugging the suitable left and right conformal weights hR = hL = β + 1/2 and
hR = β + 1/2, hL = β in (6.2), respectively.
Analytic continuing t to it and assuming the integer frequencies ω = 2pikT [10], the
Fourier transform of two-point function (6.2) becomes
〈˜OO〉 ∼ TR2β Γ (1− 2hR) Γ (1− 2hL)
Γ
(
1− hR + ωR2piTR
)
Γ
(
1− hR − ωR2piTR
)
Γ
(
1− hL + ωL2piTL
)
Γ
(
1− hR − ωL2piTL
)
(6.3)
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Identifying the frequencies as
ωR
2piTR
= −inR, ωL
2piTL
= −inL, (6.4)
and the conformal weights as
hR = β + 1/2, hL = β − 1/2, (6.5)
and plugging into (6.3) yields the two-point function
〈˜OO〉 ∼ T 2βR
Γ (−2β) Γ (β + 1
2
− inR
)
Γ
(
β − 1
2
− inL
)
sin (2piβ) Γ (2β) Γ
(
3
2
− β − inL
)
Γ
(
1
2
− β − inR
) , (6.6)
which is in agreement with (5.28) that was obtained by using the variational method. We
note that to get (6.6), we absorb some terms of (6.3) in the other part of two-point function
that is associated to ηij + fij (x, y).
7 Concluding remarks
In this article, we have obtained the two-point function for the vector fields on the near
horizon of near extremal Kerr black holes by varying the appropriate boundary action for
the vector fields with respect to the boundary vector fields. One interesting result that
emerges from the explicit calculation of the boundary action is that the degrees of freedom of
boundary vector fields (which is two) supports the original idea of Kerr/CFT correspondence
that the dual theory to the four-dimensional Kerr black hole is a two-dimensional CFT. This
is in contrast to the well known AdSd+1/CFTd result that the dimension of bulk theory is
exactly one more than the dimension of dual CFT. Moreover the two-point function for the
vector fields factorizes in two terms. The first term is not sensitive to the vector indices while
the second term depends on vector indices as well as the gauge condition. The structure of the
two-point function is exactly in agreement with the correlator of vector operators in a CFT.
In deriving the two-point function of the vector fields, we have used some approximations
and considered the leading terms of the boundary action. It is interesting to investigate the
subleading terms of the boundary action to find their contributions to the two-point function
and to their dual quantities in CFT. Moreover deriving the correlator of conformal vector
operators in Chandrasekhar gauge is other interesting task. The dependence of Kerr/CFT
correspondence on the gauge condition is the other open question. We address these issues
in future article.
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A Identities between operators Dn,D†n,Ln,L†n
A lengthy but straightforward calculation shows the following identities hold
∆
(
D1 + 1
ρ¯∗
)(
D†1 −
1
ρ¯∗
)
= ∆D1D†1 −
2iK
ρ¯∗
, (A.1)(
L†0 +
ia sin θ
ρ¯∗
)(
L1 − ia sin θ
ρ¯∗
)
= L†0L1 +
2iQa sin θ
ρ¯∗
, (A.2)
and
∆
(
D†0 +
1
ρ¯∗
)(
D0 − 1
ρ¯∗
)
= ∆D†0D0 +
2iK
ρ¯∗
, (A.3)(
L0 + ia sin θ
ρ¯∗
)(
L†1 −
ia sin θ
ρ¯∗
)
= L0L†1 −
2iQa sin θ
ρ¯∗
. (A.4)
where K and Q are given by (2.12) and (2.13) respectively.
B Chandrasekhar’s solutions for Maxwell fields in Kerr
spacetimes
The full solutions for Maxwell fields in Kerr spacetime that include the gauge functions H±,
are given by [14],
At =
ia√
2ρ2
((∆R+ζ+ − R−ζ−)− (ξ+S+ − ξ−S−) sin θ)
+
1√
2ρ2
(
∆
(
D0H+ −D†0H−
)
+ ia
(
L†0H+ − L0H−
)
sin θ
)
, (B.1)
Ar =
ia√
2∆
(∆R+ζ+ +R−ζ−) +
∆√
2
(
D0H+ +D†0H−
)
, (B.2)
Aθ = − 1√
2
(ξ+S+ + ξ−S−) +
1√
2
(
L†0H+ + L0H−
)
, (B.3)
and
Aφ = − i√
2ρ2
(
a2 (∆R+ζ+ −R−ζ−) sin2 θ −
(
r2 + a2
)
(ξ+S+ − ξ−S−) sin θ
)
− 1√
2
(
a∆
(
D0H+ −D†0H−
)
sin2 θ + i
(
r2 + a2
) (L†0H+ − L0H−) sin θ) . (B.4)
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C Teukolsky equations and solutions in near region
The R±(r) and S±(θ) in Teukolsky wave function (2.30) satisfy the equations,
∂r (∆
±1+1∂rR±)
∆±1
(
H2 ∓ 2i (r −M)H
∆
± 4iωr + 2amω + 1± 1−Kl
)
R± = 0, (C.1)
which is known as the radial Teukolsky equation, and
1
sin θ
∂θ (sin θ∂θS± (θ))−
(
m (m± 2 cos θ) + 1
sin2 θ
+ a2ω2 sin2 θ ± 2aω cos θ −Kl
)
S± (θ) = 0,
(C.2)
which is the corresponding angular one for spin ±1. Kl is the separation constant and
H = ω(r2 + a2) − am. Following [6], for x = (r − r+)/r+, the radial equation for spin ±1
can be written as
x (x+ τH) ∂r (∂rR±) + (1± 1) (2x+ τH) ∂rR± + V±R± = 0, (C.3)
where
V± =
(
r+ωx
2 + 2r+ωx+
1
2
nτH
)2 ∓ i (2x+ τH) (r+ωx2 + 2r+ωx+ 12nτH)
x (x+ τH)
± 4ir+ω (1 + x) + 2amω + 1± 1−Kl. (C.4)
The solution for “near” region is given in [6] as
Rnear± =
(
x
τH
+ 1
)i(n2−m)∓1
x−
in
2
∓1
2F1
(
1
2
+ β ∓ 1− im, 1
2
− β ∓ 1− im, 1∓ 1− in,− x
τH
)
,
(C.5)
where β is given in (4.5). Considering only real and positive valued β in (4.5) plays a role
in deriving the corresponding two-point function from the variation of the boundary action
(5.27).
D Calculation of A†ΞA and the dominant terms
In this appendix we calculate explicitly all the terms of
A†ΞA = grr
(
AB+
)†
(RB+)
∗ R
∗
+ (R+(Π1 +Θ))
AB+
RB+
+ grr
(
AB+
)†
(RB+)
∗ R
∗
+ (R−(Π3 +Θ))LχK
−1A
B
+
RB+
+ grr
(
AB+
)†
(RB+)
∗
(
R−LχK
−1
)†
(R+(Π1 +Θ))
AB+
RB+
+ grr
(
AB+
)†
(RB+)
∗
(
R−LχK
−1
)†
(R−(Π3 +Θ))LχK
−1A
B
+
RB+
, (D.1)
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that is the result of equation (5.17) after dropping the terms proportional to Q±. The
different components of AB+ are
ABt+ = e
−iωt+imφ (f1S− + f2S+)R
B
+∆B,
ABr+ = e
−iωt+imφ (f5S− + f6S+)R
B
+,
ABθ+ = e
−iωt+imφ (f9S− + f10S+)R
B
+∆B,
ABφ+ = e
−iωt+imφ (f13S− + f14S+)R
B
+∆B. (D.2)
Each term of (D.1) can be rewritten as
grr
(
AB+
)†
(RB+)
∗ R
∗
+ (R+Π1)
AB+
RB+
= grr
R∗+R+
(RB+)
∗
RB+
piij1 A
B∗
i+A
B
j+, (D.3)
grr
(
AB+
)†
(RB+)
∗ R
∗
+ (R+Θ)
AB+
RB+
= grr
R∗+R+
(RB+)
∗
RB+
θij1 A
B∗
i+A
B
j+, (D.4)
grr
(
AB+
)†
(RB+)
∗ R
∗
+ (R−Π3)LχK
−1A
B
+
RB+
= grr
R∗+R−
(RB+)
∗
RB+
piij2 A
B∗
i+A
B
j+, (D.5)
grr
(
AB+
)†
(RB+)
∗ R
∗
+ (R−Θ)LχK
−1A
B
+
RB+
= grr
R∗+R−
(RB+)
∗
RB+
θij2 A
B∗
i+A
B
j+, (D.6)
grr
(
AB+
)†
(RB+)
∗
(
R−LχK
−1
)†
(R+Π1)
AB+
RB+
= grr
R∗−R+
(RB+)
∗
RB+
piij3 A
B∗
i+A
B
j+, (D.7)
grr
(
AB+
)†
(RB+)
∗
(
R−LχK
−1
)†
(R+Θ)
AB+
RB+
= grr
R∗−R+
(RB+)
∗
RB+
θij3 A
B∗
i+A
B
j+, (D.8)
grr
(
AB+
)†
(RB+)
∗
(
R−LχK
−1
)†
(R−Π3)LχK
−1A
B
+
RB+
= grr
R∗−R−
(RB+)
∗
RB+
piij4 A
B∗
i+A
B
j+, (D.9)
grr
(
AB+
)†
(RB+)
∗
(
R−LχK
−1
)†
(R−Θ)LχK
−1A
B
+
RB+
= grr
R∗−R−
(RB+)
∗
RB+
θij4 A
B∗
i+A
B
j+, (D.10)
where
piij1 A
B∗
i+A
B
j+ =
(
gttAB∗t+ + g
tφAB∗φ+
)
ABt +
(
gtφAB∗t+ + g
φφAB∗φ+
)
ABφ , (D.11)
θij1 A
B∗
i+A
B
j+ = −
((−iωgφt + imgφφ)AB∗φ+ + (−iωgtt + imgtφ)AB∗t+ )ABr , (D.12)
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piij2 A
B∗
i+A
B
j+ =
−1
∆B (f13f2 − f1f14)
(
ABt+A
B∗
t+
(
gtt (f4f13 − f3f14) + gtφ (f16f13 − f15f14)
)
+ ABt+A
B∗
φ+
(
gtφ (f4f13 − f3f14) + gφφ (f16f13 − f15f14)
)
+ ABφ+A
B∗
t+
(
gtt (f3f2 − f4f1) + gtφ (f15f2 − f16f1)
)
+ ABφ+A
B∗
φ+
(
gtφ (f3f2 − f4f1) + gφφ (f15f2 − f16f1)
))
, (D.13)
θij2 A
B∗
i+A
B
j+ =
(
ABt+ (f8f13 − f7f14) + ABφ+ (f7f2 − f8f1)
)
∆2B (f1f14 − f13f2)
× (AB∗t+ (−iωgtt + imgtφ)+ AB∗φ+ (−iωgtφ + imgφφ)) , (D.14)
piij3 A
B∗
i+A
B
j+ =
−(β − 3/2)
∆BrB (f ∗1 f
∗
14 − f13f2)
(
ABt+A
B∗
t+
(
gtt (f ∗3 f
∗
14 − f ∗4 f ∗13) + gtφ (f ∗5 f ∗14 − f ∗6 f ∗13)
)
+ ABt+A
B∗
φ+
(
gtt (f ∗4 f
∗
1 − f ∗3 f ∗2 ) + gtφ (f ∗16f ∗1 − f ∗15f ∗2 )
)
+ ABφ+A
B∗
t+
(
gtφ (f ∗3 f
∗
14 − f ∗4 f ∗13) + gtφ (f ∗15f ∗14 − f ∗16f ∗13)
)
+ ABφ+A
B∗
φ+
(
gtt (f ∗4 f
∗
1 − f ∗3 f ∗2 ) + gtφ (f ∗16f ∗1 − f ∗15f ∗2 )
))
, (D.15)
θij3 A
B∗
i+A
B
j+ =
−1
∆B (f ∗1 f
∗
14 − f13f2)
(
ABr+A
B∗
t+
(−iωgtt (f ∗4 f ∗13 − f ∗3 f ∗14) + imgφφ (f ∗16f ∗3 − f ∗15f ∗14)
+ gtφ (−iω (f ∗16f ∗3 − f ∗15f ∗14) + im (f ∗4 f ∗13 − f ∗3 f ∗14))
)
+ ABr+A
B∗
φ+
(−iωgtt (f ∗3 f ∗2 − f ∗4 f ∗1 ) + imgφφ (f ∗15f ∗2 − f ∗6 f ∗1 )
+ gtφ (−iω (f ∗15f ∗2 − f ∗16f ∗1 ) + im (f ∗3 f ∗2 − f ∗4 f ∗1 ))
)
, (D.16)
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piij4 A
B∗
i+A
B
j+ =
−(β + 1/2)
∆2BrB |f1f14 − f13f2|2
(
ABφ+A
B∗
φ+
(
gtt (f ∗3 f
∗
2 f4f1 − f ∗3 f ∗2 f3f2 − f ∗4 f ∗1 f4f1 + f ∗4 f ∗1 f3f2)
+ gφφ (f ∗15f
∗
2 f16f1 + f
∗
16f
∗
1 f15f2 − f ∗15f ∗2 f15f2 − f ∗16f ∗1 f16f1)
+ gtφ (f ∗16f
∗
1 f3f2 − f ∗4 f ∗1 f16f1 + f ∗3 f ∗2 f16f1 − f ∗16f ∗1 f4f1
− f ∗3 f ∗2 f15f2 − f ∗15f ∗2 f3f2 + f ∗4 f ∗1 f15f2 + f ∗15f ∗2 f4f1)
+ ABφ+A
B∗
t+
(
gtt (f ∗4 f
∗
13f4f1 + f
∗
3 f
∗
14f3f2 − f ∗3 f ∗14f4f1 − f ∗4 f ∗13f3f2)
+ gφφ (f ∗15f
∗
14f15f2 + f
∗
16f
∗
13f16f1 − f ∗15f ∗14f16f1 − f ∗16f ∗13f15f2)
+ gtφ (f ∗15f
∗
14f3f2 − f ∗15f ∗14f4f1 − f ∗4 f ∗13f15f2 + f ∗16f ∗13f4f1
+ f ∗3 f
∗
14f15f2 − f ∗16f ∗13f3f2 − f ∗3 f ∗14f16f1 + f ∗4 f ∗13f16f1)
+ ABt+A
B∗
t+
(
gtt (f ∗3 f
∗
14f4f13 + f
∗
4 f
∗
13f3f14 − f ∗3 f ∗14f3f14 − f ∗4 f ∗13f4f13)
+ gφφ (f ∗16f
∗
13f15f14 + f
∗
15f
∗
14f16f13 − f ∗16f ∗13f16f13 − f ∗15f ∗14f15f14)
+ gtφ (f ∗15f
∗
14f4f13 − f ∗3 f ∗14f15f14 − f ∗15f ∗14f3f14 + f ∗4 f ∗13f15f14
+ f ∗16f
∗
13f3f14 − f ∗16f ∗13f4f13 + f ∗3 f ∗14f16f13 − f ∗4 f ∗13f16f13)
+ ABt+A
B∗
φ+
(
gtt (f ∗3 f
∗
2 f3f14 + f
∗
4 f
∗
1 f4f13 − f ∗4 f ∗1 f3f14 − f ∗3 f ∗2 f4f13)
+ gφφ (f ∗15f
∗
2 f15f14 − f ∗15f ∗2 f16f13 + f ∗16f ∗1 f16f13 − f ∗16f ∗1 f15f14)
+ gtφ (f ∗15f
∗
2 f3f14 − f ∗16f ∗1 f3f14 − f ∗15f ∗2 f4f13 − f ∗4 f ∗1 f15f14
+ f ∗4 f
∗
1 f16f13 + f
∗
16f
∗
1 f4f13 − f ∗3 f ∗2 f16f13 + f ∗3 f ∗2 f15f14))) , (D.17)
θij4 A
B∗
i+A
B
j+ =
1
∆3B |f1f14 − f13f2|2
(
AB∗t+A
B
t+ (f7f14 − f8f13)
(
im
(
(f ∗16f
∗
13 − f ∗15f ∗14) gφφ + (f ∗4 f ∗13 − f ∗3 f ∗14) gtφ
)
− iω ((f ∗16f ∗13 − f ∗15f ∗14) gφt − (f ∗4 f ∗13 − f ∗3 f ∗14) gtt))+ AB∗t+ABφ+ (f7f14 − f8f13)
× (im ((f ∗15f ∗2 − f ∗16f ∗1 ) gφφ + (f ∗3 f ∗2 − f ∗4 f ∗1 ) gtφ)− iω ((f ∗15f ∗2 − f ∗16f ∗1 ) gφt − (f ∗4 f ∗1 − f ∗3 f ∗2 ) gtt))
+ AB∗φ+A
B
t+ (f8f1 − f2f7)
(
im
(
(f ∗16f
∗
13 − f ∗15f ∗14) gφφ + (f ∗4 f ∗13 − f ∗3 f ∗14) gtφ
)
− iω ((f ∗16f ∗13 − f ∗15f ∗14) gφt − (f ∗4 f ∗13 − f ∗3 f ∗14) gtt))+ AB∗φ+ABφ+
× (f8f1 − f2f7)
(
im
(
(f ∗15f
∗
2 − f ∗16f ∗1 ) gφφ + (f ∗3 f ∗2 − f ∗4 f ∗1 ) gtφ
)
− iω ((f ∗15f ∗2 − f ∗16f ∗1 ) gφt − (f ∗4 f ∗1 − f ∗3 f ∗2 ) gtt))) . (D.18)
To obtain (D.11) - (D.18), we consider only the terms that couple to gtt, gtφ and gφφ
because they are the leading order terms compared to the terms that couple to grr or gθθ.
This fact can be seen from equations (2.2) and (2.3) where ∆ = ∆B is a very small number.
A simple analysis of eight equations (D.11) - (D.18) shows that piij4 and θ
ij
4 are the dominant
terms in (D.1). Both terms are in order of ∆−3B compared to pi2, θ2, pi3 and θ3 that are in
order of ∆−2B and pi1 and θ1 are in order of ∆
−1
B . We show the summation of the dominant
terms piij4 and θ
ij
4 by
θ˜ij4 = pi
ij
4 + θ
ij
4 . (D.19)
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