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THE q-HAHN ASYMMETRIC EXCLUSION PROCESS
GUILLAUME BARRAQUAND AND IVAN CORWIN
Abstract. We introduce new integrable exclusion and zero-range processes on the one-dimensional
lattice that generalize the q-Hahn TASEP and the q-Hahn Boson (zero-range) process introduced
in [Pov13] and further studied in [Cor14], by allowing jumps in both directions. Owing to a Markov
duality, we prove moment formulas for the locations of particles in the exclusion process. This
leads to a Fredholm determinant formula that characterizes the distribution of the location of any
particle. We show that the model-dependent constants that arise in the limit theorems predicted by
the KPZ scaling theory are recovered by a steepest descent analysis of the Fredholm determinant.
For some choice of the parameters, our model specializes to the multi-particle-asymmetric diffusion
model introduced in [SW98]. In that case, we make a precise asymptotic analysis that confirms
KPZ universality predictions. Surprisingly, we also prove that in the partially asymmetric case,
the location of the first particle also enjoys cube-root fluctuations which follow Tracy-Widom GUE
statistics.
Keywords: Interacting particle systems, KPZ universality class, Exclusion processes, Bethe
ansatz, Tracy-Widom distribution.
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1. Introduction
The purpose of this paper is to introduce a new family of Bethe ansatz solvable exclusion and zero-
range processes on the one-dimensional lattice Z. Our construction generalizes the q-Hahn Boson
(zero-range) process introduced in [Pov13] and the q-Hahn TASEP further studied in [Cor14], by
allowing jumps in both directions. Under mild assumptions on the microscopic dynamics, a wide
class of interacting particle systems are expected to lie in the KPZ universality class (see e.g.
[Cor12]). In particular, when started from step initial data, the positions of particles in the bulk of
the rarefaction fan are expected to have cube-root scale fluctuations distributed according to Tracy-
Widom type statistics, up to scaling constants depending on microscopic dynamics. Presently,
these universality predictions can be confirmed only for a small number of exactly solvable models.
Discovering a greater variety of analysable models, with more and more degrees of freedom, has a
threefold interest:
(1) To better understand the range of applicability of exact solvability,
(2) To check the conjectural KPZ scaling theory on various integrable models, and expand the
scope of the universality class,
(3) To shed light on new phenomena beyond universality.
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R/(1 + q−1 + q−2)
R/(1 + q−1)
L/(1 + q)
Figure 1. Rates of a few admissible jumps in the exclusion process corresponding
to the multi-particle asymmetric diffusion model (MADM exclusion process).
In this paper, we discover a new type of phenomena in presence of a jump discontinuity (anti-
shock) of the system’s hydrodynamic profile. For one particular exactly-solvable model that we call
the MADM exclusion process, we prove that fluctuations of the jump discontinuity (as measured by
the location of the first particle in the system) are of order t1/3 with limiting GUE Tracy-Widom
statistics as t goes to infinity. In other words, the first particle behaves exactly like particles deep
in the rarefaction fan. We believe it is an interesting question to investigate how universal this
scaling and limiting statistic is among systems which develop such jump discontinuity.
1.1. MADM exclusion process. The MADM exclusion process is a continuous-time Markov
process on configurations of particles
+∞ = x0(t) > x1(t) > x2(t) > · · · > xn(t) > . . . ; xi ∈ Z.
Fix q ∈ (0, 1) and R > L > 0 such that R+ L = 1. The nth particle, located at xn(t), jumps right
to the location xn(t) + j at rate (i.e. according to independent exponentially distributed waiting
times with rate) R/[j]q−1 for all j ∈ {1, . . . , xn−1(t) − xn(t) − 1}, and jumps left to the location
xn(t)−j′ at rate L/[j′]q for all j′ ∈ {1, . . . , xn(t)−xn+1(t)−1}. Here the q-deformed integers [j]q−1
and [j]q are defined as
[j]q−1 = 1 + q
−1 + · · ·+ q1−j , [j]q = 1 + q + · · ·+ qj−1.
An example of some possible jumps is shown in Figure 1. The gaps of the system evolve according
to the multi-particle asymmetric diffusion model (MADM), introduced by Sasamoto and Wadati
[SW98] and studied therein in the context of Bethe ansatz diagonalizability.
Let us briefly review the hydrodynamic theory for the MADM exclusion process (see Section
4 for more details). The Bernoulli product measure with probability ρ of having a particle at a
site is stationary for the MADM exclusion process. Furthermore, one computes that the average
steady-state current (or flux) j(ρ) as a function of density ρ is given by
j(ρ) = ρ
1− q
log(q)2
(
R
q
Ψ′q
(
1 + logq(1− ρ)
)− L Ψ′q( logq(1− ρ))) ,
where Ψ′q is the derivative of the q-digamma function (see Section 2). The function ρ 7→ j(ρ) is
plotted in Figure 2. For small densities, particles have a net drift to the left, whereas for larger
densities particles have a net drift to the right.
When the system is started from the step initial condition, that is xn(0) = −n, the locations
of particles satisfy a law of large numbers. Let θ > 0 parametrize the position we consider in the
rarefaction fan (see Section 4), then we have that
xbκ(θ)c(t)
t
−−−→
t→∞ pi(θ) (1)
where κ(θ) and pi(θ) are functions of θ defined by
pi(θ) =
1− q
log(q)2
[
R
q
(
Ψ′q(θ + 1)−
1− qθ
qθ log(q)
Ψ′′q (θ + 1)
)
− L
(
Ψ′q(θ)−Ψ′′q (θ)
1− qθ
qθ log(q)
)]
, (2)
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Figure 2. Plot of the function ρ 7→ j(ρ) for q = 0.4 and asymmetry parameters
R = 0.95 = 1− L.
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Figure 3. Density profile x 7→ ρ(x) for a q-Hahn AEP with q = ν = 0.6, and
asymmetry parameters R = 0.8 and L = 0.2, starting from step initial data. It is
such that ρ(pi(θ)) = 1− qθ.
and
κ(θ) =
1− q
log(q)3
(1− qθ)2
qθ
(
R
q
Ψ′′q (θ + 1)− L Ψ′′q (θ)
)
. (3)
This hydrodynamic behaviour can also be phrased in terms of the limiting density profile. Denoting
by ρ(x) the local density of particles at time t around site xt for very large t, the law of large
numbers (1) translates into the density profile shown in Figure 3. The density profile in the
partially asymmetric case (that is when R > L > 0) is discontinuous on its right edge. A simple
argument explains why this discontinuity is present. Consider the behaviour of the first particle
x1(t). The rate at which it jumps anywhere to the right is
∞∑
j=1
R
[j]q−1
<∞.
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whereas the rate at which it jumps anywhere to the left is
m∑
j=1
L
[j]q
−−−−−→
m→+∞ +∞,
where m = x1(t) − x2(t) − 1. Thus, even though particles want to generally move right (because
R > L), the first particle stays with high probability at a bounded distance from the second particle,
and hence the density around the first particles remains strictly positive. In terms of the flux, this
explains why j(ρ) is negative for small ρ.
The property of the flux function j(ρ) which is responsible for the occurrence and location of
the discontinuity in the density profile is the fact that the drift, that is j(ρ)/ρ, is not monotone
as a function of ρ. Since we are starting with step initial data, the hydrodynamic limit ρ(x) will
be decreasing in x. As long as the drift j
(
ρ(x)
)
/ρ(x) increases with x, the profile will fan out, but
once the drift start decreasing, a jam will occur and the discontinuity will form at that x. Our
limit theorems stated below confirm the result of this reasoning.
We consider the fluctuation behaviour in the rarefaction fan as well as the right edge jump
behaviour. For particles in the bulk of the rarefaction fan, we prove that the limit behaviour
matches the predictions for models in the KPZ universality class. In Section 4.1 and 4.2, we also
explain how the model-dependent constants in this limit theorem are consistent with the physics
KPZ scaling theory [KMHH92, Spo12].
Theorem 1.1. Consider the MADM exclusion process started from step initial condition, with
q ∈ (0, 1) and asymmetry parameters R and L = 1 − R such that R > L > 0. Assume that
θ ∈ (0,+∞) is such that qθ > 2q/(1 + q), then there exists a constant σ(θ) > 0 such that for
n = bκ(θ)tc,
lim
t→∞P
(
xn(t)− pi(θ)t
σ(θ)t1/3
> x
)
= FGUE(−x).
The expressions of the model-dependent constants κ (θ) , pi(θ) and σ(θ) as functions of θ are given
in (3), (2) and (60) and FGUE is the GUE Tracy-Widom distribution (see definition 5.1).
Theorem 1.1 is proved as Theorem 5.2 in Section 5, and it implies the convergence (1) in proba-
bility. The condition on θ should just be technical (though as it is, it restricts us to a right section
of the rarefaction fan).
Remark 1.2. Lee recently posted a preprint on arXiv [Lee14] where a similar asymptotic result
is proposed for an infinite volume MADM which is different from the one discussed in the present
paper. Although Theorem 1.1 is not in contradiction with [Lee14], the present authors pointed out
fundamental issues in the proof. In particular, the weak law of large numbers implied by the limit
theorem [Lee14, Theorem 1.3] does not agree with the particle dynamics considered. At the time
of posting of the present article, no revision remedying these issues have been made.
Turning to the right edge behaviour, let us first recall some of what is known for systems without
jump discontinuities. For TASEP (which is a special case of the MADM exclusion process when
R = 1, L = 0, q = 0) from step initial condition, an application of the law of large numbers and
the classical central limit theorem shows that as t→∞,
x1(t)− t√
t
−→ N (0, 1).
For ASEP, Theorem 2 in [TW09] shows that the position of the first particle still fluctuates on a
√
t
scale, but the limiting law is not Gaussian. Both TASEP and ASEP have no jump in their density
profile ρ(x) when started from step initial data. The t1/2 scaling seems robust but the limit law
not.
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q-Hahn asymmetric exclusion process
(q-Hahn AEP)
Continuous-time q-Hahn TASEP,
[Pov13, Cor14, Tak14]
Two-sided q-TASEP
q-TASEP [BC14]
TASEP
MADM [SW98]
Discrete-time q-Hahn TASEP
[Pov13, Cor14]
Push-ASEP
[BF08]
L = 0
ν = 0
ν = q
q = 0
µ→ ν
ν = 0
q = 0
q = 0
q = 0, L = 0
Figure 4. The various degenerations and limits of the q-Hahn AEP. All systems
except the discrete-time q-Hahn TASEP are in continuous time.
Turning back to the MADM exclusion process, we see that the occurrence of a jump discontinuity
seems to radically change the first particles fluctuations.
Theorem 1.3. Consider the MADM exclusion process started from step initial condition with
q ∈ (0, 1) and asymmetry parameters R and L = 1−R such that Rmin(q) < R < 1, where Rmin(q)
is an explicit bound depending on the parameter q (see Theorem 5.4 and Remark 5.9 for a precise
expression). Then,
lim
t→∞P
(
x1(t)− pit
σt1/3
> x
)
= FGUE(−x),
where pi and σ > 0 are explicit constants depending on R and q, and FGUE(x) is the GUE Tracy-
Widom distribution (see Definition 5.1).
Theorem 1.3 is proved in Section 5 as Theorem 5.4. This shows that the first particles fluctuates
in the same manner as those in the rarefaction fan.
It is tempting to ask whether this behaviour (t1/3 scaling and FGUE limit law) is universal in
presence of a discontinuous density profile. We leave that question for further study [BBCS15].
1.2. Duality and Bethe anzatz solvability. The results announced in Section 1.1 are actu-
ally special cases of results we prove for a model that we introduce here and call the q-Hahn
asymmetric exclusion process (abbreviated q-Hahn AEP). This process depends on two parameters
q ∈ (0, 1), ν ∈ [0, 1) and asymmetry parameters R,L > 0. The q-Hahn AEP degenerates to many
known exactly-solvable processes. For instance one recovers the MADM exclusion process when
ν = q. Figure 4 summarizes these degenerations (see Section 3.4).
For q ∈ (0, 1), ν ∈ [0, 1) and asymmetry parameters R,L > 0, assuming without loss of generality
that R+L = 1, we define the q-Hahn AEP as a continuous-time Markov process on configurations
of particles
+∞ = x0(t) > x1(t) > x2(t) > · · · > xn(t) > . . . ; xi ∈ Z.
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φRq,ν(2|3)φLq,ν(1|2)
xn(t) xn−1(t)xn+1(t)
Figure 5. Two admissible jumps for the nth particle in the q-Hahn asymmetric
exclusion process.
The nth particle, located at xn(t), jumps right to the location xn(t) + j at rate (i.e. according to
independent exponentially distributed waiting times with rate) φRq,ν(j|xn−1(t)−xn(t)−1) for all j ∈
{1, . . . , xn−1(t)−xn(t)−1}, and jumps left to the location xn(t)−j′ at rate φLq,ν(j′|xn(t)−xn+1(t)−1)
for all j′ ∈ {1, . . . , xn(t) − xn+1(t) − 1}. Figure 5 shows two possible jumps for xn(t). The rates
φRq,ν(j|m) and φLq,ν(j|m), defined for all integers 1 6 j 6 m, are not arbitrary. To ensure the exact
solvability of the process, we fix
φRq,ν(j|m) := R
νj−1
[j]q
(ν; q)m−j
(ν; q)m
(q; q)m
(q; q)m−j
,
φLq,ν(j|m) := L
1
[j]q
(ν; q)m−j
(ν; q)m
(q; q)m
(q; q)m−j
.
The q-Pochhammer symbol (a; q)n is defined in Section 2. The superscript R (resp. L) on φ
R
q,ν
(resp. φLq,ν) is not an exponent, but rather labels right (resp. left) jump rates. The reader is
referred to Section 3 for a further discussion on the definition of the q-Hahn AEP.
The exact solvability of the q-Hahn AEP follows along the lines of the method developed in
[BCS14] to study q-TASEP and ASEP. This method was later used in [Cor14] to solve the discrete-
time q-Hahn TASEP. The key Markov duality relation we use in step (1) below generalizes (though
in continuous time) that of [Cor14]. The steps in our analysis are as follows:
(1) Via an exclusion/zero-range transformation applied to the q-Hahn AEP, we introduce (see
Section 3) the q-Hahn asymmetric zero-range process (q-Hahn AZRP) on Z with a finite
number of particles. Owing to a particular symmetry of the q-Hahn distribution, we prove
a Markov duality between the q-Hahn AEP and the q-Hahn AZRP (Proposition 3.3). This
implies that E
[∏k
i=1 q
xni (t)+ni
]
solves the Kolmogorov backward equations for the q-Hahn
AZRP with k particles.
(2) The generator of the q-Hahn AZRP is diagonalisable via Bethe ansatz, extending results
from [Pov13, Cor14] to the partially asymmetric case. Indeed, the discrete-time q-Hahn
TAZRP was introduced by Povolotsky in [Pov13] as the most general parallel update discrete
time totally asymmetric ‘chipping’ model on a ring lattice with factorized invariant measures
which is solvable via Bethe ansatz. Combined with duality, Bethe ansatz yields exact
integral formulas for all moments of the random variable qxn(t) (Proposition 3.11).
(3) Using techniques introduced in the context of Macdonald processes [BC14], we use the
moment formulas for qxn(t) to compute a formula for the eq-Laplace transform of q
xn(t) as
a Fredholm determinant (Theorem 3.12). This characterizes the law of xn(t).
(4) We provide a rigorous asymptotic analysis of this Fredholm determinant in the case q =
ν (i.e. the MADM case). This is stated as Theorem 5.2 and Theorem 5.4 and proves
Theorem 1.1 and Theorem 1.3 (see Section 5). The asymptotic analysis here is an instance
of the Laplace (or saddle-point) method which has been implemented in similar contexts in
[BCF14, FV13, Bar15, Vet15].
Though the general gameplan for solving q-Hahn AEP is similar to that used in earlier works,
there are certain technical novelties that arise in the present paper which we highlight.
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• Previous works have been for totally asymmetric processes with right-finite initial data
(such as the step initial data). In that case the position of the nth particle only depends
on positions of the first n − 1 particles. This is no longer true for partially asymmetric
processes. This has two consequences: the processes are not obviously well-defined, and
unlike in [BCS14, Cor14] the Markov duality functional defined in (19) is an infinite product
involving infinitely many particle locations.
• The proof of Proposition 3.6 is more involved than in previous papers, and more complete
than [BCS14, Appendix C]. In the totally asymmetric cases, the systems of ODEs considered
were triangular, which implies uniqueness straightforwardly.
• We use two different series representations of the q-digamma function (see Lemma 2.1), in
order to connect the formulas arising from KPZ scaling theory with those coming from the
saddle-point analysis of Fredholm determinants in Section 4.
• In the asymptotic analysis, we use an interpolation between cases for which formulas are
manageable (cases L = 0 = 1−R and R = qL), in order to cover the general R,L case.
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Outline of the paper. In Section 2, we provide definitions and establish useful identities for
some q-deformed special functions. In Section 3, we introduce the q-Hahn AEP and establish the
Fredholm determinant identity characterizing the distribution of particles positions. In Section 4,
we study this process from the point of view of the conjectural KPZ scaling theory, and we state the
predicted limit theorems. We sketch an asymptotic analysis of the Fredholm determinant, leading
to the predicted Tracy-Widom limit theorem. In Section 5, we make a rigorous asymptotic analysis
in the case ν = q, which corresponds to the MADM, thus proving Theorems 1.3 and 1.1.
2. Preliminaries on the q-deformed gamma and digamma functions
Fix hence forth that q ∈ (0, 1). For a ∈ C and n ∈ Z>0, define the q-Pochhammer symbol
(a; q)n =
n−1∏
i=0
(1− aqi) and (a; q)∞ =
∞∏
i=0
(1− aqi).
For an integer n, the q-integer [n]q is
[n]q = 1 + q + · · ·+ qn−1 = 1− q
n
1− q .
The q-factorial is defined as
[n]q! = [n]q[n− 1]q . . . [1]q = (q; q)n
(1− q)n . (4)
The q-binomial coefficients are[
n
k
]
q
=
[n]q!
[n− k]q![k]q! =
(q; q)n
(q; q)k(q; q)n−k
.
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For |z| < 1, the q-binomial theorem [AAR99, Theorem 10.2.1] implies that
∞∑
k=0
(a; q)k
(q; q)k
zk =
(az; q)∞
(z; q)∞
. (5)
The q-gamma function is defined by
Γq(z) = (1− q)1−z (q; q)∞
(qz; q)∞
,
and the q-digamma function is defined by
Ψq(z) =
∂
∂z
log Γq(z).
From the definition of the q-digamma function, we have a series representation for Ψq,
Ψq(z) =
d
dz
log Γq(z) = − log(1− q) + log(q)
∞∑
k=0
qk+z
1− qk+z . (6)
Let us also define a closely-related series that will appear in Section 4,
Gq(z) :=
∞∑
i=1
zi
[i]q
.
Lemma 2.1. For z ∈ C with positive real part,
Gq(q
z) =
1− q
log q
(
Ψq(z) + log(1− q)
)
. (7)
For z ∈ C with real part greater than −1,
Gq−1(q
z) =
q−1 − 1
log q
(
Ψq(z + 1) + log(1− q)
)
. (8)
Proof. Assume z ∈ C with positive real part. Using the series representation (6), we have that
1− q
log q
(
Ψq(z) + log(1− q)
)
= (1− q)
∞∑
k=0
qk+z
1− qk+z .
Since z has positive real part, we can write for all k > 0
qk+z
1− qk+z =
∞∑
i=1
q(k+z)i,
so that the right-hand-side in (7) equals
(1− q)
∞∑
k=0
∞∑
i=1
q(k+z)i.
Exchanging the summations yields
1− q
log q
(
Ψq(z) + log(1− q)
)
= (1− q)
∞∑
i=1
∞∑
k=0
q(k+z)i =
∞∑
i=1
(qz)i
[i]q
.
Equation (8) can be deduced from (7) by replacing z by z + 1. 
A consequence of Lemma 2.1 is the following formula for the k-fold derivatives of the q-digamma
function:
Ψ(k)q (z) = (log q)
k+1
∞∑
n=1
nkqnz
1− qn . (9)
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Prob. ϕ(2|3)
gap = 3xn(t) xn−1(t)xn+1(t)
Figure 6. Jumps probabilities in the (discrete-time) q-Hahn TASEP.
3. The q-Hahn AEP and AZRP
Let us first recall the definition of the discrete-time q-Hahn-TASEP [Pov13, Cor14]. Fix q ∈
(0, 1) and 0 6 ν < µ < 1. The N -particle q-Hahn TASEP is a discrete time Markov chain
~x(t) = {xn(t)}Nn=0 ∈ XN with state space
XN = {+∞ = x0 > x1 > · · · > xN ; ∀n ≥ 1, xn ∈ Z}.
At time t+1, each coordinate xn(t) is updated independently and in parallel to xn(t+1) = xn(t)+jn
where 0 6 jn 6 xn−1(t)−xn(t)− 1 is drawn according to the q-Hahn probability distribution. The
q-Hahn probability distribution on j ∈ {0, 1, . . . ,m} is defined by
ϕq,µ,ν(j|m) = µj (ν/µ; q)j(µ; q)m−j
(ν; q)m
[
m
j
]
q
. (10)
As we have explained in the Introduction, the exact solvability of this process is granted by
a Markov duality with a zero-range process (the q-Hahn Boson process) and the Bethe ansatz
solvability of the latter.
In this section, we introduce a generalization of a continuous time limit of the q-Hahn TASEP
allowing jumps towards both directions. The key to this generalization is that the Markov duality
is preserved under it. Proposition 1.2 in [Cor14], shows that certain ‘q-moments’ of the q-Hahn
probability distribution enjoy a symmetry relation, which is ultimately responsible for an inter-
twining (and hence Markov duality) of the Markov generators of the q-Hahn Boson model and the
q-Hahn TASEP. This relation is that for all positive integers m and y,
m∑
j=0
ϕq,µ,ν(j|m)qjy =
y∑
j=0
ϕq,µ,ν(j|y)qjm. (11)
The same identity replacing all variables by their inverse also holds:
m∑
j=0
ϕq−1,µ−1,ν−1(j|m)q−jy =
y∑
j=0
ϕq−1,µ−1,ν−1(j|y)q−jm. (12)
For q, µ, ν as specified earlier, the weights ϕq,µ,ν(j|m) and ϕq−1,µ−1,ν−1(j|m) are positive, and hence
define probability distributions on j ∈ {0, 1, . . . ,m}. Notice also that
ϕq−1,µ−1,ν−1(j|m) =
(
ν
µ
)m 1
νj
ϕq,µ,ν(j|m).
One can extend the q-Hahn weights by continuity when ν goes to zero, so that
ϕq,µ,0(j|m) = µj(µ; q)m−j
[
m
j
]
q
and ϕq−1,µ−1,∞(j|m) = 1{j=m}. (13)
These observations motivate the introduction of a two-sided q-Hahn process where jumps to the
left are distributed according to a q-Hahn distribution with parameters q−1, µ−1, ν−1, and those to
the right with parameters q, µ, ν as before. We will define this sort of two-sided process, but only in
continuous time to simplify possible obstacles that arise in discrete time. Let us first observe how
the right and left jump distribution turns into continuous time rates for exponentially distributed
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rate φR(2|y4)
rate φL(3|y4)
Figure 7. Rates of two possible transitions in the q-Hahn asymmetric zero-range process.
jump waiting times. Fix q, ν ∈ (0, 1) and set µ = ν + (1 − q). Then for all j > 1, the jump
probabilities of the q-Hahn distribution become jump rates given by the limits,
ϕq,µ,ν(j|m)/ −→
→0
νj−1
[j]q
(ν; q)m−j
(ν; q)m
(q; q)m
(q; q)m−j
, (14)
ϕq−1,µ−1,ν−1(j|m)/ −→
→0
ν−1
[j]q
(ν; q)m−j
(ν; q)m
(q; q)m
(q; q)m−j
. (15)
Let us fix some notation and write these limiting rates as φRq,ν and φ
L
q,ν :
φRq,ν(j|m) := R
νj−1
[j]q
(ν; q)m−j
(ν; q)m
(q; q)m
(q; q)m−j
,
φLq,ν(j|m) := L
1
[j]q
(ν; q)m−j
(ν; q)m
(q; q)m
(q; q)m−j
.
The letters R and L stand for “right” and “left” as well as denote the values of the relative rates of
jumps of particles in the process in those respective directions. Note that we deliberately removed
the factor ν−1 (present in the → 0 limit) from φLq,ν(j|m) to be consistent with models previously
introduced in the particle system literature (see Section 3.4). In this way, the rates are well-defined
for ν = 0 and all results of this section hold for ν = 0 as well. It is useful for later calculations to
notice that
R−1φRq−1,ν−1(j|m) =
ν
q
L−1φLq,ν(j|m). (16)
Definition 3.1. We define the (continuous time) q-Hahn asymmetric zero-range process (abbrevi-
ated q-Hahn AZRP) as a Markov process ~y(t) ∈ Y∞ with state-space
Y∞ =
{
(y0, y1, . . . ) ; ∀i ∈ Z>0, yi ∈ Z>0 and
∞∑
i=0
yi <∞
}
.
and infinitesimal generator Bq,ν defined in (17). Before stating this generator, we must introduce
some notation. For a vector ~y = (y0, y1, . . . ), and any j 6 yi we denote
~yji,i−1 = (y0, . . . , yi−1 + j, yi − j, yi+1, . . . ),
~yji,i+1 = (y0, . . . , yi−1, yi − j, yi+1 + j, . . . ).
The operator Bq,ν is defined by its action on functions Y∞ → R by
(
Bq,νf
)
(~y) =
∞∑
i=1
 yi∑
j=1
φRq,ν(j|yi)
(
f(~yji,i−1)− f(~y)
)
+
yi∑
j=1
φLq,ν(j|yi)
(
f(~yji,i+1)− f(~y)
) . (17)
Informally, if the site i is occupied by y particles, j particles move together to site i− 1 with rate
φRq,ν(j|y) whereas j′ particles move together to site i + 1 with rate φLq,ν(j′|y), for all 1 6 j, j′ 6 y
(see Figure 7).
THE q-HAHN ASYMMETRIC EXCLUSION PROCESS 11
Similarly, we define the q-Hahn AEP as a Markov process ~x(t) ∈ X∞ where the state space X∞
is defined by
X∞ =
{
+∞ = x0 > x1 > · · · > xn > . . .
∣∣∣∣ ∀n ≥ 1, xn ∈ Z∃N > 0, ∀n > N, xn − xn+1 = 1
}
.
In words, X∞ is the space of particle configurations that have a right-most particle and a left-most
empty site. This is the analogue of the state space Y∞ by exclusion/zero-range transformation,
that is if one maps the gaps between consecutive particles in the exclusion process to the number
of particles on the sites of the zero-range process.
The q-Hahn AEP is defined by the action of its infinitesimal generator Tq,ν . Let us introduce
some notations. For a vector ~x = (x0, x1, . . . ) we denote for any j ∈ Z and i > 1
~xji = (x0, . . . , xi−1, xi + j, xi+1, . . . ).
The operator Tq,ν acts on functions X∞ → R by
(
Tq,νf
)
(~x) =
∞∑
i=1
xi−1−xi−1∑
j=1
φRq,ν(j|xi−1 − xi − 1)
(
f(~x+ji )− f(~x)
)
+
xi−xi+1−1∑
j=1
φLq,ν(j|xi − xi+1 − 1)
(
f(~x−ji )− f(~x)
) . (18)
Remark 3.2. It may be possible to define the q-Hahn AZRP (resp. q-Hahn AEP) on a larger
state space including configurations with an infinite number of particles (resp. an infinite number
of positive gaps between consecutive particles). Such a more general definition would add some
complexity in several of the later statements. In the following, we study the zero-range processes
only with a finite number of particles and the exclusion process starting only from the step-initial
condition (∀n > 0, xn(0) = −n), thus we prefer to restrict our definition to the state-spaces X∞
and Y∞.
Before going further into the analysis of the q-Hahn AEP and AZRP, we must justify that both
processes are well defined.
Existence of the q-Hahn AZRP. Observe that the (finite) number of particles is conserved by
the dynamics. Let k be the number of particles in the initial condition. Then, each entry of the
transition matrix of the process is bounded by
k · max
m∈{1,...,k}
∑
j6m
(
φRq,ν(j|m) + φLq,ν(j|m)
)
<∞.
The existence of a Markov process with the generator (17) follows from the classical construction
of Markov chains on a denumerable state space with bounded generator (see e.g. [EK09, Chap. 4
Section 2]).
Existence of q-Hahn AEP. Although it should be possible to show that the generator (18)
defines uniquely a Markov semi-group (using e.g. [BO12, Proposition 4.3]), we prefer to give a
probabilistic construction of the q-Hahn AEP that corresponds to the generator. Fix some T > 0
and let us show that the processes is well-defined on the time interval [0, T ]. The construction will
then extend to any time t ∈ R+ by the Markov property. We prove that the construction on [0, T ]
is actually that of a continuous-time Markov chain on a finite (random) state space. Consider a
(possibly random) initial condition in X∞. By the definition of the state space X∞, there exists a
(possibly random) integer N such that for all n > N , xn(0) − xn+1(0) = 1. Almost surely, there
exists an integer n > N such that the particle labelled by n does not move on the time interval
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φR(2|3)φL(1|2)
gap = 3xn(t) xn−1(t)xn+1(t)
Figure 8. Rates of two possible jumps in the q-Hahn asymmetric exclusion process.
[0, T ]. Indeed, if this particle moves, then it has to move at least once to its right, since there is no
room to its left. The rates at which a jump on the right occurs is bounded by
M := sup
m>1
m∑
j=1
φRq,ν(j|m) <∞.
Since all particles are equipped with independent Poisson clocks, there exists almost surely a particle
that does not jump to the right. Finally, the q-Hahn AEP can be constructed on [0, T ] as a Markov
chain on a finite state-space.
3.1. Markov duality. We come now to the Markov duality between the q-Hahn AEP and the
q-Hahn AZRP.
Proposition 3.3. Define H : X∞ × Y∞ → R by
H(~x, ~y) :=
∞∏
i=0
q(xi+i)yi , (19)
with the convention that the product is 0 when y0 > 0. For any (~x, ~y) in X∞ × Y∞, we have that
Bq,νH(~x, ~y) = Tq,νH(~x, ~y),
where Bq,ν acts on the ~y variable, Tq,ν acts on the ~x variable.
Proof. Under the scalings above and when  goes to zero, identities (11) and (12) degenerate to
m∑
j=1
φRq,ν(j|m)
(
qjy − 1) = y∑
j=1
φRq,ν(j|y)
(
qjm − 1) , (20)
and
m∑
j=1
φLq,ν(j|m)
(
q−jy − 1) = y∑
j=1
φLq,ν(j|y)
(
q−jm − 1) . (21)
Let us explain how (20) is obtained. From the limit (14), we know that for j > 1,
ϕq,µ,ν(j|m) = R−1φRq,ν(j|m) + o().
Since
∑m
j=0 ϕq,µ,ν(j|m) = 1, we know that
ϕq,µ,ν(0|m) = 1−
m∑
j=1
R−1φRq,ν(j|m) + o().
Finally, in terms of , identity (11) implies
1−
m∑
j=1
R−1φRq,ν(j|m) +
m∑
j=1
R−1φRq,ν(j|m)qjy + o() =
1−
y∑
j=1
R−1φRq,ν(j|y) +
y∑
j=1
R−1φRq,ν(j|y)qjm + o().
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Substracting 1 from both sides and identifying terms of order , one gets identity (20). Identity
(21) is obtained in a similar way.
Applying generators Bq,ν and Tq,ν to the function H(~x, ~y) =
∏∞
i=0 q
(xi+i)yi and using (20) and
(21) on each term of the sum, one gets that Bq,νH = Tq,νH. More precisely, we have that
Tq,νH(~x, ~y) =
∞∏
i=1
xi−1−xi−1∑
ji=0
φRq,ν(ji|xi−1 − xi − 1)
(
qjiyi − 1) +
xi−xi+1−1∑
ki=0
φLq,ν(ki|xi − xi+1 − 1)
(
q−kiyi − 1)
 ∞∏
i=0
q(xi+i)yi .
Applying (20) and (21) to the terms inside the parenthesis, we find that
Tq,νH(~x, ~y) =
∞∏
i=1
(
yi∑
si=0
φRq,ν(si|yi)
(
qsi(xi−1−xi−1) − 1)
+
yi∑
ti=0
φLq,ν(ti|yi)
(
q−ti(xi−xi+1−1) − 1)) ∞∏
i=0
q(xi+i)yi
= Bq,νH(~x, ~y).

Remark 3.4. One sees from the proof of Proposition 3.3 that our statement could be generalized
to hold when the parameter ν is not the same for the jumps to the left and the jumps to the right,
as well as when the parameter ν and the asymmetry parameters R and L vary over different
sites/particles provided that the parameters corresponding to the ith particle in the exclusion
process equal the parameters corresponding to the ith site in the zero-range process.
It is not presently clear if beyond this duality, the integrability via Bethe ansatz of the q-Hahn
AZRP (resp. q-Hahn AEP) process extends to the general time and site-dependent (resp. particle-
dependent) case (see [Cor14, Section 2.4] for a related discussion in the q-Hahn TASEP case).
The k-particle q-Hahn AZRP process can be alternatively described in terms of ordered particle
locations ~n(t) = ~n(~y(t)). The bijection between ~n coordinates and ~y coordinates is such that
ni(t) = n if and only if
∑
j>n yj < i 6
∑
j>n yj and we impose that ~n ∈ Wk where the Weyl
chamber Wk is defined as
Wk = {n1 > n2 > · · · > nk ; ni ∈ Z>0, 1 6 i 6 k} . (22)
For a subset I ⊂ {1, . . . , k} and ~n ∈Wk, we introduce the vector ~n+I obtained from ~n by increasing
by one all coordinates with index in I ; and the vector ~n−I obtained from ~n by decreasing by one
all coordinates with index in I. As an example,
~n+i = (n1, . . . , ni−1, ni + 1, ni+1, . . . , nk).
With a slight abuse of notations, we will use the same symbol Bq,ν for the generator of the q-Hahn
AZRP described in terms of variables in either Y∞ or Wk.
Definition 3.5. We say that h : R+×Wk solves the k-particle true evolution equation with initial
data h0 if it satisfies the conditions that:
(1) for all ~n ∈Wk and t ∈ R+,
d
dt
h(t, ~n) = Bq,νh(t, ~n),
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(2) for all ~n ∈Wk, h(t, ~n) −−→
t→0
h0(~n),
(3) for any T > 0, there exists constants c, C > 0 such that for all ~n ∈Wk, t ∈ [0, T ],
|h(t, ~n)| 6 Cec‖~n‖,
and for all ~n, ~n′ ∈Wk, t ∈ [0, T ],
|h(t, ~n)− h(t, ~n′)| 6 C|ec‖~n‖ − ec‖~n′‖|,
where we define the norm of a vector in Wk by ‖~n‖ = ∑ki=1 ni.
Proposition 3.6. Consider any initial data h0 such that there exists constants c, C > 0 such that
for all ~n ∈Wk, |h0(~n)| 6 Cec‖~n‖, and for all ~n, ~n′ ∈Wk, |h0(~n)− h0(~n′)| 6 C|ec‖~n‖− ec‖~n′‖|. Then
the solution of the true evolution equation is unique.
Proof. We provide a probabilistic proof adapted from [BCS14, Appendix C]. Given ~n(t), a q-Hahn
AZRP started from initial condition ~n(0) = ~n, we use a representation of any solution to the true
evolution equation as a functional of the q-Hahn AZRP.
Let h1 and h2 two solutions of the true evolution equation with initial data h0. Then g := h
1−h2
solves the true evolution equation with zero initial data. Let T > 0. Our aim is to prove that for
any ~n ∈ Wk, g(T, ~n) = 0. The idea is the following: By formally differentiating the function
t 7→ E~n[g(t, ~n(T − t))] we find a zero derivative. Thus we expect that this function is constant, and
hence its value for t = T , which is g(T, ~n), equals the limit when t goes to zero, which is expected
to be 0. Of course, these formal manipulations need to be justified and we will see how condition
(3) of the true evolution equation applies.
By condition (3) of the true evolution equation, there exist constants c, C > 0 such that for
t ∈ [0, T ],
|g(t, ~n)| 6 Cec‖~n‖. (23)
Let us first prove that on [0, T ], ‖~n(t)‖−‖~n‖ can be bounded by a Poisson random variable NT .
Indeed, we have that for any 0 6 t 6 T ,
P~n (‖~n(t)‖ − ‖~n‖ = N) 6 P
(
at least
N
k
events on the right occurred on [0, T ]
)
.
The rate of an event on the right is crudely bounded by kλ where λ = maxj6m6k φL(j|m) < ∞.
Thus, ‖~n(t)‖−‖~n‖ can be bounded by a Poisson random variable NT depending only on the horizon
time T .
Consider the function [0, T ]→ R, t 7→ E~n[g(t, ~n(T − t))]. Given the exponential bound (23) and
the inequality ‖~n(t)‖ 6 ‖~n‖+NT , this function is well-defined. Moreover, one can apply dominated
convergence to show that it is continuous. Thus, the limit when t goes to zero is zero (because of
the initial condition for g).
Let us show that the function is constant. First, observe that for t ∈ [0, T ],
Bq,νg(t, ~n) 6
∑
~n→~n′
2kλ|g(t, ~n′)| 6 (2k)2λCec(‖~n‖+k).
Since ~n(T − t) can be bounded by ‖~n‖+NT ,
|Bq,νg(t, ~n(T − t))| 6 (2k)2λCec(‖~n‖+k+NT ). (24)
Consider the function φ : [0, T ]2 → R defined by φ(t, s) = E~n[g(t, ~n(s))]. Since the right-hand-side
of (24) is integrable, one can take the partial derivative of φ with respect to t inside the expectation,
and we get
∂φ
∂t
(t, s) = E~n[Bq,νg(t, ~n(s))]
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The equality comes from condition (1) of true evolution equation, using dominated convergence.
By condition (3) of the true evolution equation, we also have that for t ∈ [0, T ],
|g(t, ~n)− g(t, ~n′)| 6 C|ec‖~n‖ − ec‖~n′‖|. (25)
Hence, for any fixed t ∈ [0, T ], we have for 0 < s < s′ < T∣∣∣φ(t, s′)− φ(t, s)
s′ − s
∣∣∣ 6 CE~n [ |ec‖~n(s′)‖ − ec‖~n(s)‖|
s− s′
]
. (26)
Since one can bound |‖~n(s)‖− ‖~n(s′)‖| by a Poisson random variable with parameter proportional
to s′−s, the right-hand-side of (26) has a limit when s′ goes to s. This means that for any t ∈ [0, T ],
the function ~n 7→ g(t, ~n) is in the domain of the semi-group (of the q-Hahn AZRP). Thus, applying
Kolmogorov backward equation and using the commutativity of the generator with the semi-group,
we have that
∂φ
∂s
(t, s) = E~n[Bq,νg(t, ~n(s))].
Consequently the derivative of t 7→ E~n[g(t, ~n(T − t))] is zero. Hence the function is constant, and
the value at t = T , g(T, ~n) equals the limit when t→ 0 which is zero. 
Corollary 3.7. For any fixed ~x ∈ X∞, the function u : R+ ×Wk → R defined by
u(t, ~n) = E~x[H(~x(t), ~n)]
satisfies the true evolution equation with initial data h0(~n) = H(~x, ~n). As a consequence, the q-
Hahn AEP and the k-particle q-Hahn AZRP are dual with respect to the function H, that is for
any ~x ∈ X∞ and ~n ∈Wk,
E~x[H(~x(t), ~n)] = E~n[H(~x, ~n(t))].
Proof. By the Kolmogorov backward equation for the q-Hahn AZRP, it is clear that (t, ~n) 7→
E~n[H(~x, ~n(t))] satisfies the true evolution equation with initial data E[H(~x, ~n)] (the growth condi-
tion is clear). On the other hand, Kolmogorov backward equation for the q-Hahn AEP yields
d
dt
E~x[H(~x(t), ~n)] = Tq,νE~x[H(~x(t), ~n)] = E~x[Tq,νH(~x(t), ~n)].
Proposition 3.3 then implies
d
dt
u(t, ~n) = E~x[Bq,νH(~x(t), ~n)] = Bq,νu(t, ~n).
Since u satisfies the growth condition and the initial condition, u solves the true evolution equation.
Hence, by Proposition 3.6, we have that for all ~x ∈ X∞ and ~n ∈Wk,
E~x[H(~x(t), ~n)] = E~n[H(~x, ~n(t))].

3.2. Bethe ansatz solvability and moment formulas. In light of Corollary 3.7, in order to
compute E
[∏k
i=1 q
xni (t)+ni
]
, we must solve the true evolution equation. Proposition 3.8 provides a
rewriting of the k-particle true evolution equation as a k-particle free evolution equation with k−1
two-body boundary conditions.
Proposition 3.8. Let ~x(·) denote the q-Hahn AEP. If u : R+ × Zk → C solves:
(1) (k-particle free evolution equation) for all ~n ∈ Zk and t ∈ R+,
d
dt
u(t;~n) =
1− q
1− ν
k∑
i=1
[
R
(
u(t;~n−i )− u(t;~n)
)
+ L
(
u(t;~n+i )− u(t;~n)
) ]
;
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(2) (k − 1 two-body boundary conditions) for all ~n ∈ Zk and t ∈ R+ if ni = ni+1 for some
i ∈ {1, . . . , k − 1} then
αu(t;~n−i,i+1) + βu(t;~n
−
i+1) + γu(t;~n)− u(t;~n−i ) = 0
where the parameters α, β, γ are defined in terms of q and ν as
α =
ν(1− q)
1− qν , β =
q − ν
1− qν , γ =
1− q
1− qν ;
(3) (initial data) for all ~n ∈Wk, u(0;~n) = E
[∏k
i=1 q
xni (0)+ni
]
;
(4) for any T > 0, there exists constants c, C > 0 such that for all ~n ∈Wk, t ∈ [0, T ],
|u(t;~n)| 6 Cec‖~n‖,
and for all ~n, ~n′ ∈Wk, t ∈ [0, T ],
|h(t, ~n)− h(t, ~n′)| 6 C|ec‖~n‖ − ec‖~n′‖|;
then for all ~n ∈Wk and all t ∈ R+, u(t;~n) = E
[∏k
i=1 q
xni (t)+ni
]
.
Proof. In the totally asymmetric case, that is when R = 1 and L = 0, this result can be seen as a
degeneration of Proposition 1.7 in [Cor14].
First we show that conditions (1) and (2) imply that u satisfies condition (1) of the true evolution
equation in Definition 3.5. Condition (2) in Proposition 3.8 says that for all ~n such that ni = ni+1,
ν(1− q)
1− qν u(t;~n
−
i,i+1) +
q − ν
1− qν u(t;~n
−
i+1) +
1− q
1− qν u(t;~n)− u(t;~n
−
i ) = 0. (27)
This is equivalent to saying that for all ~n such that ni = ni+1,
ν−1(1− q−1)
1− q−1ν−1 u(t;~n
+
i,i+1) +
q−1 − ν−1
1− q−1ν−1u(t;~n
+
i ) +
1− q−1
1− q−1ν−1u(t;~n)− u(t;~n
+
i+1) = 0. (28)
Indeed, if we set ~m := ~n−i,i+1 in (27), we have that ~n
−
i+1 = ~m
+
i , ~n = ~m
+
i,i+1 and ~n
−
i = ~m
+
i+1. Dividing
the numerator and the denominator of each coefficient in (27) by −qν, we have
ν(1− q)
1− qν u(t;~n
−
i,i+1) =
1− q−1
1− q−1ν−1u(t; ~m),
q − ν
1− qν u(t;~n
−
i+1) =
q−1 − ν−1
1− q−1ν−1u(t; ~m
+
i ),
1− q
1− qν u(t;~n) =
ν−1(1− q−1)
1− q−1ν−1 u(t; ~m
+
i,i+1).
Finally we get exactly (28) with ~n replaced by ~m.
The next lemma explains the effect of the boundary condition.
Lemma 3.9. Suppose that a function f : Zm → R satisfies the boundary conditions that for all ~n
such that ni = ni+1 for some i ∈ {1, . . . , k − 1},
αf(~n−i,i+1) + βf(~n
−
i+1) + γf(~n)− f(~n−i ) = 0.
Then for ~n = (n, . . . , n), the function f also satisfies
m∑
i=1
R
1− q
1− ν
(
f(~n−i )− f(~n)
)
=
m∑
j=1
φRq,ν(j|m)f(n, . . . , n︸ ︷︷ ︸
m−j
, n− 1, . . . , n− 1︸ ︷︷ ︸
j
), (29)
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and
m∑
i=1
L
1− q
1− ν
(
f(~n+i )− f(~n)
)
=
m∑
j=1
φLq,ν(j|m)f(n+ 1, . . . , n+ 1︸ ︷︷ ︸
j
, n, . . . , n︸ ︷︷ ︸
m−j
). (30)
Proof. Equation (29) is exactly the conclusion of Lemma 2.4 in [Cor14] with µ = ν + (1− q) and
keeping only the terms of order . For completeness, we will give a direct proof as well. Theorem 1
in [Pov13] states that an associative algebra generated by A,B obeying the quadratic homogeneous
relation
BA = αAA+ βAB + γBB, (31)
enjoys the following non-commutative analogue of Newton binomial expansion(
µ− ν
1− ν A+
1− µ
1− ν B
)m
=
m∑
j=0
ϕq,µ,ν(j|m)AjBm−j .
Let µ = ν + (1− q) and consider only the terms of order  as  → 0 in the above expression. By
identification of O() terms, we have
m∑
i=1
1− q
1− νB
i−1ABm−i =
m∑
j=1
R−1φRq,ν(j|m)AjBm−j . (32)
Interpreting each monomial of the form X1X2 . . . Xm with Xi ∈ {A,B} as f(n1, . . . , nm) where
ni = n if Xi = B and ni = n− 1 if Xi = A, the boundary condition in the statement of the Lemma
corresponds algebraically to the quadratic relation (31). Thus we find that for ~n = (n, . . . , n), f
satisfies
m∑
i=1
R
1− q
1− ν
(
f(~n−i )− f(~n)
)
=
m∑
j=1
φRq,ν(j|m)f(n, . . . , n︸ ︷︷ ︸
m−j
, n− 1, . . . , n− 1︸ ︷︷ ︸
j
).
Since (32) is true as an identity in an algebra over the field of rational fractions in q and ν, we can
certainly replace q and ν by their inverses. Keeping in mind (16), we find that
m∑
i=1
1− q−1
1− ν−1B
i−1ABm−i =
ν
q
m∑
j=1
L−1φLq,ν(j|m)AjBm−j . (33)
Interpreting the monomials as f(n1, . . . , nm) with ni = n or n+ 1, we get that
m∑
i=1
L
1− q
1− ν
(
f(~n+i )− f(~n)
)
=
m∑
j=1
φLq,ν(j|m)f(n+ 1, . . . , n+ 1︸ ︷︷ ︸
j
, n, . . . , n︸ ︷︷ ︸
m−j
).

The application of Lemma 3.9 for each cluster of equal elements in ~n shows that under conditions
(1) and (2), u(t;~n) satisfies condition (1) of Definition 3.5
d
dt
h(t, ~n) = Bq,νh(t, ~n).
The growth condition (3) of the true evolution equation is exactly the same as condition (4) of the
Proposition with the same constants c, C, and the initial data are the same. Hence, if u satisfies the
conditions of the Proposition, it solves the true evolution equation with initial data h0(~y) = H(~x, ~y),
and by Proposition 3.6, u(t;~n) = E
[∏∞
i=1 q
xni (t)+ni
]
. 
Remark 3.10. In the case ν = q, the system of ODEs with two-body boundary conditions in
Proposition 3.8 was already known, see (10) and (12) in [SW98].
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Proposition 3.11 provides an exact contour integral formula for the observables E
[∏k
i=1 q
xni (t)+ni
]
.
We simply check that the formula is a solution to the true evolution equation, using Proposition
3.8. This type of formula arises in the theory of Macdonald processes [BC14] (though the q-Hahn
processes do not fit in that framework) and in Bethe ansatz [BCS14, BCPS14].
Proposition 3.11. Fix q ∈ (0, 1), 0 6 ν < 1, and an integer k. Consider the q-Hahn AEP started
from step initial data (i.e. xn(0) = −n for n ≥ 1). Then for any ~n ∈Wk,
E
[
k∏
i=1
qxni (t)+ni
]
=
(−1)kq k(k−1)2
(2pii)k
∮
γ1
· · ·
∮
γk
∏
1≤A<B≤k
zA − zB
zA − qzB
k∏
j=1
(
1− νzj
1− zj
)nj
exp
(
(q − 1)t
(
Rzj
1− νzj −
Lzj
1− zj
))
dzj
zj(1− νzj) . (34)
where the integration contours γ1, . . . , γk are chosen so that they all contain 1, γA contains qγB for
B > A and all contours exclude 0 and 1/ν.
Proof. We prove that the right-hand-side of (34) verifies the conditions of Proposition 3.8. Note
that (34) is very similar with the result of Theorem 1.9 in [Cor14] for the discrete-time q-Hahn
TASEP, the only difference being that the factor ((1− µzj)/(1− νzj))t is replaced by
exp
(
(q − 1)t
(
Rzj
1− νzj −
Lzj
1− zj
))
.
Let us explain briefly why conditions (2) and (3) are verified: As it is explained in the proof of
Theorem 1.9 in [Cor14], the application of the boundary condition to the integrand brings out an
additional factor
(1− ν)2
(1− qν)(1− νzi)(1− νzi+1)(zi − qzi+1).
The factor (zi − qzi+1) cancels out the pole separating the contours for the variables zi and zi+1.
We may then take the same contour and use antisymmetry to prove that the integral is zero. To
check the initial data, one may observe by residue calculus that the integral is zero when nk ≤ 0
since there is no pole at 1 for the zk integral; and one verifies that the integral equals 1 in the
alternative case by sending the contours to infinity (this is the same calculation as in [Cor14]).
Let us check the free evolution equation. The generator of the free evolution equation can be
written as a sum
∑k
i=1 Li where Li acts by
Lif = 1− q
1− ν
[
R
(
f(~n−i )− f(~n)
)
+ L
(
f(~n−i )− f(~n)
)]
.
Applying Li to the R.H.S of (34) brings inside the integration a factor
1− q
1− ν
(
R
(
1− zi
1− νzi − 1
)
+ L
(
1− νzi
1− zi − 1
))
which is readily shown to equal the argument of the exponential.
Finally, let us check the growth condition. Let us denote by u˜(t, ~n) the right-hand-side of (34).
One can choose the contours γ1, . . . , γk such that for all 1 6 A < B 6 k and 1 6 j 6 k, |zA − qzB|,
|1− zj |, |1− νzj | and |zj | are uniformly bounded away from zero. Since the contours are finite, one
can find constants c1, c2 and c3, such that for any t smaller that some arbitrary but fixed constant
T ,
|u˜(t, ~n)| 6 c1
k∏
j=1
(
c
nj
2 exp((1− q)tc3)
)
,
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and
|u˜(t, ~n)− u˜(t, ~n′)| 6 c1 exp(k(1− q)tc3)|c‖~n‖2 − c‖~n
′‖
2 |,
where c1, c2 and c3 depend only on the parameters q, ν, the choice of contours and the horizon time
T . 
3.3. Fredholm determinant formulas. Proposition 3.11 provides a formula for all integer mo-
ments of the random variable qxn(t)+n when the q-Hahn AEP is started from step initial condition.
Since q ∈ (0, 1) and xn(t)+n ≥ 0, this completely characterizes the law of xn(t). In order to extract
information out of these expressions, we give a Fredholm determinant formula for the eq-Laplace
transform of qxn(t)+n, following an approach designed initially for the study of Macdonald processes
[BC14]. The reader is referred to [BC14, Section 3.22] for some background on Fredholm determi-
nants. In the totally asymmetric case (L = 0), Theorem 3.12 can also be seen as a degeneration
when  goes to zero of Theorem 1.10 in [Cor14].
Theorem 3.12. Fix q ∈ (0, 1) and 0 6 ν < 1. Consider step initial data. Then for all ζ ∈ C \R+,
we have the “Mellin-Barnes-type” Fredholm determinant formula
E
[
1(
ζqxn(t)+n; q
)
∞
]
= det (I +Kζ) (35)
where det (I +Kζ) is the Fredholm determinant of Kζ : L
2(C1) → L2(C1) for C1 a positively
oriented circle containing 1 with small enough radius so as to not contain 0, 1/q and 1/ν. The
operator Kζ is defined in terms of its integral kernel
Kζ(w,w
′) =
1
2pii
∫ i∞+1/2
−i∞+1/2
pi
sin(−pis)(−ζ)
s g(w)
g(qsw)
1
qsw − w′ds
with
g(w) =
(
(νw; q)∞
(w; q)∞
)n
exp
(
(q − 1)t
∞∑
k=0
R
ν
νwqk
1− νwqk − L
wqk
1− wqk
)
1
(νw; q)∞
.
The following “Cauchy-type” formula also holds:
E
[
1(
ζqxn(t)+n; q
)
∞
]
=
det
(
I + ζK˜
)
(ζ; q)∞
, (36)
where det
(
I + ζK˜
)
is the Fredholm determinant of ζ times the operator K˜ : L2(C0,1)→ L2(C0,1)
for C0,1 a positively oriented circle containing 0 and 1 but not 1/ν, and the operator K˜ is defined
by its integral kernel
K˜(w,w′) =
g(w)/g(qw)
qw′ − w .
Proof. We will sketch the main deductions which occur in the proof of the Mellin-Barnes type
formula (35). Similar derivations (with all details given) of such Fredholm determinants from
moment formulas can be found in [BC14, Theorem 3.18], [BCS14, Theorem 1.1] or more recently
[Cor14, Theorem 1.10] and the proofs always follow the same general scheme (cf. [BCS14, Section
3.1]). Propositions 3.2 to 3.6 in [BCS14] show that for |ζ| small enough and C1 a positively oriented
circle containing 1 with small enough radius,
∞∑
k=0
E
[
qk(xn(t)+n)
] ζk
[k]q!
= det (I +Kζ) , (37)
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with [k]q! as in (4). The only technical condition to verify is that
sup {|g(w)/g(wqs)| : w ∈ C1, k ∈ Z>0, s ∈ DR,d,k} <∞.
Here, DR,d,k is the contour depicted in [BCS14, Figure 3]. Note that here R is not the asymmetry
parameter of the process but the radius of the circular part of the contour DR,d,k. If one chooses R
large enough, d small enough, and the radius of C1 small enough, then q
sw stay in a neighbourhood
of the segment [0,
√
d]. The function g has singularities at q−n and ν−1q−n for all n ∈ Z>0. Hence
for w ∈ C1 a small but fixed circle around 1, one can choose R and d such that qsw stay in a
compact region of the complex plane away from all singularities, and thus the ratio |g(w)/g(wqs)|
remains bounded.
By an application of the q-binomial theorem (5), for |ζ| < 1 we also have that
∞∑
k=0
E
[
qk(xn(t)+n)
] ζk
[k]q!
= E
[
1
(ζqxn(t)+n; q)∞
]
,
proving that (35) holds for |ζ| sufficiently small. Both sides of (35) can be seen to be analytic over
C \ R+. The left-hand side equals
∞∑
k=0
P
(
xn(t) + n = k
)
(1− ζqk)(1− ζqk+1) · · · .
For any ζ ∈ C \R+ the infinite products are uniformly convergent and bounded away from zero on
a neighbourhood of ζ, which implies that the series is analytic. The right-hand side of (35) is
det (I +Kζ) = 1 =
∞∑
n=1
1
n!
∫
C1
dw1 . . .
∫
C1
dwn det (Kζ(wi, wj))
n
i,j=1 .
Due to exponential decay in |s| in the integrand of Kζ , det (Kζ(wi, wj))ni,j=1 is analytic in ζ for
all w1, . . . , wn ∈ C1. Analyticity of the Fredholm expansion proceeds from absolute and uni-
form convergence of the series on a neighbourhood of ζ 6∈ R+. This can be shown using that
|g(w)/g(wqs)| < const for w ∈ C1 and s ∈ 1/2 + iR and Hadamard’s bound to control the deter-
minant.
We do not prove explicitly the Cauchy-type Fredholm determinants but refer to the Section 3.2
in [BCS14] where a general scheme is explained to prove such formulas. 
3.4. Some degenerations of the q-Hahn AEP.
3.4.1. Partially asymmetric generalizations of the q-TASEP. The limits of the q-Hahn weights when
ν goes to zero and when  = (µ − ν)/(1 − q) goes to zero do not commute, thus several choices
are possible in order to build continuous time, partially asymmetric versions of the q-TASEP and
the q-Boson process (see, e.g. [BCS14]). We investigate here the case when we first take  to zero.
This corresponds to taking ν = 0 in the rates φRq,ν and φ
L
q,ν . We have
φRq,0(j|m) = R (1− qm)1{j=1} and φLq,0(j|m) =
L
[j]q
(q; q)m
(q; q)m−j
. (38)
In the associated exclusion process, independently for each n > 1, the particle at location xn(t)
jumps to xn(t) + 1 at rate R(1− qgap) (the gap being here xn−1(t)− xn(t)− 1), and jumps to the
location xn − j at rate
(
L/[j]q
)(
(q; q)gap/(q; q)gap−j
)
, for all j ∈ {1, . . . , xn − xn+1 − 1} (the gap
being here xn(t)− xn+1(t)− 1). All the result in Section 3 apply for the case ν = 0, and one could
study this system in more details by analyzing the Fredholm determinant formula of Theorem 3.12.
A motivation for studying this process is that as q goes to 1,
φR(j|m) ≈ R(1− q)m1{j=1} and φL(j|m) ≈ L(1− q)m1{j=1}. (39)
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Thus, the rates on the left and on the right have the same expression at the first order in 1 − q,
and the limit of this process when q → 1 may be interesting.
Remark 3.13. There are other partially asymmetric generalizations of the q-TASEP which pre-
serve its duality. One possibility is to send first ν to zero in the expressions for ϕq,µ,ν(j|m) and
ϕq−1,µ−1,ν−1(j|m), and then take a continuous time limit. Another generalization preserving duality
has jumps to the right at rate (1− q)[gap]q and to the left at rate (q−1− 1)[gap]q−1 . It is not clear
if these processes are Bethe ansatz solvable, so we do not discuss them further here.
3.4.2. Totally asymmetric case. When R = 1 and L = 0, we are in the totally asymmetric case.
This case was studied by Takeyama in [Tak14]. Indeed, the particle system defined in [Tak14] is a
zero-range process defined on Z controlled by two parameters s and q. Particles move from site i
to i− 1 independently for each i ∈ Z, and the rate at which j particles move to the left from a site
occupied by m particles is given by
sj−1
[j]q
j−1∏
i=0
[m− i]q
1 + s[m− 1− i]q .
Setting s = (1− q) ν1−ν , we find that
sj−1
[j]q
j−1∏
i=0
[m− i]q
1 + s[m− 1− i]q = φ
R
q,ν(j|m).
Remark 3.14. The totally asymmetric version of the q-Hahn AEP1, is also the natural continuous
time limit of the (discrete-time) q-Hahn TASEP, and it was already noticed in [Pov13] that letting
µ→ ν and rescaling time was the right way of defining such a continuous time limit.
3.4.3. Multiparticle asymmetric diffusion model. When ν = q, the jump rates of the q-Hahn AZRP
and AEP no longer depend on the gap between consecutive particles (or the number of particles on
each site in the zero-range formulation). The rates are now given by R/[j]q−1 and L/[j]q. The zero-
range model with N particles is exactly the “multi-particle asymmetric diffusion model” introduced
by Sasamoto and Wadati2 in [SW98] and further studied by Lee [Lee12] (see also [AKK99, AKK98]).
For the corresponding exclusion process, we prove (by an asymptotic analysis of the Fredholm
determinant in (35)) in Section 5 that the rescaled positions of particles converge to the Tracy-
Widom GUE distribution (Theorem 5.2). The same results even holds for the first particle (Theorem
5.4).
3.4.4. Push-ASEP. Consider the q-Hahn AEP when ν = 0 (see Section 3.4.1), and let further
q = 0. The process obtained after particle-hole inversion is known. Indeed, when ν = q = 0,
φR(j|m) = 1j=1 and φL(j|m) = 1 for all m > 1. This corresponds to the Push-ASEP introduced
in [BF08], wherein convergence to the Airy process is proved.
4. Predictions from the KPZ scaling theory
In this section, we explain how asymptotics of our Fredholm determinant formula (Theorem 3.12)
confirms the universality predictions from the physics literature KPZ scaling theory [KMHH92,
Spo12]. Although the original paper [KMHH92] on the KPZ scaling theory deals only with so-
called single step models and directed random polymers, the predictions can be straightforwardly
adapted to any exclusion process. In particular, we compute the non-universal constants arising in
1Here we mean the degeneration of the q-Hahn AEP when L = 0, which is a continuous time Markov process, hence
different from the discrete-time q-Hahn TASEP.
2[SW98] defined the model with the restriction that R/L = q.
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one-point limit theorems for the q-Hahn AEP. In Section 5, we provide a rigorous confirmation in
the particular case corresponding to the MADM exclusion process.
Following [Spo12], we present the predictions of KPZ scaling theory in the context of exclusion
processes. Assume that the translation invariant stationary measures for an exclusion process on
Z with local dynamics are precisely labelled by the density of particles ρ, where
ρ = lim
n→∞
1
2n+ 1
#{particles between − n and n}.
We define the average steady-state current j(ρ) as the expected number of particles going from site
0 to 1 per unit time, for a system distributed according to the stationary measure indexed by ρ.
We also define the integrated covariance A(ρ) by
A(ρ) =
∑
j∈Z
Cov(η0, ηj),
where η0, ηj ∈ {0, 1} are the occupation variables of the exclusion system at sites 0 and j, and the
covariance is taken under the ρ-indexed stationary measure. One expects that the rescaled particle
density %(x, τ), given heuristically by
%(x, τ) = lim
τ→∞P(There is a particle at bxtc at time tτ) (40)
satisfies the conservation equation (subject to being a weak solution that satisfies the entropy
condition)
∂
∂τ
%(x, τ) +
∂
∂x
j(%(x, τ)) = 0, (41)
with some initial condition which is %(x, 0) = 1x<0 for the step initial condition.
This hydrodynamic behaviour can also be phrased in terms of a law of large numbers for the
position of particles. For κ > 0, if n and t go to infinity with n = bκtc, there is a constant pi such
that3
xn(t)
t
−−−→
t→∞ pi. (42)
It turns out that instead of expressing pi as a function of κ, it is more convenient to parametrize
it by the local density ρ around the macroscopic position pi. Under the assumption that such a
parametrization exists (it is the case starting from step initial condition), the definition of % in
(40) implies that pi(ρ) is determined by ρ = %(pi(ρ), 1). We parametrize κ by ρ as well and define
κ(ρ) such that the law of large numbers (42) holds: Otherwise said, κ(ρ) is the rescaled integrated
current at the macroscopic position pi(ρ) (i.e. the limit as t→∞ of the number of particles sitting
on the right of position pi(ρ)t, divided by t).
KPZ class Conjecture 4.1. Let λ(ρ) = −j′′(ρ). For ρ such that λ(ρ) 6= 0, the KPZ class
conjecture states that starting from the step initial condition
lim
t→∞P
(
xbκ(ρ)tc(t)− tpi(ρ)
σ(ρ)t1/3
> x
)
−−−→
t→∞ FGUE(−x), (43)
where
pi(ρ) =
∂j(ρ)
∂ρ
, (44)
κ(ρ) = j(ρ)− ρpi(ρ), (45)
σ(ρ) =
(
λ(ρ)
(
A(ρ)
)2
2ρ3
)1/3
. (46)
3Note that we do not prove this law of large numbers in terms of almost-sure limit, our results only imply the
convergence in probability
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The precise definition of FGUE is given in Definition 5.1.
The conjecture that fluctuations occur in the scale t1/3 dates back to [KPZ86]. The expression
for the magnitude of fluctuations σ(ρ) was derived in [KMHH92], and the limiting distribution was
first discovered in the work of Johannsson on TASEP [Joh00].
Let us explain how the expressions for pi(ρ) and κ(ρ) are heuristically derived. The existence of
the limit (40) implies that with the above definition of pi(ρ), we have
∀t > 0, %(pi(ρ)t, t) = ρ. (47)
Differentiating (47) with respect to t and using (41), we find that pi(ρ) = ∂j(ρ)∂ρ .
The rescaled current κ(ρ) is the rescaled number of particles between the first particle and the
position pi(ρ)t. Since integrating the density over space counts the number of particles, we can
write that
κ(ρ)t =
∫ pi(ρ0)t
pi(ρ)t
%(x, t)dx, (48)
where ρ0 is the density around the first particle. As we have already explained in Section 1.1, ρ0
may not be 0 (we will see that ρ0 > 0 for the q-Hahn AEP when L > 0). Making the change of
variables x = pi(ρ)t in (48), we get that
κ(ρ) =
∫ ρ0
ρ
ρdpi(ρ).
Integrating by parts and using (44) yields
κ(ρ) = ρ0pi(ρ0)− ρpi(ρ) + j(ρ)− j(ρ0). (49)
Equation (49) is not satisfactory since ρ0 is unknown. However, we can also determine κ(ρ) by
observing that we know κ(ρ) at the left edge of the rarefaction fan. Since we start from step initial
condition, for any fixed t, xN (t) = −N for N large enough. Hence, assuming that the density is
continuous and equal 1 at the left edge of the rarefaction fan, one has κ(1) = −pi(1).
κ(1)t− κ(ρ)t =
∫ pi(ρ)t
pi(1)t
%(x, t)dx. (50)
Again, by the change of variables x = pi(ρ)t and integrating by parts, in (50), we find that
κ(1)− κ(ρ) = ρpi(ρ)− pi(1) + j(1)− j(ρ),
and since j(1) = 0 and κ(1) = −pi(1), we get that
κ(ρ) = j(ρ)− ρpi(ρ) (51)
as claimed in our statement of the KPZ class Conjecture. Furthermore, by combining (49) and
(51), we get that j(ρ0) = ρ0pi(ρ0). In other words,
j(ρ0)
ρ0
=
∂j
∂ρ
(ρ0), (52)
which means that ρ0 is the argmax of the steady-state drift.
Remark 4.2. The magnitude of fluctuations in [Spo12, Equation (2.14)] slightly differs from our
expression λ(ρ) (A(ρ))2 /(2ρ3). This is because [Spo12] considers fluctuations of the height function.
The fluctuation of the height function is twice the fluctuations of the integrated current. And the
fluctuations of the current are, on average, ρ times the fluctuations of a tagged particle. Then,
the quantities j(ρ) and A(ρ) defined in [Spo12] differs from ours by a factor 2 and 4 respectively.
Moreover, since we consider step-initial condition with particles on the left, it is more convenient
to drop the minus sign. That is why the scale
(
− 12λ(ρ)A(ρ)2
)1/3
becomes
(
λ(ρ)A(ρ)2/
(
2ρ3
))1/3
.
THE q-HAHN ASYMMETRIC EXCLUSION PROCESS 24
4.1. Hydrodynamic limit. In the case of the q-Hahn AEP, there exist translation invariant and
stationary measures µα indexed by a parameter α ∈ (0, 1) such that the gaps between particles
(xn − xn+1 − 1) are independent and identically distributed according to
µα(gap = m) = α
m (ν; q)m
(q; q)m
(α; q)∞
(αν; q)∞
. (53)
Let us explain (without proof details) why these are stationary: It is known from a study of a more
general family of zero-range processes on a ring [EMZ04] that this measures are stationary for the
(discrete time) q-Hahn TASEP on a ring (see also [Pov13]). This implies that they are stationary
as well in the infinite volume setting considered in [Cor14]. By taking a limit of the transition
matrix of the q-Hahn TASEP when µ goes to ν, the measures µα are also stationary for the totally
asymmetric continuous-time case. Since the family of measures µα is stable by inversion of the
parameters q and ν, they are also stationary in the two-sided case which is a linear combination of
the one-sided ones.
Fix q ∈ (0, 1), ν ∈ [0, 1) and assume L = 1 − R, without loss of generality. By the renewal
theorem, the density ρ under the stationary measure µα is given by
ρ =
1
1 + E[gap]
, (54)
where
E[gap] =
∞∑
m=0
mαm
(ν; q)m
(q; q)m
(α; q)∞
(αν; q)∞
,
= α
d
dα
log
(
(αν; q)∞
(α; q)∞
)
,
=
1
log(q)
(Ψq(θ)−Ψq(θ + V )) ;
with θ = logq(α) and V = logq(ν). Summarizing, for α = q
θ, we define the density parametrized
by θ as
ρ(θ) =
log(q)
log(q) + Ψq(θ)−Ψq(θ + V ) . (55)
Let us compute the average steady-state current j(ρ). By averaging the empirical current of par-
ticles over a large box under the stationary measure, we find that
j(ρ) = ρ · E[drift],
where the drift is the average speed of a tagged particle. For ρ corresponding to the parameter α
(or θ) as above, we have
j(ρ) = ρ ·
∞∑
m=0
αm
(ν; q)m
(q; q)m
(α; q)∞
(αν; q)∞
 m∑
j=1
jφRq,ν(j|m)−
m∑
j′=1
j′φLq,ν(j
′|m)
 ,
= ρα
d
dα
(
R
ν
Gq(αν)− L Gq(α)
)
, (see Section 2 for the Def. of Gq)
= ρ
1− q
log(q)2
(
R
ν
Ψ′q(θ + V )− L Ψ′q(θ)
)
;
where we have used the q-binomial theorem (5) to sum over m in the second equality and we have
used Lemma 2.1 for the third equality. The functions pi, κ and σ that arise in limit theorems (42)
and (43) are written as functions of the density ρ, but given the formula (55), one can express
all quantities as functions of the θ variable. In the following, we compute the exact expression of
these quantities for the q-Hahn AEP. Since the dynamics depend on parameters q, ν and R (we
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have assumed that L = 1 − R), the quantities pi, κ and σ will be denoted piq,ν,R(θ), κq,ν,R(θ) and
σq,ν,R(θ).
4.1.1. Computation of piq,ν,R(θ). Equation (44) from our statement of the KPZ class conjecture
implies that
piq,ν,R(θ) =
∂j(ρ(θ))
∂θ
/∂ρ(θ)
∂θ
,
which yields the formula
piq,ν,R(θ) =
1− q
log(q)2
[
R
ν
(
Ψ′q(θ + V ) + Ψ
′′
q (θ + V )
log q + Ψq(θ)−Ψq(θ + V )
Ψ′q(θ + V )−Ψ′q(θ)
)
−L
(
Ψ′q(θ) + Ψ
′′
q (θ)
log q + Ψq(θ)−Ψq(θ + V )
Ψ′q(θ + V )−Ψ′q(θ)
)]
. (56)
4.1.2. Computation of κq,ν,R(θ). Equation (45) from our statement of the KPZ class conjecture
implies that
κ(θ) = −ρ(θ) pi(θ) + j(ρ)(θ).
This yields the formula
κq,ν,R(θ) =
1− q
log(q)
R
ν Ψ
′′
q (θ + V )− L Ψ′′q (θ)
Ψ′q(θ)−Ψ′q(θ + V )
. (57)
In order to make sense physically, the quantity κq,ν,R(θ) must be positive, at least for θ belonging
to some interval (θ˜,+∞). Since κq,ν,R(θ) tends to R − L when θ tends to infinity (equivalently
α → 0), this requires that R > L and suggests that the particles lie on a support of size O(time)
with high probability only if R > L.
Now assume that R > L > 0. Then κq,ν,R(θ) tends to −∞ when θ tends to 0. The local
behaviour of particles around the first particles is described by the stationary measure µα0 , where
α0 = q
θ0 is such that κq,ν,R(θ0) = 0. If R > L > 0, then 0 < θ0 < ∞, which means that the
density of particles ρ0 is strictly positive around the first particle. In other words, the steady-state
drift j(ρ)/ρ is not decreasing and admits a maximum for some ρ0 > 0. Hence the density profile
exhibit a discontinuity at the first particle, see Figure 3. (Note that the curved section in Figure
3 is the parametric curve (piq,ν(θ), ρ(θ)) for θ ∈ (θ0,+∞) where θ0 is such that κq,ν(θ0) = 0. This
density profile is proved as a consequence of Theorem 5.2 in the case q = ν.) Figure 10 provides
an additional confirmation using simulation data.
The macroscopic position of the first particle is then given by
pi(θ0) =
1− q
(log q)2
(
R
ν
Ψ′q(θ0 + V )− L Ψ′q(θ0)
)
,
where θ0 = logq(α0). Not surprisingly, it is also the drift of a tagged particle in an environment
given by µα0 . This gives another explanation of why the density ρ0 around the first particle is such
that ∂j(ρ0)∂ρ = pi(ρ0) =
j(ρ0)
/rho0
, which implies that ρ0 maximizes the drift.
4.2. Magnitude of fluctuations. One first needs to compute λ = −j′′(ρ). We have expressions
for j(ρ(θ)) and ρ(θ) but we take the second derivative of the function j with respect to the variable
ρ. We have that
j′′(ρ(θ)) =
1− q
(log q)3
(log q + Ψq(θ)−Ψq(θ + V ))3
(Ψ′q(θ)−Ψ′q(θ + V ))2
×(
R
ν
Ψ′′′q (θ + V )− LΨ′′′q (θ)−
(
R
ν
Ψ′′q (θ + V )− LΨ′′q (θ)
)
Ψ′′q (θ)−Ψ′′q (θ + V )
Ψ′q(θ)−Ψ′q(θ + V )
)
.
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Note that the Lemma 4.3 (proved in Section 5.3), implies that j′′(ρ) 6= 0 so that the main assumption
of the KPZ class conjecture is satisfied.
In order to compute A(ρ), we follow [Spo12] and define
Z(α) =
(αν; q)∞
(α; q)∞
, (58)
the normalization constant in the definition of (53), and G(α) = log(Z(α)). Then
A =
α(αG′)′
(1 + αG′)3
,
where all derivatives are taken with respect to the variable α. (The formula differs by a factor 4
with [Spo12] because we take occupation variables ηi ∈ {0, 1} instead of {−1, 1}.) With Z as in
(58), we have
G′(α) =
1
α log q
(Ψq(θ)−Ψq(θ + V )) ,
and
A(θ) = log q
Ψ′q(θ)−Ψ′q(θ + V )
(log q + Ψq(θ)−Ψq(θ + V ))3 . (59)
Finally, σq,ν(θ) =
(
λA2
2ρ3
)1/3
with
λA2
2ρ3
=
q − 1
4(log q)4
(
R
ν
Ψ′′′q (θ + V )− LΨ′′′q (θ)−
(
R
ν
Ψ′′q (θ + V )− LΨ′′q (θ)
)
Ψ′′q (θ)−Ψ′′q (θ + V )
Ψ′q(θ)−Ψ′q(θ + V )
)
.
(60)
One should note that we have always σq,ν(θ) > 0 (see Lemma 4.3 for a proof of this claim).
4.3. Critical point Fredholm determinant asymptotics. We sketch an asymptotic analysis
of the Mellin-Barnes Fredholm determinant formula of Theorem 3.12 that confirms the KPZ class
conjecture for the q-Hahn AEP. In particular, we recover independently the functions piq,ν(θ), κq,ν(θ)
and σq,ν(θ) from (56), (57) and (60). We do not provide all necessary justifications to make this
rigorous. However, in Section 5, we do provide such rigorous justifications for the ν = q case under
certain ranges of parameters.
The function x 7→ 1/(−qx; q)∞ converges to 1 as x→ +∞ and 0 as x→ −∞. Hence the sequence
of functions
(
x 7→ 1/(−qt1/3x; q)∞
)
t>0
converges to a step function when t → ∞. On account of
this, if we set
ζ = −q−κt−pit−t1/3σx,
then it follows that for σ > 0,
lim
t→∞E
[
1(
ζqxn(t)+n; q
)
∞
]
= lim
t→∞P
(
xn(t)− pit
σt1/3
> x
)
,
with n = bκtc. Of course, we have omitted here to justify the exchange of limit, and we refer to
Section 5 where a complete argument is provided.
For the moment, let the constants κ, pi and σ remain undetermined. E
[
1
(ζqxn(t)+n;q)∞
]
is given
by det (I +Kζ) as in (35). Assume for the moment that the contour C1 for the variable w is a very
small circle around 1. Let us make the change of variables
w = qW , w′ = qW
′
, s+W = Z.
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Then the Fredholm determinant can be written with the new variables as det (I +Kx) where Kx is
an operator acting on L2(C0) where C0 is the image of C1 under the mapping w 7→ logq(w), defined
by its kernel
Kx(W,W
′) =
qW log q
2pii∫
DW
pi
sin(−pi(Z −W )) exp
(
t
(
f0(Z)− f0(W )
)− t1/3σx log(q)(Z −W )) 1
qZ − qW ′
(νqZ ; q)∞
(νqW ; q)∞
dZ,
(61)
where the new contour DW as the straight line W + 1/2 + iR, and the function f0 is defined by
f0(Z) = κ log
(
(qZ ; q)∞
(νqZ ; q)∞
)
+
1− q
log(q)
(
R
ν
Ψq(Z + V )− L (Ψq(Z))
)
− Z log(q) (κ+ pi) . (62)
Since C1 was any small enough circle around 1, C0 can be deformed to be a small circle around 0,
and we can also deform the contour for Z to be simply 1/2 + iR without crossing any singularities.
The idea of Laplace’s method is to deform the integration contours so that they go across a
critical point of f0, and then make a Taylor approximation around the critical point. Actually, we
know that the Airy kernel would occur in the limit if this critical point is a double critical point,
so we determine our unknown parameters (κ, pi, σ) so as to have a double critical point. We have
that
f ′0(Z) = κ (Ψq(Z + V )−Ψq(Z)) +
1− q
log(q)
(
R
ν
Ψ′q(Z + V )− L
(
Ψ′q(Z)
))− log(q) (κ+ pi) , (63)
and
f ′′0 (Z) = κ
(
Ψ′q(Z + V )−Ψ′q(Z)
)
+
1− q
log(q)
(
R
ν
Ψ′′q (Z + V )− L
(
Ψ′′q (Z)
))
. (64)
We see that if pi = piq,ν(θ) and κ = κq,ν(θ) as in (56) and (57), then f
′
0(θ) = f
′′
0 (θ) = 0. Hence, up
to higher order terms in (Z − θ),
f0(Z)− f0(W ) ≈ f
′′′
0 (θ)
6
(
(Z − θ)3 − (W − θ)3) .
The next lemma, about the sign of f ′′′0 , is proved in Section 5.3.
Lemma 4.3. For any q ∈ (0, 1), ν ∈ [0, 1), and any R,L > 0 such that R + L = 1, we have that
for all θ > 0, f ′′′0 (θ) > 0.
Using Lemma 4.3 we know the behaviour of Re[f0] in the neighbourhood of θ. To make Laplace’s
method rigorous, we must control the real part of f0 along the contours for Z and W , and prove
that only the integration in the neighbourhood of θ has a contribution to the limit. We do not
prove that here, and the rest of the asymptotic analysis presented in this section would require
some additional effort to be completely rigorous.
Assume that one is able to deform the contours for Z and W passing through θ so that
• The contour for Z departs θ with angles ξ and −ξ where ξ ∈ (pi/6, pi/2), and Re[f0] attains
its maximum uniquely at θ,
• The contour for W departs θ with angles ω and −ω where ω ∈ (pi/2, 5pi/6), and Re[f0]
attains its minimum uniquely at θ.
Then, modulo some estimates that we do not state explicitly here, the Fredholm determinant can
be approximated by the following. We make the change of variables Z − θ = zt−1/3 and likewise
for W and W ′. Taking into account the Jacobian of the W and W ′ change of variables, we get that
the kernel has rescaled to
K˜x(w,w
′) =
1
2ipi
∫
1
w − z
1
z − w′ exp
(
f ′′′0 (θ)
2
(
z3/3− w3/3)− σx log(q)(z − w)) dz. (65)
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Finally, if we set σ =
( −f ′′′0 (θ)
2(log q)3
)1/3
, and we make the change of variables replacing −zσ log(q) by z
and likewise for w and w′, we get the kernel
K˜x(w,w
′) =
1
2ipi
∫ ∞eipi/3
∞e−ipi/3
1
w − z
1
z − w′ e
z3/3−w3/3+x(z−w)dz, (66)
acting on a contour coming from ∞e−2ipi/3 to ∞e2ipi/3 which does not intersect the contour for z.
Let us call G this contour. Using the “det(I −AB) = det(I −BA) trick” to reformulate Fredholm
determinants, see e.g. Lemma 8.6 in [BCF14], one has that
det(I + K˜x)L2(G) = det(I −KAi)L2(−x,+∞),
where KAi is the Airy kernel defined in 5.1. Since FGUE(x) = det(I −KAi)L2(−x,+∞), we have that
lim
t→∞P
(
xn(t)− tpi(θ)
σ(θ)t1/3
> x
)
−−−→
t→∞ FGUE(−x)
as claimed in (43).
The expression for σq,ν(θ) in (60) is the same as σ =
( −f ′′′0 (θ)
2(log q)3
)1/3
. Indeed, we have that
f ′′′0 (Z) =
1− q
log q
(
R
ν
Ψ′′′q (Z + V )− LΨ′′′q (Z)−
(
R
ν
Ψ′′q (θ + V )− LΨ′′q (θ)
)
Ψ′′q (Z)−Ψ′′q (Z + V )
Ψ′q(θ)−Ψ′q(θ + V )
)
,
(67)
so that (σq,ν(θ))
3 =
−f ′′′0 (θ)
2(log q)3
.
5. Asymptotic analysis
In this section, we make the arguments of Section 4.3 rigorous in the case ν = q, which, in light
of Section 3.4.3 corresponds with the MADM. Consequently, we also provide a proof of Theorems
1.1 and 1.3 from the Introduction. In order to simplify the notations we set pi(θ) = piq,q,R(θ),
κ(θ) = κq,q,R(θ), and σ(θ) = σq,q,R(θ), without writing explicitly the dependency on the parameters
q and R.
Definition 5.1. The distribution function FGUE(x) of the GUE Tracy-Widom distribution is de-
fined by FGUE(x) = det(I −KAi)L2(x,+∞) where KAi is the Airy kernel,
KAi(u, v) =
1
(2ipi)2
∫ e2ipi/3∞
e−2ipi/3∞
dw
∫ eipi/3∞
e−ipi/3∞
dz
ez
3/3−zu
ew3/3−wv
1
z − w,
where the contours for z comes from infinity with an angle −pi/3 and go to infinity with an angle
pi/3 ; the contour for w comes from infinity with an angle −2pi/3 and go to infinity with an angle
2pi/3, and both contours do not intersect.
Theorem 5.2. Fix q ∈ (0, 1), ν = q and R > L > 0 with R+L = 1. Let θ > 0 such that κ (θ) > 0.
Suppose additionally that qθ > 2q/(1 + q). Then, for n = bκ(θ)tc, we have
lim
t→∞P
(
xn(t)− pi(θ)t
σ(θ)t1/3
> x
)
= FGUE(−x).
Remark 5.3. In Figures 9 and 10, one can see that the simulated curve is above the limiting
curve predicted from KPZ scaling theory. This is coherent with the positive sign of σ(θ) (This is a
consequence of Lemma 4.3, proved in Section 5.3) and the fact that the Tracy-Widom distribution
has negative mean.
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Theorem 5.4. Fix q ∈ (0, 1), ν = q and let
Rmin(q) =
qΨ′′q
(
logq
(
2q
1+q
))
Ψ′′q
(
logq
(
2q
1+q
))
+ qΨ′′q
(
logq
(
2q2
1+q
)) ∈ (1
2
, 1
)
.
Then for Rmin(q) < R < 1 and L = 1−R, there exists a real number θ0 > 0 such that κq,q,R(θ0) = 0,
and we have
lim
t→∞P
(
x1(t)− pi(θ0)t
σ(θ0)t1/3
> x
)
= FGUE(−x).
Remark 5.5. We expect the same kind of result for the fluctuations of the position of the first
particle in any q-Hahn AEP with positive asymmetry, when the parameter ν is such that 0 < ν < 1.
Remark 5.6. The condition qθ > 2q/(1 + q) in Theorem 5.2 is probably just technical. It ensures
that we do not cross any residues when deforming the integration contour in the definition of the
kernel Kζ in Theorem 3.12 (see Remark 5.9). The condition Rmin(q) < R in Theorem 5.4 is
equivalent to qθ > 2q/(1 + q) in the particular setting of Theorem 5.4.
However, the condition R < 1 is really meaningful, since in the totally asymmetric case (R = 1),
the first particle has Gaussian fluctuations.
- 1.0 - 0.5 0.5 1.0 1.5 2.0
0.2
0.4
0.6
0.8
1.0
Figure 9. Comparison between simulated numerical data and predicted hydrody-
namic limit. The black curve is (xN (t)/t,N/t)N for N ranging from 1 to t = 500
(which is fixed) in the totally asymmetric case (R = 1, L = 0), with ν = q = 0.4.
This is also the graph of the function x 7→ Ntx(t)/t, where by definition Nx(t) is
the number of particles right to x at time t. The gray curve is the parametric curve
(pi(θ), κ(θ))θ∈(0,+∞) with pi(θ) and κ(θ) as in (56) and (57).
5.1. Proof of Theorem 5.2. The proof uses Laplace’s method and follows the style of [FV13]
(similar proofs can be found in [Bar15] for q-TASEP with slow particles, in [BCF14] for the semi-
discrete directed polymer, and in [Vet15] for the q-Hahn TASEP).
Fix q ∈ (0, 1), ν = q, R > L > 0 with R+L = 1 and θ > 0 such that κ(θ) > 0. In the particular
case q = ν, Theorem 3.12 states that for all ζ ∈ C \ R+,
E
[
1(
ζqxn(t)+n; q
)
∞
]
= det (I +Kζ) (68)
where det (I +Kζ) is the Fredholm determinant of Kζ : L
2(C1) → L2(C1) for C1 a positively
oriented circle containing 1 with small enough radius so as to not contain 0, 1/q. The operator Kζ
is defined in terms of its integral kernel
Kζ(w,w
′) =
1
2pii
∫ i∞+1/2
−i∞+1/2
pi
sin(−pis)(−ζ)
s g(w)
g(qsw)
1
qsw − w′ds (69)
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Figure 10. The black curve is a simulation of (xN (t)/t,N/t)N for N ranging from
1 to (R − L)t, with t = 1500 fixed, R = 0.9, L = .1 and ν = q = 0.6. The gray
curve is the parametric curve (pi(θ), κ(θ))θ∈(θ0,+∞) where θ0 is such that κ(θ0) as in
Section 4.1.2. It goes from the point (L−R,R−L) to the point (pi(θ0), 0). Since the
slope of the curve x 7→ Ntx(t)/t (or equivalently (xN (t), N/t)N ) is the macroscopic
density ρ(x, 1), this simulationally confirms the discontinuity of density at the point
pi(θ0) (see Figure 3).
with
g(w) =(
1
1− w
)n
exp
(
(q − 1)t
log(q)
(
R
q
(
Ψq(W + 1) + log(1− q)
)− L(Ψq(W ) + log(1− q)))) 1
(qw; q)∞
,
where W = logq(w).
Remark 5.7. One notices that the argument of the exponential simplifies to t (1−q)1+q
w
1−w when
R/L = q. This yields a simpler analysis, though we work with the general R,L case here.
In order to compute the probability distribution of xn(t)−pi(θ)t
σ(θ)t1/3
from our eq-Laplace transform
formula, we use
Lemma 5.8 (Lemma 4.1.39 [BC14] ). Consider a sequence of functions {ft}t>1 mapping R→ [0, 1]
such that for each n, ft(x) is strictly decreasing in x with a limit of 1 as x→ −∞ and 0 as x→ +∞,
and for each δ > 0, on R \ [−δ, δ] ft converges uniformly to 1{x60} as t→∞. Define the r-shift of
ft as f
r
t (x) = ft(x− r). Consider a sequence of random variables Xt such that for each r ∈ R,
E[f rt (Xn)]→ p(r)
and assume that p(r) is a continuous probability distribution function. Then Xn converges weakly
in distribution to a random variable X which is distributed according to P(X 6 r) = p(r).
The sequence of functions
(
ft(x) : x 7→ 1/(−q−t1/3x; q)∞
)
t>0
satisfies the hypotheses of lemma
5.8. Hence, if we set
ζ = −q−κ(θ)t−pi(θ)t−t1/3σ(θ)x,
and prove that E
[
1
(ζqxn(t)+n;q)∞
]
converges to the Tracy-Widom distribution (which is continuous),
then it will imply that
lim
t→∞E
[
1(
ζqxn(t)+n; q
)
∞
]
= lim
t→∞P
(
xn(t)− pi(θ)t
σ(θ)t1/3
> x
)
= FGUE(−x),
with n = bκ(θ)tc.
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Following the path described in Section 4.3, we make the change of variables:
w = qW , w′ = qW
′
, s+W = Z.
The Fredholm determinant det (I +Kζ) equals det (I +Kx) where Kx is an operator acting on
L2(C0) where C0 is a small circle around 0, defined by its kernel
Kx(W,W
′) =
qW log q
2pii
∫
D
pi
sin(−pi(Z −W ))
× exp
(
t
(
f0(Z)− f0(W )
)− t1/3σ(θ) log(q)x(Z −W )) 1
qZ − qW ′
(qZ+1; q)∞
(qW+1; q)∞
dZ, (70)
where the new contour D is the straight line 1/2 + iR, and the function f0 is defined by
f0(Z) = κ(θ) log(1− qZ) + 1− q
log(q)
(
R
q
Ψq(Z + 1)− LΨq(Z)
)
− Z log(q)
(
κ(θ) + pi(θ)
)
. (71)
Using the expressions (57) and (56) for κ(θ) and pi(θ) in terms of the q-digamma function, we have
f0(Z) =
1− q
log(q)
(
R
q
[
Ψq(Z + 1) + log(1− q)− ZΨ′q(θ + 1)
+
Ψ′′q (θ + 1)
log q
(
(1− α)2
α
log(1− qZ)
log(q)
+ Z(1− α)
)]
− L
[
Ψq(Z) + log(1− q)− ZΨ′q(θ) +
Ψ′′q (θ)
log q
(
(1− α)2
α
log(1− qZ)
log(q)
+ Z(1− α)
)])
,
with α = qθ. For the derivatives, we have
f ′0(Z) =
1− q
log(q)
R
q
[
Ψ′q(Z + 1)−Ψ′q(θ + 1) +
Ψ′′q (θ + 1)
log(q)
(
(1− α)− (1− α)
2
α
qZ
1− qZ
)]
− 1− q
log(q)
L
[
Ψ′q(Z)−Ψ′q(θ) +
Ψ′′q (θ)
log(q)
(
(1− α)− (1− α)
2
α
qZ
1− qZ
)]
, (72)
f ′′0 (Z) =
1− q
log(q)
R
q
[
Ψ′′q (Z + 1)−
qZ
(1− qZ)2
(1− α)2
α
Ψ′′q (θ + 1)
]
− 1− q
log(q)
L
[
Ψ′′q (Z)−
qZ
(1− qZ)2
(1− α)2
α
Ψ′′q (θ)
]
.
Notice that the formulas become much simpler in the special case of Remark 5.7. Using the fact
that Ψ′q(Z)−Ψ′q(Z + 1) = log(q)2 q
Z
(1−qZ)2 , one has
f ′0(Z) =
(1− q) log(q)
(1 + q)(1− α)2
(
qZ
1− qZ
(
1− α2 − (1− α)
2
1− qZ
)
− α2
)
. (73)
One readily verifies that f ′0(θ) = f ′′0 (θ) = 0. Since the saddle-point is at θ, we need to deform
the integration contours for the variables Z and W so that they pass through θ and control the
real part of f0 along these contours. Let Cα be the positively oriented contour enclosing 0 defined
by its parametrization
W (u) := logq(1− (1− α)eiu) (74)
for u ∈ (−pi, pi). Hence qW (u) ranges in a circle of radius (1− α) centered at 1 (see Figure 11). In
order to use Cα as the contour for W in the definition of the Fredholm determinant det(I + Kx),
one should not encounter any singularities of the kernel when deforming the contour. Hence Cα
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1
α
1/q
z = qZ
w = qW
qw
Figure 11. Images of the contours Cα and Dα by the map Z 7→ qZ . The condition
α > 2q/(1 + q) is such that qw is always inside the image of Dα, which is the case
in the figure.
should not enclose −1 (this is the equivalent with the fact that the contour C1 in Theorem 3.12
must not enclose 1/q.) For the rest of this section, we impose the condition
2− α < 1/q, (75)
so that our contour deformation is valid.
When deforming the contour for the variable W , one also have to deform the contour for the
variable Z, since in the original definition of Kζ in Equation (69), the only singularities of the
integrand for the variable s are for s ∈ Z. This means that the singularities at W + 1,W + 2, . . .
for the variable Z must be on the right of the contour for Z. Let us choose the contour Dα being
the straight line parametrized by Z(u) := θ + iu for u in R. To ensure that Re[W + 1] > θ, or
equivalently that |qw| < α (see Figure 11), we impose the condition that
α >
2q
1 + q
. (76)
Condition (76) implies in particular the previous condition 2− α < 1/q.
Remark 5.9. Condition (76) is the same as condition (2.15) in [Vet15]. To get rid of this condition,
one would need to add small circles around each pole in W + 1,W + 2, . . . in the definition of the
contour D, as in [FV13]. The rest of the asymptotic analysis would remain almost unchanged
provided one is able to prove that for any W ∈ Cα and k > 1 such that |qW+k| > α, Re[f0(W ) −
f0(W+k)] > 0. In our case, it appears that the analysis of Re[f0(W )−f0(W+k)] is computationally
difficult and we do not pursue that here.
One notices that Re[f0] is periodic with a period i
2pi
log q . Moreover, f0(Z) = f0(Z) so that Re[f0]
is determined by its restriction on the domain R+ i[0,−pi/ log q]. The following results about the
behaviour of Re[f0] along the contours are proved in Section 5.3.
Lemma 5.10. For any R > L > 0 with R+ L = 1, we have f ′′′0 (θ) > 0.
Proof. This is a particular case (ν = q) of Lemma 4.3, which we prove in Section 5.2. 
Proposition 5.11. Assume that (75) holds. For any R > L > 0 with R + L = 1, the contour Cα
is steep-descent for the function −Re[f0] in the following sense: the function u 7→ Re[f0(W (u))] is
increasing for u ∈ [0, pi] and decreasing for u ∈ [−pi, 0].
Proposition 5.12. Assume that (75) holds. For any R > L > 0 with R + L = 1, the contour Dα
is steep-descent for the function Re[f0] in the following sense: the function t 7→ Re[f0(Z(u))] is
decreasing for u ∈ [0,−pi/ log q] and increasing for u ∈ [pi/ log q, 0].
We are now able to prove that asymptotically, the contribution to the Fredholm determinant of
the contours are negligible outside a neighbourhood of θ.
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Proposition 5.13. For any fixed δ > 0 and  > 0, there exists a real t0 such that for all t > t0∣∣det(I +Kx)L2(Cα) − det(I +Kx,δ)L2(Cα,δ)∣∣ < 
where Cα,δ is the intersection of Cα with the ball B(θ, δ) of radius δ around θ, and
Kx,δ(W,W
′) =
qW log q
2pii
∫
Dδ
pi
sin(−pi(Z −W ))
× exp
(
t
(
f0(Z)− f0(W )
)− t1/3σ(θ) log(q)x(Z −W )) 1
qZ − qW ′
(qZ+1; q)∞
(qW+1; q)∞
dZ,
where Dδ = D ∩B(θ, δ).
Proof. We have the Fredholm determinant expansion
det(I +Kx)L2(Cα) =
∞∑
k=0
1
k!
∫ pi
−pi
ds1 . . .
∫ pi
−pi
dsk det
(
Kx(W (si),W (sj))
)k
i,j=1
dW (si)
dsi
, (77)
with W (s) as in (74). Let us denote by sδ the positive real number such that |W (sδ) − θ| = δ.
We need to prove that one can replace all the integrations on [−pi, pi] by integrations on [−sδ, sδ] ,
making a negligible error. By Propositions 5.11 and 5.12, we can find a constant cδ > 0 such that
for |s| > sδ and for any Z ∈ Dα,
Re
[
f0(Z)− f0(W (s))
]
< −cδ.
The integral in (70) is absolutely integrable due to the exponential decay of the sine in the de-
nominator. Thus, one can find a constant Cδ such that for |s| > sδ, any W ′ ∈ Cα and t large
enough, ∣∣K(W (s),W ′)∣∣ < Cδ exp(−tcδ/2).
By dominated convergence the error (that is the expansion (77) with integration on
[−pi, pi]k \ [−
sδ, sδ
]k
) goes to zero for t going to infinity.
We also have to prove that one can localize the Z integrals as well. Recall that Re[f0] is periodic
on the contour Dα. By the steep-descent property of Proposition 5.12 and the same kind of
dominated convergence arguments, one can localize the integrations on⋃
k∈Z
Ik, where Ik =
[
θ − iδ + i2kpi/ log q, θ + iδ + i2kpi/ log q],
making a negligible error. Since f0(Z)− f0(θ) ≈ f
′′′
0 (θ)
6 (Z − θ)3, by making the change of variables
Z = θ+ i2pik/ log q+ zt−1/3, we see that only the integral for Z ∈ [θ− iδ, θ+ iδ] contributes to the
limit. Indeed, for k 6= 0, and Z ∈ Ik
dZ
sin(pi(Z −W )) ≈ t
−1/3 exp
(−|2pi2k/ log(q)|) .
Hence the sum of contributions of integrals over Ik for k 6= 0 is O(t−1/3) and one can finally integrate
over DW,δ making an error going to 0 as t → ∞. It is not enough to show that the error made
on the kernel goes to zero as t goes to infinity, but one can justify that the error on the Fredholm
determinant goes to zero as well by a dominated convergence argument on the expansion (77). 
By the Cauchy theorem, one can replace the contours Dδ and Cα,δ by wedge-shaped contours
Dˆϕ,δ := {θ + δeiϕsgn(y)|y|; y ∈ [−1, 1]} and Cˆψ,δ := {θ + δei(pi−ψ)sgn(y)|y|; y ∈ [−1, 1]}, where the
angles ϕ,ψ ∈ (pi/6, pi/2) are chosen so that the endpoints of the contours do not change.
Let us make the change of variables
Z = θ + z˜t−1/3, W = θ + w˜t−1/3, W ′ = θ + w˜′t−1/3.
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We define the corresponding rescaled contours
DLϕ := {Leiϕsgn(y)|y|; y ∈ [−1, 1]},
CLψ := {Lei(pi−ψ)sgn(y)|y|; y ∈ [−1, 1]}.
Proposition 5.14. We have the convergence
lim
t→∞ det(I +Kx)L2(Cα) = det(I +K
′
x,∞)L2(C∞ψ ),
where for L ∈ R+ ∪ {∞},
K ′x,L =
1
2ipi
∫
DLϕ
dz˜
(z˜ − w˜′)(w˜ − z˜)
exp
(
(−z˜σ(θ) log q)3/3− xz˜σ(θ) log q)
exp
(
(−w˜σ(θ) log q)3/3− xw˜σ(θ) log q) .
Proof. By the change of variables and the discussion about contours above,
det(I +Kx,δ)L2(Cα,δ) = det(I +K
t
x,δ)L2(Cδt1/3ψ )
where Ktx,δ is the rescaled kernel
Ktx,δ(w˜, w˜
′) = t−1/3Kx,δ(θ + w˜t−1/3, θ + w˜′t−1/3),
where we use the contours Dδt1/3ϕ for the integration with respect to the variable z˜.
Let us estimate the error that we make by replacing f0 by its Taylor approximation. We recall
that with our definition of σ(θ) in (60),
f ′′′0 (θ) = −2 (σ(θ) log(q))3 .
Using Taylor expansion, there exists Cf0 such that
|f0(Z)− f0(θ) + (σ(θ) log(q)(Z − θ))3 /3| < Cf0 |Z − θ|4,
for Z in a fixed neighbourhood of θ (say e.g. |Z−θ| < θ). Hence for Z = θ+z˜t−1/3, W = θ+w˜t−1/3,∣∣∣t(f0(Z)− f0(W ))− ((−σ(θ) log(q)z˜)3/3− (−σ(θ) log(q)w˜)3/3)∣∣∣ <
t−1/3Cf0
(|z˜|4 + |w˜|4) 6 δ (|z˜|3 + |w˜|3) . (78)
To control the other factors in the integrand, let
F (Z,W,W ′) :=
t−1/3qW log(q)
qZ − qW ′
pit−1/3
sin(pi(Z −W ))
(qZ+1; q)∞
(qW+1; q)∞
.
we have that
F (Z,W,W ′) −−−→
t→∞ F
lim(z˜, w˜, w˜′) :=
1
z˜ − w˜′
1
z˜ − w˜ .
Lemma 5.15. For z˜ ∈ Dδt1/3ϕ , and w˜, w˜′ ∈ Cδt
1/3
ψ , with Z = θ + z˜t
−1/3,W = θ + w˜t−1/3 and
W ′ = θ + w˜′t−1/3, we have that
|F (Z,W,W ′)− F lim(z˜, w˜, w˜′)| < Ct−1/3P (|z˜|, |w˜|, |w˜′|)F lim(z˜, w˜, w˜′),
where and P is a polynomial and C is a constant independent of t and δ, as soon as δ belongs to
some fixed neighbourhood of 0.
THE q-HAHN ASYMMETRIC EXCLUSION PROCESS 35
Proof. Since |Z − θ| < δ, |W − θ| < δ and |W ′ − θ| < δ, there exist constants C1, C2 and C3 such
that ∣∣∣∣qW log(q)(Z −W ′)qZ − qW ′ − 1
∣∣∣∣ 6 C1(|Z − θ|+ |W ′ − θ|),∣∣∣∣ pi(Z −W )sin(pi(Z −W )) − 1
∣∣∣∣ 6 C2(|Z − θ|+ |W − θ|),∣∣∣∣ (qZ+1; q)∞(qW+1; q)∞ − 1
∣∣∣∣ 6 C3(|Z − θ|+ |W − θ|).
Hence there exists a constant C and a polynomial P of degree 3 such that∣∣∣∣ F (Z,W,W ′)F lim(z˜, w˜, w˜′) − 1
∣∣∣∣ 6 Ct−1/3P (|z˜|, |w˜|, |w˜′|),
and the result follows. 
Now we estimate the difference between the kernels Ktx,δ and K
′
x,δt1/3
. Let
f(Z,W,W ′) = t
(
f0(Z)− f0(W )
)− t1/3σ(θ) log(q)x(Z −W )
and
f lim(z˜, w˜, w˜′) =
(
(−z˜σ(θ) log q)3/3− xz˜σ(θ) log q)− ((−w˜σ(θ) log q)3/3− xw˜σ(θ) log q) .
The difference between the kernels is estimated by∣∣Ktx,δ(w˜, w˜′)−K ′x,δt1/3(w˜, w˜′)∣∣ < ∫Dδt1/3ϕ dz˜ exp(f lim)|F | · | exp(f − f lim)− 1|
+
∫
Dδt1/3ϕ
dz˜ exp(f lim)|F − F lim|, (79)
where we have omitted the arguments of the functions f(Z,W,W ′), f lim(z˜, w˜, w˜′), F (Z,W,W ′)
and F lim(z˜, w˜, w˜′).
Using the inequality | exp(x)− 1| < |x| exp(|x|) and (78), we have∣∣ exp(f − f lim)− 1∣∣ < t−1/3Cf0 (|z˜|4 + |w˜|4) exp (δ (|z˜|3 + |w˜|3)) .
Hence, for δ small enough, the first integral in the right-hand-side of (79) have cubic exponential
decay in |z˜|, and the limit when t → ∞ is zero by dominated convergence. The second integral
goes to zero as well by the same argument. We have shown pointwise convergence of the kernels.
In order to show that the Fredholm determinants also converge, we give a dominated convergence
argument. The estimate (78) also shows that for δ small enough, one can bound the kernel Ktx,δ by
|Ktx,δ(w˜, w˜′)| < C exp
(
Re[(σ(θ) log(q)w˜3)]/6
)
for some constant C. Then, Hadamard’s bound yields
det
(
Ktx,δ(w˜i, w˜j)
)n
i,j=1
6 nn/2Cn
n∏
i=1
exp
(
Re[σ(θ) log(q)w˜3i ]/6
)
.
It follows that the Fredholm determinant expansion
det(I +Ktx,δ)L2(Cδt1/3ψ )
=
∞∑
n=0
1
n!
∫
Cδt1/3ψ
dw˜1 . . .
∫
Cδt1/3ψ
dw˜n det
(
Ktx,δ(w˜i, w˜j)
)n
i,j=1
,
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is absolutely integrable and summable. Thus, by dominated convergence
lim
t→∞ det(I +Kx)L2(Cα) = limt→∞ det(I +K
′
x,δt1/3
)
L2(Cδt1/3ψ )
= det(I +K ′x,∞)L2(C∞ψ ).

Finally, using a reformulation of the Airy kernel as in Section 4.3, and a new change of variables
z˜ ← −zσ(θ) log q, and likewise for w˜ and w˜′, one gets
det(I +K ′x,∞) = det(I −KAi)L2(−x,+∞),
which finishes the proof of Theorem 5.2.
5.2. Proof of Theorem 5.4. The condition R < 1 ensures that there exists a solution θ0 > 0 to
the equation
κq,q,R(θ) = 0.
The condition R > Rmin(q) ensures that the solution θ0 is such that q
θ0 > 2q1+q . Indeed, given the
definition of κq,ν,R(θ) in (57), θ0 satisfies
Ψ′′q (θ0 + 1)
qΨ′′q (θ0)
=
1−R
R
.
If we set θmax = logq(2q/(1 + q)), then
Ψ′′q (θmax + 1)
qΨ′′q (θmax)
=
1−Rmin(q)
Rmin(q)
.
Since the function θ 7→ Ψ′′q (θ + 1)/Ψ′′q (θ) is increasing on R+, the condition R > Rmin(q) implies
that θ0 < θmax and equivalently q
θ0 > 2q1+q .
If we set ζ = −q−pi(θ0)t−t1/3σ(θ0)x, then
lim
t→∞E
[
1(
ζqx1(t)+1; q
)
∞
]
= lim
t→∞P
(
x1(t)− pi(θ0)t
σ(θ0)t1/3
6 x
)
.
The eq-Laplace transform E
[
1
(ζqx1(t)+1;q)∞
]
is the Fredholm determinant of a kernel written in
terms of f0 exactly as in (70) with the only modification that the integrand should be multiplied
by (
(νqW ; q)∞
(qW ; q)∞
)/((νqZ ; q)∞
(qZ ; q)∞
)
.
This additional factor does not perturb the rest of the asymptotic analysis, and disappears in the
limit when we rescale the variables around θ. Since the condition qθ0 > 2q/(1 + q) is satisfied,
Theorem 5.4 follows from the proof of Theorem 5.2.
5.3. Proofs of Lemmas about properties of f0.
Proof of Lemma 4.3. With R + L = 1, the expression for f ′′′0 (θ) in Equation (67) is linear in R.
Hence we may prove the positivity only for the extremal values, i.e. R = 1 and R = 0.
We first prove that the function
θ ∈ R>0 7→
Ψ′′′q (θ)
Ψ′′q (θ)
is strictly increasing. We show that the derivative is positive, that is for any θ > 0,
Ψ′′′′q (θ)Ψ
′′
q (θ) >
(
Ψ′′′q (θ)
)2
.
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Using the series representation for the derivatives of the q-digamma function (9), this is equivalent
to ∑
n,m>1
n4αn
1− qn
m2αm
1− qm >
∑
n,m>1
n3αn
1− qn
m3αm
1− qm , (80)
for α ∈ (0, 1). Each side of (80) is a power series in α, and we claim that the inequality holds for
each coefficient. Indeed, keeping only the coefficient of αk, we have to prove that
k−1∑
n=1
n4(k − n)2
(1− qn)(1− qk−n) >
k−1∑
n=1
n3(k − n)3
(1− qn)(1− qk−n) , (81)
with strict inequality for at least one coefficient. Symmetrizing the left-hand-side, the inequality is
equivalent to
k−1∑
n=1
n2(k − n)2
(1− qn)(1− qk−n)
n2 + (k − n)2
2
>
k−1∑
n=1
n2(k − n)2
(1− qn)(1− qk−n)n(k − n),
which clearly holds, with strict inequality for k > 3.
Case R = 1. In that case, we have to prove that
Ψ′′′q (θ + V )−Ψ′′q (θ + V )
Ψ′′q (θ)−Ψ′′q (θ + V )
Ψ′q(θ)−Ψ′q(θ + V )
< 0.
Using Cauchy mean value theorem, the ratio can be rewritten as
Ψ′′q (θ)−Ψ′′q (θ + V )
Ψ′q(θ)−Ψ′q(θ + V )
=
Ψ′′′q (θ˜)
Ψ′′q (θ˜)
,
for some θ˜ ∈ (θ, θ + V ). Since Ψ′′q (x) < 0 for x ∈ (0,+∞), the inequality reduces to
Ψ′′′q (θ + V )
Ψ′′q (θ + V )
>
Ψ′′′q (θ˜)
Ψ′′q (θ˜)
,
which is true by the first part of the proof.
Case R = 0. In that case, we have to prove that
Ψ′′′q (θ)−Ψ′′q (θ)
Ψ′′q (θ)−Ψ′′q (θ + V )
Ψ′q(θ)−Ψ′q(θ + V )
> 0.
Using the same argument, one is left with proving
Ψ′′′q (θ)
Ψ′′q (θ)
<
Ψ′′′q (θ˜)
Ψ′′q (θ˜)
,
which is already done as well.
The proof also applies to the ν = 0 case, since the ν in the denominator in Equation (67) can
be cancelled by a factor ν coming out from the q-digamma function. 
Proof of Proposition 5.11. It suffices to prove that for u ∈ (0, pi),
d
du
Re
[
f0(W (u))
]
> 0.
We have
d
du
Re[f0(W (u))] = Re
[
dW(u)
du
f ′0(W (u))
]
= Im
[
1
log q
(1− α)eiu
1− (1− α)eiu f
′
0(W (u))
]
.
We use the linear dependence of f0 on R as in the proof of Lemma 4.3.
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Case R = 1. Using (72), one needs to prove that
Im
[
Ψ′q(W (u) + 1)
(log q)2
1− qW (u)
qW (u)
− Ψ
′
q(θ + 1)
(log q)2
1− qW (u)
qW (u)
+
Ψ′′q (θ + 1)
(log q)3
(1− α)1− q
W (u)
qW (u)
]
> 0.
Using the series representation of the q-digamma function (6), the last inequality can be written as
Im
[ ∞∑
k=1
(1− α)eiu
1− (1− α)eiu
(
(1− (1− α)eiu)qk
(1− (1− (1− α)eiu)qk)2 −
αqk
(1− αqk)2 +
αqk(1 + αqk)(1− α)
(1− αqk)3
)]
> 0
A computation – painful by hand, but easy for Mathematica – shows that the left-hand-side can
be rewritten as
∞∑
k=1
4 sin(u) sin2(u/2)(1− α)2αqk(1− (2− α)qk)h(α, qk, u)
|1− (1− α)eiu|2|1− (1− (1− α)eiu)qk|4(1− αqk)3 , (82)
where
h(α, q, u) = 1− αq
(
4− α(2 + 2q(1− α) + q2(2− q)(1 + (1− α)2)))+ 2(1− α)α2q2(1− q)2 cos(u).
For any u ∈ (0, pi), cos(u) > −1, hence
h(α, q, u) > 1− αq(2− α) (2− αq2(2− α)(2− q))
and for any α ∈ (0, 1), q ∈ (0, 1), 1− αq(2− α) (2− αq2(2− α)(2− q)) > 0. Thus, if (2− α)q < 1,
each term in (82) is positive.
Case R = qL. Since R + L = 1, this case corresponds to R = q/(1 + q) and L = 1/(1 + q). As
we have noticed in Remark 5.7, we have the simpler expression (73) for f ′0 when R = qL. Hence it
is enough to show that
Im
[
1− q
(1 + q)(1− α)2
(
1− α2 − (1− α)
2
1− qW (u) − α
2 1− qW (u)
qW (u)
)]
> 0
or equivalently, that
1− q
(1 + q)(1− α)2 (1− α) sin(u)
(
1− α
2
|qW (u)|2
)
> 0
which is true since |qW (u)| 6 α by assumption.
To conclude, since f0 is linear in R, the result is also proved for any value R ∈ [q/(1 + q), 1]. 
Proof of Proposition 5.12. It suffices to show that for u ∈ (0, pi),
0 >
d
du
Re[f0(Z(u))] =
−1
log q
Im[f ′0(Z(u))],
where
Z(u) = θ + iu/ log(q), (u ∈ R).
We use the linear dependence of f0 on R as in the proof of Lemma 4.3 and Proposition 5.11.
Case R = 1. Using (72), one has to show that
Im
[
Ψ′q(Z(u) + 1)
(log q)2
− Ψ
′′
q (θ + 1)
(log q)3
(1− α)2
α
qZ(u)
1− qZ(u)
]
> 0.
Using the series representation of the q-digamma function (6), the last inequality can be written
Im
[ ∞∑
k=1
αeiuqk
(1− αeiuqk)2 −
αqk(1 + αqk)
(1− αqk)3
(1− α)2eiu
1− αeiu
]
> 0.
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The left-hand-side equals
∞∑
k=1
sin(u)α(1− αqk)(2− α− α2qk)(1 + (α− 2)qk)
|1− αeiuqk|4 (1− αqk)3|1− αeiu|2
. (83)
If (2− α)q < 1, then for all k > 1, 1 + (α− 2)qk > 0, and each term in (83) is positive.
Case R = qL. Using (73), it is enough to show that
Im
[
qZ(u)
1− qZ(u)
(
1− α2 − (1− α)
2
1− qZ(u)
)
− α
]
> 0,
which is true since the left-hand-side equals
2 sin(u)α2(1− α2)(1− cos(u))
|1− αeiu|2 .
To conclude, since f0 is linear in R, the result is also proved for any value R ∈ [q/(1 + q), 1]. 
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