ABSTRACT Space-time adaptive processing (STAP) is supposed to be a crucial technique for improving target detection performance in a strong clutter background for airborne phased array radar systems. In this paper, we consider the extremely heterogeneous case, i.e., the number of available training samples is limited to one. The sparse recovery (SR) technique is first utilized to obtaining the independent clutter patches. Contrary to traditional SR STAP which estimates the clutter covariance matrix (CCM) with these clutter patches, the proposed approach will estimate the 'clutter ridge' based on linear regression by making use of these clutter patches. With the prior knowledge of number of receiver elements, a more accurate estimation of CCM is obtained. From the simulation results, the proposed approach can achieve a great performance enhancement of clutter suppression with only one training sample compared with conventional SR based STAP algorithms. Even for the cases where amplitude and phase errors are consider, the proposed approach can be superior to traditional SR STAP about 5∼10 dB.
I. INTRODUCTION
For airborne radar systems, the weak signal reflected from ground target is usually covered by strong clutter returns. Space-time adaptive processing (STAP) [1] - [3] holds tremendous potential in improving capability of tackling with the ground clutters for radar ground moving target indication (GMTI) in airborne radar or space-borne radar applications. By designing an appropriate spatial-temporal filter, the clutter can be suppressed while the signal from target can be reserved. However, the designing of this two-dimension filter relies on the statistical characteristics of clutter. In other words, the statistical characteristics of a given cell-undertest (CUT) or the clutter covariance matrix (CCM) should to be known beforehand. In practical situations, the CCM is generally unknown and should be estimated from the neighbor training samples which are often termed as secondary data samples. The CCM estimation is a fundamental issue in STAP.
According to the well-known Reed-Mallet-Brennan rule, the number of independent and identically distributed (IID) data which are used to estimate the statistics of CUT must be twice of the system degrees of freedom (DoFs). Only then can the signal-to-interference-plus-noise-ratio (SINR) loss be less than 3 dB [2] . Generally, the estimation accuracy of sample covariance matrix (SCM) can be enhanced by exploiting some special CCM properties [4] - [8] , such as Toplitz structure [4] , multichannel autoregressive (AR) models [5] , and low rank structure [6] - [8] , when the number of training data samples is limited.
Most recently, compressive sensing (CS) techniques have been used in STAP [9] - [18] . The sparse recovery (SR) STAP approaches consider the target and clutter spectra to be present only at a small number of spatial-temporal frequencies out of all the possible ones on the entire spatial-temporal plane. Then, the sparse nature of target and interference spectra on this spatial-temporal gird structure is exploited by the standard sparse-recovery techniques to produce an estimate of the CCM. Compared with traditional reduced dimension STAP [19] - [23] and reduced rank STAP [24] - [27] , more less secondary data samples are needed for SR STAP to achieve the same performance.
However, it will be demonstrated in this paper that the statistical characteristics may not be exhibited by only one secondary data sample and this will result into the performance degradation dramatically when the number of secondary data sample is limited to one. In this paper, the reason why some clutter statistical characteristics may be absent for one secondary data sample is discussed. Then, based on linear regression, the clutter ridge is estimated and the missed clutter components can be recovered. With prior knowledge of the number of receiver elements, a more accurate estimation of CCM can be obtained.
This paper is organized as follows. Section II introduces the airborne radar signal model and the traditional SR STAP. In Section III, the reason why some clutter components may be absent for one secondary data sample is discussed; the clutter reconstruction based on linear regression is detailed. The simulation and performance analysis are presented in Section IV. Conclusions are provided in Section V.
II. AIRBORNE RADAR SIGNAL MODEL AND SR STAP A. AIRBORNE RADAR SIGNAL MODEL
In this section, we consider a standard STAP formulation for an airborne radar system with N antenna elements in a uniform linear array with half wavelength spaced; identical pulses are transmitted at a constant pulse repetition frequency (PRF) during the coherent processing interval (CPI), and assume the radar operates in a side-looking geometry, the long axis of the antenna is aligned with the velocity vector. For airborne radar that moves along a horizontal path at a constant velocity with velocity v, received ground clutter can be viewed from a ''clutter ring'' with the same radius as the desired target.
After matched filter in receiver, and stacking the total space-time radar return into one column, the NM -dimensional vector can be obtained [21] , [23] , The CCM R ∈ C NM ×NM due to clutter and receiver noise, is of the form (2) Generally, the CCM is unknown and should be estimated with the training data samples from neighbor range cells. Assuming the clutter patches are mutually independent and independent with noise, the ideal or real CCM can be constructed as
where σ 2 n is noise power and I MN denotes the MN × MN identity matrix. 
MN . The radar return can be viewed as a mixture of reflected signal from each clutter patch located at different angle with different reflection coefficient. Consequently, the received signal can be expressed as
In other words, the signal x c can be viewed as a linear combination of the space-time steering vectors
and n denotes noise. Equation (4) can also be written in matrix form, i.e.,
where
is the space-time dictionary and
is the reflection coefficient vector. Due to the row dimension is much less than column dimension, equation (6) is heavily ill-posed. Generally, this problem can be solved by applying sparse recovery techniques. In sparse signal approximation, given a signal y = R m and a dictionary D ∈ R m×n , which is a collection of n atoms with n > m, the goal is to represent y as a linear combination of the atoms of D as few atoms as possible. The 0 norm function is highly discontinuous and hard to solve. As mentioned in lots of papers, this issue is usually remedied by an alternative well-known approximating function, i.e., 1 norm, which is the closest convex norm to the 0 norm.
The procedure can be expressed as [17] min
for l = 1, 2, ..., L, where ε is a small positive number, · 1 denotes 1 norm, and · 2 denotes 2 norm. It should VOLUME 6, 2018 be noted that, the sub-script ' l ' is added to discriminating different secondary data samples, and L is the number of total available secondary data samples. Numerous algorithms have been proposed for solving the above-mentioned sparse recovery problems. The LASSO estimator can be applied to solve the following optimization problem [18] :
where κ L is the tuning parameter, and σ n is the noise level. This optimization problem can be efficiently solved using SDPs. As done in [17] , onceα C,l is obtained, the clutter covariance matrix is estimated bŷ
whereĈ l is the nonzero support-set of the estimated clutter response from the lth secondary data, and s g s f s,i , f s,j denotes the gth column of the dictionary matrix. Next, the estimation of the overall interference covariance matrix is obtained asR I =R C + ηI MN , where η is a small positive constant for matrix inversion. Assuming the expected space-time steering vector s (f d , f s ), then, the full adaptive weight vector will be calculated by
where s (f d , f s ) denotes the expected space-time steering vector. By applying the designed linear filter with weights w, a scalar output z = w H x c,p is yielded, where x c,CUT denotes the signal from the CUT. The output SINR can be evaluated by
where σ 2 t is the power of the expected signal, and R I is the real interference covariance matrix which is only used to evaluate the SINR performance in simulations.
III. PROPOSED STAP APPROACH BASED ON SPARSE RECOVERY AND CLUTTER RECONSTRUCTION A. SOME CLUTTER COMPONENTS MAY BE ABSENT FOR ONLY ONE DATA SAMPLE
The reason why some clutter components may be missed in a single secondary data sample and why the statistical characteristics cannot be estimated adequately are analyzed as follows.
As illustrated in Fig. 1 , the radar receives numerous reflections from the same clutter ring at the same time. Consequently, the radar returns is synthesized by all the clutter patches. In modeling or airborne radar, the clutter ring is always divided into N c clutter patches and N c is set to be far greater than the number of elements of receiver or the number of pulses in one CPI. The clutter patches at different angles correspond to different points in the angular-Doppler plane, and the clutter ridge is formed due to there is a fixed relationship between angular frequency and Doppler frequency for each clutter patch.
We can assume that the radar returns from clutter patches p and q are denoted by ρ p s p and ρ q s q , respectively, where ρ p and ρ q are the reflection coefficients, s p and s q are the steering vectors,
Due to the radar returns from different clutter patches are independent to each other, we have
Without loss of generality, we assume ρ p = a p e jϑ p , ρ q = a q e jϑ q , and a p = a q , 0 ≤ ϑ p , ϑ q < 2π . For the clutter covariance matrix, the contribution of clutter patches p and q are
However, for the practical radar return from clutter ring, the signal is a composite of numerous independent clutter patches. We only consider the clutter patches p and q, the synthesized signal is represented by s p+q
For clearly demonstrating why some clutter components may be missed in a single sample, a simply example is given. Assuming θ p = 30 • , θ q = 29.8 • , and ϑ p = 0. Let ϑ q vary from 0 to 2π , the maximum amplitude of the synthesized signal is illustrated in Fig. 2(a) . This means that the amplitude of synthesized signal can be largely weakened and it depends on the relative phase difference. If θ p = 30 • , θ q = 0 • , the maximum amplitude of 
the synthesized signal is illustrated in Fig. 2 (b) . For clutter modeling, the clutter ring is divided into many clutter patches and they are independent to each other. However, the steering vectors of independent clutter patches are not necessary to orthogonal to each other. Thus, the absolute value of maximum amplitude of the synthesized signal may be weakened and it depends on the relative phases of clutter patches. Therefore, for one data sample or one realization of random process, some clutter components may be weakened or even missed. And then, some statistical characteristics cannot be estimated adequately with only a single data sample.
B. THE FIXED RELATIONSHIP BETWEEN ANGULAR FREQUENCY AND DOPPLER FREQUENCY
The radar array receives reflected signals from all clutter patches at the same time, as illustrated in Fig. 3 .
There is a fixed relationship of normalized Doppler frequency and normalized spatial frequency. As illustrated in Fig.3 , the points in angular-Doppler plane form a line. From the signal modeling, we can see that there is a definite relationship between Doppler frequency f d,i and spatial frequency f s,i for the ith clutter patch. where d denotes array element spacing. Thus, we have
where T r is the pulse repetition interval, T r = 1 f r . Equation (16) defines the locus in an angle-Doppler space where clutter is present. This locus is referred to as the ''clutter ridge'' [20] . If this locus is known precisely, or the prior knowledge is completely accurate, the CCM can be constructed ideally and the optimal adaptive weight can be calculated. However, due to some non-ideal factors, the parameter is impossible to be known accurately even some parameters of airborne are known.
C. THE CLUTTER RECONSTRUCTION BASED ON LINEAR REGRESSION AND SPARSE RECOVERY
As done in traditional SR STAP, when angular-Doppler plane is discretized into N s × N d grids, the amplitudes of each grid can be resolved bŷ
+ κσ n α C 1 (17) Due to only one secondary data sample is considered here, the subscript is omitted. With the help of traditional SR STAP, the non-zero support-set of the estimated clutter response can be obtained. A new threshold parameter ξ and a matrix P are introduced, and the value of P is set as follows:
Obviously, the demonstration of P in angular-Doppler plane can be illustrated in Fig. 4 .
As illustrated in Fig. 4 , the positions of '1'are represented by points. And some outliers may exist if an inappropriate VOLUME 6, 2018 threshold is set. For alleviating the effects of these outliers, a slight higher threshold is expected. Assuming the number of non-zero elements in P is Q. Then, for each grid in the non-zero support, the corresponding normalized angular frequency and normalized Doppler frequency are denoted by f s,q and f d,q respectively, where 1 ≤ q ≤ Q. Due to there is a fixed relationship between angular frequency and Doppler frequency for real clutter patches, we have
The goal is to estimateβ. The following problem is formed
Obviously, this can be easily resolved by linear regression. It is worth to note that, the estimation accuracy will degrade when too many outliers are included. In many linear regression data sets, there are some observations known as outliers that have been corrupted by large observation errors. Linear regression in the presence of outliers is an important problem and is challenging as the support of outliers is not known beforehand and some robust algorithms are proposed [28] , [29] . However, for the sake of brevity, the outliers are excluded by improving the threshold ξ here. Onceβ is obtained, the angular frequency and Doppler frequency pairs in the clutter ring can be designed. Let f s varies from −0.5∼0.5, the corresponding Doppler frequency can be calculated by (19) . However, the transmitting beampattern should be involved for calculating the CCM due to the signal strength of each clutter patch is depend on it. Fortunately, the transmitting beampattern can be calculated with the knowledge of N and the steering angle.
where f s,0 is the normalized angular frequency corresponding to the steering angle. If the transmitting beampattern is considered, the reflected strength relies on the pattern gain. The clutter ridge is illustrated in Fig. 5 . Finally, the CCM can be estimated by
where α C,max denotes the maximum value ofα C , i.e., α C,max = max i abs α C (i) andα C (i) denotes the ith element in vectorα C . The subscript denotes 'Linear Regression', s LR (f d , f s ) denotes space-time steering vector, and I MN denotes MN -dimensional identity matrix. The aim of introduction of α C,max and the normalization of transmitting beampattern is to ensure that the reconstructed covariance R LR has the nearly same clutter-to-noise ratio with the real CCM.
IV. NUMERICAL RESULTS
The principle parameters in the simulation are assumed as follows: we considered a linear array with N = 16 sensors elements with inter-element spacing d = λ 2 and λ is the wavelength, carrier frequency f c = 1.2 GHz, pulse repetition frequency (PRF) f r = 2000 Hz, platform altitude H = 8000 m, the radar moving with a speed of v = 125 m/s, and there are M = 16 pulses in one CPI. Without loss of generality, β is set to be 1. The thermal noise covariance matrix is modeled as σ 2 n I MN . Without loss of generality, the thermal noise level for each channel and each pulse is set to be unitary, i.e.,σ 2 n is set to be 1. The clutter ring is equally spaced in azimuth angles with N C = 361. All presented results are averaged over 10 independent Monte Carlo runs. If the threshold ξ is 0.1 or 1, the results of P in angularDoppler plane are illustrated in Fig. 6 (a) and (b) , respectively.
From Fig. 6 (a) , we can see that there are some outliers when ξ = 0.1, and these outliers can be excluded when ξ = 1 due to the amplitudes of outliers are generally small. In addition, the number of non-zero elements in P is reduced from Q = 119 to Q = 36. However, the angular frequency and Doppler frequency may not necessarily be equal for each grid in P, as illustrated in Fig. 7 . By utilizing linear regression technique, the estimation of β can be obtained, for this simulation,β = 0.9966. The performance of the proposed approach is illustrated in Fig. 8 . From Fig. 8 , the performance of proposed approach is nearly achieving the optimal output SINR. And the estimation ofβ is very accurate, for the 10 simulations, β = [1.0006, 1.0019, 1.0029, 1.0021, 0.9982, 1.0029, 0.9986, The spatial de-correlation case will be considered in the following. The spatial de-correlation is generally is considered as angle-independent channel mismatch. The angleindependent spatial de-correlation vector t s can be modeled as [17] 
where the amplitude and phase errors δ a,n , δ p,n , n = 1, ..., N can be assumed to be uniformly distributed with the following probability density functions:
VOLUME 6, 2018 where a and p represent the standard deviations of the amplitude and phase errors, respectively. For different amplitude and phase errors, the SINR performances are illustrated Fig. 9 . From Fig. 9 , the performance is degraded when amplitude and phase errors are considered. However, the proposed approach is still superior to traditional SR STAP, the performance comparisons are illustrated in Fig. 10 .
From Fig. 10 , we can see that even for the worst case a = 0.03, p = 5 • , the proposed approach is still superior to traditional SR STAP about 5∼10 dB.
V. CONCLUSIONS
In this paper, we considered the extremely heterogeneous case, i.e., the number of available training samples is limited to one. The sparse recovery technique is first utilized to obtaining the independent clutter patches. Contract to the traditional SR STAP which estimates the CCM with these clutter patches, the proposed approach estimates the 'clutter ridge' by making use of these clutter patches. Finally, the covariance matrix is constructed with the prior knowledge about the number of elements of receiver and the steering angle. In addition, the reason why some statistical characteristics may be missed for a single secondary data sample is discussed. From the simulation results, the proposed approach can achieve great performance enhancement of clutter suppression with only one training sample compared with the conventional SR based STAP algorithm. Even for the cases where amplitude and phase errors are consider, the proposed method can also be superior to traditional SR STAP about 5∼10 dB. 
