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Abstract
In two recent works the condition of the diagonal entries of the group inverse of a
singular and irreducible M-matrix being uniform (constant) has arisen: in resistive
electrical circuits and in the eect upon the Perron root of certain diagonal perturbation
of a nonnegative matrix. In this paper we first show a negative result that the group
inverse of the Laplacian matrix of an undirected weighted graph G on n vertices with a
cutpoint cannot have uniform diagonal. This includes the case when G is a tree. We
characterize, however, all weighted n-cycles G whose Laplacian has a group inverse with
a uniform diagonal. Finally, we consider the mean first passage matrix M of an ergodic
Markov chain with a doubly stochastic transition matrix T. We show that if the group
inverse of I ÿ T has a uniform diagonal, then the group inverse of the M-matrix
qMI ÿM is again an M-matrix. Ó 1999 Elsevier Science Inc. All rights reserved.
Keywords: M-matrix; Group inverse; Tree; Laplacian
1. Introduction
In this paper we shall investigate a certain property of group inverses of
M-matrices. We refer the reader to the books [1] by Ben-Israel and Greville and
www.elsevier.com/locate/laa
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[3] Campbell and Meyer Campbell for background material on generalized
inverses and to the book [2] by Berman and Plemmons for background ma-
terial on nonnegative matrices and M-matrices.
Two recent papers have raised the idea of group inverses of singular and
irreducible M-matrices possessing uniform (constant) diagonal. In resistive
electrical networks, a singular and irreducible M-matrix Q is the admittance or
Kirchho matrix 2 and its Moore–Penrose generalized inverse, Qy, is the im-
pedance matrix (see (1) on p. 78 and (3) on p. 80 in [3] in conjunction with (1.6)
in [13]). With the resistive network one can associate a sphere of diameter D, in
which case the terminal weight numbers of the network are the distances of the
terminals from the center of the sphere. A network is termed uniform by Styan
and Subak-Sharpe [13] if all the terminal weight numbers are equal. Styan and
Subak-Sharpe show that the network is uniform if and only if the diagonal of
Qy is uniform and they raise the question of characterizing all such networks.
We comment that in the application considered by Styan and Subak-Sharpe,
the M-matrix Q is symmetric, so its Moore–Penrose generalized inverse coin-
cides with Q#, the group inverse of Q.
A second circumstance in which the uniformity of the elements of the group
inverses of an M-matrix has recently been used as a condition is in a paper by
Johnson et al. [5] on the following perturbation problem. Suppose that
A  ai;j is an n n nonnegative and irreducible matrix. Let t > 0 be a fixed
number and consider the question of determining a diagonal matrix D with
nonnegative diagonal entries and with trace t, such that the Perron root of
A D; qA D, is maximized over all such diagonal matrices. Johnson et al.
[5] show first that the maximum always occurs for some tEi;i, where Ei;i is the
diagonal matrix whose ith diagonal entry is 1 and whose remaining diagonal
entries are all 0. For k  1; . . . ; n, and for x P 0, let qkx : qA xEk;k. For a
value x P 0, j is called a winning index for x if qjx > qkx for all j 6 k. Two
indices 16 j; k6 n are said to tie for x if qjx  qkx. Johnson et al. [5] show
that indices j and k are tied for all x P 0 if and only if Q#‘j;j  Q#‘k;k, for
all ‘P 1, where Q  qAI ÿ A is the singular and irreducible M-matrix which
one can associate with A. Here we shall only be concerned with the question of
when the first power of Q# has a uniform diagonal, which evidently has im-
plications for the situation that all the indices are tied.
In this paper we shall show several things. First we shall prove that if G is
an undirected graph on n vertices which has a cutpoint,3 then the group
2 Sometimes the Kirchho matrix is also called the Laplacian matrix. This name, as well as the
properties of this matrix, coincide with the graph theoretic notion of the Laplacian matrix of a
graph which we shall use in this paper.
3 For the precise definition of a graph with a cutpoint see Section 2, just before Proposition 2.1.
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inverse of its Laplacian cannot have a uniform diagonal. A particular example
of such a graph G is a tree on n P 3 vertices. In contrast to graphs with a
cutpoint, we shall next show that if the undirected graph is a simple cycle,
then we can always choose the weights of the edges so that the resulting
Laplacian has a group inverse with a uniform diagonal, and characterize all
such weightings. We shall also show how to take a certain type of graph on n
vertices whose Laplacian has a group inverse with a uniform diagonal and
extend it to a graph on n 1 vertices having a Laplacian whose group inverse
(also) has a uniform diagonal. Finally, we shall turn to examining the mean
first passage matrix M for an ergodic Markov chain whose transition matrix
T is doubly stochastic and satisfies that for Q  I ÿ T , the diagonal entries of
Q# are uniform. For such a Markov chain we shall show that the group
inverse of the singular and irreducible P  qMI ÿM is always, again, an
M-matrix.
2. A negative result for graphs with a cutpoint
In this section we shall show that if G is an undirected graph with a cutpoint,
then the Laplacian of the graph cannot have a group inverse with a uniform
diagonal.
To carry out our analysis we need some elementary notions from graphs.
An undirected weighted graph on n vertices is a graph G, each of whose edges e
has been labeled by a positive real number we which is called the weight of
(the edge) e. Taking the vertices of G to be 1; 2; . . . ; n, the Laplacian matrix of
the weighted graph G is the n n matrix L  ‘i;j whose ith diagonal entry
equals the sum of the weights of the edges which are incident to vertex i, and
whose i; jth o-diagonal entry equals 0 if there is no edge joining vertices i
and j and equals the negative of the weight of the edge joining vertices i and j
otherwise.
Continuing, a subgraph of G is a graph H whose vertices are a subset of
1; 2; . . . ; n, and whose edges are a subset of those of G. If G is a weighted graph
and E is a subset of edges of G, then the weight of E, denoted by wE, is the
product of the weights of the edges in E. The weight of a subgraph H is the
weight of its set of edges, and the weight of a graph with no edges is defined to
be 1. The set of all spanning trees of G is denoted by S. We now define a
special type of a spanning forest. Let i; j and k be (not necessarily distinct)
vertices of G. An fi; jg; k-spanning forests of G is a spanning forests of G
which has exactly two connected components, one of which contains vertex k
and the other of which contains the vertices i and j. The set of all fi; jg; k-
spanning forests of G is denoted by S
fi;jg
k .
Recall now that a graph G is said to have a cutpoint v if the graph G n v,
obtained by deleting v and all edges incident with v, has two or more connected
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components. For example, any graph on n P 3 vertices having a pendant vertex
is a graph with a cutpoint, as is any tree on at least 3 vertices.
The following statement, which forms Proposition 2.2 in [10], will be useful
in our consideration here.
Proposition 2.1. Let L be the Laplacian matrix of a connected weighted graph G
on n vertices. Then
where M is the inverse of the leading principle submatrix of L of order nÿ 1,
where 1 is the vector of all 1’s, here of dimension nÿ 1, and where J is the square
matrix whose entries are all 1’s, here of order nÿ 1  nÿ 1.
It follows immediately from (1) that the diagonal entries of L# are uniform if
and only if
mi;i ÿ 2n e
T
i M1  mi;i ÿ
2
n
Xnÿ1
j1
mi;j  0; i  1; 2; . . . ; nÿ 1: 2
Now by Theorem 2.3 in [10],
mi;j 
P
F2Sfi;jgn wF P
T2S wT 
: 3
We therefore see from (2) and (3) that a necessary and sucient condition for a
network to be uniform is that:X
F2Sfi;ign
wF   2
n
Xnÿ1
j1
X
F2Sfi;jgn
wF ; i  1; . . . ; nÿ 1: 4
We comment that formula (3) is closely related to formula (33) in Drury et al.
[4].
We are now ready to prove our first main result.
Theorem 2.2. Let G be a weighted graph on n vertices and suppose that G has a
cutpoint. Then the Laplacian L of G cannot have a group inverse with a uniform
diagonal.
Proof. Suppose that the connected components at v are C1; . . . ;Ck, and without
loss of generality take vertex n to be in Ck, see Fig. 1.
L#  1
TM1
n2
J 
M ÿ 1n MJ ÿ 1n JM ÿ 1n M1
ÿ 1n 1TM 0
24 35; 1
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Assume now to the contrary that L# has a uniform diagonal. Then in par-
ticular we have that
X
F2Sfv;vgn
wF   2
n
Xk
i1
X
j2Ci
X
F2Sfv;jgn
wF 
24  X
F2Sfv;vgn
wF 
35: 5
(Here we are using that fact that for j  n, Sfv;jgn  /, so there is no contri-
bution from that term.) Fix a vertex a 2 C1. We shall seek to describe Sfa;jgn in
terms of Sfv;jgn for various j’s. First, note that
Sfa;agn Sfv;vgn [Sfa;agv
because Sfv;vgn gives the 2 component forests with vertices v and a in one tree
and n in another, while Sfa;agv gives the 2 components forests with a in one
component and both n and v in another. Similarly, for any j 2 C1,
Sfa;jgn  Sfv;jgn [Sfa;jgv :
Now, if j 2 C2 for i P 2, then Sfa;jgn Sfv;jgn , and finally, Sfa;vgn  Sfv;vgn .
Next, if L# has a uniform diagonal, then necessarily,
X
F2Sfa;agn
wF   2
n
Xk
i1
X
j2Ci
X
F2Sfa;jgn
wF 
24  X
F2Sfa;vgn
wF 
35
Fig. 1.
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so thatX
F2Sfv;vgn
wF  
X
F2Sfa;agv
wF   2
n
X
j2C1
X
F2Sfv;jgn
wF 
8<:
24  X
F2Sfa;jgv
wF 
9=;

Xk
i2
X
j2Ci
X
F2Sfv;jgn
wF  
X
F2Sfv;vgn
wF 
35: 6
Subtracting (5) from (6) we now obtain that
X
F2Sfa;agv
wF   2
n
X
j2C1
X
F2Sfv;jgv
wF :
Now for each j 2 C1, we have that Sfa;jgv Sfa;agv so that
X
F2Sfa;agv
wF   2
n
X
j2C1
X
F2Sfa;jgv
wF 
6 2
n
X
j2C1
X
F2Sfa;agv
wF   2
n
j C1 j 
X
F2Sfa;agv
wF :
We thus conclude that jC1j, the cardinality of C1, satisfies jC1jP n=2. Since C1
was an arbitrary chosen component, we find that jCijP n=2 for each
i  1; . . . ; k. This is impossible, though, since Pki1 Ci  nÿ 1, a contradic-
tion. 
As mentioned at the beginning of the section, graphs with n P 3 vertices
with a pendant vertex are a special case of graphs with a cutpoint and a sub-
class of these are trees on n P 3 vertices. Hence none of these graphs can
possess a weighting for which the corresponding Laplacian has a group inverse
having a uniform diagonal.
In the next section we shall consider a special class of graphs, with no
cutpoints, such that each graph in the family does possess a weighting for which
the Laplacian has a group inverse with uniform diagonal. In general, however,
even for graphs with no cutpoints, there may be no weightings for which the
corresponding Laplacian will have a group inverse with a uniform diagonal. As
an example of such a graph consider the weighted graph G on 4 vertices shown
in Fig. 2.
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Clearly, G has no cutpoint and its Laplacian is given by
L 
x u w ÿx ÿu ÿw
ÿx x y ÿy 0
ÿu ÿy u y  z ÿz
ÿw 0 ÿz w z
0BB@
1CCA:
Then L does not satisfy some of the necessary and sucient conditions in the
case when n  4, namely, that L1;3  L2;3, for the group inverse of L to have a
uniform diagonal which were found by Styan and Subak-Sharpe, see [13,
Display (3.30)].
3. Uniform diagonal for group inverses of Laplacians corresponding to simple
n-cycle graph
In a sense the results of this section should be contrasted with those of the
previous section. Whereas in the previous section we showed that if the un-
directed graph has a cutpoint, then the group inverse of the Laplacian L cannot
have a uniform diagonal, in this section we shall examine the situation of a
particularly simple graph without a cutpoints, namely, an n-cycle. For such a
graph, we shall characterize when L# has a uniform diagonal.
Let G be an undirected weighted n-cycle without loops, in which case its
adjacency matrix is given by:
A 
0 h1 0    0 hn
h1 0 h2 . .
.
0
0 h2 . .
. . .
. . .
. ..
.
..
. . .
. . .
. . .
. . .
.
0
0 . .
. . .
. . .
.
hnÿ1
hn 0    0 hnÿ1 0
0BBBBBBBBB@
1CCCCCCCCCA
: 7
Fig. 2.
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It is readily seen that if all the hi’s are equal then the Laplacian must have a
group inverse with uniform diagonal. This follows because if P is the cyclic
permutation matrix, then A is a polynomial in P and hence L and therefore L#
are also polynomials in P. What we shall show is that when n is odd, only
uniform weights on the edges yield Laplacians with a group inverse with a
uniform diagonal, while the case when n is even permits the weights to alternate
(also) between two distinct values.
Theorem 3.1. Suppose thatG is a weighted n-cycle whose adjacency matrix is given
in (7). Then a necessary and sucient condition for the Laplacian of G to possess a
group inverse with uniform diagonal is that all hi’s are equal when n is odd, while
h2kÿ1  h1;
h2k  h2 8
when n is even, where we adopt the convention that subscripts are taken modulo n.
Proof. Suppose that G is an undirected n-cycle whose adjacency matrix is given
in (7) and such that the group inverse of the Laplacian of the graph has a
uniform diagonal. Then, in particular, for vertex i we have by (4) thatX
F2Sfiÿ1;iÿ1gi
wF   2
n
X
j1
j 6i
X
F2Sfiÿ1;jgi
wF 
and X
F2Sfi1;i1gi
wF   2
n
X
j1
j 6i
X
F2Sfi1;jgi
wF :
Now if F 2Sfiÿ1;iÿ1gi , then
wF  
Qn
k1 hk
hiÿ1hj
for some j 6 iÿ 1. If j 6 iÿ 1; i, and F 2Sfiÿ1;jgi , then
wF  
Qn
k1 hk
hiÿ1h‘
for some ‘ such that ‘ 2 f1; . . . ; jÿ 1g [ fi; . . . ; ng if j < iÿ 1 and
‘ 2 f1; . . . ; jÿ 1g if j > i. Finally, observe that for j  i; Siÿ1;ji  /. Hence we
have thatX
F2Sfiÿ1;iÿ1gi
wF  
Qn
k1 hk
hiÿ1
X
j 6iÿ1
1
hj
:
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Also,Xn
j1
X
F2Sfiÿ1;jgi
wF  
Qn
k1 hk
hiÿ1
X
j6 iÿ1
X
i6 ‘6 jÿ1
1
h‘
(

X
j>i
X
i6 ‘6 jÿ1
1
hl
)
:
Consequently, for our G, L# has a uniform diagonal ifX
j 6iÿ1
1
hj
 2
n
X
j6 iÿ1
X
16 ‘6 jÿ1
1
h‘
(

X
j P i1
X
i6 ‘6 jÿ1
1
hl
)
:
Similarly we find thatX
F2Sfi1;i1gi
wF  
Qn
k1 hk
hiÿ1
X
j6i
1
hj
and X
j1
j 6i
X
F2Sfi1;jgi
wF  
Qn
k1 hk
hi
X
j6 iÿ1
X
16 ‘6 iÿ1
1
h‘

X
j P i1
X
j6 ‘6 n
1
hl
( )
:
Summing up these conditions yields that
2
Xn
j1
1
hj
ÿ 1
hiÿ1
ÿ 1
hi
 2
n
nÿ 1
Xn
j1
1
hj
so that
1
hiÿ1
 1
hi
 2
n
Xn
j1
1
hj
:
Recall that the choice of vertex n is arbitrary in establishing (4). It then follows
that the above condition holds for all 16 i6 n. Hence, for 16 i6 n, we must
have that
1
hiÿ1
 1
hi
 1
hi
 1
hi1
so that hiÿ1  hi1, for 16 i6 n. In particular, if n is odd, then all weights are
equal (and this is easily seen to be a sucient condition to yield a uniform
network). If n is even, then we see that for 16 k6 n=2, condition (8) must
hold.
Lastly, suppose that n is even and for 16 k6 n=2 we have that (8) holds. We
claim that this leads to a uniform network. The claim will hold provided that
we can show that
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X
j 6iÿ1
1
hj
 2
n
X
j6 iÿ1
X
16 ‘6 jÿ1
1
h‘
(

X
j P i1
X
i6 ‘6 n
1
hl
)
9
for i  1 and i  2 since any vertex can be mapped to 1 or 2 by permutation
which preserves the weighted graph. Further, since
1
h1
 1
h2
 2
n
Xn
j1
1
hj
(which can be obtained by summing (9) for i  1 and i  2) we see that it is
sucient to verify (9) for i  1 only.
When i  1, the left-hand side of (9) isX
j 6iÿ1
1
hj

X
j 6n
1
hj

Xn
j1
1
hj
ÿ 1
h2
 n
2
1
h1

 1
h2

ÿ 1
h2
:
Also, when i  1,Xn
j2
X
16 ‘6 jÿ1
1
h‘

Xn
‘1
nÿ ‘
h‘

Xn=2
k1
nÿ 2k  1
h1

 nÿ 2k
h2

 1
h1

 1
h2
Xn=2
k1
nÿ 2k  n
2h1
 1
h1

 1
h2

n2
2

ÿ 2
n
2
ÿ 
n2
2
ÿ 
2

 n
2h1
 n
2
4
1
h1

 1
h2

ÿ n
2h2
 n
2
X
j 6n
1
hj
:
Hence (9) holds for i  1, so that the diagonal of L# is uniform. 
4. A construction of graphs with a Laplacian whose group inverse has a uniform
diagonal
As we mentioned earlier, if the Laplacian L of a graph G on n vertices and
each of its first nÿ 1 powers has a uniform diagonal, then as L# is a polynomial
of order not more than nÿ 1 in L, L# too must have a uniform diagonal. In this
section we shall seek to add an n 1th vertex to the graph as well as weighted
edges from the this vertex to the n already existing ones, so that the enlarged
graph also has a Laplacian with a group inverse with uniform diagonal.
Suppose that G is a connected graph on n vertices such the first nÿ 1 powers
of its Laplacian L each have a uniform diagonal. Next, add an n 1th vertex
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to G and join the new vertex to each of the already present n vertices with edges
whose weights are all equal to a (yet to be determined) weight h. If we let ~G be
the new graph and ~L be the corresponding Laplacian, then ~L is given by
in which case it is easy to ascertain that
where J is then n n matrix of all 1’s. Note that as the nÿ 1 first powers of L
each have a uniform diagonal, L hIÿ1 also has a uniform diagonal. Now as
h!1, the diagonal entries of L hIÿ1 are asymptotic to 1=h so that the first
n diagonal entries of ~L# are asymptotic to
1=h1ÿ n 2=n 12  n2  nÿ 1=hn 12:
Also, since
L hIÿ1  L

 h I

ÿ 1
n
J
#
 1
nh
J ;
we see that as h! 0, the first n diagonal entries of ~L# are asymptotic to
1=h1=nÿ n 2=n 12  1=nn 12h. As
n2  nÿ 1
hn 12 >
n
n 12h >
1
nn 12h ; h > 0;
we observe now that by the continuity of L# as a function of h (see [3]), by our
discussion of the asymptotics as h! 0 and as h!1, and by the interme-
diate value theorem, there exists a h0 > 0 such that the diagonal entries of
L h0Iÿ1 ÿ n 2=n 12h0J are all equal to n=n 12h0. Consequently,
we can extend the weighted graph G to a graph ~G on n 1 such that the
Laplacian of the extended graph will have a group inverse with a uniform
diagonal.
5. On the mean first passage matrix of certain doubly stochastic matrices
Suppose we have a Markov chain with n states. Then the mean first passage
time from state Si to Sj is given by
~L 
L hI ÿ h1
ÿh1T nh
24 35;
~L# 
L hIÿ1 ÿ n2n12h J ÿ 1n12h 1
ÿ 1n12h 1
T n
n12h ;
264
375;
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mi;j 
X1
m1
mPrfXm  Sj;Xl 6Sj; l  1; . . . ;mÿ 1 j X0  Sig:
Assume now that the chain is ergodic. Then one way of computing the mean
first passage between states is by computing the mean first passage matrix of the
chain M  mi;j. Let T 2 Rn;n be the nonnegative, irreducible, transition matrix
for the chain. Put Q  I ÿ T and let w  w1 . . . wnT with
Pn
i1 wi  1 be the
stationary distribution vector for the chain, viz., wTT  wT. Meyer [11, Theorem
3.3] has shown that M is given by
M  I ÿ Q#  JQ#d  1=w1 . ..
1=wn
0B@
1CA; 10
where Q#d is the diagonal matrix whose entries are the corresponding diagonal
entries of Q#. For more background material on the mean first passage times
for Markov chains see the book [6] by Kemeny and Snell.
In Kirkland and Neumann [7,8] various computational and theoretical
properties of the mean first passage matrix were investigated when the tran-
sition matrix T arises from a random walk with a certain underlying graph
structure. Here we would like to ask what sort of nonnegative matrix might M
be?! We noticed in numerical computations that if we form the singular and
irreducible M-matrix P  qMI ÿM , then on numerous occasions P # is an M-
matrix. We do know counterexamples to this phenomenon, but here we shall
prove the following result.
Theorem 5.1. Let T be an n n irreducible doubly stochastic nonnegative ma-
trix such that for Q  I ÿ T , Q# has a uniform diagonal. Then for
P  qMI ÿM , P # is an M-matrix.
Proof. We begin by observing that since T is doubly stochastic, w  1=n1 and
using the fact that Q#1  0, it is easy to see that
M1  n 1
8><>:  J
q#1;1
..
.
q#n;n
0B@
1CA
9>=>;  n1 traceQ#1
showing by the Perron–Frobenius theory that qM  n1 traceQ#. Put
t  qM. Then we can write that after some reductions that
P  qMI ÿM  n t ÿ 1I  Q# ÿ JQ#d : 11
Furthermore if the value of the uniform diagonal of Q# is b, then from (11) we
can write that
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~P  P
n
 t ÿ 1I  Q# ÿ bJ  Q#  t ÿ 1I ÿ bJ   Q#  E; 12
where E : t ÿ 1I ÿ bJ . Thus we are interested in computing the group in-
verse of the perturbation of Q# by the matrix E. Using the definition of T, it is
indeed easy to check that the row sums of E are all zero.
We now again make use of the zero row and column sums of E and also of
Theorem 3.1 in Meyer [12] which gives a formula for the group inverse, when it
exists, of a perturbation of a zero row sum matrix by a zero row sum matrix.
According to this formula we can write that
Q#  E#  Qÿ QEQI  EQÿ1 ÿ J
n
I  EQÿ1QI  EQÿ1: 13
We note that, in our circumstances, J commutes with both E and Q so that, as
JQ  0, the right-hand side of (13) reduces to
Q#  E#  Qÿ QEQI  EQÿ1  QI  EQÿ1: 14
Next,
I  EQÿ1  fI  t ÿ 1 ÿ bJ Qgÿ1  I  t ÿ 1Qÿ1: 15
Substituting for I  EQÿ1 in (14) we obtain that
Q#  E#  QI  t ÿ 1Qÿ1  1
t ÿ 1 I ÿ T 
t
t ÿ 1 I
h
ÿ T
iÿ1
:
We now claim that the matrix I ÿ T  t=t ÿ 1I ÿ T ÿ1 has nonpositive o-
diagonal entries. To see this note that
I ÿ T 6 t
t ÿ 1 I ÿ T
and now apply the nonnegative inverse of the nonsingular M-matrix
t=t ÿ 1I ÿ T to both sides of the above inequality. This shows that the o-
diagonal entries of I ÿ T  t=t ÿ 1I ÿ T ÿ1, and hence of Q#  E# too, are
indeed nonpositive. Coupled with the fact that Q#  E#1  0, our proof that
Q#  E# is an M-matrix is done.
6. Numerical examples
Let us begin with a graph G1 which is a weighted path on 6 vertices and
which has, of course, a cutpoint. Assume that its adjacency matrix is given by
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A1 
0 1 0 0 0 0
1 0 2 0 0 0
0 2 0 1 0 0
0 0 1 0 2 0
0 0 0 2 0 1
0 0 0 0 1 0
0BBBBBB@
1CCCCCCA:
Then we see that the group inverse of the Laplacian L1 of G1
L#1 
1:250 0:4167 0:08333 ÿ0:4167 ÿ0:5833 ÿ0:7500
0:4167 0:5833 0:2500 ÿ0:2500 ÿ0:4167 ÿ0:5833
0:08333 0:2500 0:4167 ÿ0:08333 ÿ0:2500 ÿ0:4167
ÿ0:4167 ÿ0:2500 ÿ0:08333 0:4167 0:2500 0:08333
ÿ0:5833 ÿ0:4167 ÿ0:2500 0:2500 0:5833 0:4167
ÿ0:7500 ÿ0:5833 ÿ0:4167 0:08333 0:4167 1:250
0BBBBBB@
1CCCCCCA;
does not have a uniform diagonal which reflects the result of Theorem 2.2.
We now modify the graph G1 by adding a weighted edge joining vertices 1
and 6 to give a graph G2 which is a cycle on 6 vertices. If we choose the
weight of this edge to be 2, accordance with (8), then the new adjacency
matrix is given by
A2 
0 1 0 0 0 2
1 0 2 0 0 0
0 2 0 1 0 0
0 0 1 0 2 0
0 0 0 2 0 1
2 0 0 0 1 0
0BBBBBB@
1CCCCCCA: 16
If we now compute the group inverse of the Laplacian L2 of the new graph we
get that
L#2 
0:3611 ÿ0:02778 ÿ0:1389 ÿ0:1944 ÿ0:1389 0:1389
ÿ0:02778 0:3611 0:1389 ÿ0:1389 ÿ0:1944 ÿ0:1389
ÿ0:1389 0:1389 0:3611 ÿ0:02778 ÿ0:1389 ÿ0:1944
ÿ0:1944 ÿ0:1389 ÿ0:02778 0:3611 0:1389 ÿ0:1389
ÿ0:1389 ÿ0:1944 ÿ0:1389 0:1389 0:3611 ÿ0:02778
0:1389 ÿ0:1389 ÿ0:1944 ÿ0:1389 ÿ0:02778 0:3611
0BBBBBB@
1CCCCCCA
which has a uniform diagonal as predicted by the results of Section 3.
In the next example we show how certain graphs on n vertices can be
extended to graphs on n 1 vertices such that the Laplacian of the
extended graph will have uniform diagonal. We follow the developments
in Section 4. Let G3 be a weighted graph whose adjacency matrix is given
by
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A3 
0 2 1 2
2 0 2 1
1 2 0 2
2 1 2 0
0BB@
1CCA
so that the Laplacian of G is
L3 
5 ÿ2 ÿ1 ÿ2
ÿ2 5 ÿ2 ÿ1
ÿ1 ÿ2 5 ÿ2
ÿ2 ÿ1 ÿ2 5
0BB@
1CCA:
As L3 is a circulant matrix, clearly each power of L3 has uniform diagonal
entries. We shall now find a value of h0 such that the graph G4 on 5 vertices
whose Laplacian is given by
has a group inverse with a uniform diagonal. According to the last paragraph of
Section 4 we seek a value of h0 for which the diagonal entries of L3  h0Iÿ1 are
equal to 2n 2=n 12h0  2=5h0. A computation shows that the diagonal
entries of L3  h0Iÿ1 are given by h20  9h0  12=h0h20  14h0  48. Thus h0
must be a root of the quadratic 3t2  17t ÿ 36 and the only root of this quadratic
which is positive is given by h0  1:64190719403252. Substituting this value in
the expression of L4 above and computing the group inverse gives that
L#4 
0:0974477 ÿ0:0198380 ÿ0:0334097 ÿ0:0198380 ÿ0:0243619
ÿ0:0198380 0:0974477 ÿ0:0198380 ÿ0:0334097 ÿ0:0243619
ÿ0:0334097 ÿ0:0198380 0:0974477 ÿ0:0198380 ÿ0:0243619
ÿ0:0198380 ÿ0:0334097 ÿ0:0198380 0:0974477 ÿ0:0243619
ÿ0:0243619 ÿ0:0243619 ÿ0:0243619 ÿ0:0243619 0:0974477
0BBBB@
1CCCCA
yielding the desired construction.
Our final examples concern the results of Section 5. First, let us choose
T1  1=3A2 with A2 given in (16), so that Q1  I ÿ T1  1=3L2, which we
easily see to have zero row and column sums. It follows that Q#1  3L#2 and so it
has a uniform diagonal and we see that all the assumptions of Theorem 5.1 are
satisfied. Upon computation we find that
M1 
6 7 9 10 9 4
7 6 4 9 10 9
9 4 6 7 9 10
10 9 7 6 4 9
9 10 9 4 6 7
4 9 10 9 7 6
0BBBBB@
1CCCCCA:
L4  L3  hI ÿ h1ÿh1T 4h
 
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It is easy to see that qM1  45 and a further computation now shows that for
P1  qM1I ÿM1#,
P #1 
0:01802 ÿ0:003968 ÿ0:003059 ÿ0:002651 ÿ0:003059 ÿ0:005286
ÿ0:003968 0:01802 ÿ0:005286 ÿ0:003059 ÿ0:002651 ÿ0:003059
ÿ0:003059 ÿ0:005286 0:01802 ÿ0:003968 ÿ0:003059 ÿ0:002651
ÿ0:002651 ÿ0:003059 ÿ0:003968 0:01802 ÿ0:005286 ÿ0:003059
ÿ0:003059 ÿ0:002651 ÿ0:003059 ÿ0:005286 0:01802 ÿ0:003968
ÿ0:005286 ÿ0:003059 ÿ0:002651 ÿ0:003059 ÿ0:003968 0:01802
0BBBBBBB@
1CCCCCCCA
which is clearly M-matrix. If, however, in Theorem 5.1 we drop the condition
that Q be doubly stochastic and that the diagonal of Q# is uniform, then, as the
next example will show, P # need not be an M-matrix. For this purpose let us
begin with the 6 6 symmetric tridiagonal matrix A4 whose diagonal entries
are all 0 and whose super- and sub-diagonal entries from the top to the bottom
of the diagonal consist of the number 0.2, 0.4, 0.6, 0.8 and 1.0. On transforming
A4 to an irreducible nonnegative matrix with constant row sums, via diagonal
similarity based on a positive diagonal matrix whose diagonal entries are the
entries of some Perron vector of A4, and then dividing by the spectral radius of
A4, we obtain the transition matrix
T2 
0 1 0 0 0 0
0:022002 0 0:97800 0 0 0
0 0:089989 0 0:91001 0 0
0 0 0:21760 0 0:78240 0
0 0 0 0:44994 0 0:55006
0 0 0 0 1 0
0BBBBBBBB@
1CCCCCCCCA
:
For T2 we find that the group inverse of Q2  I ÿ T2 is given by
Q#2 
1:0243 1:1079 0:99159 ÿ 0:14489 ÿ 1:7658 ÿ 1:2130
0:024377 1:1135 1:0520 0:10783 ÿ 1:3264 ÿ 0:97131
0:0020075 0:096800 1:1152 0:37192 ÿ 0:86718 ÿ 0:71872
ÿ0:000070142 0:0023724 0:088933 0:67574 ÿ 0:33886 ÿ 0:42811
ÿ0:00049161 ÿ 0:016783 ÿ 0:11925 ÿ 0:19487 0:36974 ÿ 0:038343
ÿ0:00061395 ÿ 0:022343 ÿ 0:17968 ÿ 0:44759 ÿ 0:069707 0:71994
0BBBBBBBB@
1CCCCCCCCA
;
so that in the present case Q#2 does not have a uniform diagonal. A computation
of the mean first passage matrix for the Markov process with the transition
matrix T2 using Meyer’s formula given in (10) yields that
168 S.J. Kirkland, M. Neumann / Linear Algebra and its Applications 296 (1999) 153–170
M2 
8173:8899 1 2:0449944 3:2472191 4:8597052 7:9967130
8172:8899 179:84378 1:0449944 2:2472191 3:8597052 6:9967130
8355:7346 182:84477 16:548031 1:2022247 2:8147108 5:9517186
8372:7168 199:82697 16:982202 3:9569637 1:6124861 4:7494939
8376:1618 203:27197 20:427197 3:4449944 2:2755846 3:1370078
8377:1618 204:27197 21:427197 4:4449944 1 4:1370078
0BBBBBBB@
1CCCCCCCA
with qM2  8193:9807. Finally, for P2  qM2I ÿM2, a computation now
gives that
P #2  10ÿ6
0:3145 ÿ 0:02921 ÿ 0:03162 ÿ 0:04838 ÿ 0:07215 ÿ 0:1188
ÿ127:1 124:7 ÿ 0:04834 ÿ 0:06572 ÿ 0:09051 ÿ 0:1392
ÿ130:3 2:740 122:2 ÿ 0:08370 ÿ 0:1096 ÿ 0:1606
ÿ131:1 2:998 0:1875 122:0 ÿ 0:1282 ÿ 0:1796
ÿ131:3 3:051 0:2388 ÿ 0:05088 121:9 ÿ 0:2039
ÿ131:4 3:067 0:2537 ÿ 0:03604 ÿ 0:1376 121:9
0BBBBBBB@
1CCCCCCCA
which is clearly not an M-matrix.
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