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New Strong-Field QED Effects at ELI: Nonperturbative Vacuum Pair Production
Gerald V. Dunne
Department of Physics, University of Connecticut, Storrs CT 06269-3046, USA
Since the work of Sauter, and Heisenberg, Euler and Ko¨ckel, it has been understood that vac-
uum polarization effects in quantum electrodynamics (QED) predict remarkable new phenomena
such as light-light scattering and pair production from vacuum. However, these fundamental effects
are difficult to probe experimentally because they are very weak, and they are difficult to analyze
theoretically because they are highly nonlinear and/or nonperturbative. The Extreme Light Infras-
tructure (ELI) project offers the possibility of a new window into this largely unexplored world.
I review these ideas, along with some new results, explaining why quantum field theorists are so
interested in this rapidly developing field of laser science. I concentrate on the theoretical tools that
have been developed to analyze nonperturbative vacuum pair production.
I. INTRODUCTION
The Extreme Light Infrastructure (ELI) project [1] will provide lasers with electromagnetic fields of unprecedented
intensity, allowing a new experimental window into the largely unexplored regime of nonperturbative quantum elec-
trodynamics (QED). This has implications not just for QED, but also for fundamental issues in quantum field theory,
as well as nuclear, atomic, plasma, gravitational and astro- physics. Quantum vacuum fluctuations mean that the
QED vacuum behaves like a polarizable medium that modifies classical behavior, leading to novel quantum effects
[2, 3, 4, 5, 6]. Many of these, such as the Lamb shift [7, 8], Delbru¨ck scattering [9], photon splitting [10, 11], nonlinear
Compton scattering [12], and the Casimir effect [13, 14, 15], have been experimentally observed, while others such as
elastic photon-photon scattering and nonperturbative electron-positron pair production from vacuum, have not yet
been observed. This is essentially because they are very weak effects. Our current understanding of the perturbative
regime of QED is extremely good. The classic example is the anomalous magnetic moment g of the electron [defined
by the proportionality between magnetic moment and spin: ~µ = g e2m
~S], concerning which there has been dramatic
recent progress, both experimentally and theoretically. On the theoretical side [16], a four-loop computation [involving
891 four-loop Feynman diagrams!] gives g as a series in the fine structure constant α = e
2
h¯c [which sets the interaction
strength of perturbative QED] as:
(
g − 2
2
) ∣∣∣∣∣
th
=
1
2
α
pi
− 0.32848...
(α
pi
)2
+ 1.18124...
(α
pi
)3
− 1.9144(35)
(α
pi
)4
+ ... (1.1)
On the experimental side [17], a single-electron cyclotron has been used to measure g directly, without measuring α,
and the result agrees remarkably well with the value obtained from (1.1) using a precise independent measurement of
α (from atomic recoil experiments with Rb):
(
g − 2
2
) ∣∣∣∣∣
exp
= 0.001 159 652 180 73 (28)
(
g − 2
2
) ∣∣∣∣∣
Rb
= 0.001 159 652 178 86 (1.2)
This is an impressive confirmation of the precision of perturbative QED.
By contrast, we know very little about the nonperturbative regime of QED that arises when we consider QED in
ultra-strong external fields. To quantify ”ultra-strong”, recall the computation of Heisenberg and Euler [2] of the
probability of vacuum pair production in an applied uniform electric field of strength E . Vacuum pair production is
a process in which virtual dipole pairs in the vacuum can be accelerated apart by the external field, becoming real
asymptotic e+ e− pairs if they gain the binding energy of 2mc2 from the external field, as depicted in Figure 1. This
is a non-perturbative process, and the leading exponential part of the probability, assuming a constant electric field,
was computed by Heisenberg and Euler [2, 3]:
PHE ∼ exp
[
−pim
2 c3
e E h¯
]
, (1.3)
2~E
e− e+
FIG. 1: Pair production as the separation of a virtual vacuum dipole pair under the influence of an external electric field.
building on earlier work of Sauter [18]. This result sets a basic scale of a critical field strength and intensity near
which we expect to observe such nonperturbative effects:
Ec = m
2c3
e h¯
≈ 1016 V/cm
Ic =
c
8pi
E2c ≈ 4× 1029 W/cm2 (1.4)
As a useful guiding analogy, recall Oppenheimer’s computation [19] of the probability of ionization of an atom of
binding energy Eb in such a uniform electric field:
Pionization ∼ exp
[
−4
3
√
2mE
3/2
b
eEh¯
]
. (1.5)
Taking as a representative atomic energy scale the binding energy of hydrogen, Eb =
me4
2h¯2
≈ 13.6 eV, we find
P hydrogen ∼ exp
[
−2
3
m2 e5
E h¯4
]
. (1.6)
This result sets a basic scale of field strength and intensity near which we expect to observe such nonperturbative
ionization effects in atomic systems:
E ionizationc =
m2e5
h¯4
= α3Ec ≈ 4× 109 V/cm
I ionizationc = α
6Ic ≈ 6× 1016 W/cm2 (1.7)
These, indeed, are the familiar scales of atomic ionization experiments. Note that E ionizationc differs from Ec by a factor
of α3 ∼ 4 × 10−7. These simple estimates explain why vacuum pair production has not yet been observed – it is an
astonishingly weak effect with conventional lasers [20, 21]. This is because it is primarily a non-perturbative effect,
that depends exponentially on the (inverse) electric field strength, and there is a factor of ∼ 107 difference between
the critical field scales in the atomic regime and in the vacuum pair production regime. Thus, with standard lasers
that can routinely probe ionization, there is no hope to see vacuum pair production. However, recent technological
advances in laser science, and also in theoretical refinements of the Heisenberg-Euler computation, suggest that lasers
such as those planned for ELI may be able to reach this elusive nonperturbative regime. This has the potential to open
up an entirely new domain of experiments, with the prospect of fundamental discoveries and practical applications,
as are described in many talks in this conference.
II. THE QED EFFECTIVE ACTION
In quantum field theory, the key object that encodes vacuum polarization corrections to classical Maxwell electro-
dynamics is the ”effective action” Γ[A], which is a functional of the applied classical gauge field Aµ(x) [22, 23, 24].
The effective action is the relativistic quantum field theory analogue of the grand potential of statistical physics, in
the sense that it contains a wealth of information about the quantum system: here, the nonlinear properties of the
quantum vacuum. For example, the polarization tensor Πµν =
δ2Γ
δAµδAν
contains the electric permittivity ij and the
magnetic permeability µij of the quantum vacuum, and is obtained by varying the effective action Γ[A] with respect
3to the external probe Aµ(x). The general formalism for the QED effective action was developed in a series of papers
by Schwinger in the 1950’s [22, 23]. Γ[A] is defined [23] in terms of the vacuum-vacuum persistence amplitude
〈0out | 0in〉 = exp
[
i
h¯
{Re(Γ) + i Im(Γ)}
]
(2.1)
Note that Γ[A] has a real part that describes dispersive effects such as vacuum birefringence, and an imaginary part
that describes absorptive effects, such as vacuum pair production. Dispersive effects are discussed in detail in Holger
Gies’s contribution to this Volume. The imaginary part encodes the probability of vacuum pair production as
Pproduction = 1− |〈0out | 0in〉|2
= 1− exp
[
− 2
h¯
ImΓ
]
≈ 2
h¯
ImΓ (2.2)
Here, in the last [approximate] step we use the fact that Im(Γ)/h¯ is typically very small. The expression (2.2) can
be viewed as the relativistic quantum field theoretic analogue of the well-known quantum mechanical fact that the
ionization probability is determined by the imaginary part of the energy of an atomic electron in an applied electric
field.
From a computational perspective, the effective action is defined as [22, 23, 24]
Γ[A] = h¯ ln det [iD/−m]
= h¯ tr ln [iD/−m] . (2.3)
Here, D/ ≡ γµDµ, with γµ being the Dirac gamma matrices of relativistic quantum mechanics, and the covariant
derivative operator, Dµ = ∂µ− i eh¯cAµ, defines the coupling between electrons and the electromagnetic field Aµ. When
the gauge field Aµ is such that the field strength, Fµν = ∂µAν −∂νAµ, is constant, the spectral problem becomes that
of 2 harmonic oscillators, as is easily seen in the Fock-Schwinger gauge: Aµ = − 12Fµνxν . In this case, Fµν is a 4× 4
antisymmetric matrix, so its eigenvalues come in ± pairs, and can be expressed simply in terms of the two relativistic
invariants ( ~E2− ~B2) and ~E · ~B. Then the determinant can be computed in closed form [2, 3]. This is like a relativistic
analogue of Landau’s famous computation of diamagnetism for nonrelativistic electrons in a constant magnetic field
[25]. For a constant electric field, of strength E , the result of Heisenberg and Euler is
ΓHE = −h¯Vol4 e
2E2
8pi2
∫ ∞
0
ds
s2
e−
m2
eE s
(
cot(s)− 1
s
+
s
3
)
(2.4)
The poles of cot(s) lead to an imaginary part of Γ, whose leading behavior is determined by the first pole at s = pi:
ImΓHE
Vol4
∼ h¯ e
2 E2
8pi3
exp
[
−pim
2
e E
]
(2.5)
(we now work in units with h¯ = c = 1). This result, and its interpretation in terms of vacuum instability, was stated
clearly already by Heisenberg and Euler [2], building on earlier ideas of Sauter [18].
There is an interesting interpretation of this result as a virial expansion [26, 27, 28], in which we write
2
h¯
ImΓ = −
∑
s
trp ln(1− np) , (2.6)
where np = exp
[− pie E (m2 + p2⊥)] is the mean number of pairs with momentum p⊥ transverse to the direction of the
field. The sum is over spin states s, and the momentum phase space trace becomes: trp ≡ eEL‖T2pih¯ V⊥
∫
d2p⊥
(2pih¯)2 , in which
we recognize the electric field analogue of the familiar Landau-level degeneracy factor. Typically, np is very small,
so we can approximate − ln(1 − np) ≈ np, in which case we immediately obtain the leading Heisenberg-Euler result
(2.5). On the other hand, expanding the logarithm we obtain the full instanton sum of Schwinger [23]
ImΓHE
Vol4
∼ h¯ (e E)
2
(2pi)3
∞∑
k=1
1
k2
exp
[
−k pim
2
e E
]
. (2.7)
This instanton sum expression can also be obtained by summing over all the poles at s = npi in (2.4).
4This result is for spinor QED. If we were to consider the quantized charged particle to be a scalar particle, or even
to have classical statistics, then the analogous expressions would be:
2
h¯
ImΓ =


−∑s trp ln(1 − np) , Fermi
trp ln(1 + np) , Bose
trp np , Boltzmann
(2.8)
Thus, when np is small, the leading term is independent of statistics [apart from a simple degeneracy factor (2s+1)],
and so many computations work with scalar QED rather than spinor QED, since it is notationally simpler. But we
should remember that 2h¯ ImΓ ≈ trp np is an approximation. The higher order terms in the sum (2.7) correspond to
the coherent production of multiple pairs [26, 27, 28] in the same spacetime volume λ4c , and quantum statistics effects
become important. It would be very interesting if these higher order correlations could be probed experimentally, but
at present we are concentrating on being able to measure directly the first term.
III. BEYOND THE CONSTANT FIELD APPROXIMATION: ONE-DIMENSIONAL
INHOMOGENEITIES
So far, we have discussed the theoretical computation of the vacuum pair production probability only in the
approximation of a constant and uniform applied electric field. But to reach the nonperturbative regime of E ∼ Ec,
for example with ELI, will involve intense, short-pulse, focussed laser beams. Therefore, we need to understand how
the Heisenberg-Euler result (2.5) for Im(Γ[A]) is modified for gauge fields Aµ(x) corresponding to realistic laser fields
with strong spatial and temporal inhomogeneities, as depicted in Figure 2. This is a well-posed problem, for which
the required formalism exists [22, 23, 29], in terms of determinants of the Dirac operator. It is nevertheless a very
difficult computational problem for which there are few quantitative results. A somewhat analogous situation exists
in the theory of the Casimir effect, as sketched in Figure 3. Casimir’s original computation [13] for a configuration of
two parallel plane perfect mirrors leads to a simple expression for the Casimir energy and force, but for more realistic
experimentally realizable surface configurations the computation is well-defined and easily posed, but it is extremely
difficult to obtain explicit quantitative results [15].
FIG. 2: Progression from Heisenberg and Euler’s original configuration of a uniform constant electric field, to more realistic
configurations with one-dimensional inhomogeneities, and eventually to realistic focussed laser pulses. Here, non-perturbative
aspects of vacuum polarization are probed by the externally imposed electromagnetic fields.
FIG. 3: Progression from Casimir’s original configuration of perfect parallel plates, to realistic experimental configurations with
different geometries and imperfect surfaces. Here vacuum polarization is probed by the externally imposed boundaries.
5A. The Keldysh approach
As a first step in this direction of computing the vacuum pair production probability in inhomogeneous external
fields, recall once again the analogy between vacuum pair production and atomic ionization. In the context of atomic
ionization, Keldysh [30] considered a monochromatic time dependent electric field represented by the sinusoidal func-
tion E(t) = E cos(ωt). For an atom with binding energy Eb, the peak electric field amplitude E defines a frequency scale
ωK = eE/
√
2mEb, and Keldysh identified two important physical regimes characterized by the ”Keldysh adiabaticity
parameter”
γK ≡ ω
ωK
=
ω
√
2mEb
eE . (3.1)
The region γK  1 is an instantaneous, tunneling, nonperturbative regime, while the opposite limit where γK  1
turns out to be a perturbative multi-photon regime. Note that both regions, small and large γK , can be spanned
without violating the relevant approximations:
E  E ionizationc ≡
√
2mE
3/2
b
eh¯
[weak field approximation]
h¯ω  Eb [classical field approximation] (3.2)
In the sinusoidally time dependent electric field, E(t) = E cos(ωt), Keldysh found the following simple approximate
expression for the ionization probability:
Pionization ∼ exp
[
−4
3
√
2mE
3/2
b
eEh¯ g(γ
2
K)
]
(3.3)
The function g(γ2K) ∼ 1 for γK  1, while g(γ2K) ∼ 3 ln(2γK)/(2γK) for γK  1. Thus, we obtain the limiting
behaviors:
Pion. ∼


exp
[
− 43
√
2mE
3/2
b
eEh¯
]
, γK  1 (nonperturbative)(
eE
2ω
√
2mEb
)2Eb/h¯ω
, γK  1 (perturbative)
For small γK the field E(t) is essentially constant over the time scale 1/ωK, and the ionization process is a nonper-
turbative tunneling effect, as in Oppenheimer’s result (1.5). On the other hand, for large γK it is a perturbative
multi-photon effect, which can be seen from the fact that in this case the probability is given by the normalized
perturbative field E raised to a power equal to (twice) the number of photons required to reach the binding energy.
Keldysh’s work was developed further by several authors [31, 32, 33, 34], and the resulting theory to describe strong-
field ionization in atomic and molecular systems is commonly referred to as the ”ADK” theory [35] (see also [36]).
However, an important comment should be kept in mind: in ultra-intense lasers it is not necessarily realistic to neglect
the magnetic component of the laser field [37], so that the representation of the laser field by just a time-dependent
electric field E(t) should be extended. We return to this comment below, in Section IV.
The Keldysh approach has been adapted to the QED vacuum pair production problem [38, 39, 40], once again with
the laser field modeled by an oscillating electric field E(t) = E cos(ωt), and with the role of the binding energy Eb
played by 2mc2. The frequency scale set by the peak electric field amplitude is ωQED = eE/(mc), and the analogous
”adiabaticity parameter” is
γ ≡ ω
ωQED
=
mcω
eE ≡
1
a0
. (3.4)
Here we note that we can also express the adiabaticity parameter γ as the inverse of the ”normalized field strength”
parameter
a0 ≡ eE
mcω
. (3.5)
The parameter a0 provides a familiar characterization of the laser intensity in the laser and plasma physics literature.
Using WKB techniques, one finds [38, 39, 40], analogous to (3.3),
Ppair prod. ∼


exp
[
−pim2c3eEh¯
]
, γ  1 (nonperturbative)(
eE
mω
)2mc2/h¯ω
, γ  1 (perturbative)
(3.6)
6In the perturbative multi-photon regime, this QED pair production effect has been observed in a beautiful experi-
ment (E-144) at SLAC [43], in which a laser pulse collided with the (highly relativistic) SLAC electron beam, leading
to nonlinear Compton scattering involving 5 photons, producing a high energy gamma photon that decays into an
electron-positron pair. An important challenge for the ELI project will be to observe pair production in the non-
perturbative regime, and directly from vacuum, as a projected goal of ELI [1] is to attain an adiabaticity parameter
γ ∼ 1/5000  1. Theoretically, this requires reliable predictions of pair production rates and spectra in this non-
perturbative regime, for specific ELI laser parameters. Before discussing new work in this direction I review various
approaches that have been developed to analyze the case of an external field that is inhomogeneous in one direction.
B. The one-dimensional scattering picture
An important perspective on vacuum pair production in electric fields with a one-dimensional inhomogeneity is
obtained by viewing the problem as a one dimensional quantum mechanical scattering problem (Popov [40] and
Perelomov and Zel’dovich [33] each attribute this idea in this context to L. Pitaevskii). This QM scattering problem
can then be solved exactly in some cases, numerically in most cases, or semiclassically by various WKB approaches.
Consider a time dependent electric field represented by the vector potential A3(t), so that E3(t) = −A˙3(t). As
mentioned above, for the leading contribution to the pair production probability we can simplify matters by working
with scalar QED, so we write the Klein-Gordon equation (−DµDµ +m2)φ = 0 for the field operator φ as
− φ¨− (p3 − eA3(t))2φ = (m2 + p2⊥)φ (3.7)
This can be viewed as a one dimensional quantum mechanical Schro¨dinger equation, with t playing the usual role
of x. To describe the process of pair production, we seek solutions of (3.7) with just positive frequencies in the far
future, but a mixture of positive and negative frequencies as t→ −∞:
b!p
a!p
FIG. 4: The Bogoliubov transformation between in and out states at t = ±∞, with boundary conditions in (3.8), can be viewed
as a one dimensional quantum mechanical scattering problem.
φ ∼ e−it
√
m2+p2 + b~p e
it
√
m2+p2 , t→ −∞
∼ a~p e−it
√
m2+p2 , t→ +∞ (3.8)
In the QM picture, this looks like a scattering problem, and the Bogoliubov transformation between t = ±∞ modes
is encoded in the reflection amplitude b~p. Since the ”potential”, −(p3 − eA3(t))2, is negative, and the ”energy”,
(m2 + p2⊥), is positive, this is the case of over-the-barrier scattering [41], and so the reflection coefficient |b~p|2 is
expected to be exponentially small. By familiar manipulations [38, 39, 40, 42], the pair production probability is
given by
P ≈
∫
d3p
(2pi)3
|b~p|2 (3.9)
≈
∫
d3p
(2pi)3
e−2 Im
∮ √
m2+p2
⊥
+[p3−eA3(t)]2 dt
The dominant exponential contribution can be extracted by setting ~p = 0, while the prefactor comes from Gaussian
integration in the momenta, after expanding the integral in the exponent to quadratic order in momenta. The
transverse and longitudinal momenta contribute differently, and one arrives at a simple compact formula [39]:
ImΓWKB ≈ V3
√
2(eE)5/2
32pi3mω
exp
[
−m2pieE g(γ2)
]
d
d(γ2) (γ
2 g(γ2))
√
− d2d(γ2)2 (γ2 g(γ2))
(3.10)
7Here the function g(γ2) is analogous to the function g(γK) appearing in Keldysh’s expression (3.3). An explicit
formula for g is:
g(γ2) ≡ 2
pi
∫ 1
−1
dy
√
1− y2
|f ′| (3.11)
where we have written the imaginary time version of the gauge potential as Eω f(it), defined y = f/γ, and it is
understood that f ′ is written back in terms of y. For example, for the cosine field E(t) = E cos(ωt), we have
A3(t) = − Eω sin(ωt), and so f(x4) = sinh(ωx4). Thus, with y = f/γ, we have f ′ = cosh(ωx4) =
√
1 + γ2y2, and so
g(γ2) =
4
√
1 + γ2
piγ2
[
K
(
γ2
1 + γ2
)
−E
(
γ2
1 + γ2
)]
∼
{
1− 18γ2 , γ  1
4
piγ ln γ , γ  1
(3.12)
Here K and E are the standard complete elliptic integrals. The result in (3.12) explains the tunneling and multiphoton
limits quoted in (3.6). Notice that in the WKB formula (3.10), the exponent and the prefactor are both expressed in
terms of the same function g(γ2). This result is typically obtained in the imaginary time method of WKB [39, 40],
but can also be found in conventional WKB [38], and in the phase integral method [44], where higher order WKB
contributions have also been considered. A similar formalism exists for static electric fields that depend on one spatial
coordinate, represented for example by the gauge field A0(x3) [42, 44, 46]. It is useful to compare these semiclassical
results with some exact results [45, 46] that arise for the cases E(t) = E sech2(ωt) or E(x3) = E sech2(k x3). For
these fields, the associated Klein-Gordon equation is a soluble Schro¨dinger problem and so the effective action can be
computed in closed form. (In fact, the associated Dirac equations are also exactly soluble). The semiclassical results
compare very well with these exact results in the semiclassical regime [44, 47]. For example, using the phase integral
method, for the soluble cases E(t) = E sech2(ωt) or E(x3) = E sech2(k x3), respectively, the particle number can be
expressed as [44]
N ≈ (eE)
5/2T
4pi3m
(
1 + γ2
)5/4
exp
[
−pim
2
eE
(√
1 + γ2 − 1
2γ2
)]
N ≈ (eE)
5/2L
4pi3m
(
1− γ˜2)5/4 exp
[
−pim
2
eE
(
1−
√
1− γ˜2
2γ˜2
)]
where in the first expression γ = mωeE , while in the second expression γ˜ =
mk
eE . When the gamma factors go to 0 we
recover the form of the constant field Heisenberg-Euler result, as is explained in detail in [44]. These results illustrate an
important point: a temporal inhomogeneity tends to enhance particle production, while a spatial inhomogeneity tends
to suppress particle production. This follows from the different behaviors in the above formulas of the exponents and
of the prefactors. Physically, this can be understood as follows: with a spatial electric field, the dominant nucleation
of pair production occurs at a maximum of the field, but the virtual particles are then accelerated apart, away from
this point, and if the field falls off too quickly then they may not gain enough energy to become real particles, so that
the pair production is suppressed. This effect is seen clearly in the vanishing of the particle number when γ˜ → 1. On
the other hand, with a time-dependent field we can regard this as a tunneling problem with an oscillating barrier, for
which the tunneling is enhanced roughly speaking because the average barrier is lower [33, 40].
C. Quantum Kinetic Approach
Another widely-studied approach in the analysis of the time dependent electric field case, E = E(t), is the quantum
kinetic approach [48, 49, 50, 51, 52]. The key quantity in this formalism is the momentum distribution function,
N (~p, t), of pairs at a time t, which satisfies a quantum Vlasov equation (here for spinor QED):
dN
dt
=
e2
2
(m2 + p2⊥)
E(t)
ω2(t)
∫ t
−∞
dt′
E(t′)
ω2(t′)
(1− 2N (t′)) cos
(
2
∫ t
t′
dt¯ ω(t¯)
)
(3.13)
Here we have defined
ω2(t) = m2 + p2⊥ + (p3 − eA3(t))2 (3.14)
8For scalar QED the analogous quantum Vlasov equation is:
dNsc
dt
=
1
2
ω˙(t)
ω(t)
∫ t
−∞
dt′
ω˙(t′)
ω(t′)
(1 + 2Nsc(t′)) cos
(
2
∫ t
t′
dt¯ ω(t¯)
)
(3.15)
The asymptotic large-time value of N (~p, t) gives the momentum distribution of the produced pairs. Note that since
the field is spatially uniform we can label the produced pairs by their momentum. The total particle number is
obtained by integrating N (~p,∞) over the momenta. The form of these quantum kinetic equations shows that the
process is inherently non-Markovian and non-local in time [48]. Furthermore, back-reaction effects have been studied
in this approach [50], showing that they are negligible if the maximum amplitude of the electric field is lower than
the critical field Ec [53].
It is not as widely appreciated that the quantum kinetic approach is equivalent to the Popov/Pitaevskii one
dimensional scattering approach described in the previous section [54]. We illustrate this briefly here for scalar QED.
Recall that we can write the Klein-Gordon equation (3.7) as
φ¨+ ω2(t)φ = 0 (3.16)
and convert this Schro¨dinger-like scattering problem into a Riccati equation as follows [40]. First, express the complex
field φ as
φ ≡ A (e−iϕ +Reiϕ) ; ϕ(t) ≡ ∫ t
−∞
ω(t′)dt′ (3.17)
in terms of two other complex fields R and A where
A˙
A
= − R˙e
iϕ
e−iϕ +Reiϕ
. (3.18)
Then
φ˙ = −iωA (e−iϕ − r eiϕ) , (3.19)
and the scattering equation (3.7) becomes a Riccati equation for the scattering amplitude R:
R˙ =
ω˙
2ω
(
e−2iϕ −R2e2iϕ) . (3.20)
It is straightforward to integrate this equation numerically, with initial condition R(−∞) = 0, and obtain the prob-
ability for particle production as |R(∞)|2. Since (3.7) has the form of a Schro¨dinger scattering problem with an
inverted potential, this is the case of over-the-barrier scattering, which is conveniently analyzed with the method of
imaginary time [55]. On the other hand, it could just as well be solved ”exactly”, by numerical integration.
The connection with the quantum kinetic approach is seen by noting that in the quantum kinetic approach [for
scalar QED], one writes the field φ in terms of two other complex fields α and β:
φ ≡ α√
2ω
e−iϕ +
β√
2ω
eiϕ
φ˙ = −iω
(
α√
2ω
e−iϕ − β√
2ω
eiϕ
)
. (3.21)
The second equation requires α and β to be related by:
α˙ =
ω˙
2ω
β e2iϕ , β˙ =
ω˙
2ω
α e−2iϕ . (3.22)
Comparing the two decompositions for φ in (3.17) and (3.21) we see that R ≡ β/α, and the equations for α and β in
(3.22) are then equivalent to the Riccati equation (3.20). The particle number is
Nsc = |β|2 = |R|
2
1− |R|2 , (3.23)
using the scalar relation: |α|2 − |β|2 = 1. Converting the Riccati equation for the scattering amplitude R into
an equation just for the probability |R|2, one finds that it is in fact completely equivalent to the quantum Vlasov
equation (3.15) of scalar QED [54]. Thus, the quantum kinetic approach may be viewed as a real time version of
Popov’s imaginary time scattering problem. This can also be described equivalently in terms of Green’s functions and
the S-matrix [56], or in a Schro¨dinger picture [57].
9D. Pulse shaping
In going beyond the constant field approximation, the goal is to understand how inhomogeneities modify the constant
field result (1.3), so that one might design a pulse shape that leads to a higher yield of vacuum pair production, at
a lower peak field intensity. The importance of pulse shape for these processes has been studied widely [58, 59], and
reflects experience gained in the strong-field atomic and molecular physics community, where sophisticated pulse-
engineering techniques have been developed for ionization processes [60, 61].
In several recent papers [62], estimates based on taking time dependent laser pulse(s), neglecting the spatial variation
in the focus or the interaction region, suggest that the intensity at which one could see the nonperturbative effects of
vacuum pair production could be a factor of 100 smaller than the critical intensity Ic ≈ 4× 1029W/cm2. This is once
again reminiscent of the situation for atomic ionization, where ionization effects can be observed at intensities lower
than the critical field estimate of 1016W/cm
2
coming from Oppenheimer’s constant field result (1.5). In the QED
vacuum polarization problem, with focussed laser pulses, the field polarization plays an important role [62], but the
essential enhancement mechanism is that the interaction region is very large compared to the scale of the Compton
wavelength, and so there is a significant prefactor enhancement. In these papers, the authors work with an external
field that is an exact solution of Maxwell’s equations, and that mimics a Gaussian laser beam; they then convolve
this solution with a pulse time-envelope function to obtain an approximate solution that represents a focussed pulsed
laser beam. In the vicinity of the focus spot, they argue that the spatial dependence can be neglected, so that in
the end the problem becomes essentially one-dimensional, and the semiclassical results can be used. An important
feature of this approach is that the role of the polarization of the field is clearly incorporated, and the cases of a single
focussed beam, and of two counter-propagating beams were analyzed. The case of two counter-propagating circularly
polarized beams leads to a higher yield of produced pairs, and the threshold intensity at which one might expect to
see such effects is several orders of magnitude lower than the Schwinger limit. This is encouraging news for ELI.
In a related development, it has recently been shown that the superposition of two time-dependent electric fields
can lead to a significant enhancement of vacuum pair production, a ”dynamically assisted Schwinger mechanism” [63].
The specific example studied in [63] consists of a combination of a strong but slow field pulse, and a weak but fast
field pulse:
Eslow(t) = E sech2(Ωt)
Efast(t) =  sech2(ωt)
The parameters fall into the hierarchies:
0 <  E  Ec
0 < Ω ω  m
Surprisingly, even though both field amplitudes, E and , are below the critical field Ec in (1.4), there is significant
enhancement of the pair production rate when the frequencies are also related as in (3.24). The non-perturbative pair
production process that we would associate with the slow strong field interacts with the perturbative multiphoton
pair production process that we would associate with the fast weaker field to produce a stronger impact than each
process separately. This illustrates another possible approach to shaping the laser pulses in the time domain so as to
enhance the pair production yield.
IV. TOWARDS MORE GENERAL LASER FIELDS
From a theoretical point of view, as well as from a practical experimental point of view, we should ask if we can go
beyond the restriction to a one dimensional field inhomogeneity discussed in the previous section. There are several
urgent reasons for studying more general background fields. First, such fields are needed to model more realistically
the intense, focussed, short-pulse laser fields to be produced at ELI. Second, in the ultra-relativistic regime of ELI it
is by no means clear that one can continue to neglect the magnetic component of the laser field and consider just the
electric component. These questions need to be answered.
In fact, surprisingly little is known about vacuum pair production in external fields that have a more complicated
inhomogeneity structure, such as appears in a more realistic laser field. The results of all the QED work summarized
in the previous section is that when the background field is approximated as an electric field pointing in one fixed
direction, but with amplitude that either (i) varies with time, or [but not both] (ii) varies with space only along the
direction of the field, then the problem can be reduced to a one-dimensional problem that can solved numerically,
or approximately with WKB. However, all these standard approaches become practically intractable when the field
depends on more than one coordinate. An interesting exception is for fields that depend on a light-cone coordinate
(x− ct) [64, 65].
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A. Worldline formalism for the effective action
It is possible to develop semiclassical approximations for the case of multi-dimensional inhomogeneities in the
external field, using Feynman’s worldline formalism of the effective action. Feynman [66] formulated a first-quantized
form of QED, which amounts to representing [67, 68] the effective action as a quantum mechanical path integral over
closed loops xµ(τ) in four dimensional spacetime, with the closed loops being parametrized by the proper time τ . As
Feynman noted, this proper-time representation is the natural representation for maintaining relativistic invariance.
The propertime parametrization had been developed earlier by Fock and Nambu [69], and was also used by Schwinger,
in operator form rather than in path integral form, in his landmark QED computation of vacuum pair production
[23]. Feynman’s worldline path integral formalism has since been extended significantly, primarily for applications in
perturbative quantum field theory [68], building on analogies and motivation from the Polyakov formulation of string
theory. This rebirth has led to many beautiful advances in our understanding of perturbative scattering amplitudes
[71], but here I propose to use it instead to extract non-perturbative information. Let us consider scalar QED rather
than spinor QED, as it is notationally simpler, and the leading imaginary part of the effective action only differs from
that of spinor QED by a spin degeneracy factor of 2. Then the effective action for a scalar charged particle (charge
e, mass m) in a Euclidean classical gauge background Aµ(x) is the functional:
Γ[A] = −tr ln (−D2µ +m2)
=
∫ ∞
0
dT
T
e−m
2T
∫
d4x(0) 〈x(0)|e−T (−D2µ) |x(0)〉
=
∫ ∞
0
dT
T
e−m
2T
∫
d4x(0)
∫
x(T )=x(0)=x(0)
Dx exp
[
−
∫ T
0
dτ
(
x˙2µ
4
+ i eAµx˙µ
)]
(4.1)
To understand the origin of this expression, recall the standard representation of the logarithm of an operator as:
lnM = − ∫∞
0
dT
T e
−TM. This explains the second line in (4.1), where we have performed the trace in the position
representation. The last line in (4.1) follows from interpreting the matrix element 〈x(0)|e−T (−D2µ) |x(0)〉 as a Euclidean
transition amplitude, which is then written using Feynman’s representation as a path integral, but now involving paths
xµ in four dimensional space. Since for the effective action we compute the trace of the logarithm, the matrix element
is between identical points x(0), and so the path integral is over closed loops. Thus, we arrive at a first-quantized
representation of the effective action Γ[A] in terms of a functional integral
∫ Dx over all closed Euclidean spacetime
paths xµ(τ) that are periodic (with period T ) in the proper-time parameter τ [66]. I use the QED worldline path
integral normalization conventions of [68]. Note also that we have expressed the path integral in Euclidean space, as
is appropriate for describing a non-perturbative process.
This representation of the effective action translates the primary computational problem into one of computing the
quantum mechanical path integral in the last line of (4.1). This simple observation has several advantages. First,
one could evaluate this Euclidean path integral numerically, using the worldline Monte Carlo technique of Gies and
Langfeld [72]. One creates a statistical ensemble of configurations, namely a set of closed loops xµ(τ) in 4 dimensional
Euclidean spacetime, weighted by a factor exp[− ∫ T
0
dτx˙2/4], and then one computes numerically, using a Monte Carlo
algorithm, the expectation of the ”Wilson loop” operator exp[−e ∫ T
0
dτAµx˙µ]. For the pair production problem, the
exponentially small imaginary part, arising from poles in the T integral, can then be extracted numerically. This
is still a challenging numerical problem, but it has been shown to work well for situations with one-dimensional
inhomogeneities of the electric field [73]. This is potentially a very powerful approach, as it does not rely on any
particular symmetry of the background field – the ensemble of closed spacetime loops used in the numerical Monte
Carlo evaluation of the quantum mechanical path integral is independent of the background field. Physically, the
ensemble probes the structure and impact of the background field. This means that in principle the numerical worldline
Monte Carlo approach can be used for quite general inhomogeneous laser field configurations. This approach deserves
further exploration.
B. Worldline Instantons
A second, complementary, approach is more analytical: make a semiclassical approximation to the Euclidean
worldline path integral. The essential idea is that the quantum mechanical path integral may be approximated by the
contribution of a small number [possibly just one] of classical closed loops, plus the quantum fluctuations about these
loops. These dominant Euclidean loops are called ”worldline instantons”. This is the Euclidean space analogue of
the familiar semiclassical scattering theory [74, 75], where a real-time scattering process is approximated by classical
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trajectories, with corrections from quantum fluctuations about the classical trajectories. The dominance of the path
integral by just a few closed paths is a semiclassical approximation, valid when the classical action is large compared
to h¯. If the background field has a simple functional form, depending on just a few physical parameters such as peak
field amplitude, a frequency or wavenumber, etc..., then the regime of the semiclassical approximation can be precisely
quantified in terms of a few dimensionless quantities. The idea of seeking dominant semiclassical solutions to the path
integral appearing in (4.1) was suggested long ago [76], and was first applied to the vacuum pair production problem
for a constant electric field in [77]. More recently, the idea has been extended to the vacuum pair production problem
with inhomogeneous background field configurations [78, 79, 80, 81]. The special dominant loops are solutions to
the associated classical (Euclidean) equations of motion for a charged particle moving in the given [inhomogeneous]
electromagnetic field Fµν(x)[90]:
x¨µ = 2 i e Fµν(x) x˙ν , (µ, ν = 1 . . . 4) . (4.2)
Solutions of the classical Euclidean equations of motion (4.2) that are closed and periodic are called worldline instan-
tons.
For example, for a constant (Minkowski) electric field, E3 = E , the Euler-Lagrange equations of motion in Minkowski
space, with the coordinates xµ(s) parametrized by proper time s are (here the overdot
. refers to dds):
x¨3 = −2eE t˙ , t¨ = −2 eE x˙3 (4.3)
The solution is well-known:
x3 = ∓cosh (2eE s)
2eE , t = ±
sinh (2eE s)
2eE (4.4)
In a 1 + 1 dimensional Minkowski spacetime diagram, these follow open hyperbolic trajectories, as shown in Figure
5. On the other hand, in Euclidean space, with x4 = i c t, and s → iτ , the equations read (here the overdot . refers
to ddτ ):
x¨3 = −2eE x˙4 , x¨4 = 2eE x˙3 (4.5)
and the solutions describe closed circular orbits, as shown in Figure 6:
x3 = ±cos (2eE τ)
2eE , x4 = ±
sin (2eE τ)
2eE (4.6)
For a time dependent (Minkowski) pulse field, given by E3(t) = E sech2(ωt), the Minkowski equations are:
x3
ct
FIG. 5: The Minkowski space-time trajectories of a charged particle in a constant electric field. The analogy with the trajectory
of an accelerated observer is the starting point for the discussion of the Unruh effect in strong field laser systems – see R.
Schu¨tzhold’s article in this Volume.
x¨3 = −2eE sech2(ω t) t˙
t¨ = −2eE sech2(ω t) x˙3 (4.7)
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x3
x4
FIG. 6: The Euclidean space-time trajectories [both directions around the loop] of a charged particle in a constant electric
field. The open trajectories in Minkowski space, shown in Figure 5, are now closed trajectories in Euclidean space. This is the
simplest worldline instanton, a periodic solution to the classical Euclidean equations of motion.
The Minkowski solutions are the open trajectories:
x3(s) = ∓ 1
ω
√
1 + γ2
arcsinh
[
γ cosh
(
2eE
√
1 + γ2 s
)]
t(s) = ± 1
ω
arcsinh
[
γ√
1 + γ2
sinh
(
2eE
√
1 + γ2 s
)]
(4.8)
where γ = mωeE . These trajectories are shown in Figure 7. On the other hand, the Euclidean trajectories are closed
loops:
x3(τ) =
1
ω
1√
1 + γ2
arcsinh
[
γ cos
(
2eE
√
1 + γ2 τ
)]
x4(τ) =
1
ω
arcsin
[
γ√
1 + γ2
sin
(
2eE
√
1 + γ2 τ
)]
(4.9)
and are shown in Figure 8.
x3
ct
FIG. 7: The Minkowski space-time trajectories [solid lines] of a charged particle in an electric field pulse, E(t) = Esech2(ωt),
with adiabaticity parameter γ = 2.
Expanding in the fluctuations about the worldline instanton loop, xµ(τ) = x
cl
µ (τ)+ηµ(τ), we obtain an approximate
expression for the path integral:∫
Dx e−S[x] ≈ e−S[xcl]
∫
Dη exp
[
−1
2
∫ T
0
dτ ηµΛµνην
]
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x3
x4
FIG. 8: The Euclidean space-time trajectories [both directions around the loop] of a charged particle in an electric field pulse,
E(t) = Esech2(ωt), with adiabaticity parameter γ = 2. For reference, the dotted line shows the corresponding circular trajectory
in a constant field where γ = 0. The open trajectories in Minkowski space are now closed trajectories in Euclidean space. This
is the simplest worldline instanton, a periodic solution to the classical Euclidean equations of motion.
=
e−S[x
cl]
√
DetΛ
, (4.10)
where S[xcl] is the classical action, evaluated on the worldline instanton loop. The prefactor is expressed in terms of
the determinant of the fluctuation operator (the ”Jacobi operator”) is
Λµν ≡ −1
2
δµν
d2
dτ2
+ e Fµν(x
cl)
d
dτ
+ e ∂µFρν(x
cl) x˙clρ . (4.11)
In [78] it was shown that the worldline instanton exponential factor e−S[x
cl] agrees precisely with the WKB exponential
factor exp[−m2pieE g(γ2)] in (3.10), for the case of one-dimensional inhomogeneities.
The form of the fluctuation operator in (4.11) exhibits another major advantage of the worldline approach – since
the paths are parametrized by propertime, the fluctuation problem refers to a one-dimensional operator (actually,
coupled one-dimensional operators) rather than a partial differential operator in four dimensional spacetime. This is
technically important because there are simple mathematical methods for computing the determinant of such one-
dimensional operators [75, 82, 83, 84], but these techniques do not generalize easily to partial differential operators.
Thus one can numerically compute det(Λ) for any period T , and then perform the remaining T and x(0) integrals
in the effective action expression (4.1). In fact, in [79] it was shown that for one-dimensional inhomogeneities the
determinant of the fluctuation operator can be computed analytically:
Det(Λ) =
(
2mx˙cl4 (T )
∫ T
0
dτ[
x˙cl4 (τ)
]2
)2
(4.12)
Further, after doing the T integral by steepest descents, one reproduces exactly the WKB result (3.10), including the
prefactor term [79].
This agreement with previous one dimensional semiclassical results is encouraging, but the real advantage of the
worldline instanton method is that it can be extended to more general fields. Technically, there are several steps to the
computation: (i) find periodic solutions [the worldline instantons] to the Euclidean classical equations of motion (4.2)
; (ii) The dominant exponential factor in the pair production rate is e−S[x
cl], involving the classical action evaluated
on the worldline instanton path; (iii) The prefactor coming from the semiclassical approximation to the quantum
mechanical path integral is given by the determinant of the fluctuation operator in (4.11), evaluated on the worldline
instanton path; (iv) The T integration fixes the conserved quantity 14 x˙
2
µ to take the value m
2, and also produces
a prefactor; (v) Possible residual dependence on the spacetime location of the loop must be integrated over. In a
Gaussian approximation this also leads to another prefactor.
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C. Worldline Instantons and the Gutzwiller Trace Formula
Note that in general there are three apparently separate [but below we shall see that they are in fact related!]
prefactor contributions to the final answer: one coming from each integration in (4.1). This procedure is reminiscent
of that used to derive the Gutzwiller trace formula [85, 86, 87] for the trace of the Green’s function in non-relativistic
quantum mechanics:
trG(E) =
∫
d3x
∫ ∞
0
dt e
i
h¯E t 〈x | e ih¯ H t |x〉 (4.13)
=
∑
orbits p
Tp
e
i
h¯Sp(E)−i pi2 mp√
det(1− Jp)
. (4.14)
Here Tp is the period of the p
th classical closed orbit of energy E, Sp(E) is its action, Jp is the associated monodromy
matrix [see below], andmp are Maslov indices. Before proceeding to the corresponding worldline instanton expression,
we briefly sketch the strategy of the derivation of the Gutzwiller trace formula [an excellent introduction for physicists
is in [87]]. The first step is to make a semiclassical approximation for the propagation kernel in (4.13) between distinct
points x and x′, in a time interval t:
〈x | e ih¯ H t |x′〉 ≈
√
det
∣∣∣∣ ∂2R∂x∂x′
∣∣∣∣ e ih¯ R(x, x′; t) (4.15)
Here, R(x, x′; t) is Hamilton’s principal function for the path connecting the points x and x′, in time t. The prefactor is
the Van Vleck determinant factor, given by variations with respect to the path’s endpoints. The next step is to evaluate
the t integral in (4.13) by the stationary phase approximation. Here we note that the exponent is ih¯ [E t+R(x, x
′; t)],
whose stationary point condition, ∂R∂t = −E, fixes t to be the period such that the closed classical path has energy
equal to E. This means that the stationary point condition implements the Legendre transform from R(x, x′; t) to the
action S(x, x′;E) associated with the closed classical orbit of energy E. Furthermore, the prefactor from the t integral
contributes a factor 1/
√
−∂2R∂t2 =
√
∂2S
∂E2 , which follows from the other Legendre transform relation
∂S
∂E = t. The final
step towards the Gutzwiller trace formula (4.14) is to take the coincident point limit, x′ → x, and to integrate over
the marked point x, the beginning and end of the orbit. Evaluating this integral by a third and final steepest descents
approximation forces the closed loop to be periodic. The x integral naturally splits into an integral along the loop,
and an integral transverse to the loop. The integral along the orbit produces a factor of the period Tp, reflecting
translation invariance with respect to the parameter of the orbit. In the language of quantum field theory, this is a
collective coordinate contribution, associated with the zero mode coming from the basic fact from classical mechanics
that the fluctuation operator has a zero mode: Λµν x˙
cl
ν = 0. On the other hand, the transverse x integrations give yet
another determinant prefactor 1/
√
det
∣∣∣ ∂2S∂x⊥∂x′⊥
∣∣∣.
The remarkable result of Gutzwiller [85] is that these three different-looking prefactors [coming successively from
semiclassical approximations to the quantum mechanical path integral, the t integral, and finally the x trace] all
combine into a single determinant prefactor that has a simple geometrical interpretation in phase space:
∫
dx


√
∂2R
∂x ∂x′
√
∂2S
∂E2√
∂2S
∂x⊥∂x′⊥
e
i
h¯S(x, x
′;E)


x=x′
=
Tp e
i
h¯ S[E]√
det (1− J) (4.16)
Here J is the monodromy matrix of the periodic orbit having energy E and period Tp. For a precise definition of J
see [85, 86, 87], including the Maslov indices, which we have suppressed here for the sake of simplicity. It is sufficient
here to note that the full prefactor is expressed in terms of a classical invariant of the closed orbit, which characterizes
the behavior of small deviations from the periodic orbit in phase space.
These steps we have just sketched for the derivation of Gutzwiller’s trace formula are closely analogous to the steps
required in evaluating the worldline path integral expresion (4.1) for the effective action Γ[A]. Thus, analogous to
(4.14), we seek the following representation of the imaginary part of the effective action:
ImΓ = Im
∫
d4x
∫ ∞
0
dT
T
e−m
2 T 〈x | e−(−D2µ)T |x〉
=
∑
orbits p
e−Sp(m
2)√
det(1− Jp)
(4.17)
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(δq, δp)
(δq′, δp′) (
δq
′
δp
′
)
= J
(
δq
δp
)
FIG. 9: A pictorial representation of the geometrical meaning of the monodromy matrix J appearing in expressions (4.16) and
(4.20). We consider closed orbit [solid, grey line] in phase space, and displace the starting point slightly in the plane transverse
to the loop, and then propagate according to the equations of motion, returning after one period to another point (δq′, δp′) in
the same transverse plane. The monodromy matrix relates the starting and end points: (δq′, δp′) = J (δq, δp).
The effective action Γ[A] in (4.1) involves a Euclidean path integral, in four dimensional space rather than a path
integral in three dimensional nonrelativistic quantum mechanics. There is also an extra factor of 1/T because Γ[A] is
a log determinant. Nevertheless, the ideas follow through, and in the end we can combine the three prefactors found
by following the worldline instanton strategy enumerated above, to form one simple prefactor expressed in terms of
the monodromy matrix for the periodic orbit, now viewed in phase space [88]. The successive approximations are first
for the the quantum mechanical path integral:
K(x, x′;T ) := 〈x|e−T (−D2µ) |x′〉 (4.18)
≈ 1
(2pi)2
√∣∣∣∣det
(
∂2R
∂x∂x′
)∣∣∣∣ e−R(x,x′;T )
where R(x, x′;T ) is the Hamilton principal function for the classical trajectory from x to x′ in four-dimensional
Euclidean space, in the proper-time interval T . Next, the T integral is evaluated by steepest descents. The critical
point of the exponential factor arises when ∂R∂T = −m2. This has a natural classical interpretation in terms of the
Legendre transformation between the Hamilton principal function R(x, x′;T ) [expressed in terms of the total time
elapsed along the trajectory] and the action S(x, x′;E) [expressed in terms of the constant energy of the trajectory]:
R(x, x′;T ) = S(x, x′;E) − E T . It follows that ∂R∂T = −E, and ∂S∂E = T . Thus, the critical point Tc of the T integral
occurs when E = m2, so that
∫ ∞
0
dT
T
e−m
2TK(x, x′;T ) ≈ 1
(2pi)2 Tc
√∣∣∣∣det
(
∂2R
∂x∂x′
)∣∣∣∣
Tc
√
2pi∣∣∂2R
∂T 2
∣∣
Tc
e−S(x,x
′;m2) (4.19)
The final step is the coincident limit x→ x′ = x(0), and the trace over x(0), yielding
ImΓ ≈ e
−S(E=m2)√
det (1− J) . (4.20)
The main advantage of expressing the computation in this language of the Gutzwiller trace formula is that the
total prefactor is encapsulated in a single determinant, which moreover has a natural mathematical and geometrical
meaning in the Euclidean phase space [88]. In previous work [38, 39, 44, 79, 80] the various prefactor contributions
have been evaluated separately, and then combined at the end. Thus, the computational strategy of the worldline
instanton approach can be stated succinctly as follows:
1. solve the classical equations of motion in four dimensional Euclidean space to find all closed periodic trajectories
of ”energy” E ≡ x˙24 = m2: such a solution is a “worldline instanton”.
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2. evaluate the classical action Scl(E = m
2) on these trajectories. Then the leading exponential contribution to
ImΓ is e−Scl .
3. compute the prefactor from the monodromy matrix J for the dominant trajectory(ies).
As an illustration of this procedure, consider again the case of a one-dimensional inhomogeneity, for example, the
case of a time dependent electric field directed in the x3 direction. As noted above, for such a configuration the
vacuum pair production probability can be computed in several other ways using WKB methods [38, 39, 44, 79],
and so it is possible to make a direct comparison. We can choose a Euclidean gauge field A3(x4) =
E
ω f(ω x4),
where E characterizes the overall magnitude of the associated electric field, ω characterizes the scale of the time
dependence, and f(ω x4) is some smooth function. For example, for a constant electric field E(t) = E , we have
f(x) = x; for a sinusoidal electric field E(t) = E cos(ω t), we have f(x) = sinh(x); and for a single-pulse electric field
E(t) = E sech2(ω t), we have f(x) = tan(x). Then the classical action on a periodic trajectory of energy E can be
written [here y := eE
ω
√
E
f(x)]
S(E) =
∮
dx4
√
E −
(
eE
ω
f(ω x4)
)2
=
2E
e E
∫ 1
−1
dy
√
1− y2
[f ′(z)]z=z(y)
(4.21)
Evaluated at E = m2, this is precisely the exponent, g(γ2)m2pi/(eE), appearing in the standard WKB result for
the pair production rate [38, 39, 44, 79]. To evaluate the prefactor, we can choose x4 as x‖. Then the transverse
x3 direction is in fact an invariant ”flat” direction, so we do not need to perform the transverse integration. This
illustrates the important point that (4.20) must be interpreted appropriately when there are physical zero modes
associated with symmetries of the field. Thus, we go back to (4.19) and observe that ∂
2R
∂T 2 = −1/ ∂
2S
∂E2 . Furthermore,
the other determinant factor in (4.19) is easily computed (see [79]) using the Gel’fand-Yaglom formula:
det
(
∂2R
∂x∂x′
)∣∣∣∣
x=x′
=
m4
16E3 T 2
1
x˙24
(
∂2S
∂E2
)2 . (4.22)
Thus, relative to the constant spatial volume V3,
ImΓWLI
V3
≈
√
2pi
2(4pi)2m

 e−S(E)
∂S
∂E
√
∂2S
∂E2


E=m2
, (4.23)
Note that (4.23) agrees precisely with the conventional WKB result in (3.10), with the added semiclassical interpre-
tation of the various terms.
V. CONCLUSIONS
I conclude by reiterating that the ELI project has great promise to open up an entirely new non-perturbative regime
of QED, and of quantum field theories in general. There are many experimental and theoretical challenges ahead, but
the future appears bright. Theoretically, the biggest challenge in the non-perturbative arena is to develop efficient
techniques, both analytical and numerical, for computing the effective action and related quantities, in external fields
that realistically represent the experimental laser configurations. A lot of progress has been made in this direction, but
new ideas and methods are still needed. Another important issue is that of back-reaction, which is typically ignored in
the limit where the electric field strength is below the critical field in (1.4). But the combination of an ELI laser with
an accelerated electron beam may produce effective field strengths well above the critical field, in which case back-
reaction becomes significant. Insights from these nonperturbative QED studies should have implications for related
questions in gravitational systems of quantum field theory in strongly curved spaces, and also for non-pertubative
effects in nonabelian gauge theories [89].
Acknowledgements: I thank the organizers of the ELI Frauenwo¨rth conference, especially D. Habs and M. Gross,
for an extremely interesting meeting, and I thank G. Mourou and T. Tajima for helpful discussions. I acknowledge
17
support from the DOE through the grant DE-FG02-92ER40716, and from the European Commission under contract
ELI pp 212105 in the framework of the program FP7 Infrastructures-2007-1.
[1] The Extreme Light Infrastructure (ELI) project: http://www.extreme-light-infrastructure.eu/eli-home.php
[2] W. Heisenberg and H. Euler, “Consequences of Dirac’s Theory of Positrons”, Z. Phys. 98, 714 (1936); English translation
at arXiv:physics/0605038.
[3] G. V. Dunne, “Heisenberg-Euler effective Lagrangians: Basics and extensions,” Ian Kogan Memorial Collection, ’From
Fields to Strings: Circumnavigating Theoretical Physics’, M. Shifman et al (ed.), vol. 1, pp 445-522; [arXiv:hep-th/0406216].
[4] V. Weisskopf, “The electrodynamics of the vacuum based on the quantum theory of the electron”, Kong. Dans. Vid. Selsk.
Math-fys. Medd. XIV No. 6 (1936); English translation in: Early Quantum Electrodynamics: A Source Book, A. I. Miller,
(Cambridge University Press, 1994).
[5] W. Greiner and J. Reinhardt, Quantum Electrodynamics, (Springer, Berlin, 1992); W. Greiner, B. Mu¨ller and J. Rafelski,
Quantum Electrodynamics Of Strong Fields, (Springer, Berlin, 1985).
[6] W. Dittrich and H. Gies, “Probing the quantum vacuum. Perturbative effective action approach in quantum electrody-
namics and its application,” Springer Tracts Mod. Phys. 166, 1 (2000).
[7] W. E. Lamb and R. C. Retherford, “Fine Structure Of The Hydrogen Atom. Part I,” Phys. Rev. 79, 549 (1950).
[8] S. G. Karshenboim, “Precision physics of simple atoms: QED tests, nuclear structure and fundamental constants”, Phys.
Rep. 422, 1 (2005), [arXiv:hep-ph/0509010v1].
[9] Sh. Zh. Akhmadaliev et al, “Delbru¨ck scattering at energies of 140–450 MeV”, Phys. Rev. C 58, 2844 (1998).
[10] S. L. Adler, “Photon splitting and photon dispersion in a strong magnetic field,” Annals Phys. 67, 599 (1971); S. L. Adler
and C. Schubert, “Photon splitting in a strong magnetic field: Recalculation and comparison with previous calculations,”
Phys. Rev. Lett. 77, 1695 (1996) [arXiv:hep-th/9605035].
[11] Sh. Zh. Akhmadaliev et al, “Experimental Investigation of High-Energy Photon Splitting in Atomic Fields”, Phys. Rev.
Lett. 89, 061802 (2002).
[12] C. Bula et al. [E144 Collaboration], “Observation of nonlinear effects in Compton scattering,” Phys. Rev. Lett. 76, 3116
(1996).
[13] H. B. G. Casimir, “On the Attraction Between Two Perfectly Conducting Plates,” Indag. Math. 10, 261 (1948) [Kon. Ned.
Akad. Wetensch. Proc. 51, 793 (1948)].
[14] R. L. Jaffe, “The Casimir effect and the quantum vacuum,” Phys. Rev. D 72, 021301 (2005) [arXiv:hep-th/0503158];
T. Emig and R. L. Jaffe, “Casimir forces between arbitrary compact objects: Scalar and electromagnetic field,” J. Phys.
A 41, 164001 (2008) [arXiv:0710.5104 [quant-ph]].
[15] M. Bordag, U. Mohideen and V. M. Mostepanenko, “New developments in the Casimir effect,” Phys. Rept. 353, 1 (2001)
[arXiv:quant-ph/0106045].
[16] G. Gabrielse, D. Hanneke, T. Kinoshita, M. Nio and B. C. Odom, “New Determination of the Fine Structure Constant
from the Electron g Value and QED,” Phys. Rev. Lett. 97, 030802 (2006) [Erratum-ibid. 99, 039902 (2007)]; T. Kinoshita
and M. Nio, “Improved alpha**4 term of the electron anomalous magnetic moment,” Phys. Rev. D 73, 013003 (2006)
[arXiv:hep-ph/0507249]; T. Aoyama, M. Hayakawa, T. Kinoshita and M. Nio, “Revised value of the eighth-order QED
contribution to the anomalous magnetic moment of the electron,” Phys. Rev. D 77, 053012 (2008) [arXiv:0712.2607
[hep-ph]].
[17] D. Hanneke, S. Fogwell and G. Gabrielse, “New Measurement of the Electron Magnetic Moment and the Fine Structure
Constant,” Phys. Rev. Lett. 100, 120801 (2008) [arXiv:0801.1134 [physics.atom-ph]].
[18] F. Sauter, “Uber das Verhalten eines Elektrons im homogenen elektrischen Feld nach der relativistischen Theorie Diracs,”
Z. Phys. 69, 742 (1931).
[19] J. R. Oppenheimer, “Three Notes on the Quantum Theory of Aperiodic Effects”, Phys. Rev. 31, 66 (1928).
[20] F. V. Bunkin and I. I. Tugov, “Possibility of creating electron-positron pairs in a vacuum by the focusing of laser radiation”,
Sov. Phys. Dokl. 14 (1970), 678.
[21] A. Ringwald, “Fundamental physics at an X-ray free electron laser”, in Proceedings of Erice Workshop On Electromagnetic
Probes Of Fundamental Physics, W. Marciano and S. White (Eds.), (World Scientific, 2003) [arXiv:hep-ph/0112254].
[22] J. Schwinger, “Quantum Electrodynamics. II. Vacuum Polarization and Self-Energy”, Phys. Rev. 75, 651 (1949); “The
Theory of Quantized Fields. V”, Phys. Rev. 93, 615 (1954); “The Theory of Quantized Fields. VI”, Phys. Rev. 94, 1362
(1954).
[23] J. Schwinger, “On gauge invariance and vacuum polarization”, Phys. Rev. 82 (1951) 664.
[24] W. Dittrich and M. Reuter, Effective Lagrangians In Quantum Electrodynamics, Lect. Notes Phys. 220, 1 (Springer, Berlin,
1985).
[25] L. D. Landau, “Diamagnetismus der Metalle”, Z. Phys. 64, 629 (1930); L. D. Landau and E. M. Lifshitz, Quantum
mechanics : non-relativistic theory, (Pergamon Press, New York, 1977).
[26] A. I. Nikishov, “Problems of Intense External-Field Intensity in Quantum Electrodynamics”, in Quantum Electrodynamics
of Phenomena in Intense Fields (in Russian), Tr. Fiz. Inst. Akad. Nauk SSSR, Vol. 111, Nauka, Moscow (1979); English
translation in: Journ. Soviet Laser Research, 6, No 6, Nov.-Dec., 619-728 (1985).
[27] V. I. Ritus, “Quantum Effects of the Interaction of Elementary Particles with an Intense Eelctromagnetic Field”, in
18
Quantum Electrodynamics of Phenomena in Intense Fields (in Russian), Tr. Fiz. Inst. Akad. Nauk SSSR, 111, Nauka,
Moscow (1979); English translation in: Journ. Soviet Laser Research 6, No 5, Sept.-Oct., 497-618 (1985); “Manifestation
of the shift in the mass of an accelerated charge in pair production by an electric field”, Sov. Phys. Dokl. 29, 227 (1984).
[28] S. L. Lebedev and V. I. Ritus, “Virial Representation Of The Imaginary Part Of The Lagrange Function Of The Electro-
magnetic Field,” Sov. Phys. JETP 59, 237 (1984) [Zh. Eksp. Teor. Fiz. 86, 408 (1984)].
[29] A. Salam and P. T. Matthews, “Fredholm Theory Of Scattering In A Given Time Dependent Field,” Phys. Rev. 90, 690
(1953); A. Salam and J. Strathdee, “Transition Electromagnetic Fields In Particle Physics,” Nucl. Phys. B 90, 203 (1975).
[30] L. V. Keldysh, “Ionization in the field of a strong electromagnetic wave”, Sov. Phys. JETP 20, 1307 (1965).
[31] A. M. Perelomov, V. S. Popov and M. V. Terent’ev, “Ionization of atoms in an alternating electric field, I, II and III”,
Sov. Phys JETP 23, 924 (1966), 24, 207 (1967), 25, 336 (1967).
[32] L. P. Kotova, A. M. Perelomov and V. S. Popov, “Quasiclassical approximation in ionization problems”, Sov. Phys. JEP
27, 616 (1968).
[33] A. M. Perelomov and Y. B. Zel’dovich, Quantum Mechanics: Selected Topics, (World Scientific, Singapore, 1998).
[34] F. H. M. Faisal, Theory of Multiphoton Processes, (Plenum, New York, 1987).
[35] M. V. Ammosov, N. B. Delone and V. P. Krainov, “Tunnel ionization of complex atoms and atomic ions in an alternat-
ing electromagnetic field”, Zh. Eksp. Teor. Fiz. 91, 2008 (1986) [Sov. Phys. JETP 64, 1191 (1986)]. For a review, see:
N. B. Delone and V. P. Krainov, “Tunneling and barrier-suppression ionization of atoms and ions in a laser radiation field”,
Usp. Fiz. Nauk. 168, 531 (1998) [Phys. Usp. 41, 469 (1998)].
[36] V. S. Popov, “On the history of developing the theory of tunneling ionization in atoms and ions”, Phys. Usp. 42, 733
(1999).
[37] H. R. Reiss, “Effect of an intense electromagnetic field on a weakly bound system”, Phys. Rev. A 22, 1786 (1980), “ Limits
on Tunneling Theories of Strong-Field Ionization”, Phys. Rev. Lett. 101, 043002 (2008), [Erratum: Phys. Rev. Lett. 101,
159901 (E) (2008)].
[38] E. Bre´zin and C. Itzykson, “Pair Production In Vacuum By An Alternating Field,” Phys. Rev. D 2, 1191 (1970).
[39] V. S. Popov, “Pair Production in a Variable External Field (Quasiclassical approximation)”, Sov. Phys. JETP 34, 709
(1972); V. S. Popov and M. S. Marinov, “Pair production in an Electromagnetic Field (Case of Arbitrary Spin)”, Sov. J.
Nucl. Phys. 15, 702 (1972), “E+ E- Pair Production In Variable Electric Field,” Yad. Fiz. 16, 809 (1972), [Sov. J. Nucl.
Phys. 16 (1973), 449].
[40] V. S. Popov, “Pair production in a variable and homogeneous electric field as an oscillator problem”, Sov. Phys. JETP 35,
659 (1972); M. S. Marinov and V. S. Popov, “Electron-Positron Pair Creation From Vacuum Induced By Variable Electric
Field,” Fortsch. Phys. 25, 373 (1977).
[41] V. L. Pokrovskii and I. M. Khalatnikov, “On the problem of above-barrier reflection of high-energy particles”, Sov. Phys.
JETP 13, 1207 (1961).
[42] H. Kleinert, R. Ruffini and S. S. Xue, “Electron-Positron Pair Production in Space- or Time-Dependent Electric Fields,”
arXiv:0807.0909 [hep-th].
[43] D. L. Burke et al., “Positron production in multiphoton light-by-light scattering,” Phys. Rev. Lett. 79, 1626 (1997).
[44] S. P. Kim and D. N. Page, “Schwinger pair production via instantons in a strong electric field,” Phys. Rev. D 65, 105002
(2002) [arXiv:hep-th/0005078], “Schwinger pair production in electric and magnetic fields,” Phys. Rev. D 73, 065020
(2006) [arXiv:hep-th/0301132], “Improved approximations for fermion pair production in inhomogeneous electric fields,”
Phys. Rev. D 75, 045013 (2007) [arXiv:hep-th/0701047].
[45] A. I. Nikishov, “Pair production by a constant external field”, Zh. Eksp. Teor. Fiz. 57 (1969) 1210, [Sov. Phys. JETP 30
(1970) 660]; N. B. Narozhnyi and A. I. Nikishov, “The simplest processes in a pair-producing field”, Yad. Fiz. 11, 1072
(1970) [Sov. J. Nucl. Phys. 11 (1970) 596].
[46] A. I. Nikishov, “Barrier Scattering In Field Theory Removal Of Klein Paradox,” Nucl. Phys. B 21, 346 (1970); “On the
theory of scalar pair production by a potential barrier,” arXiv:hep-th/0111137.
[47] G. V. Dunne and T. Hall, “On the QED effective action in time dependent electric backgrounds,” Phys. Rev. D 58, 105022
(1998) [arXiv:hep-th/9807031].
[48] Y. Kluger, J. M. Eisenberg, B. Svetitsky, F. Cooper and E. Mottola, “Pair production in a strong electric field,” Phys. Rev.
Lett. 67, 2427 (1991); “Fermion Pair Production In A Strong Electric Field,” Phys. Rev. D 45, 4659 (1992); Y. Kluger,
E. Mottola and J. M. Eisenberg, “The quantum Vlasov equation and its Markov limit,” Phys. Rev. D 58, 125015 (1998)
[arXiv:hep-ph/9803372].
[49] S. M. Schmidt, D. Blaschke, G. Ropke, S. A. Smolyansky, A. V. Prozorkevich and V. D. Toneev, “A quantum kinetic
equation for particle production in the Schwinger mechanism,” Int. J. Mod. Phys. E 7, 709 (1998) [arXiv:hep-ph/9809227],
“Non-Markovian effects in strong-field pair creation,” Phys. Rev. D 59, 094005 (1999) [arXiv:hep-ph/9810452].
[50] J. C. R. Bloch, V. A. Mizerny, A. V. Prozorkevich, C. D. Roberts, S. M. Schmidt, S. A. Smolyansky and D. V. Vinnik,
“Pair creation: Back-reactions and damping,” Phys. Rev. D 60, 116011 (1999) [arXiv:nucl-th/9907027].
[51] R. Alkofer, M. B. Hecht, C. D. Roberts, S. M. Schmidt and D. V. Vinnik, “Pair Creation and an X-ray Free Electron
Laser,” Phys. Rev. Lett. 87, 193902 (2001) [arXiv:nucl-th/0108046].
[52] F. Hebenstreit, R. Alkofer and H. Gies, “Pair Production Beyond the Schwinger Formula in Time-Dependent Electric
Fields,” Phys. Rev. D 78, 061701 (2008) [arXiv:0807.2785 [hep-ph]].
[53] F. Hebenstreit, “Electron-Positron Pair Creation in Impulse-shaped Electric Fields”, Diploma Thesis, University of Graz,
2008.
[54] C. K. Dumlu, “On the Quantum Kinetic Approach and the Scattering Approach to Vacuum Pair Production,” Phys. Rev.
D 79, 065027 (2009) [arXiv:0901.2972 [hep-th]].
19
[55] V. S. Popov, “The ‘imaginary time method’ in problems concerning the ionization of atoms and pair production”, Sov.
Phys. JETP 36, 840 (1973); V. S. Popov, V. D. Mur and B. M. Karnakov, “Relativistic version of the imaginary time
method”, Phys. Lett. A 250, 20 (1998).
[56] V. G. Bagrov, D. M. Gitman, S. P. Gavrilov and S. M. Shvartsman, “Creation Of Boson Pairs In A Vacuum,” Izv. Vuz.
Fiz. 3, 71 (1975); D. M. Gitman and S. P. Gavrilov, “Quantum Processes In A Strong Electromagnetic Field. Creating
Pairs”, Izv. Vuz. Fiz. 1, 94 (1977); S. P. Gavrilov and D. M. Gitman, “Vacuum instability in external fields,” Phys. Rev. D
53, 7162 (1996) [arXiv:hep-th/9603152]; S. P. Gavrilov and D. M. Gitman, “One-loop energy-momentum tensor in QED
with electric-like background,” Phys. Rev. D 78, 045017 (2008) [arXiv:0709.1828 [hep-th]].
[57] G. Mahajan and T. Padmanabhan, “Particle creation, classicality and related issues in quantum field theory: I. Formalism
and toy models,” Gen. Rel. Grav. 40, 661 (2008) [arXiv:0708.1233 [gr-qc]]; “Particle creation, classicality and related issues
in quantum field theory: II. Examples from field theory,” Gen. Rel. Grav. 40, 709 (2008) [arXiv:0708.1237 [gr-qc]].
[58] V. S. Popov, “On Schwinger mechanism of e+ e- pair production from vacuum by the field of optical and X-ray lasers,”
JETP Lett. 74, 133 (2001) [Pisma Zh. Eksp. Teor. Fiz. 74, 151 (2001)].
[59] A. D. Piazza, “Pair production at the focus of two equal and oppositely directed laser beams: The effect of the pulse
shape,” Phys. Rev. D 70, 053013 (2004).
[60] W. Becker et al, “Above-threshold ionization: from classical features to quantum effects”, Adv. Atom. Mol. Opt. Phys.
48, 35 (2002);
[61] T. Pfeifer, C. Spielmann and G. Gerber, ”Femtosecond X-ray science”, Rep. Prog. Phys. 69, 443 (2006).
[62] S. S. Bulanov, N. B. Narozhny, V. D. Mur and V. S. Popov, “On e+ e- pair production by a focused laser pulse in vacuum,”
Phys. Lett. A 330, 1 (2004) [arXiv:hep-ph/0403163], “Electron-positron pair production by electromagnetic pulses”, JETP
102, 9 (2006).
[63] R. Schu¨tzhold, H. Gies and G. Dunne, “Dynamically assisted Schwinger mechanism,” Phys. Rev. Lett. 101, 130404 (2008)
[arXiv:0807.0754 [hep-th]].
[64] T. N. Tomaras, N. C. Tsamis and R. P. Woodard, “Back-reaction in lightcone QED,” Phys. Rev. D 62, 125005
(2000) [arXiv:hep-ph/0007166]; “Pair creation and axial anomaly in light-cone QED(2),” JHEP 0111, 008 (2001)
[arXiv:hep-th/0108090].
[65] H. M. Fried, Y. Gabellini, B. H. J. McKellar and J. Avan, “Pair production via crossed lasers,” Phys. Rev. D 63, 125001
(2001); “The one loop effective action of QED for a general class of electric fields,” Phys. Lett. B 524, 233 (2002)
[arXiv:hep-th/0110180].
[66] R. P. Feynman, “Mathematical formulation of the quantum theory of electromagnetic interaction”, Phys. Rev. 80 440,
(1950); “An Operator Calculus Having Applications in Quantum Electrodynamics”, Phys. Rev. 84 108, (1951).
[67] M. J. Strassler, “Field theory without Feynman diagrams: One loop effective actions,” Nucl. Phys. B 385, 145 (1992)
[arXiv:hep-ph/9205205].
[68] For an extensive review, see: C. Schubert, “Perturbative quantum field theory in the string-inspired formalism,” Phys.
Rept. 355, 73 (2001) [arXiv:hep-th/0101036].
[69] V. Fock, “Proper Time In Classical And Quantum Mechanics,” Phys. Z. Sow. 12, 404 (1937);
[70] Y. Nambu, “The Use Of The Proper Time In Quantum Electrodynamics,” Prog. Theor. Phys. 5, 82 (1950).
[71] E. W. Glover, “Progress in NNLO calculations for scattering processes,” Nucl. Phys. Proc. Suppl. 116, 3 (2003)
[arXiv:hep-ph/0211412]; Z. Bern, “Recent progress in perturbative quantum field theory,” Nucl. Phys. Proc. Suppl. 117,
260 (2003) [arXiv:hep-ph/0212406].
[72] H. Gies and K. Langfeld, “Quantum diffusion of magnetic fields in a numerical worldline approach,” Nucl. Phys. B 613,
353 (2001) [arXiv:hep-ph/0102185]; “Loops and loop clouds: A numerical approach to the worldline formalism in QED,”
Int. J. Mod. Phys. A 17, 966 (2002) [arXiv:hep-ph/0112198]; K. Langfeld, L. Moyaerts and H. Gies, “Fermion-induced
quantum action of vortex systems,” Nucl. Phys. B 646, 158 (2002) [arXiv:hep-th/0205304].
[73] H. Gies and K. Klingmuller, “Pair production in inhomogeneous fields,” Phys. Rev. D 72, 065001 (2005)
[arXiv:hep-ph/0505099].
[74] P. Pechukas, “Time-Dependent Semiclassical Scattering Theory. I. Potential Scattering”, Phys. Rev. 181, 166 (1969).
[75] H. Kleinert, “Path Integrals in Quantum Mechanics, Statistics, Polymer Physics, and Financial Markets,” World Scientific,
Singapore, 2004.
[76] M. B. Halpern, A. Jevicki and P. Senjanovic, “Field Theories in Terms of Particle-String Variables: Spin, Internal Symmetry
and Arbitrary Dimension” , Phys. Rev. D 16, 2476 (1977); M. B. Halpern and W. Siegel, “The Particle Limit of Field
Theory: A New Strong Coupling Expansion”, Phys. Rev. D 16, 2486 (1977).
[77] I. K. Affleck, O. Alvarez and N. S. Manton, “Pair Production At Strong Coupling In Weak External Fields,” Nucl. Phys.
B 197, 509 (1982).
[78] G. V. Dunne and C. Schubert, “Worldline instantons and pair production in inhomogeneous fields,” Phys. Rev. D 72,
105004 (2005) [arXiv:hep-th/0507174];
[79] G. V. Dunne, Q.-h. Wang, H. Gies and C. Schubert, “Worldline instantons. II: The fluctuation prefactor,” Phys. Rev. D
73, 065028 (2006) [arXiv:hep-th/0602176];
[80] G. V. Dunne and Q. h. Wang, “Multidimensional worldline instantons,” Phys. Rev. D 74, 065015 (2006)
[arXiv:hep-th/0608020].
[81] G. V. Dunne, “Worldline instantons, vacuum pair production and Gutzwiller’s trace formula,” J. Phys. A 41, 164041
(2008).
[82] I. M. Gelfand and A. M. Yaglom, “Integration in functional spaces and it applications in quantum physics,” J. Math. Phys.
1, 48 (1960).
20
[83] S. Levit and U. Smilansky, “A Theorem on infinite products of eigenvalues of Sturm-Liouville type”, Proc. Am. Math.
Soc. 65, 299 (1977).
[84] K. Kirsten and A. J. McKane, “Functional determinants for general Sturm-Liouville problems,” J. Phys. A 37, 4649 (2004)
[arXiv:math-ph/0403050].
[85] M. C. Gutzwiller, “Periodic orbits and classical quantization conditions,” J. Math. Phys. 12, 343 (1971).
[86] R. G. Littlejohn, “Semiclassical structure of trace formulas”, J. Math. Phys. 31, 2952 (1990).
[87] P. Cvitanovic´ et al., Chaos: Classical and Quantum, http://chaosbook.org/; P. Muratore-Ginanneschi, “Path integration
over closed loops and Gutzwiller’s trace formula,” Phys. Rept. 383 (2003) 299 [arXiv:nlin.cd/0210047].
[88] D. D. Dietrich and G. V. Dunne, “Gutzwiller’s Trace Formula and Vacuum Pair Production,” J. Phys. A: Math. Theor.
40, F825-F830, (2007), [arXiv:0706.4006 [hep-th]].
[89] D. Kharzeev and K. Tuchin, “From color glass condensate to quark gluon plasma through the event horizon,” Nucl.
Phys. A 753, 316 (2005) [arXiv:hep-ph/0501234]; D. Kharzeev, E. Levin and K. Tuchin, “Multi-particle production and
thermalization in high-energy QCD,” Phys. Rev. C 75, 044903 (2007) [arXiv:hep-ph/0602063].
[90] Note that the factor 2e has nothing to do with Cooper pairs; the factor of 2 is simply a side-effect of the standard
normalization conventions of worldline path integrals [68], in which the ”kinetic” term in (4.1) is x˙2/4, rather than x˙2/2.
