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Ra´d bych na tomto mı´steˇ podeˇkoval vsˇem, kterˇı´ mi s pracı´ pomohli, zejme´na me´mu
vedoucı´mu pra´ce a konzultantovi.
Abstrakt
Tento text popisuje vykona´va´nı´ bakala´rˇske´ pra´ce formou odborne´ praxe ve firmeˇ Relbit,
s.r.o. Pra´ce pojedna´va´ ome´motivaci absolvovat praxi, ofirmeˇ, jejı´mzameˇrˇenı´ a projektech,
ktery´mi se zaby´va´. Da´le obsahuje seznam zadany´ch u´kolu˚, ktere´ jsem se snazˇil vyrˇesˇit.
Detailneˇ je rozepsa´n postup pra´ce, na´vrh rˇesˇenı´ a implementace, prˇı´padneˇ testova´nı´
a provoz v produkcˇnı´m nasazenı´. Vy´stupem pra´ce je celkove´ zhodnocenı´ praxe, pracovnı´
u´speˇchy a neu´speˇchy, zı´skane´ znalosti a zkusˇenosti.
Klı´cˇova´ slova: odborna´ praxe, firma, Relbit, hosting, cloud, bakala´rˇska´ pra´ce
Abstract
This text describes bachelor thesis in form of individual professional practice in Relbit,
s.r.o. It is about mymotivation to participate in professional practive, about the company,
its products and specialization. It contains a list of tasks I was trying to solve. It also
features report of my work, proposed design, implementation, problem solving, testing
anddeployment in production environment. The results are overall eveluation of practice,
work-related successes and failures, acquired knowledge and experiences.
Keywords: professional practice, company, Relbit, hosting, cloud, bachelor thesis
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21 U´vod
Tento text popisuje mou praxi a na´plnˇ pra´ce beˇhem dvou semestru˚ ve firmeˇ Relbit, s.r.o.
Firmu Relbit, s.r.o. jsem si vybral z du˚vodu zajı´mave´ho zameˇrˇenı´ a pouzˇı´va´nı´ techno-
logiı´, se ktery´mi bych se ra´d naucˇil pracovat, nebo se o nich dozveˇdeˇt vı´ce. V ra´mci praxe
jsem si chteˇl vyzkousˇet rˇesˇenı´ rea´lny´ch proble´mu˚, ktere´ cˇloveˇk mu˚zˇe potkat prˇi provozu
aplikacı´ v produkcˇnı´m prostrˇedı´.
Hledal jsem takovoupra´ci, ve ktere´ bychmohl naplno vyuzˇı´t sve´ programovacı´ schop-
nosti a poveˇdomı´ o linuxovy´ch syste´mech. Vybı´ral jsem tak, abych nepracoval jen na
vysokou´rovnˇovy´ch aplikacı´ch a uzˇivatelsky´ch rozhranı´ch, ale podı´val se i do hlubin
operacˇnı´ho syste´mu, sluzˇeb, jejich nastavenı´, sı´t’ı´ a sı´t’ovy´ch protokolu˚.
Soucˇasneˇ meˇ la´kalo podı´vat se na to, jak se v praxi vyuzˇı´vajı´ virtualizacˇnı´ch techno-
logie k rozlozˇenı´ za´teˇzˇe, dynamicke´mu prˇideˇlova´nı´ prostrˇedku˚ a vytvorˇenı´ cloudovy´ch
sluzˇeb, anizˇ by o tom uzˇivatel veˇdeˇl.
Vı´ce informacı´ o firmeˇ, jejı´ cˇinnosti a produktech se lze docˇı´st v kapitole 2.
Seznam zadany´ch pracovnı´ch u´kolu˚, na ktery´ch jsem po dobu dvou semestru˚ praco-
val, je v kapitole 3.
Velka´ cˇa´stme´ pra´ce se ty´kala dvouprojektu˚, vpsAdmin aBitoxy, ktere´ je nutne´ nejdrˇı´ve
prˇedstavit a uve´st do kontextu. Vı´ce o teˇchto projektech v kapitole 3.1.
Samotna´ pra´ce, na´vrh, postup, rˇesˇenı´ u´kolu˚ a proble´mu˚ s tı´m souvisejı´cı´ch je popsa´no
v kapitole 4.
Za´veˇrecˇne´ hodnocenı´ praxe, popisujı´cı´ u´speˇchy a neu´speˇchy, zı´skane´ a vyuzˇite´ zna-
losti je v kapitole 5.2.
32 O firmeˇ
Relbit, s.r.o. je firma zalozˇena´ v roce 2010. Firmu tvorˇı´ mlady´ a velice prˇa´telsky´ kolektiv.
Zaby´va´ se poskytova´nı´m cloudovy´ch sluzˇeb a hostova´nı´m aplikacı´ vyuzˇı´vajı´cı´ch PHP [1]
a MySQL [2].
V rˇı´jnu 2013 dosˇlo ke zverˇejneˇnı´ produktu eviacloud pod svobodnou licencı´ Apache
License 2.0 [3]. Jedna´ se o platformu pro hostovanı´ PHP aplikacı´, ktera´ se doka´zˇe sˇka´lovat
podle za´teˇzˇe a da´t tak uzˇivateli potrˇebny´ vy´kon k vyrˇı´zenı´ pozˇadavku˚. V eviacloudu [4]
beˇzˇı´ veˇtsˇina PHPaplikacı´ bez jaky´chkoliv u´prav, cozˇ byl cˇasty´ proble´mpodobny´ch sluzˇeb.
Eviacloud ma´ jednoduche´ webove´ rozhranı´ jak pro administra´tory syste´mu, tak pro
uzˇivatele. Nevyzˇaduje odbornost uzˇivatele a za´rovenˇ je velice snadny´ i pro administra´-
tory.
Relbit poskytuje jednak PaaS eviacloudu s podporou dle vybrane´ho pla´nu, nebo je
mozˇne´ si eviacloud nainstalovat na svou vlastnı´ infrastrukturu, ovsˇem bez podpory.
Vefirmeˇ jsempracoval na externı´ch projektech, ktere´ Relbit interneˇ vyuzˇı´va´, konkre´tneˇ
vpsAdmin a vpsadmininstall. Da´le jsem pracoval na soucˇa´sti eviacloudu zvane´ Bitoxy.
43 U´koly
V pru˚beˇhu odborne´ praxe jsem meˇl zada´ny na´sledujı´cı´ u´koly:
• Zimnı´ semestr
– vytvorˇit instala´tor pro vpsAdmin,
– navrhnout a vytvorˇit program pro synchronizaci dat,
– udrzˇovat a rozvı´jet sta´vajı´cı´ ko´d vpsAdminu.
• Letnı´ semestr
– udrzˇovat a rozvı´jet sta´vajı´cı´ ko´d vpsAdminu,
– navrhnout a zapocˇı´t pra´ci na vpsAdmin 2.0,
– dopracovat log prˇı´stupu˚ do Bitoxy.
O jednotlivy´ch projektech a u´kolech pı´sˇu podrobneˇji nı´zˇe.
3.1 Informace o projektech
Oprojektech, na ktery´ch jsem pracoval, je zde napsa´no pa´r za´kladnı´ch informacı´. Detailnı´
popis cˇinnosti a pra´ce na nich je v kapitole 4.
3.1.1 vpsAdmin
Velka´ cˇa´st me´ pra´ce se ty´kala open-source projektu vpsAdmin. Jedna´ se o webovou admi-
nistraci virtua´lnı´ch serveru˚. vpsAdmin byl pu˚vodneˇ vytvorˇen pro potrˇeby obcˇanske´ho
sdruzˇenı´ vpsFree.cz Pavlem Sˇnajdrem.
vpsAdmin spravuje kontejnery vytvorˇene´ virtualizacˇnı´ technologiı´ OpenVZ. Doka´zˇe
se starat o vı´ce fyzicky´ch serveru˚ a virtua´lnı´ch serveru˚ na nich.
Pojem kontejner a VPS oznacˇuje jednu a tu samou veˇc.
Projekt se skla´da´ ze trˇı´ cˇa´stı´.
• vpsAdmin – webove´ rozhranı´ pro uzˇivatele i administra´tory
• vpsAdmind – de´mon beˇzˇı´cı´ na vsˇech fyzicky´ch serverech, ktere´ jsou soucˇa´stı´ insta-
lace vpsAdminu
• vpsadminctl – program pro administra´tory nainstalova´n po boku vpsAdmind
a slouzˇı´ k jeho ovla´da´nı´
vpsAdmind se prˇipojuje do databa´ze a s webovy´m rozhranı´m prˇı´mo nekomunikuje.
vpsAdmind vytva´rˇı´ soket, prˇes ktery´ s nı´m komunikuje vpsadminctl.
Dalsˇı´ soucˇa´stı´ je samozrˇejmeˇ vpsadmininstall, jeho vyuzˇitı´ je ale dobrovolne´.
Mezi nejdu˚lezˇiteˇjsˇı´ funkce patrˇı´:
5• rozdeˇlenı´ serveru˚ do lokacı´ a jejich nastavenı´,
• spra´va VPS, IP adres, konfigurace,
• migrace VPS mezi servery,
• za´lohova´nı´ VPS,
• prˇipojova´nı´ sdı´leny´ch u´lozˇisˇt’do VPS,
• sledova´nı´ prˇeneseny´ch dat,
• hromadne´ operace,
• spra´va uzˇivatelu˚, atd. . .
Webova´ cˇa´st je napsa´na ve skriptovacı´m jazyku PHP, vpsAdmind a vpsadminctl
v Ruby [5]. Jako databa´ze je pouzˇita MySQL, poprˇı´padeˇ MariaDB [10].
vpsAdmin je uvolneˇn pod licencı´ GNU/GPL [6].
3.1.2 Bitoxy
Bitoxy je FTP/FTPS [7, 8] proxy server napsany´ v C++ s vyuzˇitı´m Qt frameworku [11],
ktery´ slouzˇı´ jako load-balancer mezi uzˇivateli a internı´mi FTP servery.
Pro rozkla´da´nı´ za´teˇzˇe pouzˇı´va´ Bitoxy tzv. „smeˇrovacˇe“. Podle zadane´ho uzˇivatel-
ske´ho jme´na je spojenı´ prˇesmeˇrova´no na dany´ internı´ FTP server. Smeˇrovacˇ je abstraktnı´
rozhranı´ a je mozˇno jej libovolneˇ implementovat. Soucˇa´stı´ Bitoxy je staticky´ smeˇrovacˇ,
ktery´ prˇesmeˇruje vsˇechny uzˇivatele na jeden FTP server, nebo SQL smeˇrovacˇ, ktery´ kon-
figurovatelny´m dotazem do databa´ze zjistı´, kam uzˇivatele prˇesmeˇrovat.
Bitoxy cˇeka´, azˇ uzˇivatel poskytne svu˚j login. Podle neˇj pozna´, kam ma´ spojenı´ prˇe-
smeˇrovat. Heslo uzˇ validuje internı´ FTP server. Jestlizˇe uzˇivatel neexistuje, Bitoxy pokus
o prˇihla´sˇenı´ simuluje a po zada´nı´ hesla jej vzˇdy odmı´tne, aby se nedalo poznat, zda
uzˇivatel neexistuje, cˇi je sˇpatne´ heslo.
Bitoxy v ra´mci sve´ho procesu rozprostı´ra´ uzˇivatele mezi vı´ce vla´ken a doka´zˇe tak
vyuzˇı´t vsˇech procesoru˚ v syste´mu k dosazˇenı´ maxima´lnı´ propustnosti. V jedne´ instanci
lze vytvorˇit vı´ce FTP/FTPS proxy serveru˚ s ru˚zny´mi nastavenı´mi.
Bitoxy je soucˇa´stı´ eviacloudu. Je to volneˇ dostupny´ software uvolneˇny´ pod licencı´
Apache License 2.0.
64 Pra´ce na projektech
4.1 Program vpsadmininstall
My´m prvnı´m u´kolem bylo vytvorˇit instalacˇnı´ program pro vpsAdmin.
4.1.1 Pozˇadavky
Cı´lembylo vytvorˇit instalacˇnı´ program, ktery´ bude velice jednoduchy´ na pouzˇitı´ a nebude
vyzˇadovat odbornost uzˇivatele, aby nemusel veˇdeˇt nic o tom, jak funguje vpsAdmin cˇi
OpenVZ [9] kvu˚li vytvorˇenı´ neˇkolika virtua´lnı´ch serveru˚.
Spusˇteˇnı´ instalace by se meˇlo prove´st jednı´m prˇı´kazem. Vsˇe, co lze, se musı´ zjistit
automaticky a uzˇivatel nema´ by´t zbytecˇneˇ zateˇzˇova´n.
Jakozˇto jedina´ podporovana´ distribuce byl zvolen Scientific Linux 6, cozˇ je volneˇ
dostupny´ klon Red Hat Enterprise Linuxu. Du˚vodem je, zˇe programa´torˇi OpenVZ uzˇ nic
jine´ho nezˇ RHEL nepodporujı´.
Ke spusˇteˇnı´ instala´toru uzˇivatel musı´ mı´t server s cˇistou instalacı´ Scientific Linuxu.
Instalacˇnı´ program nainstaluje a nastavı´ vsˇe ostatnı´.
Instala´tor musı´ umeˇt vytvorˇit novou instalaci vpsAdminu a take´ prˇipojenı´ dalsˇı´ho
serveru do sta´vajı´cı´ instalace.
Vy´sledkem je plneˇ funkcˇnı´ a nastavena´ instance vpsAdminu.
4.1.2 Provedenı´
Projekt je hostova´nuvpsFree.cz, o.s., jako soucˇa´st vpsAdminu, i kdyzˇ jej prˇı´monevyuzˇı´va´.
Instala´tor je kompletneˇ napsa´n v Bashi a spustı´ se pomocı´ jednoho rˇa´dku v termina´lu.
curl −ko− ”https:// git .vpsfree.cz/?p=vpsadmininstall.git ;a=blob plain; f=install vpsadmin.sh;hb=
HEAD” | bash
Vy´pis 1: Spusˇteˇnı´ nove´ instalace
curl −ko− ”https:// git .vpsfree.cz/?p=vpsadmininstall.git ;a=blob plain; f=install node .sh;hb=HEAD”
| bash
Vy´pis 2: Prˇida´nı´ serveru do existujı´cı´ instalace
Informace o pru˚beˇhu jsou vypisova´ny jednak na konzoli a take´ do souboru /root/-
vpsadmin.progress. Detailnı´ log instalace je ulozˇen v souboru /root/vpsadmin-install.log, ten
je nutny´ pouze k ladeˇnı´ chyb.
Nastane-li beˇhem jake´koliv operace neocˇeka´vana´ chyba, uzˇivatel je o nı´ informova´n
a dojde k okamzˇite´mu ukoncˇenı´ instalace. Proble´m lze najı´t a vyrˇesˇit za pomoci drˇı´ve
zmı´neˇne´ho logu.
Instala´tor si nejdrˇı´ve od uzˇivatele vyzˇa´da´ nezbytne´ informace a zadana´ data ulozˇı´,
nainstaluje ja´dro OpenVZ a utility v uzˇivatelske´m prostoru a nakonec nastavı´ server tak,
aby po restartu dosˇlo ke spusˇteˇnı´ druhe´ho instalacˇnı´ho kroku.
Syste´m se restartuje do nove´ho OpenVZ ja´dra.
7Ke spusˇteˇnı´ instala´toru dojde jesˇteˇ prˇi nacˇı´ta´nı´ syste´mu, uzˇivatel se vu˚bec nedostane
ke konzoli.
Ve druhe´m kroku dojde k vytvorˇenı´ kontejneru #101, ve ktere´m sı´dlı´ webove´ rozhranı´
s databa´zı´ a vpsAdmind pro rozesı´la´nı´ e-mailu˚.
Do tohoto kontejneru je nainstalova´nwebovy´ serverApache2,MySQLdataba´ze a vesˇ-
kere´ za´vislosti vpsAdminu. Instala´tor obsahuje konfiguracˇnı´ soubory du˚lezˇity´ch sluzˇeb.
Po nainstalova´nı´ webove´ho rozhranı´ se v databa´zi vytvorˇı´ tabulky a nahrajı´ se do nich
prˇedprˇipravena´ data, ktera´ obsahujı´ za´kladnı´ nastavenı´.
Instala´tor da´le vytvorˇı´ soubor /etc/cron.d/vpsadmin, do ktere´ho vlozˇı´ periodicke´ spou-
sˇteˇnı´ operacı´, jako opozˇdeˇne´ maza´nı´ uzˇivatelu˚ a dat, spousˇteˇnı´ za´loh a rozesı´la´nı´ e-mailu˚.
Veˇtsˇina teˇchto operacı´ je zakomentova´na, jelikozˇ vyzˇaduje pokrocˇilejsˇı´ znalosti a pra´ci
ze strany administra´tora.
Nakonec instala´tor vytvorˇı´ soubor /root/vpsadmin.ready, ktery´ obsahuje informaci o tom,
kde mu˚zˇe uzˇivatel nale´zt webove´ rozhranı´, jake´ jsou prˇihlasˇovacı´ u´daje a podobneˇ. Sou-
cˇa´stı´ jsou take´ prˇı´stupove´ u´daje k databa´zi, ktere´ jsou potrˇebne´ pro pozdeˇjsˇı´ instalaci
dalsˇı´ch serveru˚ do clusteru. Tyto informace jsou takte´zˇ zapsa´nydo souboru /root/vpsadmin-
node.txt. Tento soubor je mozˇne´ nahra´t na server, ktery´ chceme prˇidat do nasˇı´ instance
vpsAdminu, a pote´ na neˇm spustit instala´tor. Ten si soubor prˇecˇte a nebude vyzˇadovat
rucˇnı´ zada´nı´ u´daju˚ pro prˇı´stup k databa´zi.
Pote´ dojde opeˇt k restartu syste´mu a po nabeˇhnutı´ je vpsAdmin plneˇ funkcˇnı´.
Pra´ci na tomto projektu jsem se veˇnoval 14 dnı´.
4.2 Synchronizace dat pomocı´ ZFS
Tento projekt jsem meˇl vı´ceme´neˇ ve sve´ rezˇii. Da´n byl pouze cı´l a to sice synchronizovat
data mezi nastaveny´m pocˇtem pocˇı´tacˇu˚. Aplikace meˇla by´t pouzˇitelna´ jak k replikaci dat
na serverech, tak k synchronizaci dat naprˇ. mezi notebookem a desktopem.
Jako zpu˚sob synchronizace byl zvolen syste´m souboru˚ ZFS a jeho snapshoty, ktere´
lze snadno posı´lat po sı´ti prˇı´kazy zfs send a recv. Alternativou k tomuto by mohlo by´t
periodicke´ spousˇteˇnı´ rsync, to by ale bylo na veˇtsˇı´ mnozˇstvı´ souboru˚ neu´nosneˇ pomale´.
ZFS naopak neovlivnı´ pocˇty souboru˚, prˇena´sˇı´ se pouze bloky dat.
Architektura syste´mu byla navrzˇena tak, zˇe na kazˇde´m pocˇı´tacˇi, ktery´ bude soucˇa´stı´
synchronizacˇnı´ho procesu, pobeˇzˇı´ de´mon, ktery´ bude komunikovat s ostatnı´mi. Prˇi startu
tohoto programu se prˇecˇte konfiguracˇnı´ soubor, kde je nastaveno, co a kam se ma´ syn-
chronizovat. U kazˇde´ synchronizovane´ slozˇky se take´ da´ nastavit minima´lnı´ intervalmezi
dveˇmi synchronizacemi a jestli sledovat zmeˇny ve slozˇce pomocı´ rozhranı´ kernelu inotify.
Synchronizace probı´ha´ tak, zˇe zaznamena´-li de´mon zmeˇny ve slozˇce, udeˇla´ snapshot
a snazˇı´ se data rozeslat na pocˇı´tacˇe nastavene´ v konfiguraci. Kontaktuje de´mony na oneˇch
pocˇı´tacˇı´ch a kdyzˇ dostane potvrzenı´, spustı´ zfs send prˇes SSH. To samozrˇejmeˇ vyzˇaduje
mı´t root uzˇivatele synchronizovany´ch pocˇı´tacˇu˚ propojeny prˇes klı´cˇe tak, aby prˇihla´sˇenı´
nevyzˇadovalo heslo.
Tento u´kol se mi nepodarˇilo u´speˇsˇneˇ dokoncˇit. Narazil jsem na obtı´zˇnosti v imple-
mentaci a protozˇe se nejednalo o du˚lezˇitou pra´ci, tento projekt byl odlozˇen.
Pra´ci na tomto projektu jsem se veˇnoval 6 dnı´.
84.3 vpsAdmin
V pru˚beˇhu zimnı´ho i letnı´ho semestru jsem se zaby´val jednak u´drzˇbou sta´vajı´cı´ho ko´du,
opravami chyb a take´ vy´vojem novy´ch funkcı´, od teˇch nejmensˇı´ch u´prav po komplexneˇjsˇı´
funkce.
4.3.1 Prˇizpu˚sobenı´ pro vpsadmininstall
Abymohl instala´tor fungovat, bylonutne´ udeˇlat pa´r u´pravvewebove´mrozhranı´ i vevpsAd-
mind.
Pro spra´vnou instalaci databa´ze bylo nutne´ prˇidat k projektu aktua´lnı´ a spra´vne´
sche´ma databa´ze, ktere´ je prˇi instalaci vytvorˇeno.
Veˇtsˇı´ u´pravy byly potrˇeba ve vpsAdmind. Dodeˇla´na byla spra´va SSH klı´cˇu˚ a genero-
va´nı´ souboru˚ ∼/.ssh/authorized keys a ∼/.ssh/known hosts.
vpsAdmin spravuje sˇablony konfiguracˇnı´ch souboru˚, ktere´ se aplikujı´ na konfiguraci
jednotlivy´ch VPS. Prˇidal jsem tedy do vpsadminctl prˇepı´nacˇ, ktery´ zajistı´, zˇe vpsAdmind
sˇablony z databa´ze zapı´sˇe na disk. vpsadminctl s tı´mto prˇepı´nacˇem je vola´n prˇi instalaci.
Zatı´m nevyrˇesˇen je proble´m aktualizace vsˇech soucˇa´stı´ vpsAdminu najednou. Pro
distribuci se vyuzˇı´va´ verzovacı´ syste´m git. Webove´ rozhranı´ je nutne´ aktualizovat rucˇneˇ
zavola´nı´m prˇı´kazu git pull. Tento prˇı´kaz vsˇak musı´ by´t spusˇteˇn ve VPS #101, kde je
rozhranı´ nainstalova´no. vpsAdmind se aktualizuje prˇı´kazem vpsadminctl update, ktery´
musı´ by´t spusˇteˇn na vsˇech serverech.
4.3.2 Webove´ rozhranı´
Ve verzovacı´m syste´mu je za dobu me´ praxe neˇkolik desı´tek zmeˇn, ty vy´znamneˇjsˇı´ zde
popı´sˇu.
V neˇkolika sekcı´ch administrace bylo prˇida´no prˇesmeˇrova´nı´ po provedenı´ akcı´. Chy-
beˇjı´cı´ prˇesmeˇrova´nı´ znamenalo, zˇe prˇi aktualizaci se akce vykonala znovu, cozˇ mu˚zˇe
mı´t nezˇa´doucı´ du˚sledky. Tento nedostatek se ty´kal manipulace VPS, spravova´nı´ sı´t’ovy´ch
u´lozˇisˇt’a za´loh.
Du˚lezˇitou zmeˇnou je zvy´sˇenı´ priority vsˇech akcı´ zadany´ch ve webove´m rozhranı´,
nebot’ automaticky vkla´dane´ syste´move´ operace, jako naprˇı´klad za´lohova´nı´, zdrzˇovaly
uzˇivatele. Prˇı´kazy s vysˇsˇı´ prioritou jsou prˇi vykona´va´nı´ uprˇednostneˇny.
U´prav se docˇkaly take´ ru˚zne´ filtrovacı´ formula´rˇe, jejichzˇ mozˇnosti jsem rozsˇı´rˇil. Ku
prˇı´kladu filtrova´nı´ prˇı´kazu dle u´speˇsˇnosti provedenı´, nebo filtr VPS podle DNS prˇekla-
dacˇu˚, ktere´ pouzˇı´vajı´.
Pro usnadneˇnı´ monitorova´nı´ stavu serveru˚ byl vytvorˇen skript /cluster status.php, je-
hozˇ vy´stupem je OK, je-li vsˇe v porˇa´dku, prˇı´padneˇ vypı´sˇe servery, ktere´ neodpovı´dajı´.
Vy´stup tohoto skriptu lze jednodusˇe pravidelneˇ kontrolovat a automatizovat upozorneˇnı´
spra´vcu˚ syste´mu.
Slozˇiteˇjsˇı´ funkcı´ byla implementace real-timemonitoru prˇenosu˚ dat. vpsAdmind co 10
sekund ukla´da´ do tabulky v pameˇti v databa´zi prˇenesena´ data pro vsˇechny VPS. Z teˇchto
dat se vypocˇı´ta´ aktua´lnı´ prˇenosova´ rychlost a sestupneˇ serˇadı´ a zobrazı´ ve webove´m
9rozhranı´. Tuto funkcionalitu bude mozˇno vyuzˇı´t k automaticke´ detekci DDoS u´toku˚
a blokaci postizˇeny´ch IP adres.
4.3.3 Program vpsAdmind
Vy´voj webove´ho rozhranı´ byl zrcadlen ve vpsAdmind, ktery´ slouzˇı´ i k odesı´la´nı´ e-mailu˚.
Dodeˇla´na byla podpora pro vkla´da´nı´ hlavicˇek typu Message-ID. In-Reply-To a References
pro spra´vne´ zobrazenı´ zpra´v v e-mailovy´ch klientech ve vla´knech.
Vyrˇesˇen byl proble´m s rostoucı´ velikostı´ logovacı´ch souboru˚, ktere´ v extre´mnı´ch si-
tuacı´ch dosahovaly azˇ jednotky GB. Nedostatek jsem vyrˇesˇil napsa´nı´m konfiguracˇnı´ho
souboru pro program logrotate, ktery´ se stara´ o rotova´nı´ logu˚.
Velky´m proble´mem byla manipulace s daty VPS vı´ce de´mony najednou. Na prˇı´klad
prˇi probı´hajı´cı´ za´loze uzˇivatel spustil reinstalaci VPS. Za´loha tak byla znehodnocena.
Doplnil jsem kontrolu globa´lnı´ho za´mku VPS, ktery´ zajisˇt’uje, aby k datu˚m prˇistupoval
jen jeden proces, na vsˇechna du˚lezˇita´ mı´sta, aby k podobny´m proble´mu˚m nedocha´zelo.
Poslednı´ du˚lezˇitou u´pravou bylo real-time sledova´nı´ prˇenosu˚ dat. Prˇenosy se meˇrˇı´ za
pomocı´ iptables, tzn. linuxove´ho bezestavove´ho firewallu. vpsAdmind prˇi startu˚ vytvorˇı´
pravidla pro vsˇechny IP adresy a co 10 sekund cˇte pocˇı´tadla prˇeneseny´ch bajtu˚ a paketu˚.
4.3.4 Program vpsadminctl
Zaby´val jsem se usnadneˇnı´m pouzˇitı´ tohoto programu.
vpsadminctl ma´ prˇepı´nacˇ --help, ktery´ vypı´sˇe na´poveˇdu pro pouzˇitı´. Popisuje pod-
porovane´ prˇı´kazy s kra´tky´m vysveˇtlenı´m jejich cˇinnosti. Tento text je vsˇak nedostatecˇny´,
jelikozˇ nepopisuje vsˇechny implikace, ktere´ jednotlive´ prˇı´kazy mohou mı´t.
Z tohoto du˚vodu byla vytvorˇena manua´lova´ stra´nka, ktera´ detailneˇ popisuje pou-
zˇitı´ programu a vsˇechny situace. U kazˇde´ho prˇı´kazu je napsa´no, co prˇesneˇ se stane, jak
se syste´m zachova´ a jake´ mohou by´t na´sledky. Rozdı´l v chova´nı´ prˇı´kazu˚ je ku prˇı´kladu
v blokova´nı´ vpsadminctl a cˇeka´nı´ na dokoncˇenı´ operace. Neˇktere´ prˇı´kazy cˇekajı´ na pro-
vedenı´ a jine´ naopak beˇzˇı´ na pozadı´.
Po nainstalova´nı´ lze manua´lovou stra´nku otevrˇı´t prˇı´kazem man vpsadminctl.
Pra´ci na tomto projektu jsem se veˇnoval 3 dny v zı´mnı´m semestru a 7 dnu˚ v letnı´m
semestru.
4.4 Projekt vpsAdmin2
Jako vy´voja´rˇ vpsAdminu jsem si veˇdom nedostatku˚ a sˇpatny´ch za´kladu˚ sta´vajı´cı´ verze,
kvu˚li ktery´m je obtı´zˇne´ implementovat nove´ funkce. Za´rovenˇ u nı´ dochazı´, a cˇı´m da´l tı´m
cˇasteˇji bude docha´zet, k duplicitnı´mu ko´du v eviacloudu a vpsAdminu. Dalsˇı´m proble´-
mem je udrzˇova´nı´ zpeˇtne´ kompatibility se stary´mi konfiguracemi, ktera´ take´ komplikuje
vy´voj.
Z teˇchto du˚vodu˚ jsem dostal za u´kol navrhnout novou verzi u´plneˇ od zacˇa´tku.
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4.4.1 Pozˇadavky
• Prvnı´m programa´torsky´m pozˇadavkem bylo vybrat jiny´ jazyk nezˇ PHP. Adminis-
trace by meˇla by´t mnohem obecneˇjsˇı´ a ne usˇita´ na mı´ru jednomu prˇı´padu. vpsAd-
min2 bymeˇl by´t plneˇ open-source projekt se svou stra´nkou, dostupny´mi zdrojovy´mi
ko´dy a kvalitnı´ dokumentacı´.
Vyrˇesˇit duplicitnı´ ko´d ve vpsAdminu a eviacloudu.
• Nova´ verze by meˇla plneˇ vyuzˇı´vat vy´hod ZFS. To znamena´ umozˇnit uzˇivatelu˚m
vytva´rˇet datasety, migrace a za´lohy VPS deˇlat prˇes zfs send a recv, replikace datase-
tu˚/dat VPS. Doposud se k veˇtsˇineˇ operacı´ pouzˇı´va´ rsync, takzˇe tato zmeˇna by meˇla
mı´t za na´sledek vy´razne´ urychlenı´ operacı´ s daty, za prˇedpokladu, zˇe nenarazı´me
na chyby v implementaci ZFS na Linuxu.
Vesˇkere´ operace budou rˇesˇeny na u´rovni datasetu˚, jejich snapshotu˚ a prˇesouva´nı´.
Syste´m nebude veˇdeˇt, zˇe deˇla´ za´lohu, bude pouze vytva´rˇet a prˇesouvat snapshot.
• Lokace a servery budou spadat do tzv. „prostrˇedı´“. Kazˇde´ prostrˇedı´ bude mı´t svou
konfiguraci. Pro prˇedstavu, prostrˇedı´ mu˚zˇe by´t produkce, vy´voj, testova´nı´, apod.
• Uzˇivatel dostaneprˇideˇlenyurcˇite´ prostrˇedky (procesor, operacˇnı´ pameˇt’, disk) abude
si je moci rozdeˇlit mezi sve´ VPS. Musı´ by´t definova´na minima´lnı´ a maxima´lnı´ kon-
figurace dle prostrˇedı´, aby si uzˇivatel nemohl udeˇlat prˇı´lisˇ mnoho VPS, nebo jednu
moc vy´konnou.
• Stanovit, kolik a jak cˇasto musı´ uzˇivatel za sluzˇby platit. Sledovat prˇı´chozı´ platby
a automaticky je prˇirˇazovat k uzˇivatelu˚m. Na pozˇa´da´nı´ cˇi periodicky vystavovat
faktury a da´t je uzˇivateli k dispozici v PDF.
• Syste´m bude integrova´n s posˇtovnı´m serverem za u´cˇelem spra´vy uzˇivatelske´ pod-
pory. Uzˇivatel posˇle email na adresu podpory, posˇtovnı´ server zpra´vu prˇeda´ vpsAd-
minu, ten si ji ulozˇı´ a rozesˇle pozˇadavek techniku˚m, kterˇı´ mohou odpoveˇdeˇt bud’
prˇı´mo emailem, nebo prˇes webove´ rozhranı´ vpsAdminu. Tento syste´m usnadnı´ a
zprˇehlednı´ komunikaci mezi uzˇivateli a techniky.
• Du˚lezˇite´ je poskytovat API, ktere´ mohou uzˇivatele´ vyuzˇı´vat pro spra´vu VPS. Prˇes
totoAPI byvkonecˇne´mstavumeˇlo jı´t udeˇlat vsˇe, covewebove´mrozhranı´. Zpocˇa´tku
ma´ prioritu tvorba VPS, start, restart, apod.
• Logovat vesˇkere´ akce uzˇivatelu˚, ACL pro prˇı´stup ke vsˇem objektu˚m, prˇehledne´
uzˇivatelske´ rozhranı´ a rozhranı´ prˇizpu˚sobene´ pro administra´tory.
4.4.2 Na´vrh
Velka´ cˇa´st vpsAdminu a cely´ eviacloud je napsa´n v Ruby, jehozˇ volba byla jasna´. Pro
tvorbuwebove´ho rozhranı´ je vyuzˇit RubyonRails. Jakodataba´ze bylaponecha´naMySQL.
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Obra´zek 1: vpsAdmin2 - spra´va prostrˇedı´
Duplicitnı´ ko´dy se budou nejspı´sˇe rˇesˇit tak, zˇe se vytvorˇı´ jednotny´ obraz operacˇnı´ho
syste´mu, ktery´ bude poskytovat API. Tento syste´m pobeˇzˇı´ na vsˇech serverech. vpsAdmin
a eviacloud bude staveˇt na jeho API. Tento obraz opeˇt bude open-source projekt s doku-
mentacı´. API bude zapouzdrˇovat pra´ci s kontejnery a datasety, tı´m odstranı´me vesˇkere´
duplicity v ko´du.
Relacˇnı´ model databa´ze implementujı´cı´ nejdu˚lezˇiteˇjsˇı´ cˇa´sti syste´mu je v prˇı´loze A.
Model neobsahuje syste´m pro podporu ani tabulky ty´kajı´cı´ se knihoven pouzˇity´ch v
kapitole 4.4.3.
4.4.3 Vy´voj
S programova´nı´m v Ruby jsem uzˇ zkusˇenosti meˇl, avsˇak s Ruby on Rails jsem se musel
nejdrˇı´ve sezna´mit. Zezacˇa´tku pro meˇ bylo obtı´zˇne´ pracovat s Rails, protozˇe vsˇechno je
postaveno na principu „konvence ma´ prˇednost prˇed konfiguracı´ “. Je tedy nutne´ zapa-
matovat si nastavena´ pravidla.
Zacˇal jsem vy´vojemwebove´ho rozhranı´ vytvorˇenı´m v projektu Rails. Pote´ jsem hledal
dostupne´ knihovny, ktere´ by se daly pouzˇı´t. Pouzˇity jsou knihovny na tvorbu uzˇivatel-
ske´ho rozhranı´, autentizaci, autorizaci, logova´nı´ akcı´ a generova´nı´ formula´rˇu˚.
Bylo vytvorˇeno jednoduche´ rozhranı´ pro uzˇivatele a administra´tory, pouze se za´klad-
nı´mi funkcemi jako seznam uzˇivatelu˚, jejich prˇida´nı´/odebra´nı´/u´prava a podobneˇ pro
prostrˇedı´ na obra´zku 1, lokace, servery a VPS, vcˇetneˇ vyuzˇitı´ historie a ACL.
Pra´ci na tomto projektu jsem se veˇnoval 12 dnu˚.
4.5 Bitoxy
Pra´ce na Bitoxy se cˇasoveˇ prolı´nala s vy´vojem vpsAdmin2, jelikozˇ se prˇisˇlo na to, zˇe
pokrocˇile´ logova´nı´ aplikace neumı´ a je to potrˇeba.
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Obra´zek 2: Bitoxy - uka´zka logu prˇı´stupu˚
Za u´kol jsem dostal prˇidat do programu logova´nı´ prˇı´stupu uzˇivatelu˚, podobneˇ jako je
to naprˇ. ve webove´m serveru Apache2 cˇi nginx. Logy se majı´ posı´lat do syslogu, protozˇe
pak lze vyuzˇı´t prˇeposı´la´nı´ logu˚ po sı´ti a nemusı´me to implementovat sami.
Konfiguracˇnı´ soubor Bitoxy je ve forma´tu INI. Lze vytvorˇit vı´ce proxy serveru˚ s ru˚z-
ny´m nastavenı´m. Pro nastavenı´ logu˚ jsem vytvorˇil novou sekci v konfiguraci. Kazˇdy´ log
ma´ svu˚j na´zev a tı´m jej prˇirˇadı´me k proxy serveru. Mu˚zˇeme tedy vytvorˇit neˇkolik logu˚
a prˇirˇazovat je k ru˚zny´m proxy serveru˚m.
Kazˇdy´ log ma´ definova´n forma´t, ktery´ mu˚zˇe obsahovat promeˇnne´, za ktere´ Bitoxy prˇi
logova´nı´ dosadı´ konkre´tnı´ hodnoty.
S vyuzˇitı´m tohoto forma´tova´nı´ lze logovat bud’ do cˇiste´ho textu, ktery´ je zobrazen
na obra´zku 2, nebo generovat ku prˇı´kladu JSON a ten pak jednodusˇe cˇı´st za pomoci
knihovny.
[Log:syslog:MyLogger]
format = ” $client ip : $client port $worker/$conn id/$cmd id \”$cmd str\” −> $bytes sent \”
$status code $status str\” <− $server ip:$server port [$encryption,$proxy,$user]”
Vy´pis 3: Konfigurace logova´nı´ do cˇiste´ho textu v Bitoxy
[Log:syslog:MyLogger]
format = ”{ \” client \”: {\”addr\”: \” $client ip \”, \”port\”: $client port , \”connection id\”:
$conn id, \”command id\”: $cmd id, \”command\”: \”$cmd str\”}, \”reply\”: {\”status\”: \”
$status code\”, \”msg\”: \”$status str\”, \”data\”: $bytes sent}, \”server:\” {\”addr\”: \”
$server ip\”, \”port\”: $server port}, \”encrypted\”: \”$encryption\”, \”proxied\”: \”$proxy
\”, \”user\”: \”$user\” }”
Vy´pis 4: Konfigurace logova´nı´ do forma´tu JSON v Bitoxy
Jake´koliv u´pravymohou znamenat zavlecˇenı´ novy´ch chyb, ktere´ mohou vyu´stit v pa´d
programu, cozˇ v produkcˇnı´m prostrˇedı´ znamena´ proble´my. Vytvorˇil jsem proto jednodu-
che´ skripty v Bashi, ktere´ simulujı´ za´teˇzˇ. Na proxy se najednou prˇipojuje neˇkolik desı´tek
azˇ stovek klientu˚ a vypisujı´ adresa´rˇ. Tı´mto testem jsem eliminoval za´kladnı´ chyby, ktere´
vedly naprˇ. ke sˇpatne´mu prˇı´stupu do pameˇti.
Po dokoncˇenı´ implementace byl vytvorˇen RPM balı´cˇek pro instalaci na produkcˇnı´
servery. Specifikace tohoto balı´cˇku je soucˇa´stı´ zdrojovy´ch ko´du˚ Bitoxy.
V produkci jsme narazili pouze na jeden proble´m, kdy po neˇkolika ty´dnech azˇ meˇsı´ci
provozu dojde k pa´du aplikace. Tato chyba uzˇ je tam, zda´ se, delsˇı´ dobu a jesˇteˇ se jı´
nepodarˇilo odchytit debuggerem.
Na obra´zku 2 je zobrazen u´ryvek z logu prˇı´stupu˚. Program zachytil nove´ prˇipojenı´
a pokus o prˇihla´sˇenı´, ktery´ skoncˇil neu´speˇsˇneˇ z du˚vodu sˇpatny´ch prˇihlasˇovacı´ch u´daju˚.
Pra´ci na tomto projektu jsem se veˇnoval 8 dnu˚.
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5 Vy´sledky
5.1 Chybeˇjı´cı´ znalosti
Beˇhem praxe jsemmusel opra´sˇit znalosti Ruby a s Ruby on Rails jsem zacˇı´nal od zacˇa´tku.
Krom tohoto jsemmeˇl o vsˇemasponˇ jaky´si za´kladnı´ prˇehled adetaily si rychle dostudoval.
Program pro synchronizaci dat nebyl z cˇasovy´ch du˚vodu˚ a nı´zke´ priority dokoncˇen.
5.2 Zı´skane´ zkusˇenosti a dovednosti
V praxi jsem neprˇetrzˇiteˇ pracoval s linuxovy´mi syste´my, virtualizacˇnı´mi technologiemi
a balı´cˇkovacı´my syste´my. Navrhoval, spravoval a udrzˇoval jsem MySQL databa´ze. Pro-
gramoval jsemve skriptovacı´ch jazycı´chPHP,RubyaPython.Naucˇil se za´kladnı´ koncepty
a pravidla pro pra´ci v Ruby on Rails. Pracoval jsem take´ v C++ spolu s rozsa´hly´m Qt fra-
meworkem. Zaby´val jsem se komunikacı´ po pocˇı´tacˇovy´ch sı´tı´ch a aplikacˇnı´mi protokoly.
Vyzkousˇel jsem si pra´ci s modernı´m syste´mem souboru˚ ZFS. Naucˇil se pracovat s debug-
gerem v konzoli, generovat a cˇı´st ladı´cı´ informace. V neposlednı´ rˇadeˇ jsem se naucˇil psa´t
manua´love´ stra´nky pro UNIXove´ syste´my.
Celou dobu jsem take´ vyuzˇı´val a zdokonalil sve´ znalosti pasivnı´ anglicˇtiny. Vesˇkery´
vy´voj, psanı´ dokumentace i samotne´ ucˇenı´ se novy´ch veˇcı´ probı´ha´ v anglicˇtineˇ, jelikozˇ je
v tomto jazyce dostupne´ nejveˇtsˇı´ a nejkvalitneˇjsˇı´ mnozˇstvı´ informacı´, alesponˇ co se ty´ka´
programova´nı´ a administrova´nı´.
5.3 Zhodnocenı´
Vykona´val jsem pra´ci, ktera´ meˇ opravdu bavı´ a chteˇl bych v nı´ pokracˇovat.
Take´ jsem byl prˇekvapen, jak mu˚zˇe mlady´ ty´m neˇkolika lidı´ zvla´dnout vytvorˇit tak
komplexnı´ produkt, jaky´m je eviacloud. Je za tı´m spousta dnu˚ tezˇke´ pra´ce a trpeˇlivosti.
Jakub Skokan
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A Na´vrh relacˇnı´ho modelu pro vpsAdmin2
Relacˇnı´ model je rozdeˇlen do trˇı´ kategoriı´.
A.1 Cluster
Obsahuje popis infrastruktury syste´mu. Definuje prostrˇedı´, lokace, servery a VPS na nich.
Da´le seznam IP adres a pocˇty prˇeneseny´ch dat, dynamicke´ prˇideˇlova´nı´ prostrˇedku˚, kon-
figurace VPS, sˇablony VPS, datasety, jejich snapshoty, akce datasetu˚ (prˇesun, replikace)
a jejich prˇipojenı´ do VPS, specia´lnı´ vlastnosti VPS (PPP, NFS, TUN/TAP, iptables).
A.2 Transakce
Reprezentuje prˇı´kazy ve webove´m rozhranı´, ktere´ se majı´ vykonat na serverech. Prˇı´kazy
mohou by´t rozdeˇleny do neˇkolika front, ktere´ se vykona´vajı´ paralelneˇ. Kazˇda´ fronta ma´
omezeny´ pocˇet prˇı´kazu˚, ktere´ se uvnitrˇ prova´dı´ paralelneˇ.
A.3 Uzˇivatele´
Seznam uzˇivatelu˚ a jejich plateb. Nerˇesˇı´ generova´nı´ faktur.
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B Prˇı´loha na CD
Prˇilozˇene´ CD obsahuje adresa´rˇ Priloha, v neˇmzˇ se nacha´zı´:
• README – seznam zmeˇneˇny´ch souboru˚ v jednotlivy´ch projektech
• bitoxy – zdrojove´ ko´dy FTP/FTPS proxy Bitoxy
• havesync – zdrojove´ ko´dy synchronizacˇnı´ho na´stroje
• vpsadmin – webove´ rozhranı´ vpsAdmin
• vpsadminctl – program pro ovla´da´nı´ vpsAdmind
• vpsadmind – serverova´ cˇa´st vpsAdminu
• vpsadmininstall – instala´tor vpsAdminu
• vpsadmin2 – nekompletnı´ implementace nove´ verze vpsAdminu
