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WELL POSEDNESS FOR THE MOTION OF A
COMPRESSIBLE LIQUID WITH FREE SURFACE BOUNDARY.
Hans Lindblad
Abstract. We study the motion of a compressible perfect liquid body in vacuum. This can be thought of
as a model for the motion of the ocean or a star. The free surface moves with the velocity of the liquid and
the pressure vanishes on the free surface. This leads to a free boundary problem for Euler’s equations, where
the regularity of the boundary enters to highest order. We prove local existence in Sobolev spaces assuming
a ”physical condition”, related to the fact that the pressure of a fluid has to be positive.
1. Introduction
We consider Euler’s equations
(1.1) ρ
(
∂t + V
k∂k
)
vj + ∂j p = 0, j = 1, ..., n in D, where ∂i = ∂/∂xi,
describing the motion of a perfect compressible fluid body in vacuum:
(1.2) (∂t + V
k∂k)ρ+ ρdivV = 0, divV = ∂kV
k in D,
where V k = δkivi = vk and we use the summation convention over repeated upper and lower indices.
Here the velocity V = (V 1, ..., V n), the density ρ and the domain D = ∪0≤t≤T {t}× Dt, Dt ⊂ Rn are
to be determined. The pressure p = p (ρ) is assumed to be a given strictly increasing smooth function
of the density. The boundary ∂Dt moves with the velocity of the fluid particles at the boundary. The
fluid body moves in vacuum so the pressure vanishes in the exterior and hence on the boundary. We
therefore also require the boundary conditions on ∂D = ∪0≤t≤T {t}× ∂Dt:
(∂t + V
k∂k)|∂D ∈ T (∂D),(1.3)
p = 0, on ∂D.(1.4)
Constant pressure on the boundary leads to energy conservation and it is needed for the linearized
equations to be well posed. Since the pressure is assumed to be a strictly increasing function of the
density we can alternatively think of the density as a function of the pressure and for physical reasons
this function has to be non negative. Therefore the density has to be a non negative constant ρ0 on the
boundary and we will in fact assume that ρ0>0, which is the case of liquid. We hence assume that
(1.5) p(ρ0) = 0 and p
′(ρ) > 0, for ρ ≥ ρ0, where ρ0 > 0
From a physical point of view one can alternatively think of the pressure as a small positive constant
on the boundary. By thinking of the density as function of the pressure the incompressible case can be
thought of as the special case of constant density function.
The author was supported in part by the National Science Foundation.
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The motion of the surface of the ocean is described by the above model. Free boundary problems
for compressible fluids are also of fundamental importance in astrophysics since they describe stars.
The model also describes the case of one fluid surrounded by and moving inside another fluid. For large
massive bodies like stars gravity helps holding it together and for smaller bodies like water drops surface
tension helps holding it together. Here we neglect the influence of gravity which will just contribute
with a lower order term and we neglect surface tension which has a regularizing effect.
Given a bounded domain D0 ⊂ Rn, that is homeomorphic to the unit ball, and initial data V0 and
ρ0, we want to find a set D ⊂ [0, T ] × Rn, a vector field V and a function ρ, solving (1.1)-(1.4) and
satisfying the initial conditions
{x; (0, x) ∈ D} = D0,(1.6)
V = V0, ρ = ρ0 on {0} × D0.(1.7)
In order for the initial-boundary value problem (1.1)-(1.7) to be solvable initial data (1.7) has to satisfy
certain compatibility conditions at the boundary. By (1.2), (1.4) also implies that divV
∣∣
∂D
= 0. We
must therefore have ρ0
∣∣
∂D0
= ρ0 and divV0
∣∣
∂D0
= 0. Furthermore, taking the divergence of (1.1) gives
an equation for (∂t + V
k∂k)divV in terms of only space derivatives of V and ρ, which leads to further
compatibility conditions. In general we say that initial data satisfy the compatibility condition of order
m if there is a formal power series solution in t, of (1.1)-(1.7) (ρ˜, V˜ ), satisfying
(1.8) (∂t + V˜
k∂k)
j(ρ˜− ρ0)
∣∣
{0}×∂D0
= 0, j = 0, ..,m− 1
Let N be the exterior unit normal to the free surface ∂Dt. Christodoulou[C2] conjectured the initial
value problem (1.1)-(1.8), is well posed in Sobolev spaces under the assumption
(1.9) ∇N p ≤ −c0 < 0, on ∂D, where ∇N = N i∂xi .
Condition (1.9) is a natural physical condition. It says that the pressure and hence the density is larger
in the interior than at the boundary. Since we have assumed that the pressure vanishes or is close to
zero at the boundary this is therefore related to the fact that the pressure of a fluid has to be positive.
In general it is possible to prove local existence for analytic data for the free interface between two
fluids. However, this type of problem might be subject to instability in Sobolev norms, in particular
Rayleigh-Taylor instability, which occurs when a heavier fluid is on top of a lighter fluid. Condition (1.9)
prevents Rayleigh-Taylor instability from occurring. Indeed, if this condition is violated Rayleigh-Taylor
instability occurs in a linearized analysis.
In the irrotational incompressible case the physical condition (1.9) always hold, see [W1,2,CL], and
[W1,2] proved local existence in Sobolev spaces in that case. [W1,2] studied the classical water wave
problem describing the motion of the surface of the ocean and showed that the water wave is not
unstable when it turns over. Ebin[E1] showed that the general incompressible problem is ill posed in
Sobolev spaces when the pressure is negative in the interior and the physical condition is not satisfied.
Ebin[E2] also announced a local existence result for the incompressible problem with surface tension on
the boundary which has a regularizing effect so (1.9) is not needed then.
In [CL], together with Christodoulou, we proved a priori bounds in Sobolev spaces in the general
incompressible case of non vanishing curl, assuming the physical condition (1.9) for the pressure. We
also showed that the Sobolev norms remain bounded as long as the physical condition hold and the
second fundamental form of the free surface and the first order derivatives of the velocity are bounded.
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Usually, existence follows from similar bounds for some iteration scheme, but the bounds in [CL] used
all the symmetries of the equation and so only hold for modifications that preserve all the symmetries.
In [L1] we showed existence for the linearized equations and in [L3] we proved local existence for the
nonlinear incompressible problem with non vanishing curl, assuming that (1.9) holds initially.
For the corresponding compressible free boundary problem with non-vanishing density on the bound-
ary, there are however in general no previous existence or well-posedness results. Relativistic versions
of these problems have been studied in [C1,DN,F,FN,R] but solved only in special cases. The methods
used for the irrotational incompressible case use that the components of the velocity are harmonic to
reduce the equations to equations on the boundary and this does not work in the compressible case
since the divergence is non vanishing and the pressure satisfies a wave equation in the interior. To be
able to deal with the compressible case one therefore needs to use interior estimates as in [CL,L1]. Let
us also point out that in nature one expects fluids to be compressible, e.g.water satisfies (1.5), see [CF].
For the general relativistic equations there is no special case corresponding to the incompressible case.
In [L2] we showed existence for the linearized equations in the compressible case and here we prove
local existence for the nonlinear compressible problem:
Theorem 1.1. Suppose that p = p(ρ) is a smooth function satisfying (1.5). Suppose also that initial
data v0, ρ0 and D0 are smooth satisfying the compatibility conditions (1.8) to all orders m and D0 is
diffeomorphic to the unit ball. Then if the physical condition (1.9) hold at t = 0 there is a T > 0
such that (1.1)-(1.4) and (1.6)-(1.7) has a smooth solution for 0 ≤ t ≤ T . Furthermore (1.9) hold for
0 ≤ t ≤ T , with c0 replaced by c0/2.
A few remarks are in order. The existence of smooth solutions implies existence of solutions in
Sobolev spaces if one has a priori bounds in Sobolev spaces. In the incompressible case we had already
proven a priori energy bounds in Sobolev spaces spaces in [CL] as well as a continuation result, that
the solution remains smooth as long as the physical condition is satisfies and the solution is in C2.
Similar bounds in Sobolev spaces hold also in the compressible case. We also remark that there are
initial data satisfying the compatibility conditions to all orders, see section 16. If only finitely many
compatibility conditions are satisfied then we get existence in Ck for some k. What then is essential is
that the physical condition hold and this and the existence time only depends on a bound of finitely
many derivatives of initial data. This makes it possible to construct a sequence of smooth solutions
converging to a solution in Sobolev norms since we have a uniform lower bound for the existence times,
in terms of the Sobolev norm.
A few remarks about the proof are also in order. As in the incompressible case [L3] we will use
the Nash-Moser technique to prove local existence. However, because of the presence of the boundary
problem for the wave equation for the enthalpy one has to take as many time derivatives of the equations
as space derivatives. Therefore one has to use interpolation in time as well and one might just as well
do smoothing also in time in the application of the Nash-Moser technique although there is no loss
of regularity in the time direction. Because of this all our constants will depend on a lower bound of
the time interval. This will make it a bit more delicate since we will also need to choose a small time,
in order that the physical and coordinate conditions should hold. However, at the same time certain
estimates are more natural when one includes time derivatives up to the highest order.
The plan of the paper is as follows. We will assume that the reader is somewhat familiar with the
notation in [L3]. We will also assume the existence proofs given in [L1,L2,L3] for the inverse of the
linearized operator so we will only prove improved estimates here. In section 2 we formulate Euler’s
equations in the Lagrangian coordinates and derive the linearized equations in these coordinates. Here
we also define a modified linearized operator which is easier to first consider. In section 3 we define
the orthogonal projection onto divergence free vector fields, the normal operator and decompose the
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equation onto a divergence free part and a wave equation for the divergence. In section 4 we construct
the families of tangential vector fields, define the modified Lie derivatives with respect to these and
calculate its commutators with the normal operator and other operators that occur in the linearized
equation. In section 5 we derive estimates of derivatives of a vector field in terms of the curl the
divergence and tangential derivatives or the normal operator. In section 6 we give tame estimates for
the Dirichlet problem, in section 7 we give tame estimates for the wave equation and in section 8 we give
tame estimates for the divergence free part. Then in section 9 we put these estimates together to get
tame estimates for the inverse of the modified linearized operator. In section 10 we give estimates of the
enthalpy in terms of the coordinate. In section 11 we show that the physical and coordinate conditions
can be satisfied for small times if they hold initially. In section 12 we then get tame estimates for
the inverse of the linearized operator. In section 13 we give tame estimates for the second variational
derivative. In section 14 we construct the smoothing operators needed for the Nash-Moser iteration.
Finally, in section 15 we construct the Nash-Moser iteration that proves local existence of a smooth
solution. In section 16 we show that one can construct a large class of initial data that satisfy the
compatibility conditions to all orders. Most of the steps of the proof above works for the pressure any
smooth strictly increasing functions of the density. However, the estimates for the enthalpy in terms of
the coordinate simplified if one assume that the pressure is a linear function of the density and we first
do the proof in this case and then in section 17 give the additional estimates needed for the general
case.
2. Lagrangian coordinates and the linearized equation.
Let us introduce Lagrangian coordinates in which the boundary becomes fixed. Let Ω be a the
unit ball in Rn and let f0 : Ω → D0 be a diffeomorphism. By a theorem in [DM] the volume form
κ0 = det (∂f0/∂y) can be arbitrarily prescribed up to a multiplicative constant and by a scaling of
the equations we can also assume that the volume of D0 is that of the unit ball. Assume that v(t, x),
p(t, x), (t, x) ∈ D are given satisfying the boundary conditions (1.3)-(1.4). The Lagrangian coordinates
x = x(t, y) = ft(y) are given by solving
(2.1) dx/dt = V (t, x(t, y)), x(0, y) = f0(y), y ∈ Ω
Then ft : Ω→ Dt is a diffeomorphism, and the boundary becomes fixed in the new y coordinates. Let
us introduce the notation
Dt =
∂
∂t
∣∣∣
y=constant
=
∂
∂t
∣∣∣
x=constant
+ V k
∂
∂xk
,(2.2)
for the material derivative. The partial derivatives ∂i = ∂/∂x
i can then be expressed in terms of
partial derivatives ∂a = ∂/∂y
a in the Lagrangian coordinates. We will use letters a, b, c, ..., f to denote
partial differentiation in the Lagrangian coordinates and i, j, k, ... to denote partial differentiation in
the Eulerian frame.
In these coordinates Euler’s equation (1.1) become
(2.3) ρD2t xi + ∂ip = 0, (t, y) ∈ [0, T ]× Ω
and the continuity equation (1.2) become
(2.4) Dtρ+ ρdivV = 0, (t, y) ∈ [0, T ]× Ω
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Here the pressure p = p(ρ) is assumed to be smooth strictly increasing function of the density ρ. With
h, the enthalpy, i.e. h′(ρ) = p′(ρ)/ρ and h = 0 when p = 0, (2.3) becomes
(2.5) D2t xi + ∂ih = 0, (t, y) ∈ [0, T ]× Ω
Since h is a strictly increasing function of ρ we can solve for ρ = ρ(h) as a function of h and with
e(h) = ln ρ(h) (2.4) become
(2.6) Dt e(h) + divV = 0
Euler’s equations are now replaced by
(2.7) D2t xi + ∂ih = 0, (t, y) ∈ [0, T ] × Ω, where ∂i =
∂ya
∂xi
∂
∂ya
and taking the divergence of (2.7) using that [Dt, ∂i] = −(∂iV k)∂k we obtain a wave equation for the
enthalpy
(2.8) D2t e(h)−△h− (∂iV k)∂kV i = 0, h
∣∣∣
∂Ω
= 0
Here e(h) is a given smooth strictly increasing function and
(2.9) △h=
∑
i
∂2i h=κ
−1∂a
(
κgab∂bh
)
where gab = δij
∂xi
∂ya
∂xj
∂yb
and gab is the inverse of the metric gab and κ = det (∂x/∂y) =
√
det g. The initial conditions are
x
∣∣
t=0
= f0, Dtx
∣∣
t=0
= v0,(2.10)
h
∣∣
t=0
= e−1(ln ρ0), Dth
∣∣
t=0
= −divV0 /e′
(
e−1(ln ρ0)
)
(2.11)
where e−1 is the inverse function of e(h). If (x, h) satisfies (2.7)-(2.8) with initial data of the form
(2.10)-(2.11) then (x, h) also satisfies (2.6). By a theorem in [DM] the volume form can be arbitrarily
prescribed so we can in fact choose it so κ0 = det (∂f0/∂y) = 1/ρ0, in which case e(h) = − lnκ, since
this is true when t = 0 and since Dt lnκ = divV . Hence we are left we two independent initial data, f0
and v0.
In order for (2.8) to be solvable we must have the following condition on e(h) and coordinate
condition:
c−11 ≤ e′(h) ≤ c1,(2.12) ∑
a,b
|gab|+ |gab| ≤ c21, |∂x/∂y|2 + |∂y/∂x|2 ≤ c21(2.13)
for some constant 0 < c1 <∞. In order for (2.7) to be solvable we must have the physical condition:
(2.14) ∇N h ≤ −c0 < 0, on ∂Ω, where ∇N = N i∂xi .
We assume that e(h) is given smooth function of h that satisfies (2.12). The condition on the metric
is true initially since Ω is diffeomorphic to some set in Rn but we have to assume that the condition
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(2.14) is true initially. By continuity, the conditions on the inverse of the metric and on the enthalpy
are then true also for small times, with c1 replaced by 2c1 and c0 replaced by c0/2. In the iteration we
construct we have to make sure that the iterates are small enough and the time is small enough that
these conditions remain small for all the iterates. This will be discussed in section 11. In order to solve
the wave equation on a bounded domain one also needs compatibility conditions on initial data. These
conditions are so that the initial conditions are compatible with the boundary condition h
∣∣
∂Ω
= 0.
These conditions are:
(2.15) Dkt h
∣∣
∂Ω
= 0, when t = 0, for k = 0, ...,m − 1
For k = 0, 1 this is simply conditions on initial data and for k ≥ 2 one can use (2.8) and (2.7) to express
it in terms of lower time derivatives of h, so it can be calculated in terms of the initial conditions.
(2.15) is called the mth order compatibility condition. We will assume that our initial data are smooth
and satisfies the mth order condition for all m. This will be used to construct an approximate solution
that satisfy the equation to all orders as t → 0, and in fact the initial conditions will be turned into
an inhomogeneous term that vanishes to all orders as t → 0. This will also be discussed in following
sections. We prove the following theorem:
Theorem 2.1. Suppose that initial data (v0, f0, ρ0) in (2.10)-(2.11) are smooth and the compatibility
conditions (2.15) hold for all orders m. Suppose also that (2.13) and (2.14) hold when t = 0. Then
there is T > 0 such that (2.7)-(2.8) have a smooth solution x ∈ C∞([0, T ] × Ω), if e(h) is a smooth
strictly increasing function with e(0) = 0. Furthermore (2.13) and (2.14) hold for 0 ≤ t ≤ T with c0
replaced by c0/2 and c1 replaced by 2c1.
We remark that if x ∈ C∞([0, T ] × Ω) and the conditions in the theorem hold then (2.8) has a
solution h ∈ C∞([0, T ] × Ω). Theorem 1.1 follows from Theorem 2.1 since initially we assumed that
D0 is diffeomorphic to the unit ball, so (2.13) holds initially. We will first prove Theorem 2.1 when
e(h) = ch is a linear functions of h. This corresponds to p = p(ρ) = c0(ρ − ρ0), where c, ρ0 > 0 are
positive constants. The result is true in general when the pressure is any strictly increasing smooth
function of the density. Only the estimates for the enthalpy in terms of the coordinates have to be
modified and we show how to do this in section 17. The reason we first pick a linear function is that in
this case we get a linear wave equation for the enthalpy and that simplifies the estimates and makes it
more similar to the incompressible case where we have a linear elliptic equation for the pressure.
Let us now, define the Euler map, that will be used to find the solution of Euler’s equations. A
solution of Euler’s equations is given by Θ(x, h) = 0, where Θ = (Θ0, . . . ,Θn) is given by
(2.16) Θi(x, h) = D
2
t xi + ∂ih, i = 1, ..., n,
and
(2.17) Θ0(x, h) = D
2
t e(h)−△h− (∂iV k)∂kV i, h
∣∣
∂Ω
= 0.
We have assumed that our initial conditions satisfy compatibility to all orders, i.e. there are smooth
functions (x0, h0) satisfying the initial conditions (2.10)-(2.11) and
(2.18) DktΘ(x0, h0)
∣∣
t=0
= 0, for all k ≥ 0, h0
∣∣
∂Ω
= 0.
In the process of solving Θ(x, h) = 0 we will only consider functions (x, h) which has the same time
derivatives as (x0, h0) when t = 0 and which satisfy h
∣∣
∂Ω
= 0. Let us therefore introduce the notation
(2.19) C∞00 ([0, T ]× Ω) = {u ∈ C∞([0, T ]× Ω); Dkt u
∣∣
t=0
= 0, for all k ≥ 0}
6
and for short, let C∞00 = C
∞
00 ([0, T ] × Ω) and C∞ = C∞([0, T ] × Ω). (2.18) then says that Θ(x0, h0) ∈
C∞00 and if x − x0 ∈ C∞00 then it follows that also Θ0(x, h0) ∈ C∞00 . Then by [H1] we can solve
the equation Θ0(x, h) = 0, with initial conditions (2.10)-(2.11) and boundary conditions h
∣∣
∂Ω
= 0.
The result in [H1] is formulated for vanishing initial conditions and instead an inhomogeneous term
that vanishes to all orders as t → 0. However, we can turn the problem into this by considering
Θ˜0(h˜) = Θ0(x, h˜+h0)−Θ0(x, h0) = −Θ0(x, h0), with vanishing initial data for h˜. This gives a solution
in h˜ ∈ C∞00 satisfying the boundary condition h˜
∣∣
∂Ω
= 0.
Let (x0, h0) be the formal solution given above. For x satisfying x − x0 ∈ C∞00 , we now the define
the Euler map Φ = (Φ1, . . . ,Φn) to be
(2.20) Φi(x) = D
2
t xi + ∂ih, i = 1, ..., n
where h = Ψ(x) is given implicitly by solving
(2.21) D2t e(h) −△h− (∂iV j)(∂jV i) = 0, h
∣∣
∂Ω
= 0
with initial conditions (2.11). A solution of Euler’s equations is given by
(2.22) Φ(x) = 0
By the preceding argument we can, in fact, find a solution h to (2.21) such that h − h0 ∈ C∞00 if
x − x0 ∈ C∞00 . The reason we choose to consider the map Φ(x) instead of Θ(x, h) is that we must
make sure that h
∣∣
∂Ω
= 0 and that the physical condition is satisfied, since the linearized operator is
not invertible otherwise. Alternatively, one could also have tried to only consider h satisfying these
conditions, but it seems much more difficult to preserve these conditions in the smoothing process used
in the Nash-Moser iteration. The main work will now be to prove tame estimates for the inverse of the
linearized operator.
In the Nash-Moser iteration we will in fact solve for
(2.23) Φ˜(u) = Φ(u+ x0)− Φ(x0)
Let F = Φ(x0), when t ≥ 0 and F = 0 when t < 0, and for δ ≥ 0 let Fδ(t, y) = F (t − δ, y). Then
Fδ ∈ C∞00 . We will solve for
(2.24) Φ˜(u) = Fδ − F0
The Nash-Moser theorem says that if the linearized operator is invertible and we have tame estimates
for its inverse and for the second variation of the operator then in fact we have a solution of (2.24) if
the right hand side is small in C∞00 . But the right hand side of (2.24) tends to zero in C
∞ when δ → 0
so (2.24) has a solution for some δ > 0 and hence
(2.25) Φ(u+ x0) = 0, 0 ≤ t ≤ δ
As pointed out above at each step of the iteration we will only have functions u that vanish to all orders
as t→ 0. This condition can in fact be preserved by smoothing operators.
In order to solve Φ(x) = 0 we must show that the linearized operator is invertible. Let us therefore
calculate the linearized equations. If δ is a variation in the Lagrangian coordinates, i.e. derivative w.r.t.
a parameter when t and y are fixed. Since [δ, ∂/∂ya ] = 0 it follows that
(2.26) [δ, ∂i] =
(
δ
∂ya
∂xi
) ∂
∂ya
= −(∂iδxl)∂l,
where we used the formula for the derivative of the inverse of a matrix δA−1 = −A−1(δA)A−1. It
follows that [δ− δxk∂k, ∂i]=0 and by (2.20)
(2.27) D2t δxi − (∂kD2t xi)δxk − ∂i
(
δxk∂kh− δh
)
= Φ′(x)δxi − δxk∂kΦi
It follows from this and (2.21) that we have:
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Lemma 2.2. Let x = x(r, t, y) be a smooth function of (r, t, y) ∈ K = [−ε, ε] × [0, T ] × Ω, ε > 0, such
that x
∣∣
r=0
= x. Then Φ(x) is a smooth function of (r, t, y) ∈ K, such that ∂Φ(x)/∂r∣∣
r=0
= Φ′(x)δx,
where δx = ∂x/∂r
∣∣
r=0
and the linear map L0 = Φ
′(x) is given by
(2.28) Φ′(x)δxi = D
2
t δxi + (∂i∂kh)δx
k − ∂i
(
δxk∂kh− δh
)
where
(2.29) D2t (e
′(h)δh) − δxk∂kD2t e(h)−△
(
δh− δxk∂kh
)− 2(∂iV k)∂k(δV i− δxl∂lV i) = 0, δh
∣∣∣
∂Ω
= 0
In order to use the Nash-Moser iteration scheme to obtain a solution of (2.13) we must show that
linearized operator is invertible and that the inverse satisfies tame estimates:
Theorem 2.3. Suppose that x0, h0 ∈ C∞
(
[0, T ] × Ω) is a formal solution at t = 0, i.e. (2.18) hold.
Suppose that (2.13) and (2.14) hold when t = 0. Let
(2.30) ‖|u‖|r,∞ = sup
0≤t≤T
sup
y∈Ω
∑
|α|≤r
|∂αt,yu(t, y)|
Then there is a T0 = T (x0, h0) > 0, depending only on upper bounds for ‖|x0‖|r0+4,∞+‖|h0‖|r0+4,∞,
where r0 = [n/2] + 1, c
−1
0 and c1, such that the following hold. If x − x0 ∈ C∞00 , h is the solution to
(2.21) with h− h0 ∈ C∞00 and
(2.31) T ≤ T0, ‖|x− x0‖|r0+4,∞ ≤ 1,
then (2.13) and (2.14) hold for 0 ≤ t ≤ T with c0 replaced by c0/2 and c1 replaced by 2c1. Furthermore,
linearized equations
(2.32) Φ′(x)δx = δΦ, in [0, T ]× Ω,
where δΦ ∈ C∞00 has a solution δx ∈ C∞00 . The solution satisfies the estimates
(2.33) ‖|δx‖|a,∞ ≤ Ca
(‖|δΦ‖|a+r0,∞ + ‖|δΦ‖|0,∞ ‖|x− x0‖|a+2r0+4,∞), a ≥ 0
where Ca = Ca(x0, h0, c
−1
0 , c1) is bounded when a is bounded.
Furthermore Φ is twice differentiable and the second derivative satisfies the estimates
(2.34) ‖|Φ′′(x)(δx, ǫx)‖|a,∞
≤ Ca
(
‖|δx‖|a+2r0+4,∞‖|ǫx‖|0,∞+‖|δx‖|0,∞‖|ǫx‖|a+2r0+4,∞+‖|x−x0‖|a+3r0+6,∞‖|δx‖|0,∞‖|ǫx‖|0,∞
)
Theorem 2.1 follows from Theorem 2.3 (or rather a version with Ho¨lder norms.) and the Nash-Moser
theorem; Theorem 15.1. Theorem 2.3 follows from Lemma 11.3 and Theorem 12.2. More precisely, we
will first prove an L2 estimate
(2.35) ‖δx˙(t)‖r + ‖δx(t)‖r ≤ Cr
r∑
s=1
‖|x‖|r+r0+4−s,∞
∫ t
0
‖δΦ(τ)‖s dτ,
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where
(2.36) ‖u(t)‖r =
∑
|α|≤r
‖∂αt,yu(t, ·)‖L2(Ω)
and we will first prove this estimate for a lower order modification, L1, of the linearized operator to
be described below. Furthermore in Theorem 9.1 we will first prove the estimate for L1 expressed in
the Lagrangian coordinates, i.e. when also the vector field is expressed in the Lagrangian frame to be
described below.
It will follow from estimating the solution of the wave equation (2.29) that δh will have the same
regularity as δx. Since
(2.37) [∂i,D
2
t ]δx
i = 2(∂iV
k)∂k(δV
i − δxl∂lV i) + (∂kDtV i)∂iδxk + δxl∂l
(
(∂iV
k)∂kV
i
)
we get by taking the divergence of (2.28):
(2.38) D2t divδx− δxl∂l
(
divDtV − (∂iV k)∂kV i
)−△(δxk∂kh− δh) + 2(∂iV k)∂k(δV i− δxl∂lV i)
= div(Φ′(x)δx) − (∂iδxl)∂lΦi − δxl∂l divΦ
Hence if we add (2.29) and (2.38) we get
(2.39) div(Φ′(x)δx) = D2t
(
divδx+ e′(h)δh
)
+ (∂iδx
l)∂lΦ
i
There is also a similar identity for the curl, see [L3];
(2.40) curl(Φ′(x)δx) = LDt curl
(
Dt δx− δxk∂vk
)
+ (∂iδx
k)∂jΦk − (∂jδxk)∂iΦk
where LDt is the space time Lie derivative with respect to the vector field Dt = (1, V ):
(2.41) LDtσij = Dt σij + (∂iV l)σlj + (∂jV l)σil
restricted to the space components. It can be integrated along characteristics since it is invariant under
changes of coordinates:
(2.42) Dt
(
aiaa
j
bσij
)
= aiaa
j
bLDtσij , where aia = ∂xi/∂ya
We now want to modify the linearized operator by adding a lower order term so as to remove the
last term on the right in (2.39) or else replace it by a lower order term proportional to divδx and δh
so that the equation div(Φ′(x)δx) = 0 gives an estimate for divδx in terms of δh which we have better
control of than ∂δx. In [L3] we used the modification
L1δx
i = L0δx
i − δxl∂lΦi + δxi divΦ(2.43)
= D2t δxi − (∂kD2t xi)δxk − ∂i
(
δxk∂kh− δh
)
+ δxi divΦ
where
(2.44) divΦ = Dt divV +△h+ (∂iV j)∂jV i = Dt divV +D2t e(h)
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Then we get
(2.45) div(L1δx) = D
2
t
(
divδx+ e′(h)δh
)
+ (divδx)divΦ
L1 is a lower order modification of the linearized operator, that reduces to the linearized operator at a
solution of Φ(x) = 0. We will first prove that L1 is invertible using that it has a nice equation for the
divergence. Then once we inverted L1 we will obtain estimates for L1 that are so good that they can
be used to iterate and deal with lower order modifications like L0. However, as pointed out in [Ha] one
do not need to invert the operator exactly but only do so up to a quadratic error. But this operator
L0 or some modification of it is likely to show up at other places so it seems important to show that a
more general class of operators are invertible and to have good estimates for them.
Things are somewhat easier to see if we express the vector field in the Lagrangian frame:
(2.46) W a =
∂ya
∂xi
δxi, ωab =
∂xi
∂ya
∂xi
∂yb
(
∂ivj − ∂jvi
)
.
Then
DtW
a =
∂ya
∂xk
(
δV k − δxl∂lV k
)
,(2.47)
D2tW
a =
∂ya
∂xi
(
D2t δxi − δxk∂kD2t xi − 2
(
δV k− δxl∂lV k
)
∂kvi
)
.(2.48)
Since also
(2.49) Dtgab =
∂xi
∂ya
∂xi
∂yb
(
∂ivj + ∂jvi
)
the modified linearized operator (2.43) in the Lagrangian frame become
(2.50) L1W
a = gabD
2
tW
b − ∂a
(
(∂ch)W
c − δh) + (Dtgac − ωac)DtW c +divΦW a.
Also, the divergence is invariant,
(2.51) divδx = divW = κ−1∂a
(
κW a
)
Now, Dt does not commute with taking the divergence, if κ
−1Dtκ = divV 6= 0, so we will replace it by
a modified time derivative that does:
(2.52) Dˆt = Dt +divV, ie DˆtW
a = DtW
a + (divV )W a = κ−1Dt(κW
a)
It then follows that
(2.53) Dˆt divW = divDˆtW
if σ = lnκ then σ˙ = Dtσ = divV , see [L1]. With this notation we have Dˆ
2
t = (Dt+divV )(Dt+divV ) =
D2t + 2σ˙Dt + σ˙
2 + σ¨ = D2t + 2σ˙Dˆt + σ¨ − σ˙2 so
(2.54) D2t = Dˆ
2
t − 2σ˙Dˆt + σ˙2 − σ¨, Dt = Dˆt − σ˙
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Hence, with W˙ = DˆtW and W¨ = Dˆ
2
tW , we can write the equation (2.50) as
(2.55) L1W
a = W¨ a − gab∂b
(
(∂ch)W
c − δh) −B1W˙ a −B0W a
where
B1W˙
a = −gab(Dtgbc − ωbc)W˙ c + 2σ˙W˙ a,(2.56)
B0W
a = gab(Dtgbc − ωbc)σ˙W c − (D2t e(h) + σ˙2)W a,(2.57)
Taking the divergence of (2.55) gives
(2.58) divL1W = Dˆ
2
t divW −△
(
(∂ch)W
c − δh) − divB1W˙ − divB0W
On the other hand by (2.29)
(2.59) D2t (e
′(h)δh) −△(δh− (∂ch)W c)+divB1W˙ − 2σ˙divW˙ +divB0W + (D2t e(h) + σ˙2)divW = 0
If we add (2.59) to (2.58) we get
(2.60) divL1W = D
2
t
(
divW + e′(h)δh
)
+divΦ divW
as it should be, by (2.45). With ϕ = divW + e′(h)δh we can hence alternatively write (2.59):
(2.61) Dˆ2t (e
′(h)δh)−△(δh−(∂ch)W c)+divB1W˙+divB0W−2σ˙ϕ˙+(D2t e(h)+σ˙2)ϕ−divΦ e′(h)δh = 0
or
(2.62) D2t (e
′(h)δh) −△δh+ ∂i
(
(∂iδxk)∂kh
)
+ (∂iδxk)∂i∂kh− 2(∂iV k)∂kδV i = 0, δh
∣∣∣
∂Ω
= 0
We now, also want to express L0 = Φ
′(x) is these coordinates. In order to do this we must transform
the term δxk∂kΦ
i in (2.25) to the Lagrangian frame. If Φa = Φi∂ya/∂xi, then (δxk∂kΦ
i)∂ya/∂xi =
W c∇cΦa, where ∇c is covariant differentiation, see e.g. [CL]. Hence by (2.43)
(2.63) L0W
a = L1W
a −B3W a, where B3W a = −W c∇cΦa +W a divΦ
3. The projection and the normal operator.
The energy and curl estimates.
Let us now also define the projection P onto divergence free vector fields by
(3.1) PUa = Ua − gab∂bpU , △pU = divU, pU
∣∣
∂Ω
= 0
(Here △q = κ−1∂a
(
κgab∂bq
)
. ) P is the orthogonal projection in the inner product
(3.2) 〈U,W 〉 =
∫
Ω
gabU
aW bκdy
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and its operator norm is one:
(3.3) ‖PW‖ ≤ ‖W‖
For a function f that vanishes on the boundary define AfW
a = gabAfWb, where
(3.4) AfWa = −∂a
(
(∂cf)W
c − q), △((∂cf)W c − q) = 0, q∣∣∂Ω = 0
This is defined for general vector fields but it is symmetric in the divergence free class. If U and W are
divergence free then
(3.5) 〈U,AfW 〉 =
∫
∂Ω
na U
a(−∂cf)W c dS
where n is the unit conormal. If f
∣∣
∂Ω
= 0 then −∂cf
∣∣
∂Ω
= (−∇Nf)nc. It follows that Af is a symmetric
operator on divergence free vector fields, and in particular
(3.6) A = Ah
is positive since we assumed that −∇Nh ≥ c > 0 on the boundary. We have
(3.7) |〈U,AfW 〉| ≤ ‖∇Nf/∇Np‖L∞(∂Ω)〈U,AU〉1/2〈W,AW 〉1/2
Note also that Af only depends on ∇Nf on the boundary so we can replace f by something with
the same first order derivative that is supported in a neighborhood of the boundary. We now want
to estimate the norm of Af . Now the projection has norm one so we can drop q in (3.6). If S is a
tangential vector field then Sa∂a
(
(∂cf)W
c) = (∂cSf)W
c + (∂cf)LSW c, where the Lie derivative, LS
is defined in the next section. Furthermore if R is the normal vector fields then we can replace f by
the distance d to the boundary times the value of ∇Nf at the boundary extended to be constant along
the normal. Replacing f by this function we see that ∂cf is then independent of the radial variable so
Ra∂a
(
(∂cf)W
c) = (∂cf)RW
c. In conclusion we get that
(3.8) ‖AfW‖ ≤ C
∑
S∈S
‖∇NSf‖L∞(∂Ω)‖W‖+ C‖∇Nf‖L∞(∂Ω)‖∂W‖
where S is a spanning set of tangential vector fields.
Let us now also define the projected multiplication operators Mβ with a two form β by
(3.9) MβWa = P (βabW
b)
Since the projection has norm one it follows that
(3.10) ‖MβW‖ ≤ ‖β‖∞‖W‖
Furthermore we define the operator taking vector fields to one forms
(3.11) GWa =MgWa = P (gabW
b)
Then G acting on divergence free vector fields is just the identity I.
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Let L1 be the modified linearized operator in (2.55). We now want to project the equation
(3.12) L1W = F
to the divergence free vector fields: We will decompose L1 into 3 parts. We write
(3.13) W =W0 +W1, W0 = PW, W
a
1 = g
ab∂bq1,
Then if g˙ab = Dˇtgab, where Dˇt = Dt − σ˙, we have ∂aDt q1 = Dt(gabW b) = g˙abW b1 + gabW˙ b1 and
∂aD
2
t q1 = g¨abW
b
1 + 2g˙abW˙
b
1 + gabW¨
b
1 . Hence
(3.14) W¨ a1 = g
ab∂bD
2
t q1 − 2gabg˙bcW˙ c1 − gabg¨bcW c1
Since the projection of a gradient of a function that vanishes on the boundary vanishes it follows that
(3.15) PW¨ a1 = B2(W1, W˙1)
a, where B2(W1, W˙1)
a = −P (2gabg˙bcW˙ c1 + gabg¨bcW c1 )
Let L10 = PL1. Since divW¨0 = 0 and δh vanishes the boundary it follows from projecting (2.55) that,
L10W0 = W¨0 +AW0 −B10W˙0 −B00W0(3.16)
L10W1 = AW1 −B11W˙1 −B01W1(3.17)
where
(3.18) Bi0W = PBiW, B11W
a= PB1W
a+ 2P
(
gabg˙bcW
c) B01W
a= PB0W
a+ P
(
gabg¨bcW
c
)
.
Hence the projection of (3.12) becomes
(3.19) L10W0 = −L10W1 + PF,
Here, by (2.60)
(3.20) W a1 = g
ab∂bq1, △ q1 = ϕ− e′(h)δh, q1
∣∣
∂Ω
= 0
where
(3.21) D2tϕ+divΦϕ = divF +divΦ e
′(h)δh,
and by (2.59)
(3.22) D2t (e
′(h)δh) −△δh = △((∂ch)W c)− divB1W˙ + 2σ˙ divW˙ − divB0W − (D2t e(h) + σ˙2)divW
Hence we have obtained a system of equations for (W0,W1, ϕ, δh).
We now want to show how to show the main idea of how to obtain estimates for the divergence free
equation. Let W˙ = DˆtW = DtW + (divV )W = κ
−1Dt(κW ) = DtW + σ˙W Then W˙ is divergence free
if W is divergence free. Let us now derive the basic energy estimate for equations of the form
(3.23) W¨ +AW = H
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where A is either the normal operator or the smoothed out normal operator. Now, for any symmetric
operator B we have
(3.24)
d
dt
〈W,BW 〉 = 2〈W˙ ,BW 〉+ 〈W, B˙W 〉
where B˙ is the time derivative of the operator B considered as an operator from the divergence free
vector fields to the one forms, see section 4. B˙ is defined by (4.24) with T = Dt. For the two operators
that we will consider here this is given by (4.39) and (4.40). Note that, the projection in (4.24) comes
up here since we take the inner product with a divergence free vector field in (3.24). Let the lowest
order energy E0 = E(W ) be defined by
(3.25) E(W ) = 〈W˙ , W˙ 〉+ 〈W, (A + I)W 〉.
Since 〈W,W 〉 = 〈W,GW 〉, it follows that
(3.26) E˙0 = 2〈W˙ , W¨ + (A+ I)W 〉+ 〈W˙ , G˙W˙ 〉+ 〈W, (A˙ + G˙)W 〉
It follows from (4.24)-(4.36) and (3.7) and (3.10) that
(3.27) |〈W, A˙W 〉| ≤ ‖h˙/h‖∞〈W,AW 〉, |〈W, G˙W 〉| ≤ ‖g˙‖∞〈W,W 〉
The last two terms are hence bounded by a constant times the energy so it follows that
(3.28) |E˙0| ≤
√
E0
(
2‖H‖ + c
√
E0
)
, c = ‖h˙/h‖∞ + ‖g˙‖∞ + 2
Now, let w = W , w˙ = W˙ and w¨ = W¨ , i.e. wa = gabW
b, w˙a = gabW˙
b and w¨a = gabW¨
b. Observe
that w˙ 6= Dtw etc. since W˙ = DˆtW . In fact
(3.29) Dtwa = g˙abW
b + w˙a, Dtw˙a = g˙abW˙
b + w¨a
where g˙ab = Dˇtgab and W˙
a = DˆtW
a. Now our equation says that
(3.30) w¨ +AW = H, H = −B0W −B1W˙ + F
Since curlAW = 0 it follows that
(3.32) |curlw¨| ≤ C(|∂W |+ |W |+ |∂W˙ |+ |W˙ |+ |curlF |)
and hence
|Dt curlw| ≤ C
(|curlw˙|+ |∂W |+ |W |),(3.32)
|Dt curlw˙| ≤ C
(|∂W |+ |W |+ |∂W˙ |+ |W˙ |+ |curlF |)(3.33)
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4. The tangential vector fields and Lie derivatives
Following [L1], we now construct the tangential vector fields, that are time independent expressed in
the Lagrangian coordinates, i.e. that commute with Dt. This means that in the Lagrangian coordinates
they are of the form Sa(y)∂/∂ya. Furthermore, they will satisfy,
(4.1) ∂aS
a = 0,
Since Ω is the unit ball in Rn the vector fields can be explicitly given. The vector fields
(4.2) ya∂/∂yb − yb∂/∂ya
corresponding to rotations, span the tangent space of the boundary and are divergence free in the
interior. Furthermore they span the tangent space of the level sets of the distance function from the
boundary in the Lagrangian coordinates
(4.3) d(y) = dist (y, ∂Ω) = 1− |y|
away from the origin y 6= 0. We will denote this set of vector fields by S0 We also construct a set
of divergence free vector fields that span the full tangent space at distance d(y) ≥ d0 and that are
compactly supported in the interior at a fixed distance d0/2 from the boundary. The basic one is
(4.4) h(y3, ..., yn)
(
f(y1)g′(y2)∂/∂y1 − f ′(y1)g(y2)∂/∂y2
)
,
which satisfies (4.1). Furthermore we can choose f, g, h such that it is equal to ∂/∂y1 when |yi| ≤ 1/4,
for i = 1, ..., n and so that it is 0 when |yi| ≥ 1/2 for some i. In fact let f and g be smooth functions
such that f(s) = 1 when |s| ≤ 1/4 and f(s) = 0 when |s| ≥ 1/2 and g′(s) = 1 when |s| ≤ 1/4 and
g(s) = 0 when |s| ≥ 1/2. Finally let h(y3, ..., yn) = f(y3) · · · f(yn). By scaling, translation and rotation
of these vector fields we can obviously construct a finite set of vector fields that span the tangent space
when d ≥ d0 and are compactly supported in the set where d ≥ d0/2. We will denote this set of vector
fields by S1. Let S = S0 ∪ S1 denote the family of tangential space vector fields and let T = S ∪ {Dt}
denote the family of space time tangential vector fields.
Let the radial vector field be
(4.5) R = ya∂/∂ya.
Now,
(4.6) ∂aR
a = n
is not 0 but for our purposes it suffices that it is constant. Let R = S ∪{R}. Note that R span the full
tangent space of the space everywhere. Let U = S ∪ {R} ∪ {Dt} denote the family of all vector fields.
Note also that the radial vector field commutes with the rotations;
(4.7) [R,S] = 0, S ∈ S0
Furthermore, the commutators of two vector fields in S0 is just ± another vector field in S0. Therefore,
for i = 0, 1, let Ri = Si ∪ {R}, Ti = Si ∪ {Dt} and Ui = Si ∪ {R} ∪ {Dt}.
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Let U = {Ui}Mi=1 be some labeling of our family of vector fields. We will also use multindices
I = (i1, ..., ir) of length |I| = r. so U I = Ui1 · · · Uir and LIU = LUi1 · · · LUir , where LU is the Lie
derivative, defined below. Sometimes we will write LIU , where U ∈ S0 or I ∈ S0, meaning that Uik ∈ S0
for all of the indices in I.
Let us now introduce the Lie derivative of the vector field W with respect to the vector field T ;
(4.8) LTW a = TW a − (∂cT a)W c
We will only deal with Lie derivatives with respect to the vector fields T constructed in the previous
section. For those vector fields T we have
(4.9) [Dt, T ], and [Dt,LT ] = 0
The Lie derivative of a one form is defined by
(4.10) LTαa = Tαa + (∂aT c)αc,
The Lie derivative also commute with exterior differentiation, [LT , d] = 0 so
(4.11) LT∂aq = ∂aTq
if q is a function. The Lie derivative of a two form is given by
(4.12) LTβab = Tβab + (∂aT c)βcb + (∂bT c)βac
Furthermore if w is a one form and curlwab = dwab = ∂awb − ∂bwa then since the Lie derivative
commutes with exterior differentiation:
(4.13) LT curlwab = curlLTwab
We will also use that the Lie derivative satisfies Leibniz rule, e.g.
(4.14) LT (αcW c) = (LTαc)W c + αcLTW c, LT (βacW c) = (LTβac)W c + βacLTW c.
Furthermore, we will also treat Dt as if it was a Lie derivative and set
(4.15) LDt = Dt
Now of course this is not a space Lie derivative. It can however be interpreted as a space time Lie
derivative. But the important thing is that it satisfies all the properties of the other Lie derivatives we
are considering. The reason we want to call it LDt is simply a matter of that we will apply products
of Lie derivatives and Dt applied to the equation and since they behave in exactly the same way it is
more efficient to have one notation for them.
In [L1] we used extensively that the Lie derivatives with respect to the vector fields above preserved
the divergence free condition. This is no longer true if κ is not a constant. since divU = κ−1∂a(κU
a).
This is no longer the case if U is not divergence free. One could modify the vector fields by multiplying
them by κ−1. However, instead we will essentially multiply the vector field we apply them to with κ.
The modified Lie derivative is now for any of our tangential vector fields defined by
(4.16) L˜UW = LUW + (divU)W,
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They preserves the divergence free condition, in fact
(4.17) div L˜UW = U˜ divW, where U˜f = Uf + (divU)f/
if f is a function. This definition is invariant and (4.17) holds for any vector field U . However, in
general, since we are considering Lie derivatives only with respect to the vector fields constructed above
and only expressed in the Lagrangian coordinates it is simpler to us the definition
(4.18) LˆUW = κ−1LU(κW ) = LUW + (Uσ)W, where σ = lnκ
Due to (4.1), divS = Sσ if S is any of the tangential vector fields and divR = Rσ+n, if R is the radial
vector field. For any of the tangential vector fields it then follows that
(4.19) div LˆUW = Uˆ divW, where Uˆf = Uf + (Uσ)f.
This has several advantages. The commutators satisfy [LˆU , LˆT ] = Lˆ[U,T ], since this is true for the usual
Lie derivative. Furthermore, this definition is constant with our previous definition of Dˆt.
However, when applied to one forms we want to use the regular definition of the Lie derivative.
Also, when applied to two forms most of the time we use the regular definition: However, when applied
to two forms it turns out to be sometimes convenient to use the opposite modification:
(4.20) LˇTβab = LTβab − (Uσ)βab, Uˇ = U − (Uσ)
We will most of the time apply the Lie derivative to products of the form αa = βabW
b:
(4.21) LT
(
βabW
b
)
= (LˇTβab)W b + βabLˆTW
since the usual Lie derivative satisfies Leibniz rule. Using the modified Lie derivative we indicated
in [L2] how to extend the existence theorem in [L1] to the case when κ is no longer constant, i.e.
Dtσ = divV 6= 0. This will be carried out in more detail here.
We will now calculate commutator between Lie derivatives and the operator defined in the previous
section, i.e. the normal operator and the multiplication operators. It is easier to calculate the commu-
tator with Lie derivatives of these operators considered as operators with values in the one forms. The
one form w corresponding to the vector fields W is given by lowering the indices
(4.22) wa =W a = gabW
b
For an operator B on vector fields we denote the corresponding operator with values in the one forms
by B. These are related by
(4.23) BWa = gabBW
b, BW a = gabBa
Most operators that we consider will map onto the divergence free vector fields so we will project the
result afterwards to stay in this class. Furthermore, in order to preserve the divergence free condition
we will use the modified Lie derivative. If the modified Lie derivative is applied to a divergence free
vector field then the result is divergence free so projecting after commuting does not change the result.
As pointed out above, for our operators it is easier to commute Lie derivatives with the corresponding
operators from the divergence free vector fields to the one forms. Let BT be defined by
(4.24) BTW
a = P
(
gab
(LTBWb −BbLˆTW ))
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In particular if B is a projected multiplication operator BaW = P (βabW
b) = βabW
b − ∂aq, where q
vanishes on the boundary is chosen so that divBW = 0 then
(4.25) LTBaW = βabLˆTW b + (LˇTβab)W b + ∂aTq
and if we project to the divergence free vector fields then the term ∂aTq vanishes since if T is a tangential
vector field then Tq = 0 as well. It therefore follows that BT is another projected multiplication
operator:
(4.26) BTWa = P
(
(LˇTβab)W b
)
In particular, we will denote the time derivative of an operator by B˙ = BDt and for a projected
multiplication operator this is
(4.27) B˙W = BDtW = P (
(
Dˇtβab)W
b
)
If B maps on to the divergence free vector fields
(4.28) LˆTBW a = LˆT (gabBaW ) = (LˆT gab)BaW + gabLTBaW
Here LˆT gab = −gacgbdLˇT gcd, and if B maps onto the divergence free vector fields then LˆTB is also
divergence free so the left hand side is unchanged if we do so and we get:
(4.29) LˆTBW a = −P
(
gab(LˇT gbc)BW c
)
+ P
(
gab
(LTBaW −BaLˆTW ))+BLˆTW a
By (4.26) applied the Gab = P (gabW
b) we see that GTW = P
(
(gabLˇT gbc)W c)
)
so the first term in the
right of (4.29) is GTBW
a. The second term is by definition (4.24) BTW so we get
(4.30) LˆTBW = BLˆTW +BTW −GTBW
The most important property of the projection is that it almost commutes with Lie derivatives with
respect to tangential vector fields: I.e. let Pua = ua − ∂apU . Then
(4.31) PLTPua = PLTua
since LT∂apU = ∂aTpU vanishes when we project again since TpU vanishes on the boundary. We
have just used this fact above. We have already calculated commutators between Lie derivatives and
the projected multiplication operators so let us now also calculate the commutator between the Lie
derivative with respect to tangential vector fields and the normal operator. Recall that the normal
operator is defined by AfW
a = gabAfWb, where
(4.32) AfWa = −∂a
(
(∂cf)W
c − q), △((∂cf)W c − q) = 0, q∣∣∂Ω = 0
and f is function that vanished on the boundary. Hence since the Lie derivative commutes with exterior
differentiation:
(4.33) LTAfWa = −∂a
(
(∂cf)LˆTW c + (∂cTˇ f)W c + (∂cTσ)fW c − Tq
)
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However, now since q vanishes on the boundary it follows that Tq also vanish on the boundary and so
does (∂cTσ)fW
c. Therefore the last two terms vanish when we project again so we get
(4.34) P
(
gabLTAfWb
)
= P
(
gabAf LˆTWb
)
+ P
(
gabATˇ fWb
)
Let us now change notation so A = Ah, where h is the enthalpy, see section 3. Then we have just
calculated AT defined by (4.24) to be AT = ATˇhi, i.e.
(4.35) AT = ATˇ h, if A = Ah
In particular, if T = Dt is the time derivative we will use the notation A˙ = ADt which then is
(4.36) A˙W = ADtW = ADˇthW
We can now also calculate higher order commutators:
Definition 4.1. If T is a vector fields let BT be defined by (4.24). If T and S are two tangential vector
fields we define BTS = (BS)T to be the operator obtained by first using (4.24) to define BS and then
define (BS)T to be the operator obtained from (4.24) with BS in place of B. Similarly if S
I = Si2 · · ·Sir
is a product of r = |I| vector fields then we define
(4.37) BI =
( · · · (BSi1 ) · · · )Sik
If B is a multiplication operator BW a = P
(
gabβbcW
c
)
then
(4.38) BIW = P
(
gab(LˇITβbc)W c
)
.
In particular if G is the identity operator GW a = P
(
gabgbcW
c
)
then
(4.39) GIW = P
(
gab(LˇIT gbc)W c
)
.
If A is the normal operator then
(4.40) AIW
a = P
(
gab∂b
(
(∂cTˇ
Ip)W c
) )
With BT as in (4.4) we have proven that if B maps onto the divergence free vector fields then
(4.41) LˆTBW = BWT +BTW −GTBW, WT = LˆTW
Repeating this, gives for a product of modified Lie derivatives:
(4.42) LˆITBW = cI1...IkIGI3 · · ·GIkBI1WI2 WJ = LˆJTW
where the sum is over all combinations of I = I1 + ... + Ik, and c
I1...IkI are some constants, such that
cI1...IkI = 1 if I1 + I2 = I. Let us then also introduce the notation
(4.43) GI1I2I = cI1...IkIGI3 · · ·GIk ,
where the sum is over all combination such that I3 + ...Ik = I − I1 − I2. With this notation we can
write (4.42)
(4.44) LˆITBW = GI1I2IBI1WI2
where again GI1I2I = 1 if I1 + I2 = I. Also let
(4.45) G˜I1...IkI = 0, if I2 = I, and G˜
I1...IkI = GI1...IkI , otherwise.
Then we also have
(4.46) LˆITBW = BWI + G˜I1I2IBI1WI2
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5. Estimates for derivatives of a vector field in terms of the curl,
the divergence and tangential derivatives or the normal operator.
The first part of the lemma below says that one can get a point wise estimate of any first order
derivative of a vector field by the curl, the divergence and derivatives that are tangential at the boundary.
The second part say that one can also get estimates in L2 with a normal derivative instead of tangential
derivatives. The last part says that we can get the estimate for the normal derivative from the normal
operator. The lemma is formulated in terms in the Eulerian frame, i.e. in terms the original Euclidean
coordinates. Later we will reformulate it in the Lagrangian frame and then also get estimates for higher
derivatives in similar fashion.
Lemma 5.1. Let N˜ be a vector field that is equal to the normal N at the boundary ∂Dt and satisfies
|N˜ | ≤ 1 and |∂N˜ | ≤ K. Let qij = δij − N˜ iN˜ j. Then
|∂β|2dx ≤ C(qklδij∂kβi ∂lβj + |curlβ|2 + |divβ|2)(5.1) ∫
Dt
|∂β|2dx ≤ C
∫
Dt
(
δijN˜ kN˜ l∂iβk ∂jβl + |curlβ|2+ |divβ|2+K2|β|2
)
dx(5.2)
Suppose that δijαj is another vector field that is normal at the boundary and let Aβi = ∂i(αkβ
k − q)
and q is chosen so that divAβ = 0 and q|∂Ω = 0. Then
(5.3)
∫
Dt
δijαkαl ∂iβ
k ∂jβ
l ≤ C
∫
Dt
(
δijAβiAβj + |α|2
(|curlβ|2+ |divβ|2)+ |∂α|2|β|2) dx
This lemma was proven in [L3]. We will now state some results that were proven in [L3] and give
some further definitions.
Definition 5.1. For V and V ′ any of the family of vector fields introduced in section 4, and for β a two
form, a one form, a function or a vector field we define
(5.4) |β|Vr =
∑
|I|≤r, I∈V
|LIUβ |, |β|Vr, s =
∑
|I|≤r, I∈V, j≤s
|LIUDjtβ |,
where LIU is a product of Lie derivatives. Furthermore let
(5.5) |β|r =
∑
|α|+k≤r
|∂αyDkt β|, |β|r,s =
∑
|α|≤r, k≤s
|∂αyDkt β|
where |β| is the point wise norm. Furthermore let [β ]V
0
= 1,
[
β
]
0
= 1 and
(5.6)
[
β
]V
s
=
∑
s1+...+sk≤s,si≥1
|β|Vs1 · · · |β|Vsk ,
[
β
]
s
=
∑
s1+...+sk≤s,si≥1
|β|s1 · · · |β|sk ,
We note that if β is a function then LUβ = Uβ and in general it is equal to this plus terms
proportional to β. Hence (5.4) is equivalent to
∑
|I|≤r, I∈V |U Iβ| . In particular if R denotes the family
of space vector fields then |β|Rr is equivalent to |β|r with a constant of equivalence independent of the
metric. Note also that if β is the one form βa = ∂aq then LIUβ = ∂U Iq so |∂q|Vr =
∑
|I|≤r, I∈V |∂U Iq|.
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Definition 5.2. Let c1 be a constant such that
(5.7)
∑
a,b
(|gab|+ |gab|) ≤ c21, |∂x/∂y|2 + |∂y/∂x|2 ≤ c21
Let Ki0 respectively Ki, for i ≥ 1, denote continuous increasing functions of
(5.8) c1 + ‖|x‖|i,0,∞, respectively ‖|x‖|i,∞ + c1 + T−1,
which also depends on the order r of differentiation. Here, the norms are as in Definition 5.3.
We note that the bounds for the metric g and its inverse follows from the bounds for the the Jacobian
of the coordinate and its inverse since gab = δij(∂x
i/∂ya)(∂xj/∂yb) and gab = δij(∂ya/∂xi)(∂yb/∂xj).
It also follows that we have a bound for κ = det (∂x/∂y) =
√
det g and its inverse. Furthermore, if we
have a bound for κ−1 the bound for the inverse of the metric follows from the bound for the metric,
since an upper bound for the eigenvalues and a lower bound for their product gives a lower bound for
the eigenvalues, since they are all positive by assumption. Moreover we note that also a lower bound
|∂x/∂y|2 ≥ c−21 follows.
In what follows it will be convenient to consider the norms of LˆIUW = κ−1LIU(κW ) if W is a vector
field and of LˇIUg = κLIU (κ−1g), if g is the metric. The reason for this is simply that div(LˆIUW ) =
Uˆ I divW and LIU curlw = curl(LIUW ) and when we lower indices wa = gabW b = (κ−1gab)(κW b) and
apply the Lie derivative to the product we get LUwa = (LˇUgab)W b + gabLˆUW b.
The following Lemma was proven in [L3] for the cases without time derivatives. The cases with
time derivatives follows from these by applying them to W replaced by DˆktW , noting that divDˆtW =
Dˆt divW and curl(Dˆ
k
tW )♭ is equal to D
k
t curlw plus terms that are lower order in time. This is similar
to the calculation in [L1,L3] that curl(LˆISW )♭, where (LˆISW )♭b = gabLˆISW b, is equal to LIS curlw plus
terms of lower order. We have:
Lemma 5.2. Let W be a vector field and let wa = gabW
b be the corresponding one form. Let κ =
det (∂x/∂y) =
√
det g. Then
(5.9) |κ|+ |κ−1| ≤ K10, |U Iκ|+ |U Iκ−1| ≤ K10 cI1...Ik |U I1g|· · · |U Ikg|
where the sum is over all I1 + ...+ Ik = I and K10 is as in Definition 5.2.
With notation as in Definition 5.1 and section 4 we have
(5.10) |κW |Rr ≤ K10
(|curlw|Rr−1 + |κdivW |Rr−1 + |κW |Sr +
r−1∑
s=0
|g/κ|Rr−s|κW |Rs
)
We also have
(5.11) |κW |Rr ≤ K10
r∑
s=0
[
g/κ
]R
r−s
(|curlw|Rs−1 + |κdivW |Rs−1 + |κW |Ss ),
where the first two terms in the sum should be interpreted as 0 if s = 0.
The inequalities (5.10)-(5.11) also hold with (R,S) replaced by (U ,T ) and moreover,
(5.12) |κW |Rr, s ≤ K10
(|curlw|Rr−1,s + |κdivW |Rr−1,s + |κW |Sr,s + ∑
i+j≤r+s−1,i≤r,j≤s
|g/κ|Ur+s−i−j |κW |Ri,j
)
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and
(5.13) |κW |Rr,s ≤ K10
∑
i≤r,j≤s
[
g/κ
]U
r+s−i−j
(|curlw|Ri−1,j + |κdivW |Ri−1,j + |κW |Si,j),
where the sums are only over positive indices and if i = 0 then the first two terms should be interpreted
as 0.
Definition 5.3. For V any of the family of vector fields in section 4 let
(5.14) ‖W‖Vr =
∑
|I|≤r, I∈V
‖LIUW‖, ‖W‖Vr,∞ =
∑
|I|≤r, I∈V
‖LIUW‖∞
and let
(5.15) ‖W‖r =
∑
|α|+k≤r
‖Dkt ∂αyW‖ ‖W‖r,∞ =
∑
|α|+k≤r
‖Dkt ∂αyW‖∞
where ‖W‖ = ‖W (t)‖ = ‖W (t, ·)‖L2(Ω), ‖W‖∞ = ‖W (t)‖∞ = ‖W (t, ·)‖L∞(Ω). Let the mixed norms be
defined by
(5.16) ‖W‖Vr,s =
s∑
j=0
‖Djt W‖Vr , ‖W‖r,s =
s∑
j=0
∑
|α|≤r
‖Djt ∂αyW‖
and
(5.17) ‖W‖Vr,s,∞ =
s∑
j=0
‖Djt W‖Vr,∞, ‖W‖r,s,∞ =
s∑
j=0
∑
|α|≤r
‖Djt ∂αyW‖∞
Furthermore, let
(5.18) ‖|α‖|r,∞ = sup
0≤t≤T
‖α(t, ·)‖r,∞, ‖|α‖|r,s,∞ = sup
0≤t≤T
‖α(t, ·)‖r,s,∞,
and
(5.19)
[[[
β
]]]
r,∞
=
∑
r1+...+rk≤r, ri≥1
‖|β‖|r1,∞ · · · ‖|β‖|rk ,∞
It follows from the discussion after Definition 5.1 and the beginning of Lemma 5.3 that ‖W‖r is
equivalent to ‖W‖Rr with a constant of equivalence depending only on the dimension. As with the
point wise estimates it will sometimes be convenient to instead use ‖LˆIUW‖ = ‖κ−1LIU(κW )‖. This
in particular true for the family of space tangential vector fields S. However instead of introducing
a special notation we then write ‖κW‖Sr , since κ is bounded from above and below by a constant
K1 this is equivalent with a constant of equivalence K1. Furthermore, by interpolation ‖κW‖Sr ≤
K1(‖|g‖|r‖W‖ + ‖W‖Sr ) and ‖W‖Sr ≤ K1(‖|g‖|r‖W‖ + ‖κW‖Sr ), and in our inequalities we will have
lower order terms of this form anyway. Note also that it follows from the interpolation inequalities in
Lemma 5.7 that
(5.20) ‖|[ g]
r
‖|0,∞ ≤
[[[
g
]]]
r,∞
≤ K1‖|g‖|r,∞
Here the constant K1 depends on a lower bound for T > 0 and in fact tends to infinity as T → 0. Most
of the time this does not matter, but when estimating lower norms of the enthalpy we can not use this
estimate.
The following lemmas were proven in [L3] for the cases without time derivatives. Their generaliza-
tions to including time derivatives is immediate.
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Lemma 5.3. We have with a constant K10 as in Definition 5.2, we have
(5.21) ‖κW‖r,0 ≤ K10
(‖curlw‖r−1,0 + ‖κdivW‖r−1,0 + ‖κW‖Sr,0 +K10
r−1∑
s=0
‖g‖r−s,0,∞‖κW‖s,0
)
and
(5.22) ‖κW‖r,0 ≤ K10
r∑
s=0
‖g‖r−s,0,∞
(‖curlw‖s−1,0 + ‖κdivW‖s−1,0 + ‖κW‖Ss,0)
where the two terms with s− 1 should be interpreted as 0 when s = 0. We also have with a constant K1
as in Definition 5.2, we have
(5.23) ‖κW‖r ≤ K10
(‖curlw‖r−1 + ‖κdivW‖r−1 + ‖κW‖Tr +K10
r−1∑
s=0
[[[
g
]]]
r−s,∞
‖κW‖s
)
and
(5.24) ‖κW‖r ≤ K10
r∑
s=0
[[[
g
]]]
r−s,∞
(‖curlw‖s−1 + ‖κdivW‖s−1 + ‖κW‖Ts )
where the two terms with s− 1 should be interpreted as 0 when s = 0. Furthermore
(5.25) ‖κW‖r,s ≤ K10
(‖curlw‖r−1,s+ ‖κdivW‖r−1,s+ ‖κW‖Sr,s+ ∑
i≤r, j≤s, i+j≤r+s−1
[[[
g
]]]
r+s−i−j,∞
‖κW‖i,j
)
and
(5.26) ‖κW‖r,s ≤ K10
∑
i≤r, j≤s
[[[
g
]]]
r+s−i−j,∞
(‖curlw‖i−1,j + ‖κdivW‖i−1,j + ‖κW‖Si,j)
where the two terms with i− 1 should be interpreted as 0 if i = 0.
The following lemma, proven in [L3], gives a bounds of derivatives of a vector field by the curl, the
divergence and the normal operator. We have:
Lemma 5.4. Let c0 > 0 be a constant such that |∇Nh| ≥ c0 > 0, let K ′1 and K ′2 be constants such that
‖∇Nh‖L∞(∂Ω) + c1 ≤ K ′1 and
∑
S∈S ‖∇NSh‖L∞(∂Ω) + |∂g| + c1 +K ′1 ≤ K ′2 Then
(5.27) c0‖∂W‖ ≤
(‖AW‖+K ′1(‖curlw‖+ ‖divW‖) +K ′2‖W‖)
By Lemma 5.4 we also have
(5.28) c0‖∂LˆJTW‖ ≤ K ′2
(‖curl(LˆJTW )♭‖+ ‖div LˆJTW‖+ ‖ALˆJTW‖+ ‖LˆJTW‖)
Here (LˆJTW )♭b = gabLˆJTW b, and as in the proof of Lemma 5.3 in [L3] we see that curl(LˆJTW )♭ is equal
to curlLJTw = LJT curlw, plus terms of lower order, where wa = gabW b. In particular we see that we
can get any space tangential derivative in this way so we also get:
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Lemma 5.5. With K ′2 as in Lemma 5.4 we have
(5.29) c0‖W‖r,0 ≤ K ′2
(‖curlw‖r−1,0 + ‖divW‖r−1,0 + ‖W‖Sr−1,A +
r−1∑
s=0
‖g‖∞,r−s‖W‖s,0
)
where
(5.30) ‖W‖Ss,A =
∑
|I|=s,I∈S
‖ALˆISW‖
We also have
(5.31) c0‖W‖r ≤ K ′2
(‖curlw‖r−1 + ‖divW‖r−1 + ‖W‖Tr−1,A + ‖W˙‖Tr−1 +
r−1∑
s=0
‖|g‖|∞,r−s‖W‖s
)
where
(5.32) ‖W‖Ts,A =
∑
|I|=s,I∈T
‖ALˆITW‖
Let us now state the interpolation inequalities that we will use. For a proof of Lemma 5.6 see e.g.
[H1,H2] for the L∞ estimate and [CL] for the L2 estimate.
Lemma 5.6. There are constants Cr respectively Cr,T depending on r respectively on r and T , such
that if β,W ∈ C∞([0, T ]× Ω) is a two form, a function or a vector field, then
‖|β‖|s,∞ ≤ Cr,T ‖|β‖|1−s/r0,∞ ‖|β‖|s/rr,∞(5.33)
‖W‖s ≤ Cr‖W‖1−s/r0 ‖W‖s/rr(5.34)
Here ‖W‖s = ‖W (t)‖s. Furthermore, for β ∈ C∞00 ([0, T ] × Ω), see (2.19), (5.33) holds with constants
independent of T .
The consequence we will use is that
Lemma 5.7. There are constants C depending on T and r, such that if f, fi, α, β,W ∈ C∞
(
[0, T ]×Ω)
are functions, two forms or vector fields, then
‖|f‖|s1,∞ · · · ‖|f‖|sk ,∞ ≤ C‖|f‖|k−10,∞‖|f‖|r,∞(5.35)
‖|α‖|r−s,∞‖|β‖|r,∞ ≤ C
(‖|α‖|0,∞‖|β‖|s,∞ + ‖|β‖|0,∞‖|α‖|r,∞)(5.36)
‖|β‖|r−s,∞‖W‖s ≤ C
(‖|β‖|0,∞‖W‖r + ‖|β‖|r,∞‖W‖0)(5.37)
‖|f1‖|s1,∞ · · · ‖|fk‖|sk ,∞ ≤ C
k∑
i=1
‖|f1‖|0,∞ · · · ‖|fi−1‖|0,∞‖|fi‖|r,∞‖|fi+1‖|0,∞ · · · ‖|fk‖|0,∞(5.38)
where r = s1 + ... + sk. Here ‖W‖s = ‖W (t)‖s. Furthermore, for α, β, f, fi ∈ C∞00 ([0, T ] × Ω), see
(2.19), (5.35)-(5.38) holds with constants independent of T .
Proof. This follows from using Lemma 5.6 on each factor and then using the inequality As/rB1−s/r ≤
A+B, see [L3]. 
24
6. Tame estimates for the Dirichlet problem.
In this section we will give tame estimates for the Dirichlet problem
(6.1) △q = f, in [0, T ]× Ω, q∣∣
∂Ω
= 0
Let us recall the definition of the mixed norms
(6.2) ‖q‖r,s =
∑
|α|≤r, k≤s
‖Dkt ∂αy q‖
In the proofs that follow we will use the interpolations
(6.3) ‖|g‖|s,∞‖|g‖|r,∞ ≤ K1‖|g‖|s+r,∞, ‖|g‖|s+1,∞‖|g‖|r+1,∞ ≤ K2‖|g‖|s+r+1,∞
where K1 and K2 are as in Definition 5.2.
Theorem 6.1. Suppose that q is a solution of the Dirichlet problem, q
∣∣
∂Ω
= 0 and W a1 = g
ab∂bq then
(6.4) ‖W1‖r+1,s + ‖∂q‖r+1,s ≤ K10
∑
i≤r, j≤s
[[[
g
]]]
r+s−i−j,∞
‖△q‖i,j +K10
s∑
j=0
[[[
g
]]]
r+s+1−j,∞
‖W1‖0,j
if r, s ≥ 0, and
(6.5) ‖W1‖r+1,s + ‖q‖r+2,s ≤ K20
∑
i≤r, j≤s
[[[
(∂g,Dtg)
]]]
r+s−i−j
‖△q‖i,j
Moreover if P is the orthogonal projection onto divergence free vector fields and W is any vector field
then,
(6.6) ‖PW‖r,s ≤ K10
∑
i≤r, j≤s
[[[
g
]]]
r+s−i−j,∞
‖W‖i,j
Here K10 and K20 are as in Definition 5.2,
(6.7)
[[[
g
]]]
r,∞
=
∑
r1+...+rk≤r, ri≥1
‖|g‖|r1,∞ · · · ‖|g‖|rk ,∞ ≤ K1‖|g‖|r,∞
and
(6.8)
[[[
(∂g,Dtg)
]]]
r,∞
=
∑
r1+...+rk≤r, ri≥1
‖|g‖|r1+1,∞ · · · ‖|g‖|rk+1,∞ ≤ K2‖|g‖|r+1,∞
Remark. Note that the constant in (6.4)-(6.6) are independent of T whereas those in (6.7)-(6.8) depends
on a lower bound for T > 0.
First two useful lemmas:
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Lemma 6.2. Suppose that S ∈ S and q∣∣
∂Ω
= 0, and
(6.9) LˆSW a = gab∂bq + F a.
Then
(6.10) ‖LˆSW‖ ≤ K10(‖divW‖+ ‖F‖)
Proof. Let WS = LˆSW .
(6.11)
∫
Ω
gabW
a
SW
b
S κdy =
∫
Ω
W aS∂aq κdy +
∫
Ω
W aSgabF
bκdy
If we integrate by parts in the first integral on the right, using that q vanishes on the boundary we get
(6.12)
∫
Ω
W aS ∂aq κ dy = −
∫
Ω
div(WS) q κ dy
However divWS = Sˆ divW . Then we can integrate by parts in the angular direction. S = S
a∂a,
Sˆ = S +divS so we get
∫
Ω
(Sˆf)κdy =
∫
Ω
∂a
(
Safκ) dy = 0, where ∂aS
a = 0. Hence we get
(6.13)
∫
Ω
W aS ∂aq κ dy =
∫
Ω
div(W ) (Sq)κdy
Here |Sq| ≤ |∂q| ≤ K10(|WS |+ |F |) so it follows that
(6.14) ‖WS‖2 ≤ K10‖divW‖
(‖WS‖+ ‖F‖) +K10‖WS‖‖F‖
and using that the inequality A2 ≤ K(A + B)B implies that A ≤ (2K + 1)B we get for some other
constant K10:
(6.15) ‖WS‖ ≤ K10(‖divW‖+ ‖F‖) 
Lemma 6.3. Let W a = gabwb Then
(6.16) DˆktW
a = gabDkt wb −
k−1∑
i=0
(
k
i
)
gab(Dˇk−it gbc)Dˆ
i
tW
c
Proof. We have Dkt wb = D
k
t
(
κ−1gbc κW
c
)
=
∑k
i=0
(
k
i
)(
Dk−it (κ
−1gbc)
)
Dˆit(κW
c), which proves the
lemma. 
Proof of Theorem 6.1. To simplify notation let us denote W a = W a1 = g
ab∂bq. If we apply LIT to
wa = gabW
b we get
(6.17) ∂aT
Iq = gabW
b
I + c˜
I1I2gI1 abW
b
I2 , WI = LˆITW, gI ab = LˇIT gab
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and the sum is over all combinations I = I1 + I2, c˜
I1I2 are constants such that c˜I1I2 = 0 if I2 = I. We
assume that LˆIT = LˆJSLˆsDt , where J ∈ S and |J | = r+1. If we write Tˆ I = SˆTˆK , WI = LˆSWK , and use
Lemma 6.2 we get since divWK = Tˆ
K divW = TˆK△q = κ−1TK(κ△q)
(6.18) ‖WI‖ ≤ K10‖TˆK△q‖+K10c˜I1I2‖gI1‖∞‖WI2‖
or if we sum over all of them
(6.19) ‖κW‖Sr+1,s ≤ K10‖κ△q‖r,s +K10
∑
i≤r+1, j≤s, i+j≤r+s
[[[
g
]]]
r+s+1−i−j,∞
‖κW‖Si,j ,
We now want to apply Lemma 5.3 to W a = gab∂bq. Then curlw = 0 and divW = △q.
(6.20) ‖κW‖r+1,s ≤ K10‖κ△q‖r,s +K1‖W‖Sr+1,s +K10
∑
i≤r+1, j≤s, i+j≤r+s
[[[
g
]]]
r+s+1−i−j,∞
‖κW‖i,j ,
(6.19) and (6.20) therefore gives for r, s ≥ 0,
(6.21) ‖κW‖r+1,s ≤ K10‖κ△q‖r,s +K10
∑
i≤r+1, j≤s, i+j≤r+s
[[[
g
]]]
r+s+1−i−j,∞
‖κW‖i,j ,
Using induction it follows that
(6.22) ‖κW‖r+1,s ≤ K10
∑
i≤r, j≤s
[[[
g
]]]
r+s−i−j,∞
‖κ△q‖i,j +K10
s∑
j=0
[[[
g
]]]
r+s+1−j,∞
‖κW‖0,j
(6.4) follows from this and ∂aq = gabW
b. (Replacing κ by 1 just causes more terms of the same form.)
To prove (6.5) we need estimates for the last terms on the right in (6.4). By (6.4) with r = 0 we
have
(6.23) ‖∂2q‖0,s ≤ K10
s∑
j=0
[[[
g
]]]
s−j,∞
‖△q‖0,j +K10
s∑
j=0
[[[
g
]]]
s+1−j,∞
‖∂q‖0,j .
Since Dˆst△q = κ−1∂aDst
(
κgab∂bq
)
we have
(6.24) ‖△Dst q‖ ≤ ‖Dˆst△q‖+K10
s−1∑
j=0
([[[
g
]]]
s−j,∞
‖∂2Djt q‖+
[[[
g
]]]
s+1−j,∞
‖∂Djt q‖
)
,
and using (6.23) it follows that
(6.25) ‖△Dst q‖ ≤ K10
s∑
j=0
[[[
g
]]]
s−j,∞
‖△q‖0,j +K10
s−1∑
j=0
[[[
g
]]]
s+1−j,∞
‖∂q‖0,j .
We have
∫
Ω
gab(∂aq)(∂bq)κdy = −
∫
Ω
(△q)q κ dy and there is a constant K10, depending just on the
volume of Ω, i.e.
∫
Ω
κdy, such that ‖q‖ ≤ K10‖△q‖, see [SY]. Hence in addition we have
(6.26) ‖q‖+ ‖∂q‖ ≤ K10‖△q‖, if q
∣∣
∂Ω
= 0
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(6.26) applied to Dst q in place of q together with (6.25) gives
(6.27) ‖∂q‖0,s ≤ K10
s∑
j=0
[[[
g
]]]
s−j,∞
‖△q‖0,j +K10
s−1∑
j=0
[[[
g
]]]
s+1−j,∞
‖∂q‖0,j ,
where the last term should be interpreted as 0 if s = 0, and inductively it follows that
(6.28) ‖∂q‖0,s ≤ K20
s∑
j=0
[[[
(∂g,Dtg)
]]]
s−j,∞
‖△q‖0,j
It remains to prove the estimates for the projection (6.6). We haveW =W0+W1, whereW0 = PW ,
and W1 = g
ab∂bq where △q = divW and q
∣∣
∂Ω
= 0. Proving (6.6) for r ≥ 1 reduces to proving it for
r = 0 by using (6.4), since RˆI△q = div(LˆIRW ) and replacing κ by 1 just produces more terms of the
same form . (6.6), for r = 0 and s = 0 follows since the projection has norm 1, ‖PW‖ ≤ ‖W‖. Since
the projection of gabDkt w1b = g
ab∂bD
k
t q vanishes we obtain from Lemma 6.3:
(6.29) ‖PDˆktW1‖ ≤ K1
k−1∑
i=0
[[[
g
]]]
k−i
‖DˆitW1‖
Since also PDˆktW0 = Dˆ
k
tW0 we have
(6.30) (I − P )DˆktW1 = (I − P )DktW
and hence since the projection has norm one
(6.31) ‖DˆktW1‖+ ‖DˆktW0‖ ≤ K1‖DˆktW‖+K1
k−1∑
i=0
[[[
g
]]]
k−i
‖DˆitW1‖
Using induction we therefore obtain
(6.33) ‖DˆktW0‖+ ‖DˆktW1‖ ≤ K1
k∑
j=0
[[[
g
]]]
k−j,∞
‖DˆjtW‖
Since as before replacing κ by 1 just produces more terms of the same form this proves (6.6) also for
r = 0. (6.7)-(6.8) follows from interpolation. 
7. Tame estimates for the wave equation.
Existence of solutions for a wave equation with Dirichlet boundary conditions and initial conditions
satisfying some compatibility conditions is well known, see e.g. [H3]. The result in [H3] is stated with
vanishing initial condition but we will reduce to that case by subtracting of a function that solves the
equation to all orders as t→ 0. We consider the Cauchy problem for the wave equation on a bounded
domain with Dirichlet boundary conditions:
D2t (e
′ψ)−△ψ = f, in [0, T ]× Ω, ψ∣∣
∂Ω
= 0,(7.1)
ψ
∣∣
t=0
= ψ0, Dtψ
∣∣
t=0
= ψ1(7.2)
28
Here
(7.3) △ψ = 1√
det g
∂a
(√
det ggab∂bψ
)
,
where gab is the inverse of the metric gab and det g = det{gab} = κ2, in our earlier notation. We
assumed that e′ is positive, gab is symmetric and positive definite (since the metric is), and that gab
and e′ are smooth satisfying:
(7.4) e′ + 1/e′ ≤ c′1,
∑
a,b
(|gab|+ |gab|) ≤ c21,
for some constants 0 < c1 < c
′
1 <∞.
We will apply this theorem to
(7.5) D2t (e
′(h)δh) −△δh = −∂i
(
(∂iδxk)∂kh
)− (∂iδxk)∂i∂kh+ 2(∂iV k)∂kδV i, δh
∣∣∣
∂Ω
= 0
with vanishing initial conditions and the right hand side vanishing to all orders as t → 0. We will
also need some estimates for the equation for the enthalpy itself, which is best dealt with by writing
h = h˜+ h0 where h0 is the smooth approximate solution. In particular, in case e(h) = c
−2h we get the
equation
(7.6) c−2D2t h˜−△h˜ = −
(
c−2D2t h0 −△h0 − (∂iV j)(∂jV i)
)
with vanishing initial conditions but where the right hand side vanishes to all orders as t → 0 and is
smooth for t ≥ 0. In both cases we have vanishing initial conditions.
In the first case, (7.5), we then also want to use the special form of f in (7.1).
(7.7) f = f1 + κ
−1∂a(κF
a
1 )
For the lowest order energy estimate it will be useful to take advantage of the special form (7.7) because
it will allow us to estimate F with one less space derivative and one more time derivative instead and
in the estimate for the divergence equation we have one more time derivative than space derivatives.
Let
(7.8) gs = ‖|g‖|s+1,∞, hs = ‖|h‖|s+2,∞,
and let K ′2 denote a continuous function of
(7.9) h0 + g0 + c
′
1 + T
−1 + r
which in what follows also depends on the order r of differentiation. We will use that by interpolation;
(7.10) (gs + hs)(gr + hr) ≤ K ′2(gr+s + hr+s).
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Theorem 7.1. Suppose that initial data in (7.2) vanishes and f in (7.1) or f1 and F1 in (7.7) are
smooth and vanish to all orders as t→ 0. Suppose also that e′ = e′(h) in (7.1) is a smooth function of
h and that h and g are smooth. Then for r ≥ 1 the solution of (7.1) satisfies the estimates
(7.11) ‖ψ‖0,r + ‖ψ‖1,r−1 ≤ K ′2
r∑
s=1
(hr−s + gr−s)
∫ t
0
(‖f1‖0,s−1 + ‖F1‖0,s) dτ
Furthermore
(7.12) ‖ψ‖r ≤ K ′2
r∑
s=1
(hr−s + gr−s)
( ∫ t
0
(‖f1‖0,s−1 + ‖F1‖0,s) dτ + ‖f‖s−2
)
and
(7.13) ‖ψ‖r ≤ K ′2
r∑
s=1
(hr−s + gr−s)
∫ t
0
(‖f˙‖s−2 + ‖f‖0) dτ
where ‖f‖s−2 should be interpreted as 0 if s = 1.
Proof. Let us first prove (7.11). Let Er be as in Lemma 7.2 and let
(7.14) E˜2r = E
2
r +
∫
Ω
ψ2 κdy +
r−1∑
s=0
∫
Ω
gab(Dˆ
s
tF
a
1 )(Dˆ
s
tF
b
1 )κdy
Then it follows that E˜r satisfy the same inequality as Er in Lemma 7.2 does, even without the last
term in (7.19) since the norm of ψ is included in E˜1:
(7.15)
dE˜r
dt
≤ K ′2
r∑
s=1
(hr−s + gr−s)
(
E˜s + ‖F1‖0,s + ‖f1‖0,s−1
)
The highest order energy in the right hand side E˜s with s = r can be removed by multiplying with the
integrating factor eKt and integrating. We get
(7.16) E˜r ≤ K ′2
r∑
1
(hr−s + gr−s)
∫ t
0
(‖f1‖0,s−1 + ‖F1‖0,s) dτ +K ′2
r−1∑
s=1
(hr−s + gr−s)
∫ t
0
E˜s dτ
We claim that if r ≥ 1
(7.17) E˜r ≤ K ′2
r∑
s=1
(hr−s + gr−s)
∫ t
0
(‖f1‖0,s−1 + ‖F1‖0,s) dτ
If r = 1, we have just proven it in (7.16) and in general it follows from (7.16) using induction an
interpolation.
We claim that (7.11) follows from (7.17). In fact ‖Dˆr−1t (gab∂bψ)‖ ≤ CE˜r and by Lemma 6.3
Dˆr−1t (g
ab∂bψ) = g
ab∂bD
r−1
t ψ +
∑r−2
s=0
(
r−1
s
)
gab(Dˇr−1−st gbc)Dˆ
s
t (g
cb∂bψ). If follows that ‖∂Dr−1t ψ‖ ≤∑r
i=1 gr−sE˜s which together with (7.16) and interpolation prove (7.11).
Finally, (7.12) follows from (7.11) and Lemma 7.3. and (7.13) follows from (7.12) using that
‖f‖s−2 ≤
∫ t
0
‖f˙‖s−2 dτ .
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Lemma 7.2. Suppose that gab and e′ = e′(h) are smooth and satisfy (7.4) for r ≥ 1,
(7.18) Er(t) =
( r−1∑
s=0
1
2
∫
Ω
e′(Ds+1t ψ)
2+ gab(Dˆ
s
tΨ
a)(DˆstΨ
b)κdy
)1/2
, Ψa = gab∂bψ + F
a
1
Then for r ≥ 1
(7.19)
dEr
dt
≤ K ′2
r∑
s=1
(hr−s + gr−s)
(
Es + ‖F1‖0,s + ‖f1‖0,s−1
)
+K(gr−1 + hr−1)‖ψ‖0
Proof. We will prove that dE2r/dt is bounded by Er times the right hand side of (7.19), and (7.19) follows
from this since dEr/dt = (dE
2
r/dt)/(2Er). With the notation Dˆt = Dt +divV and Dˇt = Dt−divV we
have Dˆt(e
′g2) = (Dˇte
′)g2 +2e′gDˆtg, for any functions e
′ and g, and since also Dtκ/κ = divV it follows
that
(7.20)
dE2r
dt
=
r−1∑
s=0
∫
Ω
(
e′(Ds+1t ψ)(D
s+2
t ψ) + gab(Dˆ
s
tΨ
a)(Dˆs+1t Ψ
b)
)
κdy
+
1
2
r−1∑
s=0
∫
Ω
(
(Dˆte
′)(Ds+1t ψ)
2 + (Dˇtgab)(Dˆ
s
tΨ
a)(DˆstΨ
b)
)
κdy.
Here the terms on the second row are bounded by K ′2E
2
r . Therefore it remains to look on the terms on
the first row. Since Dˆt(e
′) = κ−1Dt(κe
′) it follows that
(7.21) e′Ds+2t ψ = Dˆ
s
tD
2
t (e
′ψ) +
s+1∑
i=0
BsiD
i
tψ, B
s
i =
s∑
j=max(0,i−2)
κ−1csij(D
s−j
t κ)(D
j+2−i
t e
′)
Furthermore, using Lemma 6.3 we get, since Ψa = ∂aψ + F a,
(7.22) Dˆs+1t Ψ
a = gab∂aD
s+1
t ψ + g
abDs+1t F b −
s∑
i=0
(
s+ 1
i
)
gab(Dˇs+1−it gbc)Dˆ
i
tΨ
c
Since e′ = e′(h) it follows that the L2 norm of the sums in (7.21) and (7.22) are bounded by
K ′2
∑r
s=0(gr−s + hr−s)Es, which is included in the right hand side of (7.19) and so is ‖gabDs+1t F b‖.
Therefore it remains to consider
(7.23)
r−1∑
s=0
∫
Ω
(
(Ds+1t ψ)(Dˆ
s
tD
2
t (e
′ψ) +
(
DˆstΨ
a
)(
∂aD
s+1
t ψ)
))
κdy
=
r−1∑
s=0
∫
Ω
(
(Ds+1t ψ)
(
DˆstD
2
t (e
′ψ)− κ−1∂a
(
κDˆstΨ
a
))
κdy =
r−1∑
s=0
∫
Ω
(
(Ds+1t ψ)
(
Dˆst f1)κdy
Here we have integrated by parts using that Ds+1t ψ
∣∣
∂Ω
= 0, that D2t (e
′ψ)− κ−1∂a
(
κΨa
)
= f1 and that
Dˆst
(
κ−1∂a
(
κΨa
))
= κ−1∂a
(
κDˆstΨ
a
)
. 
One can get additional space regularity from taking time derivatives of the equation (7.1) and
solving the Dirichlet problem for the Laplacian.
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Lemma 7.3. If r ≥ 1 then
(7.24) ‖ψ‖r ≤ K ′2
r∑
i=1
(gr−i + hr−i)(‖ψ‖0,i + ‖ψ‖1,i−1 + ‖f‖i−2)
where ‖f‖i−2 is to be interpreted as 0 if i = 1.
Proof. We can use the estimates for the Dirichlet problem:
(7.25) △ψ = D2t (e′ψ)− f, ψ
∣∣
∂Ω
= 0
from Theorem 6.1, since also e′ = e′(h).
(7.26) ‖ψ‖r−s,s ≤ K ′2
∑
i≤r−s−2, j≤s+2
(gr−i−j + hr−i−j)
(‖ψ‖i,j + ‖f‖i,j−2)
where ‖f‖i,j−2 is to be interpreted as 0 if j − 2 < 0. Hence using induction and interpolation we get
(7.27) ‖ψ‖r ≤ K ′2
r∑
i=0
(gr−i + hr−i)(‖ψ‖0,i + ‖ψ‖1,i−1 + ‖f‖i−2)
where ‖ψ‖1,i−1 is to be interpreted as 0 if i = 0 and ‖f‖i−2 is to be interpreted as 0 if i− 2 < 0.
Theorem 7.4. Suppose that φ is a solution of
(7.28) D2tφ−△(p′φ) = f, φ
∣∣
t=0
= φ˙
∣∣
t=0
= 0.
where p′ = p′(h) = 1/e′(h) and f vanishes to all orders as t→ 0; Dkt f
∣∣
t=0
= 0, for k ≥ 0. Let
(7.29) W1 = ∇q, △q = φ, q
∣∣
∂Ω
= 0
and
(7.30) F1 = ∇q′, △q′ = f, q′
∣∣
∂Ω
= 0
Then for r ≥ 1
(7.31) ‖W‖r+1 ≤ K ′2
r∑
s=1
(hr−s + gr−s)
∫ t
0
(‖F˙1‖s−1 + ‖F1‖0) dτ
Proof. By Theorem 7.1
(7.32) ‖φ‖r ≤ K ′2
r∑
s=1
(hr−s + gr−s)
∫ t
0
(‖F˙1‖s−1 + ‖F1‖0) dτ
which by inverting the Laplacian in (7.29) proves that ‖∂W1‖r is bounded by the right hand side of
(7.31) and it only remains to prove the estimate for ‖Dr+1t W1‖. Using (2.54) we can write (7.28) as
(7.33) Dˆ2t φ− 2σ˙Dˆtφ+ k′′φ−△(p′φ) = f, k′′ = σ˙2 − σ¨
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and so
(7.34) div
(
W¨1 −∇
(
p′ divW1
)− 2σ˙W˙1 + k′′W1 − F1) = −2(∂aσ˙)W˙ a1 + (∂ak′′)W a1
and hence
(7.35) div
(
Dˆjt W¨1 − Dˆjt∇
(
p′ divW1
)− Dˆjt (2σ˙W˙1 − k′W1 + F1)) = −Dˆjt (2(∂aσ˙)W˙ a1 − (∂ak′′)W a1 )
We claim that
(7.36) PDˆjtW1 = PBj(W1, ..., Dˆ
j−1
t W1), Bj(W1, ..., Dˆ
j−1
t W1) = −
j−1∑
i=0
(
j
i
)
(Dˇj−it gab)Dˆ
i
tW1
In fact 0 = PDjt∂aq = PD
j
t
(
gabW
b
1
)
= P
∑j
i=0
(
j
i
)
(Dˇj−it gab)Dˆ
i
tW1. Furthermore, let
(7.37) △qj = −Dˆjt
(
2(∂aσ˙)W˙
a
1 − (∂ak′′)W a1
)
, qj
∣∣
∂Ω
= 0
To say that divH = 0 is equivalent to saying that (I − P )H = 0 so it follows from (7.35)-(7.37) that
(7.38) DˆjtW1 = PBj(W1, ..., Dˆ
j−1
t W1) + (I −P )Dˆj−2t
(−∇(p′ divW1)+2σ˙W˙1− k′′W1 +F1)+∇qj−2
Here
(7.39) Dˆj−2t
(∇a(p′ divW1)) =
j−2∑
i=0
i∑
m=0
(
j−2
i
)(
i
m
)
(Dˆj−2−it g
ab)∂b
(
(Di−mt p
′(h))(Dmt divW1)
)
and by interpolation
(7.40) ‖Dˆj−2t
(∇a(p′ divW1))‖ ≤ K ′2
j−2+1∑
s=0
(gj−2−s + hj−3−s)‖divW1‖s
Since the projection P maps L2 to L2 and since inverting (7.37) maps L2 to H1 (in fact to H2) it
therefore follows that
(7.41) ‖Dr+1t W1‖ ≤ K ′2
r∑
s=0
(
gr−s‖DstW1‖+ (gr−1−s + hr−2−s)‖divW1‖s
)
+K ′2
r−1∑
s=0
gr−1−s‖DstF1‖
(7.31) follows from this if we use (7.32) to estimate φ = divW1 and use that ‖DstF1‖ ≤
∫ t
0
‖Dst F˙1‖ dτ . 
Corollary 7.5. With assumptions as in Theorem 7.1 we have
(7.42) ‖|ψ‖|r,∞ ≤ K ′2
(
(gr+r0−1 + hr+r0−1)‖|f‖|0,∞ + ‖|f‖|r+r0−1,∞
)
where r0 = [n/2] + 1.
Proof. By Sobolev’s lemma ‖ψ‖r,∞ ≤ C‖ψ‖r+r0 , which in turn can be estimated by Theorem 7.1. Then
we estimate the L2 norms of f by L∞ norms and use interpolation. 
Let us now prove that the solution of (7.1) depends smoothly on parameters if the metric g and the
inhomogeneous term f do. We have:
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Lemma 7.6. Suppose that f ∈ Cm(Bk, C∞00 ([0, T ] × Ω)), gab ∈ Cm(Bk, C∞([0, T ] × Ω)), where Bk =
{r ∈ Rk, |r| ≤ ε}. Suppose also that g satisfies the coordinate condition uniformly in Bk. Let ψ be the
solution of
(7.43) ψ = c2D2tψ −△ψ = f, ψ
∣∣
∂Ω
= 0 ψ
∣∣
t=0
= Dtψ
∣∣
t=0
= 0
where △ is given by (7.3). Then ψ ∈ Cm(Bk, C∞00 ([0, T ]× Ω)).
Proof. We note that it suffices to prove the statement in the theorem for m = 1, since the general case
follows from this by induction. In fact, assuming that ψ ∈ C l(Bk, C∞00 ([0, T ] × Ω)), l < m then for
|α| ≤ l:
(7.44) Dαr ψ = D
α
r f −
∑
β+γ=α, |β|<|α|
cαβ
(γ)Dβr ψr,
where γ = (γj , ...γ1) are ordered multi-indices with γi ∈ {1, ..., k}. Here Dγr = Drγj · · · Drγ1 , where
Dri = ∂/∂r
i, and 
(γ)
r are the repeated commutators defined inductively by (i,γ) = [Dri ,
(γ)], where

( ) = r. The right hand side of (7.44) is then in C
1
(
Bk, C∞00 ([0, T ] × Ω)
)
so it follows from the
statement in the theorem for m = 1 that ψ ∈ C l+1(Bk, C∞00 ([0, T ] × Ω)).
Let us write ψr, gr fr, and r = gr , to indicate the dependence of r. First we will prove that
fr ∈ C(Bk, C∞00 ) and gr ∈ C(Bk, C∞) implies that ψr ∈ C(Bk, C∞00 ). We will only prove this for r = 0
since the proof in general is just a notational difference from the proof for r = 0. We have
(7.45) r(ψr − ψ0) = fr − f0 − (r −0)ψ0
The right hand side is in C(Bk, C∞00 ) and tends to 0 in C(B
k, CN ), for any N , as r → 0. Since in
Corollary 7.5 we have uniform bounds for −1r , it follows that ψr − ψ0 tends to 0 in C(Bk, CN ), for
any N , as r → 0, i.e. ψr ∈ C(Bk, C∞00 ).
Let us now assume that fr ∈ C1(Bk, C∞00 ) and gr ∈ C1(Bk, C∞). Let ψ˙r = Drψr be defined by
(7.46) rψ˙r = f˙r − ˙rψr, ψ˙r
∣∣
∂Ω
= 0, ψ˙r
∣∣
t=0
= Dtψ˙r
∣∣
t=0
= 0,
where ˙r = [Dr,], f˙r = Drfr and Dr = (Dr1 , ...,Drk ). Since the right hand side of (7.46) is in
C(Bk, C∞00 ) it follows as above that ψ˙r ∈ C(Bk, C∞00 ). It remains to prove that ψr is differentiable. We
have
(7.47) r
(
ψr − ψ0 − rψ˙0
)
= fr − f0 − rf˙0 +
(
r −0 − r˙0
)
ψ0 + r(r −0)ψ˙0
Then the right hand side divided by r tends to 0 in CN , for any N , as r → 0. In view of the uniform
bounds for −1r in Corollary 7.5 it follows that (ψr−ψ0−rψ˙0)/r, tends to 0 in CN for any N , as r → 0.
Hence ψ ∈ C1(Bk, C∞00 ). 
8. Tame estimates for the divergence free equation.
Let
(8.1) W¨ +AW +B0W +B1W˙ = H, divH = 0, W
∣∣
t=0
= W˙
∣∣
t=0
= 0
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where H is smooth and vanishes to order r as t → 0, i.e. DktH
∣∣
t=0
= 0, for k ≤ r. Here BiW a =
P
(
gabβibcW
c
)
, i = 0, 1, are projected multiplication operators. Let
(8.2) gs = ‖|g‖|s+1,∞, hs = ‖|h‖|s+2,∞, βs = ‖|β0‖|s,∞+ ‖|β1‖|s,∞, ks = gs + hs + βs
and let K ′′2 denote a continuous function of
(8.3) k0 + c
−1
0 + c1 + T
−1 + r,
which in what follows also depends on the order r of differentiation. We will use that by interpolation;
kskr ≤ K ′′2 kr+s, for r, s ≥ 0. We will prove the following estimates
Theorem 8.1. Suppose that (2.4)-(2.5) hold for 0 ≤ t ≤ T and suppose also that x is smooth for
0 ≤ t ≤ T , T ≤ 1. Then (8.1) has a smooth solution for 0 ≤ t ≤ T . It satisfies the estimates
(8.4) ‖W˙‖r + ‖W‖r ≤ K ′′2
r∑
s=0
kr−s
∫ t
0
‖H‖s dτ,
for r ≥ 0 and for m = 0, 1, 2.
(8.5)
m+1∑
j=0
‖DˆjtW‖r ≤ K ′′2
r∑
s=0
m∑
j=0
kr+m−j−s
∫ t
0
‖DˆjtH‖s dτ,
Furthermore, for r ≥ 1,
(8.6) ‖ ...W‖r−1 + ‖W¨‖r−1 + ‖W˙‖r + ‖W‖r
≤ K ′′2
r−1∑
s=0
∫ t
0
(
kr−1−s‖H¨‖s + kr−s‖H˙‖s + kr+1−s‖H‖s + ‖curlH‖s
)
dτ.
As pointed out before, existence of smooth solutions for (8.1) was proven in [L3] so we only need
to prove the estimates. The theorem with the norms replaced by norms with just space derivatives was
proven in [L3]. The theorem here is actually simpler to prove than the one there.
First we note that we can reduce to the case B0 = B1 = 0 since the general case follows from this
case. Let us show this for (8.4). Assume that (8.4) holds for the case when B0 = B1 = 0. Then using
(8.4) applied to the equation W¨ + AW = H1 = H + B0W + B1W˙ gives using that, by Theorem 6.1,
‖BiW‖s ≤ K ′′2
∑s
k=0(βs−k + gs−k)‖W‖k and (8.4),
(8.7) ‖W˙‖r + ‖W‖r ≤ K ′′2
r∑
s=0
(gr−s + hr−s + βr−s)
∫ t
0
(‖H‖s + ‖W‖s + ‖W˙‖s), dτ
We can now first remove the highest order terms from the right hand side by a Gro¨nwall type of
argument since they occur in the left. In fact let f(t) =
∫ t
0
‖W˙‖r + ‖W‖r dτ . Then by (8.7) f ′ ≤
K ′′2 f + K
′′
2 ‖H‖r + Σr−1, where Σr−1 is the sum of the first r − 1 terms in the right of (8.7). Hence
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multiplying by the integrating factor eK
′′
2 t and integrating gives f(t) ≤ K ′′2
∫ t
0
‖H‖r+Σr−1 dτ . It follows
that
(8.8) ‖W˙‖r + ‖W‖r ≤ K ′′2
r∑
s=0
(gr−s + hr−s + βr−s)
∫ t
0
‖H‖s dτ
+K ′′2
r−1∑
s=0
(gr−s + hr−s + βr−s)
∫ t
0
(‖W‖s + ‖W˙‖s), dτ
This proves (8.4) for r = 0. (8.4) for r ≥ 1 now follows by induction, using (8.4) for s ≤ r − 1 in the
terms on the second row of (8.8) together with the interpolation (8.4). The proof of that we can reduce
to the case B0 = B1 = 0 also for (8.5) follows in a the same way, using that we have already proven the
estimate for smaller m. The prove that (8.6) can be reduced to the case B0 = B1 = 0, we also estimate
the lower order terms using (8.5).
We now in what follows assume that B0 = B1 = 0. Of course we could have included these operators
in the calculations that follows but the argument becomes more clear without them. Lowering the indices
in (8.1):
(8.9) GW¨ +AW = GH
Let LIT , I ∈ T , stand for a product of Lie derivatives of |I| vector fields in T and let WI = LˆITW. If we
apply repeatedly apply Lie derivatives LT and the projection in between, see section 4, we obtain
(8.10) cI1I2
(
GI1W¨I2 +AI1WI2 −GI1HI2
)
= 0
where the sum is over all combination of I1 + I2 = I and c
I1I2 = 1. Here GI and AI are the operators
given by (4.39) and (4.40). If we raise the indices again we get
(8.11) W¨I +AWI = −c˜I1I2AI1WI2 − c˜I1I2GI1W¨I2 + cI1I2GI1HI2
where c˜I1I2 = 1, if |I2| < |I|, and c˜I1I2 = 0 if |I2| = |I|.
Let us define energies
(8.12) EI = 〈W˙I , W˙I〉+ 〈WI , (A+ I)WI〉, ETs =
∑
|I|≤s,I∈T
√
EI
Note that in the sum we also included all time derivatives LˆDt . The reason for this is that when
calculating commutators second order time derivatives show up in the first term on the right in (8.10).
We get by differentiating (8.11), see the end of section 3,
(8.13) E˙I = 2〈W˙I , W¨I + (A+ I)WI〉+ 〈W˙I , G˙W˙I〉+ 〈WI , (A˙ + G˙)WI〉
We now, want to estimate the right hand side by ETr , where r = |I|. Here, by (3.27), the last two terms
can be bounded by (h0c
−1
0 +g0)EI . Therefore, (8.12) can be estimated by the L
2 norm of the right hand
side of (8.10). In the sums with cI1I2 , in (8.9), we have |I2| < |I|. Since we included time derivatives
up to highest orders in ETr it follows that ‖W¨I2‖ ≤ ETr . Here GI1 is a bounded operator so the term
with GI1 can be controlled. AI1 is an operator of order one so the term with AI1 can be controlled by a
constant times ‖∂WI2‖ + ‖WI2‖. However, at this point we only have control of tangential derivatives
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of W . One could combine the estimate here with the curl estimate given later to get control over all
derivatives up to order r = |I|. Instead we will add a lower order term to the energy such that the
its time derivative cancels the terms with AI1 and replaces them with lower order terms that may be
controlled. Let
(8.14) DI = 2c˜
I1I2〈WI , AI1WI2〉
where the sum is over all I1 + I2 = I, with|I2| < |I|. Then
(8.15) D˙I = 2c˜
I1I2
(〈W˙I , AI1WI2〉+ 〈WI , A˙I1WI2〉+ 〈WI , AI1W˙I2〉).
Hence
(8.16) E˙I + D˙I = 2c˜
I1I2
(〈WI , A˙I1WI2〉+ 〈WI , AI1W˙I2〉)+ 〈WI , A˙WI〉
+ 2〈W˙I ,−c˜I1I2GI1W¨I2 + cI1I2GI1HI2 +WI〉+ 〈W˙I , G˙W˙I〉+ 〈WI , G˙WI〉
Here, the terms on the first row can be controlled using (3.7) and the terms on the terms on the second
row can be controlled using (3.10). We get
(8.17)
|〈U,AJW 〉| ≤ ‖|h‖|s+1,∞c−10 〈U,AU〉1/2〈W,AW 〉1/2, |〈U,GJW 〉| ≤ ‖|g‖|s,∞‖U‖‖W‖, |J | = s
Hence, we have proven that
(8.18) |E˙I + D˙I | ≤ CETr
r∑
s=0
(hr−sc
−1
0 + gr−s)
(
ETs + ‖H‖Ts
)
, |DI | ≤ CETr
r−1∑
s=0
hr−sc
−1
0 E
T
s
so it follows that
(8.19) ETr ≤ C(h0c−10 + g0)
∫ t
0
(ETr + ‖H‖r)dτ + C
r−1∑
s=0
(hr−sc
−1
0 + gr−s)
(∫ t
0
(
ETs + ‖H‖Ts
)
dτ +ETs
)
Using induction and interpolation (8.4) we get the same inequality without ETs , for s ≤ r − 1, but
instead multiplied by a constant K ′′2 depending on (8.3) and r. Then, by a Gro¨nwall type of argument,
see the beginning of the proof, we can also remove ETr from the right hand side of (8.17), i.e., with
f(t) =
∫ t
0
ETr dτ , we get and inequality f
′ ≤ K ′′2 f +K ′′2
∑r
s=0(hr−s + gr−s)‖H‖Ts and multiplying by
the integrating factor eK
′′
2 t gives:
Lemma 8.2. For r ≥ 0 we have
(8.20) ETr ≤ K ′′2
r∑
s=0
(hr−s + gr−s)
∫ t
0
‖H‖Ts dτ
This proves the estimates for tangential derivatives. We now also want to have estimate for the curl
and then by the results in section 5 the estimates for all derivatives will follow from this.
Let wa = gabW
b and w˙a = gabW˙
b and let curlwab = ∂awb − ∂bwa. Then Dtwa = w˙a + g˙abW b,
where g˙ab = Dˇtgab and W˙
b = DˆtW
b. It follows that Dt curlwab = curlw˙ab + ∂a(g˙bcW
c) − ∂b(g˙acW c)
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Since the curl of A vanishes it follows that curlw¨ = curlH, if w¨a = gabW¨
b. Since the curl commutes
with the Lie derivative it therefore follows that
|Dt curlw˙|Ur−1 ≤ C
r∑
s=0
gr−s|W˙ |Us + |curlH|Ur−1(8.21)
|Dt curlw|Ur−1 ≤ C
r∑
s=0
gr−s|W |Us(8.22)
and by Lemma 5.3:
|W |Ur ≤ K1
r∑
s=1
gr−1−s
(|curlw|Us−1 + |divW |Us + |W |Ts ) +K1gr−1|W |0(8.23)
|W˙ |Ur ≤ K1
r∑
s=1
gr−1−s
(|curlw˙|Us−1 + |divW˙ |Us + |W˙ |Ts ) +K1gr−1|W˙ |0(8.24)
Let
(8.25) CUr = ‖curlw˙‖r−1 + ‖curlw‖r−1.
Since divW = divW˙ = 0 it now follows that
(8.26) |C˙Ur | ≤ K1
r∑
s=0
gr−s(‖W˙‖s + ‖W‖s) +C‖curlH‖r−1 ≤ K1
r∑
s=0
gr−s(C
U
s +E
T
s ) +C‖curlH‖r−1.
This together with Lemma 8.2 and the argument for its proof gives
Lemma 8.3. For r ≥ 0 we have
(8.27) ‖W˙‖r + ‖W‖r + ETr ≤ K ′′2
r∑
s=0
(gr−s + hr−s)
∫ t
0
‖H‖s dτ.
This proves the first part of Theorem 8.1.
In order to prove the second part of Theorem 8.1 we replace the energy in (8.10) by
(8.28) ETr,m =
∑
I=I1+I2, I1∈T , |I1|≤r, I2={Dt,...,Dt}, |I2|=m
√
EI
i.e. we take two additional time derivatives. Noting that, the argument leading up to Lemma 8.2 only
requires that we have at least as many time derivatives as tangential space derivatives so it follows from
its proof that
Lemma 8.4. For r ≥ 0 we have
(8.29) ETr,m ≤ K ′′2
r∑
s=0
m∑
j=0
kr+m−j−s
∫ t
0
‖DˆjtH‖Ts dτ
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We have w¨a = −AaW + Ha and
...
wa = gabDˆtW¨
b = Dtw¨a − (Dˇtgab)W b so, since curlAW = 0,
curlw¨ = curlH and curl
...
wab = curl(DtH)ab − ∂a
(
Dˇtgbc)W
b
)
+ ∂b
(
(Dˇtgac)W
c
)
. Hence |curlw¨|s−1 =
|curlH|s−1 and |curl ...w|s−1 ≤ K1
∑s
j=0 gs−j |W |j + |Dt curlH|s−1 so using the estimates (8.23)-(8.23)
with (W, W˙ ) replaced by (W¨ ,
...
W ) gives:
|W¨ |Ur ≤ K1
r∑
s=0
gr−1−s|W¨ |Ts +K1
r∑
s=1
gr−1−s|curlH|s−1(8.30)
| ...W |Ur ≤ K1
r∑
s=0
gr−1−s(|W |Us + |
...
W |Ts
)
+K1
r∑
s=1
gr−1−s|Dt curlH|s−1(8.31)
Using the estimate in Lemma 8.3, with r replaced by r − 1, the estimate in Lemma 8.4, the estimate
‖Dkt curlH‖s−1 ≤
∫ t
0
‖Dk+1t curlH‖s−1 dτ , and interpolation gives:
Lemma 8.5. For r ≥ 0 and m = 0, 1, 2, we have
(8.32)
m+1∑
j=0
‖DˆjtW‖r + ETr,m ≤ K ′′2
r∑
s=0
m∑
j=0
kr+m−j−s
∫ t
0
‖DˆjtH‖s dτ.
We now want to use the estimate for the additional time derivatives to get estimates for ‖W‖r and
‖W˙‖r in (8.6) since by Lemma 5.5:
c0‖W‖r ≤ K ′′2
(‖curlw‖r−1 + ‖divW‖r−1 + ‖W‖Tr−1,A + ‖W˙‖Tr−1 +
r−1∑
s=0
gr−1−s‖W‖s
)
(8.33)
c0‖W˙‖r ≤ K ′′2
(‖curlw˙‖r−1 + ‖divW˙‖r−1 + ‖W˙‖Tr−1,A + ‖W¨‖Tr−1 +
r−1∑
s=0
gr−1−s‖W˙‖s
)
(8.34)
where
(8.35) ‖W‖Ts,A =
∑
|I|=s,I∈T
‖ALˆITW‖
The terms of order r− 1 or less in (8.33)-(8.34) can be estimated by Lemma 8.3 and Lemma 8.5 with r
replaced by r − 1. Therefore it only remains to estimate the terms involving the curl and the operator
A. The estimate for ‖AWJ‖ with |J | ≤ r − 1 we get from (8.11);
(8.36) AWJ = −c˜J1J2AJ1WJ2 − cI1J2
(
GJ1W¨J2 −GI1HJ2
)
where c˜J1J2 = 0 if |J2| = r− 1. Here the terms in the parenthesis can be estimated by Lemma 8.5, with
r replaced by r − 1. Note that ‖HJ2‖ ≤
∫ t
0
‖H˙J2‖ dτ since we assume that H vanishes to all orders as
t→ 0. Since by (3.8) AJ1 is order one and |J2| ≤ r− 2 in the first term on the right it follows that also
this term can be estimated by Lemma 8.3 with r replaced by r − 1. We hence get
(8.37) ‖W‖Tr−1,A ≤ K ′′2
r−1∑
s=0
∫ t
0
(
kr−1−s‖H¨‖s + kr−s‖H˙‖s + kr+1−s‖H‖s
)
dτ
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From (8.9) we also get the estimate for ‖AW˙J‖ with |J | ≤ r − 1 by letting one of the derivatives in
(8.9) be a time derivative so I = J + {Dt}. If we write this out we get
(8.38) AW˙J = −c˜J1J2AJ1W˙J2 − cJ1J2A˙J1WJ2 − cJ1J2
(
GJ1
...
W J2 + G˙J1W¨J2 −GJ1H˙I2 − G˙J1HJ2
)
where c˜J1J2 = 0 if |J2| = r − 1. Here the terms in the parenthesis can be estimated by Lemma 8.5,
with r replaced by r − 1. Since AJ1 and A˙J1 is order 1, see (3.8), we can also estimate all the other
by Lemma 8.3 with r replaced by r − 1, apart from the term with A˙WJ . This term is estimated by
‖A˙WJ‖ ≤ Ch0(‖W‖r + ‖W‖r−1), where the last term can again be estimated by Lemma 8.3 with r
replaced by r − 1. We hence get
(8.39) ‖W˙‖Tr−1,A ≤ h0‖W‖r +K ′′2
r−1∑
s=0
∫ t
0
(
kr−1−s‖H¨‖s + kr−s‖H˙‖s + kr+1−s‖H‖s
)
dτ
(8.33) and (8.34) together with (8.37) and (8.39) therefore gives
(8.40) c0‖W‖r ≤ K ′′2 ‖curlw‖r−1 +K ′′2
r−1∑
s=0
∫ t
0
(
kr−1−s‖H¨‖s + kr−s‖H˙‖s + kr+1−s‖H‖s
)
dτ
and
(8.41)
c0‖W˙‖r ≤ h0c−10 ‖curlw‖r−1+K ′′2 ‖curlw˙‖r−1+K ′′2
r−1∑
s=0
∫ t
0
(
kr−1−s‖H¨‖s+kr−s‖H˙‖s+kr+1−s‖H‖s
)
dτ
It therefore only remains to control the curl. With CUr = ‖curlw˙‖r−1 + ‖curlw‖r−1 it hence follows
from (8.26) and (8.40)-(8.41) that
(8.42) |C˙Ur | ≤ K ′′2CUr +K ′′2
r−1∑
s=0
∫ t
0
(
kr−1−s‖H¨‖s + kr−s‖H˙‖s + kr+1−s‖H‖s
)
dτ + ‖curlH‖r−1
where we also used that, by Lemma 8.3, ‖W˙‖0 + ‖W‖0 ≤ K ′′2
∫ t
0
‖H‖0 dτ . Integrating this equation
gives a bound for CUr in terms of the integral in (8.38). Using this bound in (8.40)-(8.41) then gives
Lemma 8.6. For r ≥ 1 we have
(8.43) ‖W˙‖r + ‖W‖r ≤ K ′′2
r−1∑
s=0
∫ t
0
(
kr−1−s‖H¨‖s + kr−s‖H˙‖s + kr+1−s‖H‖s + ‖curlH‖s
)
dτ
This concludes the proof of Theorem 8.1.
9. Existence and tame estimates for the inverse of the modified linearized operator.
We want to show existence and tame estimates for the inverse of the linearized operator. However,
first we will show existence and estimates for the modified linearized operator L1 given by (2.55):
(9.1) L1W = F, W
∣∣
t=0
= W˙
∣∣
t=0
= 0
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where F is smooth and vanishes to all orders as t→ 0.
Let
(9.2) ns = ‖|g‖|s+2,∞ + ‖|ω‖|s+1,∞ + ‖|h‖|s+3,∞,
and let K ′′3 be denote a continuous function of
(9.3) n0 + c
−1
0 + T
−1 + c1 + r
which in what follows also depends on the order of differentiation r. In the proof that follows we will
use the interpolation
(9.4) nsnr ≤ K ′′3 ns+r
Theorem 9.1. Suppose that (2.4)-(2.5) hold for 0 ≤ t ≤ T and suppose also that x is smooth for
0 ≤ t ≤ T an that T ≤ 1. Then (9.1), where F is smooth and vanishing to all orders as t → 0, has a
smooth solution for 0 ≤ t ≤ T . It satisfies the estimates
(9.5) ‖W˙‖r + ‖W‖r ≤ K ′′3
r∑
s=1
nr−s
∫ t
0
‖F‖s dτ, r ≥ 1
Proof of Theorem 9.1. The proof of existence and the estimate (9.5) for the modified linearized operator
uses the orthogonal decomposition of the vector field into its divergence free part and a gradient of a
function vanishing on the boundary. The solution will be further divided into four parts and for each of
them we use either Theorem 6.1, Theorem 7.1 or Theorem 8.1. This gives us the estimates in Theorem
9.2. These estimates imply the estimate (9.5). Furthermore, the estimates holds for iterates, i.e given an
iterate for W we define δh = Ψ′(x)W by (9.10) and then define Wij by (9.8)-(9.20) and (9.12)-(9.13).
This gives us a new iterate for W . Theorem 9.2 then gives us uniform bounds for the iterates and
applied to the equations for differences of iterates gives us convergence, see [L2,L3].
Now, the solution W of
(9.6) L1W = F
can be obtained as the sum of four terms, see section 3,
(9.7) W =W0 +W1, W1 =W10 +W11, W0 =W00 +W01
where W0 is divergence free and
(9.8) W a1i = g
ab∂bq1i, i = 0, 1, q1i
∣∣
∂Ω
= 0, △q11 = ϕ, △q10 = −e′(h)δh
and ϕ satisfies an ordinary differential equation:
(9.9) D2tϕ+divΦϕ = divF +divΦ e
′(h)δh, ϕ
∣∣
t=0
= ϕ˙
∣∣
t=0
= 0
where divΦ = D2t e(h) +Dt divV and δh satisfies the wave equation
D2t (e
′(h)δh) −△δh = △((∂ch)W c)− divB1W˙ + 2σ˙divW˙ − divB0W − (D2t e(h) + σ˙2)divW,(9.10)
δh
∣∣
∂Ω
= 0, δh
∣∣
t=0
= ˙δh
∣∣
t=0
= 0.(9.11)
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Here, the divergence free parts satisfy the evolution equation for the normal operator, (3.16)
(9.12) W¨00+AW00−B10W˙00−B00W00 = −AW10+B11W˙1+B01W1+PF, W00
∣∣
t=0
= W˙00
∣∣
t=0
= 0
and
(9.13) W¨01 +AW01 −B10W˙01 −B00W01 = −AW11, W01
∣∣
t=0
= W˙01
∣∣
t=0
= 0
If
(9.14) Er =
1∑
i,j=0
‖W˙ij‖r + ‖Wij‖r + ‖δh‖r
then we get from Theorem 9.2 that for r ≥ 1
(9.15) Er ≤ K ′′3
r∑
s=1
nr−s
∫ t
0
(‖F‖s + Es) dτ
Using a Gro¨nwall type of argument and induction as in section 8 it follows that for r ≥ 1 we have
(9.16) Er ≤ K ′′3
r∑
s=1
nr−s
∫ t
0
‖F‖s dτ
which proves Theorem 9.1. 
Theorem 9.2. If r ≥ 1 we have
‖W˙11‖r + ‖W11‖r ≤ K ′′3
r∑
s=1
nr−s
∫ r
0
‖F‖s + ‖W10‖s dτ(9.17)
‖W¨11‖r ≤ K ′′3
r∑
s=1
nr−s
(
‖F‖s + ‖W10‖s +
∫ r
0
‖F‖s + ‖W10‖s dτ
)
(9.18)
‖W˙01‖r + ‖W01‖r ≤ K ′′3
r∑
s=1
nr−s
∫ r
0
(‖F‖s + ‖W10‖s) dτ(9.19)
‖W˙00‖r + ‖W00‖r ≤ K ′′3
r∑
s=1
nr−s
∫ r
0
(‖F‖s + ‖∂W10‖s) dτ(9.20)
‖W˙10‖r + ‖W10‖r+1 ≤ K ′′3
r∑
s=1
nr−s
∫ t
0
(‖W˙ ‖s + ‖W‖s) dτ(9.21)
where W =W0 +W1, W1 =W10 +W11 and W0 =W00 +W01.
Proof of Theorem 9.2. (9.17) follows directly from applying Lemma 9.3 below to (9.9). Here we write
divF1 = divF + divΦ e
′(h)δh = div
(
F − divΦW10
)
+ (∂a divΦ)W
a
10 and use Theorem 6.1. This also
gives the additional estimate (9.18).
To prove (9.19) we use the second part of Theorem 8.1 applied to (9.13). Since curlAW11 = 0 and
we have an estimate for and additional time derivative in (9.18), (9.19) follows.
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By the first part of Theorem 8.1:
(9.22) ‖W˙00‖r + ‖W00‖r ≤ K ′′3
r∑
s=0
nr−1−s
∫ r
0
(‖F‖s + ‖∂W10‖s + ‖W˙1‖s + ‖W1‖s) dτ
Using (9.21) and (9.17) gives (9.20). Note that the sum above starts at s = 0 but since the lower norms
are included in the higher norms and since we replaced nr−s−1 by nr−s we can start the sum in (9.20)
from s = 1.
The estimate (9.21) follows from Theorem 7.1 applied to (9.10). If f denotes the right hand side of
(9.10) then
(9.23) ‖f˙‖s−2 ≤ K ′′3
s∑
k=0
ns−1−k
(‖W˙‖k + ‖W‖k)
Since ‖f‖0 ≤ K ′′3 (‖W‖2 + ‖W˙‖1) we obtain from (7.13) for r ≥ 2
(9.24) ‖δh‖r ≤ K ′′3
r∑
s=0
nr−1−s
∫ t
0
(‖W˙‖s + ‖W‖s) dτ
For r = 1 we use (7.12), which gives (9.24) also for r = 1 if we write f = f1+△(hcW c). This proves that
‖δh‖r is bounded by the right hand side of (9.21). To get the estimate also forW10 we use Theorem 6.1 to
estimate the solution of the Dirichlet problem in (9.8) using that ‖e′(h)δh‖r ≤ K ′′3
∑r
s=0 ‖h‖r−s,∞‖δh‖s.
This gives that ‖∂W10‖r and ‖W10‖r are bounded by the right hand side of (9.21) but it remains to
show that ‖Dr+1t W10‖ is bounded by the right hand side of (9.21) which follows from Theorem 7.4. 
Lemma 9.3. Let ϕ be the solution of
(9.25) D2tϕ+ kϕ = f, ϕ˙
∣∣
t=0
= ϕ
∣∣
t=0
= 0,
where Djt f1
∣∣
t=0
= 0 for j ≥ 0 and k = divΦ = D2t e(h) +Dt divV . Then for r ≥ 1 we have
‖ϕ˙‖r−1 + ‖ϕ‖r−1 ≤ K ′′3
r−1∑
s=0
nr−1−s
∫ t
0
‖f‖s dτ,(9.26)
‖ϕ¨‖r−1 ≤ K ′′3
r−1∑
s=0
nr−1−s
(
‖f‖s +
∫ t
0
‖f‖s dτ
)
(9.27)
Furthermore let W1 and F1 be defined by
W1 = ∇q, △q = ϕ, q
∣∣
∂Ω
= 0(9.28)
F1 = ∇q′ △q′ = f, q′
∣∣
∂Ω
= 0(9.29)
Then for r ≥ 1 we have
‖W˙1‖r + ‖W1‖r ≤ K ′′3
r∑
s=0
nr−s
∫ t
0
‖F1‖s dτ,(9.30)
‖W¨1‖r ≤ K ′′3
r∑
s=0
nr+1−s
(
‖F1‖s +
∫ t
0
‖F1‖s dτ
)
(9.31)
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Proof of Lemma 9.3. (9.25) is an ordinary differential equation and (9.26)-(9.27) follows as in the proof
of Proposition 10.1 in [L3]. (9.25) can be written
(9.32) Dˆ2tϕ− 2σ˙Dˆtϕ+ k′ϕ = f, k′ = σ˙2 +D2t e(h)
and so
(9.33) div
(
W¨1 − 2σ˙W˙1 + k′W1 − F1
)
= −2(∂aσ˙)W˙ a1 + (∂ak′)W a1
and hence
(9.34) div
(
Dˆjt W¨1 − Dˆjt
(
2σ˙W˙1 − k′W1 + F1
))
= −Dˆjt
(
2(∂aσ˙)W˙
a
1 − (∂ak′)W a1
)
We claim that
(9.35) PDˆjtW1 = PBj(W1, ..., Dˆ
j−1
t W1), Bj(W1, ..., Dˆ
j−1
t W1) =
j−1∑
i=0
(
j
i
)
(Dˇj−it gab)Dˆ
i
tW1
In fact 0 = PDjt∂aq = PD
j
t
(
gabW
b
1
)
= P
∑j
i=0
(
j
i
)
(Dˇj−it gab)Dˆ
i
tW1. Furthermore, let
(9.36) △qj = −Dˆjt
(
2(∂aσ˙)W˙
a
1 − (∂ak′)W a1
)
, qj
∣∣
∂Ω
= 0
To say that divH = 0 is equivalent to saying that (I − P )H = 0 so it follows from (9.34)-(9.36) that
(9.37) DˆjtW1 = PBj(W1, ..., Dˆ
j−1
t W1) + (I − P )Dˆj−2t
(
2σ˙W˙1 − k′W1 + F1
)
+∇qj−2
Since the projection P maps L2 to L2 and since inverting (9.36) maps L2 to H1 (in fact to H2) it
therefore follows that:
(9.38) ‖Dr+1t W1‖ ≤ K ′′3
r∑
s=0
nr−s‖DstW1‖+
r−1∑
s=0
nr−2−s‖DstF1‖
Sine it also follows from (9.26) that
‖∂W˙1‖r−1 + ‖∂W1‖r−1 ≤ K ′′3
r∑
s=0
nr−s
∫ t
0
‖F1‖s dτ,(9.39)
‖∂W¨1‖r−1 ≤ K ′′3
r∑
s=0
nr−s
(
‖F1‖s +
∫ t
0
‖F1‖s dτ
)
(9.40)
the lemma follows from also estimating ‖DstF1(t, ·)‖ ≤
∫ t
0
‖Ds+1t F1(τ, ·)‖ dτ . 
10. Estimates for the enthalpy in terms of the coordinate.
We have now proved that the linearized operator is invertible. However, since we think of h = Φ(x)
as a functional of x we must also estimate the L∞ norms of h in terms of the L∞ norms of x. For
the corresponding problem for the incompressible case in [L3] we could take advantage of the Schauder
estimates. However for the wave equation there are no L∞ estimates that do not loose regularity.
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For wave equations it is best to get the L∞ norms from the L2 norms using Sobolev’s lemma. These
estimates where obtained in Corollary 7.5. However, in the estimates there the L∞ norm also occurred
in the right hand side, due to that we assumed that e′ = e′(h). This estimate can easily be improved
by estimating the L2 norm of the solution of the nonlinear wave equation instead. We will however for
simplicity assume that e(h) = ch, so that e′(h) = c, where 0 < c <∞ is a constant. In that case there
are no h terms in the results in section 7. We have
(10.1) D2t ch−△h = (∂iV j)(∂jV i), h
∣∣
∂Ω
= 0
The estimates in Corollary 7.5 were however formulated for vanishing initial data. Therefore let h˜ =
h− h0 and where h0 satisfies the equation (10.1) to all orders as t→ 0, if x− x0 vanishes to all orders
as t→ 0, see section 2. It follows that
(10.2) D2t (ch˜)−△h˜ = −D2t (ch0) +△h0 − (∂iV j)(∂jV i)
vanishes to all orders as t→ 0. We can therefore apply Corollary 7.5, which gives:
Lemma 10.1. We have
(10.3) ‖|g‖|s+1,∞ + ‖|ω‖|s,∞ ≤ K1‖|x‖|s+2,∞
Suppose that e(h) = ch, where 0 < c <∞. Then for r ≥ 2
(10.4) ‖|h‖|r,∞ ≤ K2‖|x‖|r+r0+1,∞.
Here Ki are as in Definition 5.2 and K2 also depends on a bound for ‖|h0‖|r+r0+1,∞.
Proof. The first inequality follows directly from the definitions and interpolation. If f denotes the right
hand side of (10.2) then
(10.5) ‖|f‖|s,∞ ≤ K2
(‖|h0‖|s+2,∞ + ‖|x‖|s+2,∞)
As pointed out above if e(h) = ch then hr in section 7 vanishes and by Corollary 7.5 and interpolation
we have
(10.6) ‖|h˜‖|r,∞ ≤ K2
(‖|x‖|r+r0+1,∞ + ‖|h0‖|r+r0+1,∞)
However since we are just looking on fixed initial data we can also include the norms of h0 in the
constants and since in fact we also have a lower bound for ‖|x‖|1,∞ ≥ Cc1 > 0, by the coordinate
condition, the lemma follows. 
Remark. Note that K2 in (10.4) depends on h0. However, h0 is a function which is fixed once we fixed
initial data so this just leads to an r dependence of the constant.
It now follows that with Ki as in Definition 5.2 and K
′
i as in sections 7, 8, and 9 we have
(10.7) K ′i ≤ Ki+r0+1
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11. Estimates for the physical condition and coordinate condition.
We assume that the physical condition and the coordinate condition initially at time 0 for some
constants c0 > 0 and c1 <∞ and we need to show that this implies that they will hold with c0 replaced
by c0/2 and c1 replaced by 2c1, for 0 ≤ t ≤ T , if T is sufficiently small.
Now, for the coordinate condition this is easy since we can just estimate the physical condition by
the time derivative of g, which can be estimated by ‖|x‖|2,∞:
Lemma 11.1. Let M(t) = supy∈Ω
√|∂x/∂y|2 + |∂y/∂x|2. Then
(11.1) M(t) ≤ 2M(0), for t ≤ T, if T‖|x‖|2,∞M(0) ≤ 1/8
Let N(t) = supy∈∂Ω |∇Nh|−1. Then assuming that T is so small that (11.1) hold we have
(11.2) N(t) ≤ 2N(0) for t ≤ T, if T‖|h‖|2,∞M(0)N(0) ≤ 1/8
Proof. We have |Dt∂x/∂y| ≤ ‖|x‖|2,∞ and |Dt∂y/∂x| ≤ |∂y/∂x|2|Dt∂x/∂y| so M ′(t) ≤ (1 +
M2)‖|x‖|2,∞ ≤ 2M2‖|x‖|2,∞, since also M(t) ≥ 1. Hence
(11.3) M(t) ≤M(0)(1− 2‖|x‖|2,∞M(0)t)−1, when 2‖|x‖|2,∞M(0)t < 1.
Now, ∇Nh = Na∂ah, where N is the unit normal, so Dt∇Nh = ∇NDth + (DtNa)∂ah = ∇NDth +
(DtN
a)gabN
b∇Nh, since h
∣∣
∂Ω
= 0. Furthermore 0 = Dt(gabN
aN b) = 2gab(DtN
a)N b + (Dtgab)N
aN b
and Na = (∂ya/∂xi)N i, where δijN
iN j = 1. Hence |Dt∇Nh| ≤ M
(|∂Dth| + |∂Dtx||∇Nh|) Therefore
if N(t) = supy∈∂Ω |∇Nh|−1, we have N ′ ≤ M‖|h‖|2,∞N2 +M‖|x‖|2,∞N/2 and if we use (11.1) and
multiply with the integrating factor, N˜(t) = N(t)e−tM(0)‖|x‖|2,∞ we get N˜ ′ ≤ 2e1/8M(0)‖|h‖|2,∞N˜2.
Hence
(11.4) N(t) ≤ N(0)e1/8(1−N(0)2e1/8M(0)‖|h‖|2,∞t)−1, when N(0)2e1/8M(0)‖|h‖|2,∞t < 1
This proves the lemma. 
To satisfy the condition in (11.1) we just need to choose T so small that T‖|x‖|2,∞c1 ≤ 1/8.
Remarking that x = u+x0, where x0 is a fixed and that in the Nash-Moser iteration we will only apply
our estimates to functions satisfying ‖|u‖|r0+4,∞ ≤ 1.
However for the physical condition this is a bit more difficult. One has to control the ‖|h‖|2,∞
and the estimate for h in terms of x used interpolation so they are in terms of a constant K that
is a continuous function of T−1 and tends to infinity as T → 0. In the compressible case we never
used interpolation in time so the corresponding estimate there was easier. We therefore have to redo
the estimates for the wave equation for the lowest norms without using interpolation in time. This is
however, follows from standard estimates for the wave equation. Those we have here also work if we do
not use interpolation. If we do not use interpolation, then the estimates in sections 5,6 and 7 still hold,
with constants independent of T ≤ 1, but instead of depending linearly on the highest norms of x they
are polynomials in the highest norms of x occurring in the estimates.
Lemma 11.2. There are continuous increasing functions Cr such that for T ≤ 1 we have
(11.5) ‖|h‖|r,∞ ≤ Cr
(
c1, ‖|x‖|r+r0+1,∞, ‖|h0‖|r+r0+1,∞
)
Proof. The proof is the same as the proof of Lemma 10.1 using that the estimates in sections 5,6 and
hold with constant of the form above. 
Summing up, we have hence proven that
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Lemma 11.3. Let C2 be as in Lemma 11.2 and let c1 and c0 be constants such that the coordinate
condition (2.13) and the physical condition (2.14) hold when t = 0. Suppose 0 < T ≤ 1 is fixed such
that
(11.6) Tc1(1 + ‖|x0‖|2,∞) ≤ 1/8, T c1C2
(
2c1, 1 + ‖|x0‖|r0+3,∞, ‖|h0‖|r0+3,∞
) ≤ c0/8,
where C2 is as in Lemma 11.2. Then for 0 ≤ t ≤ T , the coordinate condition hold with c1 replaced by
2c1 and c0 replaced by c0/2 if
(11.7) ‖|u‖|r0+4,∞ ≤ 1
where r0 = [n/2] + 1 is the Sobolev exponent. Here u = x− x0 and x0 is the approximate solution.
Proof. It follows from Lemma 11.2 that
(11.8) ‖|h‖|2,∞ ≤ C2
(
c1, ‖|u + x0‖|r0+3,∞, ‖|h0‖|r0+3,∞
)
In view of (11.2), the physical condition with c0 replaced by c0/2 hold if T is so small that (11.5) hold
and
(11.9) Tc1C2
(
2c1, ‖|u+ x0‖|r0+3,∞, ‖|h0‖|r0+3,∞
) ≤ c0/8 
Recalling again that in the Nash-Moser iteration we will only consider u for which (11.7) hold. From
now on we will therefore assume that 0 < T ≤ 1 is fixed and so small that (11.6) hold.
12. Tame estimates for the inverse of the
linearized operator in terms of the coordinate.
We have
Theorem 12.1. Suppose that T > 0 is so small that the conditions in Lemma 11.3 hold. Suppose also
that x = u+ x0 and δΦ are smooth in [0, T ] × Ω and that δΦ and u vanish to infinite order as t → 0.
Then there are constants K, depending on the approximate solution (x0, h0), on (c0, c1) and on r, such
that there is a smooth solution δx of
(12.1) Φ′(x)δx = δΦ, in [0, T ]× Ω δx∣∣
t=0
= ˙δx
∣∣
t=0
= 0
satisfying
(12.2) ‖δx˙‖r + ‖δx‖r ≤ K
r∑
s=1
‖|x‖|r+r0+4−s,∞
∫ t
0
‖δΦ‖s dτ
for r ≥ 1 if
(12.3) ‖|u‖|r0+4,∞ ≤ 1
Moreover
(12.4) ‖|x‖|r+r0+4,∞ ≤ K + ‖|u‖|r+r0+4,∞
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Proof. First show existence the equation where the vector field is expressed in the Lagrangian frame,
W a = (∂ya/∂xi)δxi and F a = (∂ya/∂xi)δΦi:
(12.5) L0W = F, in [0, T ] ×Ω W
∣∣
t=0
= W˙
∣∣
t=0
= 0
and that it satisfies the estimate
(12.6) ‖W˙‖r + ‖W‖r ≤ K
r∑
s=1
‖|x‖|r+r0+4−s,∞
∫ t
0
‖F‖s dτ
for r ≥ 1 if We have already proved this for L1W = F in Theorem 9.1, using Lemma 10.1 and Lemma
11.3. Therefore it remains to prove the result for L0W = L1W − B3W = F , where B3 is given by
(2.63). We have ‖B3W‖s ≤ K
∑s
k=0 ‖|x‖|s+r0+3−k,∞‖W‖k ≤ K
∑s
k=1 ‖|x‖|s+r0+4−k,∞‖W‖k, if s ≥ 1.
Applying the theorem to the equation L1W = F +B3W and using interpolation we get that for r ≥ 1
(12.7) ‖W˙‖r + ‖W‖r ≤ K
r∑
s=1
‖|x‖|r+r0+4−s,∞
∫ t
0
(‖F‖s + ‖W‖s) dτ
If we put up an iteration L1W
k+1 = F − B3W k, for k ≥ 0 and W 0 = 0 then (12.6) is going to be true
with W in the right hand side replaced by W (k) and in the left by W k+1. It is easiest to first show
convergence to a smooth solution and then afterwards prove the estimate (12.2). To show convergence we
can just consider the estimate (12.6) where we include the norms of x in the constants and estimate the
lower order norms by higher order norms. Let W˜ k+1 =W k+1 −W k. Then L1W˜ 1 = F and L1W˜ k+1 =
−B3W˜ k, for k ≥ 1. Hence if Ekr =
∑k
j=1 ‖DˆtW˜ j‖r+‖W˜ j‖r we have Ek+1r ≤ Cr
∫ t
0
(‖F‖r+Ekr ) dτ . Using
a Gro¨nwall type of argument one therefore get uniform bounds Ekr ≤ C ′r
∫ t
0
‖F‖r dτ , for 0 ≤ t ≤ T ≤ 1.
This proves convergence of to a smooth solution. W . Once we have a smooth solution it will satisfy
the estimate (12.7). By a Gro¨nwall type of argument and induction as in section 8 it follows that the
solution also satisfies the estimate (12.6), for some other constant K.
Finally, we want to deduce the estimate for δx and δΦ. The estimate (12.6) is in terms of W a =
δxi∂y
a/∂xi and F
a = δΦi∂y
a/∂xi, turning them into an estimate for δx and δΦ just produces lower
order terms of the same form:
(12.8)
‖δx˙‖r + ‖δx‖r ≤ K(‖W˙‖r + ‖W‖r + ‖|x‖|r+2,∞‖W‖0
)
, ‖F‖r ≤ K(‖δΦ‖r + ‖|x‖|r+1,∞‖δΦ‖0
)
,
where we used the interpolation inequality in Lemma 5.7. By (12.6) ‖W‖0 ≤ ‖W‖1 ≤ K
∫ t
0
‖F‖1 dτ ≤
K
∫ t
0
‖δΦ‖1 dτ and by interpolation
(12.9) ‖|x‖|r+r0+4−s,∞‖|x‖|s+1,∞ ≤ K‖|x‖|r+r0+3,∞, 1 ≤ s ≤ r
Hence (12.3) follows. 
If we also use Sobolev’s lemma, r0 = [n/2] + 1, and estimate the integrals by the L
∞ norms and
use interpolation and (12.2) we get
(12.10) ‖|δx‖|r,∞ ≤ K
(‖δΦ‖r+r0,∞ + ‖|x‖|r+2r0+4,∞‖δΦ‖|0,∞), r ≥ 0
Furthermore we want to turn it into estimates for
(12.11) Φ˜(u) = Φ(u+ x0)− Φ(x0)
see (2.23). Then Φ˜′(u) = Φ′(u+x0). Let ψ(u) denote the right inverse of Φ˜
′(u). Then since ‖|x‖|r,∞ ≤
‖|u‖|r,∞ + ‖|x0‖|r,∞ we can again include ‖|x0‖|r,∞ in the constants. Hence we have proven that
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Theorem 12.2. Suppose that T > 0 is so small that the conditions in Lemma 11.3 hold. Suppose also
that x = u+x0 and g˜ are smooth in [0, T ]×Ω and that g˜ and u vanish to infinite order as t→ 0. Then
there are constants K, depending on the approximate solution (x0, h0), on (c0, c1) and on r, such that
the linearized operator Φ˜′(u) has a right inverse ψ(u) satisfying
(12.12) ‖|ψ(u)g˜‖|r,∞ ≤ K
(‖|g˜‖|r+r0,∞ + ‖|u‖|r+2r0+4,∞‖g˜‖|0,∞), r ≥ 0
if
(12.13) ‖|u‖|r0+4,∞ ≤ 1
13. Tame estimate for the second variational derivative.
We now first want to show that the Euler map Φ(x) given by (2.20)-(2.21) is Ck, i.e. that Φ(x)
depends smoothly on k parameters if x does. To be more precise, with Bk = {r ∈ Rk; |r| ≤ 1}, we
want to show that Φ(x)−Φ(x0) ∈ C∞(Bk, C∞00 ) if x− x0 ∈ C∞(Bk, C∞00 ), where x0 is the approximate
solution satisfying (2.18) and C∞00 is given by (2.19). That D
2
t and ∂i in (2.20) depends smoothly on
parameters is obvious so we only need to prove that h = Ψ(x), given by (2.21) does. Subtracting off
the approximate solution h0 of (2.21) we get (10.2), where the right hand side is in C
k(Bk, C∞00 ) if
x− x0 ∈ Ck(Bk, C∞00 ). Hence it follows from Lemma 7.6 that h− h0 ∈ Ck(Bk, C∞00 ).
We must now also obtain tame estimates for the second variational derivative. If x depends smoothly
on the parameter r then the variational derivative of x is δx(t, y) = ∂x(r, t, y)/∂r
∣∣
r=0
, we can e.g. take
x = x(t, y) + r δx(t, y). The first variational derivative Φ′(x) of the Euler map is given by
(13.1) Φ′(x)δxi = δΦ(x)i = ∂Φ(x)i/∂r
∣∣
r=0
= D2t δxi − ∂kh ∂iδxk + ∂i h ′(δx),
where δh = h ′(δx) = Ψ′(x)δx satisfies
(13.2) D2t (cδh)−△δh = −δ△p−∂kp△δxk−2(∂i∂kp)∂iδxk, δ△h = 2∂kV i ∂iδxl ∂lV k−2∂kV i ∂iδvk
and δp
∣∣
∂Ω
= 0, where δv = Dtδx.
Now, let x depend smoothly on two parameters r and s, such that ∂2x/∂r∂s = 0, and also set
ǫx = ∂x/∂s
∣∣
s=0
, e.g. x = x(t, y) + rδx(t, y) + s ǫ x(t, y). Then the second variational derivative is given
by
(13.3) Φ′′(x)(δx, ǫx)i = ǫδΦ(x)i = ∂
(
∂Φi(x)/∂r
∣∣
r=0
)
/∂s
∣∣
s=0
.
We have
Lemma 13.1.
(13.4) Φ′′(ǫx, δx)i = ∂kh
(
∂iǫx
l ∂lδx
k + ∂iδx
l ∂lǫx
k
)− ∂kh′(ǫx) ∂iδxk − ∂kh′(δx) ∂iǫxk + ∂i h′′(ǫx, δx)
where h′ = Ψ′(x) and h′′ = Ψ′′(x).
The estimates for h′ = Ψ′(x) and h′′ = Ψ′′(x) must also be obtained:
49
Lemma 13.2. Let h = Ψ(x) and let δh = h ′(δx) = Ψ′(x)δx be the variational derivative. We have
(13.5) ‖|δh‖|r,∞ ≤ K
(‖|δx‖|r+r0+1,∞ + ‖|x‖|r+2r0+3,∞‖|δx‖|0,∞)
and with h′′(δx, ǫx) = Ψ′′(x)(δx, εx) the second variational derivative, we have
(13.6) ‖h′′(δx, ǫx)‖r,∞
≤ K(‖|δx‖|r+3r0+6,∞‖|ǫx‖|0,∞ + ‖|ǫx‖|r+3r0+6,∞‖|δx‖|0,∞ + ‖|x‖|r+3r0+6,∞‖|δx‖|0,∞‖|ǫx‖|0,∞)
Proof of Lemma 13.2. The proof is similar to the proof of Lemma 10.1. We have
(13.7) D2t (ch) −△h = (∂iV j)(∂jV i), △h = κ−1∂a
(
κgab∂bh
)
It follows that
(13.8) D2t (cδh) −△δh = δ
(
(∂iV
j)(∂jV
i)
)
+ κ−1∂a
(
δ(κgab)∂bh
)− divδx κ−1∂a(κgab∂bh),
since δκ = κdivδx, see [L1]. Using the estimate for h in terms of x in Lemma 10.1 and Corollary 7.5
gives if f denotes the right hand side of (13.8)
(13.9) ‖|f‖|r,∞ ≤ K
(‖|δx‖|r+2,∞ + ‖|x‖|r+r0+3,∞‖|δx‖|0,∞)
and hence by Corollary 7.5
(13.10) ‖|δh‖|r,∞ ≤ K
(‖|δx‖|r+r0+1,∞ + ‖|x‖|r+2r0+3,∞‖|δx‖|0,∞)
In the proof we use the interpolation inequalities in Lemma 5.7 and the fact that ‖|x‖|r0+4,∞ ≤ K.
To calculate the second variation we apply ǫ to this, where we assumed that ǫδx = 0. Note that
ǫdivδx = −(∂iǫxk)(∂kδxi).
(13.11) D2t (cǫδh) −△ǫδh = ǫδ
(
(∂iV
j)(∂jV
i)
)
− divǫx κ−1∂a
(
δ(κgab)∂bh
)− divδx κ−1∂a(ǫ(κgab)∂bh)
+
(
divǫx divδx + (∂iǫx
k)∂kδx
i)
)
κ−1∂a
(
κgab∂bh
) − divδx κ−1∂a(ǫ(κgab)∂bh) + κ−1∂a(ǫδ(κgab) ∂bh)
+ κ−1∂a
(
δ(κgab)∂bǫh
)− divδx κ−1∂a(κgab∂bǫh)+ κ−1∂a(ǫ(κgab)∂bδh) − divǫx κ−1∂a(κgab∂bδh)
Here δgab = −gacgbdδgcd, δgab = δij(∂aδxi)(∂bxj) + δij(∂axi)(∂bδxj) so since ǫδx = 0, we have ǫδgab =
2δij(∂aδx
i)(∂bǫx
j). The first terms on the right of (13.11) gives raise to term of the form
(13.12) (∂ǫv)(∂δv), (∂ǫv)(∂δx)(∂v), (∂δv)(∂ǫx)(∂v), (∂ǫx)(∂δx)(∂v)(∂v)
multiplied by powers of ∂y/∂x or ∂x/∂y. If f1 denotes any of these terms then
(13.13) ‖|f1‖|r,∞ ≤ K
(‖|δx‖|r+4,∞‖|ǫx‖|0,∞ + ‖|ǫx‖|r+4,∞‖|δx‖|0,∞ + ‖|x‖|r+5,∞‖|δx‖|0,∞‖|ǫx‖|0,∞)
The terms on the second and third row in (13.11) gives raise to terms of the form
(13.14) (∂2δx)(∂ǫx)(∂h), (∂δx)(∂2ǫx)(∂h), (∂δx)(∂ǫx)(∂2h), (∂δx)(∂ǫx)(∂h)(∂2x)
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multiplied by powers of ∂y/∂x or ∂x/∂y. These can be estimated by (13.13) plus
(13.15) K‖|h‖|r+4,∞‖|δx‖|0,∞‖|ǫx‖|0,∞ ≤ K‖|x‖|r+r0+5,∞‖|δx‖|0,∞‖|ǫx‖|0,∞
by Lemma 10.1. The terms on the last row in (13.11) gives raise to terms of the form
(13.14)
(∂2δx)(∂ǫh), (∂2ǫx)(∂δh), (∂δx)(∂2ǫh), (∂ǫx)(∂2δh), (∂ǫx)(∂δh)(∂2x), (∂δx)(∂ǫh)(∂2x)
multiplied by powers of ∂y/∂x or ∂x/∂y. These can be estimated by
(13.15)
K
(‖|δx‖|r+3,∞‖|ǫh‖|0,∞ + ‖|ǫx‖|r+3,∞‖|δh‖|0,∞ + ‖|δh‖|r+3,∞‖|ǫx‖|0,∞ + ‖|ǫh‖|r+3,∞‖|δx‖|0,∞)
+K‖|x‖|r+4,∞(‖|δx‖|0,∞‖|ǫh‖|0,∞ + ‖|δh‖|0,∞‖|ǫx‖|0,∞
)
If we also use (13.5) we see that this can be estimated by
(13.16)
K
(‖|δx‖|r+3,∞‖|ǫx‖|r0+1,∞+‖|ǫx‖|r+3,∞‖|δx‖|r0+1,∞+‖|δx‖|r+r0+4,∞‖|ǫx‖|0,∞+‖|ǫx‖|r+r0+4,∞‖|δx‖|0,∞)
+K‖|x‖|r+4,∞(‖|δx‖|0,∞‖|ǫx‖|r0+1,∞ + ‖|δx‖|r0+1,∞‖|ǫx‖|0,∞
)
+K‖|x‖|2r0+3,∞
(‖|δx‖|r+3,∞‖|ǫx‖|0,∞ + ‖|ǫx‖|r+3,∞‖|δx‖|0,∞)
+K‖|x‖|r+2r0+6,∞
(‖|δx‖|0,∞‖|ǫx‖|0,∞ + ‖|ǫx‖|0,∞‖|δx‖|0,∞)
+K‖|x‖|r+4,∞‖|x‖|2r0+3,∞(‖|δx‖|0,∞‖|ǫx‖|0,∞ + ‖|δx‖|0,∞‖|ǫx‖|0,∞
)
Using interpolation again this is bounded by
(13.17) K
(‖|δx‖|r+r0+4,∞‖|ǫx‖|0,∞ + ‖|ǫx‖|r+r0+4,∞‖|δx‖|0,∞ + ‖|x‖|r+2r0+6,∞‖|δx‖|0,∞‖|ǫx‖|0,∞)
It follows that
(13.18) ‖|D2t (cǫδh) −△ǫδh‖|r,∞
≤ K(‖|δx‖|r+r0+4,∞‖|ǫx‖|0,∞ + ‖|ǫx‖|r+r0+4,∞‖|δx‖|0,∞ + ‖|x‖|r+2r0+6,∞‖|δx‖|0,∞‖|ǫx‖|0,∞)
Hence by Corollary 7.5 :
(13.19) ‖|ǫδh‖|r,∞
≤ K(‖|δx‖|r+2r0+3,∞‖|ǫx‖|0,∞ + ‖|ǫx‖|r+2r0+3,∞‖|δx‖|0,∞ + ‖|x‖|r+3r0+5,∞‖|δx‖|0,∞‖|ǫx‖|0,∞)
Theorem 13.3. Suppose that T > 0 is so small that the assumptions in Lemma 11.3 hold. Then there
are constants K depending on the approximate solution (x0, h0), on (c0, c1) and on r such that
(13.20) ‖|Φ′′(u+ x0)(ǫx, δx)‖|r,∞
≤ K(‖|δx‖|r+2r0+4,∞‖|ǫx‖|0,∞ + ‖|ǫx‖|r+2r0+4,∞‖|δx‖|0,∞ + ‖|u‖|r+3r0+6,∞‖|δx‖|0,∞‖|ǫx‖|0,∞)
if
(13.21) ‖|u‖|r0+4,∞ ≤ 1.
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14. The smoothing operators.
We will work in Ho¨lder spaces since the standard proofs of the Nash-Moser theorem uses Ho¨lder
spaces. The Ho¨lder norms for functions defined on a compact convex set B ∈ R1+n are given by, if
k < a ≤ k + 1, where k ≥ 0 is an integer,
(14.1) ‖|u‖|a,∞ = ‖|u‖|Ha = sup
(t,y),(s,z)∈B
∑
|α|=k
|∂αu(t, y)− ∂αu(s, z)|
|(t, y) − (s, z)|a−k + sup(t,y)∈B
|u(t, y)|
and ‖|u‖|H0 = sup(t,y)∈B |u(t, y)|. Since we use the same notation for the Ck norms, ‖|u‖|k,∞ we will
indicate the difference by simply using letters a, b, c, d, e, f etc for the Ho¨lder norms and i, j, k, l, .. for
the Ck norms. Since a Lipschitz continuous function is differentiable almost everywhere and the norm
of the derivative at these points is bounded by the Lipschitz constant, we conclude that for integer
values this is the same if the L∞ norm of ∂αu for |α| ≤ k, and furthermore, since all our functions
are smooth it is the same as the supremum norm. Our tame estimates for the inverse of the linearized
operator and the second variational derivative are only for Ck norms with integer exponents. However,
since ‖|u‖|k,∞ ≤ C‖|u‖|a,∞ ≤ C‖|u‖|k+1,∞, if k ≤ a ≤ k + 1, see (14.2), they also hold for non integer
values with a loss of of one more derivative.
In [L3] we used smoothing only in the space directions but here we will use smoothing also in the
time direction. Therefore we define the Ho¨lder space time norms as above.
They satisfy
(14.2) ‖|u‖|a,∞ ≤ C‖|u‖|b,∞, a ≤ b
and they also satisfy the interpolation inequality
(14.3) ‖|u‖|c,∞ ≤ C‖|u‖|λa,∞‖|u‖|1−λb,∞
where 0 ≤ a ≤ c ≤ b, 0 ≤ λ ≤ 1 and c = λa+ (1− λ)b. Furthermore, the Ho¨lder spaces are rings:
(14.4) ‖|uv‖|a,∞ ≤ C(‖|u‖|a,∞‖|v‖|0,∞ + ‖|u‖|0,∞‖|v‖|a,∞)
For the Nash-Moser technique, apart from tame estimates one also needs smoothing operator Sθ
that satisfy the following properties with respect to the Ho¨lder norms:
Lemma 14.1. Let ‖|u‖|a denote the Ho¨lder norms in (14.1) with B = [0, T ] × Ω, where T ≤ 1. Let
C∞00 = C
∞
00
(
[0, T ]×Ω) be as in (14.11). Then there is a family of smoothing operators Sθ : C∞00 → C∞00 ,
1 ≤ θ <∞ such that
‖|Sθu‖|a,∞ ≤ C‖|u‖|b,∞, a ≤ b(14.5)
‖|Sθu‖|a,∞ ≤ Cθa−b‖|u‖|b,∞, a ≥ b(14.6)
‖|(I − Sθ)u‖|a ≤ Cθa−b‖|u‖|b,∞, a ≤ b(14.7)
‖|(S2θ − Sθ)u‖|a,∞ ≤ Cθa−b‖|u‖|b,∞, a ≥ 0(14.8)
where the constants C only depend on the dimension and an upper bound for a and b.
The last property, (14.8) follows from (14.6) for a ≥ b and from (14.7) for a ≤ b. Alternatively, it
follows from the following stronger property
(14.9) ‖| ddθSθu‖|a,∞ ≤ Cθa−b−1‖|u‖|b,∞, a ≥ 0.
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For functions supported in the interior of a compact set K there there are smoothing operators,
see [H1], that satisfy the above properties (14.5)-(14.9), with respect to the Ho¨lder norms. These are
constructed as follows. Let the Fourier transform φˆ ∈ C∞0 be 1 in a neighborhood of the origin and
set φθ(z) = θ
1+nφ(θz), and Sθu = χφθ ∗ u, where χ ∈ C∞0 is 1 on a neighborhood of K. However we
have functions defined on the compact set [0, T ]×Ω that do not have compact support in Ω. Therefore
we need to extend these functions to have compact support in some larger set, without increasing the
Ho¨lder norms with more than with a multiplicative constant. There is a standard extension operator
in [S] that turns to have these properties, see Lemma 14.2 below.
First however, we note that we will only apply the smoothing operators to functions that vanish
to all orders as t → 0. Hence we can extend these functions to be 0 for t ≤ 0 without changing the
Ho¨lder norm. Then we extend the functions defined for t ≤ T to functions supported in [0, 2], using
the extension in Lemma 14.2, for y ∈ Ω fixed, noting that Ho¨lder continuity in (t, y) follows from
differentiability and Ho¨lder continuity in each direction using the triangle inequality and the linearity of
the extension operator in Lemma 14.2. Then we want to extend the functions defined in Ω = {y; |y| ≤ 1}
to functions supported in {y; |y| ≤ 2}. In order to do this we first remove a region around the origin
and introduce polar coordinates r ≥ 0 and ω ∈ Sn−1, which is a nonsingular change of variables away
from the origin. Then we use the extension operator in Lemma 14.2 to, for fixed t and ω extend in the
radial direction from function defined for r ≤ 1 to functions supported in r ≤ 2. By the remark above,
Ho¨lder continuity in (t, r, ω) follows from Ho¨lder continuity in each direction.
Doing the extensions above we hence obtain an extension u˜ of u defined in [0, T ]× Ω such that
(14.10) ‖|u˜‖|a,∞ ≤ C‖|u‖|a,∞, a ≥ 0 supp(u˜) ∈ {(t, y); 0 ≤ t ≤ 2, |y| ≤ 2}
for u in
(14.11) C∞00 = C
∞
00
(
[0, T ]× Ω) = {u ∈ C∞([0, T ]× Ω), Dkt u∣∣t=0 = 0, k ≥ 0}
We note that, in fact the constant in (14.10) is independent of T .
Once we have the extension operator we can use the smoothing operators in [H1,H2], defined for
compactly supported functions, applied to the extension of our function. Let us call the smoothing
operators defined in [H1,H2] S˜θ. These satisfy the properties (14.5)-(14.9). By (14.10) the smoothing
operators Sˆθu given by the restriction of S˜θu˜ to [0, T ]×Ω then also satisfy the properties (14.5)-(14.9)
if u is in (14.11). However, Sˆθu is not in (14.11) anymore. In our estimates we will only apply the
smoothing operators to functions that vanish to all orders as t → 0 and in our estimates we need also
Sθu to vanish to all orders as t→ 0. We therefore have to modify our smoothing operators so that this
is true. Let χ(t) ∈ C∞ be a function such that χ(t) = 0, when t ≤ 0 and χ(t) = 1, when t ≥ 1, and let
χθ(t) = χ(θt). Then
(14.12) Sθu = χθS˜θ(u˜)
∣∣
[0,T ]×Ω
is in (14.11) and we claim that for functions u in (14.11), (14.5)-(14.9) hold. This follows from Lemma
14.3 below, since the smoothing operators defined in [H1,H2] are convolution operators of the form in
Lemma 14.3.
Lemma 14.2. There is a linear extension operator Ext : Ha((−∞, 0]) → Ha((−∞,+∞)), where Ha
are the Ho¨lder spaces, such that Ext(f) = f when r ≤ 0, and
(14.13) ‖Ext(f)‖a,∞ ≤ C‖f‖a,∞
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Here C is bounded when a is bounded. Furthermore, if r ≥ −c in the support of f , where c > 0, then
r ≤ c in the support of Ext(f).
Proof. Let Ext(f)(r) = f˜(r), where f˜(r) = f(r), when r ≤ 0, and
(14.14) f˜(r) =
∫ ∞
1
f(r − 2λr)ψ1(λ) dλ, r > 0
where ψ1 is a continuous function on [1,∞), such that
(14.15)
∫ ∞
1
ψ1(λ) dλ = 1,
∫ ∞
1
λkψ1(λ) dλ = 0, k > 0, |ψ1(λ)| ≤ CN (1 + λ)−N , N ≥ 0
The existence of such a function was proved in [S] where the extension operator was also introduced.
In [S] it was proven that this operator is continuous on the Sobolev spaces but it was not proven there
that it is continuous on the Ho¨lder spaces so we must prove this.
First we note that if f ∈ Ck then the extension is in Ck. In fact
(14.16) f˜ (j)(r) =
∫ ∞
1
f (j)(r − 2λr)(1− 2λ)j ψ1(λ) dλ, r > 01
From the continuity of ∂jrf and (14.14)-(14.15) it follows that limr→+0 f˜
(j)(r) = f (j)(0), that f˜ is in
Ck, and that ‖f˜‖k,∞ ≤ Ck‖f‖k,∞, if k is an integer.
Suppose now that k < a ≤ k + 1 where k is an integer. We must now estimate
(14.17) sup
r,ρ
|f˜ (k)(r)− f˜ (k)(ρ)|
|r − ρ|a−k
by Ck‖∂kr f‖a−k,∞. If r ≤ 0 and ρ ≤ 0 there is nothing to prove. Also if r < 0 < ρ or ρ < 0 < r, then
|r − ρ| ≥ |ρ| and |r − ρ| ≥ |r| so in this case, we can reduce it to two estimates with either r = 0 or
ρ = 0. Also it is symmetric in r and ρ so it only remains to prove the assertion when r > ρ ≥ 0. It
follows from the Ho¨lder continuity of f (k) and the last estimate in (14.15) that for r, ρ ≥ 0,
(14.18)
∣∣∣
∫ ∞
1
(
f (k)(r − 2λr)− f (k)(ρ− 2λρ))(1− 2λ)k ψ1(λ) dλ
∣∣∣ ≤ Ck‖f (k)‖a−k,∞|r − ρ|a−k
which proves the lemma. 
Lemma 14.3. Let χ(t) ∈ C∞ be a function such that χ(t) = 0, when t ≤ 0 and χ(t) = 1, when
t ≥ 1, and let χθ(t) = χ(θt). Let the Fourier transform φˆ ∈ C∞0 be 1 in a neighborhood of the origin
and let χ1 ∈ C∞0 be 1 on a neighborhood of {(t, y); 0 ≤ t ≤ 2, |y| ≤ 2}. Set Sθ = χ1φθ ∗ u, where
φθ((t, y)) = φ(θ(t, y))/θ
1+n. Then
(14.19) ‖|(1− χθ)Sθu‖|a,∞ ≤ C|θ|a−b‖|u‖|b,∞,
if u is smooth and vanishes for t ≤ 0 and for t ≥ 2.
Proof. First we note that by interpolation it suffices to prove the estimate for a = k an integer. Since
u vanishes to infinite order as t→ 0 we have if k < b ≤ k + 1
(14.20) |u(t, y)| =
∣∣∣
∫ t
0
(∂kt u)(s, y)
(t− s)k−1
(k − 1)! ds
∣∣∣ ≤
∫ t
0
sb−k‖|u‖|b,∞ (t− s)
k−1
(k − 1)! ds ≤ Cbt
b‖|u‖|b,∞.
Since φ is fast decaying we have if |α| = k,
(14.21)
∣∣Dα((1− χθ)χ1φθ ∗ u)∣∣ ≤ CNθk−b‖|u‖|b,∞
∫ ∫ ∞
0
|s|b ds dy
(1 + |θt− s|+ |θx− y|)N
for any N . Here the integral is uniformly bounded when θt ≤ C so the lemma follows. 
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15. The Nash Moser Iteration.
At this point, given the results stated in sections 11-14, the problem is now reduced to a com-
pletely standard application of the Nash-Moser technique. One can just follow the steps of the proof of
[AG,H1,H2,K1] replacing their norms with our norms. The main difference is that we have a boundary,
but we have constructed smoothing operators that satisfy the required properties for the case with a
boundary. The proof of the Nash-Moser that we outline below is similar to the one in [L3]. The only
difference is that now we also smooth in time. We will follow the formulation from [AG] which however
is similar to [H1,H2]. The theorem in [AG] is stated in terms of Ho¨lder norms, with a slightly different
definition of the Ho¨lder norms for integer values. However, the only properties that are used of the
norms are the smoothing properties and the interpolation property in section 14, which we proved with
the usual definition, i.e. the one used in [H1].
Let us also change notation and call Φ˜(u) from last section Φ(u). For k < a ≤ k + 1, where k ≥ 0
is an integer, let
(15.1) ‖|u‖|a,∞ = ‖|u‖|Ha = sup
(t,y),(s,z)∈[0,T ]×Ω
∑
|α|=k
|∂αu(t, y)− ∂αu(s, z)|
|(t, y)− (s, z)|a−k + sup(t,y)∈[0,T ]×Ω
|u(t, y)|
and ‖|u‖|H0 = sup(t,y)∈[0,T ]×Ω |u(t, y)|. The estimates we proved for the inverse of the linearized operator
and the second derivative of the operator where in terms of L∞ norms, i.e. Ho¨lder norms for integer
values. However, since ‖|u‖|k,∞ ≤ ‖|u‖|a,∞ ≤ ‖|u‖|k+1, if k ≤ a ≤ k + 1, it follows that they also hold
for non integer values with loss of an additional derivative.
(H1): Φ, is twice differentiable and satisfies
(15.2) ‖|Φ′′(u)(v1, v2)‖|a,∞
≤ Ca
(
‖|v1‖|a+µ,∞‖|v2‖|µ′,∞ + ‖|v1‖|µ′,∞‖|v2‖|a+µ,∞ + ‖|u‖|a+µ,∞‖|v1‖|µ′,∞‖|v2‖|µ′,∞
)
,
where µ = 3r0 + 8, for u, v1, v2 ∈ C∞00 , if
(15.3) ‖|u‖|µ′,∞ ≤ 1, µ′ = r0 + 4
where K is the constant in Lemma 12.1
(H2): If u ∈ C∞00 satisfies (15.3) then there is a linear map ψ(u) from C∞00 to C∞00 such that
Φ′(u)ψ(u) = Id. It satisfies
(15.4) ‖|ψ(u)g‖|a,∞ ≤ Ca
(‖|g‖|a+λ,∞ + ‖|g‖|0,∞ ‖|u‖|a+λ,∞),
where λ = 2r0 + 6.
Theorem 15.1. Suppose that Φ satisfies (H1), (H2) and Φ(0) = 0. Suppose that µ ≥ µ′ and let
α > λ+ µ+ µ′, α /∈ N. Then
i) There is neighborhood Wδ = {f ∈ C∞00 ; ‖|f‖|α+λ,∞ ≤ δ2}, δ > 0, such that, for f ∈ Wδ, the
equation
(15.5) Φ(u) = f
has a solution u = u(f) ∈ C∞00 . Furthermore,
(15.6) ‖|u(f)‖|a,∞ ≤ C‖|f‖|α+λ,∞, a < α
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In the proof, we construct a sequence uj ∈ C∞00 converging to u, that satisfy ‖|uj‖|µ′ ≤ 1 and
‖|Siui‖|µ′ ≤ 1, for all j, where Si is the smoothing operator in (15.7). The estimates (15.2) and (15.4)
will only be used for convex combinations of these and hence within the domain (15.3) for which these
estimates hold.
Following [H1,H2,AG,K1,K2] we set
(15.7) ui+1 = ui + δui, δui = ψ(Siui)gi, u0 = 0, Si = Sθi , θi = θ02
i, θ0 ≥ 1
and gi are to be defined so that ui formally converges to a solution. We have
(15.8) Φ(ui+1)− Φ(ui) = Φ′(ui)(ui+1 − ui) + e′′i = Φ′(ui)ψ(Siui)gi + e′′i
= (Φ′(ui)− Φ′(Siui))ψ(Siui)gi + gi + e′′i = e′i + e′′i + gi
where
e′i = (Φ
′(ui)− Φ′(Siui))δui(15.9)
e′′i = Φ(ui+1)− Φ(ui)− Φ′(ui)δui(15.10)
ei = e
′
i + e
′′
i(15.11)
Therefore
(15.12) Φ(ui+1)− Φ(ui) = ei + gi
and adding, we get
(15.13) Φ(ui) =
i∑
j=0
gj + SiEi + ei + (I − Si)Ei, Ei =
i−1∑
j=1
ej
To ensure that Φ(ui)→ f we must have
(15.14)
i∑
j=0
gj + SiEi = Sif
Thus
(15.15) g0 = S0f, gi = (Si − Si−1)(f − Ei−1)− Siei−1
and
(15.16) Φ(ui) = Sif + ei + (I − Si)Ei
Given u0, u1, ..., ui these determine δu0, δu1, ..., δui which by (15.9)-(15.10) determine e1, ..., ei−1, which
by (15.15) determine gi. The new term ui+1 is the determined by (15.7).
56
Lemma 15.2. Assume that ‖|ui‖|µ′,∞ ≤ 1, ‖|ui+1‖|µ′,∞ ≤ 1, and ‖|Siui‖|µ′,∞ ≤ 1. Then
(15.17) ‖|e′i‖|r,∞ ≤ Cr
(‖|(I − Si)ui‖|r+µ,∞‖|δui‖|µ′,∞ + ‖|(I − Si)ui‖|µ′,∞‖|δui‖|r+µ)
+ Cr‖|Siui‖|r+µ,∞‖|(I − Si)ui‖|µ′,∞‖|δui‖|µ′,∞
)
and
(15.18) ‖|e′′i ‖|r,∞ ≤ Cr
(‖|δui‖|r+µ,∞‖|δui‖|µ′,∞ + ‖|ui‖|r+µ,∞‖|δui‖|2µ′,∞)
Proof. The proof of (15.17) makes use of
(15.19) (Φ′(ui)− Φ′(Siui))δui =
∫ 1
0
Φ′′(Siui + s(I − Si)ui)(ui − Siui, δui) ds
together with (15.2). The proof of (15.18) makes use of
(15.20) Φ(ui+1)− Φ(ui)− Φ′(ui)δui =
∫ 1
0
(1− s)Φ′′(ui + sδui)(δui, δui) ds
together with (15.2). 
Let α˜ > α and α˜−µ > 2α− µ−µ′. Throughout the proof Ca will stand for constants that depend
on a but are independent of i and n in (15.21).
Our inductive assumption (Hn) is,
(15.21) ‖|δui‖|a,∞ ≤ δθa−αi , 0 ≤ a ≤ α˜, i ≤ n
If n = 0 then δu0 = ψ(0)S0f , and if a ≤ α˜, we have ‖|δu0‖|a,∞ ≤ Cα˜‖|f‖|α+λ,∞ ≤ Cα˜δ2, so it follows
that (15.21) hold for n = 0 if we choose δ so small that Ca˜δ ≤ θα˜−α0 . We must now prove that (Hn)
implies (Hn+1) if C
′
α˜δ ≤ 1, where C ′α˜ is some constant that only depends on α˜ but is independent of n.
Lemma 15.3. If (15.21) hold then with a constant Ca independent of i ≤ n
(15.22)
i∑
j=0
‖|δuj‖|a,∞ ≤ Caδ
(
min(i, 1/|α − a|) + 1)(θa−αi + 1
)
, 0 ≤ a ≤ α˜
Proof. Using (15.21) we get
∑i
j=0 ‖|δuj‖|a,∞ ≤ Caδ
∑i
j=0 2
j(a−α) and noting that
∑i
j=0 2
−sj ≤
C(min (1 + 1/s, i) + 1), if s > 0, (15.22) follows. 
It follows from (15.22):
Lemma 15.4. If (Hn), i.e. (15.21), hold, and α˜ > α, then for i ≤ n+ 1 we have
‖|ui‖|a,∞ ≤ Caδ(min(i, 1/|α − a|) + 1)(θa−αi + 1), 0 ≤ a ≤ α˜(15.23)
‖|Siui‖|a,∞ ≤ Caδ(min(i, 1/|α − a|) + 1)(θa−αi + 1), a ≥ 0(15.24)
‖|(I − Si)ui‖|a,∞ ≤ Caδθa−αi , 0 ≤ a ≤ α˜(15.25)
where the constants are independent of n.
Proof. The proof of (15.23) is just summing up the series ui+1 =
∑i
j=0 δuj , using Lemma 15.3. (15.24)
follows from (15.23) using (14.5) for a ≤ α˜ and (14.6), with b = α˜ for a ≥ α˜. (15.25) follows from (14.7)
with b = α˜ and (15.23) with a = α˜. 
Since we have assumed that α > µ′, we note that in particular, it follows that
(15.26) ‖|ui‖|µ′,∞ ≤ 1 and ‖|Siui‖|µ′,∞ ≤ 1, for i ≤ n+ 1 if Cµ′δ ≤ 1.
As a consequence of Lemma 15.4 and Lemma 15.2 we get
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Lemma 15.5. If (Hn) is satisfied and α > µ
′, then for i ≤ n,
‖|e′i‖|a,∞ ≤ Caδ2θa−(2α−µ−µ
′)
i , 0 ≤ a ≤ α˜− µ(15.27)
‖|e′′i ‖|a,∞ ≤ Caδ2θa−(2α−µ−µ
′)
i , 0 ≤ a ≤ α˜− µ(15.28)
where the constants are independent of n.
As a consequence of Lemma 15.5 and (14.8) we get
Lemma 15.6. If (Hn) is satisfied, then for i ≤ n+ 1,
‖| Siei−1‖|a,∞ ≤ Caδ2θa−(2α−µ−µ
′)
i , a ≥ 0(15.29)
‖|(Si − Si−1)f‖|a,∞ ≤ Caθa−βi ‖|f‖|β,∞, a ≥ 0(15.30)
‖|(I − Si)f‖|a,∞ ≤ Caθa−βi ‖|f‖|β,∞, 0 ≤ a ≤ β(15.31)
Furthermore, if α˜− µ > (2α− µ− µ′):
‖|(Si − Si−1)Ei−1‖|a,∞ ≤ Caδ2θa−(2α−µ−µ
′)
i , a ≥ 0(15.32)
‖|(I − Si)Ei‖|a,∞ ≤ Caδ2θa−(2α−µ−µ
′)
i , 0 ≤ a ≤ α˜− µ(15.33)
Here the constants Ca are independent of n.
Proof. (15.29) follows from (15.27). For a ≤ α˜− µ we use (14.5) with b = a and for a ≥ α˜− µ, we use
(14.6) with b = α˜− µ. (15.30) follows from (14.8) and (15.31) follows from (14.7). Now, Ei =
∑i−1
j=0 ej
so by Lemma 15.5 ‖|Ei‖|α˜−µ,∞ ≤ Caδ2
∑i−1
j=0 θ
α˜−µ−(2α−µ−µ′)
j ≤ C ′aδ2θα˜−µ−(2α−µ−µ
′)
i , since we assumed
that the exponent is positive. (15.32) follows from this and (14.8) with b = α˜− µ and similarly (15.33)
follows from (14.7) with b = α˜− µ. 
It follows that:
Lemma 15.7. If (Hn) is satisfied, α˜− µ > (2α− µ− µ′), and α > µ′ then for i ≤ n+ 1,
(15.34) ‖|gi‖|a,∞ ≤ Caδ2θa−(2α−µ−µ
′)
i +Caθ
a−β
i ‖|f‖|β,∞, a ≥ 0.
Using this lemma and (15.4) we get
Lemma 15.8. If (Hn) holds, α˜− µ > (2α − µ− µ′), α > µ′, α > λ then, for i ≤ n+ 1, we have
(15.35) ‖|δui‖|a,∞ ≤ Caδ2θa+λ−(2α−µ−µ
′)
i + Ca‖|f‖|β,∞θa+λ−βi , a ≥ 0.
Proof. Using Lemma 15.7, (15.24), and (15.4) we get
(15.36) ‖|δui‖|a,∞ ≤ Ca
(‖|gi‖|a+λ,∞ + ‖|g‖|λ,∞‖|Siui‖|a+λ,∞)
≤ Ca
(
δ2θ
a+λ−(2α−µ−µ′)
i + ‖|f‖|β,∞ θa+λ−βi
)
+ Ca
(
δ2θ
λ−(2α−µ−µ′)
i + ‖|f‖|β,∞ θλ−βi
)
δ(min(i, 1/|α − a− λ|) + 1)(θa+λ−αi + 1)
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Using that α > d we get (15.35). 
If, we now pick β = α+λ, and use the assumptions that λ+α < 2α−µ−µ′, and ‖|f‖|α+λ,∞ ≤ δ2,
we get that for i ≤ n+ 1,
(15.37) ‖|δui‖|a,∞ ≤ Caδ2θa−αi , a ≥ 0,
If we pick δ > 0 so small that
(15.38) Cα˜δ ≤ 1,
the assumption (Hn+1) is proven.
The convergence of the ui is an immediate consequence of Lemma 15.3:
(15.39)
∞∑
i=0
‖|ui+1 − ui‖|a,∞ ≤ Caδ, a < α
It follows from Lemma 15.6 that
(15.40) ‖|Φ(ui)− f‖|a,∞ ≤ Caδ2θa−α−λi
which tends to 0, as i → ∞, if a < α + λ. In particular it follows from (15.39) that ‖|uj‖|µ′,∞ ≤ 1, if
δ > 0 is chosen small enough.
It remains to prove u ∈ C∞00 . Note that in Lemma 15.8 we proved a better estimate than (Hn). In
fact if we let γ = 2(α − µ)− (α+ λ) > 0 and α′ = α+ γ, then ‖|f‖|α′+λ,∞ ≤ C implies that
(15.41) ‖|δui‖|a,∞ ≤ Caθa−α
′
i , a ≥ 0
Using this new estimate, in place of (Hn), we can go back to Lemma 15.4-Lemma 15.8 and replace α
by α′. Then it follows from Lemma 15.8 that
(15.42) ‖|δui‖|a,∞ ≤ Caθa+λ−2(α
′−µ)
i + Caθ
a+λ−β
i ‖|f‖|β,∞
and if we now pick γ′ = 2(α′−µ)−(λ−α′) = 2γ and α′′ = α′+γ′ = α+2γ, and use that ‖|f‖|α′+γ′,∞ ≤ C
we see that
(15.43) ‖|δui‖|a,∞ ≤ Caθa−α
′′
i , a ≥ 0
Since the gain γ > 0 is constant, repeating this process yields that (15.41) holds for any α′ and hence
that (15.39)-(15.40) hold for any a ≥ 0, (without δ ). It follows that uj is a Cauchy sequence in
Ck
(
[0, T ] × Ω), for any k, and since uj ∈ C∞00 it follows that uj → u ∈ C∞00 and Φ(uj)→ f ∈ C∞00 , and
since Φ is continuous it follows that Φ(u) = f . (15.6) follows from (15.37) with δ2 = ‖|f‖|α+λ,∞. This
concludes the proof of Theorem 15.1.
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16. Existence of initial data satisfying the compatibility conditions.
In this section we show that there are initial data satisfying the compatibility conditions. We do
not attempt to find the most general class of initial data that do so, the purpose is simply to show that
our local existence theorem is not about the empty set. The set of initial data we construct can then
easily be extended to a much larger set using essentially the same proof.
Let us therefore start by making some simplifying assumptions. First we assume that e(h) = h. We
now want to find a formal power series solution in t of the system
(16.1) D2t xi = −∂ih, D2t h−△h = (∂iV j)(∂jV i), vi = Dtxi
with initial data
(16.2) x
∣∣
t=0
= f0, Dtx
∣∣
t=0
= v0, h
∣∣
t=0
= h0, Dth
∣∣
t=0
= h1 = −divV0
Lemma 16.1. Let hl = D
l
th
∣∣
t=0
, for l ≥ 0 and let V0 = v
∣∣
t=0
. If (16.1) and (16.2) holds then
(16.3) hl+2 = △hl + Fl+2(h−1, ..., hl−1), l ≥ 0
where F2 = (∂iV
j
0 )(∂jV
i
0 ) and in general Fl+2 = Fl+2(h−1, ..., hl−1) is a sum of the form
(16.4) Fl+2 = C
l1...ln
α1...αnh
α1
l1
· · · hαnln , hαl = ∂αx hl, l ≥ 0, hα−1 = ∂α
′
x V
ik
0 , α = (α
′, ik)
with
(16.5) |α1|+ l1 + ...+ |αn|+ ln = l + 2, n ≥ 2, −1 ≤ li ≤ l − 1, 1 ≤ |αi|+ li ≤ l + 1
Proof. If we us that [Dt, ∂i] = −(∂iV k)∂k we obtain from differentiating the first equation in (16.1)
(16.6) ∂iD
l
th = −Dl+1t vi + al k1...kn(∂iVk1) · · · (∂Vkn−1)Vkn
where Vk = D
k
t V . Here the sum is over k1 + ...+ kn = l + 2− n, n ≥ 2, kn ≥ 1, and terms in the sum
consists of contractions over n− 1 pairs of indices. From differentiating divV = ∂iV i,
(16.7) Dl+1t divV = divD
l+1
t V + d
l k1...kn(∂Vk1) · · · ∂Vkn
where the sums are over k1 + ...+ kn = l + 2− n, n ≥ 2 and terms in the sum consists of contractions
over n pairs of indices.
It follows from (16.1) that Dt(Dth+divV ) = 0. Hence
(16.8) △Dlth−Dl+2t h = e l k1...kn(∂Vk1) · · · ∂Vkn + d l k1...kn(∂Vk1) · · · (∂2Vkn−1)Vkn
where kn ≥ 1 in the last sum. Finally we note that we can turn Vk+1, for k ≥ 1 into hk:
(16.9) Vk+1 = −∂hk + akk1...kn(∂Vk1) · · · (∂Vkn−1)Vkn
where kn ≥ 1 and V1 = −∂h. This proves the general form (16.4) and it remains to prove the range
of the indices in (16.5). To prove this we note that the terms in (16.8) are contractions over n pairs of
indices and this is still true for the terms we obtain by using (16.9) to replace the factors of V by factors
of h. This proves that |α1|+...+|αn| = 2n. On the other hand when we replace factors of Vk+1 by hk the
number of time derivatives go down by one for each factor, so we conclude that l1+ ...+ ln = l+2−2n.
This proves (16.5) apart from the last statement. That |αi| ≥ 1 is clear and if li = −1 then |αi| ≥ 2, in
view of (16.4), so in general |αi|+ li ≥ 1, and since n ≥ 2, (16.5) follows.
We will now obtain a formal power series solution in the distance to the boundary of the system
for hl in Lemma 16.1. In order to do this, we will first choose simpler initial data for (16.2),
(16.10) f0 = y, v0 = ∂φ, k0 = −△φ
where φ is to be determined. Let h−1 = −φ, then (16.3) hold also for l = −1 with F1 = 0.
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Lemma 16.2. Suppose that gab = δab. Suppose also that h0, l and h1, l are smooth for l ≥ −1, and let
Fl be as in Lemma 16.1, and F1 = 0. Then the system
(16.11) △hl = hl+2 + Fl+2(h−1, ..., hl−1), l ≥ −1
with boundary conditions
(16.12) hl
∣∣
∂Ω
= h0, l, ∇Nhl
∣∣
∂Ω
= h1,l l ≥ −1
has a formal power series solution in the distance to the boundary:
(16.13) hl(r, ω) ∼
∑
hn, l(ω)(1 − r)n/n!
Let χ be smooth such that χ(d) = 1, when |d| ≤ 1, χ(d) = 0, when |d| ≥ 2 and χ ≥ 0. Then there are
εln > 0 such that
(16.14) hl(r, ω) =
∑
χ((1− r)/εln)hn, l(ω)(1 − r)n/n!
are smooth functions and such that (16.11) hold to infinite order at the boundary.
Proof. We have
(16.15) △ = ∇2N + tr θ∇N +△
where θ is the second fundamental form of the boundary and △ is the tangential Laplacian on the
boundary. In the case gab = δab, ∇N = ∂r and tr θ = (n − 1)/r, where r is the radial derivative.
Furthermore △ = r−2△ω, where △ω is the angular Laplacian on Sn−1. Hence we have the system
(16.16) ∂2rhl= − 1r2△ωhl + hl+2 − n−1r ∂rhl + Fl+2(h−1, ..., hl−1), l ≥ −1
We want this system to be satisfied to all orders at the boundary, so if
(16.17) hk, l = ∂
k
r hl
∣∣
∂Ω
, Fm,l = ∂
m
r Fl(h−1, ..., hl−3)
∣∣
∂Ω
we want
(16.18) hk, l =
∑
2i+2j+m≤k,m≤k−1
cij km△iωhm, l+2j +
∑
2i+2j+m≤k
dij km△iωFm, l+2j
to hold for all k ≥ 2 and l ≥ −1, where h0, l and h1, l are the given boundary conditions.
We now want to use induction. Note that the first term in the right of (16.18) contains hk′,l′ for
k′ + l′ ≤ k + l, and k′ < k, and the second term contains hk′,l′ for k′ + l′ < k + l, by the last inequality
in (16.5). Assume that we found
(16.19) hk, l, for k + l ≤ N, l ≥ −1, k ≥ 0
such that (16.18) hold for k + l ≤ N and k ≥ 2. Note that if N = 0 then k ≤ 1 so there is nothing to
prove. We know want to find hk, l for k+ l = N +1 such that (16.18) hold also for k+ l ≤ N +1. This
is again proven by induction. Assume that in addition to (16.19) we found
(16.20) hk, l, for k + l = N + 1, and 0 ≤ k ≤M, l ≥ −1
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such that (16.18) hold for k ≥ 2. Note that for M ≤ 1 there is nothing to prove. Since m in the first
sum on the right of (16.18) is less than k in the left it follows that we can find hk+1, l−1 such that (16.18)
hold.
In order to prove (16.14) we note that hm,l are smooth functions on S
n−1. Hence we can use the
usual trick of choosing εml so small that (‖hm,l‖m+1 + 1) εml ≤ 1/2, in which case the sum converges
in Hm for any m and r. 
Now, we want to find a formal power series solution in t of the system (16.1) with initial data in
(16.2) of the form
(16.21) f0(y) = f˜0(y) + y, v0 = v˜0 − ∂ h−1, h0 = h˜0 + h0 h1 = −div V˜0 +△h−1
where h0, h−1 are given by Lemma 16.2 and f˜0, v˜0 and h˜0 vanish to infinite order at the boundary. Let
hl, for l ≥ 2 be defined by (16.3). Then it inductively follows that
(16.22) hl = h˜l + hl,
where hl are as in Lemma 16.2 and h˜l vanish to infinite order at the boundary. Therefore if we choose
boundary data in (16.12) such that h0, l = 0 for l ≥ 0, h1,0 ≤ c0 < 0. Then it follows that we can choose
h˜0 so that h0 > 0 in Ω and ∇Nh0
∣∣
∂Ω
≤ −c0 < 0. Moreover it follows that
(16.23) hl
∣∣
∂Ω
= 0, l ≥ 0
and hence the compatibility conditions are satisfied to all orders.
We can now construct smooth functions in [0, T ] × Ω, satisfying the initial conditions (16.2) and
the equations (16.2) to infinite order as t→ 0:
Lemma 16.3. Suppose that initial data f0, v0 and h0 and h1 = −divV0 satisfy the compatibility
conditions for all orders, i.e. if hl for l ≥ 2 are defined by (16.3) then
(16.24) hl
∣∣
∂Ω
= 0, for l ≥ 0.
Then there are smooth functions (x, h) in [0, T ]×Ω, such that (16.2) hold, (16.1) is satisfied to infinite
order as t→ 0 and h∣∣
∂Ω
= 0.
Proof. Let χ be as in Lemma 16.2 and set
(16.25) h(t, y) =
∞∑
l=0
χ(t/εl)hl(y)t
l/l!
where εl > 0 are chosen so that (‖hl‖m + 1)εm ≤ 1/2. Then it follows that the sum converges in Hm
for any m so h is smooth and satisfies h
∣∣
∂Ω
= 0 and Dlth
∣∣
t=0
= hl. Furthermore let x(t, y) be defined
by
(16.26) D2txi = −∂ih, xi
∣∣
t=0
= f0, Dtx
∣∣
t=0
= v0. 
62
17. The general case, when the enthalpy is a
strictly increasing function of the density.
We will now outline how to generalize the existence result obtained for e(h) = ch to the case when
e(h) is a smooth strictly increasing function satisfying 1/c′1 ≤ e′(h) ≤ c′1. First we will show that the
functional h = Ψ(x), i.e. the solution of (2.21), exist for x in a bounded set, ‖|u‖|r0+r1,∞ ≤ 1, and for
T sufficiently small. Since in the Nash-Moser iteration we need a bound for ‖|h‖|3,∞, we will first show
that we can obtain such a bound as well as a bound for ‖h‖r0+3 independent of T . Local existence for
the nonlinear wave equation follows from a standard argument using essentially the same estimates, so
it is just a question of showing that we have a priori bounds up to some time T > 0 that only depends
on the approximate solution (x0, h0) and is independent of x = u + x0 as long as ‖|u‖|r0+r1,∞ ≤ 1.
Once we have a bound for ‖|h‖|4,∞, the bound for higher derivatives follows from this.
The equation we study in this section is
(17.1) Dt
(
e′(h)Dth
) −△h = f, h∣∣
t=0
= 0, f = (∂iV
j)(∂jV
i)
where
(17.2) e′ + 1/e′ ≤ c′1,
∑
a,b
|gab|+ |gab| ≤ c′1, |∂x/∂y|2 + |∂y/∂x|2 ≤ c′1
for some constant 0 < c′1 < ∞. Let K ′10 denote a continuous function of c′1 that also depends on the
order of differentiation r but is independent of a lower bound for T .
We prove the following Theorem:
Theorem 17.1. Let r0 = [n/2] + 1 be the Sobolev exponent and let k ≥ 1. There are continuous
function Ck and Dk such that if T > 0 is so small that
(17.3) TC1(‖|x0‖|r0+2+1,∞, ‖|h0‖|r0+2+1,∞) ≤ 1,
and u = x− x0 is small that
(17.4) ‖|u‖|r0+2+k,∞ ≤ 1
then (17.1) has a smooth solution for 0 ≤ t ≤ T satisfying
(17.5) ‖|h‖|k,∞ ≤ Dk(‖|x0‖|r0+2+k,∞, ‖|h0‖|r0+2+k,∞).
Furthermore, there is a continuous function K ′2 of
(17.6) ‖|x‖|2,∞ + ‖|h‖|2,∞ + ‖|h0‖|2,∞ + 1/T + c′1
depending also on r such that
(17.7) ‖|h‖|r,∞ ≤ K ′2
(‖|x‖|r+r0+2,∞ + ‖|h0‖|r+r0+2,∞)
Proof. Since by Sobolev’s Lemma
(17.8) ‖|h‖|1,∞ ≤ C(‖h‖1,r0 + ‖h‖0,r0+1)
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where C is independent of T . It follows from Lemma 17.2 that
(17.9) dE˜r/dt ≤Mr(E˜r+1 + 1)r+2, r ≥ r0
where Mr = K
′
10‖|x‖|(r+2)
2
r+3,∞. Integrating this inequality gives −d(E˜r+1 + 1)−(r+1)/dt ≤Mr(r + 1) and
hence (E˜r+1(t)+1)
−(r+1) ≥ (E˜r+1(0)+1)−(r+1)−Mr(r+1)t. If Mr(r+1)t ≤ (E˜r+1(0)+1)−(r+1)/2 it
follows that E˜r+1(t)+1 ≤ 2(E˜r+1(0)+1). Since E˜r+1(0) ≤ K ′20
∑r
s=0
[[[
∂x
]]]
r−s,∞
(‖h0‖1,s+‖h0‖0,s+1)
this proves the first part of the theorem for k = 1 and for k ≥ 2 it follows from also using Theorem
17.3.
It follows from Lemma 17.2 and interpolation in space time that
(17.10)
dEˆr+1
dt
≤ K ′2
(
Eˆr+1 + ‖|x‖|r+3,∞
)
, if Eˆr+1 =
r∑
s=0
‖|x‖|r+2−sE˜s+1
Multiplying by the integrating factor eK
′
2t and integrating, we get
(17.11) Eˆr+1(t) ≤ K ′2
(
Eˆr+1(0) + ‖|x‖|r+3,∞
)
By Theorem 7.3 ‖h‖r+1 ≤ K ′2Eˆr+1 and hence
(17.12) ‖h(t, ·)‖r+1 ≤ K ′2
( r∑
s=0
‖|x‖|r+2−s‖h0(0, ·)‖s+1 + ‖|x‖|r+3
)
Using Sobolev’s lemma and interpolation the estimate for ‖|h‖|r,∞ follows. 
Lemma 17.2. Suppose that gab and e′ = e′(h) are smooth and satisfy (7.4). For s ≥ 0 let
(17.13) Es+1(t) =
(1
2
∫
Ω
e′(Ds+1t h)
2+ gab(Dˆ
s
tH
a)(DˆstH
b)κdy
)1/2
, Ha = gab∂bh,
E0(t) =
∫
Ω
h2 κdy and E˜r+1 =
∑r+1
s=0 Es. Then for r ≥ 0
‖h‖1,r + ‖h‖0,r+1 ≤ C
r∑
s=0
[[[
∂x
]]]
r−s,∞
E˜1+s(17.14)
E˜1+r ≤ C
r∑
s=0
[[[
∂x
]]]
r−s,∞
(‖h‖1,s + ‖h‖0,s+1)(17.15)
and
(17.16)
dE˜r+1
dt
≤ K ′10
r+1∑
k=0
‖h‖k1,∞
(min(r+1−k,r)∑
s=0
[[[
∂x
]]]
r+1−k−s,∞
E˜s+1 +
[[[
∂x
]]]
r+2−k,∞
)
Proof. The proof is similar to that of Lemma 7.2. We have
(17.17)
dE2s+1
dt
=
∫
Ω
(
e′(Ds+1t h)(D
s+2
t h) + gab(Dˆ
s
tH
a)(Dˆs+1t H
b)
)
κdy
+
1
2
∫
Ω
(
(Dˆte
′)(Ds+1t h)
2 + (Dˇtgab)(Dˆ
s
tH
a)(DˆstH
b)
)
κdy.
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Here the terms on the second row are bounded by K ′10(‖h‖1,∞ + ‖g‖1,∞)E2s+1. The first row of the
right hand side is up to lower order
(17.18)
∫
Ω
(
(Ds+1t h)
(
DˆstDt(e
′Dth)
)
+ (DˆstH
a)(∂aD
s+1
t h)
)
κdy
=
∫
Ω
(Ds+1t h)
(
DˆstDt(e
′Dth)− κ−1∂a
(
κDˆstH
a
))
κdy =
∫
Ω
(Ds+1t h)(Dˆ
s
t f)κdy,
where we have integrated by parts using that Ds+1t h
∣∣
∂Ω
= 0, that Dt
(
e′Dth
) − κ−1∂a(κHa) = f and
that Dˆst
(
κ−1∂a
(
κHa
))
= κ−1∂a
(
κDˆstH
a
)
. In fact, using Lemma 6.3 we get, since Ha = ∂ah,
(17.19) Dˆs+1t H
a − gab∂aDs+1t h = −
s∑
i=0
(
s+ 1
i
)
gab(Dˇs+1−it gbc)Dˆ
i
tH
c
and, since DˆtD
2
t e(h) = κ
−1Dst
(
κD2t e(h))
)
,
(17.20) DˆstD
2
t e(h)− e′(h)Ds+2t h =
s−1∑
i=0
(
s
i
)
κ−1(Ds−it κ)(D
2+i
t e(h)) +D
2+s
t e(h)− e′(h)Ds+2t h.
Here the right hand side is bounded by a constant times
(17.21)
s−1∑
i=0
κ−1|Ds−it κ|
∑
s1+...+sk=i+2,
si≥1, k≥1
|e(k)(h)| |Ds1t h|· · · |Dskt h|+
∑
s1+...+sk=s+2,
si≥1, k≥2
|e(k)(h)| |Ds1t h|· · · |Dskt h|
The L2 of this can be estimated by Theorem 7.3:
(17.22) K ′1,0
s+1∑
k=0
‖h‖k1,∞
(min(s+2−k,s+1)∑
i=1
[[[
∂x
]]]
s+2−k−i,∞
(‖h‖0,i + ‖h‖1,i−1)+ [[[∂x]]]s+2−k,∞
)
By Lemma 6.3 Dˆst (g
ab∂bh) = g
ab∂bD
s
th+
∑s−1
i=0
(
s
i
)
gab(Dˇs−it gbc)Dˆ
i
t(g
cb∂bh) so it follows that ‖∂Dsth‖ ≤∑s
i=0
[[[
∂x
]]]
r−i
E˜1+i Since also ‖Dˆst f‖ ≤ K10
[[[
∂x
]]]
s+2
the lemma follows. 
Theorem 17.3. Suppose that D2t e(h)−△h = f , where f = (∂iV j)(∂jV i). Suppose also that |e(k)(h)| ≤
Ck. Then we have
(17.23) ‖ [h]j
r
‖ ≤ K ′1,0
r∑
k=j−1
‖h‖k1,∞
( r−k∑
i=1
[[[
∂x
]]]
r−k−i,∞
(‖h‖i−1,1 + ‖h‖i,0)+ [[[ ∂x]]]r−k,∞
)
and
(17.24) ‖ [h]j
r
‖ ≤ K ′1,0
r∑
k=j−1
‖h‖k1,∞
( r−k∑
i=1
[[[
∂x
]]]
r−k−i,∞
(‖h‖0,i + ‖h‖1,i−1)+ [[[ ∂x]]]r−k,∞
)
where
(17.25) [h]jr =
∑
r1+...+rk=r,
ri≥1, k≥j
|h|r1 · · · |h|rk ,
[[[
∂x
]]]
r,∞
=
∑
r1+...+rk=r,
ri≥1
‖|∂x‖|r1,∞ · · · ‖|∂x‖|rk ,∞
Proof. The first inequality follows from Lemma 17.4 below and interpolation and the second follows
from the first and Lemma 17.6 below. 
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Lemma 17.4. Suppose that D2t e(h)−△h = f , where f = (∂iV j)(∂jV i). Suppose also that |e(k)(h)| ≤
Ck. With notation as in Definition 5.1 we have
(17.26) [h]r,s ≤ K ′10
∑
i+j≤r+s
[
∂x
]
r+s−i−j
[
h
]
i,(j,1)
where
[
∂x
]
l
is as in Definition 5.1,
(17.27)
[
h
]
r,s
=
∑
r1+...+rk=r,
si+...+sk=s
si+ri≥1
|h|r1,s1 · · · |h|rk,sk ,
[
h
]
r,(s,m)
=
∑
r1+...+rk=r,
si+...+sk=s
si+ri≥1, si≤m,
|h|r1,s1 · · · |h|rk,sk ,
and
[
h
]
0,0
= 1,
[
h
]
0,(0,1)
= 1.
Proof. If h = η(e) is the inverse of e(h), then
(17.28) |h|r,s ≤ C
∑
r1+...+rk=r, s1+...+sk=s, ri+si≥1
|η(k)(e)| |e|r1 ,s1 · · · |e|rk ,sk .
Since,
(17.29) |e|r,s ≤ |△h|r,s−2 + |f |r,s−2, s ≥ 2
where
(17.30) |△h|r,s−2 ≤ K10
∑
1≤i≤r+2, j≤s−2
[
∂x
]
r+s−i−j
|h|i,j , s ≥ 2
and
(17.31) |f |r,s−2 ≤ K10
[
∂x
]
r+s
, s ≥ 2
we obtain
(17.32) |e|r,s ≤ K10
∑
i≤r+2, j≤s−2
[
∂x
]
r+s−i−j
[h]i,j , s ≥ 2
It follows that
(17.33)
[
h
]
r,(s,m)
≤ K ′10
∑
i+j≤r+s
[
∂x
]
r+s−i−j
[h]i,(j,m−1), m ≥ 2
and the lemma follows by induction. 
Lemma 17.5. For r ≥ 1 we have with notation as in Definition 5.3,
(17.33) ‖h‖r ≤ K ′10
r∑
j=0
‖h‖j1,∞
( r−j∑
i=1
[[[
∂x
]]]
r−i−j,∞
(‖h‖0,i + ‖h‖1,i−1)+ [[[∂x]]]r−j,∞
)
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Proof. We have
(17.34) |△h|r,s ≤ |e(h)|r,s+2 + |f |r,s
where
(17.35) |e(h)|r,s ≤ e′(h)|h|r,s + C
r+s∑
k=2
|e(k)(h)| [h] kr,s, where [h] kr,s =
∑
r1+...+rk=r,
s1+...+sk=s
ri+si≥1
|h|r1,s1 · · · |h|rk,sk
and by the previous lemma and interpolation in space only
(17.36) ‖[h] kr,s‖ ≤ K ′10
∑
i+j≤r+s, j≥k−1,i≥1
[[[
∂x
]]]
r+s−i−j,∞
‖h‖j1,∞
(‖h‖i,0 + ‖h‖i−1,1)
Using Theorem 6.1 we get for r ≥ 2
(17.37) ‖h‖r+2,s ≤ K10
∑
i≤r, j≤s
[[[
∂x
]]]
r+s−i−j,∞
‖h‖i,j+2 +K10
s∑
j=0
[[[
∂x
]]]
r+s+1−j,∞
‖h‖1,j,∞
+K ′10
[[[
∂x
]]]
r+s+2,∞
+K ′10
∑
i+j≤r+s+2, i,j≥1
[[[
∂x
]]]
r+s+2−i−j,∞
‖h‖j1,∞
(‖h‖i,0 + ‖h‖i−1,1)
Hence using induction, we get
(17.38) ‖h‖r ≤ K ′10
∑
1≤i≤r
[[[
∂x
]]]
r−i,∞
(‖h‖0,i + ‖h‖1,i−1)
+K ′10
[[[
∂x
]]]
r,∞
+K ′10
∑
i+j≤r, i,j≥1
[[[
∂x
]]]
r−i−j,∞
‖h‖j1,∞‖h‖i
Since ‖h‖1 ≤ ‖h‖0,1 + ‖h‖1,0 the lemma now follows from induction. 
Alternatively, one can use interpolation interpolation in space-time.
Lemma 17.6. We have
‖|Dlth‖|L2/(m−l) ≤ CT ‖|h‖|l/mL∞ ‖|Dmt h‖|1−l/mL2(17.39)
‖| |Dl1t h| · · · |Dlkt h| ‖|L2 ≤ CT ‖|h‖|k−1L∞ ‖|Dmt h‖|L2(17.40)
where m = l1+ ...+ lk. Furthermore, if h = h˜+ h0 where h˜ vanish to infinity order as t→ 0 then, with
a constant independent of T but depending on h0 we have
(17.41) ‖| |Dl1t h| · · · |Dlkt h| ‖|L2 ≤ Cm(‖|h‖|∞, ‖|h0‖|∞,m)
( m∑
j=0
‖|Djth‖|L2 + 1)
Proof. The interpolation inequalities are standard and it is also standard that the constant is in-
dependent of T if h vanish to infinite order as t → 0. Hence in the product we can estimate
‖|Dlit h‖|L2/(m−li) ≤ ‖|Dlit h˜‖|L2/(m−li) + ‖|Dlit h0‖|L∞ . 
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