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Abstract 
The prime goal of the CBIR system is to construct meaningful descriptions of physical attributes from images. Physical features 
and mathematical features are two such typical descriptions. Many research efforts have been made to extract physical features 
such as color, texture, edge, structure or a combination of two or more. The majority of the proposed solutions are variations of 
the color histogram initially proposed for object recognition. Since color histogram lacked spatial information these methods 
were liable to produce false positives especially when the database was large. We proposed a method called image retrieval using 
interactive genetic algorithm (IRIGA) for computing a very large number of highly selective features and comparing these 
features for some relevant images and using only those selected features which capture similarity in the given relevant images for 
image retrieval. Experiments on a collection of 10 000 general-purpose images demonstrate the effectiveness of the proposed 
framework. 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Organizing Committee of ICCCV 2016. 
Keywords: CBIR; Texture; Wavelet Transform; Genetic algorithm;Interacrive. 
1. Introduction 
 
In the text-based system, the images are manually annotated by text descriptors and then used by a database 
management system to perform image retrieval [3]. However, there are two limitations of using keywords to achieve 
image retrieval: the vast amount of labor required in manual image annotation and the task of describing image 
content is highly subjective [1, 5, 6]. That is, the perspective of textual descriptions given by an annotator could be 
different from the perspective of a user. In other words, there are inconsistencies between user textual queries [11, 
14, 17] and image annotations or descriptions. To alleviate the inconsistency problem, the image retrieval is carried 
out according to the image contents. Such strategy is the so-called content-based image retrieval (CBIR). They are 
easy to implement and perform well for images that are either simple or contain few semantic contents. 
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Images are being generated today at an ever increasing rate by a variety of sources. A content based image retrieval 
(CBIR) system is required to retrieve these images effectively and efficiently. Such a system helps the user to 
retrieve relevant images based on visual properties such as color, texture and pictorial entities such as the shape of 
an object in the picture [4]. The prime goal of the CBIR system is to construct meaningful descriptions of physical 
attributes from images. Physical features and mathematical features are two such typical descriptions. Many 
research efforts have been made to extract physical features such as color, texture, edge, structure or a combination 
of two or more. The majority of the proposed solutions are variations of the color histogram initially proposed for 
object recognition. 
       Most current content-based image retrieval systems are still incapable of providing users with their desired 
results. The major difficulty lies in the gap between low-level image features [9,13] and high-level image semantics. 
In target search the user already knows that there exists a certain image in the image database. The user’s 
recollection of the image may be more or less exact. Moreover, depending on the system’s flexibility, the user is 
able to transfer varying proportion of her information about the image to the system so that it can be used as a 
specification in a database search [7]. In this paper, a user-oriented mechanism for CBIR method based on an image 
retrieval using interactive genetic algorithm (IRIGA) is proposed. To reduce the gap between the retrieval results 
and the users' expectation, the IRIGA is employed to help the users identify the images that are most satisfied to the 
users' need. 
The rest of the paper is organized as follows: In section 2, a brief review of the Discrete Wavelet 
Transformation is presented. The proposed method (IRIGA) is given in section 3. Section 4 describes experimental 
results and the performance evaluation of the proposed method.  Finally, conclusion is presented in section 5 
respectively. 
.  
2. Discrete Wavelet Transformation 
 
Discrete Wavelet Transformation (DWT) [14] is used to transform an image from spatial domain into frequency 
domain. Wavelet transforms exact information from signal at different scales by passing the signal through low pass 
and high pass filters. Wavelets provide multi-resolution capability and good energy compaction. Wavelets are robust 
with respect to color intensity shifts and can capture both texture and shape information efficiently. It can be 
computed linearly with time and thus allowing for very fast algorithms. This paper uses Haar wavelets to compute 
feature signatures, because they are the fastest to compute and also have been found to perform well in practice [16]. 
Haar wavelets enable us to speed up the wavelet computation phase for thousands of sliding windows of varying 
sizes in an image. The proposed method finds effort to extract the primitive features of the query image and compare 
them to those of database images. The image features under consideration are texture by using the DWT concept. 
The block diagram for the proposed method is shown in Figure 2. 
 
3. Proposed Method  
 
The wavelet transform provides a multi-resolution approach to texture analysis and classification. Studies of human 
visual system support a multi-scale texture analysis approach, since researchers have found that the visual cortex can 
be modelled as a set of independent channels, each tuned to a particular orientation and spatial frequency band. That 
is why wavelet transforms are found to be useful for texture feature extraction. The following steps are followed. 
x Extract red, green and blue components from an image. 
x Decompose red, green and blue component using Haar Wavelet transformation at 3rd level to get 
approximate coefficient and vertical, horizontal and diagonal coefficients. 
x Combine approximate coefficient of red, green and blue component 
x Similarly combine the vertical, horizontal and diagonal coefficients of red, green and blue component 
x Covert the approximate, vertical, horizontal and diagonal coefficients into HSV plane 
x Quantize each pixel in HSV space to 48 histogram bins. 
x The normalized histogram is obtained by dividing with the total number of pixels. 
x Calculate mean, variance and skewness for the Normalized histogram. 
x Store the values as Texture feature vector (T). 
x Repeat Steps 1 to 6 for the image present in the database. 
256   K. Valli Madhavi et al. /  Procedia Computer Science  79 ( 2016 )  254 – 261 
x Calculate the similarity measure of query image and the image present in the database 
x Repeat the steps from 7 to 8 for all the images in the database 
x Retrieve the images. 
       After obtaining some relevant images from database using above method, the system provides an interactive 
mechanism which lets the user evaluates the retrieved images those are more or less relevant to the query one and 
the system then updates the relevance information to include as many user-desired images as possible in the next 
retrieval result. We design a graphical user interface image retrieval system based on IRIGA, as shown in Fig1. 
 
 
                  Fig1.Block Diagram for Proposed Method 
 
Our technique of operations is explained as: 
x Take the query image and the images in database divide it in to NxN blocks. 
x Similarity Comparison by using the Wavelet based color histogram. 
x Retrieval of related images to the query image from the database. 
x To evaluate the most relevant images to the query image an interactive genetic algorithm (IRIGA) is 
used. 
x The proposed method IRIGA retrieves images those are more or less relevant to the query one. 
x The user-desired image is retrieved based on the top ranking. 
 
 
4. Image Retrieval Using Interactive Genetic Algorithm( IRIGA) 
 
We propose to consider the subset of images close to the boundary, and then to use a criterion related to the Average 
Precision in order to select the winner image of the selective sampling strategy. In order to compute a score related 
to Average Precision, we propose to consider the sub-database of the labelled pictures. We have the ground truth for 
this sub-database, since we have the labels of all its images. Thus, it becomes feasible to compute the Average 
Precision on this sub-database, without any estimation. We still need a ranking of this sub-database in order to 
compute the Average Precision. We have used nearest neighbourhood algorithm for calculating rank for the sub 
image database. 
The principle in image scaling is to have a reference image and using this image as the base to construct a new 
scaled image. The constructed image will be smaller, larger, or equal in size depending on the scaling ratio. When 
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enlarging an image, we are actually introducing empty spaces in the original base picture. From the image below, an 
image with dimension (w1 = 4, h1 = 4) is to be enlarged to (w2 = 8, h2 = 8). The black pixels represent empty 
spaces where interpolation is needed, and the complete picture is the result of nearest neighbor interpolation.  
The numerical accuracy and computational cost of interpolation algorithms are directly tied to the interpolation 
kernel. As a result, interpolation kernels are the target of design and analysis. Here, analysis is applied to the 1-D 
case. Interpolation in 2-D is a simple extension of the 1-D case. In addition, data samples are assumed to be equally 
spaced along each dimension. This restriction causes no serious problem because images are usually defined on 
regular grids.  
 
Nearest Neighborhood Algorithm  
The simplest interpolation from a computational standpoint is the nearest neighbor, where each interpolated output 
pixel is assigned the value of the nearest sample point in the input image. This technique is also known as point shift 
algorithm and pixel replication. The interpolation kernel for the nearest neighbor algorithm is defined as  
The frequency response of the nearest neighbor kernel is  
݄ሺݎሻ ൌ ቄͳͲ
Ͳ ൑ ȁݎȁ ൏ ͲǤͷ
ͲǤͷ ൑ ȁݎȁ  
Steps involved in the algorithm 
x Choose k nearest neighbors of query image as seeds. 
x The sub images of nearest neighbors for each are found. 
x The neighboring target images are selected to be all the distinct target image. 
x By comparing the seeds and the nearest neighbors.we can get the top ranked images. 
 
5. Experimental Results 
 
  The proposed IRIGA is tested with WANG Database contains 1000 images. The images can be divided into 10 
categories based on their content namely Buses, Dinosaurs, Flowers, Building, Elephants, Mountains, Food, African 
people, Beaches and Horses with JPEG format which used in a general purpose image database for experimentation.  
These images are stored with size 256×256 and each image is represented with RGB color space. Sample of WANG 
image database is shown in Figure 2. To measure retrieval effectiveness for an image retrieval system, precision and 
recall values are calculated. Precision measures the ability of the system to retrieve only models that are relevant and 
this used the ratio of relevant retrieved images to the total number of relevant retrieved images.  
 ൌ   
 
Recall measures the ability of the system to retrieve all models that are relevant   and the ratio of retrieved relevant 
images to the total number of relevant images to the total number of relevant images in the database.   
 ൌ   
 
The experiment is carried out with the number of retrieved images set as 10 to compute the average 
precision and recall of each query image.  The proposed IRIGA method experiments based on Sum-of-Absolute 
Differences (SAD) Similarity measures is shown in Equation (1). 
ܵܣܦ൫ ௤݂ǡ ௧݂൯ ൌ ෍ ͳ ௤݂ሾ݅ሿ െ ௧݂ሾ݅ሿ
௡ିଵ
௜ୀ଴
ሺͳሻ 
Where ௤݂ , ௧݂  represent query feature vector and database feature vectors and n is the number of features in each 
vector. 
 
Table 1: Summarize the Precision and Recall results of the proposed IRIGA 
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Category of   Images            Average Precision 
 
Average Recall 
                   
                  Buses                                0.846                   
         
          0.733 
 
 
 
 
                  Building                           0.632   
 
          0.585 
 
  
                  Flowers                            0.917                   
Elephants                    0.727    
Mountains                       0.811                    
Dinosaurs                       0.828 
Food                               0.871                     
Beaches                          0.892 
African  People              0.828 
Horses                            0.951                     
Average                         8.302                      
          0.647       
          0.533 
          0.732 
          0.726 
          0.600 
          0.805 
          0.706 
          0.848 
          6.895 
            
  
 
Figure 3.shows the query image Bus and retrieved images based on the query images from WANG database are 
shown in Figure 2. Table 1 summarizes the experiment results of proposed IRIGA method with ten different 
categories of images. Proposed IRIGA method retrieved Dinosaurs Buses, and Horses categories of images 
accurately. Building, Flower, Elephant, Food, African people categories of images are retrieved on and above 
average of 74%. Remaining categories of images are retrieved on an average of 52%. The overall performance of 
proposed IRIGA obtained more than 83% of retrieval images with more accurate, efficient and well- organized. 
 
     
        423                               476                           502                      519 
    
           664                            617                           670                     745 
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               821                       808                          912                        956 
    
            923                           891                         359                         877 
 Figure.2 Sample of WANG Image database 
 
  
 
 
 
 
 
                                                                    Query Image: Elephant 
 
              Figure 3. Retrieved images before applying proposed method IRIGA  
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Figure 4. Retrieved images after proposed method IRIGA 
 
6. Conclusion 
This paper has presented top ranked images to be retrieved in interactive CBIR system. In contrast to conventional 
approaches that are based on visual features, our method (IRIGA) provides an interactive mechanism to bridge the 
gap between the visual features and the human perception. In addition, the entropy based on the DWT method is 
considered as texture descriptors to help characterize the images. Experimental results of the proposed approach 
have shown the significant improvement in retrieval performance. Further work considering more low-level image 
descriptors or high-level semantics in the proposed approach is in progress. 
 
Acknowledgements 
  
The authors would like to express their gratitude to Sri K.V.V. Satyanarayana Raju, Founder & Chairman and Sri K. 
Sasi Kiran Varma, Managing Director, Chaitanya group of Institutions for providing necessary Infrastructure.  
 
Biography 
Mrs.R.Tamilkodi received her MCA degree in Bharathidasan University, Trichy, in 2002, and 
M.Tech (IT) from Karnataka University, Karnataka in 2010.She is working towards her Ph.D at 
Saveetha University, She is with Godavari Institute of Engineering & Technology, A.P as an 
Associate Professor. She has 11 Years of experience in teaching undergraduate students and post 
graduate students. Her research interests are in the areas of image processing, content based image 
retrieval and cloud computing. She is a life member in ISCA and Red Cross Society. 
  Mrs.K.Valli Madhavi received her MCA degree in Andhra University, in 2003, and M.Tech (IT) 
from Karnataka University, Karnataka in 2010.She is working towards her Ph.D at Dravidian 
University, She is with Godavari Institute of Engineering & Technology, A.P as an Associate 
Professor. She has 13 Years of experience in teaching undergraduate students and post graduate 
students. Her research interests are in the areas of image processing, content based image retrieval, 
Data warehousing & Mining and cloud computing. She is a life member in ISCA, CSI (Computer 
Society of India and Red Cross Society. 
Mrs.K.JayaSudha received her B.Tech degree in Anna University, in 1994, and M.Tech (ECE) 
from Karnataka University, Karnataka in 2004.She is working towards her Ph.D at Thakur 
University, She is with St. Franchise Institute of Technology, Mumbai as an Associate Professor. 
She has 14 Years of experience in teaching undergraduate students and post graduate students. Her 
research interests are in the areas of image processing, Software Engineering, Data warehousing & 
Mining and Cloud Computing.  
 
261 K. Valli Madhavi et al. /  Procedia Computer Science  79 ( 2016 )  254 – 261 
REFERENCES 
 
1  S.-B. Cho and J.-Y. Lee, “A human-oriented image retrieval system using interactive genetic algorithm,” IEEE Trans. Syst., Man, Cybern. A, 
Syst.,Humans, vol. 32, no. 3, pp. 452–458, May 2002. 
2  Y. Liu, D. Zhang, G. Lu, andW.-Y.Ma, “A survey of content-based image retrieval with high-level semantics,” Pattern Recognit., vol. 40, no. 
1,pp. 262–282, Jan. 2007. 
3   A. Del Bimbo, Visual Information Retrieval, 270 pages, Morgan Kaufmann Publishers, San   Francisco, California, 1999.  
4  N. Jhanwar, S. Chaudhuri, G. Seetharaman, and B. Zavidovique, “Content based image retrieval using motif co occurrence matrix,” Image 
Vis.Comput., vol. 22, no. 14, pp. 1211–1220, Dec. 2004. 
5  J. Han, K. N. Ngan, M. Li, and H.-J. Zhang, “A memory learning framework for effective image retrieval,” IEEE Trans. Image Process., vol. 
14, no. 4, pp. 511–524, Apr. 2005. 
6  A.Vadivel, S. Sural, and A. K. Majumdar, “An integrated color and intensity co-occurrence matrix,” Pattern Recognit. Lett., vol. 28, no. 8,pp. 
974–983, Jun. 2008. 
7   C.-Y. Chang and D.-R. Chen, “Active noise cancellation without secondary path identification by using an adaptive genetic algorithm,” IEEE 
Trans. Instrum. Meas., vol. 59, no. 9, pp. 2315–2327, Sep. 2010.  
8   Z. Steji, Y. Takama, and K. Hirota, “Genetic algorithm-based relevance feedback for image retrieval using local   similarity patterns,” Inf. 
Process.Manage., vol. 39, no. 1, pp. 1–23, Jan. 2003.  
9   J.-Y. Lee and S.-B. Cho, “Interactive genetic algorithm for content-based image retrieval,” in Proc. AFSS, Masan, Korea, June 1998, pp. 479–
484. 
10  T. Edwards, “Discrete wavelet transform: Theory and implementation,” Stanford Univ., Stanford, CA, Tech. Rep., Sept. 1991. 
11  R. K. Young, Wavelet Theory and Its Applications. Norwell, MA:Kluwer, 1993 
12  S.B. Cho, “Towards creative evolutionary systems with interactive genetic algorithm,” Appl. Intell., vol. 16, no. 2, pp. 129–138, Mar. 2002.  
13  S.-F. Wang, X.-F. Wang, and J. Xue, “An improved interactive genetic algorithm  
        incorporating relevant feedback,” in Proc. 4th Int. Conf. Mach. Learn. Cybern., Guangzhou, China, 2005,  pp. 2996–3001.  
14 S.-B. Cho and J.Y. Lee, “A human-oriented image retrieval system using interactive genetic algorithm,” IEEE Trans. Syst., Man, Cybern. A, 
Syst., Humans, vol. 32, no. 3, pp. 452–458, May 2002.  
15  H. Takagi, S.-B. Cho, and T. Noda, “Evaluation of an IGA-based image retrieval system using wavelet 
         coefficients,” in Proc. IEEE Int. Fuzzy Syst. Conf., 1999, vol. 3, pp. 1775–1780. 
16   George Wolberg: Digital Image Warping, IEEE Computer Society Press, Los Alamitos, California, 1990  
17  Michael Unser: Splines – A Perfect Fit for Signal and Image Processing, IEEE Signal Processing Magazine, November 1999, pp. 22-38  
18  Robert G. Keys: Cubic Convolution Interpolation for Digital Image Processing, IEEE Transactions on Acoustics, Speech, and Signal 
Processing, Vol. ASSP-29, No. 6, December 1981, pp.1153-1160. 
