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A NOTE ON THE MAXIMUM OF THE RIEMANN ZETA FUNCTION
ON THE 1-LINE
WINSTON HEAP
Abstract. We investigate the relationship between the maximum of the zeta function
on the 1-line and the maximal order of S(t), the error term in the number of zeros up to
height t. We show that the conjectured upper bounds on S(t) along with the Riemann
hypothesis imply a conjecture of Littlewood that maxt∈[1,T ] |ζ(1+ it)| ∼ e
γ log log T . The
relationship in the region 1/2 < σ < 1 is also investigated.
1. Introduction
The behaviour of large values of the Riemann zeta function on the 1-line was first
investigated by Littlewood [7]. Over the years, his lower bound has been improved several
times; the current best [1] establishes arbitrarily large values of t for which
|ζ(1 + it)| > eγ(log log t+ log log log t) +O(1).
In the other direction, assuming the Riemann hypothesis he proved that for large t
(1) ζ(1 + it) ∼
∏
p6log2 t
(
1− 1
p1+it
)−1
from which it follows by Merten’s Theorem that
(2) |ζ(1 + it)| 6 2eγ(1 + o(1)) log log t.
It is believed that the length of the Euler product can be reduced to log t and as a conse-
quence one gets the following conjecture1.
Conjecture A. We have
max
t∈[1,T ]
|ζ(1 + it)| ∼ eγ log log T.
Littlewood [8] later refined the upper bound (2) by replacing the constant 2eγ by 2β(1)eγ
where β(1) = limσ→1− β(σ) and for 1/2 < σ < 1, β(σ) = v(σ)/(2−2σ) where v(σ) is defined
as the minimum exponent for which log ζ(s)≪ (log t)v(σ). We will prove a stronger relation
where the maximum on the 1-line is related to the behaviour on the 1/2-line.
Research supported by European Research Council grant no. 670239.
1For a more precise version, see the paper of Granville and Soundararajan [5].
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Another object of interest in the theory of the Riemann zeta function is the remainder
S(t) in the formula for the number of zeros of height t in the critical strip:
N(t) =
t
2pi
log
( t
2pie
)
+
7
8
+ S(t) +O(1/t).
Here, the classical bound is S(t) ≪ log t. Under the assumption of the Riemann hy-
pothesis, Selberg showed that S(t) ≪ log t/ log log t which remains the current best.
In terms of lower bounds, the most recent improvements are due to Bondarenko and
Seip [3] who showed that conditionally there exist arbitrarily large values of t for which
|S(t)| ≫√log t log log log t/ log log t. It is generally believed that the lower bound is closer
to the true maximal order of growth. Accordingly we define
α = lim sup
t→∞
log |S(t)|
log log t
and note that, conditionally, 1/2 6 α 6 1.
Conjecture B. We have
α = 1/2.
We remark that Farmer, Gonek and Hughes [4] have made the more precise conjecture
lim supt→∞ S(t)/
√
log t log log t = 1/pi
√
2. The maximum of S(t) is closely related to the
maximum of the zeta function. In this note we attempt to clarify this relation on the 1-line.
Theorem 1. Assume the Riemann hypothesis and let
(3) L(t) = max
|u−t|6C log log t
|S(u)|
for C > 1/pi. Then for X satisfying max(L(t)2, log t) = o(X) and large t we have
ζ(1 + it) = (1 + o(1))
∏
p6X
(
1− 1
p1+it
)−1
.
In particular,
|ζ(1 + it)| 6 eγ(1 + o(1)) log(L(t)2 + log t).
and hence Conjecture B together with the Riemann hypothesis implies Conjecture A.
A common approach to proving conditional upper bounds such as (2) is via the explicit
formula. On assuming RH one can trivially estimate the sum over zeros which leaves only
a sum over primes. We aim to be more precise in this step and simply write the sum over
zeros as a Stieltjes integral which allows us to exploit some cancellation from oscillating
terms. This is essentially the content of the following proposition where the sum over zeros
has been replaced by an integral involving S(t).
Proposition 1. Assume the Riemann hypothesis. Then, uniformly for 1/2 + δ 6 σ 6 9/8
with fixed δ > 0, and 1 6 X 6 e
√
t, we have
(4) − ζ
′(s)
ζ(s)
=
∑
n>1
Λ(n)
ns
e−n/X + J(t,X) +O(X−1 log t) +O(X1/2−σ)
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where
J(t,X) = iX1/2−σ
∫ t/2
−t/2
XiyΓ(12 − σ + iy)
(
logX +
Γ′
Γ
(12 − σ + iy)
)
S(t+ y)dy.
We will deduce Theorem 1 from this proposition in the next section. One can also use
this formula to get upper bounds when 1/2 < σ < 1. In this region we have the conditional
upper bound
(5) ζ(σ + it)≪ exp
(
A
(log t)2−2σ
log log t
)
,
see [10], and the unconditional lower bound
ζ(σ + it) = Ω
(
exp
(
B
(log t)1−σ
(log log t)σ
))
,
originally due to Montgomery [9]. The value of the constant B has been improved several
times with the current best due to Bondarenko and Seip [2]. Again, it is generally believed
that the lower bound is the true order of the maximum; indeed, based on some heuris-
tic arguments Montgomery [9] conjectured that this was the case (see [6] for a detailed
discussion). In terms of relating this to the maximum of S(t) we have the following.
Theorem 2. Assume the Riemann hypothesis and let L(t) be given by (3). Then for fixed
1/2 < σ < 1,
ζ(σ + it)≪ exp (cmax (L(t)2−2σ , (log t)1−σ)(log log t)1−2σ).
Note that the conjecture of Farmer, Gonek and Hughes gives the upper bound ≪
exp(c(log t)1−σ(log log t)2−3σ) which is still a power of a double logarithm away from Mont-
gomery’s conjecture. It is possible that trivially bounding J(t,X), as we do below, is too
wasteful and that further cancellations are possible. A finer analysis of J(t,X) would also
be of interest in determining the lower order terms in Theorem 1.
2. Proof of Theorems 1 and 2
Proof of Theorem 1. Throughout we assume X ≪ (log t)A. By Stirling’s formula we have
Γ(12 − σ + iy) ≪ y−σe−
pi
2
|y| and Γ
′
Γ (
1
2 − σ + iy) ≪ log(2 + |y|). Applying these along with
the classical bound S(t)≪ log t we find that
X1/2−σ
∫ t/2
C log log t
|Γ(12 − σ + iy)|
(
logX +
∣∣∣Γ′
Γ
(12 − σ + iy)
∣∣∣)|S(t+ y)|dy
≪ X1/2−σ(log t)(logX)
∫ t/2
C log log t
e−
pi
2
y log(2 + y)dy
≪ X1/2−σ(log t)1−pi2C log2 t log3 t.
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Hence, for C > 1/pi we may restrict the range of integration in J(t,X) to |y| 6 C log log t
at the cost of an error of size O(X1/2−σ
√
log t). Then, using similar bounds to estimate
this remaining integral gives
J(t,X)≪ X1/2−σ(logX)L(t) +X1/2−σ
√
log t.
Applying this in (4) and integrating from σ = 1 to σ = 9/8 we get
(6) log ζ(1 + it) =
∑
n>1
Λ(n)
n1+it log n
e−n/X +O
(∣∣∣∣ log ζ(9/8 + it)−
∑
n>1
Λ(n)
n9/8+it log n
e−n/X
∣∣∣∣
)
+O
(
L(t)
X1/2
)
+O
( √log t
X1/2 logX
)
+O
( log t
X
)
.
Choosing X such that max(L(t)2, log t) = o(X) we see that the error terms in the second
line of the above are all o(1). It remains to consider the sum over primes.
By splitting the sum at n = X and applying the expansion e−n/X = 1+O(n/X) in the
sum over n 6 X we find that, for σ > 1,
∑
n>1
Λ(n)
nσ+it log n
e−n/X =
∑
n6X
Λ(n)
nσ+it log n
+O
(
1
logX
)
after estimating the tail sum by the prime number theorem. Also note that for σ > 1
∑
n6X
Λ(n)
nσ+it log n
=
∑
k>1,p6X
pk6X
1
kpk(σ+it)
= −
∑
p6X
log
(
1− 1
pσ+it
)
+O
( ∑
k>1,p6X
pk>X
1
kpkσ
)
=−
∑
p6X
log
(
1− 1
pσ+it
)
+O
(
1
logX
)
.
From this it is clear that the first error term of (6) is o(1) as X →∞ and hence we acquire
the asymptotic
ζ(1 + it) = (1 + o(1))
∏
p6X
(
1− 1
p1+it
)−1
provided max(L(t)2, log t) = o(X). Theorem 1 then follows.

Proof of Theorem 2. Adapting the above proof to the case 1/2 < σ < 1 gives
log ζ(σ + it) =
∑
n>1
Λ(n)
nσ+it log n
e−n/X +O
(
L(t)
Xσ−1/2
)
+O
( √log t
Xσ−1/2 logX
)
+O
( log t
X
)
A short calculation with the prime number theorem shows that the sum over n is ≪
X1−σ/ log x and so
(7) log |ζ(σ + it)| ≪ X
1−σ
logX
+
L(t)
Xσ−1/2
+
√
log t
Xσ−1/2 logX
+
log t
X
.
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Taking X = max(L(t)2, log t)(log log t)2 balances the first two terms and the result follows.

3. Proof of Proposition 1
We start from a slightly more precise version of the explicit formula used by Littlewood
(see Theorem 14.4 of Titchmarsh [10]). The proof is fairly standard but we shall give most
of the details for clarity.
Lemma 2. Assume the Riemann hypothesis. For large t we have
(8) − ζ
′(s)
ζ(s)
=
∑
n>1
Λ(n)
ns
e−n/X +
∑
ρ
Xρ−sΓ(ρ− s) +O(X−1 log t)
uniformly for 1/2 6 σ 6 9/8 and 1 6 X 6 e
√
t.
Proof. On the one hand we have
∑
n>1
Λ(n)
ns
e−n/X = − 1
2pii
∫ 2+i∞
2−i∞
Γ(z − s)ζ
′(z)
ζ(z)
Xz−sdz
which follows from the identity e−Y = 12pii
∫
(c) Γ(z)Y
−zdz. On the other hand, by shifting
contours to the left in the usual way we find that
− 1
2pii
∫ 2+i∞
2−i∞
Γ(z − s)ζ
′(z)
ζ(z)
Xz−sdz
= −ζ
′(s)
ζ(s)
−
∑
ρ
Xρ−sΓ(ρ− s) + Γ(1− s)X1−s
+
ζ ′(s − 1)
ζ(s− 1)X
−1 +
1
2pii
∫
(κ)
Γ(z − s)ζ
′(z)
ζ(z)
Xz−sdz
where −2 + σ < κ < −1 + σ.
Now,
Γ(1− s)X1−s ≪ e−A|t|X1/2 6 e−B|t|
and
ζ ′(s− 1)
ζ(s− 1)X
−1 ≪ log t
X
since ζ ′(s)/ζ(s) ≪ log t for −1 6 σ 6 2 provided that σ 6= 1/2. The integral on the new
line is
≪ Xκ−σ
∫ ∞
−∞
|Γ(κ+ iy − s)|
∣∣∣∣ζ
′(κ+ iy)
ζ(κ+ iy)
∣∣∣∣dy ≪Xκ−σ
∫ ∞
−∞
e−A|y−t| log(|y|+ 2)dy
≪Xκ−σ log t.
Clearly this is smaller than our previous error term so we are done. 
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One may conduct some basic estimates of the sum over zeros appearing in (8) which
gives an upper bound of X1/2−σ log t (see section 14.5 of [10]). After integrating over σ > 1,
we see that one requires X = log2 t for this term to be o(1). This is the reason for such
a restriction in the length of the Euler product in (1). As mentioned, we would like to
exploit some cancellation in the sum over zeros in a hope to improve this. In this direction
we have the following Lemma.
Lemma 3. Assume the Riemann hypothesis and let t be large. Then, uniformly for 1/2 +
δ 6 σ 6 9/8 with fixed δ > 0, and 1 6 X 6 e
√
t, we have
∑
ρ
Xρ−sΓ(ρ− s) = − log(t/2pi)
X
+ J(t,X) +O(X−2 log t) +O(X1/2−σ)
where
J(t,X) = iX1/2−σ
∫ t/2
−t/2
XiyΓ(12 − σ + iy)
(
logX +
Γ′
Γ
(12 − σ + iy)
)
S(t+ y)dy.
Proof. We first note that we may restrict the sum to those ordinates for which t/2 6 γ 6
3t/2. For, the tail satisfies the bound
∑
γ<t/2
Xρ−sΓ(ρ−s)≪ X1/2−σ
∑
γ<t/2
e−A|γ−t| ≪ X1/2−σe−At/4
∑
γ<t/2
e−A|γ|/2 ≪ X1/2−σe−At/4
after writing this last sum as a Stieltjes integral and applying the appropriate bounds on
N(t). A similar bound holds for the sum over γ > 3t/2.
We write the remaining sum in the form∑
t/26γ63t/2
Xρ−sΓ(ρ− s) =X1/2−σ
∑
t/26γ63t/2
Xi(γ−t)Γ(12 − σ + i(γ − t))
=X1/2−σ
∫ 3t/2
−t/2
Xi(y−t)Γ(12 − σ + i(y − t))dN(y).
We decompose N(y) as a sum of its smooth part and S(y); that is, we write N(y) =
N∗(y) + S(y) where
N∗(y) =
1
pi
∆arg s(s− 1)pi−s/2Γ(s/2)
=
y
2pi
log(y/2pie) +
7
8
+
c
y
+O(1/y2), y →∞
and S(y) = 1pi∆arg ζ(s). Here, ∆ arg denotes the change in argument along the straight
lines from 2 to 2 + iy, and then to 1/2 + iy. We note that N∗(y) is a smooth function and
its above asymptotic expansion can be given to any degree of accuracy in terms of negative
powers of y.
THE MAXIMUM OF THE ZETA FUNCTION ON THE 1-LINE 7
Then, our integral can be written as
X1/2−σ
∫ 3t/2
t/2
Xi(y−t)Γ(12 − σ + i(y − t))[dN∗(y) + dS(y)]
=X1/2−σ
∫ 3t/2
t/2
Xi(y−t)Γ(12 − σ + i(y − t))
( 1
2pi
log(y/2pi) +O(1/y2)
)
dy
+X1/2−σ
∫ 3t/2
t/2
d
dy
(
Xi(y−t)Γ(12 − σ + i(y − t))
)
S(y)dy
+O(X1/2−σe−Bt) +O(X1/2−σ/t)
after integration by parts and applying the bounds Γ(12−σ+iy)≪ e−A|y| and S(y)≪ log y.
Denote the first of these integrals by I and the second by J . Now,
I =X1/2−σ
∫ 3t/2
t/2
Xi(y−t)Γ(12 − σ + i(y − t))
( 1
2pi
log(y/2pi) +O(1/y2)
)
dy
=X1/2−σ
∫ t/2
−t/2
XiyΓ(12 − σ + iy)
1
2pi
log((y + t)/2pi)dy +O(X1/2−σ/t)
= log
( t
2pi
) 1
2pi
∫ t/2
−t/2
X1/2−σ+iyΓ(12 − σ + iy)dy
+X1/2−σ
∫ t/2
−t/2
XiyΓ(12 − σ + iy)
1
2pi
log((1 + y/t)/2pi)dy +O(X1/2−σ/t)
The second integral here is bounded and so results in a contribution of O(X1/2−σ). After
extending the tails of the first integral, which incurs only a small error, we acquire
I = log
( t
2pi
) 1
2pii
∫ 1/2−σ+i∞
1/2−σ−i∞
Γ(s)Xsds+O(X1/2−σ).
In the usual way we may shift this contour to the far left encountering poles at s = −n,
n ∈ N with residues (−1)n/n!. Since σ > 1/2 there is no contribution from the pole at
zero. In this way we find that this integral is given by e−1/X − 1 and so
I =(e−1/X − 1) log(t/2pi) +O(X1/2−σ)
=− log(t/2pi)
X
+O(X−2 log t) +O(X1/2−σ).
Performing the differentiation in J gives
J = iX1/2−σ
∫ 3t/2
t/2
Xi(y−t)Γ(12 − σ + i(y − t))
(
logX +
Γ′
Γ
(12 − σ + i(y − t))
)
S(y)dy.
and then on substituting y 7→ y + t the result follows. 
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Combining the above two lemmas gives Proposition 1. Note that the integral I above
is trivially ≪ X1/2−σ log t. Evaluating it explicitly is where we acquire some cancellations,
however the problem is then reduced to finding good bounds on S(t), of which we know
very little.
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