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Abstract
The smart vehicles construct Vehicle of Internet which can execute various intelligent services. Although the computation
capability of the vehicle is limited, multi-type of edge computing nodes provide heterogeneous resources for vehicular services.
When offloading the complicated service to the vehicular edge computing node, the decision should consider numerous factors.
The offloading decision work mostly formulate the decision to a resource scheduling problem with single or multiple objective
function and some constraints, and explore customized heuristics algorithms. However, offloading multiple data dependency tasks
in a service is a difficult decision, as an optimal solution must understand the resource requirement, the access network, the
user mobility, and importantly the data dependency. Inspired by recent advances in machine learning, we propose a knowledge
driven (KD) service offloading decision framework for Vehicle of Internet, which provides the optimal policy directly from the
environment. We formulate the offloading decision of multi-task in a service as a long-term planning problem, and explores the
recent deep reinforcement learning to obtain the optimal solution. It considers the future data dependency of the following tasks
when making decision for a current task from the learned offloading knowledge. Moreover, the framework supports the pre-training
at the powerful edge computing node and continually online learning when the vehicular service is executed, so that it can adapt
the environment changes and learns policy that are sensible in hindsight. The simulation results show that KD service offloading
decision converges quickly, adapts to different conditions, and outperforms the greedy offloading decision algorithm.
Index Terms
vehicle of internet, service offloading decision, multi-task, knowledge driven, deep reinforcement learning
I. INTRODUCTION
Along with the development of information technology, the vehicles with advanced computation and communication capa-
bilities spring up. With the promising electronic control units (ECUs), the vehicles construct as Vehicle of Internet which can
execute multimedia entertainment services, navigation, remote vehicle diagnosis and even AI based automatic driven services.
Moreover, unmanned aerial vehicle (UAV) can be used as patrol robot which travels in the area of industry field. These
applications bring new experience for the vehicular users. However, the limited capability of the ECU and the unstable of the
vehicular network still impacts the quality of the service. Fortunately, edge computing is combined to traditional vehicular
network to strengthen its service capability. The edge computing environment providing for vehicles including computation
nodes located with Base Station (BS) and many kinds of computational hot points of WLAN (Wireless Local Area Networks)
access technology, such as intelligent roadside unit, cloudlet in buildings and so on. All of these computational nodes and the
neighboring vehicles can provide service execution for the traveling vehicles. The current vehicular edge computing environment
are depicted, which supports the efficient communication, control, and computation requirements of intelligent services for
vehicles [1].
(1) The edge computing nodes located with multiple BSs always consist of high-performance servers or distributed data
centers. The BS edge computing nodes are distributed in different geographic regions, and may be belonged to different
communication operators. Accordingly, they may have different serving areas, rental cost and available resources, so as to
satisfy the needs of service requirement in the moving vehicles. The vehicles act like thin clients connecting over to the edge
computing node through mobile network without the need of accessing to the remote cloud.
(2) The cloudlet edge computing servers are deployed with wireless APs(Access Points) located at intelligent roadside units,
such as the road lamp, intersection, shops or buildings [4] [10]. These nodes provide the vehicles various local capability
and services, including computation, networking, storage and applications by limited transmission coverage communication
technology. The vehicles within the coverage area can use the powerful computing capabilities to execute their computation
intensive services or access some services provided by the roadside cloudlet. This type of nodes in the hierarchy edge computing
environment is important, as it is closer to users, has powerful computation potential, and well-connected to the mobile devices
via a high-speed local communication technology, which is benefit to provide low-latency computation and rich computational
resources.
(3) The ad hoc vehicular nodes can be also treated as edge computing nodes since the user can exploit the capabilities of
the neighboring vehicles to execution some service [11]. The computation for services are offered by neighboring vehicles
that have sufficient resources to act as edge computing servers. Consumers need to discover the vehicle edge nodes, be aware
of their resources, and communicate and request resources from them. In this scenarios, the resource provider and resource
consumer can be transferred according to the service requirement.
Offloading the services to the vehicular edge computing nodes other than hosing the execution on the vehicular device
itself, can expand the limited capabilities of the smart vehicles. The above heterogeneous vehicular edge computing nodes
2have different capability and using scenarios, which provides multiple choices for the vehicular users. The BS edge computing
nodes have large scale coverage and high-performance computation. If an application in a fast traveling vehicle requires high
computational power, it is more desirable to offload to the BS edge computing node. However, a weakness of the BS edge
computing nodes is that the users may experience long latency for data exchange with the corresponding far away nodes through
the 3G/4G access network. Long latency would hurt the interactive response, since humans are acutely sensitive to delay and
jitter. For the AP edge computing nodes, if too many vehicles access the same wireless network simultaneously during a period,
the scarce bandwidth may affect the application QoS. For the real-time applications with real-time constraints, it would be
more beneficial for the user to execute the service locally on the ad hoc vehicle node to avoid the long communication time.
Since the current vehicular service are complicated and always contain multiple tasks with various requirement, so we should
make decision for each task overall considering communication latency, computation capability and vehicular mobility.
Traditionally, the offloading decision algorithms depend on the human experience. The relevant knowledge is abstracted by
researchers including the system formulation, algorithm solving and method optimization. However, abstracting knowledge
by hand has mainly three limitations. Firstly, the vehicular environment which contains vehicles, edge computing nodes, and
access network, cannot has a comprehensive precise, and real-time evaluation. For example, for the vehicular service offloaded
to the heterogenous nodes, the task execution progress is always abstracted as Non-Poisson queuing model, which is hard to
solve and guarantee the fairness [12]. Moreover, the objective for the offloading decision model is almost non-convex function,
and Lagrange Relaxation is need to process the constraint conditions or some specific heuristic algorithms are used to find the
near-optimal solutions. Finally, each time the vehicular edge computing environment changing, the offloading decision should
be re-computed, which results in more service delay and higher cost. The advantage of edge computing nodes is that they
are deployed with the network devices, and can capture multi-dimensionality data from the environment, including vehicular
behavior, task information and network status. Therefore, it is necessary that utilizing the data from environment to keep
continually learning of task scheduling knowledge and provide offloading policy directly from the environment data.
Deep learning is the hot area for the Computer Vision, Speech Recognition, Natural Language Processing, and even the
computer networks, with some remarkable achievements. The deep learning model including DNN (Deep Neural Network),
CNN (Convolutional Neural Network), RNN (Recurrent Neural Networks), ResNet, DenseNet and so on [13]. These various
types of neural networks utilize the multi-layer network structure and nonlinear transformation, construct the lower-level
features, and formulate the abstract and distinguish high-level expression, so that to percept and express of the things.
The service offloading decision in vehicle edge computing environment is affected by many factors, and it can be abstracted to
a mapping problem including non-convex optimization with complicated objective function and constraints. The deep learning
model divides the complicated mapping problem into several embedded simple mappings depicted by the multiple layers of the
model. The iteration optimization based on gradient during the process of training minimizes the loss function which expresses
the approximate degree. After the supervised learning process based on the human labeled history data or the solution from
heuristic algorithms, the deep learning model can obtain the approximate optimization solution of the complicated mapping
problem. When the model is deployed in the real-word setting after the training, the approximate optimization solution of the
mapping problem can be independently obtained according to the environment data in real-time.
Considering the environment changing in the future, the deep learning method needs the new labeled data. The service
offloading decision for complicated service with different requirement tasks should has the long-term programming and
continually learning capabilities. Deep reinforcement learning (DRL) method combines the perceive capability of the deep
learning and the decision capability of the reinforcement learning. Reinforcement learning based on the MDP (Markov Decision
Process) theory, but it need not to formulate the states transfer probabilities. It depends on the samples of the system states and
objective reward from the experience policy, and decides according to the current situation. On the other hand, the effective
perceive of deep learning models improves the poor performance for traditional RL methods when the environment contains
the high dimension input state space or large action sets.
In this paper, we address the shortcomings of traditional service offloading via a knowledge driven (KD) service offloading
decision framework. It includes the decision model with the DRL algorithm to learn the offloading knowledge, and the
observation function that is responsible for obtaining the data of vehicular mobility and the edge computing nodes. The KD
service offloading decision framework provides a unique platform for various vehicular services selecting the three types of
edge computing nodes as they need them. It aims at achieving long-term optimal performance experienced by the vehicular
users. The main contributions of this paper are described as follows:
(1) Making the service offloading decision according to the learned long-term optimal decision knowledge for Vehicle of
Internet. We propose a DRL based offloading decision model, which understands the resource requirement, the access network,
the user mobility. Importantly, it considers the future data dependency of the following tasks when making decision for a current
task from the learned offloading knowledge. By this model, the optimal policy can be obtained directly from the environment
without the complicated computation of the offloading solution.
(2) The mobility model of the vehicular edge computing environment is formulated for service offloading decision. Since
the vehicle moving impacts the offloading destination selection and it is hard to modeling, we formulate the impact of task
delay by mobility according to the accessed vehicular edge computing node. This model can be directly used in the online
service offloading learning.
3(3) Exploring the A3C algorithm to realize the online optimization offloading decision for the moving vehicles. The offloading
decision model is trained for each service in the edge computing node and distributed to the vehicles. The vehicles perform
asynchronous online learning when it running the service, and updates the new model to the edge computing node. By the
feedback reward in each running time, the KD service offloading decision framework can adapt the environment changing.
In Section II, we first describe the related work about service offloading decision for vehicular edge computing and review
import development of joint optimization based on DL and DRL. We then present the architecture of the KD service offloading
decision framework and the problem formulation in Section III. The DRL model and corresponding service offloading algorithm
are presented with details in Section IV. Performance evaluation are presented in Section V. Section VI concludes the paper
and presents the future work.
II. RELATED WORK
A. Offloading Decision for Vehicular Edge Computing
The vehicular edge computing is proposed along with the development of edge computing and VANET technology [1].
The high performance of edge computing servers provides vehicles more capability for executing complicated application
[14]. Qin et al [13] propose VehiCloud as a service-oriented cloud architecture providing routing service by predicting
vehicles?future locations. The three edge computing nodes support vehicles offloads their services, such as image detection,
speech recognition, web fasten and online game. Generally, complicated service can be divided into multiple tasks which can
be executed independently at local ECU, or edge computing nodes. Some part of the tasks contains the dependency by data
transmission, which construct as a DAG (Directed Acyclic Graph). Therefore, the offload decision should consider the data
transmission between the dependent tasks.
From the mobile cloud computing, there are many valuable works focusing on offloading decision, which includes offload
or not, offload volume and offload location, considering service type, user perfect, access technology, network traffic, device
capability, edge node property and so on. The offloading decision is extreme complicated, consisting of single-user to single-
node? multi-user to single-node?and multi-nodes?scenarios. The single-user to single-node?problem only has one target node
and the decision should make a joint optimization for all the tasks in a DAG [15]. If the service arrives in stochastic model,
the long-term reward and the cache stability should be considered. The multi-user to single-node?problem focus on the
communication interference and resource competition among the users [16] [17]. The service offloading policy should consider
the resource allocation in the edge computing nodes and the utilization of the point-to-point cooperation among the users.
Finally, the multi-node?problems for single-user and multi-user all pay attention on the selection and cooperation of the edge
computing nodes [20] [21] [27] [28]. They analyze the relationship of service offloading volume and the resource of edge
computing nodes, and try to avoid to select the hot node and hot line which will result in overload.
The above three problems can be formulated by combinatorial optimization, MDP, Semi- Markov Decision Process, Coop-
erative Game, or Non-cooperative Game models [20][28], with specific objective function and constraints. Since most of these
models are NP-hard problems, multi-stage heuristic algorithm, Lagrangian Relaxation Approach, Lyapunov algorithm [17],
Particle Swarm algorithm, Genetic Algorithm, and Simulated Annealing are used to solve the problems in the acceptable time.
B. Combinatorial Optimization Based on Deep Learning
The deep learning model solves the combinatorial optimization problem by several embedded simple mappings depicted by
the multiple layers. After the supervised learning process, it learns the approximate optimization solution by nonlinear fitting.
When the model is deployed, the approximate optimization solution can be obtained according to the input data directly.
Some works take use of the deep learning model instead of the traditional formulation and heuristic methods, to find the
optimized solution from the high dimensionality data in network and cloud resource management. The Depth Boltzmann
Machine is used to the network traffic control and routing [29] [31]. The input traffic matrix is constructed by the number
of arriving packets to the router in a period of time. The output of the model is the next-hop router. The labeled data is
obtained by the OSPF (Open Shortest Path First) algorithm in each router for training next-hop policy. In additional, the DNN
model is used to find the near-optimal solutions of caching placement, user association, and content delivering [32]. This work
reduces complexity in the delay-sensitive operation since the computational burden is shifted to the DDN training phase. The
deep learning-based auction mechanism is used for optimization of edge computing resources [33]. The goal is obtaining the
max reward of edge computing resource provider by reasonable resource allocation and payment rule, under the condition of
incentive compatibility and individual rationality.
C. Combinatorial Optimization based on Deep Reinforcement Learning
Deep learning method has better generalization ability, without the need to formulate the environment. After the training
the deep learning method, it can achieve approximate optimal solution of the optimization results in real time. However, the
deep leaning method is trained by labeled data from the human labeling or heuristic algorithms, which can hardly deal with
possible changes in the future.
4Deep Reinforcement Learning has achieved remarkable success in a range of tasks, from continuous control problems in
robotics to playing games like Go and Atari. The DQN (Deep Q-Network) model firstly proposed by DeepMind combines
CNN and Q-learning, trains the CNN by the rewards obtained by the Q-learning in each epoch and realizes the directly control
from input states to the output policy [34]. Moreover, deep policy gradient expresses the policy by the parameters of the deep
neural network, i.e. the probability for choosing each action in each decision epoch. Through the finding of the gradient for
the policy, this method can find the approximate optimal policy. A3C (Asynchronous Advantage Actor-Critic) model utilizes
two independent deep neural networks, which are taking charge of update policy and providing policy gradient, respectively
[35]. The asynchronous gradient descent method is used for optimizing the parameters of the deep neural network.
Taking use of the DRL method to optimizing the resources is different with the playing game, including the input data,
action space and the long-term reward related to the optimal objective. The DQN with CNN and Q-learning is used in the
cache-enabled interference alignment wireless network [36], where the system state is channel state and cache stage. The
optimal policy is selecting active users for realizing minimization of the throughput. Mao et al. [37] finding the optimal
resource management policy by DRL. The resource requirement for all the job arriving in a period is abstracted as an image
which is treated as the system state and inputted into the CNN. The resource scheduling decision is made by policy gradient
method. Liu et al [38] utilize the LSTM and DNN combined with Q-learning to dynamic optimize energy and resource for
VM, respectively. The system state consists job arriving time, resource utilization rate, job status and resource requirement; the
action set is the candidate virtual machines for each job. Currently, the A3C algorithm obtain outstanding results for discrete
or continuous controlling problems, which is successfully used in video code selection [44]. From the observation of QoE,
network bandwidth, residual cache and the supported codes, the A3C algorithm provides a video code selection, which can
realize a long-term optimization of user experience. Moreover, A3C method is used in user scheduling and resource allocation
in heterogeneous networks [46], and A3C with the improved training is used in the traffic allocation among multiple paths
[12].
From the above work, DRL has two advantages, i.e. adaptively and long-term planning. Comparing with the heuristic
algorithms, the DRL can adjust the policy according to the environment changing and find the temporarily suboptimal decision
for the long-term optimal solution.
III. SYSTEM ARCHITECTURE AND PROBLEM FORMULATION
The KD service offloading decision framework for vehicular edge computing, provides a unique platform for various services
and all the controlled vehicles. It includes the decision model with the DRL algorithm to learn the service offloading knowledge,
and the observation function that is responsible for obtaining the environment data of vehicular mobility and the edge computing
nodes. Since the services have various numbers of tasks, the KD service offloading decision framework keeps one basic decision
model for each service. The basic decision model is trained at the powerful edge computing nodes, such as BS edge computing
nodes, and then distributed to the vehicles for the real-world service offloading decision. As the DRL model contains a reward
for each decision, the model can be trained online continually by the running services. During this procedure, the parameters
are transmitted from the vehicles to the BS edge computing node for updating the basic model periodically.
The number of accessible edge computing nodes for the vehicles are different, and it may change when the vehicle moving.
The observation function sorts the accessible nodes for the three types of the edge computing nodes according to their
computation power, and adopts the fixed number of each type of the nodes as the candidate offloading destination.
The heterogeneous resources provided by vehicular edge computing nodes are abstracted to several services with specific
functions and parameters. The multi-task in a complicated application is modeled as a specific dataflow graph and denoted by
DAG, depicted in Fig. 1. Due to the differences existing in the edge computing nodes, including several cloudlets, BS that
contains computing and storage capability and the neighboring vehicles on the road.
A. Task Execution Delay
The delay for each task offloaded to outside the vehicle contains four parts. The computation requirement for the task is
f ti , which can be denoted by the number of commands. The task execution time is calculated by the total number of CPU
cycles required to accomplish the computation task i. The parameter di−1,i is the data volume transferred from precursor tasks,
and dui is the interactive data volume between the vehicle and the application during task i execution. The data transfer delay
for transmitting the data from the forward task i − 1 to the task i, which is calculated by input data volume di−1,i and the
bandwidth of the link between the two execution nodes of task i and task i− 1, bci−1,ci . The interactive delay is the time of
transmitting the data from the vehicle to the offload destination, which is calculated by interactive data volume dui and the
wireless bandwidth of the access network link bci . Thus, the task i execution time in edge computing node ci is:
Di =
f ti
f ci
+
dui
bci
+
di−1,i
bci−1,ci
(1)
Moreover, for analyzing the bandwidth of the offloading destination, we consider two cases, the vehicle accessing the edge
computing node at a BS and the vehicle accessing the edge computing node at an AP or the vehicle accessing another vehicle
by WLAN.
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Fig. 1. The vehicular service denoted by a DAG.
TABLE I
THE NOTATIONS DEFINATION
Notations Defination
f t
i
The number computation commands of task i
di−1,i The data volume from task i-1 to current task i
du
i
The interactive data volume between the local vehicle
and the task execution node i
fci The CPU frequency of edge computing node ci
bci The link bandwidth between the vehicle to node ci
bci−1,ci The link bandwidth between the nodes of
task i and task i− 1
Di The execution time of task i
w The channel bandwidth of BS edge computing node
qv The transmission power of the vehicle v
gv,ci The channel gain between the vehicle v and BS ci
̟0 The background noise power of the BS
Wmin The minimum contention window
mb The maximum back off stage
pc The probability of a collision seen by a transmitted packet
pt The probability of a device transmitting a packet
in a slot of time
τs The average channel busy time due to packet transmitting
τc The average channel busy time due to collision
L The average packet payload size of vehicular service
h The number of devices connect to a AP contending
for transmitting data at the same time
µ−1
i
The mean time of the task i execution
η−1ci The mean residence time in one access area of the node
Nhci The number of handoff times during task i execution
z∗ The largest transmission range between to vehicles
zmin The minimum inter-vehicle distances
zmax The maximum inter-vehicle distances
p, q, β The vehicle density parameters
Rci The resource usability of the vehicular node ci for task i
Dh The migration time when a vehicle changes
edge computing node
The edge computing nodes which are deployed with the BS can be accessed through the 4G technology. If the vehicular user
chooses the BS edge computing node ci to execution task i, the uplink communications are serving multiple users. Assume
the channel bandwidth is w, the set of accessed devices in the BS is Uci , the transmission power of the vehicle v is qv , the
channel gain between the vehicle v and BS ci is gv,ci , and the background noise power is ̟0. According to [47], the data
6transmission rate between the edge computing node and the vehicle v is:
bci = w log2
1 + qvgv,ci
̟0 +
∑
u∈Uci ,u6=v
qugu,ci
, ci ∈ BS (2)
The edge computing nodes which are deployed with the WLAN AP has limited transmission coverage and a stochastic
characteristic for communicating such that a vehicle can offload their tasks only when it stays within the coverage area for
at least a certain amount of time with the mobile vehicle going through its coverage region due to limited communication
capacity and time-varying wireless channels. The channel model is important since that the data rates of WLAN changes with
different network conditions, which cannot be simply classified into ”good? or ”bad” states. Assume h devices are contending
for transmitting data at the same time. Wmin is the minimum contention window and mb is the maximum back off stage. The
parameter pc is the probability of a collision seen by a transmitted packet. The probability that a device transmits a packet in
a slot of time is deduced as:
pt =
2(1− 2pc)
(1− 2pc)(Wmin + 1) + pcWmin[1− (2pc)mb ]
(3)
Assume τs is the average channel busy time due to a successful transmission, and τc is the average busy time when the
channel is suffering from a collision. L is the average packet payload size. According to [48], the data rate of the edge
computing node with WLAN access can be calculated as follow:
bci =
hptL
(1− pt)(1 + τs) + [(1 − pt)1−h − (1 − pt − hpt)]pt
,
ci ∈ AP (4)
B. Performance of Edge Computing Node
The performance of the resource provided by the tree types of edge computing node is formulated. The vector C =
(c1, c2, · · · , cm) denotes the m available edge computing nodes surrounding the vehicle, including the neighboring running
vehicles, the accessed BS with computing capability and various the roadside units, where the task can be offload. The parameter
fci is the computation capability (i.e., CPU cycles per second) of the execution node ci when the task is offloaded. When
calculating the data transmission delay, the link of the edge node ci includes two types: the link from the vehicle to an edge
computing node which can be calculated by (2) or (4), and the link between two non-mobility edge computing nodes, which
can be measured.
As the mobility model is different in cases of vehicle accessing the BS or AP nodes and vehicle accessing the neighboring
vehicle nodes, we analyze the impact on task execution of the cases, respectively.
(1) BS or AP edge computing nodes. The vehicle may access to multiple edge computing nodes geographical distributed.
The edge computing node deployed with BSs and APs usually provides resource to the vehicles that are connected, and the
offloaded task may be migrated to a new node according to the vehicle moving. Therefore, considering the node geographical
location, the number of traversed access networks during the vehicle movement impacts the service delay. Assume the execution
time of task i is exponentially distributed with mean value of µ−1i . The mean residence time in one access area of the node η
−1
ci
is the general continuous random variable with the probability density function of fres(x). Assume f
∗
res(x) =
∫∞
0 f(x)e
−λxdx
is the Laplace-Stieltjes Transform for the fres(x), and then η
−1
ci
=
∫∞
0 xf(x)dx. The number of handoff times during task i
execution is Nhci that can be deduced according to [50]
Nhci =
∞∑
k=0
kP (k) =
∞∑
k=1
kµi
ηci
[1− f∗res(µi)]
2[f∗resµi]
k−1 =
ηci
µi
(5)
(2) Neighboring vehicular nodes. The availability of resources provided by the neighboring vehicles construct as an ad hoc
cloud environment. The vehicle node usability is determined by the communication link when all the vehicles are moving on
the highway. The inter-vehicle distance is called distance headways. We consider a multi-lane highway, and the vehicle density
is time-variant. Assume the transmission range of the vehicles is z∗. When the distance headway of any two vehicles becomes
larger than z∗, the communication link is failed, and the offloaded task cannot be used. To model the variation of the distance
headway, a discrete-time finite-state Markov chain is used according to [51].
Let X = {x1, x2, x3, · · · , x} be the distance headways between a vehicle and one of its neighbors. The random variables
xi ∈ [zmin, zmax] are the distance headways in each time step during the task execution. Here, zmin and zmax are the minimum
and maximum inter-vehicle distances, respectively. Let z be the unit length of distance headway changing. The state Xj can be
the ranges of a distance headway between [xj , xj + z] at a time step. The state Xmax corresponding to the distance headway
just larger than zmax. Then, let xj = zmin + jz. Within a time slot, a distance headway in state Xj can transit to the next
state, the previous state, or remain in the same state with probabilities pj , qj , or lj , respectively. Xz∗ state corresponding to
the distance headway with the largest communication range z∗. Assume the time step is k seconds. During a task execution
time with mean value of u−1i , the period is divided into 1/kµi time steps. If the largest distance headways during the task
7execution is smaller than z∗, the node usability is 100%. For example, when the vehicles density is large in the traffic jam,
the distance headways may be always less than z∗. Otherwise, the node usability is the sum of the state probability when the
state number is less than Xz∗ .
According to [51], the state transition probability is as the follows.
pj = p[1− β(1−
zmin + jz
zmax
)] (6)
qj = q[1− β(1 −
(zmin + jz
zmax
)] (7)
lj = 1− pj − qj , 0 ≤ p, q, β ≤ 1 (8)
The parameters p, q and β can be set in terms of the vehicle density. Generally, the value of β increases as the vehicle density
increases, and thus the dependency on the state value increases. When the vehicle density is at a low level, β is close to zero,
and the transition probabilities are independent of the state. We can obtain the one-step transmission matrix:
Q =


l0 p0 0 · · · · · · 0
q0 l1 p1 · · · · · · 0
· · · · · · · · · · · · · · · 0
0 0 0 · · · lz∗ 0
0 0 0 · · · · · · 0

 (9)
Let the P Ij denotes the probability of the state Xj in the Ith step state transmission. The initiation state probability vector is
π(0) = (P 00 , P
0
1 , P
0
2 , · · · , P
0
Xz∗
, · · · , P 0Xmax). Assume in the time step ζ, 0 < ζ ≤ 1/kµi, π(ζ) = (P
ζ
0 , P
ζ
1 , P
ζ
2 , · · · , P
ζ
Xz∗
, · · · , P ζXmax)
is the probability vector of the states. From the property of Markov chain,
π(ζ) = π(0)Qζ = π(0)× (Q× · · · ×Q)︸ ︷︷ ︸
ζ
(10)
Then, the usability of vehicular node ci for task i is
Rci =
z∗∑
j=0
P ζj (11)
If the task is offloaded to edge computing node deployed with BS or AP, the task execution delay should be added the
handoff delay, assumed as Dh. If the task is offloaded to another vehicle node (VN) and the distance of the two vehicles are
larger than z∗, the task may fail, and the task execution delay should be added a re-execution delay at the local vehicle, i.e.
ci = lo
D′i =


Di +DhN
h
ci
, ci ∈ BS ∪ AP
Di +Rci(
f ti
f ci=lo
+
di−1,i
bi−1,ci=lo
), ci ∈ V N (12)
It is generally known that four basic topologies exist in an application, sequence, parallel, selective and loop. These topologies
are able to construct the vast majority of composited applications. Assume M tasks are contained in a vehicular service. When
the task i is a parallel task, F (i) is dedicated that whether the task i is the longest one.
minDs = min
M∑
i=1
F (i)D′i (13)
IV. KNOWLEDGE DRIVEN SERVICE OFFLOADING DECISION
DRL extends the well-known traditional reinforcement learning to enable end-to-end system control based on high-dimensional
sensory inputs. Different from supervised learning, reinforcement learning does not learn from samples provided by an
experienced external supervisor. Instead, it has to operate based on its own experience despite that it faces with significant
uncertainty about the environment. In this section, we mainly focus on the offloading decision of the above framework and
propose the KD service offloading decision to reduce execution time for running vehicular service by an A3C based algorithm.
8A. Deep Reinforcement Learning Model
A DRL model comprises an agent that interact with the environment based on its observations. At each time step t, the
environment is in the state st, and the agent executes an action at. Then, the environment may transfer to any achievable next
stage st+1 by some probability, and the agent receives a reward rt+1. The long-term goal of the agent is to maximize the
cumulative reward it earns, by taking a policy π which adapts its action according to its observations. The accumulated return
for the step t with a discount factor γ of the future rewards is Rt =
∑∞
k=0 γ
krt+k. From the goal of the agent, the value of
state st is the expected return for following the policy π, which is defined as V
pi(st) = E[R
t|s = st]. When taking use of the
deep neural network as the function approximate, its parameters is denoted as θ. Currently, there are various RL algorithms
for updating θ, including DQN, Deep Deterministic Policy Gradient (DDPG) and A3C.
The Actor-Critic architecture derives from the policy-based model-free methods, which combines the advantage of Q-learning
and policy gradients. It directly parameterizes the policy, denoted by π(at|st; θ) and update the parameter θ by calculating
the gradient ascent on the variance of the expected accumulated return Rt and the learned value function under the policy
π, i.e. Rt − V pi(st). In the Actor-Critic architecture, the actor is the policy function π(at|st; θ), which decides the action
currently based on learning the policy that can achieve the highest reward. Then the environment changes, and the agent
receives corresponding reward. While, the critic uses this reward to evaluate the current policy according to the TD-error
between current reward and the estimation of the value function V (st; θv). The value function can be calculated by value-
based learning method. For the DRL model, the policy function and the value function are both neural networks. The feedback
of TD-error is used to update the actor network parameter θ for adding the probability of selecting the better action as well
as the critic network parameters θv for obtaining more accurate estimation value. By this way, the AC algorithm learns the
policy function and value function together. Along with the iteration, the critic archives more accurate estimation and the actor
makes better selection and finally, the system converges.
The A3C algorithm based on AC algorithm utilizes asynchronous multi-threads as multiple actors to train DNN reliably.
The multiple actor learners running in parallel can explore different parts of the environment with different policies. By this
way, these updates of parameters are less correlated in time than a single agent, so that the replay memory of traditional DQN
do not needed. Moreover, the training time is reduced.
Each agent keeps its own parameters of the actor network and the critic network, and also a global actor network and a
global critic network. Each time the agent updates its parameters of the two networks, then it submits the parameters to the
global networks. When the global network receives the new parameters, it transmits them to the agents. After several iterations,
the two networks converge.
The A3C algorithm uses k steps rewards to update the parameters. The critic network updates the parameters θv of the value
function V (st; θv) and make the value function to approximate the real reward [35].
Gˆ(st) = rt + γrt+1 + γ
2rt+2 + · · ·+ γ
k−1rt+k−1
+γkV (st+k; θv) =
k−1∑
i=0
γirt+i + γ
kV (st+k; θv) (14)
The A3C algorithm follows the AC model and defines the advantage function as the estimation of the difference of the real
reward and the value function that is the estimation at the state st under the parameters of θv .
A(st, ak; θ, θv) = Gˆ(st)− V (st; θv) (15)
When update the function value, we try to minimize the difference, i.e.
min
θv
[Gˆ(st)− V (st; θv)]
2 (16)
Then the critic network update performed by the gradient
dθv ← dθv +
∂A(st, ak; θ
′, θ′v)
2
∂θ′v
(17)
The actor network update performed by the gradient
dθ ← dθ +∇θ′ log π(at |st; θ
′)A(st, ak; θ
′, θ′v)
+δ∇θ′H(πst; θ
′) (18)
Here, H is the entropy. The A3C algorithm uses the entropy of the policy π to the objective function of network update,
which prevents the premature convergence to suboptimal deterministic policy. The hyperparameter δ controls the strength of
the entropy regularization term [35].
9B. A3C Based Vehicular Service Offload Algorithm
We enable the DRL model to learn the long-term optimal service offloading knowledge, which is the mapping of the
environment observation to the offloading destination, represented by a deep neural network. The observation includes the
performance of the edge computing nodes, the status of the vehicular nodes, the vehicle moving speed and the task requirements.
The neural network provides an expressive and scalable way to incorporate a rich variety of observations into the service
offloading policy. We consider the offloading decision function in the vehicle act as the agent of the DRL model, which
interacts with the vehicular edge computing environment through a sequence of observations, actions and rewards. The goal
is to select actions in a fashion that maximizes cumulative future reward for all of the tasks in a service.
The state space of the vehicular edge computing is defined as follows: S = (T,C, v). T is a tensor of the task profile, which
is defined as T = (f ti , d
u
i , di−1,i). C is the tensor that expresses the current state of the offloading destination nodes including
the edge computing nodes and vehicular nodes, C = (ctype, fci , bci , N
h
ci
, Rci). The parameter ctype is the node type including
BS edge computing node, AP edge computing node, and vehicle node. The v is the moving speed of the vehicle. The action
space is A = (alocal, a1, · · · , am, · · ·), denoting that a task is executed locally on the vehicle, i.e., alocal = 1, or offload to the
accessible edge computing nodes n (i.e., am = 1).
Since the number of accessible edge computing nodes for a vehicle is larger than the action space, we choose fixed number
of the three types of nodes according to their computation power and construct the action set. Otherwise, if the number of
nodes is less than the length of the actions set, we set some pseudo nodes with poor performance to fill the action space.
The reward for each decision slot rt is determined by task execution delay in real set, i.e. D
′
i. The vehicular mobility may
result in the task migration or node unavailable. Additionally, when there exist the parallel tasks, only the task with longest
delay is considered in the learning process. The goal of the service offloading is achieving the minimized expected cumulative
discounted reward for all of the M tasks.
J = E[1/M
M∑
t=1
γM−1rt] (19)
The A3C based vehicular service offloading algorithm is depicted as follows. The DRL model is firstly training at the
powerful edge computing node by the generated service data. Then, when a vehicle initiates a service, the corresponding
pre-trained model is fetched, and the online learning by the actor network and the critic network is performed. The vehicles
running the same service can update the parameters of the DRL asynchronously. Finally, the offloading decision knowledge
can be online learned by vehicle, which can adapt the environment changing.
Algorithm 1: The vehicular service offloading decision algorithm
if training at the powerful edge computing node then
Initialize the critic network with parameter θv
Initialize the actor network with parameter θ
Obtain the threads of the CPU
else
Fetch the corresponding model for a service from edge computing node
end
while DataSet is not empty or All vehicles running the service do
Set the gradient of the two networks dθ = 0 and dθv = 0
Synchronous thread parameters by global parameters θ′ = θ, θv
′ = θv
Obtain the vehicular edge computing nodes status and the task profile
Construct the environment state St
for t = 1, t ≤ M do
Select the task offload location at according to policy pi(at|st; θ
′) in actor network
Calculate the reward rt and construct the new environment state St+1
t=t+1
end
Obtain the R = V (st, θ
′
v
) from the critic network
for t = M, t ≥ 1 do
R = rt + γR
Calculate the accumulate gradient dθv for critic network by (17)
Calculate the accumulate gradient dθ for actor network by (18)
t=t-1
end
if training at the BS edge computing node then
Asynchronous update θv and θ, respectively
else
Send the dθv and dθ to BS edge computing node
end
end
V. PERFORMANCE EVALUATION
In this section, the performance of the KD service offloading decision is evaluated. First, we introduce the simulation
scenarios of the vehicular edge computing environment and the vehicular applications used to train the DRL model. Second,
we evaluate the usability of the edge computing nodes based on the proposed mobility model with difference parameters. Then,
the DRL model for offloading decision is analyzed with different parameters. Finally, the service offload decision policy based
on the A3C algorithm is evaluated by comparing with greed algorithm.
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A. Simulation Scenarios
In the simulation, we generate various service scenarios that include different number of tasks and the three types of
edge computing nodes for training the DLR model. The vehicular environment contains two BS edge computing nodes, with
frequency of 560 and 676 , two AP edge computing nodes with frequency of 526 and 430, and six accessible neighboring
vehicular nodes with frequency of 124, 120, 177, 144, 165 and 130. When each task execution, the computation capabilities
of theses nodes changes according to a normal distribution with standard deviation as 5. The bandwidths between BS to BS,
BS to AP, and AP to AP, AP to vehicle are set to be 100 M. The bandwidth of BS to vehicle is set to be 50 M, while vehicle
to vehicle is set to be 300 M.
We design several complicated services for vehicular users which contains multiple tasks deployed by in Docker. For
example, the location sight recognition service for vehicle drivers includes image pre-process, image segment, object detection
[52], feature selection [53], feature vector process [54], image classification [63], image auto-annotation, voice translation,
image-voice synthesizing [64] and recommendation based on location [65]. We generate the dataset according to these services
including group of tasks for each service. The service data contains the required CPU cycles, user transmitting data volume
and dependency data volume for the previous task. Moreover, two or three tasks can be emerged into one task in the test, so
that they may be deployed in one node. Therefore, in the following test, the task number may change from 5 to 30 according
to the setting.
B. Usability of Offload Impacted by Vehicular Mobility
We generate users moving parameters according to the mobility model introduced in Section IV. We first evaluate the impact
on the service delay of BS edge computing nodes and AP edge computing nodes. When the resident time η−1ci increases, the
handoff times decrease; but when the mean execution time of task i µ−1i increases, the handoff times rise. Therefore, if the
vehicle keeps a high moving speed and the task execution time is long, the vehicular user may suffer a task migration, which
adds the service delay.
Moreover, according to the model of vehicle mobility in Section III. B, we analyze the vehicle node usability impacted by
parameters of β, Z∗ and the p. The Z∗ is set to be the 30th states, with the largest states of the distance headway as 40. We
can see when the vehicular density parameter β increases, the node usability increases. When the value of β is close to zero,
the vehicle density is at a low level, and the transition probabilities are independent of the state. Since high density results
in the large dependency of the mobility transfer state, the node usability may be bigger when the p and q with little higher
values. Generally, the parameter β does not impact the node usability extremely. In the vehicle mobility model, the parameter
p indicates the probability of the distance headway increasing. When the vehicle speed is fast, the headway may increase,
which results in the higher probability of the neighboring node inaccessible. Then, the usability of the vehicular node decreases
with the rising of parameter p. When the largest accessible distance headway increases, i.e. Z∗, the usability of the vehicular
node increases linearly in the mobility model. Then in the following analysis, we use the different parameter combination to
generate the vehicular nodes.
C. Analysis of the DRL model
We analyze the different parameters of DRL model for understanding the convergence and gains of the KD offloading
algorithm. Firstly, we use the five layers DNN as both of the actor network and the critic network for learning the data
distribution of the task offloading. The neural cell of the input layer is the dimension number of environment state, the second
layer and the third layer contain 64 neural cells. The output of the critic network is one neural cell which express the value of
the input state. The output layer of the actor network uses the softmax function to obtain the probability of the actions under
the policy. We use the ReLU (Recitified Linear Unit) as the activation function. The model is training on the PC server with
2.3GHz 4 cores CPU and 8 G memory, which provide 4 threads for the asynchronous learning.
We generate the services containing 10 serial tasks with data dependency. The CPU requirement of the 10 tasks are as
follows: four tasks need 5K commands, 3 tasks need 2K commands, and 3 tasks need 9K commands. Moreover, for generating
diversified services, the requirements follows a normal distribution with standard deviation as 500. The data transmitted between
the tasks are set to be 2G and follows a normal distribution with mean of 500. The results of KD service offloading decision
model in 80000 service samples are depicted in At the same time, the average task delay of the service converges at the
long-term optimal.
We compare the average task delay by different entropy hyperparameter δ value in the DRL model. From the results, choosing
δ as 0.01 can archive the best result, which can prevent the premature convergence to suboptimal policy by appropriate strength
of exploration. The average task delay decreases along with the discount factor γ. For the complicated vehicular service, we
choose the γ with large value which means the more future execution tasks performance is considered when selecting the
current offloading destination. However, when the γ value increases, the model should take more service samples to train for
convergence. For example, when we choose γ = 0.99, 60000 samples are generated to train.
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D. Service Delay Comparison
We compare the KD offloading decision algorithm with the greedy offloading decision algorithm. The greedy offloading
decision algorithm always selects the optimal destination, i.e. the node with least delay for each task in a service. We measure
the average delay for all tasks achieved by the greedy offloading decision algorithm and the KD service offloading decision
after the training.
VI. CONCLUSION
This paper targets the problem of service offloading decision in vehicular edge computing environment. Our work goes
beyond existing approaches by considering knowledge-driven method to obtain the optimal offloading policy. The current
vehicular services always contain multiple tasks with data dependency. We propose a KD service offloading framework by
exploring the DRL model to find the long-term optimal service offloading policy. Focusing on the types of vehicular edge
computing nodes, the service delay as learning reward is formulated which contains the factors of node accessible due to the
vehicle mobility. The offloading decision model for each service is trained at the powerful edge computing nodes, and then
distributed to the vehicle. The vehicles perform asynchronous online learning when it running the service, and updates the new
model to the edge computing node. By the feedback reward in each running time, the online learning KD service offloading
decision framework can adapt the environment changing. We generate several datasets for training the KD service offloading
decision. The advantage of the KD service offloading decision is obviously when there are more data dependency between
tasks in a service.
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