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Second eigenvalue of a Jacobi operator of hypersurfaces with
constant scalar curvature
Haizhong Li ∗† Xianfeng Wang ∗‡
Abstract
Let x : M → Sn+1(1) be an n-dimensional compact hypersurface with constant scalar
curvature n(n−1)r, r ≥ 1, in a unit sphere Sn+1(1), n ≥ 5. We know that such hypersurfaces
can be characterized as critical points for a variational problem of the integral
∫
M
Hdv of the
mean curvatureH . In this paper, we derive an optimal upper bound for the second eigenvalue
of the Jacobi operator Js ofM . Moreover, when r > 1, the bound is attained if and only ifM
is totally umbilical and non-totally geodesic, when r = 1, the bound is attained if M is the
Riemannian product Sm(c)×Sn−m(√1− c2), 1 ≤ m ≤ n− 2, c =
√
(n−1)m+
√
(n−1)m(n−m)
n(n−1) .
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1 Introduction
Let M be an n-dimensional compact hypersurface in a unit sphere Sn+1(1). We denote the
components of the second fundamental form of M by hij , and denote the principal curvatures
of M by k1, . . . , kn. Let H, H2 and H3 denote the mean curvature, the 2nd mean curvature and
the 3rd mean curvature of M respectively, namely,
H =
1
n
n∑
i=1
ki, H2 =
2
n(n− 1)
∑
1≤i1<i2≤n
ki1ki2 ,
H3 =
6
n(n− 1)(n − 2)
∑
1≤i1<i2<i3≤n
ki1ki2ki3 .
We denote the square norm of the second fundamental form of M by S. The Schro¨dinger
operator Jm = −∆ − S − n, where ∆ stands for the Laplace-Beltrami operator, is called the
Jacobi operator. Its spectral behavior is directly related to the instability of both the minimal
hypersurfaces and the hypersurfaces with constant mean curvature in Sn+1(1) (cf. [19] and [3]).
The first eigenvalue of the Jacobi operator Jm of such hypersurfaces in S
n+1(1) was studied by
Simons [19] and Wu [22].
∗Supported by Tsinghua University–K.U.Leuven Bilateral Scientific Cooperation Fund.
†Supported by NSFC grant No. 10971110.
‡Supported by NSFC grant No. 10701007.
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The second eigenvalue of the Jacobi operator Jm of the compact hypersurfaces in S
n+1(1)
was studied by A. El Soufi and S. Ilias in [20]. They obtained that if M is an n-dimensional
compact hypersurface in Sn+1(1), then the second eigenvalue λJm2 of the Jacobi operator Jm
satisfies
λJm2 ≤ 0,
where the equality holds if and only if M is a totally umbilical hypersurface in Sn+1(1).
For any C2-function f on M , we define a differential operator
f =
n∑
i,j=1
(nHδij − hij)fij, (1.1)
where (fij) is the Hessian of f . The differential operator  is self-adjoint and it was introduced
by S. Y. Cheng and Yau in [8] in order to study the compact hypersurfaces with constant
scalar curvature in Sn+1(1). They proved that if M is an n-dimensional compact hypersurface
with constant scalar curvature n(n − 1)r, r ≥ 1, and if the sectional curvature of M is non-
negative, then M is either a totally umbilical hypersurface Sn(c) or a Riemannian product
S
m(c) × Sn−m(√1− c2), 1 ≤ m ≤ n − 1, where Sk(c) denotes a sphere of radius c. In [12],
the first author proved that if M is an n-dimensional (n ≥ 3) compact hypersurface with
constant scalar curvature n(n − 1)r, r ≥ 1, and if S ≤ (n − 1)n(r−1)+2n−2 + n−2n(r−1)+2 , then M
is either a totally umbilical hypersurface or a Riemannian product S1(c) × Sn−1(√1− c2) with
0 < 1− c2 = n−2nr ≤ n−2n . Furthermore, the Riemannian product S1(c)×Sn−1(
√
1− c2) has been
characterized in [5] and [6].
In [1], Alencar, do Carmo and Colares studied the stability of the hypersurfaces with constant
scalar curvature in Sn+1(1). In this case, the Jacobi operator Js is given by (cf. [1] and [7])
Js = −− {n(n− 1)H + nHS − f3}, (1.2)
which is associated with the variational characterization of the hypersurfaces with constant
scalar curvature in Sn+1(1), where f3 =
n∑
j=1
k3j (cf. [17] and [18]). The spectral behavior of Js is
directly related to the instability of the hypersurfaces with constant scalar curvature.
In general, Js is not an elliptic operator. When r > 1, n
2H2 > S > 0, the differential
operator  and hence Js is an elliptic operator (cf. pages 3310, 3311 in [7]). When r = 1, if we
assume that H3 6= 0 on M , then we have H 6= 0 and Js is elliptic (cf. Proposition 1.5 in [11]).
Definition 1: We call λJsi an eigenvalue of Js if there exists a non-zero function f on M such
that Jsf = λ
Js
i f , we call λ

i an eigenvalue of  if there exists a non-zero function f on M such
that f + λi f = 0, and we call λ
∆
i an eigenvalue of ∆ if there exists a non-zero function f on
M such that ∆f + λ∆i f = 0.
In [7], Q. -M. Cheng studied the first eigenvalue of Js of the hypersurfaces with constant
scalar curvature n(n − 1)r, r > 1 in Sn+1(1), and derived an optimal upper bound for the first
eigenvalue of Js.
Theorem 1.1. (see Corollary 1.2 in [7]) Let M be an n-dimensional compact orientable hyper-
surface with constant scalar curvature n(n − 1)r, r > 1, in Sn+1(1). Then the Jacobi operator
Js is elliptic and the first eigenvalue of Js satisfies
λJs1 ≤ −n(n− 1)r
√
r − 1,
where the equality holds if and only if M is totally umbilical and non-totally geodesic.
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In [2], L. J. Al´ıas, A. Brasil and L. A. M. Sousa studied the first eigenvalue λJs1 of Js of the
hypersurfaces with constant scalar curvature n(n− 1) in Sn+1(1).
Theorem 1.2. (see Theorem 2 in [2]) Let M be an n-dimensional compact orientable hyper-
surface with constant scalar curvature n(n − 1), in Sn+1(1), n ≥ 3. Assume that H3 6= 0, then
the Jacobi operator Js is elliptic and the first eigenvalue λ
Js
1 of the Jacobi operator Js satisfies
λJs1 ≤ −2n(n− 1)min |H|,
where the equality holds if and only if M is the Riemannian product Sm(c) × Sn−m(√1− c2)
with 1 ≤ m ≤ n− 2, c =
√
(n−1)m+
√
(n−1)m(n−m)
n(n−1) .
In this paper, we study the second eigenvalue for Js of the hypersurfaces with constant scalar
curvature n(n− 1)r, r ≥ 1 in Sn+1(1), n ≥ 5, and we have the following results.
Theorem 1.3. Let M be an n-dimensional compact orientable hypersurface with constant scalar
curvature n(n− 1)r, r > 1, in Sn+1(1), n ≥ 5. Then, the Jacobi operator Js is elliptic and the
second eigenvalue λJs2 of the Jacobi operator Js satisfies
λJs2 ≤ 0,
where the equality holds if and only if M is totally umbilical and non-totally geodesic.
Theorem 1.4. Let M be an n-dimensional compact orientable hypersurface with constant scalar
curvature n(n − 1), in Sn+1(1), n ≥ 5. Assume that H3 6= 0, then the Jacobi operator Js is
elliptic and the second eigenvalue λJs2 of the Jacobi operator Js satisfies
λJs2 ≤ −
n(n− 1)(n − 2)
2
min |H3|, (1.3)
where the equality holds if and only if H3 = constant 6= 0 and the position functions of M in
S
n+1(1) are the second eigenfunctions of Js corresponding to λ
Js
2 . In particular, when M is the
Riemannian product Sm(c)× Sn−m(√1− c2), 1 ≤ m ≤ n− 2, c =
√
(n−1)m+
√
(n−1)m(n−m)
n(n−1) , the
equality in (1.3) is attained.
2 Preliminaries
Throughout this paper, all manifolds are assumed to be smooth and connected without bound-
ary. Let x :M → Sn+1(1) be an n-dimensional hypersurface in a unit sphere Sn+1(1). We make
the following convention on the range of indices:
1 ≤ i, j, k, l ≤ n.
Let {e1, · · · , en, en+1} be a local orthonormal frame with dual coframe {ω1, · · · , ωn, ωn+1}
such that when restricted on M , {e1, · · · , en} is a local orthonormal frame on M . Hence we
have ωn+1 = 0 on M and we have the following structure equations (see [4], [9], [12] and [19]):
dx =
∑
i
ωiei, (2.1)
dei =
∑
j
ωijej +
∑
j
hijωjen+1 − ωix, (2.2)
3
den+1 = −
∑
i,j
hijωjei, (2.3)
where hij denote the components of the second fundamental form of M .
The Gauss equations are (see [9], [12])
Rijkl = δikδjl − δilδjk + hikhjl − hilhjk, (2.4)
Rik = (n− 1)δik + nHhik −
∑
j
hijhjk, (2.5)
R = n(n− 1)r = n(n− 1) + n2H2 − S, (2.6)
where R is the scalar curvature of M , r is the normalized scalar curvature of M and S =
∑
i,j
h2ij
is the norm square of the second fundamental form, H = 1n
∑
i
hii is the mean curvature of M .
The Codazzi equations are given by (see [9], [12])
hijk = hikj. (2.7)
Let f be a smooth function on M , we define its gradient and Hessian by (see [9], [12])
df =
n∑
i=1
fiωi, (2.8)
n∑
j=1
fijωj = dfi +
n∑
j=1
fjωji. (2.9)
Then the Jacobi operator Js (see (1.2)) is defined by
Jsf = −f − {n(n− 1)H + nHS − f3}f
= −
∑
i,j
(nHδij − hij)fij − {n(n− 1)H + nHS − f3}f. (2.10)
3 Some examples and some lemmas
First of all, we consider the first and second eigenvalues of the Jacobi operator Js of the totally
umbilical and non-totally geodesic hypersurface in Sn+1(1) with constant scalar curvature n(n−
1)r, r > 1 and the Riemannian product Sm(c)× Sn−m(√1− c2), 1 ≤ m ≤ n− 2 with constant
scalar curvature n(n− 1) in Sn+1(1), n ≥ 3.
Example 3.1. LetM be a totally umbilical and non-totally geodesic hypersurface with constant
scalar curvature n(n−1)r, r > 1 in Sn+1(1). We can assumeH > 0. In this case,  = (n−1)H∆,
from S = nH2 and the Gauss equation (2.6) we have H =
√
r − 1. By (1.2) we have
Js = −− {n(n − 1)H + nHS − f3} = −{(n− 1)H∆+ n(n− 1)H(1 +H2)},
hence the eigenvalues λJsi of Js are given by
λJsi = (n− 1)Hλ∆i − n(n− 1)H(1 +H2),
where λ∆i denotes the eigenvalue of ∆ (see Definition 1). It is well-known that λ
∆
1 = 0, λ
∆
2 =
nr = n(1 +H2), hence we have
λJs1 = −n(n− 1)H(1 +H2) = −n(n− 1)r
√
r − 1 < 0,
λJs2 = (n− 1)H · n(1 +H2)− n(n− 1)H(1 +H2) = 0.
(3.1)
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Example 3.2. Let M be the Riemannian product
S
m(c) × Sn−m(
√
1− c2), 1 ≤ m ≤ n− 2, c =
√
(n− 1)m+√(n− 1)m(n−m)
n(n− 1)
in Sn+1(1), n ≥ 3. In this case, the position vector is
x = (x1, x2) ∈ Sm(c)× Sn−m(
√
1− c2)
and the unit normal vector at this point x is given by en+1 = (
√
1−c2
c x1,− c√1−c2x2).
Its principal curvatures are given by
k1 = · · · = km = −
√
1− c2
c
, km+1 = · · · = kn = c√
1− c2 . (3.2)
Since the principal curvatures are constant hence H, S, f3 are all constant given by
H =
nc2 −m
cn
√
1− c2 ,
S =
m(1− c2)
c2
+
(n −m)c2
1− c2 = n
2H2,
f3 = −m(1− c
2)3/2
c3
+
(n−m)c3
(1− c2)3/2 .
(3.3)
After a long but straightforward computation, we know thatM has constant scalar curvature
n(n− 1) and
H3 = − 2H
n− 2 = −
2(nc2 −m)
cn(n− 2)√1− c2 < 0, (3.4)
hence the Jacobi operator Js is elliptic (cf. Proposition 1.5 in [11]). We also have
n(n− 1)H + nHS − f3 = (n − 2m)(n− 1)c
4 + 2m(m− 1)c2 −m(m− 1)
c3(1− c2)3/2 , (3.5)
thus the Jacobi operator Js = −− {n(n− 1)H + nHS − f3} becomes
Js = −− (n− 2m)(n − 1)c
4 + 2m(m− 1)c2 −m(m− 1)
c3(1− c2)3/2 , (3.6)
hence, the eigenvalues λJsi of Js are given by
λJsi = λ

i −
(n− 2m)(n − 1)c4 + 2m(m− 1)c2 −m(m− 1)
c3(1− c2)3/2 , (3.7)
where λi denotes the eigenvalue of the differential operator  (see Definition 1).
Since the differential operator  is self-adjoint and M is compact, we have λ1 = 0 and its
corresponding eigenfunctions are non-zero constant functions, hence
λJs1 = −
(n− 2m)(n − 1)c4 + 2m(m− 1)c2 −m(m− 1)
c3(1− c2)3/2 . (3.8)
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Let {e1, · · · , en} be a local orthonormal basis of TM with dual basis {ω1, · · · , ωn} such that
{e1, · · · , em} is a local orthonormal basis of TSm(c) when restricted on Sm(c) and {em+1, · · · , en}
is a local orthonormal basis of TSn−m(
√
1− c2) when restricted on Sn−m(√1− c2). So we have
f =
m∑
i=1
(nH − k1)fii +
n∑
j=m+1
(nH − kn)fjj = (nH − k1)∆1f + (nH − kn)∆2f, (3.9)
where ∆1 and ∆2 denote the Laplace-Beltrami operators on S
m(c) and Sn−m(
√
1− c2) respec-
tively. Since (nH − k1) = (n−1)c
2−(m−1)
c
√
1−c2 > 0, (nH − kn) =
(n−1)c2−m
c
√
1−c2 > 0, we conclude that
λ2 = min {(nH − k1)λ∆12 , (nH − kn)λ∆22 }, (3.10)
where λ∆12 and λ
∆2
2 are the second eigenvalues (or the first non-zero eigenvalue) of ∆1 and ∆2
which are given by
λ∆12 =
m
c2
, λ∆22 =
n−m
1− c2 . (3.11)
Therefore, from (3.10) and (3.11), after a direct computation, we have
λJs2 = min{(nH − k1)
m
c2
− (n− 2m)(n − 1)c
4 + 2m(m− 1)c2 −m(m− 1)
c3(1− c2)3/2 ,
(nH − kn)n−m
1− c2 −
(n− 2m)(n − 1)c4 + 2m(m− 1)c2 −m(m− 1)
c3(1− c2)3/2 }
= min {(n −m)[(1− n)c
2 +m]
c(1− c2)3/2 ,
−m[(n− 1)c2 − (m− 1)]
c3(1− c2)1/2 }.
(3.12)
Since c =
√
(n−1)m+
√
(n−1)m(n−m)
n(n−1) , we have
(n−m)[(1 − n)c2 +m]
c(1− c2)3/2 −
m[(n − 1)c2 − (m− 1)]
c3(1− c2)1/2
= −n(n− 1)c
4 + 2m(1 − n)c2 +m(m− 1)
c3(1− c2)3/2 = 0.
(3.13)
It follows from (3.12) and (3.13) that
λJs2 =
(n−m)[(1 − n)c2 +m]
c(1− c2)3/2 < 0. (3.14)
On the other hand, we also have
− (n− 2m)(n− 1)c
4 + 2m(m− 1)c2 −m(m− 1)
c3(1− c2)3/2 + 2n(n− 1)H
= −(2c
2 − 1)(n(n − 1)c4 + 2m(1− n)c2 +m(m− 1))
c3(1− c2)3/2 = 0,
(3.15)
(n−m)[(1 − n)c2 +m]
c(1− c2)3/2 + n(n− 1)H
= −n(n− 1)c
4 + 2m(1− n)c2 +m(m− 1)
c(1− c2)3/2 = 0,
(3.16)
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and
(n−m)[(1− n)c2 +m]
c(1 − c2)3/2 −
n(n− 1)(n − 2)
2
H3
= −(n(n− 1)c
4 + 2m(1− n)c2 +m(m− 1))(c2(2n− 1)− 2m+ 1)
c3(1− c2)3/2 = 0,
(3.17)
hence, from (3.8), (3.14), (3.15), (3.16) and (3.17), we have
λJs1 = −2n(n− 1)H < λJs2 = −n(n− 1)H =
n(n− 1)(n− 2)
2
H3 < 0. (3.18)
In the following we will assume that x :M → Sn+1(1) is an n-dimensional compact orientable
hypersurface with constant scalar curvature n(n − 1)r, r ≥ 1, in Sn+1(1), n ≥ 5, when r = 1,
we assume moreover H3 6= 0. When r > 1, we have n2H2 > S > 0, when r = 1, since H3 6= 0,
we have H 6= 0. Hence, we can assume H > 0 (cf. [7] and [11]).
Let a be a fixed vector in Rn+2. We define functions fa :M → R and g˜a :M → R by
fa =< a, x >, g˜a =< a, en+1 >, (3.19)
where x is the position vector and en+1 is the unit normal vector.
By using the structure equations and the definition of the covariant derivatives, we have the
following result.
Lemma 3.3. (see [4]) The gradient and the second derivative of the functions f and g˜ are given
by
fai =< a, ei >, f
a
ij = g˜
ahij − faδij ,
g˜aj = −
n∑
i=1
< a, ei > hij , g˜
a
jk = −
n∑
i=1
< a, ei > hijk −
n∑
i=1
g˜ahijhik + f
ahjk.
(3.20)
Proof. By (2.1) we have
dfa =< a, dx >=
∑
i
< a, ei > ωi,
thus from (2.8) we have
fai =< a, ei > . (3.21)
From (2.2) and (3.21) we have
n∑
j=1
faijωj = dfi +
n∑
j=1
fjωji =< a, dei > +
n∑
j=1
< a, ej > ωji
=
n∑
j=1
< a, en+1 > hijωj− < a, x > ωi,
hence we have
faij =< a, en+1 > hij− < a, x > δij = g˜ahij − faδij . (3.22)
After an analogous argument, we have
g˜aj = −
n∑
i=1
< a, ei > hij , g˜
a
jk = −
n∑
i=1
< a, ei > hijk −
n∑
i=1
g˜ahijhik + f
ahjk. (3.23)
⊓⊔
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We will use a technique which was introduced by Li and Yau in [13] and was later used by
other authors (see [14], [16] and [21]).
Let Bn+2 be the open unit ball in Rn+2. For each point g ∈ Bn+2, we consider the map
Fg(p) =
p+ (µ < p, g > +λ)g
λ(< p, g > +1)
, ∀ p ∈ Sn+1(1) ⊂ Rn+2, (3.24)
where λ = (1−‖g‖2)−1/2, µ = (λ− 1)‖g‖−2 and <,> denotes the usual inner product on Rn+2.
A direct computation (see [14], [21]) shows that Fg is a conformal transformation from S
n+1(1)
to Sn+1(1) and the differential map dFg of Fg is given by
dFg(v) = λ
−2(< p, g > +1)−2{λ(< p, g > +1)v − λ < v, g > p+ < v, g > (1− λ)‖g‖−2g},
where v is a tangent vector to Sn+1 at the point p. Hence, for two vectors v, w ∈ TpSn+1 we
have (see [14], [16] and [21])
< dFg(v), dFg(w) >=
1− ‖g‖2
(< p, g > +1)2
< v,w > .
By use of the technique in Li-Yau [13], we have the following result:
Lemma 3.4. (see [14], [16] and [21])
Let x : M → Sn+1 be a compact hypersurface in Sn+1 with constant scalar curvature n(n −
1)r, r ≥ 1, and u be a positive first eigenfunction of the Jacobi operator Js on M , then there
exists g ∈ Bn+2 such that ∫M u(Fg ◦ x)dv = (0, . . . , 0).
Let {EA}n+2A=1 be a fixed orthonormal basis of Rn+2, for a fixed point g ∈ Bn+2, we define
functions fA :M → R(1 ≤ A ≤ n+ 2) by
fA =< EA, Fg ◦ x >= < E
A, x > +(µ < x, g > +λ) < g,EA >
λ(< x, g > +1)
, ∀1 ≤ A ≤ n+ 2. (3.25)
Lemma 3.5. The gradient of fA is given by
fAi =
< EA, ei >
λ(< x, g > +1)
+
< g, ei >
λ(< x, g > +1)2
(− < EA, x > + 1− λ
λ‖g‖2 < g,E
A >). (3.26)
Proof. By applying Lemma 3.3, we have
fAi =
< EA, ei > +µ < g, ei >< g,E
A >
λ(< x, g > +1)
− fA < g, ei >
< x, g > +1
=
< EA, ei >
λ(< x, g > +1)
+
< g, ei >
λ(< x, g > +1)2
(µ < g,EA > − < EA, x > −λ < g,EA >)
=
< EA, ei >
λ(< x, g > +1)
+
< g, ei >
λ(< x, g > +1)2
(− < EA, x > + 1− λ
λ‖g‖2 < g,E
A >).
⊓⊔
We also need the following Lemma 3.6, Lemma 3.7 and Lemma 3.8 to estimate the second
eigenvalue λJs2 of the Jacobi operator Js on M .
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Lemma 3.6. Let M be an n-dimensional compact hypersurface with constant scalar curvature
n(n− 1)r, r ≥ 1, in Sn+1(1). Let fA be the function given by (3.25), we have
n+2∑
A=1
∫
M
(Jsf
A ·fA)dv =
∫
M
n(n− 1)H(1 − ‖g‖2)
(< x, g > +1)2
dv−
∫
M
{n(n− 1)
2
(2H−(n−2)H3+nHH2)}dv.
(3.27)
Proof. By divergence theorem and Lemma 3.5 we have
−
n+2∑
A=1
∫
M
(fA · fA)dv =
n+2∑
A=1
∫
M
∑
i,j
(nHδij − hij)fAi fAj dv
=
n+2∑
A=1
∫
M
∑
i,j
(nHδij − hij)( < E
A, ei >
λ(< x, g > +1)
+
< g, ei >
λ(< x, g > +1)2
(− < EA, x > + 1− λ
λ‖g‖2 < g,E
A >))
· ( < E
A, ej >
λ(< x, g > +1)
+
< g, ej >
λ(< x, g > +1)2
(− < EA, x > + 1− λ
λ‖g‖2 < g,E
A >))dv
=
∫
M
{
∑
i,j
[nHδij − hij ][ δij
λ2(< x, g > +1)2
+
< g, ei >< g, ej >
λ4‖g‖2(< x, g > +1)2 [2(1− λ)λ(< x, g > +1)
+ λ2‖g‖2 − 2(1− λ)λ < x, g > +(1− λ)2]]}dv
=
∫
M
∑
i,j
(nHδij − hij) · δij
λ2(< x, g > +1)2
dv
=
∫
M
n(n− 1)H(1− ‖g‖2)
(< x, g > +1)2
dv,
(3.28)
where we use the fact that
n+2∑
A=1
< EA,X >< EA, Y >=< X,Y > (∀ X,Y ∈ Rn+2) in the third
equality.
By Newton formula, we have
f3 = n
3H3 +
n(n− 1)(n − 2)
2
H3 − 3n
2(n− 1)
2
HH2,
S = n2H2 − n(n− 1)H2.
(3.29)
Thus Js becomes
Js = −− {n(n− 1)H + nH(n2H2 − n(n− 1)H2)
− (n3H3 + n(n− 1)(n − 2)
2
H3 − 3n
2(n− 1)
2
HH2)}
= −− n(n− 1)H − n
2(n− 1)
2
HH2 +
n(n− 1)(n − 2)
2
H3
= −− n(n− 1)
2
(2H − (n− 2)H3 + nHH2).
(3.30)
Then by using the fact that
n+2∑
A=1
fA · fA =
n+2∑
A=1
< EA, Fg ◦ x >< EA, Fg ◦ x >=< Fg ◦ x, Fg ◦ x >= 1, (3.31)
we immediately get (3.27). ⊓⊔
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For a fixed point g ∈ Bn+2, let
f =< x, g >, g˜ =< en+1, g >, ρ = − lnλ− ln (1 + f), (3.32)
where λ = (1− ‖g‖2)−1/2, x is the position vector and en+1 is the unit normal vector. We have
e2ρ =
1
λ2(1 + f)2
=
1− ‖g‖2
(< x, g > +1)2
, ρi =
−fi
1 + f
, ρij =
−fij
1 + f
+
fifj
(1 + f)2
. (3.33)
Lemma 3.7. Let x : M → Sn+1(1) be an n-dimensional compact hypersurface with constant
scalar curvature n(n − 1)r, r ≥ 1, in Sn+1(1). When r = 1, we assume moreover that H3 6= 0.
Then we have H 6= 0, hence we can assume H > 0. Let ρ be the function defined by (3.32), we
have∫
M
H(1− ‖g‖2)
(< x, g > +1)2
dv ≤
∫
M
(H +
H22
H
)dv −
∫
M
[H‖∇ρ‖2 − 2
n(n− 1)
∑
i,j
(nHδij − hij)ρiρj ]dv,
(3.34)
and the equality holds if and only if H2 +
g˜H
1+f ≡ 0 on M .
Proof. Under the hypothesis of the lemma, we can assume H > 0 (cf. [7] and [2]). We have∑
i,j
(nHδij − hij)ρiρj =
∑
i,j
(nHδij − hij) fifj
(1 + f)2
=
nH‖∇f‖2
(1 + f)2
−
∑
i,j
hijfifj
(1 + f)2
, (3.35)
and
ρ =
∑
i,j
(nHδij − hij)ρij =
∑
i,j
(nHδij − hij)( −fij
1 + f
+
fifj
(1 + f)2
)
=
−∆fnH
1 + f
+
nH‖∇f‖2
(1 + f)2
+
∑
i,j
hijfij
1 + f
−
∑
i,j
hijfifj
(1 + f)2
.
(3.36)
From (3.33), (3.35) and (3.36) and by using Lemma 3.3, we have
(ρ−
∑
i,j
(nHδij − hij)ρiρj) · 2
n(n− 1) +
H(1− ‖g‖2)
(1 + f)2
= (
−∆fnH
1 + f
+
∑
i,j
hijfij
1 + f
) · 2
n(n− 1) +
H(1− ‖g‖2)
(1 + f)2
= (
−nH(nHg˜ − nf)
1 + f
+
∑
i,j
hij(g˜hij − fδij)
1 + f
) · 2
n(n− 1) +
H(1− ‖g‖2)
(1 + f)2
=
2Hf − 2H2g˜
1 + f
+
H(1− f2 −∑
i
f2i − g˜2)
(1 + f)2
= H −
∑
i
Hf2i
(1 + f)2
− Hg˜
2
(1 + f)2
− 2H2g˜
1 + f
= H −
∑
i
Hf2i
(1 + f)2
+
H22
H
−
(H2 +
g˜H
1+f )
2
H
= H +
H22
H
−H‖∇ρ‖2 −
(H2 +
g˜H
1+f )
2
H
,
which immediately implies∫
M
H(1− ‖g‖2)
(< x, g > +1)2
dv
=
∫
M
[H +
H22
H
−H‖∇ρ‖2 + 2
n(n− 1)
∑
i,j
(nHδij − hij)ρiρj −
(H2 +
g˜H
1+f )
2
H
]dv.
(3.37)
Hence we get the inequality (3.34) and the equality holds if and only if H2 +
g˜H
1+f ≡ 0 on M . ⊓⊔
10
Lemma 3.8. Let M be an n-dimensional compact hypersurface with constant scalar curvature
n(n − 1)r, r ≥ 1, in Sn+1(1), n ≥ 5. When r = 1, we assume moreover that H3 6= 0. Then we
have H 6= 0, hence we can assume H > 0. We have∫
M
[H‖∇ρ‖2 − 2
n(n− 1)
∑
i,j
(nHδij − hij)ρiρj ]dv ≥ 0. (3.38)
Proof. Under the hypothesis of the lemma, we can assume H > 0 (cf. [7] and [2]). ∀ p ∈M , let
k1, . . . , kn denote the principal curvatures of M at p, we choose an orthonormal basis such that
hij = δijki. By Gauss equation (2.6), we have
n2H2 −
∑
i
k2i = n(n− 1)(r − 1) ≥ 0, (3.39)
which leads to
nH ≥ |ki|, ∀1 ≤ i ≤ n. (3.40)
As n ≥ 5, we have n(n−3)2 H ≥ nH, so we have
H‖∇ρ‖2 − 2
n(n− 1)
∑
i,j
(nHδij − hij)ρiρj
= H
∑
i
ρ2i −
2
n(n− 1)
∑
i,j
(nHδij − δijki)ρiρj
= H
∑
i
ρ2i −
∑
i
2
n(n− 1)(nH − ki)ρ
2
i
=
2
n(n− 1)
∑
i
ρ2i (
n(n− 3)
2
H + ki) ≥ 2
n(n− 1)
∑
i
ρ2i (nH − |ki|) ≥ 0.
Hence, we get H‖∇ρ‖2 − 2n(n−1)
∑
i,j
(nHδij − hij)ρiρj ≥ 0 holds at every point of M , which
immediately implies (3.38). ⊓⊔
4 Proofs of Theorem 1.3 and Theorem 1.4
Proof of Theorem 1.3: Since r > 1, we have  is an elliptic operator and H 6= 0. Hence, we
can assume H > 0 (see [7]). Let u be a first eigenfunction of Js, we can assume u is positive on
M , by Lemma 3.4 there exists g ∈ Bn+2 such that∫
M
u(Fg ◦ x)dv = (0, . . . , 0), (4.1)
which implies that the functions {fA, 1 ≤ A ≤ n+ 2} given by (3.25) are perpendicular to the
function u, i.e.,
∫
M u · fAdv = 0, ∀1 ≤ A ≤ n+ 2. Then by using the min-max characterization
of eigenvalues for elliptic operators, we have
λJs2 ·
∫
M
(fA · fA)dv ≤
∫
M
(Jsf
A · fA)dv, ∀ 1 ≤ A ≤ n+ 2. (4.2)
Summing up and using the fact that
n+2∑
A=1
fA · fA = 1 (see (3.31)), we obtain
λJs2 · V ol(M) ≤
n+2∑
A=1
∫
M
(Jsf
A · fA)dv. (4.3)
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From Lemma 3.6 and (4.3) we have
λJs2 · V ol(M) ≤
∫
M
n(n− 1)H(1 − ‖g‖2)
(< x, g > +1)2
dv−
∫
M
n(n− 1)
2
(2H − (n− 2)H3+nHH2)dv. (4.4)
Then by (4.4), Lemma 3.7 and Lemma 3.8, we have
λJs2 · V ol(M) ≤ n(n− 1) ·
∫
M
(H +
H22
H
)dv −
∫
M
n(n− 1)
2
(2H − (n− 2)H3 + nHH2)dv
= n(n− 1) ·
∫
M
(
H22
H
+
n− 2
2
H3 − nHH2
2
)dv.
(4.5)
From definition of H2 and the Gauss equation (2.6) we have
H2 = r − 1 = constant > 0. (4.6)
So we have H3 ≤ H
2
2
H and H2 ≤ H2 (see [10], p. 52) and hence
λJs2 · V ol(M) ≤ n(n− 1) ·
∫
M
(
H22
H
+
n− 2
2
H3 − nHH2
2
)dv
≤ n(n− 1) ·
∫
M
(
H22
H
+
n− 2
2
H22
H
− nHH2
2
)dv
= n(n− 1) ·
∫
M
nH2
2
(
H2
H
−H)dv ≤ 0,
(4.7)
therefore we get λJs2 ≤ 0.
When λJs2 = 0, then all the inequalities become equalities. From (4.7) we have H2 = H
2
on M , since H2 is a positive constant, we get M is a totally umbilical and non-totally geodesic
hypersurface with constant scalar curvature n(n − 1)r. On the other hand, if M is a totally
umbilical and non-totally geodesic hypersurface with constant scalar curvature n(n− 1)r, from
Example 3.1 in section 3, we know that λJs2 = 0. ⊓⊔
Remark 4.1. We notice that from (4.7) we can get a more precise upper bound for λJs2 , that
is,
λJs2 ≤ n(n− 1)(
H22
minH
+
n− 2
2
maxH3 − nH2
2
minH)
= n(n− 1)((r − 1)
2
minH
+
n− 2
2
maxH3 − n(r − 1)
2
minH).
(4.8)
Proof of Theorem 1.4: Since r = 1, from (4.6) we have H2 = 0. Since we assume that H3
does not vanish on M , we have Js is elliptic and the mean curvature H does not vanish on M(cf.
Proposition 1.5 in [11]). Hence, we can assume H > 0. Thus H3 ≤ H
2
2
H = 0. Since we assume
that H3 6= 0 on M , we get H3 < 0. As Lemma 3.6, Lemma 3.7 and Lemma 3.8 hold for both
the case r > 1 and the case r = 1, after an analogous argument with the proof of Theorem 1.3,
we know that (4.1)-(4.5) still hold in this case, hence we have
λJs2 · V ol(M) ≤ n(n− 1) ·
∫
M
(
H22
H
+
n− 2
2
H3 − nHH2
2
)dv
=
n(n− 1)(n − 2)
2
·
∫
M
H3dv
≤ n(n− 1)(n − 2)
2
maxH3 · V ol(M)
= −n(n− 1)(n − 2)
2
min |H3| · V ol(M).
(4.9)
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Hence, we get
λJs2 ≤ −
n(n− 1)(n − 2)
2
min |H3|. (4.10)
When λJs2 = −n(n−1)(n−2)2 min |H3|, the inequalities in (3.34), (4.2) and (4.9) become equali-
ties. The equality in (4.9) holds implies that H3 = constant 6= 0. Since H2 = 0, the equalities in
(3.34) holds implies that g˜ =< g, en+1 >≡ 0 on M . We claim that g must be 0, otherwise, we
have thatM is a hypersphere (see Theorem 1 in [15]), henceM is totally umbilical, since H2 = 0,
we immediately get M is totally geodesic which is a contradiction with H3 6= 0. Hence we have
g ≡ 0, from (3.25) we get fA =< EA, Fg ◦ x >=< EA, x >, which means {fA, 1 ≤ A ≤ n+ 2}
are the position functions of x : M → Sn+1(1). Since the equality in (4.2) holds, it follows that
the position functions {fA =< EA, x >, 1 ≤ A ≤ n + 2} must be the second eigenfunctions of
Js corresponding to λ
Js
2 .
On the other hand, if we assume that H3 = constant 6= 0 and the position functions {f˜A =<
EA, x >, 1 ≤ A ≤ n+2} are the second eigenfunctions of Js corresponding to λJs2 . Since H3 6= 0,
we have H 6= 0. Hence, we can assume H > 0, H3 < 0 (cf. Proposition 1.5 in [11]).
Since H2 = 0, by using (1.1) and (3.20), we get
f˜A = n(n− 1)H2 < EA, en+1 > −n(n− 1)Hf˜A = −n(n− 1)Hf˜A, ∀ 1 ≤ A ≤ n+ 2,
then from (1.2) and (3.29) we have
Jsf˜
A = n(n− 1)Hf˜A − {n(n − 1)H + nHS − f3}f˜A
= (f3 − nHS)f˜A
= {(n3H3 + n(n− 1)(n− 2)
2
H3 − 3n
2(n− 1)
2
HH2)− (n3H3 − n2(n− 1)HH2)}f˜A
=
n(n− 1)(n − 2)
2
H3f˜
A, ∀ 1 ≤ A ≤ n+ 2,
hence we get λJs2 =
n(n−1)(n−2)
2 H3 = −n(n−1)(n−2)2 min |H3|.
In particular, when M is the Riemannian product Sm(c) × Sn−m(√1− c2), 1 ≤ m ≤ n − 2
with c =
√
(n−1)m+
√
(n−1)m(n−m)
n(n−1) , from Example 3.3 in section 3, we know that the equality in
(4.10) is attained. ⊓⊔
Remark 4.2. Since Lemma 3.8 does not hold when n = 3 and n = 4, we can not prove Theorem
1.3 and Theorem 1.4 by our technique in n = 3 and n = 4. So it is an interesting problem to
study the estimate for the second eigenvalue of the Jacobi oeprator Js of the hypersurface
x :Mn → Sn+1(1) when n = 3 and n = 4.
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