Classical sheaf cohomology rings on Grassmannians by Guo, Jirui et al.
ar
X
iv
:1
60
5.
01
41
0v
2 
 [m
ath
.A
G]
  1
4 M
ay
 20
17
CLASSICAL SHEAF COHOMOLOGY RINGS ON GRASSMANNIANS
JIRUI GUO, ZHENTAO LU, AND ERIC SHARPE
Abstract. Let the vector bundle E be a deformation of the tangent bundle over the Grass-
mannian G(k, n). We compute the ring structure of sheaf cohomology valued in exterior
powers of E , also known as the polymology. This is the first part of a project studying
the quantum sheaf cohomology of Grassmannians with deformations of the tangent bundle,
a generalization of ordinary quantum cohomology rings of Grassmannians. A companion
physics paper [6] describes physical aspects of the theory, including a conjecture for the
quantum sheaf cohomology ring, and numerous examples.
Introduction
Let X be a compact Ka¨hler manifold and E be a holomorphic vector bundle on X which
satisfies ci(E) = ci(TX), i = 1, 2. Such bundles are sometimes called omalous bundles. There
is a ring structure on ⊕p,qH
q(X,∧pE∗) called the polymology, see Section 1. The study of
the polymology, and its quantum corrections, is a relatively new theory known as quantum
sheaf cohomology (QSC), which generalizes the ordinary quantum cohomology of a space.
QSC was first described in [9], and the mathematical theory of QSC was first worked out
for deformations of tangent bundles on toric varieties in [2,3], based on physics results in [13]
(see the companion paper [6] and survey papers [11,14] for more physics background). Briefly,
the quantum corrections to the ring structure are computed by applying sheaf cohomology
to induced sheaves on a moduli space of curves, rather than intersection theory as is the
norm for ordinary quantum cohomology. When one takes E = TX , QSC reduces to the usual
quantum cohomology of X . In general, QSC, as well as related correlation functions (see for
example [10, 12, 13]), provide new invariants of omalous bundles.
As a step towards understanding QSC for Grassmannians, in this paper we derive the
classical sheaf cohomology ring (polymology) for Grassmannians with vector bundles given
by deformations of the tangent bundle. The companion paper [6] gives physics results for
both classical and quantum sheaf cohomology rings for such cases. Mathematically rigorous
derivations of the QSC rings on Grassmannians, checking the physics results in [6], are left
for future work.
The content of this paper is as follows. In Section 1 we define the polymology ring and
the deformed tangent bundles of Grassmannians, whose cohomology is the main object of
this paper. In Section 2 we introduce the notations for the homogeneous vector bundles
canonically constructed by Weyl modules and Schur functors. We then describe a version
of Borel-Weil-Bott theorem to compute the cohomology of homogeneous vector bundles on
Grassmannians and present concrete results. These results will later be used to compute the
cohomology of the deformed tangent bundles. In Section 3 we work out the degenerate locus
where the map f ∈ Hom(S ⊗ S∗,V ⊗ S∗) fails to define a deformed tangent bundle. In the
process we parametrize the deformations of f in terms of an n × n matrix B. In Section
Date: Tuesday 16th May, 2017.
1
4 we show that the deformations considered in this paper covers all isomorphism classes of
first order deformations of the cotangent bundle. We also confirm that the deformed tangent
bundles, under a precise condition, are not isomorphic to the tangent bundle. In Section
5, we show that the polymology is a quotient ring for generic deformed tangent bundles.
In Section 6, we perform the main computations. We first work out some general results
about the B-dependence of the cohomology Hr(∧rE∗), for the deformed tangent bundle E
defined by f = fB. Then we focus on the r = n − k + 1 case and show that the result for
G(k, n) shares the same form as the result for G(k + c, n + c) (See Theorem 6.8). Next we
compute the special case B = εI, where I is the identity matrix. This result then helps to
determine the result for generic E , stated as Theorem 6.15. In Section 7 and 8, we discuss the
non-generic situation and the conjecture for the quantum sheaf cohomology briefly, drawing
the reader’s attention to the examples of the former and the discussions of the latter in the
companion physics paper [6]. We conclude the paper in Section 9. Appendix A contains a
technical result about Cech cohomology representatives.
1. The classical cohomology ring
We work over the complex numbers. In view of the equivalence of the category of algebraic
vector bundles and that of locally free sheaves and the GAGA principle, we will constantly
switch points of view and regard E as a holomorphic vector bundle, or an algebraic one, or
the sheaf of holomorphic / algebraic sections of the vector bundle in this paper.
In general, we can use Cech cohomology to define a cup product, just as in [3].
Definition 1.1. Let X be a smooth projective complex algebraic variety and E be a vec-
tor bundle over X . The polymology of E is the classical sheaf cohomology ring defined as⊕
p,qH
q(∧pE∗) with the multiplication (cup product)
(1) Hq(∧pE∗)×Hq
′
(∧p
′
E∗)→ Hq+q
′
(∧p+p
′
E∗),
defined by the natural maps
(2) Hq(∧pE∗)×Hq
′
(∧p
′
E∗)→ Hq(∧pE∗)⊗Hq
′
(∧p
′
E∗)→ Hq+q
′
(∧pE∗ ⊗ ∧p
′
E∗)
in Cech cohomology, followed by the map induced from the projection ∧pE∗ ⊗ ∧p
′
E∗ →
∧p+p
′
E∗. We denote it by H∗E(X).
This is analogous to the product structure discussed in Chapter 14 of [1].
We first define our notation. Let V be an n-dimensional complex vector space and X =
G(k, V ) be the Grassmannian of k-planes in V . In this paper we will assume 1 < k < n− 1,
i.e. X is not the projective space. Let S be the tautological subbundle, V be the trivial
bundle X × V , and Q be the quotient bundle. They fit in the short exact sequence
(3) 0→ S → V → Q → 0.
The tangent bundle TX ∼= Q⊗ S
∗ then is the cokernel
(4) 0→ S ⊗ S∗ → V ⊗ S∗ → TX → 0.
In this paper we focus on rank k(n− k) bundles defined by the short exact sequence
(5) 0→ S ⊗ S∗
g
−→ V ⊗ S∗ → E → 0.
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We will refer to these bundles simply as deformed tangent bundles and their dual vector
bundles as deformed cotangent bundles. We show in Section 4 that they covers all infinitesi-
mal deformation directions of the cotangent bundle.
When E ∼= TX , the sheaf cohomology groups above are ultimately dual to Schubert
subvarieties, and the quantum corrections to the product lead to quantum cohomology. For
a deformation, the sheaf cohomology groups above have a physical interpretation as ‘gauge-
invariant operators’ in a gauged linear sigma model, and the quantum corrections to the
product lead to QSC.
2. The cohomology of homogeneous bundles
2.1. Weyl modules and Schur functors. To compute the polymology, we use the dual
sequence of (5),
(6) 0→ E∗ → V∗ ⊗ S
f
−→ S∗ ⊗ S → 0,
and its Koszul resolutions (see Section 5), which involve homogeneous vector bundles. As
GLn modules, the homogeneous bundles decompose into Weyl modules indexed by Young
diagrams, e.g. KλV
∗ and KβS
∗ ⊗KγQ
∗. See Chapter 6 of [5] for background.
Let λ′ be the transpose of the Young diagram λ. Since we work in characteristic zero,
Weyl modules and Schur functors are directly related:
(7) KλM ∼= Lλ′M.
Schur functors can also be applied to complexes (See Chapter 2 of [15]). We first state a
result for Schur complexes, generalizing the familiar Koszul complexes.
Theorem 2.1 (Chapter 2, Exercise 21 of [15]). For a short exact sequence of C-vector spaces
(8) 0→ F1
Ψ
−→ F0 →M → 0
and a Young diagram λ′ of weight r (namely
∑
λi = r), we have a (r + 2)-term long exact
sequence
(9) 0→ Kλ′F1 → ...→ KλF0 → KλM → 0.
More precisely, define the Schur complex Lλ′E for the complex E : F1 → F0 as
(10) (Lλ′E)r → ...→ (Lλ′E)1 → (Lλ′E)0,
with
(11) (Lλ′E)t =
⊕
|ν|=r−t
Kλ′/νF1 ⊗Kν′F0.
Then (9) is exactly
(12) 0→ (Lλ′E)r → ...→ (Lλ′E)1 → (Lλ′E)0 → KλM → 0.
Note that we quote the result with λ′ instead of λ, to better mesh with our notation. Also,
we are working on vector spaces, so it is automatically a (r − 1)st syzygy module for any
r ≥ 1. The direct sum decomposition (11) is the characteristic zero case of (2.4.10), part (a)
of [15], see (2.3.1) of [15].
Also, note that
(13) Kλ′/νF =
⊕
|µ|=|λ′|−|ν|
cλ
′
µνKµF,
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where cλ
′
µν is the Littlewood-Richardson coefficient
1. 
Now we apply Theorem 2.1 to the short exact sequence
(14) 0→ Q∗ → V∗ → S∗ → 0
to get
(15) 0→ Kλ′Q
∗ → ...→ KλV
∗ → KλS
∗ → 0.
Tensoring this sequence with KλS, we get
(16) Eλ : 0→ Kλ′Q
∗ ⊗KλS → ...→ KλV
∗ ⊗KλS → KλS
∗ ⊗KλS → 0.
The maps in this sequence are naturally induced from the tautological sequence, hence
the map
(17) δrλ : H
0(KλS
∗ ⊗KλS)→ H
r(Kλ′Q
∗ ⊗KλS)
on cohomology is also naturally induced from it.
Taking λ = (r), we also have the following induced sequence from the dual of (4),
(18) Er : 0→ ∧rΩ→ ...→ Symr(V∗ ⊗ S)→ Symr(S∗ ⊗ S)→ 0,
with induced map
(19) δr : H0(Symr(S∗ ⊗ S))→ Hr(Ωr).
Comparing (16) and (18), we have the following theorem:
Theorem 2.2. The complex (18) factorizes as
(20) Er = ⊕λ∈P(k,r)Eλ,
and
(21) δr = ⊕λ∈P(k,r)δ
r
λ,
Proof. The proof presented here is computational and relies on facts that are only true in
characteristic zero.
Comparing terms, one finds that it suffices to show that
(22)
⊕
|λ|=r
⊕
|ν|=r−t
Kλ′/νQ
∗ ⊗Kν′V
∗ ⊗KλS = ∧
t(Q∗ ⊗ S)⊗ Symr−t(V∗ ⊗ S).
Note that we have
(23) ∧t (Q∗ ⊗ S) =
⊕
|µ|=t
KµQ
∗ ⊗Kµ′S
and
(24) Symr−t(V∗ ⊗ S) =
⊕
|ν|=r−t
Kν′V
∗ ⊗Kν′S,
where we write ν ′ (which is the transpose of the Young diagram ν) instead of ν purely for
the convenience of manipulating notations.
1See for example p83 of [5], or (2.3.6) of Weyman [15].
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Now we apply (13) to the LHS of (22), and get
(25)
LHS =
⊕
|λ|=r
⊕
|ν|=r−t
Kλ′/νQ
∗ ⊗Kν′V
∗ ⊗KλS,
=
⊕
|λ|=r
⊕
|ν|=r−t

⊕
|µ|=t
cλ
′
µνKµQ
∗

⊗Kν′V∗ ⊗KλS,
=
⊕
|λ|=r
⊕
|ν|=r−t

⊕
|µ|=t
cλµ′ν′KµQ
∗

⊗Kν′V∗ ⊗KλS,
=
⊕
|ν|=r−t
⊕
|µ|=t
KµQ
∗ ⊗Kν′V
∗ ⊗

⊕
|λ|=r
cλµ′ν′KλS

 ,
=
⊕
|ν|=r−t
⊕
|µ|=t
KµQ
∗ ⊗Kν′V
∗ ⊗ (Kµ′S ⊗Kν′S),
=

⊕
|µ|=t
KµQ
∗ ⊗Kµ′S

⊗

 ⊕
|ν|=r−t
Kν′V
∗ ⊗Kν′S

 ,
= RHS,
where we used the property cλµν = c
λ′
µ′ν′ for Littlewood-Richardson coefficients (Corollary 2,
Section 5.1 of [4]). 
Remark 2.1. Applying Theorem 2.1 to
0→ S → V → Q → 0,
we get an exact sequence
0→ KλS → ...→ Kλ′V → Kλ′Q → 0,
and its dual,
(26) 0→ Kλ′Q
∗ → Kλ′V
∗ → ...→ KλS
∗ → 0.
Tensoring it with KλS, and sum over |λ| = r, we get a decomposition of
(27)
0 → Ωr → ∧r(V∗ ⊗ S)→ ...
→ (V∗ ⊗ S)⊗ Symr−1(S∗ ⊗ S)→ Symr(S∗ ⊗ S)→ 0.
This can be proved analogously to Theorem 2.2, by verifying
(28)
⊕
|λ|=r
⊕
|ν|=t
Kλ/νS
∗ ⊗Kν′V
∗ ⊗KλS = ∧
t(V∗ ⊗ S)⊗ Symr−t(S∗ ⊗ S).
2.2. Borel-Weil-Bott theorem for homogeneous bundles on Grassmannians. To
compute the cohomologies, we quote a version of the Borel-Weil-Bott Theorem from [15]
(Corollary 4.1.9).
Theorem 2.3. (Borel-Weil-Bott) For each vector bundle of the form KβS
∗ ⊗KγQ
∗, where
KβS
∗ and KγQ
∗ are Weyl modules, the only non-vanishing cohomology lives in dimension
l(α), if there is a way transfering α = (β, γ) into a dominant weight α˜ of GL(n) and l(α) is
the number of elementary transformations performed.
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In this case, we have
(29) H l(α)(KβS
∗ ⊗KγQ
∗) = Kα˜V
∗.
The elementary transformations will be simply called mutations in this paper. They are
easily described in concrete terms. Specifically, a mutation maps α = (α1, ..., αn) with
αi < αi+1, to (α1, ..., αi+1 − 1, αi + 1, ..., αn).
2.3. The cohomology of homogeneous bundles. We work out some results of the co-
homology of homogeneous bundles on Grassmannians for later use.
Let P(k, r) be the set of all partitions of r with at most k parts. As a GLn representation,
the zeroth isotypical component of H0(Symr(S∗ ⊗ S)) is:
(30)
H00 (Sym
r(S∗ ⊗ S)) ∼=
⊕
λ∈P(k,r)H
0
0 (KλS
∗ ⊗KλS),
∼=
⊕
λ∈P(k,r)C · κλ,
where KλS is the Schur functor associated to the Young diagram λ = (λ1, ..., λk), with λi
being the number of boxes in the i-th row.
Furthermore, we can show that H0(Symr(S∗ ⊗S)) is a trivial GL(V )-module2. Hence we
have
(31)
H0(Symr(S∗ ⊗ S)) ∼=
⊕
λ∈P(k,r)H
0(KλS
∗ ⊗KλS),
∼=
⊕
λ∈P(k,r)C · κλ.
We can also compute the polymology for the cotangent bundle. First note that
(32) Ωr ∼= ∧r(Q∗ ⊗ S) ∼= ⊕λ∈P(k,r)Kλ′Q
∗ ⊗KλS,
where λ′ is the transpose of the Young diagram λ.
Of course, when λ1 > n− k, λ
′ has more than n− k rows, and so Kλ′Q
∗ vanishes.
Theorem 2.4. When λ ∈ P(k, r) satisfies λ1 ≤ n− k (or pictorially the Young diagram λ
is contained in the (k × (n− k)) rectangle), we have
(33) Hr(Kλ′Q
∗ ⊗KλS) ∼= C,
and the rest Hj’s are 0.
Proof. in order to apply Theorem 2.3, we need to write
(34) Kλ′Q
∗ ⊗KλS ∼= Kλ¯S
∗ ⊗Kλ′Q
∗,
where λ¯ = (−λk, ...,−λ1) when λ = (λ1, ..., λk).
Now we only need to mutate (−λk, ...,−λ1, λ
′
1, ..., λ
′
n−k).
We claim that we can mutate (−λk, ...,−λ1, λ
′
1, ..., λ
′
n−k) into (0
n), and the number of steps
is r.
By Theorem 2.3, this claim implies
(35) Hr(Kλ′Q
∗ ⊗KλS) ∼= K(0n)V
∗ ∼= C,
which proves our theorem.
Proof of Claim:
2This is easy to prove from Borel-Weil-Bott: the components KλS
∗ of Symr(S∗ ⊗ S) satisfy |λ| = 0. If
λ 6= 0, then λk < 0. Hence (λ1, ..., λk, 0, ..., 0) is not non-increasing and there is no contribution to H
0.
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We simply carry out the mutations. It is easily done pictorially. We write down −λj and
draw boxes in columns representing λ′i, such that the number of boxes in Column i is exactly
λ′i: 
−λk, ...,−λ2,−λ1,

 .
However if we look at the rows of the diagram, row j has exactly λj boxes by the fact that
λ is the transpose of λ′.
Hence, we can mutate λ1 times to get
−λk, ...,−λ2, , 0

 ,
where the diagram is simply the Young diagram of (λ2, ..., λk) when look at the rows. The
0 at the end is the mutation result of −λ1.
Repeating the procedure we get each row annihilated with a −λj , resulting in (0
n) in∑
j λj = r steps. 
Here is a vanishing result for the cohomology of KλS ⊗KµQ
∗.
Theorem 2.5. On the Grassmannian G(k, n), if λ ∈ P(k, r), µ ∈ P(n−k, s) with λ1 ≤ n−k,
then a sufficient condition for H•(KλS ⊗KµQ
∗) to vanish is that µ′j < λj for some j.
Proof: The proof is similar to that of Theorem 2.4. It boils down to mutating τ =
(−λk, ...,−λ1, µ1, ..., µn−k).
If µ′1 < λ1, then one can mutate τk = −λ1 to the right for λ1 times and get a Young diagram
τ (λ1). Note that then τ (λ1) will satisfy that τ
(λ1)
k+λ1−1
= −1 and τ
(λ1)
k+λ1
= 0. This (...,−1, 0, ...)
shows that τ cannot be mutated to a decreasing sequence, hence all cohomology vanishes.
If µ′i ≥ λi, i = 1, 2, ..., j−1, and µ
′
j < λj , then one can perform the above mutations and get
τ (λ1) = (−λk, ...,−λ2, µ1−1, ..., µλ1−1, 0, ...), and further get τ
(λ1,...,λj−1) = (−λk, ...,−λj, µ1−
(j − 1), ...). Then one runs into the same situation as the µ′1 < λ1 case and concludes that
the cohomology vanishes. 
Corollary 2.6. On the Grassmannian G(k, n), if λ ∈ P(k, r), λ1 ≤ n− k, µ
′ ( λ, then
(36) H•(KλS ⊗KµQ
∗) = 0.
This shows the vanishing of the intermediate cohomologies of (18), since one has µ′ ( λ
whenever t 6= 0 and t 6= r in the third line of (25). Hence we know the map δrλ in (17) is an
isomorphism for λ with λ1 ≤ n− k.
Corollary 2.7. If α ∈ P(k, r), α1 ≤ n− k, β ∈ P(n− k, r) are two Young diagrams with the
same weight r, and β ′ 6= α then
(37) H•(KαS ⊗KβQ
∗) = 0.
This is clear since |α| = |β| and β ′ 6= α implies there exists j such that β ′j < αj.
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Remark 2.2. A condition (also in [15]) equivalent to the vanishing of H•(KλS
∗ ⊗KµQ
∗) is
that there exists σ ∈ Σn (the symmetric group on n letters) σ · α = α, for α = (λ, µ), where
σ · α = σ(α + ρ) − ρ, and ρ = (n − 1, n − 2, ..., 0). Equivalently, this requires α + ρ has
repetitive entries.
Let ν = (ν1, ..., νk) with |ν| =
∑
νi < 0. H
i(KνS
∗) vanishes for all i iff (ν1+n−1, ν2+n−
2, .., νk+n−k, n−k−1, n−k−2, ..., 1, 0) has repetitive entries. Since νj ≥ νj+1, the condition
reduces to the existence of at least one j ∈ {1, ..., k} such that 0 ≤ vj + n− j ≤ n− k − 1.
In particular, −(n− k) ≤ νk ≤ −1 suffices.
In particular, we can get
Corollary 2.8. For λ > 0, namely λj > 0, ∀j, we have
⊕
iH
i(KλS) 6= 0 iff ∃j such that
λj ≥ n− k + j > j ≥ λj+1. Moreover, when this condition holds, we have
(38) Hj(n−k)(KλS) = K(−λk,...,−λj+1,−j,...,−j,−λj+(n−k),...,−λ1+(n−k))V
∗.
In particular, Hm(KλS) = 0, when |λ| = m.
Theorem 2.9. For each λ ∈ P(k, r) with λ1 ≤ n− k, if 0 ( ν ⊆ λ, then
(39) H•(Kλ/νS
∗ ⊗KλS) = 0.
Proof. Since Kλ/νS
∗ =
⊕
µ c
λ
µνKµS
∗, it suffices to prove that for each µ such that 0 ⊆ µ ( λ,
H•(KµS
∗ ⊗KλS) = 0.
To do this, we denote KµS
∗⊗KλS as
⊕
β KβS
∗. Note that KλS = K(λ1−λk,...,λ1−λ2,0)S
∗⊗
(∧kS)λ1 , and for each component KαS
∗ in KµS
∗⊗K(λ1−λk,...,λ1−λ2,0)S
∗ =
⊕
αKαS
∗, we have
0 ≤ αk < λ1 from the fact that |α| = |µ|+ |(λ1− λk, ..., λ1− λ2, 0)|. Since βk = αk − λ1, this
implies that −λ1 ≤ βk < 0, hence H
•(KβS
∗) = 0 by the above remark. 
3. The degenerate locus
By (5), the deformed tangent bundle E is determined by the map f ∈ Hom(S ⊗ S∗,V ⊗ S∗).
Using the results in Section 2, we find
(40)
Hom(S ⊗ S∗,V ⊗ S∗) ∼= H0(S∗ ⊗ S ⊗ V ⊗ S∗),
∼= H0(S∗ ⊗ S ⊗ S∗)⊗ V,
∼= H0(K(2,0,...,0,−1)S
∗ ⊕K(1,1,...,0,−1)S
∗ ⊕ S∗ ⊕ S∗)⊗ V,
∼= (0⊕ 0⊕ V∗ ⊕ V∗)⊗ V,
∼= V∗ ⊗ V ⊕ V∗ ⊗ V.
Note that here we used our assumption that k > 1.
The map f can be written down explicitly. Locally we have
(41) f : λ 7→ λbaA
i
jφ
j
b + (trλ)B
i
jφ
j
a,
where a, b are S indices, and i, j are V indices. When (Aij), i, j = 1, ..., n form an invertible
matrix, we can always set Aij = δ
i
j (the Kronecker delta), using the GL(V ) action on V. So it
remains to consider the B-deformations. We will write f as fB to indicate the B-dependence
and view B as a n× n matrix.
The degenerate locus of B-deformations is the set of B such that the cokernel of fB fails
to be a deformed tangent bundle.
In this section we work out the degenerate locus.
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Lemma 3.1. Let B be a linear operator acting on an n-dimensional vector space V . Then for
any k eigenvalues (counting multiplicity) λ1, ..., λk of B, one can always find a k dimensional
invariant subspace Vk ⊂ V such that λ1, ..., λk are the eigenvalues of B|Vk .
The proof is elementary and so omitted. We note that we are working over an algebraically
closed field.
Dual to (41), fB : V
∗ ⊗ S → S∗ ⊗ S can be written as
(42) fB : c
a
i 7→ c
a
i v
i
b + c
d
iB
i
jv
j
dδ
a
b .
For the kernel to be a deformed cotangent bundle, we need to ensure the map is of rank k2
at every point of the Grassmannian G(k, n).
Denote the image of fB as a tuple (σ
a
b )a,b=1,...,k, then
(43) σab = c
a′
i′ (δ
a
a′v
i′
b + δ
a
bB
i′
j v
j
a′).
So fB is represented by a big k
2 × kn matrix M . We use (a, b) as the row index of M , and
(a′, i′) as the column index.
Write M as M1+M2, where M1 = diag{V, ...,V} with Vb,i′ = v
i′
b , corresponding to δ
a
a′v
i′
b ,
andM2 has non-vanishing rows only when a = b, and each such row has entry B
i′
j v
j
a′ at place
(a′, i′).
Now we want to know the equivalent condition for rank(M) < k2.
For the case k = 1, this is equivalent to Bijv
j
1 + v
i
1 = 0, ∀i. In matrix language, this says
there are solutions for V(B+I) = 0. So the condition is
(44) det (I+B) = 0.
When k ≥ 2, we first perform a partial Gauss elimination on M : for each b = 2, 3, ..., k,
subtract the first row from row (b, b). The result matrix M ′ is identical to M1, except the
first row and the first n columns.
Note that rank(M) < k2 iff the rows of M ′ are linearly dependent.
Write down the linear-dependence condition
∑
cabM
′
(a,b) = 0, where M
′
(a,b) is the (a, b)−th
row. Observe that the undeformed B = 0 case implies that we can assume
c11 = 1.
Then, because of the ‘almost-diagonal’ nature of M ′, we can spell the conditions out for each
column of M ′, and repackage them into
(45) CV = VB,
where we have
Cab =
{
−
∑k
j=1 cjj, a = b = 1,
cab, otherwise.
and Bji′ = B
i′
j .
Hence we conclude
Theorem 3.2. The B-deformation fails to define a vector bundle iff there exists at least one
point in G(k, n) such that (45) has non-zero solutions.
Note that the constraint on C is equivalent to tr C = −1. It is independent of the choice
of the Stiefel coordinates V. Moreover, it suffices to consider the Jordan canonical form of
B since CV = VB is equivalent to CVN = VNN−1BN, N ∈ GL(n).
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Theorem 3.3. An n× n matrix B is in the degenerate locus for G(k, n) iff
(∗) there exists k eigenvalues λ1, ..., λk of B such that
∑
λi = −1.
Proof. The k = 1 case is done before, since this is equivalent to (44). For k ≥ 2 Theorem
3.2 shows that we need to consider the solutions of CV=VB for each V, which is a Stiefel
coordinate of the point [V] ∈ G(k, n).
For each V, we can always find a g ∈ GL(V ) such that V = V0g, where V0 = (Ik 0) when
written as a block matrix. Let B˜ = Bg = gBg
−1 So it suffices to consider CV0 = V0B˜, for
all g ∈ GL(V )/B, where B is the Borel subgroup that leaves [V0] fixed.
Observe that CV0 = V0B˜ has a solution with tr C = −1 is equivalent to B˜ =
(
J11 0
J21 J22
)
in block matrix notion with tr J11 = −1.
Recall that we have the (strange) notation conversion B = BT . So we can reformulate the
equivalent condition for the B-deformation fails to give rise a vector bundle on G(k, n) as
(∗∗) there exists g ∈ GL(V ) such that B˜ = Bg = g
−1Bg =
(
J11 J12
0 J22
)
with tr J11 = −1.
View B as the matrix representation of a linear operator B on V under the standard
basis {e1, ..., en}.Then B˜ is the matrix representation of the same linear operator in the new
basis {e˜1, ..., e˜n} = {ge1, ..., gen}. Also note that B˜ is of the block upper triangular form(
J11 J12
0 J22
)
iff BVk ⊂ Vk, where Vi = span{e˜1, ..., e˜i}.
So the problem reduces to the determination of k dimensional invariant subspaces of V
under the operator B.
Note that B|Vk is an linear operator whose eigenvalues are also eigenvalues of B. On the
other hand, Lemma 3.1 says that for any k eigenvalues (counting multiplicity) λ1, ..., λk of
B, one can always find a k dimensional invariant subspace Vk ⊂ V such that λ1, ..., λk are
the eigenvalues of B|Vk . This implies that tr J11 will always be a sum of k eigenvalues of B,
and any k eigenvalues of B can be the eigenvalues of J11. Hence (∗∗) is equivalent to (∗). 
Remark 3.1. Unlike results in later sections, this result is true for all B-deformations, not
just generic deformations.
Theorem 3.4. For G(k, n), the degenerate locus can be described as
(46) det(∧kI +
k−1∑
j=0
(∧jI) ∧B ∧ (∧k−1−jI)) = 0.
In particular, when k = 1, 2, 3, the expression is
(47)
det(I +B) = 0,
det(I ∧ I +B ∧ I + I ∧ B) = 0,
det(I ∧ I ∧ I +B ∧ I ∧ I + I ∧ B ∧ I + I ∧ I ∧ B) = 0,
respectively.
Proof of Theorem 3.4. View B as the matrix representation of a linear operator B on V under
the standard basis {e1, ..., en}. It suffices to prove the case when B is of the Jordan canonical
form. Suppose the diagonal elements of B are λ1, ..., λn. They are also the eigenvalues
of B. {ei1...ik := ei1 ∧ ... ∧ eik , i1 < ... < ik} is a basis of ∧
kV and we order the base
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vectors lexicographically. Note that Bei = λiei + ǫiei+1, where ǫi is either 0 or 1 and
(B ∧ I)(ei ∧ ej) = λiei ∧ ej + δiei+1 ∧ ej , etc. It is then easy to see that
∧kI +
k−1∑
j=0
(∧jI) ∧ B ∧ (∧k−1−jI)
is an upper-triangular matrix and the diagonal element in the row corresponding to ei1...ik is
1 + λi1 + ...+ λik . So the determinant is exactly
∏
(1 + λi1 + ... + λik). 
4. The moduli
In this section we consider the moduli of the deformation of the (co)tangent bundles. For
the infinitesimal moduli, we show that the B-deformations represent all the Kodaira-Spencer
classes of the cotangent bundle. For the global moduli, we show that B-deformations indeed
generate vector bundles that are not isomorphic to the (co)tangent bundle, which indicates
that in physics applications like [6], one gets genuine new physical theories when turning on
the B-deformations.
First we compute the Kodaira-Spencer classes of our B-deformations for the cotangent
bundle.
Theorem 4.1. Let 1 < k < n − 1 and X = G(k, n) be the Grassmannian. Let B be the
space of B matrices not in the degenerate locus, where the origin 0 ∈ B corresponds to the
cotangent bundle. Then the Kodaira-Spencer map T0B→ Ext
1(Ω,Ω) is surjective.
Proof. We follow Section 1.2, Theorem 2.7 of [7]. We briefly recall from the theorem that,
the infinitesimal deformations of a coherent sheaf F over the dual numbers D = Spec C[ε]/ε2
can be represented by short exact sequences in the form
(48) 0→ F → F ′ → F → 0,
which is derived by applying F ′ ⊗OD − to the short exact sequence
(49) 0→ C
·ε
−→ C[ε]/ε2 → C→ 0.
Here F ′, a coherent sheaf of OX×D modules, can be viewed as a coherent sheaf of OX
modules, via a splitting map of C[ε]/ε2 → C (like C→ C[ε]/ε2, t 7→ t). Now (48) defines an
extension class in Ext1(F ,F). To compute it, apply the functor Hom(F ,−) to (48), and
take the derived sequence
(50) 0→ Hom(F ,F)→ Hom(F ,F ′)→ Hom(F ,F)
δ
−→ Ext1(F ,F)→ ....
Then the Kodaira-Spencer class is the image δ([id]) of the connecting homomorphism δ.
Consider the origin 0 ∈ B and a tangent direction w. They determine a morphism
ϕ0.w : D → B uniquely. Varying B in B, the short exact sequence
(51) 0→ E∗ → V∗ ⊗ S
fB
−→ S∗ ⊗ S → 0
forms a short exact sequence over X×B. Pulling back the latter sequence via the morphism
1× ϕ0,w : X ×D → X ×B, we have
(52) 0→ (E∗)′ → (V∗ ⊗ S)′
fB
−→ (S∗ ⊗ S)′ → 0.
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Over B = 0 the bundle E∗ is the just the cotangent bundle Ω. Since V∗ ⊗ S and S∗ ⊗ S
are independent from B-deformations, we have (V∗ ⊗ S)′ ∼= ε(V∗ ⊗ S) ⊕ (V∗ ⊗ S) as OX
modules, and similarly (V∗ ⊗ S)′ ∼= ε(S∗ ⊗ S)⊕ (S∗ ⊗ S).
In view of (48), we have a diagram of exact rows and columns
(53) 0

0

0

0 // Ω //

(E∗)′ //

Ω //

0
0 // V∗ ⊗ S //

ε(V∗ ⊗ S)⊕ (V∗ ⊗ S) //

V∗ ⊗ S //

0
0 // S∗ ⊗ S //

ε(S∗ ⊗ S)⊕ (S∗ ⊗ S) //

S∗ ⊗ S //

0
0 0 0
Applying Hom(Ω,−), we have (next page, using that by Borel-Weil-Bott Ext1(Ω,V∗ ⊗ S) =
0)
12
(54) 0

0

0

0 // Hom(Ω,Ω) //

Hom(Ω, (E∗)′) //

Hom(Ω,Ω)
δ //

Ext1(Ω,Ω)

0 // Hom(Ω,V∗ ⊗ S) //
fI,0◦−

Hom(Ω, ε(V∗ ⊗ S)⊕ (V∗ ⊗ S)) //

Hom(Ω,V∗ ⊗ S) //

Ext1(Ω,V∗ ⊗ S)

0 // Hom(Ω,S∗ ⊗ S) //
δ2

Hom(Ω, ε(S∗ ⊗ S)⊕ (S∗ ⊗ S)) //

Hom(Ω,S∗ ⊗ S) //

Ext1(Ω,S∗ ⊗ S)
Ext1(Ω,Ω)

Ext1(Ω, (E∗)′) Ext1(Ω,Ω)
0
1
3
To find the Kodaira-Spencer class δ([id]), we start with the identity map Ω → Ω and
carefully chase the above diagram to find the corresponding map Ω → S∗ ⊗ S. Note that
Ω ∼= Q∗ ⊗ S. We have a sequence of maps
(55)
Ω
id
−→ Ω
q∗
−→ V∗ ⊗ S
(0,id)
−−−→ ε(V∗ ⊗ S)⊕ (V∗ ⊗ S)→
T(0,w)f
−−−−→ ε(S∗ ⊗ S)⊕ (S∗ ⊗ S)
pr1
−−→ S∗ ⊗ S,
where q∗ is the dual to the quotient map S → V
q
−→ Q, and pr1 is the projection to the first
factor. Let y ∈ B. Recall from (42) we have
(56)
f : V∗ ⊗ S → S∗ ⊗ S
cai (y) 7→ c
a
i v
i
b + c
d
i (y)B
i
j(y)v
j
dδ
a
b .
Take the Taylor expansion of f at y = 0 along the w direction and discard the higher order
terms to get
(57)
T(0,w)f : c
a
i 7→ c
a
i v
i
b + ε(c
d
i ∂wB
i
jv
j
dδ
a
b ),
εwai 7→ εw
a
i v
i
b.
So, from (55) we get
(58) Ω
q∗
−֒→ V∗ ⊗ S → S∗ × S
cai 7→ c
d
i ∂wB
i
jv
j
dδ
a
b .
This determines the class α = αB ∈ Hom(Ω,S
∗ ⊗ S), whose image δ2(α) = δ([id]) ∈
Ext1(Ω,Ω).
Next we show that varying B ∈ B, αB maps surjectively to Ext
1(Ω,Ω). Hence deforma-
tions in the form of (51) cover all the deformation classes.
Note that any map in Hom(V∗ ⊗ S,S∗ ⊗ S) can be written as
(59)
φA,B : V
∗ ⊗ S → S∗ ⊗ S
cai 7→ c
a
iA
i
jv
j
b + c
d
iB
i
jv
j
dδ
a
b .
Also, a Borel-Weil-Bott computation shows that Hom(Ω,V∗ ⊗ S) ∼= V ∗⊗V . So any map in
Hom(Ω,V∗ ⊗ S) is of the form q∗
A˜
= A˜ ◦ q∗, where A˜ : V∗ ⊗ S → V∗ ⊗ S is induced by the
linear map A˜ : V∗ → V∗. Hence it is easy to verify that
(60) φA,0 ◦ q
∗ = φI,0 ◦ A ◦ q
∗ = φI,0 ◦ q
∗
A
from the commutative diagrams
(61) Ω
q∗ // V∗ ⊗ S
φA,0 //
A

S∗ ⊗ S
Ω
q∗A // V∗ ⊗ S
φI,0 // S∗ ⊗ S.
Thus, by the first column of (54), which we recreate below, this shows that for any φA,B
with B = 0, there exists q∗A ∈ Hom(Ω,V
∗ ⊗ S), such that
(62) δ2(φA,0 ◦ q
∗) = δ2(φI,0 ◦ q
∗
A) = 0.
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Consider the diagram with the row and column being exact:
(63) Hom(V∗ ⊗ S,S∗ ⊗ S)
−◦q∗

Hom(Ω,V∗ ⊗ S)
φI,0◦− // Hom(Ω,S∗ ⊗ S)

δ2 // Ext1(Ω,Ω) // 0
0
The middle column ends with 0 = Ext1(S∗ ⊗ S,S∗ ⊗ S)3. Similarly the 0 on the right end
is Ext1(Ω,V∗ ⊗ S).
The diagram shows that the composed map Hom(V∗ ⊗ S,S∗ ⊗ S) → Ext1(Ω,Ω) is sur-
jective. So each class of Ext1(Ω,Ω) is represented by some φA,B. Note that δ2(φA,B ◦ q
∗) =
δ2((φA,0 + φ0,B) ◦ q
∗) = δ2(φ0,B ◦ q
∗), so it is represented by φ0,B. From (58) we see
α = φ0,∂wB ◦ q
∗. But we can always pick a direction w such that ∂wB(y)|0 is B, since
the degenerate locus is a subvariety away from the origin. So we conclude that by varying
fB in (51), we have covered all Kodaira-Spencer classes.

Now we turn to proving the following result:
Theorem 4.2. Let E∗ be the vector bundle defined by fB as in (42). Then E ∼= TX if and
only if B = εI, where ε satisfies ε 6= − 1
k
. (This is the constraint for E∗ to be a vector bundle,
by Theorem 3.3).
Proof. One direction is easy: When B = εI and ε 6= − 1
k
, we have a map of short exact
sequences
(65) 0 // Ω //

V∗ ⊗ S
f // S∗ ⊗ S
∼=h

// 0
0 // E∗ // V∗ ⊗ S
fB // S∗ ⊗ S // 0,
where h is given by hab : σ
a
b 7→ σ
a
b + ε(tr σ)δ
a
b . This induces an isomorphism E
∼= TX .
For the other direction, note that an isomorphism σ˜:
(66) E
σ˜ //

TX

X
σ // X,
induces a non-zero element Tσ−1 ◦ σ˜ ∈ Hom(E , TX), where Tσ−1 is induced from the isomor-
phism σ−1 : X → X . So it suffices to how that when Bjk 6= εδ
j
k, Hom(E , TX) = 0.
We sketch the computation.
3The computation boils down to
(64)
S∗ ⊗ S∗ ⊗ S ⊗ S ∼= O2 ⊕ (K1,0,...,0,−1S
∗)4 ⊕K2,0,...,0,−2S
∗
⊕K1,1,0,...,0,−2S
∗ ⊕K2,0,...,0,−1,−1S
∗ ⊕K1,1,0,...,0,−1,−1S
∗.
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First note that Hom(E , TX) ∼= H
0(E∗⊗TX) ∼= H
0(E∗ ⊗Q⊗ S∗). Furthermore, E∗ ⊗Q⊗ S∗
fits in the short exact sequence
(67) 0→ E∗ ⊗Q⊗ S∗ → V∗ ⊗ S ⊗Q⊗ S∗ → S∗ ⊗ S ⊗Q⊗ S∗ → 0.
To compute the cohomologies of V∗ ⊗ S ⊗Q⊗ S∗ and S∗ ⊗ S ⊗Q⊗ S∗, we use two short
exact sequences
(68) 0→ V∗ ⊗ S ⊗ S ⊗ S∗ → V∗ ⊗ S ⊗ V ⊗ S∗ → V∗ ⊗ S ⊗Q⊗ S∗ → 0
and
(69) 0→ S∗ ⊗ S ⊗ S ⊗ S∗ → S∗ ⊗ S ⊗ V ⊗ S∗ → S∗ ⊗ S ⊗Q⊗ S∗ → 0.
Using Borel-Weil-Bott, we find
(70)
H0(V∗ ⊗ S ⊗ S ⊗ S∗) = 0,
H0(V∗ ⊗ S ⊗ V ⊗ S∗) ∼= V ∗ ⊗ V,
H1(V∗ ⊗ S ⊗ V ⊗ S∗) = 0.
The last one uses the assumption n − k > 1. The long exact sequence of cohomology
associated to (68) then implies
(71) H0(V∗ ⊗ S ⊗Q⊗ S∗) ∼= H0(V∗ ⊗ S ⊗ V ⊗ S∗) ∼= V ∗ ⊗ V.
Similarly we have
(72)
H0(S∗ ⊗ S ⊗ S ⊗ S∗) ∼= H0(Sym2(S∗ ⊗ S)) ∼= C2,
H0(S∗ ⊗ S ⊗ V ⊗ S∗) ∼= V ∗ ⊗ V ⊕ V ∗ ⊗ V.
So
(73) H0(E∗ ⊗Q⊗ S∗) = Ker (H0(V∗ ⊗ S ⊗Q⊗ S∗)→ H0(S∗ ⊗ S ⊗Q⊗ S∗))
can be computed by the diagram
(74) H0(V∗ ⊗ S ⊗ V ⊗ S∗)
fB // H0(S∗ ⊗ S ⊗ V ⊗ S∗)
H0(S∗ ⊗ S ⊗ V ⊗ S∗).
f0
OO
Let Xjbid ∈ H
0(V∗(i) ⊗ S(b) ⊗ V(j) ⊗ S
∗
(d)), Y
jb
ad ∈ H
0(S∗(a) ⊗ S(b) ⊗ V(j) ⊗ S
∗
(d)) and Z
cb
ad ∈
H0(S∗(a) ⊗ S(b) ⊗ V(c) ⊗ S
∗
(d)) be coordinates of the corresponding sections. The subscripts
of the bundles indicate the indices used for their sections.
Let Xjbid = t
j
i δ
b
d and Z
cb
ad = u1δ
c
aδ
b
d + u2δ
b
aδ
c
d. With the concrete expressions of fB and f0
(which is fB with B = 0) as in (42), it is then straightforward to show that
H0(E∗ ⊗Q⊗ S∗) 6= 0 iff Bjk 6= εδ
j
k, where ε =
u2
u1
.

A similar argument shows that Hom(TX , E) is always non-trivial. Together with the fact
that the tangent bundle of the Grassmannian G(k, n) is stable, we have
Theorem 4.3. When B 6= εI, the corresponding deformed tangent bundle E is not Gieseker
semistable.
Proof. This is a direct corollary of [8], Proposition 1.2.7. 
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5. The polymology as a quotient
From the polymology of the tangent bundle and semi-continuity we know that for generic
deformations E of the tangent bundle, Hq(∧pE∗) = 0 for p 6= q and we only need to focus on
Hr(∧rE∗). This could go wrong on some subvariety of the B-parameter space. We call this
subvariety Bjump and study it in Section 7.
Since
(75) 0→ E∗ → V∗ ⊗ S → S∗ ⊗ S → 0.
Taking the Koszul resolution, we have the long exact sequence
(76) 0→ ∧rE∗ → ∧r(V∗ ⊗ S)→ ∧r−1(V∗ ⊗ S)⊗ ...→ Symr(S∗ ⊗ S)→ 0.
We then try to describe the cohomology of ∧rE∗ by that of S∗ ⊗ S.
We use a familiar strategy: break (76) into short exact sequences and in the end it boils
down to understand the kernel of H0(Symr(S∗ ⊗ S))→ Hr(∧rE∗).
Moreover, this leads to a description of the polymology as a quotient ring:
Theorem 5.1. The polymology ring is a quotient of H0(Sym∗(S∗ ⊗ S)).
Proof. We need to show that the following diagram is commutative:
(77) H0(Syms(S∗ ⊗ S))×H0(Symt(S∗ ⊗ S)) //

H0(Syms+t(S∗ ⊗ S))

Hs(∧sE∗)×H t(∧tE∗) // Hs+t(∧s+tE∗).
We show it by proving the commutativity of two diagrams,
(78) H0(Syms(S∗ ⊗ S))×H0(Symt(S∗ ⊗ S)) //

H0(Syms(S∗ ⊗ S)⊗ Symt(S∗ ⊗ S))

Hs(∧sE∗)×H t(∧tE∗) // Hs+t(∧sE∗ ⊗ ∧tE∗)
and
(79) H0(Syms(S∗ ⊗ S)⊗ Symt(S∗ ⊗ S)) //
δs+t
⊗

H0(Syms+t(S∗ ⊗ S))
δs+t

Hs+t(∧sE∗ ⊗ ∧tE∗) // Hs+t(∧s+tE∗).
1. The commutativity of diagram (78):
This is induced from the diagram on the Cech cocycle level,
(80) Z0(Syms(S∗ ⊗ S))× Z0(Symt(S∗ ⊗ S)) //

Z0(Syms(S∗ ⊗ S)⊗ Symt(S∗ ⊗ S))

Zs(∧sE∗)× Zt(∧tE∗) // Zs+t(∧sE∗ ⊗ ∧tE∗),
whose commutativity can be directly verified via the following two squares:
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(81) Z0(Syms(S∗ ⊗ S))× Z0(Symt(S∗ ⊗ S)) //
δs

Z0(Syms(S∗ ⊗ S)⊗ Symt(S∗ ⊗ S))
δs

Zs(∧sE∗)× Z0(Symt(S∗ ⊗ S)) //
δt

Zs(∧sE∗ ⊗ Symt(S∗ ⊗ S))
δt

Zs(∧sE∗)× Zt(∧tE∗) // Zs+t(∧sE∗ ⊗ ∧tE∗).
2. The commutativity of diagram (79):
First observe that δs+t is induced by the Koszul sequence (76) with r = s+ t. To see this,
we break this long exact sequence into short exact sequences
(82)
0→ Sr → Zr → Sr−1 → 0,
0→ Sr−1 → Zr−1 → Sr−2 → 0,
...,
0→ S1 → Z1 → S0 → 0,
where Zj = ∧
j(V∗ ⊗ S)⊗ Symr−j(S∗ ⊗ S), Sj = Ker (Zj → Zj−1), and S0 = Sym
r(S∗ ⊗ S).
They induce connecting maps on cohomology δ : Hj(Sj)→ H
j+1(Sj+1), j = 0, ..., r − 1 and
δs+t is the composition of them.
The maps δs+t⊗ is induced by a similar long exact sequence. To describe it, we need to
rephrase the Koszul resolution in the language of the Schur complexes. Consider the complex
(83) E : S ⊗ S∗
f
−→ V ⊗ S∗,
which defines E as Coker f . The Schur complex LrE is defined as
(84) LrE : Sym
r(S ⊗ S∗)→ Symr−1(S ⊗ S∗)⊗ (V ⊗ S∗)→ ...→ ∧r(V ⊗ S∗).
More general Schur complexes LλE are indexed by Young diagrams λ. See [15], Section
2.4. The tensor of two Schur complexes satisfies the Littlewood-Richardson rule (see [15]
Remark (2.4.8 - b), also note that the Schur functors commute with the differentials of the
Schur complex [15] 2.4.10): LλE⊗ LµE = ⊕c
γ
λµLγE. In particular, we have
LsE⊗ LtE = Ls+tE⊕ (other terms).
This induces a map of complexes
(85) u : Ls+tE →֒ LsE⊗ LtE.
Notice that LsE⊗ LtE gives rise to a long exact sequence
(86) 0→ LsE⊗ LtE→ ∧
sE ⊗ ∧tE → 0.
Dualizing it, we get the long exact sequence
(87) 0→ ∧sE∗ ⊗ ∧tE∗ → (LsE⊗ LtE)
∨ → 0,
i.e.
(88)
0 → ∧sE∗ ⊗ ∧tE∗ → ∧s(V∗ ⊗ S)⊗ ∧t(V∗ ⊗ S)→ ...
→ Syms(S∗ ⊗ S)⊗ Symt(S∗ ⊗ S)→ 0.
This sequence induces the map δr+t⊗ on cohomology.
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Similarly, we have
(89) 0→ ∧s+tE∗ → Ls+tE
∨ → 0,
which is exactly the Koszul resolution (76) with r = s+ t.
Then it is easy to see that the dual of the map u extends to a map of complexes (87) to (89).
Since the connecting morphisms δs+r⊗ and δ
s+t are functorial, this proves the commutativity
of (79).
Combining the two diagrams, we get the desired commutative diagram (77).

Remark 5.1. This theorem enables us to compute the multiplicative structure using that of
H0(Sym∗(S∗ ⊗ S)). By virtue of the fact that the Schur functors obey
KλS ⊗KµS =
∑
cνλµKνS,
where cνλµ is the Littlewood-Richardson coefficient, we know that for
κλ, κµ ∈ H
0(Sym∗(S∗ ⊗ S)),
we have
κλ · κµ =
∑
cνλµκν .
Remark 5.2. In particular, the polymology ring is isomorphic to the ring of symmetric poly-
nomials in k indeterminates. The section
κλ ∈ H
0(Symr(S∗ ⊗ S))
corresponds to a Schur polynomial in those indeterminates associated to the Young diagram
λ.
6. The cohomology of ∧rE∗
We then want to describe Hr(∧rE∗) via ∆ = ∆B : H
0(Symr(S∗ ⊗ S)) → Hr(∧rE∗).
Denote the kernel of ∆ : H0(Symr(S∗ ⊗ S))→ Hr(∧rE∗) as Kr.
6.1. B-dependence.
Theorem 6.1. The kernel Kr of ∆ : H
0(Symr(S∗ ⊗ S)) → Hr(∧rE∗) only depends on the
equivalence class of B modulo similarity transformations B 7→ gBg−1, g ∈ GL(V ).
The proof is clear from the construction and so is omitted.
Now we consider the image of σ ∈ H0(Sym2(S∗ ⊗ S)) under ∆B. To track the Bij-
dependence, we make the following definition.
Definition 6.1. Let each Bij be a degree one variable and denote the total B degree of each
cocycle ω as deg ω.
For any n × n matrix B, consider the characteristic polynomial (with the sign changed)
det(λI + B). Denote the coefficient of λn−i as Ii(B) = Ii, so that I0 = 1, I1 = tr(B), I2 =
1
2
(tr(B)2 − tr(B2))), and so forth. We have deg Ii = i.
Theorem 6.2. Every σ ∈ Kr is determined by some γ ∈ Ker(H
j−1(Z
(r)
j ) → H
j−1(Z
(r)
j−1)),
where Z
(r)
j = ∧
j(V∗⊗S)⊗Symr−j(S∗⊗S).4 If γ is B-independent, then σ can be represented
by a cocycle γ0 such that deg γ0 ≤ r.
4For any σ, there always exists such γ.
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Proof. The first half of the theorem is easily verified by applying Lemma A.1 to the sequence
(27).
Under the assumption we have deg λ = 0 as it is B-independent, and deg qi = 1 by
linearity. The key observation here is deg d−1 = 0, i.e. deg γ0 = deg γ1. Assume this is not
true, then deg γ0 > deg γ1. Take the sum of the terms of γ0 whose degrees are larger than
deg γ1, call it γ0+, then d(γ
0
+) has to be 0 ∈ C
1((V∗ ⊗ S) ⊗ (S∗ ⊗ S)) since there is no term
of the corresponding degree there. Hence one can simply drop γ0+ when choosing γ
0. 
Corollary 6.3. When γ is B-independent, the kernel Kr is generated by elements with
coefficients that are polynomials of I1, ..., Ir whose total B degrees are less than or equal to
r.
6.2. Generalities of the r = n − k + 1 case. By Remark 2.1 and Theorem 2.9, the first
case we expect a nontrivial kernel of ∆ : H0(S0) → H
r(Sr) is the case when r = n− k + 1.
Here we used the notion Si as in the short exact sequences
(90) 0→ Sj → Zj → Sj−1 → 0,
j = 1, ..., r, which are generated from the long exact sequence (76). In particular, S0 =
Symr(S∗ ⊗ S), Sr = ∧
rE∗, Zj = ∧
j(V∗ ⊗ S)⊗ Symr−j(S∗ ⊗ S).
We find that
Theorem 6.4. When r = n − k + 1, Kr, the kernel of ∆ : H
0(S0) → H
r(Sr) is generated
by the image of a GL(V )-invariant element in Hr−1(∧r(V∗ ⊗ S)), for any B−deformed E∗.
Proof. Consider the morphism of complexes
(91) 0 // E∗ //
g

V∗ ⊗ S
fB //
id
S∗ ⊗ S
g0

// 0
0 // E∗0
// V∗ ⊗ S
f0 // End0 S // 0.
Take the induced long exact sequences, we have
(92) 0 // ∧rE∗ //
g

... // Zj

// ... // Symr(S∗ ⊗ S)

// 0
0 // ∧rE∗0
// ... // Z0,j // ... // Sym
r(End0 S) // 0,
where Z0,j = ∧
j(V∗ ⊗ S)⊗ Symr−j(End0 S).
We claim that the vertical arrows induces isomorphisms on cohomologies, for j = 1, ..., r.
First, for j = r this is identity. Then, for j = 1, ..., r − 1, note that S∗ ⊗ S ∼= End0S ⊕ O.
Hence
(93)
Symr−j(S∗ ⊗ S) ∼= Symr−j(End0S)⊕ ...⊕ Sym
2(End0S)⊕End0S ⊕O,
∼= Symr−j(End0S)⊕ Sym
r−j−1(S∗ ⊗ S).
Since H•(∧j(V∗ ⊗ S) ⊗ Symr−j−1(S∗ ⊗ S)) = 0 by Theorem 2.9 5 , the claim is proved by
tensoring (93) with ∧j(V∗ ⊗ S).
5Or rather its variant, that with the assumption of the theorem, for each µ such that 0 ⊆ µ ( λ, we have
H•(KµS
∗ ⊗KλS) = 0. This is stated in the proof of the theorem.
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This implies that the kernels of Hj−1(Zj) → H
j−1(Zj−1) for ∧
rE∗ are all isomorphic to
the corresponding ones for Ωr, via the squares
(94) Hj−1(Zj) //
∼=

Hj−1(Zj−1)
∼=

Hj−1(Z0,j) // H
j−1(Z0,j−1).
We then proceed to check the Ωr case.
For the cotangent bundle, (76) is a term-by-term direct sum of long exact sequences
tensoring with KλS, as shown in Remark 2.1. Only the λ’s with λ1 > n− k will contribute
to Ker∆, by Theorem 2.9. When r = n − k + 1, this means we only need to consider the
case λ = (r), i.e. the long exact sequence reduces to
(95)
0 → 0→ ∧rV∗ ⊗ SymrS → ...→ ∧jV∗ ⊗ Symr−jS∗ ⊗ SymrS
→ ...→ SymrS∗ ⊗ SymrS → 0
for the purpose of computing Ker∆.
By Borel-Weil-Bott, H i(Zj) = H
i(V∗ ⊗ Symr−jS∗ ⊗ SymrS) = 0 for i < n − k, j =
1, ..., n− k6.
So the only contribution to Ker∆ comes from the kernel of
Hr−1(Zr)
f¯B−→ Hr−1(Zr−1),
which is the GL(V ) invariant part of Hr−1(Zr) = ∧
rV ∗ ⊗ ∧rV (which is K0V
∗ = C). Note
that the identity map in the middle column of (91) induces an identity map
(96) Hr−1(Zr)→ H
r−1(Z0,r).
Hence we have
(97) KerfB //

Hr−1(Zr)
f¯B // Hr−1(Zr−1)
∼=

Kerf0 // H
r−1(Z0,r)
f¯0 // Hr−1(Z0,r−1).
So we have Ker f¯B = Ker f¯0, for any B.

Let V = V1⊕L be an n dimensional vector space. Consider the inclusion of Grassmannians
X = G(k − 1, V1) →֒ Y = G(k, V ), with [S1] 7→ [S1 ⊕ L]. Note that in this case we have
V|X = V1⊕L, S|X = S1 ⊕L, and similarly for their duals. We extend the GL(V1) action to
V by making L a trivial GL(V1) module. This will be implicitly used when considering the
GL(V1) invariant parts of cohomologies.
6 Symr−jS∗ ⊗ SymrS = Symr−jS∗ ⊗ ⊗K(rk−1)S
∗ ⊗ (∧kS)r can be completely determined by Pieri’s
formula. We just need the fact that, when j = 1, ..., n− k, for any component KλS
∗ of Symr−jS∗ ⊗ SymrS,
we have |λ| =
∑k
i=1 λi = −j. So λk < 0. So it takes at least n − k steps to mutate (λ1, ..., λk, 0
n−k) to a
decreasing sequence.
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Lemma 6.5. Let B =
(
B1 0
0 0
)
. Then there is a commutative diagram:
(98) V∗ ⊗ S|X
fB //
pi

S∗ ⊗ S|X
pi

V∗1⊗S1
fB1 // S∗1 ⊗ S1,
given by the natural projections as vertical maps.
Proof. We take the standard basis for V = V1⊕L, with V1 = 〈e1, ..., en−1〉 and L = 〈en〉. On
X , each S is generated by v1, ..., vk with vk = (0, ..., 0, 1)
T , and vnb = 0 for b ≤ k − 1.
As before, we know the map fB and fB1 explicitly.
(99) fB : c
a
i 7→ c
a
i v
i
b + c
d
iB
i
jv
j
dδ
a
b ,
and similarly for fB1 with a, i indices runs to k − 1, n− 1 instead of k, n. Hence
(100)
π ◦ fB − fB1 ◦ π = c
a
nv
n
b + c
k
iB
i
jv
j
kδ
a
b + c
d
nB
n
j v
j
dδ
a
b + c
d
iB
i
nv
n
d δ
a
b
= ckiB
i
nv
n
k δ
a
b (since v
j
k = δ
j
n)
= 0.

Together with the commutative diagram
V∗ ⊗ S //

S∗ ⊗ S

V∗ ⊗ S|X // S
∗ ⊗ S|X
from natural restrictions, we get
(101) V∗ ⊗ S
fB //

S∗ ⊗ S
q

V∗ ⊗ S|X
fB //

S∗ ⊗ S|X

V∗1⊗S1
fB1 // S∗1 ⊗ S1.
Note that each horizontal line is surjective for suitable B or B1, with a vector bundle as its
kernel. In particular, the second line is so because both the first line and q are surjective.
This can also be seen from restricting the first line to X as vector bundles directly. So this
induces maps of Koszul complexes similar to (92), and further the following commutative
diagram:
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(102) Hr−1(∧r(V∗ ⊗ S))0 //
qr−1

H0(Symr(S∗ ⊗ S))
q0

Hr−1(∧r(V∗ ⊗ S)|X)0
pir−1

H0(Symr(S∗ ⊗ S)|X)
pi0

Hr−1(∧r(V∗1⊗S1))0 // H
0(Symr(S∗1 ⊗ S1)),
where the 0 in the first line indicates GL(V ) invariance and the 0’s in the second and third
line indicate GL(V1) invariance.
The first line and the third line are clear from Theorem 6.4, with the induced map
Hr−1(∧r(V∗ ⊗ S))0 → H
r−1(∧r(V∗1⊗S1))0. Observe that the map factors through a sub-
space of Hr−1(∧r(V∗ ⊗ S)|X), which is the preimage of H
r−1(∧r(V∗1⊗S1))0. So it has to be
Hr−1(∧r(V∗ ⊗ S)|X)0.
Recall that κλ is the canonical generator of H
0(KλS
∗⊗KλS). We will use κλ,Y to indicate
the base manifold Y .
Lemma 6.6. The map π0 ◦ q0 maps κλ,Y to κλ,X .
Proof. The natural decomposition Symr(S∗ ⊗ S) ∼=
∑
λKλS
∗ ⊗KλS implies that it suffices
to consider
KλS
∗ ⊗KλS
q0
−→ KλS
∗ ⊗KλS|X
pi0−→ KλS
∗
1 ⊗KλS1.
We give the explicit expression of κλ using the normalized Young symmetrizer
cλ = nλ
∑
g∈R(T ),h∈C(T )
sgn(h)egh
for a Young Tableau T of shape λ (we actually do not impose any increasing row / column
condition on T , so T is just a filling of λ with 1, ..., r ). Recall that one way to define KλS
over complex numbers is KλS = Im cλ(S
⊗r) (see Section 6.1 of Fulton-Harris [5]), where nλ
is a number.
It is straightforward to verify that
(103) κλ =
nλ
r!
∑
g,h,τ
sgn(h)δ
aτ(1)
bτρ(1)
· · · δ
aτ(r)
bτρ(r)
va1 ⊗ · · · ⊗ v
br ,
where the summation is for g ∈ R(T ), h ∈ C(T ), τ ∈ Sr with ρ = gh.
Then we observe that q0(κλ) = κλ, and the effect of the projection π0 is just changing the
summation ranges of ai, bi from {1, ..., k} to {1, ..., k− 1}. This proves π0 ◦ q0(κλ,Y ) = κλ,X .
To understand πr−1 ◦ qr−1, we consider the following commutative diagram:
(104) S //

V

S|X //

V|X

S1 // V1.
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The first line induces
(105) 0→ SymrS → Symr−1S ⊗ V → ...→ ∧rV → ∧rQ = 0
and hence an isomorphismHr−1(SymrS) ∼= H0(∧rV) (from the vanishing of the cohomologies
of the terms in between), which in turn indicates Hr−1(SymrS ⊗∧rV∗) ∼= H0(∧rV ⊗ ∧rV∗).
We then have
(106) H0(∧rV ⊗ ∧rV∗)
∼= //

Hr−1(SymrS ⊗ ∧rV∗)

H0(∧rV ⊗ ∧rV∗|X)

Hr−1(SymrS ⊗ ∧rV∗|X)

H0(∧rV1 ⊗ ∧
rV∗1 )
∼= // Hr−1(SymrS1 ⊗ ∧
rV∗1 ).
Since Hr−1(SymrS ⊗∧rV∗) is the only non-vanishing part of Hr−1(∧r(V∗ ⊗ S)), we actually
have
(107) H0(∧rV ⊗ ∧rV∗)0
∼= //
q′r−1

Hr−1(∧r(V∗ ⊗ S))0
qr−1

H0(∧rV ⊗ ∧rV∗|X)0
pi′r−1

Hr−1(∧r(V∗ ⊗ S)|X)0
pir−1

H0(∧rV1 ⊗ ∧
rV∗1 )0
∼= // Hr−1(∧r(V∗1⊗S1))0.
Note that we take the GL(V ) and GL(V1) invariant parts as before.
Lemma 6.7. πr−1 ◦ qr−1 is an isomorphism.
Proof. It suffices to prove that π′r−1 ◦ q
′
r−1 is an isomorphism. This can be done by direct
computation. Note that q′r−1 is induced from the identity map
H0(∧rV ⊗ ∧rV∗)→ H0(∧rV ⊗ ∧rV∗|X),
which is
∧rV ⊗ ∧rV ∗ → ∧rV ⊗ ∧rV ∗,
and π′r−1 is induced from the projection to (∧
rV1 ⊗ ∧
rV ∗1 ).
It is then straight forward to observe that π′r−1 ◦ q
′
r−1 maps
n∑
ai,bi=1
∑
ρ∈Sr
(−1)ρδa1bρ(1) · · · δ
ar
bρ(r)
ea1 ⊗ · · · ⊗ ear ⊗ e
b1 ⊗ · · · ⊗ ebr ,
the generator of the one dimensional space H0(∧rV ⊗ ∧rV∗)0, to
n−1∑
ai,bi=1
∑
ρ∈Sr
(−1)ρδa1bρ(1) · · · δ
ar
bρ(r)
ea1 ⊗ · · · ⊗ ear ⊗ e
b1 ⊗ · · · ⊗ ebr ,
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the generator of H0(∧rV1 ⊗ ∧
rV∗1 )0. 
Theorem 6.8. When r = n− k + 1, the kernel κ of
∆ : H0(Symr(S∗ ⊗ S))→ Hr(∧rE∗)
takes the same form for all G(k + c, n+ c), in terms of I1, ..., Ir.
Proof. Applying Lemma 6.7 to (102), we find that π0 ◦ q0(κB) = κB1 , when B =
(
B1 0
0 0
)
.
Let κB =
∑
sλ,Bκλ, κB1 =
∑
sλ,B1κλ, then s
λ,B = sλ,B1 . Now let
Ar = {α = (α1, ..., αr) ∈ Z
r
≥0|
r∑
i=1
αi ≤ r}
and Iα =
∏r
i=1 I
αi
i . Observe that Ij(B) = Ij(B1), so we can write
(108)
sλ,B =
∑
α∈Ar
sλ,nα I
α,
sλ,B1 =
∑
α∈Ar
sλ,n−1α I
α.
Note that this holds for arbitrary B1 with B =
(
B1 0
0 0
)
. For I1, I2, ..., Ir, we can always
solve the equation tr +
∑r
i=1 t
r−i(−1)iIi = 0 and get r roots t1, ..., tr. Then the matrix
diag{t1, ..., tr} has invariants I1, ..., Ir. We can take I1, I2, ..., Ir sufficiently small such that
our matrix diag{t1, ..., tr} is not in the degenerate locus. This implies that
(109)
∑
α∈Ar
sλ,nα I
α =
∑
α∈Ar
sλ,n−1α I
α
as an equality of two holomorphic functions of variables I1, .., Ir holds on an open set. So it
holds in general by the identity theorem of holomorphic functions of several variables.
This shows that sλ,nα = s
λ,n−1
α for arbitrary n and finishes the proof of the theorem. 
For later use, we require the following
Definition 6.2.
κ˜(r) ≡
min{r,n}∑
i=0
Ii κ(r−i) · κ
i
(1).
6.3. B = εI. For the special case B = εI, we can derive the expression of κB directly.
In this case, we have a map of short exact sequences
(110) 0 // Ω //

V∗ ⊗ S
f // S∗ ⊗ S
∼=h

// 0
0 // E∗ // V∗ ⊗ S
fB // S∗ ⊗ S // 0,
where h is given by h : σab 7→ σ
a
b + ε(tr σ)δ
a
b , for any local section σ
a
b of S
∗ ⊗ S.
Theorem 6.9. When B = εI,
(111) h(κ(r)) =
k+r−n−1∑
j=0
εj
(
k + r − n− 1
j
)
κj(1)κ˜(r−j).
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Proof. κ(r) is the identity bundle map on Sym
rS. For any section σ of S∗ ⊗ S, h is defined
by
h(σab ) = σ
a
b + ε(Trσ)δ
a
b ,
where h(σab ) represents the component of the image of σ under h. More generally, given a
section T of (S∗ ⊗ S)⊗r, the tensor product of r copies of h is given by hr = h1⊗h2 · · ·⊗hr,
where hi acts only on the i’th factor of (S
∗ ⊗ S)⊗r, specifically,
hi(T
a1···ar
b1···br
) = T a1···arb1···br + εT
a1···ai−1cai+1···ar
b1···bi−1cbi+1···br
δaibi .
κ(r) has components (r!)
−1δ
(a1···ar)
b1···br
, ai = 1, · · · , k, bi = 1, · · · , k, where δ
(a1···ar)
b1···br
denotes
δ
(a1
b1
δa2b2 · · · δ
ar)
br
, and (· · · ) denotes the symmetrization of indices. We denote h1 ⊗ h2 · · · ⊗ hi
by hi for i = 1, · · · r. Thus one can compute, hr(κ(r)) has components
hr((r!)−1δ
(a1···ar)
b1···br
) = (r!)−1hr−1
(
δ
(a1···ar)
b1···br
+ εδ
(a1···ar−1c)
b1···br−1c
δarbr
)
=(r!)−1hr−1
(
δ
(a1···ar)
b1···br
+ εδ
(a1···ar−1)
b1···br−1
δccδ
ar
br
+ ε
r−1∑
i=1
δ
(a1···ar−1)
b1···ˆbi···br−1c
δcbiδ
ar
br
)
,
=(r!)−1hr−1
(
δ
(a1···ar)
b1···br
+ ε(k + r − 1)δ
(a1···ar−1)
b1···br−1
δarbr
)
.
(112)
Define Ys to have components
δ
(a1···ar)
b1···br
+
s∑
t=1
∑
r−s+16i1<···<it6r
εt
(k + r − 1)!
(k + r − t− 1)!
δ
(a1···aˆi1 aˆi2 ···aˆit ···ar)
b1···bˆi1 bˆi2 ···bˆit ···br
δ
ai1
bi1
· · · δ
ait
bit
.
We claim that
(113) hr(κ(r)) = (r!)
−1hr−s(Ys),
for s = 1, 2, · · · , r. This is true for s = 1 due to (112). Let’s assume the claim is true
for some s, and prove that it is also true for s + 1. This can be shown through a direct
computation as follows:
hr−s((Ys)
a1···ar
b1···br
)
=hr−s−1
(
(Ys)
a1···ar
b1···br
+
s∑
t=0
∑
r−s+16i1<···<it6r
εt+1
(k + r − 1)!
(k + r − t− 2)!
δ
(a1···aˆr−saˆi1 aˆi2 ···aˆit ···ar)
b1···ˆbr−sbˆi1 bˆi2 ···ˆbit ···br
δ
ar−s
br−s
δ
ai1
bi1
· · · δ
ait
bit
)
,
=hr−s−1((Ys+1)
a1···ar
b1···br
).
Thus we can take s = r to have
(114) hr(κ(r)) = (r!)
−1Yr.
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Because (r − t)−1δ
(a1···aˆi1 aˆi2 ···aˆit ···ar)
b1···ˆbi1 bˆi2 ···ˆbit ···br
are the components of κ(r−t), (114) can be written as
hr(κ(r))
=κ(r) +
r∑
t=1
∑
16i1<···<it6r
εt
(k + r − 1)!(r − t)!
(k + r − t− 1)!r!
κ(r−t)κ
t
(1),
=κ(r) +
r∑
t=1
εt
(
r
t
)
(k + r − 1)!(r − t)!
(k + r − t− 1)!r!
κ(r−t)κ
t
(1),
=
r∑
t=0
(
k + r − 1
t
)
κ(r−t)κ
t
(1)ε
t.
(115)
With the aid of the combinatorial formula(
m+ n
l
)
=
m∑
i=0
(
m
i
)(
n
l − i
)
,
where
(
n
i
)
= 0 when i < 0 or i > n, one can compute, for r > n− k,
h(κ(r)) =
r∑
i=0
εi
(
k + r − 1
i
)
κ(r−i)κ
i
(1)
=
r∑
i=0
k+r−n−1∑
j=0
εjεi−j
(
k + r − n− 1
j
)(
n
i− j
)
κ(r−i)κ
i
(1)
=
k+r−n−1∑
j=0
min{n+j,r}∑
i=j
εj
(
k + r − n− 1
j
)
Ii−jκ(r−i)κ
i
(1)
=
k+r−n−1∑
j=0
εj
(
k + r − n− 1
j
)min{n,r−j}∑
i=0
Iiκ(r−j−i)κ
i
(1)

 κj(1)
=
k+r−n−1∑
j=0
εj
(
k + r − n− 1
j
)
κj(1)κ˜(r−j).
(116)

6.4. The result for the r = n − k + 1 case. We then have an algorithm to compute the
kernel for r = n− k + 1.
From Theorem 6.2, 6.1 and 6.4 we know that the kernel κ is of the form
κ =
∑
sλκλ
where sλ is a polynomial in Ii, i = 1, ..., r, the similarity invariants of the characteristic
polynomial of B. Moreover Theorem 6.2 and 6.4 guarantee that the degree of the polynomial
is no more than r.
From Theorem 6.8 we know that sλ has the form
(117) sλ =
∑
α∈Ar
sλαI
α,
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where sλα, α ∈ Ar, are independent of n.
To determine sλα, we consider specific choices of B on G(k, n) with k ≥ r. We take k ≥ r
because this is the ‘stable-range’. Namely, when k < r, some κλ might be 0 for dimension
reason, hence cannot be seen in the kernel relation even if they are there for k ≥ r.
We first work out the general h maps making the following diagram commute:
(118) V∗ ⊗ S
fB // S∗ ⊗ S
h

V∗ ⊗ S
f
B˜ // S∗ ⊗ S .
Lemma 6.10. If B˜ = (1 + kε)B + εI, 1 + kε 6= 0, then diagram (118) commutes.
Proof. Since Hom(S∗⊗S,S∗⊗S) ∼= H0(Sym2(S∗⊗S)⊕∧2(S∗⊗S)) ∼= H0(Sym2(S∗⊗S)) ∼=
C2, we have two parameters and a general map h can be written as σab 7→ k1σ
a
b + k2(tr σ)δ
a
b ,
where δab is the Kronecker delta function. It is an isomorphism when k1(k1 + k2k) 6= 0, and
the inverse is (k′1, k
′
2) = (
1
k1
,− k2
k1(k1+k2k)
).
Writing the condition h ◦ fB = fB˜ in coordinates, we have
(119) k1(c
a
i v
i
b + c
d
iB
i
jv
j
dδ
a
b ) + k2δ
a
b (c
d
i v
i
d + kc
d
iB
i
jv
j
dδ
a
b ) = c
a
i v
i
b + c
d
i B˜
i
jv
j
dδ
a
b .
Take a 6= b, we find k1 = 1. Take a = b, we have (1 + kk2)c
d
iB
i
jv
j
d + k2c
d
i v
i
d = c
d
i B˜
i
jv
j
d, i.e.
B˜ij = (1 + kk2)B
i
j + k2δ
i
j . 
This is the second transformation on B that produces isomorphic vector bundles, in ad-
dition to the similarity transformation. We will refer this as ε-Transformation, and write
(120) B˜ij = ET (B)
i
j = (1 + kε)B
i
j + εδ
i
j, 1 + kε 6= 0.
Now let’s see how to use this lemma and results of Section 6.3 to determine the general
form of the kernel.
Theorem 6.11. For a generic deformed tangent bundle E over X = G(k, n), when r =
n− k + 1, the kernel of H0(Symr(S∗ ⊗ S))→ Hr(∧rE∗) is generated by
(121) κ˜(r) =
r∑
i=0
Ii κ(r−i) · κ
i
(1).
Proof. Theorem 6.9 and diagram (65) tell us that, on G(k, n), when B = ε1I, ε1 6= −
1
k
, the
kernel is spanned by
κ˜(r),B =
r∑
i=0
Ii(B) κ(r−i) · κ
i
(1).
Thus, by Lemma 6.7 and (102), we see, when B′ =
(
B 0
0 0
)
, the kernel is spanned by
κ˜(r),B =
r∑
i=0
Ii(B) κ(r−i) · κ
i
(1) =
r∑
i=0
Ii(B
′) κ(r−i) · κ
i
(1)
28
on G(k + 1, n+ 1). Lemma 6.10 shows that h(κ˜(r),B) is in the kernel for
B′′ =
(
(1 + (k + 1)ε2)B + ε2I 0
0 ε2
)
on G(k + 1, n+ 1). Note that
det(tI +B′′) = (t+ ε2) det((t + ε2)I + (1 + (k + 1)ε2)B),
=
n∑
i=0
(t+ ε2)
n+1−iIi(B)(1 + (k + 1)ε2)
i,
=
n+1∑
m=0
tn+1−m
n∑
i=0
εm−i2
(
n+ 1− i
n+ 1−m
)
Ii(B)(1 + (k + 1)ε2)
i,
(122)
hence
Im(B
′′) =
n∑
i=0
εm−i2
(
n+ 1− i
n+ 1−m
)
Ii(B)(1 + (k + 1)ε2)
i.
From Theorem 6.9, one can compute
h(κ˜(r),B) =
r∑
i=0
Ii(B)h(κ(1))
ih(κ(r−i)),
=
r∑
i=0
Ii(B)(1 + (k + 1)ε2)
iκi(1)
r−i∑
j=0
εj2
(
n+ 1− i
j
)
κ(r−i−j)κ
j
(1),
=
r∑
m=0
κm(1)κ(r−m)
∑
i+j=m
εj2Ii(B)(1 + (k + 1)ε2)
i
(
n+ 1− i
j
)
,
=
r∑
m=0
κm(1)κ(r−m)Im(B
′′),
which shows the kernel for B′′ has the same form as B, namely (121). The same method
can be applied to B′′ in place of B, and induction shows the kernel contains κ˜(r),B˜ =∑r
i=0 Ii(B˜) κ(r−i) · κ
i
(1) for B˜ = ET
l(B), l = 0, 1, 2..., where ET 0(B) = B and ET l(B) =
ET (ET l−1(B)). In particular, if we take ε˜i = 1 + (k + i− 1)εi, then
ET 0(B) = ε1I,
ET 1(B) = diag((ε˜2ε1 + ε2)I, ε2),
ET 2(B) = diag((ε˜3ε˜2ε1 + ε˜3ε2 + ε3)I, ε˜3ε2 + ε3, ε3),
...
ET r(B) = diag((εr+1 + ε˜r+1εr + · · ·+ ε˜r+1 · · · ε˜2ε1)I,
εr+1 + ε˜r+1εr + · · ·+ ε˜r+1 · · · ε˜3ε2, · · · , εr+1),
where the parameters ε1, · · · , εr+1 are such that all the matrices above are not on the de-
generate locus. For any ξ1, · · · , ξr ∈ C such that 0 < |ξi| ≪ 1 and ξi 6= ξj for i 6= j, there is
a unique set of solutions to
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(123)


εr+1 = ξ1,
εr+1 + ε˜r+1εr = ξ2,
· · ·
εr+1 + ε˜r+1εr + · · ·+ ε˜r+1 · · · ε˜3ε2 = ξr,
εr+1 + ε˜r+1εr + · · ·+ ε˜r+1 · · · ε˜2ε1 = 0.
This implies the expression (121) is in the kernel for any deformation given by
B = diag(0, 0, · · · , 0, ξr, · · · , ξ1)
with 0 < |ξi| ≪ 1 and ξi 6= ξj for i 6= j. Since this means the expression of the kernel is given
by (121) for all I1, I2, · · · , Ir in a small open set in C
r, we see the kernel at order n− k + 1
is generated by
κ˜(r) =
∑
λ,α
sλαI
ακλ =
r∑
i=0
Ii κ(r−i) · κ
i
(1)
for a generic deformation. 
Here are some examples. For G(n− 1, n), r = 2, the result is
(124) κ = (1 + I1 + I2)κ(2) + (I1 + I2)κ(1,1).
For G(n− 2, n), r = 3, the result is
(125) κ = (1 + I1 + I2 + I3)κ(3) + (I1 + 2I2 + 2I3)κ(2,1) + (I2 + I3)κ(1,1,1).
6.5. General r. Now let’s determine elements in the kernel of the connecting map for higher
orders. Let V = V1 ⊕ L be an n dimensional vector space. Consider the inclusion of
Grassmannians X = G(k, V1) →֒ Y = G(k, V ) induced by V1 →֒ V , with [S] 7→ [S], where
S ⊂ V1 is a subspace. Note that in this case we have V|X = V1 ⊕L, S|X = S, and similarly
for their duals.
Lemma 6.12. Let B =
(
B1 ∗
0 ε
)
. Then there is a commutative diagram:
(126) V∗ ⊗ S
fB //

S∗ ⊗ S

V∗ ⊗ S|X
fB //
pi

S∗ ⊗ S|X
pi

V∗1⊗S
fB1 // S∗ ⊗ S,
given by the natural projections as vertical maps.
Proof. This is entirely analogous to Lemma 6.5. The first square is obviously commutative.
For the second one, we take the standard basis for V = V1 ⊕ L, with V1 = 〈e1, ..., en−1〉 and
L = 〈en〉. On X , each S is generated by v1, ..., vk with v
n
b = 0 for b ≤ k.
As before, we know the map fB and fB1 explicitly.
(127) fB : c
a
i 7→ c
a
i v
i
b + c
d
iB
i
jv
j
dδ
a
b ,
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and similarly for fB1 with a, i indices runs to k, n− 1 instead of k, n. Hence
(128)
π ◦ fB − fB1 ◦ π = c
a
nv
n
b +
∑n−1
j=1 c
d
nB
n
j v
j
dδ
a
b +
∑n
i=1 c
d
iB
i
nv
n
d δ
a
b ,
= 0.

Theorem 6.13. On G(k, n), with B outside the degenerate locus, we have κ˜(r) ∈ Kr for any
r ≥ n− k + 1.
Proof. To specify the dependence of the underlying variety G(k, n) and that of the map fB,
we write Kr as Kr(k, n, B). Namely, Kr(k, n, B) is the kernel of
H0(G(k, n), Symr(S∗ ⊗ S))→ Hr(G(k, n),∧rE∗)
for E∗ defined as the kernel of fB in
(129) V∗ ⊗ S
fB //
∼=g

S∗ ⊗ S
g∼=

V∗ ⊗ S
f
gBg−1// S∗ ⊗ S.
We compare Kr(k, n, B) with Kr(k, n−1, B1). The idea here is similar to that of Theorem
6.8. As a corollary of Lemma 6.12, we have
(130) 0 // Kr(k, n, B) // _

H0(Symr(S∗ ⊗ S)) // Hr(∧rE∗)

0 // Kr(k, n− 1, B1) // H
0(Symr(S∗ ⊗ S)) // Hr(∧rE∗1 ).
Taking r = n − k + 1, we have that the image of κ˜(r) ∈ Kr(k, n, B) ⊂ Kr(k, n− 1, B1) is
of the form
ı
(
κ˜(n−k+1)
)
= κ˜(n−k+1) + εκ˜(n−k)κ(1).
We know ı
(
κ˜(n−k+1)
)
∈ Kr(k, n − 1, B1) by (130), and from Theorem 6.11 we know the
second term εκ˜(n−k)κ(1) is also in the same kernel, hence κ˜(n−k+1) must be in the kernel. Up
to a change of notation, this shows that on G(k, n), we have κ˜(r) ∈ Kr for r = n − k + 2.
Then the theorem holds in general by induction. 
From Remark 5.1, we know that κ˜(r) · κµ ∈ Ks, for any r ≥ n− k+ 1 and |µ| = s− r. For
generic deformations of the tangent bundles, they generate the kernel Ks.
Theorem 6.14. For generic deformed tangent bundles, the kernel Ks is generated by κ˜(r) ·κµ,
r ≥ n− k + 1 and |µ| = s− r.
Proof. Since linear independence is an open condition, it suffices to show that for the tangent
bundle (B = 0), Ks is generated by κr · κµ, r ≥ n− k + 1 and |µ| = s− r.
Let λ = (λ1, · · · , λk). Notice that the Giambelli formula for Schur functions applies to
κλ ∈ H
0(Symr(S∗ ⊗ S)). In general it says
(131) κλ = det


κ(λ1) κ(λ1+1) · · · κ(λ1+k−1)
κ(λ2−1) κ(λ2) · · · κ(λ2+k−2)
. . . . . . . . . . . . .
κ(λk−k+1) κ(λk−k+2) · · · κ(λk)

 .
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Recall that for the tangent bundle, Ks is generated by κλ, with λ = (λ1, ..., λk), |λ| = s
and λ1 ≥ n− k + 1. Each such κλ is of the form
∑
κ(r) · κµ by the Giambelli formula, with
r ≥ n− k + 1.
It remains to show that hs(Ωs) = hs(∧sE∗) for a generic deformation. Applying Lemma A.1,
we see that the elements in the kernel correspond to Hj−1(∧j(V∗ ⊗ S) ⊗ Symr−j(S∗ ⊗ S))
with 1 6 j 6 s, thus we have
hs(Ωs) ≤ hs(∧sE∗).
From semicontinuity, for a generic deformation,
hs(Ωs) ≥ hs(∧sE∗),
and hence hs(Ωs) = hs(∧sE∗). An alternative derivation of this result is as follows. Note
that when q 6= p, by semicontinuity,
hq(∧pE∗) ≤ hq(Ωp) = 0,
hence
hq(∧pE∗) = hq(Ωp) = 0.
Since the holomorphic Euler characteristic of ∧pE∗ does not change across the flat family,
we have that hs(Ωs) = hs(∧sE∗) for generic deformations. This completes the proof. 
This is a full description of the graded module structure of the polymology. Moreover, it
implies the following description of the polymology ring. Combining theorems 5.1, 6.13 and
6.14, we have
Theorem 6.15. For generic deformed tangent bundles, the polymology ring is the ring of
symmetric polynomials in k indeterminates modulo the ideal generated by the κ˜’s, which can
be given explicitly as
(132) C[κ(1), κ(2), · · · ]/〈Dk+1, Dk+2, · · · , κ˜(n−k+1), κ˜(n−k+2), · · · 〉,
where
(133) Dm = det
(
κ(1+j−i)
)
1≤i,j≤m
,
and κ˜r is defined in Definition 6.2.
7. Non-generic situations
We now briefly discuss the non-generic situation. As mentioned in section 5, the cohomol-
ogy jump loci form a subvariety of the B-parameter space, which we denote as
Bjump = ∪B
p,q.
(Note that the cohomology H•(∧rE∗) does not jump for r ≤ n − k.) On the other hand,
the description in Theorem 6.14 could also break down in non-generic cases. Hence, we can
define another subvariety of the B-parameter space.
Define
(134) κ˜λ = det


κ˜(λ1) κ˜(λ1+1) · · · κ˜(λ1+k−1)
κ(λ2−1) κ(λ2) · · · κ(λ2+k−2)
. . . . . . . . . . . . .
κ(λk−k+1) κ(λk−k+2) · · · κ(λk)

 .
Let Vm be the locus in the B-parameter space where {κ˜λ : |λ| = m, λ1 ≥ n − k} is a
linearly dependent set. Both Vm and Bjump are codimension at least one. It is unclear how
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Vm and ∪p+q=2mB
p,q are related. Detailed examples are given in [6]; however, we leave a
precise understanding of the relationship to future work.
8. Conjectures on quantum corrections
In the companion paper [6], physics methods were used to extract both the classical and
quantum sheaf cohomology rings for Grassmannians with deformations of the tangent bundle.
Briefly, it was argued there that the quantum sheaf cohomology ring could be written as
(135)
C
[
κ(1), κ(2), · · ·
]
/
〈
Dk+1, Dk+2, · · · , κ˜(n−k+1), · · · , κ˜(n−1),
κ˜(n) + q, κ˜(n+1) + qκ(1), κ˜(n+2) + qκ(2), · · ·
〉
,
and it was also shown how this reduces classically to both the classical sheaf cohomology
ring above in the special case that q → 0, and to the ordinary quantum cohomology ring in
the special case that E = TX .
We have not yet demonstrated the result above for QSC mathematically, hence we state
the physics result above as a conjecture, left for future work.
9. Conclusions
In this paper we have proven results on the classical sheaf cohomology ring (polymology)
of Grassmannians with deformations of the tangent bundle (Theorem 6.15), the first step
towards mathematically proving the form of the quantum sheaf cohomology (QSC) ring
(135) arrived at via physics methods in the companion paper [6].
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Appendix A. A technical result
In this appendix we will establish a technical result which will be applied in the main text.
In general, given an exact sequence of holomorphic vector bundles over a complex mani-
fold X as follows,
(136) 0→ E0
i0→ E1
f1
→ E2
f2
→ · · ·
fn−1
→ En
fn
→ En+1 → 0
we can decompose it into a series of short exact sequences
0→ E0
i0→E1
f1
→ S1 → 0
0→ S1
i1→E2
f2
→ S2 → 0
...
0→ Sn−2
in−2
→ En−1
fn−1
→ Sn−1 → 0
0→ Sn−1
in−1
→ En
fn
→ En+1 → 0.
(137)
We have a long exact sequence of Cech cohomology associated with each short exact sequence.
Let’s denote by Cq(X,E) the group of q-cochains of E corresponding to some open cover
of X , also by d the coboundary map. Given α ∈ H0(X,En+1), and its representative σ0 ∈
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C0(X,En+1) with dσ0 = 0, there exists a τ0 ∈ C
0(X,En), such that fn(τ0) = σ0. In turn,
we have a σ1 ∈ C
0(X,Sn−1), such that in−1(σ1) = dτ0 with dσ1 = 0. The connecting
map φ0 : H
0(X,En+1)→ H
1(X,Sn−1) is defined by φ0(α) = φ0([σ0]) = [σ1]. Similarly, for
0→ Sm
im→ Em+1
fm+1
→ Sm+1 → 0
with m = 1, 2, · · · , n − 2, we have φn−m−1 : H
n−m−1(X,Sm+1) → H
n−m(X,Sm) defined by
φn−m−1([σn−m−1]) = [σn−m], where dσn−m−1 = dσn−m = 0, fm+1(τn−m−1) = σn−m−1, im(σn−m) =
dτn−m−1. For
0→ E0
i0→ E1
f1
→ S1 → 0,
φn−1 : H
n−1(X,S1) → H
n(X,E0) is defined by φ([σn−1]) = [σn], where dσn−1 = dσn = 0
and f1(τn−1) = σn−1, i0(σn) = dτn−1. The map δn : H
0(X,En+1)→ H
n(X,E0) is defined to
be φn−1 ◦ φn−2 ◦ · · · ◦ φ1 ◦ φ0. We can prove the following
Lemma A.1. Given a class α in H0(X,En+1), δn(α) = 0 if and only if, for any representa-
tive of α, denoted by σ0, there exists an integer s, 0 6 s 6 n−1, and a sequence σ0, σ1, · · · , σs
defined above, such that σs admits a closed inverse in C
s(X,En−s) under fn−s.
Proof. If δn(α) = 0 and α = [σ0], then φn−1 ◦ φn−2 ◦ · · · ◦ φ1 ◦ φ0([σ0]) = 0 and there
is an integer s,0 6 s 6 n − 1, such that φ([σs]) = [σs+1] = 0. From the short exact
sequence 0→ Sn−s−1
in−s−1
→ En−s
fn−s
→ Sn−s → 0, we have the long exact sequence
· · · → Hs(X,En−s)
fn−s
→ Hs(X,Sn−s)
φs
→ Hs+1(X,Sn−s−1)→ · · ·
thus [σs] ∈ kerφs = Imfn−s, then there exists [ω] ∈ H
s(X,En−s), such that fn−s([ω]) =
[σs], with ω ∈ C
s(X,En−s), dω = 0. This implies σs − fn−s(ω) is exact, and there ex-
ists η in Cs−1(X,Sn−s) such that σs = fn−s(ω)+dη. Since fn−s is surjective (in the short ex-
act sequence), we can find η˜ ∈ Cs−1(X,En−s), such that fn−s(η˜) = η. Then σ = fn−s(ω+dη˜),
i.e. σs has a closed inverse under fn−s.
Conversely, if for some 0 6 s 6 n− 1, σs has a closed inverse, say fn−s(ω) = σs, with ω ∈
Cs(X,En−s), dω = 0. We can take τs = ω in our definition of the connecting map, then
in−s−1(σs+1) = dτs = dω = 0.
But in−s−1 is injective, which implies σs+1 = 0, then φs([σs]) = [σs+1] = 0, and δn([σ0]) =
φn−1 ◦ φn−2 ◦ · · · ◦ φs([σs]) = 0. 
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