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Objet extration using a stohasti birth-and-deathdynamis in ontinuumXavier Desombes , Robert Minlos , Elena Zhizhina ∗Thème COG  Systèmes ognitifsProjet ArianaRapport de reherhe n° 6135  Marh 2007  27 pages
Abstrat: We dene a new birth and death dynamis dealing with ongurations of diss inthe plane. We prove the onvergene of the ontinuous proess and propose a disrete shemeonverging to the ontinuous ase. This framework is developed to address image proessingproblems onsisting in extrating objets. The derived algorithm is applied for tree rownextration and bird detetion from aerial images. The performane of this approah is shownon real data.Key-words: Objet extration, Stohasti modeling, Birth and death dynamis
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Extration d'objets par une dynamique stohastiqueontinue de naissane et mortRésumé : Nous dénissons une dynamique de naissane et mort s'appliquant à des ongurationsde disques dans le plan. Nous prouvons la onvergene du proessus ontinu et proposons unedisrétisation du problème onvergeant vers le as ontinu. Cette approhe est développéepour résoudre des problèmes d'analyse d'image liés à l'extration d'objets. L'algorithme quis'en déduit est appliqué aux problèmes de l'extration de houppiers et à la détetion d'oiseauxà partir d'images aériennes. Les performanes de l'approhe développée sont montrées surdes images réelles.Mots-lés : Extration d'objets, modélisation stohastique, dynamique de naissane/mort
Birth and death dynamis 31 IntrodutionWe propose a new stohasti algorithm to solve objet extration problems from images. Thealgorithm is based on an evolution of maro-objets in ontinuum. We onsider here a modelof possibly partially overlapping diss. Eah dis in the nal onguration is assoiated witha given objet in the image, for example a tree or a bird. We dene a stohasti evolutionof a set of objets onverging to the set of objets of interest in the image.The evolution under onsideration is a birth-and-death equilibrium dynamis on theonguration spae of diss (or the onguration spae of points) with a given stationaryGibbs measure (see [1, 2℄). We dene birth and death rates meeting the so-alled detailedbalane onditions. In our sheme the intensity of birth is a onstant, whereas intensitiesof death depend on the energy funtion and the urrent onguration. This hoie of rateshas been made to optimize the onvergene speed. Indeed, the volume of the spae for birthis muh bigger than the number of diss in the onguration. Eah dis an be killed witha ertain intensity depending on its neighborhood and the energy funtion. It is thereforefaster to update the death map than the birth map.We then embed the dened stationary dynamis into a simulated annealing proedurewhere the temperature of the system tends to zero in time. We thus obtain a non-stationarystohasti proess, suh that all weak limit measures have a support on ongurations giv-ing the global minimum of the energy funtion under a minimal number of diss in theonguration. The nal step is the disretization of this non-stationary dynamis. Thedisretization is a non-homogeneous (in time and in spae) Markov hain with transitionprobabilities depending on a temperature, the energy funtion and a disretization step. Weprove that:1) the disretization proess onverges to the ontinuous time proess under xed tempera-ture as the step of disretization tends to zero;2) if we apply the disretization proess to any initial measure with a ontinuous densityw.r.t. the Lebesgue-Poisson measure, then in the limit when the disretization step tendsto 0, time tends to innity and the temperature tends to 0, we get a measure onentratedon the global minima of the energy funtion with a minimal number of diss.These results onrm that the proposed algorithm based on the disretization shemetogether with the ooling proedure an be applied to problems of searhing ongurationsgiving global minima of the energy funtion.We apply this framework to objet detetion from images. In some previous works, wehave shown that marked point proesses, dened by a Gibbs measure against the Poissonproess, are adapted to suh problems by modeling simple geometri objets dened bythe marks assoiated to eah point. Moreover, interations between points allow to modelsome a priori information on the objet onguration. This approah have been applied todetet dierent features suh as road networks [3, 4℄, buildings [5℄ or trees [6℄. In these refer-enes, the optimization of the dened marked point proess is performed using a RJMCMCsheme [7℄. In the RJMCMC sheme, eah iteration onsists in perturbating one or a oupleof objets. Besides the rejetion rate indues a huge omputation time. In the proposedapproah, eah step onerns the whole onguration and there is no rejetion. We thusRR n° 6135
4 Desombes & Minlos & Zhizhinaobtained better performanes in term of omputational time, whih allow to deal with realimages of several millions of pixels. We build an energy funtion whih embeds some a prioriknowledge on the objet onguration suh as partial non overlapping between objets anda data term whih allows the objets to t the image under study. The optimization is thenperformed by using the proposed birth and death dynamis. Some results are shown on realdata for the problems of tree and bird detetion.2 Desription of the model2.1 Conguration spaeWe onsider nite systems of diss {dx1 , . . . , dxk} of the same radius r with a hard oredistane ǫ between any two elements, lying in a bounded domain V ⊂ R2. Let
γ = {xi} ∈ Γd(V ), xi ∈ V ⊂ R
2,be a onguration of the enters of diss and where Γd(V ) denotes the onguration spae ofthe diss enter in V . Sine the domain V is bounded the number of diss in any ongurationis uniformly bounded
|γ| < N =
4|V |
πǫ2
,where |V | is the volume of V . The set Γd(V ) an be deomposed into strata:
Γd(V ) =
N
⋃
n=0
Γd(V, n),where eah stratum Γd(V, n) is the set of ongurations ontaining n diss, and Γd(V, 0) =
{∅}. Sine we onsider unordered sets of diss, the set Γd(V, n) for any n > 0 an berepresented as a fator set
Γd(V, n) = V
n
d / Sn,where
V nd = {(x1, . . . , xn) ∈ V
n : |xi − xj | ≥ ǫ, i, j = 1, . . . , n, i 6= j},and Sn is the permutation group in the set (x1, . . . , xn). We dene a mapping
Πn : V
n
d → Γd(V, n), Πn(x1, . . . , xn) ∈ Γd(V, n) (1)Eah funtion F (γ), γ ∈ Γd(V ) on the spae Γd(V ) an be represented as a funtion in theFok spae:
F0, F1(x1), F2(x1, x2), . . . , FN (x1, . . . , xN ), (2)where F0 = F (∅), Fn(x1, . . . , xn) = F (Πn(x1, . . . , xn)) is a symmetrial funtion on V nd . Afuntion F on the spae Γd(V ) is said to be a smooth (ontinuous) funtion if eah funtionin (2) is a smooth (ontinuous) funtion on V nd . INRIA
Birth and death dynamis 5Let us onsider a measure in the spae Γd(V, n):
λn(A) =
Π−1n (A)
n!
, A ⊂ Γd(V, n), λ0(∅) = 1. (3)Here |Π−1n (A)| is the 2n-dimensional Lebesgue volume of the domain Π−1n (A) ⊂ V nd (aomplete preimage of A under mapping Πn). The measure λ on the spae Γd(V ), suh thatthe restrition of λ on eah stratum Γd(V, n) is given by λn, is alled the Lebesgue-Poissonmeasure.2.2 Energy funtionWe dene on the spae Γd(V ) a real-valued smooth and bounded from below funtion H(γ)whih is alled the energy funtion. We set H(∅) = 0. Then the orresponding Fokrepresentation for H has the form
H = (0, H1(x1), H2(x1, x2), . . . , HN (x1, . . . , xN )) . (4)The Gibbs distribution µVβ on the spae Γd(V ) generated by the energy H(γ) is dened bythe density pV (γ) = dµVβdλ (γ) with respet to the Lebesgue-Poisson measure λ:
pV (γ) =
z|γ|
Zβ,V
exp{−βH(γ)}, (5)with positive parameters β > 0, z > 0 and a normalizing fator Zβ,V :
Zβ,V =
∫
Γd(V )
z|γ| exp{−βH(γ)}dλ(γ) = 1 +
N
∑
n=1
zn
n!
∫
V n
d
e−βHn(x1,...,xn)dx1 . . . dxn.We formulate now some assumptions on the energy funtion HV (γ). Denote by
H̄ = min
γ∈Γd(V )
H(γ),where Γd(V ) is the losure of Γd(V ), and let
TV = {γ̄ ∈ Γd(V ) : H(γ̄) = H̄}be a set of all points from Γd(V ) giving the global minimum H̄ of the funtion H(γ). Theset TV an be written as
TV =
N
⋃
n=0
TV,n,where TV,n is a set of ongurations from TV whih are also ongurations from Γd(V, n),i.e. ontain exatly n diss.RR n° 6135
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In pratie, this energy ontains a rst term representing a priori knowledge on the dissonguration and whih is dened by interations between neighboring diss, and a seondterm, obtained from data, whih is dened for eah objet and whih an be negative.3 Convergene of measuresWe assume that1) the set TV is nite and situated in Γd(V ),2) for any onguration γ̄ ∈ TV,n any preimage (x̄1, . . . , x̄n) ∈ Π−1n (γ̄) of γ̄ is a non-degenerated ritial point of the funtion Hn, i.e.:
∂Hn
∂ymi
(x̄1, . . . , x̄n) = 0,for any i = 1, . . . , n, x̄i = (y1i , y2i ) ∈ V, m = 1, 2, and the matrix
A (γ̄) =
{
∂2Hn
∂ym1i ∂y
m2
j
(x̄1, . . . , x̄n)
}at point (x̄1, . . . , x̄n) is stritly positive-denite (this matrix is the same for all preimages ofthe onguration γ̄). We denote
B(γ̄) = det A(γ̄). (6)Theorem 1. Let n0 ∈ [0, . . . , N ] be the minimal index for whih the set TV,n is notempty. Then the Gibbs distributions µβ onverge weakly as β → ∞ to a distribution µ∞ on
Γd(V ) of the form
µ∞ =
∑
γ̄∈TV,n0
Cγ̄δγ̄ if n0 > 0, and µ∞ = δ{∅} if n0 = 0. (7)Here δγ̄ is the unit measure onentrated on the onguration γ̄, and the oeients Cγ̄ holdthe equality
∑
γ̄∈TV,n0
Cγ̄ = 1.Proof. Let F (γ) be a smooth funtion on Γd(V ). Then
〈F 〉µβ =
I(F )
Zβ,V
= (8)INRIA
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Z−1β,V



F0 +
N
∑
n=1
zn
n!
∫
V n
d
Fn(x1, . . . , xn) e
−βHn(x1,...,xn) dx1 . . . dx2



.Let us onsider eah integral in (8)
In(Fn) =
∫
V n
d
Fn(x1, . . . , xn) e
−βHn(x1,...,xn) dx1 . . . dx2separately. If the set TV,n is empty, then the integral In(Fn) meets the estimate
|In(Fn)| < e
−βhn |V nd |, (9)where
hn = minHV,n(x1, . . . , xn) > H̄.If TV,n is not empty, then the following asymptotis holds, see for example [8℄
In(Fn) = e
−βH̄


∑
γ̄∈TV,n
F (γ̄)R(γ̄)β−n/2 + β−n/2−1/2S(F, β)

 , (10)where S(F, β) is bounded as β → ∞, and
R(γ̄) =
1
(2π)n/2
B−1/2(γ̄),where B(γ̄) is dened in (6). Then bound (9) and asymptotis (10) imply that for n0 > 0and β → ∞ we get
I(F ) = F0 +
N
∑
n=1
zn
n!
In(Fn) =
e−βH̄
βn0/2


∑
γ̄∈TV,n0
F (γ̄)R(γ̄) + o(1)

 . (11)Analogously,
Zβ,V = I(1) =
e−βH̄
βn0/2


∑
γ̄∈TV,n0
R(γ̄) + o(1)

 . (12)Finally from (8), (11) and (12) we get (7) with
C(γ̄) =
R(γ̄)
∑
γ̄∈TV,n0
R(γ̄)
.The ase n0 = 0 an be studied in the same way. Sine the spae of smooth funtionsis dense in the spae of bounded funtions B(Γd(V )), we prove the weak onvergene ofmeasures µβ → µ∞ on the spae B(Γd(V )). 2RR n° 6135
8 Desombes & Minlos & Zhizhina4 A ontinuous-time equilibrium dynamisWe onsider an operator in the spae C(Γd(V )) of ontinuous bounded funtions on Γd(V )of the form:
(Lβ f)(γ) =
∑
x∈γ
eβE(x,γ\x)(f(γ\x) − f(γ)) + z
∫
V (γ)
(f(γ ∪ y) − f(γ)) dy, (13)where
V (γ) = V \D(γ), D(γ) = (∪x∈γBx(ǫ)) ∩ V,where Bx(ǫ) is the disk with enter at point x ∈ V and radius ǫ, and
E(x, γ\x) = H(γ) −H(γ\x).The operator dened in equation (13) is the generator of a birth-and-death proess in thedomain V ⊂ R2 with birth intensity b(γ, x) in the unordered onguration γ at x and deathintensity d(γ\x, x) from the onguration γ at position x respetively given by :
b(γ, x) dx = z dx, d(γ\x, x) = eβE(x,γ\x).Under this hoie of the birth and death intensities, the detailed balane ondition holds:
b(γ, x)
d(γ\x, x)
=
pV (γ)
pV (γ\x)
= z e−βE(x,γ\x),and onsequently, see for example [9℄, the orresponding birth-and-death proess assoiatedwith the stohasti semigroup Tβ(t) = etLβ is time reversible, and its equilibrium distribu-tion is the Gibbs stationary measure µVβ with density (5).Theorem 2. 1) The operator Lβ is a bounded operator in the spae of bounded funtions
B(Γd(V )) and in L2(Γd(V ), µβ), moreover Lβ is a self-adjoint operator in L2(Γd(V ), µβ).2) The family of operators Tβ(t) = etLβ , t ≥ 0 forms a self-adjoint Markov semigroup in
L2(Γd(V ), µβ), i.e.
etLβ1 = 1, and etLβF ≥ 0 for any non-negative F ∈ L2(Γd(V ), µβ). (14)3) The semigroup Tβ(t) is a ontration semigroup in B(Γd(V )).4) The semigroup Tβ(t) meets the ondition of improving positivity, i.e. for any non-negativefuntion F ≥ 0 we get Tβ(t)F > 0For the proof, see Appendix A.Corollary. The improving positivity property implies that there exists a unique xedvetor of the operators Tβ(t) = etLβ in L2(Γd(V ), µβ) (whih is equal to 1), see [10℄.The onvergene to the stationary measure µβ is guaranteed by the general result givenby C. Preston in [11℄. We onsider a family B(λ) of measures ν on the spae Γd(V ) withINRIA
Birth and death dynamis 9a bounded density p̃ν(γ) with respet to Lebesgue-Poisson measure λ. This, in partiular,implies that a density pν(γ) of the measure ν ∈ B(λ) w.r.t. a Gibbs measure µβ (for any β):
pν(γ) =
dν
dµβ
(γ)is also bounded, and onsequently, pν(γ) ∈ L2(Γd(V ), µβ). Then we an dene the evolution
νt ≡ T (t)ν of the measure ν ∈ B(λ) as follows:
〈νt, F 〉 = (Tβ(t)pν , F )µβ .Notie that property 2) of Theorem 2 implies that Tβ(t)pν is again a density w.r.t. a Gibbsmeasure, i.e.
Tβ(t)pν ≥ 0, 〈Tβ(t)pν〉µβ = 〈pν〉µβ = 1.Theorem 3. Let ν ∈ B(λ). Then for any F ∈ L2(Γd(V ), µβ) we get
〈Tβ(t)ν, F 〉 ≡ 〈νt, F 〉 = (Tβ(t)pν , F )µβ → 〈F 〉µβ . (15)The proof of theorem 3 follows from the general theorems by C. Preston [11℄.5 Approximation proessIn this setion, we dene a disrete time approximation of the proposed ontinuous birthand death proess.We onsider Markov hains Tβ,δ(n), n = 0, 1, 2, . . . on the same spae Γd(V ). The proess
Tβ,δ(n) an be desribed as follows: a onguration γ is transformed to a onguration
γ′ = γ1 ∪ γ2, where γ1 ⊆ γ, and γ2 is a onguration of enters of diss suh that
γ1 ∩ γ2 = ∅ and is distributed w.r.t. the Poisson law with intensity z.This transformation embed a birth part given by γ2 and a death part given by γ\γ1.The transition probability for the death of a partile at x (i.e. a dis with the enter at
x) from the onguration γ is given by:
px,δ =





eβE(x,γ\x) δ
1 + eβE(x,γ\x) δ
= axδ1+axδ , if γ → γ\x,
1
1+axδ
, if γ → γ (x survives). (16)with ax = ax(γ) = eβE(x,γ\x). Moreover, all the partiles are killed independently, and bothongurations γ1 and γ2 are independent.The transitions assoiated with the birth of a new partile in a small domain ∆y ⊂ V (γ)have the following probability distribution:
qy,δ =



z∆yδ, if γ → γ ∪ y,
1 − z∆yδ, if γ → γ ( no birth in ∆y). (17)RR n° 6135
10 Desombes & Minlos & ZhizhinaFinally, the transition operator Pβ,δ for the proess
Tβ,δ(n) = P
n
β,δhas the following form:
(Pβ,δf) (γ) =
∑
γ1⊆γ
∏
x∈γ1
1
1 + axδ
∏
x∈γ\γ1
axδ
1 + axδ
(18)
Ξ−1δ (γ1)
∞
∑
k=0
∫
Vk(γ1)
(zδ)k
k!
f(γ1 ∪ y1 ∪ . . . ∪ yk) dy1 . . . dyk,where Ξδ(γ) = Ξδ(V (γ), z, δ) is the normalizing fator for the onditional Lebesgue-Poissonmeasure under a given onguration of diss γ1. We prove below that the approximationproess Tβ,δ(t) ≡ Tβ,δ ([ tδ ]) onverges to the ontinuous time proess Tβ(t) uniformly onbounded intervals [0, t̄] as the disretization step δ tends to 0.Let us denote L = B(Γd(V )) a Banah spae of bounded funtions on ΓV with a norm
‖F‖ = sup
γ∈Γd(V )
|F (γ)|.Theorem 4. For eah F ∈ L
‖Tβ,δ(t)F − Tβ(t)F‖L = sup
γ
|(Tβ,δ(t)F )(γ) − (Tβ(t)F )(γ)| → 0, (19)as δ → 0 for all t ≥ 0 uniformly on bounded intervals of time.See Appendix B for the proof.Corollary. The result of theorem 4 implies that for any F,G ∈ B(Γd(V )) we get
(G, Tβ,δ(t)F )µβ → (G, Tβ(t)F )µβ as δ → 0. (20)We denote by Sβ,δ(n) an adjoint to Tβ,δ(n) semigroup ating on measures, suh that forany ν ∈ B(λ):
〈Sβ,δ(n)ν, F 〉 = (pν , Tβ,δ(n)F )µβ .We now formulate the main result about onvergene.Main theorem. Let F ∈ B(Γd(V )) and an initial measure ν ∈ B(λ). Then underrelation
δ eβb < const (21)with b = supγ∈Γd(V ) supx∈γ E(x, γ\x) we have
lim
β→∞, t→∞, δ→0
〈F 〉Sβ,δ([ tδ ])ν = 〈F 〉µ∞ , (22)INRIA
Birth and death dynamis 11where measure µ∞ is dened in Theorem 1, and 〈F 〉Sβ,δ([ tδ ])ν = 〈Sβ,δ([ tδ ])ν, F 〉.Proof. We an write as follows
〈F 〉Sβ,δ([ tδ ])ν − 〈F 〉µ∞ = (pν , Tβ,δ([
t
δ
])F )µβ − (pν , Tβ(t)F )µβ +
+(Tβ(t)pν , F )µβ − 〈F 〉µβ + 〈F 〉µβ − 〈F 〉µ∞ .Then, using the results of theorem 1 and the limit relations (7), (15) and (20) we get (22).In addition, relation (21) follows from the approximation tehnique (see appendix B, equa-tions (43) and (50)).Remark. Relation (22) determines the limit over three quantities: β → ∞, t→ ∞, δ →
0. In the approximation tehnique we used the relation (21) between δ and β:
δ = φ(β) e−βb with φ(β) = O(1) as β → ∞.Unfortunately we ould not nd the relation between t and β. If we have the relation
t = ψ(β) in an expliit form, then (22) an be rewritten as a limit when t → ∞ under tworelations β(t) = ψ−1(t) and δ(t) = φ(β(t))e−β(t)b.6 Appliation to objet detetion from numerial images6.1 ModelLet onsider a numerial image on the lattie I ⊂ Z2, dened as follows:
Y : I → Λ ⊂ N
s 7→ ys (23)Eah ys refers to the grey level at pixel s, on the lattie I = {1, · · · , NL}×{1, · · · , NC}, NL(resp. NC) being the number of lines (resp. olumns) of the analyzed image. We onsiderongurations of enters of diss γ = {xi} ∈ Γd(V ), where V = [1/2, NL+1/2]× [1/2, NC+
1/2]. Eah disk in the nal onguration represents an objet in the image. The hard oredistane ǫ is naturally taken to be equal to the data resolution: ǫ = 1 pixel. To dene theenergy H , we rst onsider some prior knowledge. We want to minimize the overlap betweenobjets. However, to obtain a more exible model w.r.t. the data and the kind of objets,we do not forbid but only penalize overlapping objets. We dene a pairwise interation asfollows:
∀{xi, xj} ∈ γ × γ,H2(xi, xj) = max
(
0, 1 −
||xj − xi||
2r
) (24)where ||.|| is the Eulidean norm and r is the radius of the underlying dis.A rst order term is then added for eah objet to t the dis onguration onto the data.We onsider that there is an objet, modeled by a dis entered at pixel s, in the image,RR n° 6135
12 Desombes & Minlos & Zhizhinaif the grey level values of the pixels inside the projetion of the dis onto the lattie arestatistially dierent from those of the pixels in the neighborhood of the dis. To quantifythis dierene we ompute the Bhattaharya distane between the assoiated distributions.Denote D1(s), the projetion of the dis with radius r entered at s onto the lattie, and
D2(s) the surrounding rown:
D1(s) = {t ∈ I : ||t− s|| ≤ r} and D2(s) = {t ∈ I : ||t− s|| ≤ r + 1}\D1(s). (25)We onsider the mean and the variane of the data of these two subsets:
µ1(s) =
∑
t∈D1(s)
yt
∑
t∈D1(s)
1
and µ2(s) = ∑t∈D2(s) yt∑
t∈D2(s)
1
σ21(s) =
∑
t∈D1(s)
y2t
∑
t∈D1(s)
1
− µ1(s)
2 and σ22(s) = ∑t∈D2(s) y2t∑
t∈D2(s)
1
− µ2(s)
2 (26)Assuming Gaussian distributions, the Bhattaharya distane between the distributions in
D1(s) and in D2(s) is then given by:
B(s) =
1
4
(µ1(s) − µ2(s))
2
√
σ21(s) + σ
2
2(s) −
1
2
log
2σ1(s)σ2(s)
σ21(s) + σ
2
2(s)
. (27)From this distane between the two distributions, a rst order energy term is built:
∀xi ∈ γ, H1(xi) =



(
1 − B(i)T
) if B(i) < T
(
exp−B(i)−T3B(i) − 1
) if B(i) ≥ T (28)where i is the losest point to xi on the lattie, and T is a threshold parameter. Finally,under the hard ore onstraint, the global energy is written as follows:
H(γ) = α
∑
xi∈γ
H1(xi) +
∑
{xi,xj}∈γ×γ,i6=j
H2(xi, xj) (29)where α is a weighting parameter between the data term and the prior.6.2 AlgorithmThe algorithm simulating the proess is dened as follows: Computation of the rst order term: For eah site s ∈ I ompute H1(s) fromthe data Computation of the birth map: To speed up the proess, we onsider a nonhomogeneous birth rate to favor birth where the rst order term is low (i.e. where thedata tend to dene an objet):
∀s ∈ I, b(s) = 1 + 9
maxt∈I H1(t) −H1(s)
maxt∈I H1(t) − mint∈I H1(t)
. (30)INRIA
Birth and death dynamis 13The normalized birth rate is then given by:
∀s ∈ I, B(s) =
zb(s)
∑
t∈I b(s)
(31)This non homogeneous birth rate refers to a non homogeneous referene Poisson mea-sure. It has no impat on the onvergene to the global minima of the energy funtionbut do have an impat on the speed of onvergene in pratie by favoring birth inrelevant loations. Main program: initialize the inverse temperature parameter β = β0 and the dis-retization step δ = δ0 and alternate birth and death steps Birth step: for eah s ∈ S, if xs = 0 (no point in s) add a point in s (xs = 1)with probability δB(s) (note that the hard ore onstraint with ǫ = 1 pixel issatised). Death step: onsider the onguration of points x = {s ∈ I : xs = 1} and sortit from the highest to the lowest value of H1(s). For eah point taken in thisorder, ompute the death rate as follows:
dx(s) =
δax(s)
1 + δax(s)
, (32)where:
ax(s) = exp−β (H(x/{xs}) −H(x)) . (33)and kill s (xs = 0) with probability d(s). Convergene test: if the proess has not onverged, derease the temperatureand the disretization step by a given fator and go bak to the birth step. Theonvergene is obtained when all the objets added during the birth step, andonly these ones, have been killed during the death step.6.3 ResultsThe rst appliation we address onerns tree rown extration from aerial images. Weonsider 50m resolution images of poplars. Some examples of the obtained results aregiven on gures 1 and 2. The results are satisfatory. One an remark a few false alarms ongure 1, on the border on the plantation, due to shadows and a few misdetetion on gure 2on small trees for whih the hosen radius (3 pixels) is too big.The seond appliation onerns the ounting of amingo population. An extrat of theobtained result is given on gure 3 for the initial image and on gure 4 for the deteted birds.Almost all the birds have been orretly deteted. The full image ontains 6128×3920 pixelsand has been analyzed in ten minutes on a bi-proessor 2GHz PC. This represents a mainadvantage with respet to more standard optimization tehniques based on a RJMCMCsampler [6, 12℄. Indeed, the speed of onvergene and the omputational eieny of theproposed algorithm allow us to deal with with huge sets of data in a reasonable time.RR n° 6135
14 Desombes & Minlos & Zhizhina7 ConlusionIn this report, we have proposed a new approah for deteting objets in an image. Thisapproah is based on a birth and death proess. We have proven the onvergene of theontinuous proess. We then have desribed a disretization sheme and proven its on-vergene to the ontinuous proess. From this general framework, we have proposed a dismodel whih permits the detetion of objets in a given image. Two appliations, onerningtree and bird detetion, have shown the relevene of the proposed approah. The two mainadvantages of this tehnique are its generality and its omputational eieny.Next steps will onern the generalization of the model to a broader lass of objets.Taking into aount other kinds of objets suh as ellipses or retangles is straightforward.However, it will be interesting to embed some randomness in the denition of objets.Dealing with random radius or more generally random marks assoiated with the points inthe onguration will inrease the appliation domain of this promising approah. To taklethis new generation of models, we are urrently working of new dynamis for addressinggeometri hanges in the onguration suh as objet dilation, translation, rotation or objetsplitting and merging.
INRIA
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Figure 1: Result on a poplar plantation (top: initial image© IFN, bottom: deteted trees)RR n° 6135
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Figure 2: Result on a poplar plantation (top: initial image© IFN, bottom: deteted trees)
INRIA
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Figure 3: Bird population © Station Biologique Tour du ValatRR n° 6135
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Figure 4: Deteted birds from the image shown on gure 3 INRIA
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s 19Appendix A. Proof of theorem 2.1) The boundness of Lβ is obvious, and then we an dene the semigroup Tβ(t) as theexponent of the operator Lβ using the usual espansion for the exponent. Self-adjointnessfollows from the detailed balane ondition and the boundness of the operator Lβ.2) Sine Lβ1 = 0 we get etLβ1 = 1. The seond ondition in (14) follows from the analogousproperty of the operators Pnβ and the onvergene of the approximation proess assoiatedwith transition operator Pβ (see appendix B).3) Using relations
Tβ(t) = e
tLβ = lim
n→∞
(
E +
t
n
Lβ
)n (34)and
(
E +
t
n
Lβ
)
f(γ) =
(
1 −
t
n
(
∑
x∈γ
eβE(x,γ\x) + zV (γ)
))
f(γ) +
t
n
∑
x∈γ
eβE(x,γ\x)f(γ\x) +
t
n
z
∫
V (γ)
f(γ ∪ y) dy (35)we obtain that, for any t > 0 and for large enough n, all oeients in the deomposition(35) are positive, and moreover,
∣
∣
∣
∣
(
E +
t
n
Lβ
)
f(γ)
∣
∣
∣
∣
≤
∣
∣
∣
∣
(
E +
t
n
Lβ
)
|f |(γ)
∣
∣
∣
∣
≤ sup
γ
|f(γ)|.Thus,
sup
γ
∣
∣
∣
∣
(
E +
t
n
Lβ
)
f(γ)
∣
∣
∣
∣
≤ sup
γ
|f(γ)|, (36)and applying inequality (36) n times we still keep the same bound:
sup
γ
∣
∣
∣
∣
(
E +
t
n
Lβ
)n
f(γ)
∣
∣
∣
∣
≤ sup
γ
|f(γ)| for all large enough n ∈ N.Consequently, Tβ(t) is a ontration semigroup in B(Γd(V )), i.e.
sup
γ
|(Tβ(t) f)(γ)| ≤ sup
γ
|f(γ)|.4) Using (35) we have:
(
E +
t
n
Lβ
)
f = B0f +
t
n
B+f +
t
n
B−f,where
(B0f)(γ) =
(
1 −
t
n
(
∑
x∈γ
eβE(x,γ\x) + zV (γ)
))
f(γ) >
(
1 −
t
n
R
)
f(γ),RR n° 6135
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(B−f)(γ) =
∑
x∈γ
eβE(x,γ\x)f(γ\x), (B+f)(γ) = z
∫
V (γ)
f(γ ∪ x)dx,and
R = max
γ
(
∑
x∈γ
eβE(x,γ\x) + zV (γ)
)
< ∞.For any given t > 0, if n is large enough, then 1 − tRn > 0. The following deompositionholds:
(
E +
t
n
Lβ
)n
f =
∑
(σ1,...,σn)
σi=0,+,−
Bσ1Bσ2 . . . Bσn
(
t
n
)n+ ( t
n
)n−
f, (37)where n± is the number of ” + ” or orrespondingly ” − ” in the sequene (σ1, . . . , σn), andthe sum is taken over all sequenes (σ1, . . . , σn) with σi = 0,+,−. Eah term in (37) isnon-negative if f is a non-negative funtion and if n is large enough.Let us onsider two ases. If f(∅) > 0, then we show that for any γ 6= ∅ the sum



∑
(σ1,...,σn)
n−=k
Bσ1Bσ2 . . . Bσn
(
t
n
)k
f



(γ) ≡ (I(k)n f)(γ) > ckf(∅), (38)where |γ| = k and a onstant ck > 0 does not depend on n. The sum in (38) is taken over allsequenes (σ1, . . . , σn) free from pluses with n− = k. Indeed, we have for all large enough n
(I(k)n f)(γ) >
(
1 −
t
n
R
)n−k
Bk−(γ, ∅) C
k
n
(
t
n
)k
f(∅),with the orresponding matrix element of the operator Bk−
Bk−(γ, ∅) = k! e
βH(γ).Sine for any xed t, R, k
(
1 −
tR
n
)n−k
Ckn
(
t
n
)k
→
tk
k!
e−tR as n→ ∞,we have for large enough n
(
1 −
tR
n
)n−k
Ckn
(
t
n
)k
>
tk
2 k!
e−tR.Consequently, for any γ with |γ| = k
(I(k)n f)(γ) >
1
2
tk eβH(γ)−tR f(∅) ≡ ck f(∅), (39)INRIA
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s 21and in the limit (34) as n→ ∞ relations (37) - (39) imply that
(
etLβf
)
(γ) > ckf(∅) > 0.Assume now that f(∅) = 0 and f(γ) > 0 on a set Q ⊂ Γd(V, k) of a positive measure
λ(Q) > 0. We onsider in the sum (37) the following term
∑
(σ1,...,σn)
n+=k
Bσ1Bσ2 . . . Bσn
(
t
n
)k
≡ J (k)n ,where the sum is taken over all sequenes (σ1, . . . , σn) free from minuses with n+ = k. Thenas above we have for all large enough n
(J (k)n f)(∅) >
(
1 −
tR
n
)n−k
Ckn
(
t
n
)k ∫
Q
(Bk+)(∅, γ)f(γ)dλ >
tk
2 k!
e−tR
∫
Q
(Bk+)(∅, γ)f(γ)dλ.Taking the limit (34) as n→ ∞ we have
(
etLβf
)
(∅) >
tk
2 k!
e−tR
∫
Q
(Bk+)(∅, γ)f(γ)dλ > 0.Thus using results of the previous ase we get that for any γ
(
e2tLβf
)
(γ) > 0.Theorem 2 is proved ompletely.Appendix B. Convergene of the approximation proesses.Proof of theorem 4.To prove the onvergene of the orresponding semigroup
Tβ,δ(t) = P
[ t
δ
]
β,δ → Tβ(t), δ → 0uniformly on bounded intervals of time t we use here the following approximation theorem:Theorem [13℄. For n = 1, 2, . . . let Tn be a linear ontration on a Banah spae L,and let δn be positive numbers. We set:
Ln =
1
δn
(Tn − E).RR n° 6135
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ombes & Minlos & ZhizhinaAssume that limn→∞ δn = 0.Let {T (t)} be a strongly ontinuous ontration semigroup on the Banah spae L withgenerator L, and let C be a ore for L. Then the following propositions are equivalent:a) for eah f ∈ L
‖Tn(t)f − T (t)f‖L → 0, as δn → 0for all t ≥ 0 uniformly on bounded intervals;b) for eah f ∈ C
‖Lnf − Lf‖L → 0, as δn → 0.We denote by Lβ,δ the generator of the proess Tβ,δ dened by transition probabilities(18) (homogeneous in time):
(Lβ,δf)(γ) =
1
δn
((Pβ,δf) (γ) − f(γ)) = (40)
1
δn


∑
γ1⊆γ
∏
x∈γ\γ1
(axδn)
∏
x∈γ
1
1 + axδn
Ξ−1δ (γ1)
∞
∑
k=0
∫
Vk(γ1)
(zδn)
k
k!
f(γ1 ∪ y1 ∪ . . . ∪ yk) dy1 . . . dyk − f(γ)



=
1
δn
(
Ξ−1δ (γ)
∏
x∈γ
1
1 + axδn
f(γ) − f(γ)
)
+
1
δn
Ξ−1δ (γ\x)
∏
y∈γ
1
1 + ayδn
∑
x∈γ
axδn f(γ\x) +
1
δn
Ξ−1δ (γ) zδn
∏
y∈γ
1
1 + ayδn
∫
V (γ)
f(γ ∪ ỹ) dỹ +
1
δn
∑
γ̃⊆γ
Ξ−1δ (γ\γ̃)
∑
k:|γ̃|+k≥2
(zδn)
k
k!
∏
y∈γ
1
1 + ayδn
∏
x∈γ̃
axδn
∫
Vk(γ\γ̃)
f((γ\γ̃) ∪ y1 ∪ . . . ∪ yk) dy1 . . . dyk.We take here as a ore C = B(Γd(V )) a whole set of bounded funtions on ΓV . Let usonsider the following theorem, proved in appendix C:Theorem 5. Let us denote
∆δf = Lβ,δf − Lβf. INRIA
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s 23Then
sup
γ
|∆δf(γ)| → 0 as δ → 0 (41)for eah f(γ) ∈ B(ΓV ).Finally, relation (41) immediately implies onvergene (19) of the semigroups in theuniform norm of the spae L by the above approximation theorem. Theorem 4 is proved.Appendix C. Proof of theorem 5.Some preliminary expansions.Remark. We have for any x ∈ γ
E(x, γ\x) ≤ b, (42)so that
ax ≡ e
βE(x,γ\x) ≤ eβb (43)and let
a = a(β) = sup
γ∈Γd(V )
sup
x∈γ
ax < ∞.Lemma 1. The normalizing fator Ξ−1δ (γ) from (18) an be written as
Ξ−1δ (γ) = 1 − zδ|V (γ)| + O
(
z2δ2
) as δ → 0. (44)Proof. Sine
Ξδ(γ) = 1 +
∞
∑
m=1
(zδ)m
m!
∫
Vm(γ)
dy1 . . . dym = 1 + zδ|V (γ)| +
∞
∑
m=2
(zδ)m
m!
Vmwith Vm < |V (γ)|m < |V |m, m ≥ 2, we an write
Ξδ(γ) = 1 + zδ|V (γ)| + O(z
2δ2). (45)Thus, (45) implies (44). 2Using the Taylor expansions
ln(1 + x) = x−
x2
2
ξ′, ξ′ ∈ (4/9, 4) as |x| < 1
2
, (46)and
ex = 1 + x+
x2
2
eξ, ξ ∈ (0, x), (47)RR n° 6135
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ombes & Minlos & Zhizhinawe have for small enough δ:
1
1 + axδ
= e− ln(1+axδ) = e−axδ+
ξ1
2 a
2
xδ
2
,
∏
x∈γ
1
1 + axδ
= e
−δ
∑
x∈γ
ax+
ξ1
2 δ
2 ∑
x∈γ
a2x
. (48)Then using (44), (48) and relation ξ12 δ2∑x∈γ a2x = O(a2δ2) we have for all small enough δ:
Ξ−1δ (γ)
∏
x∈γ
1
1 + axδ
−
(
1 − δ
∑
x∈γ
ax − z δ |V (γ)|
)
= (49)
(
1 − zδ|V (γ)| +O
(
(zδ)2
))
e−δ
∑
ax+δ
2 ξ1
2
∑
a2x −
(
1 − δ
∑
ax − δz|V (γ)|
)
= O
(
δ2(a2 + z2)
)
.We assume here that
δ a = δ a(β) < const, (50)whih is of ourse true for any xed β and small enough δ. Let us write now the expressionfor ∆δf(γ) using (40) and (13):
(∆δf)(γ) =
1
δ
((Pδf)(γ) − f(γ)) − (51)
∑
x∈γ
ax(γ) (f(γ\x) − f(γ)) − z
∫
V (γ)
(f(γ ∪ y) − f(γ)) dy =
1
δ
(
Ξ−1δ (γ)
∏
x∈γ
1
1 + axδ
f(γ) − f(γ)
)
+
+
∑
x∈γ
ax(γ) f(γ) + z |V (γ)| f(γ) +
1
δ
∑
x∈γ
ax(γ)δ Ξ
−1
δ (γ\x)
∏
y∈γ
1
1 + ayδ
f(γ\x) −
∑
x∈γ
ax(γ)f(γ\x) +
1
δ
Ξ−1δ (γ) z δ
∏
y∈γ
1
1 + ayδ
∫
V (γ)
f(γ ∪ y) dy − z
∫
V (γ)
f(γ ∪ y) dy +
1
δ
∑
γ̃⊆γ
Ξ−1δ (γ\γ̃)
∑
k:|γ̃|+k≥2
(zδ)k
k!
∏
x∈γ̃
axδ
∏
y∈γ
1
1 + ayδ
∫
Vk(γ\γ̃)
f(γ\γ̃ ∪ y1 ∪ . . . ∪ yk) dy1 . . . dyk.
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s 25Estimation of the oeients in (51).Let us estimate the terms with f(γ), f(γ\x), f(γ ∪ y) in (51) separately.Using (49) and boundedness of f(γ) we have:
∣
∣
∣
∣
∣
1
δ
(
Ξ−1δ (γ)
∏
x∈γ
1
1 + axδ
f(γ) − f(γ)
)
+
(
∑
x∈γ
ax(γ) + z|V (γ)|
)
f(γ)
∣
∣
∣
∣
∣
= O(δ(a2 + z2)), δ → 0. (52)Analogously, we an estimate the oeients before f(γ\x) and f(γ ∪ y):
∣
∣
∣
∣
∣
∑
x∈γ
ax
(
Ξ−1δ (γ\x)
∏
y∈γ
1
1 + ayδ
− 1
)
f(γ\x)
∣
∣
∣
∣
∣
=
∣
∣
∣
∣
∣
∑
x∈γ
ax
(
(
1 − zδ|V (γ\x)| +O(z2δ2)
)
e−δ
∑
ax+
ξ1
2 δ
2∑ a2x − 1
)
f(γ\x)
∣
∣
∣
∣
∣
≤
a|γ|
(
δ(a|γ| + z|V |) + δ2 (A2|γ| +A3z
2|V |2)
)
Kf = O(δa(z + a)). (53)And
z
∣
∣
∣
∣
∣
∣
∣
∫
V (γ)
(
Ξ−1δ (γ)
∏
x∈γ
1
1 + axδ
− 1
)
f(γ ∪ y) dy
∣
∣
∣
∣
∣
∣
∣
≤
z|V |
(
δ(a|γ| + z|V |) + δ2(A2|γ| +A3z
2|V |2)
)
Kf = O(δz(z + a)). (54)Let us estimate now the last term in (51). Using that
Ξ−1δ (γ) ≤ 1,
∏
y∈γ
1
1 + ayδ
≤ 1,and supγ |f(γ)| < Kf we have
1
δ
∑
γ̃⊆γ
Ξ−1δ (γ\γ̃)
∑
k:|γ̃|+k≥2
(zδ)k
k!
∏
x∈γ̃
axδ
∏
y∈γ
1
1 + ayδ
∫
Vk(γ\γ̃)
f(γ\γ̃ ∪ y1 ∪ . . . ∪ yk) dy1 . . . dyk ≤
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Kf
δ
∑
γ̃⊆γ
(aδ)
|γ̃|
∑
k≥0:|γ̃|+k≥2
(z|V |δ)k
k!
≤
Kf
δ
aN
∑
m=0,...,|γ|
k≥0:m+k≥2
Cm|γ| δ
m (z|V |δ)
k
k!
=
Kf
δ
aN
(
ez|V |δ(1 + δ)|γ| − 1 − |γ|δ − z|V |δ
)
= O(δ + δz + δz2). (55)Here we used that
(1 + δ)|γ| = e|γ| ln(1+δ) = eδ|γ| + O(δ2) for small δ > 0.Finally, from (51), (52), (53), (54), (55) it follows that for any f(γ) ∈ B(Γd(V ))
sup
γ
|∆δf(γ)| → 0 as δ → 0,and onsequently,
‖Lβ,δf − Lβf‖B(Γd(V )) → 0 as δ → 0.Theorem 5 is ompletely proved.Referenes[1℄ L. Bertini, N. Canrini, and F. Cesi, The spe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