Many real-world decision problems are characterized by multiple objectives which must be balanced based on their relative importance. In the dynamic weights setting this relative importance changes over time, as recognized by Natarajan and Tadepalli (2005) who proposed a tabular Reinforcement Learning algorithm to deal with this problem. However, this earlier work is not feasible for reinforcement learning settings in which the input is high-dimensional, necessitating the use of function approximators, such as neural networks. We propose two novel methods for multi-objective RL with dynamic weights, a multi-network approach and a single-network approach that conditions on the weights. Due to the inherent non-stationarity of the dynamic weights setting, standard experience replay techniques are insufficient. We therefore propose diverse experience replay, a framework to maintain a diverse set of experiences in the replay buffer, and show how it can be applied to make experience replay relevant in multiobjective RL. To evaluate the performance of our algorithms we introduce a new benchmark called the Minecart problem. We show empirically that our algorithms outperform more naive approaches. We also show that, while there are significant differences between many small changes in the weights opposed to sparse larger changes, the conditioned network with diverse experience replay consistently outperforms the other algorithms.
Introduction
In reinforcement learning (RL) (Sutton and Barto 1998), an agent learns to behave in an unknown environment based on the rewards it receives. In single objective RL these rewards are scalar. However, most real-life problems are more naturally expressed with multiple objectives. For example, autonomous drivers need to minimize travel time and fuel consumption, while maximizing safety (Xiong et al. 2016) .
When user utility in a multi-objective problem is defined as a linear scalarisation with weights per objective that are known in advance and fixed throughout learning and execution, the problem can be solved via single-objective RL. However, in many cases the weights can either not be determined in advance (Roijers and Whiteson 2017) or linear scalarization does not apply because the user utility cannot be expressed with a linear function (Moffaert and Nowé 2014) . In this paper, we focus on the setting where the weights are linear, but not fixed. Specifically, the parameters of the scalarization function change over time. For example, if fuel costs increase, a shorter travel time could no longer be worth the increased fuel consumption. This is called the dynamic weights setting (Natarajan and Tadepalli 2005) .
In many RL problems, agents need to learn from raw input, e.g., the images captured by cameras mounted on the driven car. In recent years, Deep RL (Mnih et al. 2013; Mnih et al. 2015 ; Van Hasselt, Guez, and Silver 2016; Mnih et al. 2016) has allowed for RL to be applied to problems in which the input consists of one or more highdimensional images. However, research in Deep RL has mostly been limited to single-objective problems.
In this paper, we study the possibilities of Deep RL in the dynamic weights setting and show how transfer learning techniques can be leveraged to increase the learning speed by exploiting information from past policies. For tabular RL, these principles have previously been applied to, e.g., Buridan's ass problem (Natarajan and Tadepalli 2005) . However, because of its small and discrete state space this problem is not representative of complex real-world problems which often have vast or even continuous state spaces. In such complex problems, tabular RL is not feasible.
To tackle high-dimensional problems, we propose two distinct algorithmic approaches: a multi-network (MN) algorithm, in which each network handles a subset of the weight-space; and a conditioned network (CN) algorithm, in which a multi-objective DQN is augmented to output weight-dependent Q-value-vectors. Furthermore, we introduce diverse experience replay (DER) to maintain an unbiased replay buffer across weight changes.
To benchmark the quality of our algorithms, we propose the first non-trivial high-dimensional multi-objective benchmark problem: the Minecart problem. From raw visual input, an agent in Minecart must learn to immediately adapt to the day's prices of different resources to efficiently mine them while minimizing fuel consumption.
We test the performance of our algorithms on two dynamic weight change scenarios and find that, unlike nonadaptive Deep RL methods, our algorithms can quickly adapt to sparse abrupt weight changes when enhanced with DER. In contrast, when the interval between weight changes is short, only CN can continuously learn and achieve closeto-optimal performance. arXiv:1809.07803v1 [cs. LG] 20 Sep 2018 Background This section defines Markov Decision Processes and Q-Learning, then briefly reviews the Deep RL literature and Multi-objective RL.
Markov Decision Process In RL, agents learn how to act in an environment in order to maximize their cumulative reward. A popular model for such problems are Markov Decision Processes (MDP), defined by a set of states S, a set of actions A, a transition function T which maps the state s t and action a t to a probability over all possible next states s t+1 , and a reward function R which maps each state s ∈ S and action taken in it to an expected immediate reward r t = R(s t , a t ). Under the standard assumption that future rewards are discounted by a constant factor γ ∈ [0, 1], the goal of the agent is to find a policy π * (a|s) that maximizes the expected cumulative reward of the agent, i.e., its return, g T = T t=1 γ t−1 r t . We define a trajectory τ as a sequence of transitions from some state s i to a state s j+1 ; τ = [(s i , a i , r i , s i+1 ), ..., (s j , a j , r j , s j+1 )]
Value Functions The value function V π : S → R of a policy π maps a state to the expected return obtained from that state, when π is followed, i.e., V (s) = E π [ ∞ t=1 γ t−1 r t |s 1 = s]. Correspondingly, the Q-function Q π : S × A → R maps a state-action pair to the expected return obtained from that state when the action is executed, and then π is followed from the next state on. The value function V * and Q-function Q * that correspond to the optimal policy π * are the optimal value functions. The optimal policy π * can be computed from the optimal Q * function; π * (a|s) = 1[a = argmax a Q * (s, a )], i.e., the agent executes, at every time-step, the action whose Q-Value in the current state is maximal. This is the greedy policy w.r.t. Q * . The stateless value for a policy π is defined as V π = s∈S µ(s)V π (s), with µ(s) the probability distribution over initial states.
Q-Learning Q-learning (Watkins 1989) is a reinforcement learning algorithm that allows an agent to learn Q * for any (finite) MDP based on interactions with the environment. At every time-step, the agent observes the state s t , executes a t ∼ π(s t ), receives a reward r t , then observes the next state s t+1 . Based on this (s t , a t , r t , s t+1 ) experience tuple, the agent updates its estimate of Q * at it-
, with α > 0 a small learning rate. Q-learning is proven to converge under reasonable assumptions (Tsitsiklis 1994).
Deep Q-Learning (DQN) (Mnih et al. 2013 ) is the state of the art approach to generalize the Q-Learning to high-dimensional environments. DQN approximates the Qfunction by a neural network parameterized by θ. At every time step t, the (s t , a t , r t , s t+1 ) experience tuple is added to an experience buffer D and the Q-network is optimized on the loss L t (θ t ) computed on a minibatch of experiences:
and θ − the parameters of the target network. Training towards a fixed target network prevents approximation errors from propagating too quickly from state to state. Sampling experiences to train on (experience replay) increases sample efficiency and reduces correlation between training samples. Prioritized experience replay (Schaul et al. 2015) improves training time by sampling transitions with large errors, thus focusing on transitions from which the agent can learn more.
Multi-objective RL Multi-Objective MDPs (MOMDP) (White and Kim 1980) are MDPs with a vector-valued reward function r t = R(s t , a t ). Each component of r t corresponds to one objective. A scalarization function f maps the multi-objective value V π of a policy π to a scalar value, i.e., the user utility. In this paper we focus on linear f ; each objective, i, is given a weight w i , such that the scalarization function becomes f (V π , w) = w · V π . An optimal solution for an MOMDP under linear f is a convex coverage set (CCS), i.e., a set of policies containing at least one optimal policy for any linear scalarization (Roijers et al. 2013) .
Building a complete CCS in advance can sometimes be undesirable. This can be the case in the dynamic weights setting. In this setting, the weights of the scalarization function f can vary over time, and there is typically not enough time to learn an entire CCS beforehand. Instead, the agent should learn and apply policies on-the-fly as the weight vector changes. In tabular RL, Natarajan and Tadepalli (2005) have shown that instead of restarting training from scratch every time w changes, it is highly beneficial to continue learning from a previously learned policy. When the weight vector w changes to another value w , the policy π that was learned for w is stored in a set of policies Π, along with its value vector V π . As an initial policy for the new weight vector w , they select from Π the past policy with the highest scalarized value; π init = argmax π∈Π V π · w .
To learn vector-valued Q-functions for a given w, scalarized deep Q-learning (SDQL) (Mossalam et al. 2016 ) extends the DQN algorithm to MORL, by modifying the loss:
Algorithms
Existing Deep (MO)RL algorithms are insufficient in the Dynamic Weights setting because they either build a complete set of policies in advance or spend a long time adapting to weight changes. We propose two approaches to allow an agent to quickly perform well and immediately adapt to changes in the weight vector. First, we propose to gradually build a set of neural networks, each optimal for a different region of the weight-space. Second, we propose a method that trains a single neural network to output conditioned Q-values. Finally, we propose diverse experience replay to counter the replay buffer's bias to recent weight vectors.
Multi-Network (MN)
In line with existing work on dynamic weights (Natarajan and Tadepalli 2005) and multi-objective deep RL for different settings (Mossalam et al. 2016) , we propose a first algorithm that gradually builds a set of policies represented Figure 1 : Features are extracted from the raw input by convolutional layers followed by a fully connected layer. The extracted features (output of (b)) are fed into a Multi-Objective Dueling DQN head (d). The conditioned architecture feeds a weight input (c) into the Q-value head (link (e)).
by Q-networks, Π. The key insights of this approach are that; (1) for a given weight vector w we can train a multiobjective Q-network to perform well for the region of the weight-space around w, (2) by training multiple Q-networks on different weight vectors we can cover more regions of the weight-space, and (3) we can speed up learning by knowledge transfer from previously trained neural networks. By only storing un-dominated Q-networks (i.e., Qnetworks that are optimal for at least one encountered 1 weight vector), we gradually approximate Π, a subset of the CCS relevant to the encountered weights. Because a CCS is typically relatively small, the number of networks we need to train and maintain in memory is also expected to be small.
In MN, a policy π w is trained for the active weight vector w following scalarized deep Q-learning. When the active weights change, the stateless value 2 of the policy π w , V πw , is compared to all previously saved policies. If V πw improves upon the maximum scalarized value of the policies already in Π for at least one past weight vector, including the current weight vector w, it is saved, otherwise it is discarded. To limit memory usage and ensure fast retrieval by keeping Π small, all old policies made redundant by π w are removed from Π. A policy is redundant if it is not the best saved policy for any of the encountered weight vectors. Because of the approximation error of neural networks, we consider state-less values V π to be equivalent for a given weight vector w if their scalarized values are within an error κ of each other, i.e, |V π · w − V π · w| < κ, in which case we favor the newer policy. 3
Model initialisation As it would be sample-inefficient to restart training a network from scratch for each encountered w, we hot-start learning for each new w by copying the policy π ∈ Π whose scalarized value V π · w is maximal. Following previous transfer learning approaches (Mossalam et al. 2016; Parisotto, Ba, and Salakhutdinov 2015; Du et al. 2016; Chaplot et al. 2016; Gutstein, Fuentes, and Freudenthal 2008) , MN copies parameters from a source network (π 's Q-network) to the current policy's Q-network.
Please see the appendix for a detailed algorithm of MN.
Conditioned Network (CN)
The multi-network approach can build up an approximate partial CCS if there is enough time and memory to train and maintain each policy. However, because the individual networks do not generalize over weights that are further apart, the multi-network approach may be unable to cope with large weight changes, and learning may be less efficient than if the networks could generalize over multiple weights. We therefore propose Conditioned Network (CN), in which a single network is trained to output Q-value-vectors conditioned on an input weight vector ( Figure 1 ). We prevent this essential weight input from being obfuscated by the much larger state-information by feeding the weights into the Qvalue heads (link (e)), rather than earlier layers. As the network learns to extract features across all possible optimal policies, we expect it to generalize better over weights that are dissimilar to previously encountered weights.
To ensure the network outputs accurate weight-dependent Q-values, we need to take additional risks into account; Training the network towards the same optimal policy (i.e., on a sequence of weights that share the same optimal Qvalues) for an extended period could lead it to ignore the input weight vector. Similarly, if we train the network on the same weight vector for an extended period, it might integrate the input weights as if they were bias units, leading to inaccurate Q-values when the weight-vector changes. Furthermore, if we do not maintain trained policies, the network may overfit to the current region of the weight space and forget past policies. Therefore, we propose that samples should be trained on more than one weight vector at a time. Specifically, to promote quick convergence for the new weight vector's policy and to maintain previously learned policies, each experience tuple in a mini-batch is updated w.r.t. the current weight vector and a random previously encountered weight vector. Given a minibatch of B transitions, we compute the loss for a given transition (s j , a j , r j , s j+1 ) as the sum of the loss on the active weight vector w t and on w j randomly sampled from the set of encountered weights;
where Q CN (a, s; w) is the network's Q-value-vector for action a in state s and weight vector w. Training the same sample on two different weight vectors has the additional advantage of forcing the network to identify that different weight vectors can have different Q-values for the same state.
Please see the appendix for a detailed algorithm of CN.
Diverse Experience Replay
A particular challenge to using experience replay for Deep MORL is that experiences obtained through a weight vector's optimal policy are typically harmful to another weight vector's training process. Existing Deep MORL approaches circumvent this problem by resetting the replay buffer when the trained policy changes and restarting the exploration phase. These additional exploration phases can have a prohibitive impact on an agent's performance in the dynamic weights setting. To ensure the agent learns appropriately, the replay buffer must contain experiences relevant 4 to any future weight vector's optimal policy. This is often not the case when using a standard replay buffer, as it is biased towards recently encountered weight vectors. A policy π w trained exclusively on experiences obtained through another policy π w will typically diverge from the optimal policy for w.
Making the replay buffer larger such that early experiences obtained through random exploration are still present is impractical for two reasons; (1) Unless the memory replay is infinite, older experiences could still be erased before reaching areas of the weight-space which need them. And (2), even if these relevant experiences are still present, they could be vastly outnumbered. Therefore, we consider an alternative solution with the aim of consistently providing relevant experiences to a learner for any given weight vector. We propose diverse experience replay (DER), a framework to maintain a diverse replay buffer from which relevant experiences can be sampled for weight vectors whose policies have not been applied recently. DER replaces the circular model of standard replay buffers by diversity-based memorization. In addition, instead of considering each transition independently, DER handles trajectories as atomic units. To understand why, consider a trajectory of experiences from initial state to terminal state. The absence of an experience between initial and terminal state can make the task of propagating Q-values from the terminal to the initial state infeasible, as the learner has to infer the missing link.
When using standard replay buffers this is not an issue, as experiences are added, and removed, sequentially. Hence, for the vast majority of experiences in standard replay buffers, the preceding and subsequent transitions are also present. To avoid the presence of partial trajectories, we treat trajectories as atomic units when considering them for addition in, or deletion from the diverse replay buffer.
To reduce the computational cost of comparing trajectories, we compute a signature for each trajectory on which we enforce diversity. This signature can for example be the trajectory's discounted cumulative reward (i.e., its return), or the set of perceptual hashes (Zauner 2010) of the trajectory's frames. Specifically, when a new trajectory is considered for addition into a diverse replay buffer D , each trajectory's signature is computed by a signature function s. A diversity function d then computes the relative diversity of each trajectory's signature. The new trajectory is only added to the diverse replay buffer if its inclusion increases the overall diversity of the diverse replay buffer.
Diversity in the Dynamic Weights Setting
In the dynamic weights setting, we wish to maintain a set of trajectories relevant to any region of the weight-space by ensuring trajectories with a wide variety of future rewards are present. To achieve this, we propose to; (1) treat an episode's transitions as one trajectory, (2) use a trajectory's return vector as its signature s(τ ) = |τ | t=0 γ t r t and (3) use a metric from multi-objective evolutionary algorithms, called the crowding distance (Deb et al. 2002) , as a diversity function. Applied to return vectors, the crowding distance promotes the presence of trajectories spread across the space of possible returns.
We also maintain a standard first-in first-out replay buffer to which experiences are first added. When this primary replay buffer is full, the oldest trajectory in it is removed and considered for addition in the diverse replay buffer. The presence of both buffer types allows a new weight vector's policy to be bootstrapped on the experiences from the diverse replay buffer and then further trained on the experiences it progressively adds to the standard replay buffer.
Please see the appendix for a detailed DER algorithm.
Experimental Evaluation
To test the performance of our algorithms, we use two different problems: the image version of Deep Sea Treasure (DST) as proposed by Mossalam et al. (2016) , and our newly proposed benchmark, the Minecart problem. Moreover, we use two dynamic weight change scenarios. We first evaluate the performance when weight changes are sparse, as in (Natarajan and Tadepalli 2005), in which case an agent (and its replay buffer) could overfit to the active weights. Then, we look at how our algorithms perform when weights change regularly, in which case it can be tempting to learn a policy that is good for most weights but optimal for none. We compare CN and MN against Scalarized Deep Q-Learning on only the current weight vector (MO) as a baseline.
Minecart Problem
Existing Deep MORL problems, such as an image version of Deep Sea Treasure (DST) (Mossalam et al. 2016) , are relatively trivial, i.e., it has 4 actions and even though the states are presented as an image, the number of actually distinct states is only around ∼50. This is in stark contrast with single-objective Deep RL for which a.o., ALE (Bellemare et al. 2012) provides a diverse set of challenging environments.
To close this gap, we propose an original multi-objective benchmark, the Minecart problem 5 . The Minecart problem models the challenges of resource collection, has a continuous state space, stochastic transitions and delayed rewards. The Minecart environment consists of a rectangular image, depicting a base, mines and the minecart controlled by the agent. A typical frame of the Minecart environment is given in Figure 2 Left. Each episode starts with the agent on top of the base. Through the accelerate, brake, turn left, turn right, mine, or do nothing (useful to preserve momentum) Figure 2 : Left: Instance of the Minecart environment with 5 mines ((c) to (g)) containing varying amounts of 2 ores. The 2 bars on the minecart (b) indicate how much of each ore is present in the cart. Ores are sold on the base (a). Right: Weight vectors in the same region share the same optimal policy. Axes are the relative importance in % of each objective. We distinguish (1) collecting no resources if the fuel cost is too high, (6,7) privileging ore 2, (4,5) privileging ore 1, and (2,3) privileging the quick collection of either ore. Differences between each pair lies in the higher fuel cost, in which case it is optimal to accelerate less. actions, the agent should reach a mine, collect resources from it and return to the base to sell the collected resources.
The reward vectors are N-dimensional: r = (r 1 , ..., r N ). The first N −1 elements correspond to the amount of each of the N −1 resources the agent gathered, the last element is the consumed fuel. Particular challenges of this environment are the sparsity of the first N − 1 components of the reward vector, as well as the delay between actions (e.g., mining) and resulting reward. The resources an agent collects by mining are generated from the mine's random distribution, resulting in a stochastic transition function. All other actions are deterministic. The weight vector w expresses the relative importance of each objective, i.e., the price per resource. The default configuration of the Minecart problem divides the weight-space into 7 regions according to their optimal policy (Figure 2 , right). A full description of the environment's parameters and their default values is given in the appendix.
In the dynamic weights Minecart problem, an agent should immediately adapt to fluctuations in the price of resources (i.e., random changes in the weight vector).
Experimental Setup
First, we evaluate the performance when weight changes are sparse and large: the current weight, w, is randomly sampled from a Dirichlet distribution with α = 1 every 50k steps for Minecart and 5k steps for DST. Second, we test on regular weight changes, i.e., w linearly moves to a random target, w , over 10 episodes, after which a new w is sampled from a Dirichlet distribution with α = 1.
Both variants are evaluated on the default configuration of the Minecart environment, and on an image version of the Deep Sea Treasure (DST, fully described in the appendix).
We evaluate policies based on their regret, i.e. the difference between optimal value and actual return,
where g is the discounted cumulative reward, V * w denotes the optimal value for w, {r 0 , ..., r T } is the set of vector-valued rewards collected during an episode of length T . Unlike the return, the regret allows for a common optimal value regardless of the weights, i.e., an optimal policy always has 0 regret. As a baseline, we use a basic Multi-Objective DQN approach (MO); a single multi-objective DQN continuously trained on only the current w through scalarized Deep Qlearning. MO does not maintain multiple networks and the weight vector is not fed as input to the network. For the Multi-Network algorithm, we evaluate the effect of different levels of re-use. Full re-use (MN) copies all parameters from the source network, and partial re-use (MN PAR, Mossalam et al., 2016) copies the parameters of all but the last dense layer. We determine the benefits of our proposed loss for CN by comparing it to (1) training only on the current weight vector (CNC) and (2) training on weight vectors randomly sampled from the set of encountered weight vectors (CNA).
Each of the algorithms is run with and without DER. In both cases we used prioritized sampling (Schaul et al. 2015) .
Results
Results for each weight change scenario are collected over 10 runs. Plots are smoothed by averaging over 200 steps.
Sparse weight changes
We determine how robust our algorithms are to overfitting to regions of the weight space by evaluating the performance when weight changes are few and large (Leftmost plots in Figures 3 and 4) . The main challenges of this dynamic weights variant are that (1) the agent's policy could overfit to the current weights and forget policies learned for past weight vectors, and (2) without adaptation, the replay buffer could be biased towards the recently explored region of the weight-space.
As the MO baseline is unable to remember previously learned policies, it must repeatedly (re-)learn policies, leading to a loss in performance when weight changes occur. Moreover, the replay buffer bias prevents the MO agent from efficiently converging to new optimal policies. Using DER helps in this respect. The middle plot in Figure 4 illustrates the effect of having a secondary diverse buffer (DER). While recent experiences (orange) are concentrated in the same region, the diverse experiences (blue) are spread across the Furthermore, we find that potential gains of escaping from local optima by resetting the network's policy parameters (MN PAR) do not offset the temporary loss in performance.
Comparing CN with MN, we find that their performance is similar without DER. In addition to the difficulty of learning a new policy without diversity, CN is also susceptible to forgetting learned policies if the replay buffer is biased towards another policy. Solving both problems through DER significantly improves performance.
We find that over the last 250k steps, its performance with DER is not significantly different from MN's performance with DER. However, overall performance does improve over MN, we thus conclude that while MN and CN both ultimately learn a good set of policies, CN does so more quickly.
Additionally, we find that CN with our proposed loss outperforms the alternatives. Specifically, training uniformly on weight vectors sampled from the set of encountered weight vectors (CNA) significantly hurts performances without DER. By not consistently training on the current weight vector, CNA puts more effort into maintaining old policies than into learning new policies. As a result, it takes longer for the agent to perform well for the new weight vector, meaning relevant experiences are less likely to be collected. Hence, the slower convergence leads to fewer relevant experiences, in turn leading to slower convergence. When we include DER, relevant experiences are present despite the slower convergence, leading to a smaller impact on performance. When we only train the conditioned network on the active weight vector (CNC), there is no explicit mechanism to preserve past policies, as a result CNC is more likely to overfit to the current weight vector. CNC is outperformed in over-all and final performance by both MN and CN, as well as by CNA when including DER. Sparse weight change results for the DST problem are in line with those we obtained for the Minecart problem. We find that CN outperforms other algorithms in overall and final performance and that the inclusion of DER further improves performance. We also note that CNC has a worse relative performance for DST (−20%) than for Minecart (−33%). We hypothesize that CNC is more likely to forget policies when the difference in scalarized value between policies is relatively small, as it is in DST. MN for DST performs worse than for Minecart, because the smaller distance between optimal policies is harder to distinguish from approximation errors.
Regular weight changes When weights change quickly, an agent could fail to converge before the optimal policy changes, resulting in sub-optimal policies for most weights.
As the rightmost plots in Figures 3 and 4 illustrate, regular weight changes lead to significantly different results w.r.t. sparse weight changes. While there is a slight loss in performance when adding DER to MO, there is no qualitative difference, as we found that with or without DER, MO converges to a single policy and applies it for all weight vectors.
In contrast, CN learns to perform close to optimality for all weight vectors. Because CN continuously trains a single network towards multiple policies, its training process is not affected by the regular weight changes. In Minecart, when weights change regularly, CNC does not have enough time to overfit, resulting in performance on par with CN. The performance of CNA however remains poor, suggesting that emphasizing training on the current weight vector is crucial in Minecart. We obtained similar results for CN in DST. However, CNC performs worse for DST (-6%) than for Minecart (-40%). We hypothesize that when the distance between optimal policies is large (as in Minecart) focus should be put on the active weight vector to close the gap to the new optimal policy. Conversely, when optimal policies are close together (as in DST), unmaintained policies can more easily diverge from an optimal policy to a near-optimal policy.
Due to the short per-weight training times, the networks in MN do not have enough time to converge for any given weight vector. As a result, their outputs, on which selection is done, are inaccurate. This makes MN (PAR) discard more accurate newer policies in favor of older overestimated policies, and ultimately prevents it from converging.
In contrast with the sparse weight change scenario, there is no significant benefit to the inclusion of DER. We find that in this scenario most regions of the weight-space are trained on a given experience before it leaves the replay buffer. Furthermore, DER approximates the utility of a trajectory by its diversity. This can hurt performance if buffer space is wasted on an overestimated trajectory.
In summary, we found that CN is the best performing algorithm overall. We found that our proposed loss provides a good balance between learning new policies and maintaining learned policies. We also found that MN is only able to perform well when given enough training time to learn accurate Q-values. Moreover, DER improves performance when diversity cannot be expected to occur automatically.
Related Work
Natarajan and Tadepalli (2005) introduce the Dynamic Weights setting and show how it can be solved for lowdimensional problems by training a set of policies through tabular RL. Our proposed MN algorithm shares the same fundamental ideas, but takes into account the additional challenges of Deep RL. Similar to our MN algorithm, DOL (Mossalam et al. 2016) solves an image version of the Deep Sea Treasure problem for the (off-line MORL) unknown weights scenario rather than the (on-line MORL) dynamic weights scenario. Specifically, DOL builds a CCS in which each policy is implemented by a DQN. Furthermore, (1) the solved problem has a small underlying state-space while our Minecart problem is continuous, (2) the weights chosen by DOL can be trained upon as long as necessary, (3) as the policies are trained in advance, only their final performance matters, and (4) the authors extend DQN to MORL but do not implement recent advances in Deep RL such as Double DQN, Dueling DQN and Prioritized Experience Replay. Selective experience replay (Isele and Cosgun 2018) prevents catastrophic forgetting in single-objective multi-task problems. We find that their solution does not take some major challenges we identified into account (e.g., the long-term dependence between experiences which we handle by maintaining trajectories) and hurts performance in this setting (please see the appendix for an experimental comparison).
Conclusion and Future Work
In this paper we proposed two algorithms to tackle highdimensional Dynamic Weights problems. Both algorithms take a different approach to solving Dynamic Weights MORL. The Multi-Network (MN) algorithm gradually builds a set of policies covering the encountered weightspace. In contrast, the Conditioned Network (CN) algorithm augments a Multi-Objective DQN with a weight input and outputs weight-dependent Q-values. Our proposed loss, computed on the active weight vector and on a random past weight vector, significantly improves performance.
We identified the shortcomings of standard first-in-firstout experience replay and propose instead diverse experience replay, with the goal of maintaining a set of trajectories such that any policy can benefit from the experiences present in this secondary replay buffer. To evaluate the performance of our algorithms we introduced the high-dimensional, continuous and stochastic Minecart environment. On Minecart and DST, and for two different weight change scenarios, we showed that CN is able to perform close to optimality, while MN fails to learn when not enough time is given for it to converge for each weight vector.
In future work, we aim to integrate additional transfer learning techniques to further promote knowledge re-use between weight vectors. Furthermore, we aim to develop a more robust selection mechanism for the MN algorithm to improve its performance on the regular weight change scenario. Finally, we aim to explore different variants of DER.
Appendices A Algorithms
In this section of the appendix, we first present some of the recent advances in Deep RL we extended to multi-objective Deep RL and then include the pseudo-code for Conditioned Network (CN), Multi-Network (MN) and Diverse Experience Replay (DER) algorithms.
Prioritized Sampling
For both replay buffer types, we used proportional prioritized sampling (also referred to as Prioritized Experience Replay (Schaul et al. 2015) ). This technique replaces the uniform sampling of experiences for use in training by prioritized sampling, favouring experiences with a high TD-error (i.e., the error between their actual Q-value and their target Q-value). To update each sample's priority in the dynamic weights setting, we observe that TD-errors will typically be weight-dependent. It follows that a priority can be overestimated if the TD-error is large for the weight on which the sample was trained but otherwise low, or it can be underestimated if the TD-error is low for the trained weight but otherwise high. In the first case, the sample is likely to be resampled quickly and its TD-error will be re-evaluated. Hence we consider the overestimation to be reasonably harmless 6 . In contrast, underestimating a sample's TD-error can have a more significant impact because it is unlikely to be resampled (and thus re-evaluated) soon. To alleviate this problem, we used Prioritized experience replay's ε parameter which offsets each error by a positive constant ε; p(δ) = (δ + ε) α . This increases the frequency at which low-error experiences are sampled allowing for possibly underestimated experiences to be re-evaluated reasonably often. As a result, on average, experiences that get sampled less often are samples that consistently have low TD-errors for all weight vectors used in training.
The question then remains which TD-error should be used for a given sample. For both the MO baseline and MN we update the priority w.r.t. the TD-error on the active weight vector.
We find this to be insufficient for CN as it trains both on the active weight vector and on randomly sampled past weight vectors. Ideally we would compute a TD-error relative not only to the active weight-vector but also all the past weight vectors. However, it would be too computationally expensive to perform a forward pass of each training sample on all encountered weights, so we only consider the two weight vectors (i.e., w t and w j ) it was last trained on. Only using the active weight vector's TD-error to determine the priority would prevent past policies from being maintained, as their TD-error would have no influence on how often experiences are trained on. Conversely, only taking the randomly sampled weight vector in consideration could hurt convergence on the active weight vector's policy. Hence we balance current and past policies by computing the average of both TD-errors and use that value to determine the experience's priority.
Double DQN
Double DQN ( Van Hasselt, Guez, and Silver 2016) reduces Q-value overestimation by using the online network for action selection in the training phase. I.e., y j = r j + γQ − (argmax a Q(a , s j+1 ), s j+1 ) instead of y j = r j + γmax a Q − (a , s j+1 ). As a result, an action needs to be overestimated by both the target and the online network to cause the feedback loop that would occur in standard DQN. The same technique can be used in multi-objective DQNs. It is especially useful for the Multi-Network algorithm, as overestimated Q-values can have a significant impact on policy selection.
Conditioned Network Algorithm
The Conditioned Network (CN) algorithm (Algorithm 1) for multi-objective deep reinforcement learning under dynamic weights, handles changes in weights (i.e., the relative importance of each objective) by conditioning a single network on the current weight vector, w. As such, the Q-values outputted by the network depend on which w is inputted, alongside the state. For an architectural overview of the networks we employed, please refer to the main paper. wt ← getW eightV ector(t) 6:
add wt to W 7:
With probability ε select a random action at 8:
Otherwise at = a * w t ,s t
9:
Execute action at and observe rt and st+1 10:
Store transition (st, at, rt, st+1) in D 11:
Sample minibatch of transitions from D 12:
for each sampled transition (sj, aj, rj, sj+1) do 13:
wj randomly sampled from U(W) 14:
if transition is terminal then 15: yj = y j = rj 16: else 17: After initializing the network, the agent starts interacting with the environment. At every timestep, first a weight vector w t is perceived, and added to the set of observed weights W. W is used to sample historical weights from, so that the network keeps training with regards to both current and previously observed weights. This is necessary in order to make the network generalize over the relevant part of weight simplex. Specifically, for each gradient descent step, the target consists of two equally weighted components; one for the current weight w t and one randomly sampled weight from W, w j .
While not explicitly visible in the algorithm, CN makes use of prioritized experience replay. Please refer to (Schaul et al. 2015) for details. Each timestep, an experience tuple is perceived and added to the replay buffer D. Then, a minibatch of transitions is sampled from D, on which the network is trained. Each experience's priority is updated based on the average TD-error of the two weight vectors it was trained on.
As described in the main paper, CN can have a secondary experience replay buffer for diverse experience replay (DER). For a description of when and which samples are added to the secondary replay buffer, please refer to the main paper.
In this paper, we make use of ε-greedy exploration, with ε, the probability of performing a random action, annealed over time. For Minecart we anneal it from 1 to 0.05 over the first 100k steps, for the easier DST problem we anneal it to 0.01 over 10k steps. However, CN is compatible with any sort of exploration strategy.
Multi-Network algorithm
The Multi-Network (MN) algorithm (Algorithm 2) for multi-objective deep reinforcement learning under dynamic weights handles changes in weights by gradually building an approximate partial CCS, i.e., a set of policies such that each policy performs near optimality for at least one encountered weight vector.
The algorithm starts with an empty set of policies Π. Then, for each encountered weight vector w t , it trains a neural network through scalarized deep Q-learning (Mossalam et al. 2016 ). The differences with standard deep Q-learning are that the DQN's outputs are vector valued and that action selection is done by scalarizing these Q-vector-values w.r.t. the current weight vector w t (Lines 9 and 17 of Algorithm 2).
As is the case for CN, experiences are sampled from the replay buffer through prioritized sampling, with priorities being computed on the TD-error for the active weight vector.
When the active weight vector changes, the policy trained for w t is stored if it is optimal for at least one past weight vector. To account for approximation errors, a constant κ is subtracted from any past policy's scalarized value. Hence, when two scalarized values are within an error κ of each other, the more recent policy is favoured. Any policy in Π that is made redundant by the inclusion of the new policy trained on w t is discarded.
Then, the policy with the maximal scalarized value for the new weight vector w t+1 is used as a starting point for its Q-network Q wt+1 . For full re-use, all parameters of the model Q-network are copied into the new Q-network. For partial re-use, all but the last dense layer are copied to the new Q-network.
Algorithm 2 Dynamic Multi-Network Reinforcement Learning 1: initialize (diverse) replay buffer D and unique weight history W 2: κ ← Improvement constant 3: Π ← empty set of (Qw, w, Vw) tuples With w a weight vector, Qw a policy for that weight vector (i.e., a multi-objective Q-network), Vw the stateless value vector of the policy 4: w0 ← getW eightV ector(0) 5: add w0 to W 6: Qw 0 , Q − w 0 ← initializeF irstM odel() 7: for steps t ∈ {0...T } do 8:
With probability ε select a random action at 9:
Otherwise at = argmaxa∈AQw t (a, s) · wt 10:
Execute action at and observe rt and st+1 11:
Store transition (st, at, rt, st+1) in D 12:
Sample minibatch of transitions from D 13:
for each sampled transition (sj, aj, rj, sj+1) do 14:
if transition is terminal then 15: yj = rj 16: else 17:
a j = argmax a Qw t (a , sj+1) · wt 18:
end if 20: end for 21:
perform gradient descent step on |yj − Qw t (aj, sj)|
22:
Every N − steps; Q − w t = Qw t Synchronize target network 23:
anneal(ε) 24:
wt+1 ← getW eightV ector(t) 25:
if wt = wt+1 then 26:
if ∃w ∈ W : Vt · w > max V ∈Π V · w − κ then 27:
add (Qw t , wt, Vt) to Π 28: remove policies made redundant by Qw t 29:
end if 30:
Q w , w , V w ← argmax (Q w ,w ,V w )∈Π w · V w pick a policy to continue learning from 31:
Qw t+1 , Q − w t+1 ← copyM odel(Q w ) Partial or full re-use 32:
add wt+1 to W 33: else 34: 
Diverse Experience Replay
We now present our implementation of Diverse Experience Replay (DER, Algorithm 3).
We maintain both a first-in first-out replay buffer and a diverse replay buffer. Experiences are added to the FIFO buffer as they are observed. When the FIFO buffer is full, the oldest trace τ is removed from it and considered for memorization into the secondary diverse replay buffer.
The trace τ is only added to the secondary buffer if it increases the replay buffer diversity. To determine this, we first compute a signature for each trace up for consideration (i.e., τ and all traces already present in the diverse replay buffer D ). Note that this signature can typically be computed in advance. Next, a diversity function d computes the relative diversity of each signature w.r.t. all other considered signatures (Algorithm 3 Line 8). If τ 's diversity is lower than the minimal diversity already present in the secondary buffer D , it is discarded. Otherwise, the lowest diversity trace is removed from D to make place for τ .
This process is repeated until there is enough space for τ in the diverse buffer or τ has a lower diversity than the lowest diversity trace in D , in which case τ is discarded and the traces that were removed during the current selection process are re-added.
For our experiments, we used a trace's return vector |τ | t=0 γ t r t as its signature and the crowding distance (Deb et al. 2002) as the diversity function.
When using DER, half of the buffer size is used by the diverse replay buffer. When sampling from DER, no distinction is made between diverse and main replay buffers. 
B Implementation details
We now present our implementation details. More specifically, we give a table of hyperparameters (Table 2 ) and a full description of the network architecture. The input to the network consists of two 48x48 frames (grayscaled and scaled down from the Minecart's original 480x480 dimensions). The first convolution layer consists of 32 6x6 filters with stride 2. The second convolution layer consists of 48 5x5 filters with stride 2. Each convolution is followed by a maxpooling layer. A dense layer of 512 units is then connected to each temporal dimension of the convolution (the parameters are shared across temporal dimensions, i.e., across frames). These 1024 outputs are then fed into another dense layer of 512 units.
Network Architecture
Following a multi-objective generalization of the Dueling DQN architecture (Wang, de Freitas, and Lanctot 2015) , this layer's outputs are then fed into the advantage and value streams, each consisting of a dense layer of size 512. The advantage stream's dense layer is then fed into a layer of |A| × N dense units, while the value stream is fed into a dense layer of N units. These |A| + 1 × N outputs are then combined into |A| × N outputs by a multi-objective generalization of Dueling DQN's module. 
α and β denote the parameters of the advantage stream and of the value stream and θ denotes the parameters of all preceding layers. For the conditioned network, an additional parameter w is added to each function (corresponding to the 
This network contains more parameters than singleobjective Dueling DQN, we justify this by the need to output multi-objective Q-values and to either (1) output precise Q-values (in the case of MN, knowing one action is better than another is not sufficient), or (2) learn multiple weightconditioned policies (in the case of CN). The hyperparameters used for optimization are given in Table 2 .
C Test Problems
In this section, we present the test problems used in our experimental evaluation in greater detail.
Minecart Problem
The Minecart problem models the challenges of resource collection, has a continuous state space, stochastic transitions and delayed rewards.
The Minecart environment consists of a rectangular image, depicting a base, mines and the minecart controlled by the agent. A typical frame of the Minecart environment is given in Figure 6 (left). Each episode starts with the agent on top of the base. Through the accelerate, brake, turn left, turn right, mine, or do nothing (useful to preserve momentum) actions, the agent should reach a mine, collect resources from it and return to the base to sell the collected resources. The reward vectors are N-dimensional: r = (r 1 , ..., r N ). The first N −1 elements correspond to the amount of each of the N −1 resources the agent gathered, the last element is the consumed fuel. Particular challenges of this environment are the sparsity of the first N − 1 components of the reward vector, as well as the delay between actions (e.g., mining) and Figure 6 : (left) Instance of the Minecart environment with 5 mines ((c) to (g)) containing varying amounts of 2 ores. The 2 bars on the minecart (b) indicate how much of each ore is present in the cart. Ores are sold on the base (a). (right) Weight vectors in the same region share the same optimal policy. Axes are the relative importance in % of each objective. We distinguish (1) collecting no resources if the fuel cost is too high, (6,7) privileging ore 2, (4,5) privileging ore 1, and (2,3) privileging the quick collection of either ore. Differences between each pair lies in the higher fuel cost, in which case it is optimal to accelerate less. resulting reward. The resources an agent collects by mining are generated from the mine's random distribution, resulting in a stochastic transition function. All other actions result in deterministic transitions. The weight vector w expresses the relative importance of each objective, i.e., the price per resource.
The underlying state consists of the minecart's position, its velocity and its content, the position of the mines and their respective ore distribution. While these are made available for non-deep MORL research, these properties were not used in our experiments. In the deep setting the agent should learn to extract them from the visual representation of the state. Figure 6 shows the visual cues the agent should exploit to extract appropriate features of the state. First and most obviously, the position of the mines (black) and the home position (area top left). Second, indicators about the minecart's content are represented by vertical bars on the cart, one for each ore type. Each bar is the size of the cart's capacity. When the cart has reached its maximal capacity C, and mining will have no effect on the cart's content but still incur the normal mining penalty p m in terms of fuel consumption. At that point the agent should return back to its home position. Additionally, the minecart's orientation is given by the cone's direction. Accelerating incurs a penalty of p a in terms of fuel consumption. In addition, every time-step the agent receives a penalty in the fuel objective p i representing the cost of keeping the engine running.
The default configuration of the minecart environment we used in our experiments is given in Table 3 . The setting contains 5 mines, with distribution means for ores 1 and 2 given in Table 4 , and a standard deviation fixed at σ = 0.05.
Optimal Policies For γ = 0.98 and an action repeat of 4 used in our experiments, this configuration divides the weight-space into 7 regions according to their optimal policies as shown in Figure 6 . The 7 policies are; 
Deep Sea Treasure
In the Deep Sea Treasure (DST) problem (Vamplew et al. 2011 ), a submarine must dive to collect a treasure. The further the treasure is, the higher its value. The agent can move left, right, up, and down which will move him to the corresponding neighboring cell unless that cell is outside of the map or a sea bottom cell (black cells). The reward signal an agent perceives consists of a treasure component and a time component. The submarine collects a penalty of −1 for its second objective at every step. When it reaches a treasure, the treasure's value is collected as a reward for the first objective, and the episode ends. As the original DST problem has only two policies in its convex coverage set, we used a modified version of the DST map -given in Figure 7 -in our experiments. This map was designed such that, for a discount factor of 0.95, each treasure is the goal of an optimal policy in the CCS (Figure 8) . And in addition, each policy in the CCS has approximately the same proportion of weights for which it is optimal (∼10% of weight vectors for each policy, Figure 9 ). In the image version of DST (Mossalam et al. 2016 ) used in our experiments, the state consists of the map's pixels. The full results obtained for the image version of DST are given in Table 5 . 
D Additional Results
In this section we give the complete results table for DST (Table 5) , and we experimentally compare selective experience replay (Isele and Cosgun 2018) to DER on the Minecart problem.
Selective Experience Replay
Selective experience replay (Isele and Cosgun 2018) was recently proposed to prevent catastrophic forgetting in singleobjective multi-task lifelong learning. In this setting, an agent must learn to perform well on a sequence of tasks and maintain that performance while learning new tasks. As a result the replay buffer can be biased towards the most recent task. From there, a parallel can be drawn with the multiple Table 5 : Average episodic regret (∆) and improvement over MO with Std. ER baseline (>) for both weight change scenarios (lower is better) for DST. We distinguish between overall performance, and performance over the last 25k steps policies that need to be learned in our setting, and the resulting bias. While some of the challenges of both settings are comparable, we found that selective experience replay performs poorly on our dynamic weights problem. We hypothesize that this is due to two major differences in our approach. First, we identified the long-term dependence there can be between experiences. In complex problems, a reward is typically the result of a long sequence of actions. Hence, while selective experience replay might permanently store a rewarding experience, it is unlikely to store all the experiences leading to that reward. In contrast, our approach handles trajectories as atomic units. Hence, if a rewarding experience is stored, the actions leading to that reward will be stored too.
Second, their best working variant of selective experience replay, called distribution matching does not promote diverse experiences, instead it attempts to match the distribution of experiences across all tasks. If this distribution is not diverse, rare interesting experiences obtained through random exploration are likely to be overridden by more common experiences.
Both of these factors contribute to the poor performance of selective experience replay (which we label as SEL in Figure 10 and Tables 6 and 7) . For all algorithms in the sparse weight change scenario, selective experience replay performs worse than DER. Furthermore, in many cases selective experience replay performs worse than standard experience replay. The best performing algorithm with SEL (CN+SEL) is outperformed by MO+DER. In contrast, as for DER, we find that the influence of SEL on the regular weight change scenario is insignificant. Table 7 : Average episodic regret (∆) and improvement over MO with Std. ER baseline (>) for the regular weight change scenario (lower is better) for Minecart. We distinguish between overall performance, and performance over the last 250k steps
