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General relativistic imprints on the galaxy bispectrum arise from observa-
tional (or projection) effects. The lightcone projection effects include local
contributions from Doppler and gravitational potential terms, as well as lens-
ing and other integrated contributions. We recently presented for the first
time, the correction to the galaxy bispectrum from all local lightcone projec-
tion effects up to second order in perturbations. Here we provide the details
underlying this correction, together with further results and illustrations. For
moderately squeezed shapes, the correction to the Newtonian prediction is
∼ 30% on equality scales at z ∼ 1. We generalise our recent results to include
the contribution, up to second order, of magnification bias (which affects some
of the local terms) and evolution bias.
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2I. INTRODUCTION
The galaxy power spectrum has been central to the cosmological constraints extracted from galaxy surveys up
to now. For an accurate comparison of observations to theory, observational projection effects on the galaxy power
spectrum must be taken into account. The main projection effect comes from redshift-space distortions (RSD) [1–3],
which must be included in the analysis of the power spectrum. But it is not only accuracy that is gained – there is
additional information to be extracted from the RSD themselves.
In addition to RSD, the galaxy power spectrum is also affected by lensing magnification [4–6]. In the analysis of
current surveys, the lensing contribution to galaxy number counts is typically not included in the power spectrum.
For future surveys, which will probe higher redshifts, this lensing projection effect will need to be included in the
galaxy power spectrum for an accurate theoretical analysis – and, as with RSD, the lensing itself will deliver additional
information [7–9].
Lensing convergence contributes a general relativistic (GR) projection effect, which is a correction to the Newtonian
(overdensity + RSD) galaxy power spectrum. There are further GR projection effects which modify the galaxy power
spectrum on ultra-large scales (H0 . k . keq) [10–12]. These include Doppler, Sachs-Wolfe, integrated Sachs-Wolfe
and time-delay terms. As in the case of RSD and lensing, these terms need to be incorporated for accuracy, and they
also contain extra information.
The ultra-large scale GR corrections have a qualitatively similar effect on the galaxy power spectrum to primordial
non-Gaussianity (PNG), which also modifies the power spectrum on ultra-large scales via scale-dependent galaxy
bias. The GR corrections must therefore be taken into account when super-equality scales are probed to measure or
constrain the PNG parameter fNL [13–17].
The galaxy bispectrum can provide additional information, partly independent of the power spectrum [18, 19]. The
effects on the bispectrum from RSD have been computed in [20, 21] and from lensing in [22]. Recently, the galaxy
bispectrum has been used to detect the RSD and baryon acoustic oscillation (BAO) features in the BOSS survey, and
to give independent measurements of growth rates and distances [23, 24].
As in the case of the galaxy power spectrum, we need to take account of the observational lightcone effects in the
galaxy bispectrum which distort the information on the underlying dark matter distribution, but which also provide
new information. These projection effects are the same as for the power spectrum – with one major difference: for
the bispectrum, we require the projection effects up to at least second order in perturbations.
Next-generation galaxy surveys will enable increasingly accurate measurements of the galaxy bispectrum, out
to higher redshifts and across larger sky areas. Recent forecasts, using a Newtonian model with RSD but no GR
projection effects, indicate that the bispectrum can considerably enhance the constraining power of future surveys [25]
– especially for probing the initial conditions of the Universe via PNG. In order to fully exploit the improved precision
from upcoming surveys, we need theoretical accuracy that matches and moves beyond observational precision. One
important part of this theoretical requirement is to include all the GR projection effects in modelling the galaxy
bispectrum.
The GR lightcone effects on the galaxy angular bispectrum from lensing convergence were computed on intermediate
scales in [26], neglecting the other, ultra-large scale, GR corrections to the galaxy overdensity. Another partial result
was given in [27], using a separate-universe approximation to compute the galaxy angular bispectrum with all GR
lightcone effects in the squeezed limit.
We recently provided a further partial result, valid for all triangle shapes, by computing all the local GR projection
corrections to the galaxy bispectrum, including all second order terms and couplings [28]. Crucial to our result is
the expression for the observed galaxy number counts on the past lightcone, up to second order. This is given in the
most general case by [29] (see also [30–33]). Our work is complementary to the subsequent work by [34], who include
lensing and terms of order (H/k)[δ(1)]2, but neglect all other GR effects on ultra-large scales.
Here we provide details of the derivation of the results given in [28], with additional illustrations, and we generalise
some of those results. In particular, we include the magnification bias (which also contributes to local terms in the
number counts) and the evolution bias. In [28], both of these were set to zero.
We focus on large enough scales that perturbation theory is accurate, and we make the following assumptions:
• A Gaussian primordial curvature perturbation.
• A simple local-in-mass-density model of galaxy bias, as in [18, 19] (schematically, δg ∼ b1δm+b2δ2m/2). However,
we take care to ensure that the definition of bias is gauge-independent and applies on ultra-large scales.
• For simplicity, we use standard Newtonian results to evaluate the second-order velocity potential v(2) and metric
potentials Φ(2),Ψ(2), which contribute to the projection effects.
• We neglect the second-order effect of the radiation era on initial conditions for sub-equality modes [35];
3• We compute the galaxy bispectrum at fixed redshift and in Fourier space, and we use the plane-parallel ap-
proximation. Consequently, the following are not included in our approach: wide-angle correlations, radial
correlations, lensing and other integrated contributions.
At second order in GR, scalar perturbations generate secondary vector and tensor modes [36, 37]. These modes
also enter the projection effects in the observed galaxy number density contrast at second order [29–33]. As shown by
[38, 39] for vector modes and [40–42] for tensor modes, the power in the secondary vector and tensor modes is much
smaller than the scalar power at second order, so we neglect the vector and tensor contributions.
We adopt a standard concordance model, with parameters given by the latest Planck best-fit values [43]; in partic-
ular, h = H0/(100 km s
−1Mpc−1) = 0.678 and Ωm0 = 1− ΩΛ0 = 0.308.
II. GALAXY NUMBER COUNTS IN GENERAL RELATIVITY
The observer looks down the past lightcone and counts dN galaxies, above a threshold luminosity L, within a
redshift interval dz about the observed redshift z, and within a solid angle element dΩo about the observed direction
n, where [7, 11, 15, 29]
dN(z,n, > lnL) = N (z,n, > lnL)D2A(z,n) kµuµ
dλ
dz
dz dΩo . (1)
Here DA is the angular diameter distance, u
µ is the 4-velocity of the source, kµ = dxµ/dλ is the geodesic photon
4-momentum, and N is the flux-limited number density of sources:
N (z,n, > lnL) =
∫ ∞
lnL
d ln L˜ ng(z,n, ln L˜) . (2)
In the integrand, ng is the proper number density of sources, and only sources with luminosity above the detection
threshold are counted by the observer.
The fractional perturbation ∆g of the observed number counts is defined by
dN(z,n, > lnL)
dzdΩo
=
χ2(z)
(1 + z)4H(z)N¯ (z,> lnL)
[
1 + ∆g(z,n, > lnL)
]
, (3)
where H(η) = a′(η)/a(η) is the conformal Hubble rate, the comoving line-of-sight distance is given by dχ = dz/[(1 +
z)H(z)], and N¯ is the background magnitude-limited number density. Henceforth, we suppress the dependence of ∆g
on lnL to reduce clutter. We expand ∆g up to second order in perturbation theory:
∆g(z,n) = ∆
(1)
g (z,n) +
1
2
[
∆(2)g (z,n)−
〈
∆(2)g (z,n)
〉]
, (4)
where we subtract off the average of ∆
(2)
g in order to ensure that 〈∆g〉 = 0. For later convenience, we split the
observed number density contrast into Newtonian and GR parts:
∆(r)g = ∆
(r)
gN + ∆
(r)
gGR, r = 1, 2 . (5)
We only consider the bispectrum at fixed redshift, so that all correlations are in the same redshift bin. There are
integrated GR contributions to ∆
(1)
g , from weak lensing convergence and also from integrated Sachs-Wolfe and time-
delay terms, and we neglect these terms. At second order, there are many more terms with line-of-sight integrated
contributions, and we neglect all such terms. Specifically, we neglect the integrated contributions in [29], which gives
the fully general ∆
(1)
g and ∆
(2)
g in Poisson gauge.1 A complete treatment would include the integrated terms, with all
cross-bin correlations. This far more complicated analysis is left for future work.
An important point to note is that the GR weak lensing convergence consists not only of the standard integrated
term, but also includes local (non-integrated) terms [44]. This means that the magnification bias will still enter the
bispectrum, even if we neglect all integrated terms. The magnification bias is given by the logarithmic slope of the
background number density at the threshold luminosity:
Q(a, L¯) = −∂ ln
[
a3N¯ (a,>L¯)]
∂ ln L¯
. (6)
1 We also neglect all terms at the observer, which do not contribute to the bispectrum.
4We have used the comoving number density in the definition above since it arises also in the definition of the evolution
bias:
be(a, L¯) =
∂ ln
[
a3N¯ (a,>L¯)]
∂ ln a
. (7)
This quantity describes the deviation of the background number density of sources from the idealised case of a3N¯ = N¯0.
Radial and transverse derivatives are defined as
∂‖ = ni∂i, ∂⊥i = ∂i − ni∂‖, (8)
the derivative down rays of the past lightcone is
d
dχ
= − d
dη
= −∂η + ∂‖ , (9)
and the screen space projected Laplacian is
∇2⊥ = ∇2 − ∂2‖ −
2
χ
∂‖ . (10)
Since ∆g is defined as an observable, it is gauge-independent and we can use any gauge to compute it. In a given
gauge, it will be of the form ∆g = δg+ terms that describe projection effects in that gauge, where δg = δN/N¯ =
δ
(1)
g +
1
2δ
(2)
g is the galaxy number density contrast in the chosen gauge. We choose the Poisson gauge since it is
convenient for splitting into Newtonian and GR parts. Neglecting the vector and tensor modes, the metric and the
peculiar velocity of galaxies (equal to the dark matter velocity on the scales of interest) are given by
a−2ds2 = −
[
1 + 2Φ(1) + Φ(2)
]
dη2 +
[
1− 2Φ(1) −Ψ(2)
]
dx2, (11)
vi = ∂i
[
v(1) +
1
2
v(2)
]
. (12)
The observed comoving coordinates [30] of a galaxy are x = χ(z)n = [η0− η(z)]n. We have assumed that anisotropic
stress vanishes at first order, which implies Ψ(1) = Φ(1) in GR.
We will also use the comoving-synchronous (C) overdensities of matter and galaxy counts δmC, δgC. The first-order
Poisson and continuity equations are then
∇2Φ(1) = 3
2
ΩmH2 δ(1)mC, δ(1)′mC = −∇2v(1), (13)
which lead to
Φ(1) = −3
2
Ωm
H2
k2
δ
(1)
mC where Φ
(1)(a,k) =
D(a)
a
Φ(1)(1,k), (14)
Hv(1) = fH
2
k2
δ
(1)
mC where f =
d lnD
d ln a
and δ
(1)
mC(a,k) = D(a) δ
(1)
mC(1,k). (15)
II.1. Local model of galaxy bias on ultra-large scales
We start by considering the Poisson-gauge number density contrast δ
(1)
g at linear order, which is related to the dark
matter density contrast δ
(1)
m via the galaxy bias. We need to ensure that the definition of scale-independent galaxy
bias is gauge-independent and valid on ultra-large scales. As explained in detail in [11, 13, 15], the physical definition
of scale-independent bias is in the matter rest-frame, which coincides with the galaxy rest-frame (on large scales there
is no velocity bias). The matter rest-frame corresponds to the C gauge, so that the correct definition at first order is
(restoring the dependence on L):
δ
(1)
gC (a,x, < lnL) = b1(a, ln L¯) δ
(1)
mC(a,x). (16)
The Poisson-gauge number density contrast is related to the C-gauge one by [11]
δ(1)g = δ
(1)
gC + (3− be)Hv(1) = b1δ(1)mC + (3− be)Hv(1). (17)
5The velocity potential term in (17) ensures gauge-independence of the bias model on ultra-large scales. This term is
the GR part of δ
(1)
g , since it is suppressed on small scales but grows on ultra-large scales, as shown by (15).
In GR, the Lagrangian frame corresponds to the C gauge [45, 46]. There is no unique Eulerian frame in GR, but
a convenient choice is the total-matter (T) gauge. This is related to the C gauge by a purely spatial transformation,
so that at first order, the matter and galaxy overdensities are the same [45]:
δ
(1)
mC = δ
(1)
mT, δ
(1)
gC = δ
(1)
gT = b1δ
(1)
mT. (18)
The last equality is the definition of the Eulerian bias parameter at first order. This means that b1 in (16) is the
Eulerian bias parameter.
We extend (16) to higher order with the simplest possible model of scale-independent bias. This model assumes
that galaxy number density contrast is a local function of only the matter density contrast – the so-called local-in-
mass-density model. For a physical definition valid on ultra-large scales, we require that the bias coefficients are
scale-independent in the galaxy rest-frame, i.e. in C gauge. Expanding in powers of the mass density contrast, we
have
δgC = b1δmC +
1
2
b2
(
δmC
)2
+ · · · , (19)
where bI = bI(a, lnL). At first order, this recovers (16). At second order we have:
2
δ
(2)
gC = b1δ
(2)
mC + b2
[
δ
(1)
mC
]2
. (20)
The relation between C- and T-gauge matter overdensities at second order is [45, 46]
δ
(2)
mT = δ
(2)
mC + 2
[
∂iδ
(1)
mC
]∇−2∂iδ(1)mC, (21)
where −2∇−2∂iδ(1)mC is a gauge generator. Since the C→T gauge transformation is purely spatial, (21) also applies
to the galaxy counts:
δ
(2)
gT = δ
(2)
gC + 2
[
∂iδ
(1)
gC
]∇−2∂iδ(1)mC . (22)
From (20)–(22), using (18), we find that
δ
(2)
gT = b1δ
(2)
mC + b2
[
δ
(1)
mC
]2
+ 2b1
[
∂iδ
(1)
mC
]∇−2∂iδ(1)mC
= b1
[
δ
(2)
mC + 2
[
∂iδ
(1)
mT
]∇−2∂iδ(1)mC]+ b2[δ(1)mC]2 (23)
which implies
δ
(2)
gT = b1δ
(2)
mT + b2
[
δ
(1)
mT
]2
. (24)
Therefore local-in-mass-density and scale-independent bias in C and T gauge are equivalent up to second order, with
the same Eulerian bias coefficients.
We will use the T gauge, since the relation to the Poisson gauge overdensity is simpler for T gauge than C gauge.
In Appendix A, we show that
δ(2)g = δ
(2)
gT + (3− be)Hv(2) + 2(3− be)Hv(1)δ(1)gT − 2v(1)δ(1)′gT
+
[
(be − 3)H′ + b′eH+ (be − 3)2H2
][
v(1)
]2
+ (be − 3)Hv(1)v(1)′
− (be − 3)H∇−2
[
v(1)∇2v(1)′ − v(1)′∇2v(1) − 6∂iΦ(1)∂iv(1) − 6Φ(1)∇2v(1)
]
. (25)
By (16) and (24), this leads to the final expression for the Poisson-gauge galaxy density contrast in the simplest local
bias model:
δ(2)g = b1δ
(2)
mT + b2
[
δ
(1)
mT
]2
+
[
(be − 3)2H2 + b′eH+ (be − 3)H′
][
v(1)
]2
+ (be − 3)Hv(1)v(1)′ + 2b1(3− be)Hv(1)δ(1)mT
−2v(1)
[
b1δ
(1)′
mT + b
′
1δ
(1)
mT
]
+ (3− be)H∇−2
[
v(1)∇2v(1)′ − v(1)′∇2v(1) − 6∂iΦ(1)∂iv(1) − 6Φ(1)∇2v(1)
]
. (26)
The velocity and metric potential terms ensure gauge-independence on ultra-large scales. Equation (26) is the second-
order generalisation of (17).
2 For convenience, we have omitted the term −b2
〈[
δ
(1)
mC
]2〉
on the right of (20).
6II.2. Observed galaxy number counts in Poisson gauge
At first order, we replace δ
(1)
g using the bias relations (16)–(18), and then split ∆
(1)
g into Newtonian and GR parts:
∆
(1)
gN = b1δ
(1)
mT −
1
H∂
2
‖v
(1), (27)
∆
(1)
gGR =
[
be − 2Q+ 2 (Q− 1)
χH −
H′
H2
] [
∂‖v(1) − Φ(1)
]
+ (2Q− 1) Φ(1) + 1HΦ
(1)′ + (3− be)Hv(1). (28)
The Newtonian part = T-gauge density contrast + Kaiser RSD, and the GR part = Doppler + potential + velocity
potential. The velocity potential arises from the term in (17), which may be expressed in terms of the metric potential
via (14) and (15). The Doppler term in (28) is the one proportional to the line-of-sight velocity ∂‖v(1).
At second order, we use the gauge-independent bias model (26) to replace the Poisson-gauge δ
(2)
g term in ∆
(2)
g .
The remaining terms in ∆
(2)
g are second-order generalisations of RSD, Doppler and potential terms, together with
quadratic couplings amongst all the first-order terms. The quadratic terms encode an interaction between two effects;
in Fourier space, they correspond to mode coupling.
The general equation for ∆
(2)
g , including evolution bias and magnification bias, as well as all integrated effects, is
given in [29] (including recent corrections [47]). We include in this general expression our gauge-independent model
of the galaxy bias at second order, (26), and we neglect the terms with integrated contributions. The result is
∆(2)g = b1δ
(2)
mT + b2
[
δ
(1)
mT
]2
+
[
(be − 3)2H2 + b′eH+ (be − 3)H′
][
v(1)
]2
+ (be − 3)Hv(1)v(1)′ + 2b1(3− be)Hv(1)δ(1)mT
−2v(1)
[
b1δ
(1)′
mT + b
′
1δ
(1)
mT
]
+ (3− be)H∇−2
[
v(1)∇2v(1)′ − v(1)′∇2v(1) − 6∂iΦ(1)∂iv(1) − 6Φ(1)∇2v(1)
]
− 1H∂
2
‖v
(2) + (3− be)Hv(2) +
[
be − 2Q− 2(1−Q)
χH −
H′
H2
] [
∂‖v(2) − Φ(2)
]
+ 2(Q− 1)Ψ(2) + Φ(2) + 1HΨ
(2)′
+
[
be − 2Q− H
′
H2 − (1−Q)
2
χH
] [
3
[
Φ(1)
]2 − [∂‖v(1)]2 + ∂⊥iv(1)∂i⊥v(1) − 2∂‖v(1)Φ(1)
− 2H
(
Φ(1) − ∂‖v(1)
)(
Φ(1)′ − ∂2‖v(1)
)]
+ 2 (2Q− 1) Φ(1)δ(1)g −
2
Hδ
(1)
g ∂
2
‖v
(1) +
2
Hδ
(1)
g Φ
(1)′
+
(
4Q− 5 + 4Q2 − 4 ∂Q
∂ ln L¯
)[
Φ(1)
]2[
∂‖v(1)
]2
+
2
H
(
2Q+ H
′
H2
)
Φ(1)Φ(1)′
− 2H
(
1 + 2Q+ H
′
H2
)
Φ(1)∂2‖v
(1) +
2
H2
[
Φ(1)′
]2
+
2
H2
[
∂2‖v
(1)
]2
+
2
H2 ∂‖v
(1)∂2‖Φ
(1) +
4
H∂‖v
(1)∂‖Φ(1)
− 2H2 Φ
(1)∂3‖v
(1) − 2HΦ
(1)∂‖Φ(1) +
2
H2 Φ
(1) dΦ
(1)′
dχ
− 2H2 ∂‖v
(1) dΦ
(1)′
dχ
+
2
H
(
1 +
H′
H2
)
∂‖v(1)∂2‖v
(1)
− 2H2 Φ
(1)∂2‖Φ
(1) +
2
H
(
1− H
′
H2
)
∂‖v(1)Φ(1)′ − 4H2 ∂
2
‖v
(1)Φ(1)′ +
2
H∂⊥iv
(1)∂i⊥Φ
(1) − 4H∂⊥iv
(1)∂i⊥∂‖v
(1)
+
(
4
χH − 1
)
∂⊥iv(1)∂i⊥v
(1) +
2
H2 ∂‖v
(1)∂3‖v
(1) +
{[
4beQ− 2be − 4Q− 8Q2 + 8 ∂Q
∂ ln L¯
+ 4
∂Q
∂ ln a¯
+2
H′
H2 (1− 2Q) +
4
χH
(
Q− 1 + 2Q2 − 2 ∂Q
∂ ln L¯
)]
Φ(1) + 2
[
be − 2Q− H
′
H2 −
2
χH (1−Q)
]
δ(1)g
− 2H
dδ
(1)
g
dχ
+
2
H
[
2Q− be + H
′
H2 +
2
χH (1−Q)
]
∂2‖v
(1) +
2
H
[
be − 2− 2
χH (1−Q)
−H
′
H2
]
Φ(1)′ − 4HQ∂‖Φ
}[
∂‖v(1) − Φ(1)
]
+
{
b2e − be +
∂be
∂ ln a¯
+ 6Q− 4Qbe + 4Q2 − 4 ∂Q
∂ ln L¯
− 4 ∂Q
∂ ln a¯
+
6
χ
H′
H3 (1−Q) + (1− 2be + 4Q)
H′
H2 −
H′′
H3 + 3
H′2
H4 +
2
χ2H2
(
1−Q+ 2Q2 − 2 ∂Q
∂ ln L¯
)
+
2
χH
[
1− 2be −Q
+2beQ− 4Q2 + 4 ∂Q
∂ ln L¯
+ 2
∂Q
∂ ln a¯
]}[
∂‖v(1) − Φ(1)
]2
+ 4
[(
1− 1
χH
)
∂‖v(1) −
(
2− 1
χH
)
Φ(1)
]
∂δ
(1)
g
∂ ln L¯
. (29)
7The Newtonian part of (29) is formed from the density contrast and Kaiser RSD terms and their couplings:3
∆
(2)
gN = b1δ
(2)
mT + b2
[
δ
(1)
mT
]2 − 1H∂2‖v(2) − 2b1H
[
δ
(1)
mT ∂
2
‖v
(1) + ∂‖v(1) ∂‖δ
(1)
mT
]
+
2
H2
[[
∂2‖v
(1)
]2
+ ∂‖v(1) ∂3‖v
(1)
]
. (30)
The remaining terms form the GR correction:
∆
(2)
gGR = H(3− be)v(2) +
[
(9− 6be + b2e)H2 + b′eH+ (be − 3)H′
][
v(1)
]2
+ (be − 3)Hv(1)v(1)′
−(be − 3)H∇−2
[
v(1)∇2v(1)′ − v(1)′∇2v(1) − 6∂iΦ(1)∂iv(1) − 6Φ(1)∇2v(1)
]
+ 2(3− be)b1Hv(1)δ(1)mT
−2v(1)
(
b′1δ
(1)
mT + b1δ
(1)′
mT
)
+
[
be − 2Q− 2(1−Q)
χH −
H′
H2
]
∂‖v(2) +
[
1− be + 2Q+ 2(1−Q)
χH +
H′
H2
]
Φ(2)
−2(1−Q)Ψ(2) + 1HΨ
(2)′ +
2
H
[
b1δ
(1)′
mT ∂‖v
(1) + (f − 2 + 2Q)Φ(1)∂‖Φ(1) + (2− f − 2Q)∂‖v(1)∂‖Φ(1)
−b1Φ(1)δ(1)′mT + b1Φ(1)∂‖δ(1)mT − 2∂iv(1)∂‖∂iv(1) + ∂iv(1)∂iΦ(1)
]
+
2
H2
[
∂‖v(1)∂2‖Φ
(1) − Φ(1)∂2‖Φ(1) − Φ(1)∂3‖v(1)
]
−2(3− be)v(1)∂2‖v(1) + 2
[
b1
(
be − 2Q− 2(1−Q)
χH −
H′
H2
)
+
b′1
H + 2
(
1− 1
χH
)
∂b1
∂ ln L¯
]
δ
(1)
mT∂‖v
(1)
+
2
H
[
3− 2be + 4Q+ 4(1−Q)Hχ +
3H′
H
]
∂‖v(1)∂2‖v
(1) + 2
[
b1
(
f − 2− be + 4Q+ 2(1−Q)
χH +
H′
H2
)
− b
′
1
H
−2
(
2− 1
χH
)
∂b1
∂ ln L¯
]
Φ(1)δ
(1)
mT +
[
be − 1− 2Q− 2(1−Q)
χH −
H′
H2
]
∂iv
(1)∂iv(1) +
2
H
[
1− 2f + 2be − 6Q
−4(1−Q)
χH −
3H′
H2
]
Φ(1)∂2‖v
(1) +A[Φ(1)]2 + Bv(1)∂‖v(1) + CΦ(1)v(1) +DΦ(1)∂‖v(1) + E[∂‖v(1)]2. (31)
The background coefficients in the last line are
A = −3 + 2f
(
2− 2be + 4Q+ 4(1−Q)
χH +
2H′
H2
)
− 2f
′
H + b
2
e + 6be − 8beQ+ 4Q+ 16Q2 − 16
∂Q
∂ ln L¯
−8Q
′
H +
b′e
H +
2
χ2H2
(
1−Q+ 2Q2 − 2 ∂Q
∂ ln L¯
)
− 2
χH
[
4 + 2be − 2beQ− 4Q+ 8Q2 − 3H
′
H2 (1−Q)
− 8 ∂Q
∂ ln L¯
− 2Q
′
H
]
+
H′
H2
(
− 8− 2be + 8Q+ 3H
′
H2
)
− H
′′
H3 , (32)
B = 2H
[
− 3 + 4be + 2be (1−Q)
χH − b
2
e + 2beQ− 6Q−
b′e
H −
6(1−Q)
χH + 2
(
1− 1
χH
)Q′
H
]
, (33)
C = 2H
[
− 3 + f(3− be)− 3be − 2be (1−Q)
χH +
b′e
H + b
2
e − 4beQ+ 12Q+
6(1−Q)
χH − 2
(
2− 1
χH
)Q′
H
]
, (34)
D = 4 + 2f
[
− 3 + f + 2be − 3Q− 4(1−Q)
χH −
2H′
H2
]
+
2f ′
H − 6be − 2b
2
e + 12beQ− 8Q− 16Q2 + 16
∂Q
∂ ln L¯
+12
Q′
H − 2
b′e
H −
4
χ2H2
(
1−Q+ 2Q2 − 2 ∂Q
∂ ln L¯
)
− 4
χH
[
− 1− 2be + 2beQ+Q− 6Q2 + 3H
′
H2 (1−Q)
+6
∂Q
∂ ln L¯
+ 2
Q′
H
]
+
2H′
H2
(
3 + 2be − 6Q− 3H
′
H2
)
+
2H′′
H3 , (35)
E = −4− be + b2e − 4beQ+ 6Q+ 4Q2 − 4
∂Q
∂ ln L¯
− 4Q
′
H +
b′e
H +
2
χ2H2
(
1−Q+ 2Q2 − 2 ∂Q
∂ ln L¯
)
+
2
χH
[
3− 2be + 2beQ− 3Q− 4Q2 + 3H
′
H2 (1−Q) + 4
∂Q
∂ ln L¯
+ 2
Q′
H
]
+
H′
H2
(
3− 2be + 4Q+ 3H
′
H2
)
− H
′′
H3 .
(36)
3 Note that the GR correction to δ
(2)
mT does not enter the bias term b1δ
(2)
mT, as explained in [48–50]. There is a GR correction to v
(2),
which we neglect here.
8In deriving (30)–(36) from (29), we used the following:
(a) eliminate d/dχ using (9), and ∂⊥i using (8);
(b) show, using the commutator relation
[
∂⊥i, ∂‖
]
= χ−1∂⊥i, that
∂⊥iv(1) ∂i⊥∂‖v
(1) = ∂iv
(1) ∂‖∂iv(1) − ∂‖v(1) ∂2‖v(1) +
1
χ
[
∂iv
(1) ∂iv(1) − [∂‖v(1)]2]; (37)
(c) express δ
(1)
g in terms of δ
(1)
mT and v
(1), using (17) and (18);
(d) rewrite the term from the perturbation of the magnification bias, using (16)–(18), as
∂δ
(1)
g
∂ ln L¯
=
∂b1
∂ ln L¯
δ
(1)
mT −
∂be
∂ ln L¯
Hv(1) = ∂b1
∂ ln L¯
δ
(1)
mT +Q′v(1), (38)
where the second equality uses (6), (7) and ∂/∂ ln a = H−1∂/∂η.
In summary: we have used the general formula for ∆
(2)
g in Poisson gauge, given in [29], neglecting the terms with
line-of-sight integrals, to derive (30)–(36). In these equations we have broken down the highly complex formula in
[29] into simple parts, facilitating analytical and then numerical analysis. Our new contribution is to determine the
Poisson-gauge δ
(2)
g via a simple local-in-mass-density model of bias (26), that is gauge independent and valid on
ultra-large scales.4
III. GALAXY NUMBER OVERDENSITY IN FOURIER SPACE AND THE BISPECTRUM
We will only consider correlations at the same observed redshift. At fixed redshift z, the perturbative variables
depend on n and can be computed in Fourier space at fixed η(z). With n and z fixed, we transform x = [η0−η(z)]n+
x0 → k, which is equivalent to transforming over all observer positions x0. Our Fourier convention is
f(x) =
∫
d3k
(2pi)3
eik·xf(k), f(k) =
∫
d3x e−ik·xf(x) =
∫
d3k′
(2pi)3
(2pi)3δD(k − k′)f(k′), (39)
where we suppress the redshift dependence. The transform of a product h(x) = g(x)f(x) leads to a convolution in
Fourier space
h(k) =
∫
d3k1
(2pi)3
d3k2
(2pi)3
f(k1)g(k2)(2pi)
3δD (k1 + k2 − k) . (40)
For notational convenience we write the T-gauge matter density contrast as
δmT ≡ δ = δ(1) + 1
2
δ(2), (41)
from now on.
At second order, the matter density contrast and the velocity and metric potentials are given in a Newtonian
approximation by [51]:
δ(2)(k) =
∫
d3k1
(2pi)3
d3k2
(2pi)3
δ(1)(k1)δ
(1)(k2)F2(k1,k2)(2pi)
3δD (k1 + k2 − k) , (42)
v(2)(k) = f
H
k2
∫
d3k1
(2pi)3
d3k2
(2pi)3
δ(1)(k1)δ
(1)(k2)G2(k1,k2)(2pi)
3δD (k1 + k2 − k) , (43)
Φ(2)(k) = Ψ(2)(k) = −3
2
Ωm
H2
k2
δ(2)(k). (44)
4 Three groups have computed ∆
(2)
g – in [29–31], [32] and [33]. All have used different formalisms. The collective task of cross-checking
these independent results has been initiated but is not complete, even in the simplest case with no integrated contributions and
be = 0 = Q.
9The kernels for the dark matter and peculiar velocity perturbations in a matter-dominated model are
F2(k1,k2) =
10
7
+
k1 · k2
k1k2
(
k1
k2
+
k2
k1
)
+
4
7
(
k1 · k2
k1k2
)2
, (45)
G2(k1,k2) =
6
7
+
k1 · k2
k1k2
(
k1
k2
+
k2
k1
)
+
8
7
(
k1 · k2
k1k2
)2
. (46)
The corrections to these kernels from the presence of Λ are small [35], and we neglect them. Within the same
approximation, we have δ(2) ∝ D2δ(2)0 , so that δ(2)′ = 2fHδ(2). Then it follows from (44) that
Φ(2)′ = (2f − 1)HΦ(2). (47)
We write ∆
(1,2)
g in terms of kernels:
∆(1)g (k2) =
∫
d3k1
(2pi)3
K(1)(k1)δ(1)(k1)(2pi)3δD(k1 − k2), (48)
∆(2)g (k3) =
∫
d3k1
(2pi)3
d3k2
(2pi)3
K(2)(k1,k2,k3)δ(1)(k1)δ(1)(k2)(2pi)3δD(k1 + k2 − k3)− δ(D)(k3)
〈
∆(2)g
〉
, (49)
and we split the kernels into Newtonian and GR parts, K(1,2) = K(1,2)N +K(1,2)GR . In (49), we subtracted off the ensemble
average of ∆g: 〈
∆(2)g
〉
=
∫
d3k1
(2pi)3
P (k1)K(2)(k1,−k1, 0), (50)
in order to ensure that 〈∆g〉 = 0. Here P (k) ≡ Pδ(1)(k) is the linear matter power spectrum.
By (27) and (28), the linear order kernel is given by
K(1)N (k) = b1 + fµ2 , K(1)GR(k) = i
µ
k
γ1 +
γ2
k2
, µ = kˆ · n, (51)
where γ1 and γ2 are redshift dependent:
γ1
H = f
[
be − 2Q− 2(1−Q)
χH −
H′
H2
]
, (52)
γ2
H2 = f(3− be) +
3
2
Ωm
[
2 + be − f − 4Q− 2(1−Q)
χH −
H′
H2
]
. (53)
At second order, the Newtonian part of the kernel is
K(2)N (k1,k2,k3) = b1F2(k1,k2) + b2 + fG2(k1,k2)µ23
+ f2
µ1µ2
k1k2
(
µ1k1 + µ2k2
)2
+ b1
f
k1k2
[(
µ21 + µ
2
2
)
k1k2 + µ1µ2
(
k21 + k
2
2
)]
, (54)
where µi = kˆi · n. The second line in (54) is the nonlinear Kaiser RSD contribution [20, 21].
The GR part follows from (31), after transformation to Fourier space. The details, with all the necessary transforms,
are given in Appendix B, and they lead to the GR kernel:
K(2)GR(k1,k2,k3) =
1
k21k
2
2
{
Γ1 + i (µ1k1 + µ2k2) Γ2 +
k21k
2
2
k23
[
F2(k1,k2) Γ3 +G2(k1,k2) Γ4
]
+ (µ1k1µ2k2) Γ5 + (k1 · k2) Γ6 +
(
k21 + k
2
2
)
Γ7 +
(
µ21k
2
1 + µ
2
2k
2
2
)
Γ8
+ i
[ (
µ1k
3
1 + µ2k
3
2
)
Γ9 + (µ1k1 + µ2k2) (k1 · k2) Γ10 + k1k2 (µ1k2 + µ2k1) Γ11
+
(
µ31k
3
1 + µ
3
2k
3
2
)
Γ12 + µ1µ2k1k2 (µ1k1 + µ2k2) Γ13 + µ3
k21k
2
2
k3
G2(k1,k2) Γ14
]}
, (55)
where the ΓI(z) are given in Appendix C.
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We have ordered the ΓI according to the powers of H/k, starting with the O(H4/k4) term and ending with the
O(H/k) terms. This is our key result – transforming the highly complicated second-order GR projection corrections
given by (31) into a manageable Fourier-space kernel (55). In the special case be = 0 = Q, (31) reduces to the form
given in [28]. When be,Q are nonzero, the ΓI become much more complicated.
In Fourier space, the observed galaxy bispectrum Bg at fixed redshift is given by〈
∆g(k1)∆g(k2)∆g(k3)
〉
= (2pi)3Bg(k1,k2,k3)δ
D(k1 + k2 + k3). (56)
At second order, the only combinations of terms that contribute at tree-level are
2
〈
∆g(k1)∆g(k2)∆g(k3)
〉
=
〈
∆(1)g (k1)∆
(1)
g (k2)∆
(2)
g (k3)
〉
+ 2 cyc. perm. (57)
=
〈
∆
(1)
gN(k1)∆
(1)
gN(k2)∆
(2)
gN(k3)
〉
+
〈
∆
(1)
gGR(k1)∆
(1)
gGR(k2)∆
(2)
gGR(k3)
〉
+
〈
∆
(1)
gN(k1)∆
(1)
gN(k2)∆
(2)
gGR(k3)
〉
+
〈
∆
(1)
gGR(k1)∆
(1)
gGR(k2)∆
(2)
gN(k3)
〉
+ 2
[〈
∆
(1)
gN(k1)∆
(1)
gGR(k2)∆
(2)
gN(k3)
〉
+
〈
∆
(1)
gN(k1)∆
(1)
gGR(k2)∆
(2)
gGR(k3)
〉]
+ 2 cyc. perm., (58)
where the factors of 2 arise from the factor 1/2 in the perturbative expansion of ∆g. In the second equality, we
have further separated the bispectrum into purely Newtonian and purely GR parts (first line), and cross-correlations
between Newtonian and GR terms (following lines). The cross-correlation terms become important on smaller scales
than the pure GR term.
The full expression for the galaxy bispectrum in terms of kernels follows from (58) as:
Bg(k1,k2,k3) =
[
K(1)N (k1)K(1)N (k2)K(2)N (k1,k2,k3) +K(1)GR(k1)K(1)GR(k2)K(2)GR(k1,k2,k3)
+K(1)N (k1)K(1)N (k2)K(2)GR(k1,k2,k3) +K(1)GR(k1)K(1)GR(k2)K(2)N (k1,k2,k3)
+ 2K(1)N (k1)K(1)GR(k2)
{
K(2)N (k1,k2,k3) +K(2)GR(k1,k2,k3)
}]
P (k1)P (k2) + 2 cyc. perm. (59)
The bispectrum in the Newtonian approximation is
BgN(k1,k2,k3) = K(1)N (k1)K(1)N (k2)K(2)N (k1,k2,k3)P (k1)P (k2) + 2 cyc. perm. (60)
All other terms in (59) are GR corrections, i.e., they vanish if the GR projection effects are neglected.
Calculation of the galaxy bispectrum including all the GR terms leads to a complex-valued function. We split (59)
into real and imaginary parts Bg = B
R
g + iB
I
g and compute the absolute value of the galaxy bispectrum, given by
|Bg|2 = (BRg )2 + (BIg)2.
There are four different angles implicit in (59):
three θi between the observer line of sight and the mode vectors (with cosines µi = cos θi = kˆi · n)
+ one of the angles θij between ki and kj (with cosines µij = cos θij = kˆi · kˆj).
Two of the µi are independent, since µ1k1+µ2k2+µ3k3 = 0, where k3 = |k1+k2|. Two of the µij can be determined
by the third via trigonometric identities. Finally, one of the two remaining µi may be expressed in terms of the other
one and the choice of independent µij , using the trigonometric addition formula. If we choose µ1 and µ12, then
µ2 = µ1µ12 ±
√
1− µ21
√
1− µ212 cosφ , (61)
where µ12 can be determined from the ki. Here φ is the azimuthal angle, characterizing the orientation of the triangle
in Fourier space, and the ± arises due to invariance under reflection of n about kˆ2 in their plane.
Implementing these conditions, the galaxy bispectrum is a function of µ1 and φ, together with the magnitudes of
the three mode vectors. The dependence of Bg on µ1 and φ may be expanded in spherical harmonics:
Bg(k1, k2, k3, µ1, φ) =
∑
`=0
∑`
m=−`
B`mg (k1, k2, k3)Y`m(µ1, φ), (62)
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where the multipoles of Bg are given by
B`mg (k1, k2, k3) =
(2`+ 1)
4pi
∫ 2pi
0
dφ
∫ 1
−1
dµ1Bg(k1, k2, k3, µ1, φ)Y
∗
`m(µ1, φ). (63)
This can be compared to the Legendre multipole expansion of the galaxy power spectrum
Pg(k, µ) =
`max∑
`=0
P `g (k)L`(µ) with P `g (k) =
(2`+ 1)
2
∫ 1
−1
dµPg(k, µ)L`(µ) . (64)
Note that we can also expand the bispectrum in Associated Legendre polynomials and still recover the multipoles as
given in (63).
Typically, only the m = 0 multipoles of Bg are considered, and we will do this, so that Bg = Bg(k1, k2, k3, µ1). In
fact, this does not lose much information [52]. For the monopole, we use the shorthand B0g ≡ B00g .
IV. NUMERICAL RESULTS
In order to illustrate quantitatively the imprint of GR effects on the galaxy bispectrum, we specialise to an isosceles
configuration, with
k1 = k2 ≡ k, k3 = k
√
2(1 + µ12). (65)
We evaluate the following cases:
radial: µ1 = 1→ B‖g , transverse: µ1 = 0→ B⊥g , monopole:
∫
dµ1 → B0g . (66)
For redshifts and astrophysical parameters, we choose:
z = 1.0, 1.5, b1(z) =
√
1 + z, b2(z) = −0.1
√
1 + z, be = 0 = Q, (67)
where the galaxy bias parameters are similar to [53].
In each case, we compare the Newtonian prediction (60) for the galaxy bispectrum, to the GR prediction (59). We
consider the galaxy bispectrum Bg as a function of triangle size for two isosceles shapes. We fix µ12 = cos θ12 and
vary k, for two special cases:
equilateral: µ12 = −1
2
, moderately squeezed: µ12 = −0.998 ⇒ k3 ≈ k
16
. (68)
Figure 1 shows the radial, transverse and monopole parts of Bg, together with the percentage correction relative
to the Newtonian case without the GR projection effects, on scales 0.01 ≤ k ≤ 0.1, which includes BAO scales. In all
cases, as expected, the GR corrections become increasingly important on larger scales. The squeezed configuration has
a larger correction than the equilateral. For the monopole, the GR correction at equality scales reaches O(30− 70%)
at z ∼ 1−1.5, and then grows larger. Note that when the short modes are equality scale, the long mode is still within
the Hubble horizon:
k ∼ keq ⇒ k3 ∼ keq
16
∼ 3H0. (69)
On the largest scales, our results need to be corrected for wide-angle correlations that are absent in the plane-parallel
approximation.
It is interesting to identify the various contributions to the galaxy bispectrum monopole in Fig. 1. We do this in
two ways, as illustrated in Fig. 2, for the moderately squeezed (left) and equilateral (right) shapes, at z = 1.5:
• In the top panel, we show the contributions from the various 3-point correlations 〈∆g(k1)∆g(k2)∆g(k3)〉, as
given in (58).
The pure Newtonian correlation gives the standard curve (dashed, black). The 5 solid curves are the correlations
with GR corrections: 1 pure GR correlation (red), which dominates on horizon scales, and 4 correlations between
GR and Newtonian. It can be seen that 3 of the mixed correlation terms (blue, green, magenta) dominate the
GR correction on subhorizon scales.
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FIG. 1. Left: Galaxy bispectrum for moderately squeezed (k3 ≈ k/16, solid) and equilateral (k3 = k, dashed) shapes,
at z = 1.0, 1.5. From top to bottom: radial, transverse and monopole parts. Right: Percentage difference relative to the
Newtonian approximation for 0.01 ≤ k ≤ 0.1, which includes BAO scales.
For the squeezed case, the dominant correlation is
〈
∆
(1)
gN(k1)∆
(1)
gGR(k2)∆
(2)
gGR(k3)
〉
(blue). If we omitted the
second-order GR projection effects, we would miss this dominant GR contribution to the squeezed galaxy
bispectrum.
13
10−4 10−3 10−2 10−1
k /Mpc−1
102
103
104
105
106
107
108
109
1010
1011
1012
1013
1014
B
0 g
/
M
p
c6
k = H(z = 1.5)
〈∆(1)N ∆(1)N ∆(2)N 〉
〈∆(1)GR∆(1)GR∆(2)GR〉
〈∆(1)N ∆(1)N ∆(2)GR〉
〈∆(1)GR∆(1)GR∆(2)N 〉
〈∆(1)N ∆(1)GR∆(2)N 〉
〈∆(1)N ∆(1)GR∆(2)GR〉
10−4 10−3 10−2 10−1
k /Mpc−1
102
103
104
105
106
107
108
109
1010
1011
1012
1013
1014
B
0 g
/
M
p
c6
k = H(z = 1.5)
〈∆(1)N ∆(1)N ∆(2)N 〉
〈∆(1)GR∆(1)GR∆(2)GR〉
〈∆(1)N ∆(1)N ∆(2)GR〉
〈∆(1)GR∆(1)GR∆(2)N 〉
〈∆(1)N ∆(1)GR∆(2)N 〉
〈∆(1)N ∆(1)GR∆(2)GR〉
10−4 10−3 10−2 10−1
k /Mpc−1
102
103
104
105
106
107
108
109
1010
1011
1012
1013
1014
B
0 g
/
M
p
c6
k = H(z = 1.5)
N
O(1) GR
O(2) k−1
O(2) k−2
O(2) k−3
O(2) k−4
10−4 10−3 10−2 10−1
k /Mpc−1
102
103
104
105
106
107
108
109
1010
1011
1012
1013
1014
B
0 g
/
M
p
c6
k = H(z = 1.5)
N
O(1) GR
O(2) k−1
O(2) k−2
O(2) k−3
O(2) k−4
FIG. 2. Contributions to the galaxy bispectrum monopole for the moderately squeezed (left) and equilateral (right) shapes of
Fig. 1, at z = 1.5.
Top: The different 3-point correlations that contribute to the galaxy bispectrum – purely Newtonian, purely GR and mixed
correlations – as given in (58).
Bottom: The different contributions to the galaxy bispectrum from the first order GR kernel (51) on its own, and then together
with the terms in the second order GR kernel (55), split into powers of k−1.
Note that the correlation with only one GR first-order projection term, i.e.,
〈
∆
(1)
gN(k1)∆
(1)
gGR(k2)∆
(2)
gN(k3)
〉
(ma-
14
genta), has a constant contribution on super-equality scales.
• In the bottom panel, we show the contributions from the first-order GR kernel K(1)GR , (51), on its own (red),
and then together with the terms in the second-order GR kernel K(2)GR, (55), split into powers of k−1.
The first-order GR correction (red) clearly under-estimates the full GR correction, especially in the squeezed
case.
Amongst the second-order GR corrections in the squeezed case, the k−1 term (blue) dominates on ultra-large
scales until close to the comoving horizon, k = H, when the k−n, n = 2, 3, 4 terms (green, magenta, orange)
dominate.
On scales around equality, we can find a power-law fit for the fractional GR corrections to the Newtonian prediction:
B(s)g = B
(s)
gN
[
1 + ∆B(s)
]
s = radial, transverse, monopole, (70)
∆B(s) = α(s)
(
k
keq
)−n
0.007 Mpc−1 . k . 0.07 Mpc−1. (71)
We find that n = 2 is a good fit for all s and redshift, and for squeezed and equilateral cases. This shows that the
dominant GR corrections add up to behave as O(H2/k2) around equality scales. The amplitude on equality scales,
α(s), varies weakly with s and z, but is significantly smaller for equilateral shapes – see Table I.
α(s) × 102 for z = 1, 1.5 Triangle shape
∆B‖
32.8, 32.2 squeezed
.17, .096 equilateral
∆B⊥
54.1, 69.6 squeezed
.17, .096 equilateral
∆B0
33.5, 69.4 squeezed
.15, .14 equilateral
TABLE I. Percentage GR corrections at equality, as defined in (71), for the bispectra in Fig. 1.
V. CONCLUSION
We considered the local relativistic projection effects on the galaxy bispectrum, up to second order, providing the
details behind the results presented in [28], and generalizing those results to include evolution bias and magnification
bias. We transformed the local GR contribution into Fourier space, to form the kernel K(2)GR(k1,k2,k3) given by (55),
with further details presented in Appendix B, and the ΓI coefficients given in Appendix C. Once we have this kernel,
computing the bispectrum is a relatively straightforward procedure, which allows us to analyse the contribution from
GR effects to the bispectrum.
We incorporated a careful treatment of galaxy bias on ultra-large scales, which is essential in order to avoid spurious
gauge effects. We assumed a simple local-in-mass-density model of nonlinear bias that neglects tidal effects, leading
to the relativistic bias relation (26) for the Poisson-gauge galaxy number density contrast.
The GR effects can be significant, as illustrated in Fig. 1 and Table I, for equilateral and moderately squeezed
triangles in the radial, transverse and monopole parts of the bispectrum. On equality scales at z ∼ 1− 1.5 they alter
the bispectrum monopole in the moderately squeezed case by ∼ 30 − 70%. On ultra-large scales, the bispectrum is
dominated by the local GR terms.
The contributions to the total GR correction of the monopole are shown in Fig. 2. The top panel presents the
contributions from the various 3-point correlations given in (58). In the squeezed case, the dominant correlation is〈
∆
(1)
gN(k1)∆
(1)
gGR(k2)∆
(2)
gGR(k3)
〉
.
If we included only the first-order GR projection effects in our analysis, we would miss this dominant GR contribution
to the squeezed galaxy bispectrum. The bottom panel breaks down the terms in the second-order GR kernel K(2)GR
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according to powers of k−1. For the squeezed case, the k−1 term dominates on ultra-large scales until close to the
comoving horizon, k = H.
Our main aim was to highlight the importance of the effects from observations, properly analysed in GR, and to
this end, we treated the simplest case, taking the first steps towards a complete analysis. We have not included:
• primordial non-Gaussianity;
• tidal stress in the galaxy bias;
• GR corrections to the v(2), Φ(2) and Ψ(2) terms that contribute to the projection effects;
• the second-order effect of the radiation era on initial conditions for sub-equality modes;
• integrated contributions to the projection effects, wide-angle correlations and radial (cross-bin) correlations.
The first three effects can be incorporated within our Fourier-space analysis using the plane-parallel approximation.
The fourth requires numerical integration with a second-order Boltzmann code [35]. The last requires one to use the
3-point correlation function, for example through a spherical harmonic decomposition.5
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Appendix A: Second-order gauge transformation of number density contrast
At second order, the number density contrasts in Poisson and C gauges are related by a generalisation of (17),
which is given in [30]:
δ(2)g = δ
(2)
gC + (3− be)Hv(2) +
[
(be − 3)H′ + b′eH+ (be − 3)2H2
][
v(1)
]2
+ (be − 3)Hv(1)v(1)′
− (be − 3)H∇−2
[
v(1)∇2v(1)′ − v(1)′∇2v(1) − 6∂iΦ(1)∂iv(1) − 6Φ(1)∇2v(1)
]
+ 2(3− be)Hv(1)δ(1)gC − 2v(1)δ(1)′gC
− 1
2
∂iξ(1)
[
(3− be)H∂iv(1) + 2∂iδ(1)gC
]
− 1
2
(be − 3)H∇−2
[
∂iξ
(1)∂i∇2v(1) + ∂iv(1)∂i∇2ξ(1) + 2∂i∂jξ(1)∂i∂jv(1)
]
. (A1)
Here ξ(1) is a gauge generator, and the residual C-gauge freedom is fixed by imposing ξ(1)′ = 2v(1) [30].
It follows from the identity
∇2
[
∂iξ
(1) · ∂iv(1)
]
= ∂iv(1) · ∇2[∂iξ(1)]+ ∂iξ(1) · ∇2[∂iv(1)]+ 2∂j∂iξ(1) · ∂j∂iv(1), (A2)
that the last line of (A1) reduces to − (be − 3)H ∂iξ(1)∂iv(1)/2, which cancels the first term on the third line. Thus
(A1) may be simplified to
δ(2)g = δ
(2)
gC + (3− be)Hv(2) +
[
(be − 3)H′ + b′eH+ (be − 3)2H2
][
v(1)
]2
+ (be − 3)Hv(1)v(1)′
− (be − 3)H∇−2
[
v(1)∇2v(1)′ − v(1)′∇2v(1) − 6∂iΦ(1)∂iv(1) − 6Φ(1)∇2v(1)
]
+ 2(3− be)Hv(1)δ(1)gC − 2v(1)δ(1)′gC
− [∂iδ(1)gC]∂iξ(1). (A3)
By the continuity equation, given in (13), the gauge fixing condition ξ(1)′ = 2v(1) implies that
∂iξ(1) = −2∇−2∂iδ(1)mC. (A4)
Using this, the relation (22) between C- and T-gauge number density contrasts becomes
δ
(2)
gC −
[
∂iδ
(1)
gC
]
∂iξ(1) = δ
(2)
gT . (A5)
Then it follows from (A3) and (A5) that (A1) can be rewritten as the second-order map from the Poisson-gauge δg
to the T-gauge δgT:
δ(2)g = δ
(2)
gT + (3− be)Hv(2) +
[
(be − 3)H′ + b′eH+ (be − 3)2H2
][
v(1)
]2
+ (be − 3)Hv(1)v(1)′
− (be − 3)H∇−2
[
v(1)∇2v(1)′ − v(1)′∇2v(1) − 6∂iΦ(1)∂iv(1) − 6Φ(1)∇2v(1)
]
+ 2(3− be)Hv(1)δ(1)gT − 2v(1)δ(1)′gT . (A6)
This is (25).
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Appendix B: Expansion of perturbed variables in Fourier space
We express all variables in terms of the T-gauge matter density contrast, δ(k). For the gravitational and velocity
potentials, (14), (15) and (18) give
H v(1)(k) = fH
2
k2
δ(1)(k), Φ(1)(k) = −3
2
Ωm
H2
k2
δ(1)(k). (B1)
The growth rate and growth suppression factor in ΛCDM obey
f ′
H =
1
2
(
3Ωm − 4
)
f − f2 + 3
2
Ωm,
1
H
g′
g
= f − 1. (B2)
The galaxy number density contrast in Fourier space is expanded using (16), (17):
δ(1)g = b1δ
(1) + (3− be)Hv(1). (B3)
The evolution of the velocity potential follows from the Euler equation as
v(1)′ = −Hv(1) − Φ(1). (B4)
The time derivative of the galaxy number density contrast follows from (B3) and (B4) as
δ(1)′g =
(
b′1 + b1fH
)
δ(1) +
[
(3− be)
(H′ −H2)− b′eH]v(1) − (3− be)HΦ(1). (B5)
At second order, a typical term such as v(1)(x)δ
(1)
g (x) can be expressed as:
v(1)(x)δ(1)g (x) =
∫
d3k
(2pi)3
eik·x
[
v(1)δ(1)g
]
(k), (B6)[
v(1)δ(1)g
]
(k) =
∫
d3x e−ik·xv(1)(x)δ(1)g (x)
=
1
2
∫
d3x
∫
d3k1
(2pi)3
d3k2
(2pi)3
[
v(1)(k1)δ
(1)
g (k2) + v
(1)(k2)δ
(1)
g (k1)
]
e−ik·xeik1·xeik2·x
=
1
2
∫
d3k1
(2pi)3
d3k2
(2pi)3
[
v(1)(k1)δ
(1)
g (k2) + v
(1)(k2)δ
(1)
g (k1)
]
(2pi)3δD (k1 + k2 − k) , (B7)
where we used (39) and the definition of the Dirac delta function in three dimensions. Then we express the perturbative
variables in terms of δ(1), using (B1) and (B3):
v(1)(k1)δ
(1)
g (k2) + v
(1)(k2)δ
(1)
g (k1) =
[
b1fH
(
1
k21
+
1
k22
)
+ 2f2 (3− be)H3 1
k21k
2
2
]
δ(1)(k1)δ
(1)(k2). (B8)
This leads to [
v(1)δ(1)g
]
(k) =
∫
d3k1
(2pi)3
d3k2
(2pi)3
F
[
v(1)δ(1)g
]
δ(1)(k1)δ
(1)(k2)(2pi)
3δD (k1 + k2 − k) , (B9)
where the kernel is
F
[
v(1)(x)δ(1)g (x)
]
= fH
[
b1
(
k21 + k
2
2
)
+ 2 (3− be) fH2
]
2k21k
2
2
. (B10)
Table II gives the Fourier kernels for all second-order terms in ∆
(2)
g .
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TABLE II. Fourier transform kernel and coefficient of each term of (30) and (31), ordered according to their k-dependence. N
denotes a Newtonian term (k0), Γ1 is for k
−4, Γ2 is for k−3, Γ3 to Γ8 are for k−2 and Γ9 to Γ14 are for k−1. For convenience,
the superscript (1) is dropped from first-order variables δ(1), v(1),Φ(1).
Term Γ Fourier kernel F Coefficient
δ(2) N F2(k1,k2) b1
∂2‖v
(2) N f2Hµ23G2(k1,k2) −1/H
δ∂2‖v N −fH
(
µ21 + µ
2
2
)
/2 −2b1/H
∂‖v∂‖δ N −fHµ1µ2
(
k21 + k
2
2
)
/
(
2k1k2
) −2b1/H
∂‖v∂
3
‖v N f
2H2(µ1µ32k22 + µ2µ31k21)/(k1k2) 2/H2[
∂2‖v
]2
N f2H2 µ21µ22 2/H2
[
Φ
]2
Γ1 9Ω
2
mH4/
(
4k21k
2
2
) A
Φv Γ1 −3ΩmH3f/
(
2k21k
2
2
) C
∇−2(v∇2v′ − v′∇2v − 6∂iΦ∂iv − 6Φ∇2v) Γ1 9ΩmH3f/
(
2k21k
2
2
)
(3− be)H
vv′ Γ1 fH3
(
3Ωm − 2f
)
/
(
2k21k
2
2
)
(be − 3)H[
v
]2
Γ1 f
2H2/(k21k22) (be − 3)2H2 + b′eH+ (be − 3)H′
v∂‖v Γ2 i f
2H2(µ1k1 + µ2k2)/(2k21k22) B
Φ∂‖v Γ2 −3i fΩmH3
(
µ1k1 + µ2k2
)
/
(
4k21k
2
2
) D
Φ∂‖Φ Γ2 9i Ω
2
mH4
(
µ1k1 + µ2k2
)
/
(
8k21k
2
2
)
2(f − 2 + 2Q)/H
Ψ(2) = Φ(2) Γ3 −3ΩmH2F2(k1,k2)/
(
2k23
)
4Q− 1− be +R
Φ(2)′ Γ3 −3ΩmH3(2f − 1)F2(k1,k2)/
(
2k23
)
1/H
v(2) Γ4 fHG2(k1,k2)/k23 (3− be)H
[
∂‖v
]2
Γ5 −f2H2µ1µ2/
(
k1k2
) E
∂‖v∂‖Φ Γ5 3fΩmH3µ1µ2/
(
2k1k2
)
2(2− f − 2Q)/H
∂iv ∂
iv Γ6 −f2H2 k1 · k2/
(
k21k
2
2
)
be − 1− 2Q−R
∂iv∂
iΦ Γ6 3fΩmH3 k1 · k2/
(
2k21k
2
2
)
2/H
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Φδ Γ7 −3ΩmH2
(
k21 + k
2
2
)
/
(
4k21k
2
2
)
2b1
(
f − 2− be + 4Q+R
)− S
Φδ′ Γ7 −3fΩmH3
(
k21 + k
2
2
)
/
(
4k21k
2
2
) −2b1/H
vδ Γ7 fH
(
k21 + k
2
2
)
/
(
2k21k
2
2
)
b′1 + 2b1(3− be)H
vδ′ Γ7 f2H2
(
k21 + k
2
2
)
/
(
2k21k
2
2
) −2b1
Φ∂2‖v Γ8 3fΩmH3
(
µ21k
2
1 + µ
2
2k
2
2
)
/
(
4k21k
2
2
)
2
(
1− 2f + 2be − 6Q− 2R−H′/H2
)
/H
Φ∂2‖Φ Γ8 −9Ω2mH4
(
µ21k
2
1 + µ
2
2k
2
2
)
/
(
4k21k
2
2
) −2/H2
v∂2‖v Γ8 −f2H3
(
µ21k
2
1 + µ
2
2k
2
2
)
/
(
2k21k
2
2
)
2(be − 3)/H
Φ∂‖δ Γ9 −3i ΩmH2
(
µ1k
3
1 + µ2k
3
2
)
/
(
4k21k
2
2
)
2b1/H
∂iv∂‖∂
iv Γ10 −i f2H2k1 · k2
(
µ1k1 + µ2k2
)
/
(
2k21k
2
2
) −4/H
δ′∂‖v Γ11 i f
2H2(µ1k2 + µ2k1)/(2k1k2) 2b1/H
δ∂‖v Γ11 i fH
(
µ1k2 + µ2k1
)
/
(
2k1k2
)
2b1
(
be − 2Q−R
)
+ S
Φ∂3‖v Γ12 3i fΩmH3
(
µ31k
3
1 + µ
3
2k
3
2
)
/
(
4k21k
2
2
) −2/H2
∂‖v∂
2
‖v Γ13 −i f2H2
(
µ1µ
2
2k2 + µ2µ
2
1k1
)
/
(
2k1k2
)
2
(
3− 2be + 4Q+ 2R+H′/H2
)
/H
∂‖v∂
2
‖Φ Γ13 3i fΩmH3
(
µ1µ
2
2k2 + µ2µ
2
1k1
)
/
(
4k1k2
)
2/H2
∂‖v
(2) Γ14 i fHµ3G2(k1,k2)/k3 be − 2Q−R
where A,B, C,D, E are given by (32)–(36), and
R ≡ 2(1−Q)
χH +
H′
H2 , S ≡ 4
(
2− 1
χH
)
∂b1
∂ ln L¯
(B11)
Note that the kernels for quadratic terms in Table II can be obtained from an algorithm. Consider a term such as
DnX DmY, (B12)
where D = ∂i or ∂‖, and X,Y = δ, v or Φ. The corresponding term in the kernel is formed as follows:{ 1
2
(
i k1
)n(
i k2
)m
for D = ∂‖ OR
1
2
(
ik1 · ik2
)n
for D = ∂i, m = n
× [k−21 if X is v or Φ]× [k−22 if Y is v or Φ]
× [a factor of µ1 for each ∂‖ acting on X]× [a factor of µ2 for each ∂‖ acting on Y ]
× [a factor of fH for each v]
× [a factor of − 3
2
ΩmH2 for each Φ
]}
+
{
1↔ 2
}
(B13)
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Appendix C: The coefficients in the GR kernel K(2)GR
The coefficients ΓI(z) in (55) follow from (30)–(36), using Table II.
Evolution bias be and magnification bias Q make the ΓI much more complicated than for the case be = 0 = Q,
which is considered in [28]. (Note that when Q = 0, all the terms with ∂/∂ ln L¯ vanish.)
Γ1
H4 =
9
4
Ω2m
[
−3 + 2f
(
2− 2be + 4Q+ 4(1−Q)
χH +
2H′
H2
)
− 2f
′
H + b
2
e + 6be − 8beQ+ 4Q+ 16Q2 − 16
∂Q
∂ ln L¯
− 8Q
′
H +
b′e
H +
2
χ2H2
(
1−Q+ 2Q2 − 2 ∂Q
∂ ln L¯
)
− 2
χH
(
4 + 2be − 2beQ− 4Q+ 8Q2 − 3H
′
H2 (1−Q)
− 8 ∂Q
∂ ln L¯
− 2Q
′
H
)
+
H′
H2
(
− 8− 2be + 8Q+ 3H
′
H2
)
− H
′′
H3
]
+ 3Ωmf
[
6− f(3− be) + be
(
3 +
2(1−Q)
χH
)
− b
′
e
H − b
2
e + 4beQ− 12Q−
6(1−Q)
χH + 2
(
2− 1
χH
)Q′
H
]
+ f2
[
12− 7be + b2e +
b′e
H + (be − 3)
H′
H2
]
(C1)
Γ2
H3 =
9
4
Ω2m(f − 2 + 2Q) +
3
2
Ωmf
[
− 2− f
(
− 3 + f + 2be − 3Q− 4(1−Q)
χH −
2H′
H2
)
− f
′
H + 3be + b
2
e − 6beQ+ 4Q
+ 8Q2 − 8 ∂Q
∂ ln L¯
− 6Q
′
H +
b′e
H +
2
χ2H2
(
1−Q+ 2Q2 − 2 ∂Q
∂ ln L¯
)
+
2
χH
(
− 1− 2be + 2beQ+Q− 6Q2
+
3H′
H2 (1−Q) + 6
∂Q
∂ ln L¯
+ 2
Q′
H
)
− H
′
H2
(
3 + 2be − 6Q− 3H
′
H2
)
− H
′′
H3
]
+ f2
[
− 3 + 2be
(
2 +
(1−Q)
χH
)
− b2e + 2beQ− 6Q−
b′e
H −
6(1−Q)
χH + 2
(
1− 1
χH
)Q′
H
]
(C2)
Γ3
H2 =
3
2
Ωm
[
2− 2f + be − 4Q− 2(1−Q)
χH −
H′
H2
]
(C3)
Γ4
H2 = f(3− be) (C4)
Γ5
H2 = 3Ωmf(2− f − 2Q) + f
2
[
4 + be − b2e + 4beQ− 6Q− 4Q2 + 4
∂Q
∂ ln L¯
+ 4
Q′
H −
b′e
H
− 2
χ2H2
(
1−Q+ 2Q2 − 2 ∂Q
∂ ln L¯
)
− 2
χH
(
3− 2be + 2beQ−Q− 4Q2 + 3H
′
H2 (1−Q) + 4
∂Q
∂ ln L¯
+ 2
Q′
H
)
− H
′
H2
(
3− 2be + 4Q+ 3H
′
H2
)
+
H′′
H3
]
(C5)
Γ6
H2 = 3Ωmf − f
2
[
− 1 + be − 2Q− 2(1 +Q)
χH −
H′
H2
]
(C6)
Γ7
H2 =
3
2
Ωm
[
b1
(
2 + be − 4Q− 2(1−Q)
χH −
H′
H2
)
+
b′1
H + 2
(
2− 1
χH
)
∂b1
∂ ln L¯
]
− f
[
b1(f − 3 + be) + b
′
1
H
]
(C7)
Γ8
H2 =
9
4
Ω2m +
3
2
Ωmf
[
1− 2f + 2be − 6Q− 4(1−Q)
χH −
3H′
H2
]
+ f2(3− be) (C8)
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Γ9
H = −
3
2
Ωmb1 (C9)
Γ10
H = 2f
2 (C10)
Γ11
H = f
[
b1
(
f + be − 2Q− 2(1−Q)
χH −
H′
H2
)
+
b′1
H + 2
(
1− 1
χH
)
∂b1
∂ ln L¯
]
(C11)
Γ12
H = −
3
2
Ωmf (C12)
Γ13
H =
3
2
Ωmf − f2
[
3− 2be + 4Q+ 4(1−Q)
χH +
3H′
H2
]
(C13)
Γ14
H = f
[
be − 2Q− 2(1−Q)
χH −
H′
H2
]
(C14)
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