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Classical molecular dynamics simulations have recently become a standard tool for the study of electrochemical sys-
tems. State-of-the-art approaches represent the electrodes as perfect conductors, modelling their responses to the charge
distribution of electrolytes via the so-called fluctuating charge model. These fluctuating charges are additional degrees
of freedom that, in a Born-Oppenheimer spirit, adapt instantaneously to changes in the environment to keep each elec-
trode at a constant potential. Here we show that this model can be treated in the framework of constrained molecular
dynamics, leading to a symplectic and time-reversible algorithm for the evolution of all the degrees of freedom of the
system. The computational cost and the accuracy of the new method are similar to current alternative implementations
of the model. The advantage lies in the accuracy and long term stability guaranteed by the formal properties of the
algorithm and in the possibility to systematically introduce additional kinematic conditions of arbitrary number and
form. We illustrate the performance of the constrained dynamics approach by enforcing the electroneutrality of the
electrodes in a simple capacitor consisting of two graphite electrodes separated by a slab of liquid water.
I. INTRODUCTION
Electrochemical systems involve many complex interfaces
which are difficult to characterize experimentally and to simu-
late accurately. Different phenomena may occur at the molec-
ular scale, such as electron transfers, ions adsorption, chem-
ical reactions, etc1,2. In the case of electrochemical energy
storage devices, which are often operated at rather large volt-
ages and for the largest number of cycles possible3,4, under-
standing all these processes is compulsory to design new elec-
trode materials and/or electrolytes. From the simulation point
of view, several methods can be used depending on the target
properties and the scale at which the system needs to be rep-
resented. In particular, density functional theory (DFT) cal-
culations allow to determine the thermodynamics of reactions
at the close vicinity of the electrode5–7. Nevertheless there
are many problems for which it is necessary to treat the inter-
face at length scales going beyond the nanometer, for exam-
ple in order to understand the structure of the adsorbed layer
that forms and how it screens the electrode charge2,8. In such
a)Electronic mail: mathieu.salanne@sorbonne-universite.fr
b)Electronic mail: sara.bonella@epfl.ch
cases, thermal fluctuations play an important role, but DFT-
based molecular dynamics cannot be used because of the large
system sizes that are involved (typically thousands of atoms).
It is thus necessary to use a more approximate method such as
classical molecular dynamics (CMD).
Indeed, CMD is commonly used to study extended sys-
tems over long time-scales. As an example, hundreds of thou-
sands of atoms can be simulated for microseconds to study
biochemical mechanisms. Yet, in most classical calculations,
the molecules/materials at play are electronically insulating,
so that they are conveniently represented as collections of
fixed charges over the whole simulation. This is of course
not adequate to represent electrodes. More complex electro-
static schemes have been derived, among which a constant
potential method was proposed by Siepmann and Sprik to ac-
count for the delocalized nature of the electronic cloud inside
a metallic material and its perturbation by an external charge
arising from the electrolyte9. Their method allowed to fix
the potential of each electrode, therefore providing the cor-
rect framework for studying electrochemical energy storage
devices. The method was later extended by Reed et al. to
the case of two-dimensional periodic systems,10 opening the
way towards systematic studies of complete electrochemical
cells11.
The main ingredient of the Siepmann-Sprik method is the
ar
X
iv
:2
00
3.
04
54
3v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  1
0 M
ar 
20
20
2use of fluctuating electrode charges, in the same spirit as
the charge equilibration12,13 scheme for molecular systems.
These charges are thus treated as additional degrees of free-
dom in a similar way as the induced dipoles involved in po-
larizable force fields14 or as the wavefunction coefficients in
DFT-based molecular dynamics15. The same algorithms were
therefore used as for these much more widely used cases. In
their seminal work, Siepmann and Sprik have used the Car-
Parrinello algorithm16, which consists in introducing a fic-
titious mass to each additional variable and treating it as a
full dynamical degree of freedom. Along the years this al-
gorithm was progressively replaced by Born-Oppenheimer-
based approaches, in which the degrees of freedom other than
the atomic positions are determined either in a self-consistent
way or through energy minimization techniques. Recently, a
new algorithm was proposed to solve numerically the tempo-
ral evolution of polarization degrees of freedom, in the general
framework of constrained molecular dynamics.17 The algo-
rithm was shown to sample correctly the Born-Oppenheimer
probability density and to be applicable to systems where
the additional degrees of freedom must also satisfy condi-
tions such as specific conservation or orthonormality proper-
ties, providing a viable alternative to current algorithms also
for evolution based on orbital-free DFT.18 Here we show that
this approach, named mass-zero constrained dynamics, is also
very efficient for computing the electrode fluctuating charges
under constant applied potential conditions, allowing further
to enforce the overall electroneutrality of the system. We test
the algorithm on a simple capacitor made of graphite elec-
trodes and a pure water electrolyte. It yields instantaneous
charges in perfect agreement with other techniques, and accu-
rate properties of the system when long simulations are per-
formed.
II. THEORY AND ALGORITHM
In this section, we show how the mass-zero constrained dy-
namics can be used to simulate the fluctuating charge model.
We begin by recalling the main features of the model, high-
lighting only the points more directly related to the derivation
of the new approach. The extended Lagrangian associated
with the mass-zero constrained dynamics and the correspond-
ing evolution equations are then introduced. Finally, the most
effective algorithm to integrate these equations for fluctuating
charges, which differs from the one adopted in previous appli-
cations due to the characteristics of the model, is discussed.
The system of interest is an electrochemical cell composed
of two metallic electrodes kept at constant potential and sepa-
rated by an electrolyte. To set the stage, let us recall that the
electric potential V (r) generated by a spatial charge distribu-
tion ρ(r) is given by the Poisson equation
∇2V (r) =−4piρ(r) (1)
complemented with appropriate boundary conditions.
(Atomic units are used throughout this section.) In our case,
these conditions must reflect the fact that the electrodes are
conductors and therefore the potential is constant in the space
they occupy. Thus
V (r) =
∫
d3r′
ρ(r′)
|r−r′| =ΨΩ± (2)
where r is a point in the region, Ω±, occupied by electrode ±
andΨΩ± is the known value of the potential on each electrode.
An equivalent representation of the system, better suited for
the introduction of the extended Lagrangian required by mass-
zero constrained dynamics, is obtained by recalling that the
Coulomb energy associated to the spatial charge density ρ(r)
can be written as
Uc[ρ] =
1
2
∫
d3rd3r′
ρ(r′)ρ(r)
|r−r′| =
1
2
∫
d3rV (r)ρ(r) (3)
The above equation implies that the electric potential can be
obtained as the functional derivative of the Coulomb energy
and that, in particular, the boundary condition in eq.(2) can
also be expressed as
δUc[ρ]
δρ(r)
=ΨΩ± (4)
for r ∈ Ω±. A more explicit expression for the Coulomb en-
ergy of the system is obtained by specifying the charge distri-
bution of the electrolyte and of the electrodes. In analogy with
standard models of charged solutions, the electrolyte charge
density is represented as a set of point charges located at the
positions of its N atoms. This part of the charge density will be
indicated as ρqi (r) = qiδ
3(r−ri) where qi is the fixed charge
of particle i, δ (x) is the Dirac delta function and ri are the
positions of the particles of the electrolyte. The specific fea-
ture of the fluctuating charge model, on the other hand, is to
replace the continuous physical charge density of the metallic
electrodes with a discrete set of M Gaussian charges centered
at fixed locations, Rα , in the Ω± regions. The charge distri-
bution assigned to the site Rα is given by
ρQα (r) = Qα
(
η2
pi
) 3
2
exp
[
−η2(r−Rα)2
]
(5)
where η is a system-dependent parameter, fixed a priori in
the model. The Qα , that represent the integrated charge on
each electrode site, have to be determined for each configu-
ration of the system to enforce the conditions in eq. (4). In
particular, in a molecular dynamics simulation of the capaci-
tor, these variables must be determined at each time step, as
they respond to the evolution of the coordinates of the parti-
cles in the electrolyte along the trajectory. Substituting the to-
tal charge density ρ(r) =∑Mα=1ρ
Q
α (r)+∑Ni=1ρ
q
i (r) in eq. (3)
and performing the integrals in the second equality, leads to
the following explicit expression for the Coulomb energy
Uc(r,Q) =
M
∑
α=1
∑
β<α
QαQβ
Rαβ
erf[
√
2ηRαβ ]+
N
∑
α=1
η√
2pi
Q2α
+
M
∑
α=1
N
∑
i=1
Qαqi
|Rα −ri| erf[η |Rα −ri|]+
N
∑
i=1
∑
j<i
qiq j
ri j
(6)
3where we have used the notation r ≡ {ri}, Q ≡ {Qα}, and
where Rαβ = |Rα −Rβ |, ri j = |ri−r j|. Note that in this po-
tential the Rα are time-independent parameters, specified by
the geometry of the model. Given the assumed form of the
charge density on the electrodes, the condition in eq. (4) can
be reformulated in terms of the discrete “variational” parame-
ters Qα as
∂Uc(r,Q)
∂Qα
=Ψ± (7)
(α = 1, . . . ,M). In this discrete model for the electrode charge
distribution, the condition of constant potential is enforced
only at sites Rα , i.e. at the center of the Gaussian charge
distributions, in contrast with (4) which holds at all positions
in the metal. Previous work10 has shown that, in spite of the
approximate treatment of the charge distribution, this still en-
ables accurate simulations of electrochemical system.
Recently, it was suggested to modify the original fluctuating
charge model by forcing the Q variables to respect also the so-
called electroneutrality condition
f (Q) =
M
∑
α=1
Qα = 0 (8)
for all accessed configurations of the electrolyte. The con-
dition above mimics the presence of an ideal generator con-
nected to the electrodes and enables a closed description of
the system, i.e. one that does not require to take explicitly
into account interactions with a charge reservoir. As discussed
in previous work19, eq. (8) also ensures that relevant physical
properties such as the capacitance depend only on the poten-
tial difference between the electrodes and not on their absolute
potential. In simulations, this condition has the added benefit
to simplify the Ewald treatment of electrostatic interactions.
While electroneutrality is only enforced on average by real
generators, the more stringent condition (8) has been used in
simulations19,20 providing accurate results.
The dynamics of the system within the fluctuating charge
model is then defined as follows. The charges Qα , mimicking
the reorganization of the electronic charge density within the
electrodes, adapt instantaneously to the configuration of the
particles in the electrolyte. The evolution of the electrolyte’s
degrees of freedom is then governed by
mir¨i =−∇riUc(r,Q)
∣∣
Q=Qˆ (9)
where mi is the mass of the electrolyte particle i and Qˆ =
{Qˆ1, . . . , QˆM} indicates the values of the electrode charges
that satisfy eq. (7) and (8). As mentioned in the Introduc-
tion, this dynamical model is formally identical to that of other
adiabatically separated systems such as classical polarizable
models or first principle molecular dynamics. Consequently,
algorithms such as Car-Parrinello dynamics or minimization
schemes — such as conjugate gradient — typically adopted
in Born-Oppenheimer propagation have been employed also
to solve the evolution of the fluctuating charge model. In
the following, we show how to adapt the recently proposed
mass-zero constrained dynamics to this problem. In this ap-
proach an extended dynamical system is defined that leads to
the same evolution equations as above for the electrolyte de-
grees of freedom. On the other hand, the constrained evolu-
tion of a set of auxiliary dynamical variables is used to satisfy
exactly the conditions in the model. Lagrangian mechanics
offers the most suitable framework to discuss the method in
detail. We begin by observing that the constraints (7) can
be trivially interpreted as the requirement that the function
W (r,Q)≡Uc(r,Q)−∑Mα=1ΨαQα (where we indicated with
Ψα the potential at site Rα ) is at a minimum with respect to
Q. Eq. (8), however, implies that not all variations of the Qα
are independent, and this must be accounted for when stating
the minimum condition. This is conveniently done employ-
ing the formalism of Lagrange multipliers. To that end, we
introduce the auxiliary function
U (r,Q,ν) =W (r,Q)+ν f (Q) (10)
where ν is the Lagrange multiplier associated to the elec-
troneutrality condition. It is easy to see, looking at the defini-
tion of W (r,Q) and of f (Q), that ν actually corresponds to a
potential shift as already noted in previous work19. The min-
imum solution Qˆ with Q satisfying also eq. (8) is then given
by the stationary point {Qˆ, νˆ} ofU (r,Q,ν). This leads to the
M+1 conditions
σβ (r,Q,ν) =
∂U (r,Q,ν)
∂Qβ
= 0 β = 1, . . . ,M
σM+1(Q) =
∂U (r,Q,ν)
∂ν
= 0
(11)
As usual in the Lagrange multiplier scheme, the last equation
above is in fact the electroneutrality condition but now ob-
tained as a result of an optimization problem in the space that
includes the Lagrange multiplier ν as a variable. Proceeding
in analogy with the derivations of the mass-zero constrained
dynamics presented in ref. 17,18, we then extend the space of
the dynamical degrees of freedom to include the variables Q
and ν and define the Lagrangian of the extended system as
L =
1
2
N
∑
i=1
mir˙2i +
1
2
M
∑
α=1
µQQ˙2α +
1
2
µν ν˙−U (r,Q,ν) (12)
In the equations above, we have introduced two (arbitrary)
masses, µQ and µν , associated with the variables Q and ν , re-
spectively. To set the stage for the homogeneous limit that we
will take on these quantities (see discussion below eq. (13)),
we set µQµv ≡ κ , with κ a constant of appropriate physical di-
mensions. Conditions (11) are then interpreted as a set of
M+1 holonomic constraints to obtain the evolution equations
mir¨i =−∇riU (r,Q,ν)+
M+1
∑
β=1
λβ∇riσβ
µQQ¨α =−∂U (r,Q,ν)∂Qα +
M+1
∑
β=1
λβ
∂σβ
∂Qα
µQ
κ
ν¨ =−∂U (r,Q,ν)
∂ν
+
M+1
∑
β=1
λβ
∂σβ
∂ν
(13)
4where the λβ are the (undetermined) Lagrange multipliers that
enforce the constraints. The first derivatives of U (r,Q,ν) in
the second and third line of the equations above are null due
to the conditions imposed, eq. (11). The equations for the Q
and ν variables can then be reorganized by dividing the non-
vanishing terms (i.e. the constraint forces) by the masses of
these degrees of freedom. In the third equation above, this
means dividing by µQκ . At this stage, the key step of the
method is performed taking the limit µQ→ 0 (see also ref. 21).
In order for the auxiliary variables to have a finite acceleration
in this limit, the ratio λβ/µQ must remain finite implying that
the λβ are proportional to the masses. In the limit, the con-
straint forces acting on the physical degrees of freedom vanish
and the dynamical system takes the form
mir¨i =−∇riUc(r,Q)
Q¨α =
M+1
∑
β=1
γβ
∂σβ
∂Qα
ν¨ =
M+1
∑
β=1
γβκ
∂σβ
∂ν
,
(14)
with γβ = limµQ→0
λβ
µQ
finite. In the first equation
above, we used the fact that, given eq. (10) and the
definition W (r,Q) ≡ Uc(r,Q) − ∑Mα=1ΨαQα , we have
∇riU (r,Q,ν) =∇riUc(r,Q).
Eq. (14) defines the mass-zero constrained dynamics for
the fluctuating charge model with electroneutrality constraint.
The evolution equations for the physical degrees of freedom,
r, do not depend directly on the constraints — consistent with
eq. (9). The constrained evolution of the auxiliary variables,
{Q,ν}, however, guarantees that the stationary conditions for
W (r,Q) are satisfied together with the electroneutrality con-
straint. The zero mass limit for the auxiliary variables is rigor-
ously enforced by this dynamical system, leading to full adi-
abatic separation of the physical and auxiliary motions and
exact sampling of the Born-Oppenheimer probability density
of the system18. The homogeneity parameter κ introduced to
take the limit of zero masses is a free parameter in the deriva-
tion of these equations of motions. To fix this parameter, one
can note that it has the dimension [κ] = [ν ]
2
[Q]2 , that is the inverse
of the square of a capacitance. The numerical value of the pa-
rameter can then be estimated from the typical capacitance
for the system, e.g. the capacitance of the empty cell, Cempty.
Exploratory calculations, however, showed that the numeri-
cal stability of the algorithm is insensitive to κ in a very wide
range around this value. An alternative point of view on κ is to
consider it as a scaling parameter for the additional Lagrange
multiplier ν by introducing a scaled variable ν˜ = ν√κ . This
new variable then has the dimension of a charge and it is nat-
ural to set µν˜ = µQ. The dynamical equations resulting from
this alternative perspective are strictly equivalent to Eq. (14).
We conclude this section noting that extending the set of
auxiliary variables to include ν is not the only way to enforce
the electroneutrality condition. For this particular case, it is
in fact trivial to identify a set of generalized coordinates con-
straining the system to the correct hypersurface by reducing
the dimensionality of the Q to M−1 variables and setting, for
example, Q1 =−∑Mα=2 Qα . The method proposed in this sec-
tion, however, is completely general and can be applied also
in cases where the definition of appropriate generalised coor-
dinates is problematic. The only potential limitation of the
method is numerical, stemming from the computational cost
of enlarging the space of auxiliary variables.
Implementation of the mass-zero constrained algorithm
Numerical integration of the mass-zero constrained evolu-
tion equations combines propagation of the dynamical vari-
ables with a solver for the unknown, time dependent Lagrange
multipliers γ ≡ {γβ}. In previous work, the standard imple-
mentation of the SHAKE method, employing the iterative so-
lution of the constraints first suggested by Berendsen in 22,
was adopted. In the following we describe the specific im-
plementation of the method in the simulation package Metal-
Walls, a dedicated code for the simulation of electrochemical
cells. To maximise efficiency, this implementation takes into
account both the previous characteristics of the code and the
specific properties of the fluctuating charge model, most no-
tably the quadratic (linear) dependence of U (r,Q,ν) on Q
(ν). This dependence implies that the constraints are (at most)
linear in the dynamical variables a feature that, as discussed
at the end of this section, simplifies the solution of the con-
straints.
The basic step of the adopted algorithm is shown in eq. (15).
It combines velocity Verlet propagation of the physical de-
grees of freedom with Verlet integration, incorporating the
SHAKE solution of the constraints given by (17) (see discus-
sion below), for the evolution of the auxiliary variables. Ve-
locity Verlet is the integrator of choice in MetalWalls. The
simpler implementation of constrained evolution via Verlet
propagation, added to the code to perform the calculations re-
ported in the next section, is sufficient since the forces acting
on the physical variables depend only on coordinates. Each
iteration of the algorithm requires as input the positions and
momenta for the physical variables at the previous timestep,
r(t), p(t), and the values of the auxiliary variables at the
two previous timesteps, Q(t),ν(t) and Q(t − δ t),ν(t − δ t)
where δ t is the timestep. The knowledge of physical posi-
tions r(t) and of the additional variables Q(t),ν(t), enables
to compute the forces at time t as −∇riU
(
r(t),Q(t),ν(t)
)
=
Fi
(
r(t),Q(t)
)
. The Lagrange multipliers γ are treated as
free parameters not as dynamical variables, in this algorithm.
Their value at t+δ t is determined by the requirement that the
constraints σ at time t + δ t are satisfied up to the prescribed
tolerance. The notation γ(t +δ t) underlines this aspect. Note
that, due to the form of the overall potential U (r,Q,ν) and
of eqns. (11) the derivatives of the constraints
∂σβ
∂Qα (t),
∂σβ
∂ν (t)
are in fact constant.23 Initial conditions are chosen via stan-
dard procedures for the physical variables (see next section),
while the initialization of the auxiliary variables at t and t−δ t
is performed using constrained conjugate gradient minimiza-
tion. The convergence threshold for conjugate gradient min-
5imization is set to as close as possible to zero to satisfy the constraints up (or close) to numerical precision from the be-
ginning of the simulation.24
p˜i = pi(t)+
δ t
2
Fi
(
r(t),Q(t)
)
for i = 1, . . . ,N
ri(t+δ t) = ri(t)+
δ t
mi
p˜i for i = 1, . . . ,N
Qα(t+δ t) = 2Qα(t)−Qα(t−δ t)+δ t2
M+1
∑
β=1
γβ (t+δ t)
∂σβ
∂Qα
(t) for α = 1, . . . ,M
ν(t+δ t) = 2ν(t)−ν(t−δ t)+δ t2
M+1
∑
β=1
γβ (t+δ t)κ
∂σβ
∂ν
(t)
COMPUTE {γα(t+δ t)}M+1α=1 SOLVING {σα
(
r(t+δ t),Q(t+δ t),ν(t+δ t)
)
= 0}M+1α=1

SHAKE
ALGORITHM
(see below)
COMPUTE FORCES AT TIME t+δ t USING r(t+δ t) AND Q(t+δ t)
pi(t+δ t) = p˜i+
δ t
2
Fi
(
r(t+δ t),Q(t+δ t)
)
for i = 1, . . . ,N
(15)
As mentioned above, the SHAKE algorithm used to obtain
γ(t+δ t) exploits the specific nature of the constraints. Let us
recall that SHAKE is based on a first order expansion of the
constraints from which a linear system of equations for the
Lagrange multiplier is obtained. The first order expansion,
which in our case involves only the auxiliary variables and is
then performed at fixed r, is written as
0 = σα
(
r(t+δ t),Q(t+δ t),ν(t+δ t)
)
=
= σα
(
r(t+δ t),QP+δQ,νP+δν
)
= σα
(
r(t+δ t),QP,νP
)
+
M
∑
λ=1
∂σα
∂Qλ
∣∣∣∣
QP
δQλ +
∂σα
∂ν
∣∣∣∣
νP
δν
(16)
for α = 1, . . . ,M+ 1. In the equations above, we introduced
(see also SHAKE ALGORITHM block in eq. (15)) the nota-
tion Qλ (t+δ t) =QPλ +δQλ , with Q
P
λ = 2Qλ (t)−Qλ (t−δ t),
δQλ = δ t2∑M+1β γβ (t + δ t)
∂σβ
∂Qλ
(t) and ν(t + δ t) = νP + δν
where νP = 2ν(t)− ν(t − δ t) and δν = δ t2∑M+1β κγβ (t +
δ t) ∂σβ∂ν (t). Note that, due to the linearity of the constraints,
higher order terms in the expansion above are null for the fluc-
tuating charge model. Substituting the definition of δQλ and
δν in eq. (16) and reorganising the expression, then leads to
an exact linear system for the Lagrange multipliers γ that can
be solved as
δ t2γ(t+δ t) =−σ(r(t+δ t),QP,νP)A−1 (17)
where the elements of the matrix A are defined as
Aαβ =
M
∑
λ=1
∂σα
∂Qλ
∂σβ
∂Qλ
+κ
∂σα
∂ν
∂σβ
∂ν
(18)
(Solving for the product δ t2γ as done in eq. (17) rather than
for γ alone is known to increase the stability of the method25.)
As mentioned above, the derivatives of the constraints, and
therefore the matrixA, are constant due to the form of the con-
straints. The inverse matrix required in eq. (17) needs there-
fore to be computed only once in the simulation, enabling effi-
cient calculation of the Lagrange multipliers by direct solution
of the linear system.
A non-trivial test calculation is presented in the next section
to illustrate the properties of the algorithm described above.
III. VALIDATION
FIG. 1. Representative snapshot of the simulated system (turquoise:
C, red: O and white: H atoms). The z direction is perpendicular to
the carbon electrodes.
We simulate a system consisting of a slab of liquid water
between two graphite electrodes, with the two interfaces per-
pendicular to the z direction of the box, as shown in Figure 1.
Despite its apparent simplicity, this system is very representa-
tive of current simulation works, which aim at characterizing
6the hydration of metal surfaces, both from the structural26,27
and the dynamical28 points of view. The extension to more
complex systems, such as dilute aqueous solutions29,30, ionic
liquids11,31,32 or superconcentrated electrolytes33, is trivial
and does not require further technical development.
A. Simulations
The simulated system contains 2160 water molecules and
2880 carbon atoms in total. Each electrode is made of three
graphene planes of 480 atoms each, with an interplane dis-
tance of 3.354 Å. Two-dimensional boundary conditions were
used with no periodicity in the z direction. The box lengths
along x and y were respectively fixed to Lx = 34.101 Å and
Ly = 36.915 Å. The Lennard-Jones parameters were taken
from references 34,35, with the various cross-terms chosen
accordingly to the Lorentz-Berthelot mixing rules. A cut-off
radius of 17.05 Å was used for the vdW interactions. Electro-
static interactions were computed using the two-dimensional
Ewald summation technique10,36. Electrode atoms have a
Gaussian charge distribution of width η−1 = 0.56 Å.
A timestep of 1 fs was used to integrate the equations of
motion. The system was first equilibrated with the electrode
charges set to zero at constant temperature of 298 K and at-
mospheric pressure. The latter condition was enforced by al-
lowing the positions of the electrode atoms to vary along the
z direction only, treating them as rigid bodies, in the presence
of an external force corresponding to the target pressure. The
separation between the two electrodes fluctuated around an
equilibrium value of 55.11 Å. This value was chosen to fix
the positions of the graphene planes in the following simula-
tions. The system was then equilibrated in the NVT ensem-
ble, with the two electrodes potential fixed to Ψ− =−0.5 and
Ψ+ = 0.5 V using the conjugate gradient method. A NVE en-
semble production run of 500 ps was then performed using the
mass-zero constrained dynamics algorithm. The homogeneity
parameter was set to κ = 1 E2h e
−4 where Eh is the unit of en-
ergy in Hartree atomic units and e is the electron charge. The
standard deviation of the total energy along the simulation is
≈ 6×10−4 Eh, i.e. less than 1% of the standard deviation of
the potential energy of the system.
B. Results
In a first step, we compare the new method, which is noted
as MZ in the following, to the generic Born-Oppenheimer
approaches, which either employ a conjugate gradient (CG)
minimization10 or a matrix inversion37 (MI) while enforcing
electroneutrality at each timestep.
In terms of performance, a typical step using MZ only re-
quires 1% more CPU time than the MI method. Note that
for systems with fixed positions, Rα , of the electrode’s sites,
these two methods are considerably faster than the CG. The
conditions of the model are satisfied to a tolerance of the or-
der of 10−10 Eh e−1 with both MZ and MI. CG calculations
targeting the lower, typical, tolerance of 10−6 Eh e−1 are, no-
tably, up to a factor 5 slower. For models with fixed positions
of the electrode’s charges, the only numerical bottleneck for
MZ and MI is the calculation of the matrix at the first time
step, but this overhead is negligible for typical simulations.
MZ also yields electrode charges that are in agreement with
MI: we computed the charges with the two methods for 100
configurations along a trajectory and estimated the relative er-
ror ∆Qα on the electrode atom charges by computing
∆Qα =
∣∣∣∣QMZα −QMIαQMIα
∣∣∣∣ (19)
We obtain, on average, a relative error on the charges of 6.29×
10−9. The maximal error is 3.85× 10−6 (a single atomic
charge of −1.65120899× 10−9 e instead of −1.65121536×
10−9 e), which can be attributed to numerical errors. Another
important test concerns the satisfaction of the electroneutral-
ity constraint. Along the trajectory, we obtain a maximal value
for the total charge of 2.68×10−12 e, which is again very low
and arises from the various numerical errors.
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FIG. 2. Normalized atomic density profiles along the z direction (nor-
mal to the surface of the electrodes). The profiles are normalized by
their bulk value. Top: Oxygen atoms, bottom: Hydrogen atoms. The
positions of the electrode planes are shown with dashed lines.
Based on the excellent agreement for the calculation of the
individual charges w.r.t. the MI method, we can expect the
MZ to provide the correct properties of the system. To illus-
trate this, we first calculate the total charge on the positive
electrode, which is one of the most important target proper-
ties when simulating such systems since it gives access to the
interfacial capacitance. We obtain a value of 2.89 µF cm−2,
in agreement with a previous simulation work on the same
system, conducted with the CG method.38.
In electrochemical devices, the structure of the liquid ad-
sorbed at the electrode surface is difficult to characterize. Very
complex experimental setups are needed, and they generally
do not provide details at the molecular resolution. This struc-
ture is therefore a quantity often determined via molecular
simulations. The atomic density profiles computed for our
7system are shown in Figure 2. These curves are also in agree-
ment with previous studies38 and can be qualitatively under-
stood as follows. The presence of electrified walls leads to
the formation of two layers of liquid with densities differing
from the one of the bulk liquid, over a distance of approxi-
mately 10 Å. The density profile for the oxygen atoms shows a
more intense peak close to the positive electrode (on the right
hand side), while the hydrogen atoms one is characterized
by the presence of a prepeak on the negative electrode side.
These features are readily attributed to the polarity of water
molecule. Contrarily to the case of transition metals27,39, we
do not observe the formation of particular hydrogen bonding
patterns at the surface of the graphite electrode.
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FIG. 3. Poisson potential across the simulation cell.
The knowledge of the surface charge and of the atomic den-
sities is not sufficient to determine the screening properties of
the liquid. To better characterize the interface, it is necessary
to determine the average charge density along the z direction,
〈ρ(z)〉, in order to compute the Poisson potential across the
cell, integrating twice eq. (1) on the z axis
Ψ(z) =Ψ(z0)−4pi
∫ z
z0
dz′
∫ z′
−∞
dz′′ 〈ρ(z′′)〉 (20)
where z0 is a reference point. Here we choose a z0 value
within the left electrode, for whichΨ(z0) = Ψ− =−0.5 V. As
can be seen in Figure 3, the imposed applied potential differ-
ence is recovered since the potential equals +0.5 V inside the
right electrode. In between these two values, the Poisson po-
tential shows several interesting features. Firstly, in the vicin-
ity of the two electrodes, strong oscillations occur, which are
due to the formation of polarized layers of water molecules.
Secondly, the bulk liquid experiences a finite electric field,
which differs from the applied voltage due to the screening
of the adsorbed water layers.26 By changing the applied po-
tential, it is possible to determine further quantities such as
the electric field dependence of the dielectric constant of the
fluid38.
IV. CONCLUSION
Constant applied potential molecular dynamics simula-
tions, which are increasingly used to study the interface be-
tween metallic electrodes and many different types of elec-
trolytes, generally rely on a “Born-Oppenheimer” approxima-
tion. The models allow the electrode charges to fluctuate by
enforcing the local potential to be equal to a value which is
fixed for the whole electrode. In this work we have showed
that it is possible to reformulate the problem, by treating these
charges as dynamical variables with zero mass. The con-
stant potential condition is recovered by using the constrained
molecular dynamics formalism. This method is as efficient
as the existing alternatives, but it has the advantage to allow
additional conditions to be introduced in a natural way. The
method also produces an algorithm which is time-reversible
and symplectic for all the degrees of freedom. The new al-
gorithm was validated by simulating a capacitor made of two
graphite electrodes and a pure water simulation, with an ap-
plied potential of 1 V between the electrodes and an overall
electroneutrality constraint. We have shown that the com-
puted charges are essentially indistinguishable from those ob-
tained via the Born-Oppenheimer approach for a given atomic
configuration. We have then shown that the simulations yield
structural properties of the fluid which are in perfect agree-
ment with previous works. The results presented in this work
pave the way to more general applications. In future work,
in fact, the mass-zero constrained framework will be used to
study systems consisting of constant potential electrodes com-
bined with a polarizable fluid, where all the additional dy-
namic variables would be propagated through similar equa-
tions of motions. We also expect this method to allow fixing
the charges on the two electrodes independently, thus opening
the way towards comparison with more complex electrochem-
ical experiments.
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