Consider the following abstract coin tossing problem: Given a set of n coins with unknown biases, find the most biased coin using a minimal number of coin tosses. This is a common abstraction of various exploration problems in theoretical computer science and machine learning and has been studied extensively over the years. In particular, algorithms with optimal sample complexity (number of coin tosses) have been known for this problem for quite some time.
Introduction
Suppose you are given n coins with unknown biases; how many samples (coin tosses) are needed to find the most biased coin with a large (constant) probability of success? This basic problem captures the essence of various (pure) exploration problems in theoretical computer science and machine learning in which the general goal is to find a best option among a set of alternatives using a minimal number of stochastic/noisy trials. Examples include rank aggregation with noisy comparisons (e.g. [8, 11, 18, 19, 21, 23, 26, 46, 46] ), best arm identification in multi-armed bandits (e.g. [5, 12, 15, 25, 32, 33, 35, 36, 40] ), or computing with noisy decision trees (e.g. [26, 28, 43, 44] ). These problems in turn have a wide range of applications in medical trials [45] , networking [47, 50] , web search [24] , crowdsourcing [17, 51] , and display advertising [2] , among others.
This coin tossing problem admits a natural solution: sample/toss each coin "enough" number of times so that the empirical bias of each coin "closely" matches its true bias; then find the coin with the most empirical bias. Assuming there is some constant known gap between the bias of the most and the second most biased coins, a simple argument suggests that tossing each coin O(log n) times is enough for this purpose, leading to an algorithm with O(n log n) coin tosses overall.
It turns out that one can beat this natural approach and solve the problem with O(n) samples [25] (see also [26] ) which is the (asymptotically) optimal sample complexity of this problem [40] . Sample-optimal algorithms for this problem has since been studied extensively in various directions: finding multiple coins (e.g. [33, 34] ), with combinatorial constraints (e.g. [14, 16] ), instance-optimal algorithms (e.g. [21, 32] ), fixed-budget algorithms (e.g. [9, 10, 12] ), limited adaptivity algorithms (e.g. [1, 21, 28] ), or collaborative learning algorithms (e.g. [7, 31, 48] ), to mention a few.
Alas, the sample-efficiency of these algorithms comes at a certain cost: unlike the basic approach that processes the coins "on the fly" by storing the current candidate coin, these more complicated algorithms need to store all coins and revisit them frequently before making a decision. As such, these solutions can be prohibitively expensive in their memory requirement in applications with a massive number of coins/options (including several of above examples). In such scenarios, the space complexity, in addition to the sample complexity, plays a major role in the efficiency of algorithms.
The streaming model of computation, pioneered by [4, 27, 30] , precisely captures these scenarios. In this model, the coins are arriving one by one and the algorithm is only allowed to store a limited number of coins at any point -any coin not present in the memory is lost and can no longer be tossed or compared to arriving coins. We refer to the maximum number of coins stored by the algorithm at any point during the stream as the space complexity or memory cost of the algorithm (see Section 2 for details). We can now ask the following fundamental question:
What is the memory cost of achieving (asymptotically) optimal sample complexity for the coin tossing problem in the streaming model?
Our main (conceptual) finding in this paper is that, surprisingly, there is almost no tradeoff between sample-efficiency and space-efficiency for coin tossing: one can achieve the sharpest possible bound on the space complexity, namely a memory of a single extra coin, without having to settle for an asymptotically sub-optimal sample complexity! We further build on this result to design streaming algorithms for finding multiple coins with largest biases and for other related problems such as partitioning totally ordered elements using noisy comparisons or finding approximate best arms in stochastic multi-armed bandits. The extension of our coin tossing results to noisy comparisons is particularly interesting as there is no black-box reduction between the two models and indeed these models are often considered conceptually related but disjoint technique-wise (see, e.g. [8, 19, 21] ).
Our Contributions
Most Biased Coin. Our first main result is a complete resolution of the aforementioned question: Result 1. There exists a streaming algorithm that achieves the (asymptotically) optimal sample complexity for the coin tossing problem by storing only a single extra coin in its memory.
We formalize Result 1 in Theorem 1. We emphasize that in Result 1 and throughout the paper, we assume the algorithm knows the gap between the bias of the most and the second most biased coins. Extending our results to unknown gaps is an interesting open question.
An interesting byproduct of using just a single-coin memory in Result 1 is that the algorithm necessarily maintains the most biased coin as its only candidate once this coin is observed in the stream, namely, it is also an online algorithm (this corresponds to the notion of streaming online algorithms proposed in [39] .) En route to proving Result 1, we design a series of streaming algorithms with optimal sample complexity for coin tossing (see Appendix A). We start with a simple algorithm that uses O(log n) memory by giving a streaming friendly implementation of the median-elimination algorithm of [25] using the "merge-and-reduce" technique from the streaming literature (see, e.g. [3, 29] ). We then show that one can further improve the memory down to O(log log n) coins by designing a variant of merge-and-reduce tailored directly to the coin tossing problem. This adaptation in turn allows us to use the more recent aggressive-elimination algorithm of [1] in place of the original medianelimination and reduce the space down to O(log * (n)) coins 1 . The final leap from O(log * (n)) memory algorithm to our single-coin memory algorithm however is the key step as explained below.
The memory bound of our intermediate streaming algorithms is heavily tailored to the number of elimination rounds of base algorithms in [1, 25] and it is known that Θ(log * (n)) bound on number of elimination rounds is tight [1, 28] . As such, to obtain our final algorithm, we almost entirely forego the elimination approach and devise a new budgeting strategy for the problem: we maintain a candidate coin, called the "king", throughout the stream and assign it a certain budget which is increased per each new arriving coin and decreased whenever we toss any coin. Each arriving coin then "challenges" the king by tossing both the king and arriving coin, according to a carefully chosen rule, until either king wins against the new coin (by having a higher empirical bias at any of these challenges) or the budget of the king is depleted in which case we replace the king with the new coin and restart the process with this new king on the remainder of the stream.
This budgeting allows us to use a basic amortized analysis and argue that the total number of coin tosses by the algorithm is still O(n) (albeit with a much more chaotic pattern of samples per coin compared to elimination-based algorithms). The key challenge is however to ensure that once the most biased coin becomes the king, it will not exhaust its budget throughout the remaining length of the stream which can be Θ(n)-long. This requires proving that the random variable corresponding to the remaining budget of the king does not have any significant deviation from its expectation throughout the entire length of the stream and not only at any fixed point. This is similar-in-spirit to the fact that a length n symmetric (±1)-random walk on a line does not deviate from the Θ( √ n) bound implied by the variance not only at the end, but throughout the entire walk (the proofs are however different since our version of "random walk" includes unbounded step sizes and so we first prove that these step sizes form a sub-exponential distribution and then use Bernstein's inequality to prove the desired concentration bound).
Top-k Most Biased Coins. A standard generalization of the coin problem we discussed so far is to find the top-k most biased coins assuming a gap between the bias of the k-th and (k + 1)-th most biased coin. This problem has also been studied extensively in the literature and it is known that the (asymptotically) optimal sample complexity for this problem is Θ(n log k) [33, 34] . We show that this optimal sample complexity can be achieved by memory-efficient streaming algorithms.
Result 2. There exists a streaming algorithm that achieves the (asymptotically) optimal sample complexity for finding the top-k most biased coins by storing only O(k) coins in the memory.
We formalize Result 2 in Theorem 2. It is clear that any streaming algorithm for this problem requires memory of k coins to simply store the answer. As such, Result 2 implies that one can simultaneously achieve the asymptotic optimal memory and sample complexity for this problem.
The starting point of this algorithm is our budgeting approach in Result 1. However, there are two main challenges that need to be addressed: (1) we now need to maintain k "kings" but can no longer compare each arriving coin with (or assign a unit of budget to) every king (otherwise, there will be Ω(nk) coin tosses); more importantly (2) we need to collect all the top-k coins and still cannot guarantee any suitable (probabilistic) outcome while comparing any of these two coins to each other (as there may not be any gap between their biases in general). We elaborate on these challenges and how we address them in the high level overview of our algorithm in Section 5 and only mention here that addressing these challenges turn out to be a highly non-trivial task and in fact our algorithm in Result 2 is the main technical contribution of our work.
Application to Noisy Comparison Model
An interesting application of our results is to the following noisy comparison problem: we have a collection of n elements with an unknown total order and we can compare any two element i and j according to a noisy version of this ordering: when comparing i, j, with probability 2/3 we receive the true answer whether i < j or j < i, and with the remaining probability, the answer is arbitrarily. The goal is to partition the input into the set of k largest element and (n − k) remaining smaller elements. This problem, often referred to as the partition problem, has received a burst of interest in recent years (see, e.g. [8, 18, 19, 21] and references therein). The streaming version of this problem, when the elements are arriving one by one in the stream and only the elements stored in the memory can be compared, is equally well-motivated (see [8] for related applications).
It is easy to spot a fundamental difference between the partition problem and coin tossing: the first one uses ordinal information between the elements while the latter concerns cardinal information. Due to this difference, the algorithms in one model do not carry over to another and the research on these two problems has been mostly disjoint (see, e.g. [8, 21 ] -see also [1] that gives a black-box reduction from coin tossing to a different noisy model of comparison and [21] that shows this, or any other, reduction cannot work in the model studied in our paper).
Interestingly, our algorithms in Result 1 and Result 2 operate by only comparing empirical biases of coins directly with each other (through the notion of "challenging" described above), which is an ordinal information. Rather more formally, our algorithms work even if instead of sampling the coins and observing their empirical biases, they can sample two coins and observe which one has the higher empirical bias. Owing to this property, we can indeed extend our algorithms in these results to the partition problem in the noisy model and obtain the following result.
Result 3. There exists a streaming algorithm for the partition problem that uses O(n log k) noisy comparisons and a memory of O(k) elements (the memory is a single extra element when k = 1). Result 3 is formalized in Theorem 3, presented in Section 6. Considering that the (asymptotically) optimal number of samples for the partition problem is O(n log k) [21] , Result 3 achieves the asymptotically optimal sample complexity and space complexity simultaneously.
Application to Stochastic Multi-Armed Bandits
The ε-best arm identification (or PAC-learning) in the stochastic multi-armed bandit (MAB) games is defined as follows: we have a collection of n arms with unknown reward distributions in [0, 1]; the algorithm can pull (sample) each arm and receive a reward from the corresponding distribution. The goal is to, given a parameter ε ∈ (0, 1), find any arm with expected reward at most ε less that the expected reward of the best arm, referred to as an ε-best arm. This problem is a (pure) exploration variant of the more general regret minimization problem in MABs introduced more than half a century ago [45] and has been studied extensively on its own (see, e.g. [5, 12, 15, 25, [32] [33] [34] [35] [36] 40] and references therein). Again, the streaming model for this problem, in which the arms are arriving one by one and can only be pulled if they are stored explicitly in the memory, is highly motivated; see, e.g., the recent work of [13, 38] on a related model to streaming and the classical work of [22] (we will elaborate on the connection between our work and the first two below).
It is easy to see that the coin tossing problem is a special case of this problem when the reward distributions are Bernoulli and more importantly, there is a gap of ε between the expected reward of the best arm and any other arm (making the ε-best arm unique). In general, these differences do not matter much and most algorithms for the coin tossing problem appear to extend directly to the ε-best arm problem as well. Unfortunately however, this is not the case for our algorithm in Result 1 (the brief intuition is that our algorithm only considers ordinal information between the empirical biases and a set of arms with gradually decreasing expected reward can "fool" the algorithm -we discuss this in detail in Section 7) . Nevertheless, we are still able to extend our O(log * (n)) memory algorithm for coin tossing to this problem and prove the following result.
Result 4. There exists a streaming algorithm for ε-best arm identification in stochastic multi-armed bandits that uses O(n/ε 2 ) arm pulls and a memory of O(log * (n)) arms.
Result 4 is formalized in Theorem 4, presented in Section 7. The sample complexity of this algorithm is asymptotically optimal [40] but its memory is within a non-constant (albeit extremely small) factor of the (best known) bounds; closing this gap remains a fascinating open problem.
We conclude this section by comparing our work with two very recent results of [13, 38] . Both papers design algorithms with a memory of only O(1) arms for regret minimization in multiarmed bandits. Under such a setup, the algorithms should solve the problems of exploration and exploitation simultaneously and the exploration in their algorithms will pay an O(log(T )) factor where T is the time horizon. This bound is not directly comparable with ours, and under the pure exploration scenario our algorithm will have asymptotically better sample efficiency. More importantly, since both of the papers adopted the strategy of confidence-bound estimation, in the context of streaming algorithms, these algorithms require making multiple passes over the input which may not be desirable in many settings (the algorithm of [13] additionally requires randomly permuting the arms which is infeasible unless one makes the random-order arrival assumption). It will be interesting to see if using our Result 4 in these algorithms can help with the performance.
Problem Definition: Streaming Coin Tossing
In the coin tossing problem that we study, there is a collection of n coins {coin i } n i=1 with unknown biases {p i } n i=1 and our goal is to identify the most biased coin, denoted by coin * , via tosses of the coins. We refer to the number of coin tosses by the algorithm as its sample complexity. An important parameter that governs the sample complexity of the algorithms is the gap parameter ∆ which denotes the difference between the bias of the most and the second most biased coins. We assume ∆ > 0 and is given to the algorithm -both assumptions are common in the literature [20, 25, 33, 46] . Indeed, the first assumption can be easily lifted by simply re-defining this value to be the gap between bias of the most biased coin and the next distinct bias. As for the second assumption, in both applications of our results, this parameter corresponds to the standard input parameters of the problem, namely the noise factor γ and the approximation factor ε.
We study this problem in the streaming model: The coins are arriving one by one in a stream and the algorithm needs to store each coin explicitly if it wants to toss it at some later point in the stream as well. In other words, the algorithm only has access to a coin if this is the current coin arriving in the stream, or the coin is currently stored in the memory of the algorithm. Moreover, once a coin is no longer in the memory (because it was either not stored in the first place or was later replaced by another coin), the algorithm has no further access to this coin (i.e., can neither toss it nor bring it back to the memory). We refer to the maximum number of coins stored by the algorithm at any point during the stream as the space complexity of the algorithm.
Remark 2.1. We stated the space complexity of the streaming algorithms in terms of number of stored arms and ignored the other information stored by them. This is the standard definition for streaming problems that assume oracle access to input (the coin tossing oracle for our purpose) such as streaming algorithms for submodular optimization (see, e.g. [6, 37, 41] ). All our algorithms only require to store additional Θ(log n + log (1/ε)) bits (O(1) words of space in the word-RAM model) per each coin in their memory. We also remark that our O(log * (n)) space algorithm appears to be even implementable with only Θ(log log n + log (1/ε)) bit overhead per each memory coin by using the classical noisy counter of [42] ; however, we do not pursue this direction in this paper.
Preliminaries
We say that a random variable X is sub-exponential with parameter κ > 0, if Pr (|X| ≥ t) ≤ 2 exp (−t/κ) for all t ≥ 0.
(1)
The following is a variant of Bernstein's inequality (see [ [49] ). Let X 1 , . . . , X m be m independent, mean zero, sub-exponential random variables with parameter κ > 0. Then, for every t > 0,
for some absolute constant c > 0.
We also use the following standard variant of Chernoff-Hoeffding bound.
Proposition 3.2 (Chernoff-Hoeffding bound). Let X 1 , . . . , X m be m independent random variables with support in [0, 1]. Define X := m i=1 X i . Then, for every t > 0,
A direct corollary of this bound that we use in our proofs is the following. Lemma 3.3. Let coin 1 and coin 2 be two different coins with biases p 1 and p 2 . Suppose p 1 − p 2 ≥ θ and we sample each coin K θ 2 times to obtain empirical biases p 1 and p 2 . Then,
Proof. The proof is standard and is only provided for completeness. Two separate applications of Proposition 3.2 to empirical bias of each coin implies that:
A union bound on the events above plus the fact that p 1 − p 2 ≥ θ now finalizes the proof.
Most Biased Coin: A Single-Coin Memory Algorithm
We describe our main algorithm for the most biased coin problem in this section.
Theorem 1 (Formalization of Result 1). There exists a streaming algorithm that given n coins arriving in a stream with the gap parameter ∆ and confidence parameter δ, finds the most biased coin with probability at least 1 − δ using O( n ∆ 2 · log (1/δ)) coin tosses and a memory of a single coin.
Note that the sample complexity of our algorithm in Theorem 1 is asymptotically optimal in all three parameters and its space is minimum possible. We start with a high level overview of our algorithm, followed by its description, and then its analysis. We refer the reader to Appendix A that contains our intermediate streaming algorithms with sub-optimal space complexity as a warm-up to this main algorithm.
High Level Overview
The high level strategy of our algorithm is quite intuitive: The algorithm maintains a single coin in its memory, referred to as king. The goal is to ensure that at the end of the stream king is the most biased coin. Once a new coin arrives in the stream, we toss both the king and the new coin a certain number of times and based on the empirical bias, we may decide to overthrow the king and let the arriving coin become the new king. The challenge is of course to implement this intuitive strategy without using a large number of coin tosses.
A key step in ensuring the sample efficiency is a lazy challenging rule (as opposed to the fixed rules in elimination-based algorithms; see Appendix A) implemented in multiple levels: to compare king and the newly arrived coin, we first toss both coins a certain constant number of times; if the empirical bias of king is already larger than that of coin, we consider king the winner and move on; otherwise, we go to the next level and repeat this process with a larger number of coin tosses, and continue the same way -we only overthrow the king if it loses to coin for a "large" number of times (we elaborate more on this below). We choose the number of samples in each level to ensure that the following two properties: (1) when the best coin arrives in the stream, it has a large probability of winning against any king at this point (no matter the budget of the king), and (2) when king becomes the best coin, it has a small probability of losing to any coin afterwards.
The approach above allows us to argue that with large probability, king is equal to the best coin at the end of the stream. However, it is still not enough to ensure the sample efficiency of the algorithm, because the lazy challenging rule allows for a large number of coin tosses per challenge (this is particularly problematic when king is not the most biased coin). We address this using an amortized analysis by allocating certain budget to the king: each king starts with some fixed (constant) budget and any new coin that arrives in the stream will increase the budget of king by some fixed (constant) number; the budget is reduced by one whenever we sample the king and its challenger. This way, we will simply overthrow the king once it has exhausted its entire budget accumulated so far. In that case we let the current challenger become the new king. The budget is then restarted for the new king and we continue as before.
Introduction of this budget ensures the sample efficiency of the algorithm (deterministically). However, we now need to make sure that the most biased coin will not exhaust its budget as the king and get overthrown. The lazy challenging rule we defined can be used to ensure that once the best coin becomes king, any remaining coin in the stream can only challenge the king in expectation with O(1) samples, hence, by the time we visit the m-th next coin, we have used only O(m) coin tosses in expectation, which fits the budget for king. But the worry is that during a Θ(n)-length stream, there will be times that for which this random variable (the budget used) takes values O(m) (specially consider the unboundedness of tosses per each trial which is necessary to ensure correctness). It turns out however this cannot happen and we can prove that with high (constant) probability, throughout the entire stream, the number of times king is challenged is linear in the number of challengers. In order to do this, we need to ensure that our challenging rule is "conservative" enough (the exact opposite of our O(log * (n)) space algorithm in Appendix A) so that even though coin tosses per each challenge may be unbounded, they still form a sub-exponential distribution and hence we can apply Bernstein's inequality to prove the desired concentration bound.
The Algorithm: Game-Of-Coins
We now present our algorithm Game-Of-Coins. The input to the algorithm is the set of n coins {coin i } n i=1 arriving in an arbitrary order in a stream, the gap parameter ∆ > 0, and the confidence parameter δ ∈ (0, 1) (the algorithm does not need to know the value of n in advance). Let us first set up the following parameters: We are now ready to present the algorithm:
Algorithm Game-Of-Coins:
(1) Let king be the first available coin and set its budget Φ := Φ(king) = 0.
(2) For each arriving coin i in the stream do:
(a) Increase the budget Φ(king) by b.
(b)
Challenge subroutine: For level = 1 to +∞ do:
i. If Φ(king) < s : we declare king defeated and go to Line (1). ii. Otherwise, we decrease Φ(king) by s and sample both king and coin i for s times. iii. Let p king and p i denote the empirical biases of king and coin i in this trial. iv. If p king > p i , we declare king winner and go to the next coin in the stream; otherwise, we go to the next level of the challenge (increment by one).
(3) Return king as the best coin in the stream.
This concludes the description of our algorithm. The sample complexity of this algorithm can be bounded easily using an amortized analysis.
Claim 4.1. The total number of coin tosses by the algorithm is at most
Proof. The proof is a straightforward amortized analysis. Each arriving coin in the stream can increase the budget by b and each time we make a new king we allocate another b budget to it so over all we increase the budget by at most 2n · b in total. On the other hand, each unit of budget is responsible for two coin tosses (for the king and its challenger) and so the total number of coin tosses is at most 4n · b implying the claim
We prove the correctness of the algorithm in the next subsection.
The Analysis
The analysis consists of the following two main parts. Firstly, when we visit the most biased coin in the stream, it will defeat the king with a large probability and become the next king itself.
Lemma 4.2. The probability that the most biased coin does not defeat the king is at most (δ/2).
Secondly, after the most biased coin become the king, it will remain the king for the remainder of the stream with a large probability.
Lemma 4.3. The probability that the most biased coin is ever defeated as the king is at most (δ/2).
The proof of these key lemmas are postponed to the next two parts. Theorem 1 now follows easily from these and Claim 4.1.
Proof of Theorem 1. Claim 4.1 ensures the bound on the sample complexity of the algorithm, and Lemmas 4.2 and 4.3 together with a union bound ensure that with probability at least 1 − δ, we return the most biased coin as the answer.
Proof of Lemma 4.2
Proof. Let king be any coin other than the most biased coin and suppose the next arriving coin is the most biased one (denoted by coin * ). We can write the probability that coin * defeats king based on the different level of challenges done between the two as follows:
Pr (coin * loses to king at level | coin has not lost until level − 1)
by Lemma 3.3 and s number of samples done in level )
(by definition of r = 3 and since ln (1/δ) · r ≥ ln (1/δ) + r ) < (δ/2) (as this series converges to < 1/10)
Since the budget is finite, king will lose to coin * in finite time with probability 1 − (δ/2).
Proof of Lemma 4.3
We first need to set up some notation. Let T ∈ [n] denote the time step at which the most biased coin arrives in the stream (i.e., coin T is the most biased coin coin * ). We define the following random variables {X ij } for i, ≥ 1 as the number of coin tosses when comparing king with coin T +i at level of their challenge (note that index i refers to the i-th coin that arrives after the most biased coin, not from the beginning of the stream):
if the challenge of coin * and coin T +i did not reach level s otherwise .
For any i ≥ 1, we further define X i = ∞ =1 X i which is the number of coin tosses when challenging coin T +i with the king. Finally, define Y i := i j=1 X j . We prove that with probability ≥ 1 − (δ/2), for every i ≥ 1:
This proves Lemma 4.3 since: (1) the total number of samples from the time the coin * is chosen as king till the i-th next coin arrives in the stream is Y i and (2) the king receives b · i budget by the time we reach the i-th coin; hence, having Y i < i · b for all i simultaneously, implies that the king never exhausted its budget and hence was not overthrown till the end of the stream.
In proving Eq (2), working directly with random variables defined above is rather tricky (as it will become evident from our proof). Hence, we instead define the following random variables:
if the challenge of coin * and coin T +i did not reach level r otherwise ;
(the difference with X i is that we are setting X i to r not s )
(note that in defining X i we are starting from 2 and not 1)
By these definitions, for every i ≥ 1,
Hence, by the choice of budget increment b, to prove Eq (2), it suffices to prove the following:
We now prove Eq (3). The approach is to bound the expected value of each Y i , prove that it is concentrated (by showing X j is a sub-exponential variable and apply Bernstein's inequality to Y i ), and show that this concentration is enough to do a union bound over a Θ(n)-length stream.
Proof. We prove that E[X j ] ≤ 1 for every j ∈ [i] which implies the claim by linearity of expectation. For every level > 1 of the challenge, we have, Pr (challenge gets to level ) ≤ Pr (challenge gets to level | challenge gets to level − 1)
where the inequality is by Lemma 3.3 (for the event of coin * losing) and s −1 number of samples done in level − 1. For the random variable X j , we have, Proof. Fix any t > 0 and let be the largest level where j=2 r j ≤ t. Note that since {r j } ∞ j=1 forms a geometric series, we have t ≤ 5 · r . We thus have, (4))
This implies the proof by definition of sub-exponential variables in Eq (1) of Section 3.
We can now apply Bernstein's inequality (
) (since by Claim 4.5, variables X j are independent and sub-exponential with κ = 15 ln (1/δ) ): 
(by the value of κ = 15 ln (1/δ) in Claim 4.5)
(by picking C to be a sufficiently large constant)
Finally, by this and a union bound for all choices of i, we have,
(as this series converges to 1 e−1 < 1)
This proves that with probability ≥ 1 − (δ/2), Eq (3) holds, finalizing the proof of Lemma 4.3.
Remark 4.6. The proof of Lemma 4.3 implies a bound of a random walk with flexible step size (rather than −1 and +1). As the analysis of such type of random walk may be useful in other settings as well, we abstract out this problem in Appendix B and analyze it directly.
Top k Most Biased Coins: An O(k)-Coin Memory Algorithm
We now consider the more general problem of finding the k most biased coin for any integer k ≥ 1.
In this problem, we have a collection of coins {coin i } n i=1 arriving in a stream; for simplicity of notation, we use coin [i] to denote the i-th most biased coin among these. Our goal is then to find the k coins with largest biases, namely, coin [1] , . . . , coin [k] (in no particular order) for a given integer k ≥ 1. The gap parameter for this problem, denoted by ∆ k , is now defined as the gap between the bias of the k-th most biased coin and (k + 1)-th one, namely coin [k] and coin [k+1] .
We present a streaming algorithm for this problem with asymptotically optimal space complexity as well as sample complexity (by the lower bound of [34] ).
Theorem 2 (Formalization of Result 2). There exists a streaming algorithm that given an integer k ≥ 1, n coins arriving in a stream with gap parameter ∆ k (between k-th and (k + 1)-th most biased coins) and confidence parameter δ ∈ (0, 1/2), finds the k most biased coins with probability at least 1 − δ using O( n ∆ 2 · log (k/δ)) coin tosses and a memory of O(k) coins.
High Level Overview
We follow the same "budgeting" strategy as our algorithm in Section 5. However, as stated in Section 1, there are two main challenges that we need to address: (1) we now need to maintain k "kings", namely, KINGS = {king 1 , . . . , king k } but can no longer compare each arriving coin with (or assign a unit of budget to) every king (otherwise there will be Ω(nk) samples); and (2) we need to collect all the top-k coins and still cannot guarantee any suitable (probabilistic) outcome while comparing any two of these coins to each other (as there may be no gap between their biases).
There is a natural way for addressing the first challenge: instead of comparing each arriving coin with the k king-coins using O(k) coin tosses, delay processing of arriving coins, by storing them in a buffer B, until we collect roughly k of them; then handle all these coins using O(k log k) coin tosses in total by running the following trial : pick a pivot coin from B, compare this pivot with every king and every coin in B, and prune the buffer by discarding any coin with empirical bias less than the pivot in this trial. Assuming we prune a constant fraction of the buffer per each trial (which seems doable, at least in expectation, by picking the pivot randomly), we can spend O(k log k) coin tosses per trial and sample O(n log k) coins in total. Finally, to compare a king with a pivot, we can use the challenge subroutine (in our algorithm in Section 4): allow any king to use its budget and only consider it lost in a challenge when it exhausts its budget entirely (the coins in the buffer will not collect any budget). We can also allocate O(k log k) budget per each trial (and not per each arriving coin) and hope that this should allow us, similar to Section 4, to argue that any top-k pivot will win against any non-top-k king and will later remain in KINGS till the end.
Except that this actually would no longer work, which brings us to the second (and the main) challenge raised above. The problem with the above reasoning is that it does not take into account the outcome of challenging a top-k coin as a pivot with another top-k coin as a king. In such a challenge, the previous probabilistic guarantees in Section 4 no longer hold as we have no control on the gap between the biases of these coins. For instance, it is entirely possible that a top-k pivot completely depletes the budget of a top-k king and the troublesome part is that this is the same exact behavior we would also except from a top-k pivot when challenging a non-top-k king (with no apparent way of distinguishing between the two cases). At the same time, it is also completely possible that the bias of two top-k coins is almost the same and hence their challenges would be completely noisy. The choice of a top-k pivot also highlights another problem: we need to be very "cautious" in the pruning step as when choosing a top-k pivot, we may inadvertently discard other top-k coins (either in the buffer or among KINGS) when they lose to this top-k coin -note that this goes exactly opposite of our goal of pruning a constant factor of the buffer per each trial.
We address the latter challenge by relaxing the requirement of the algorithm (and the analysis) in maintaining the top-k coins among KINGS throughout the entire length of the stream (after their arrival). In other words, in the course of our algorithm, the top-k coins may float between KINGS (and having a budget) and the buffer B (with no budget). This in turn requires us to relax our pruning rule so that the top-k coins in the buffer do not get discarded in a trial: this is done by limiting the cases when a discard can happen (for instance not doing any pruning when the pivot joins the KINGS), while still ensuring the constant fraction pruning (in expectation) per trial. Finally, the analysis now needs to take into account that a top-k coin may repeatedly exhausts its budget and there will be periods of trials in the stream when a top-k coin resides in B with no budget (which we refer to as risky trials). Fortunately, by modifying the algorithm appropriately, we can limit the length and the frequency of such periods throughout the stream and show that with high (constant) probability, any top-k coin will indeed remain among KINGS ∪ B till the end.
The Algorithm
We now present our algorithm in this section. The input to our algorithm is a set of n coins {coin i } n i=1 arriving in an arbitrary order in the stream, the gap parameter ∆ k (the gap between the bias of coin [k] and coin [k+1] ), and the confidence parameter δ ∈ (0, 1) (the algorithm does not need to know the value of n in advance). We use the following parameters: (the budget given to each king once the buffer is full)
K := 10 · k.
(the limit on the size of the buffer)
And our algorithm can be presented as follows:
Algorithm Federated-Game-of-Coin:
(1) Initialize KINGS = {king 1 , . . . , king k } by the first k arriving coins and let B be the buffer.
(2) For any king i ∈ KINGS, define the budget Φ i := Φ(king i ) which is initialized to 0.
(3) While number of coins in B is less than K, add the next coin in the stream to B.
(4) Trial subroutine: Otherwise, run the following trial :
(a) Pick a pivot coin uniformly at random from B. Increase the budget Φ i of king i by b. This concludes the description of the algorithm. We note that at this point, the bound on the sample complexity of this algorithm is in expectation and not deterministically. For simplicity of exposition, we analyze this variant of the algorithm first and then point out, in Remark 5.6, how to change this slightly so that the algorithm never (deterministically) uses more than a fixed certain number of coin tosses bounded by O( n ∆ 2 k · log (k/δ)) (this extension is straightforward). We present the analysis of the algorithm in the next section.
The Analysis
There are two main parts in the analysis. Unlike our Game-Of-Coins algorithms, bounding the sample complexity of this new algorithm is not straightforward and requires a careful analysis which is the subject of the following lemma. The main part however as before is to prove the correctness of the algorithm, which is done by the following lemma.
Lemma 5.2. The probability that even a single coin [j] for j ∈ [k] is discarded before the end of the stream (before Line (5) ) is is at most δ 2 .
In the following, we first prove each of these two lemmas and then show that how Theorem 2 follows easily from these results.
Proof of Lemma 5.1 (Sample Complexity)
Let us recall that in the algorithm, coin tossing happens only during a trial in the trial subroutine (ignoring the last O(k · s 1 ) samples in (5) which are clearly within the desired sbounds on sample complexity by definition of s 1 ), namely, when the buffer is full and we pick a pivot for challenging the other coins. Let N trial denote the number of trials in the algorithm. We have the following claim based on a similar amortized analysis as in our Game-Of-Coins algorithm.
Claim 5.3. The total number of coin tosses in the algorithm is O(k · b · N trial ).
Proof. In each trial, each king will be given a budget of b and so the total budget given to all kings throughout the algorithm is (k · b · N trial ). This ensures that the total number of coin tosses in king-challenges is at most O(k · b · N trial ). Moreover, during buffer-challenges, any coin in the buffer will also be tossed s 1 times if it is not the pivot and K · s 1 times if it is the pivot. Since K = O(k), and s 1 = O(b), we obtain that the total number of coin tosses in buffer-challenges is also O(k · b · N trial ), finalizing the proof. Proof. Consider the following event:
• E pivot : the pivot coin coin loses to at least k coins and wins over at least k other coins.
Whenever E pivot happens, we discard at least k coins from the buffer. By lower bounding the probability of this event by a constant, we can then argue that the expected number of coins discarded in each trial is Ω(k). As the next trial can only happen when the buffer again becomes full (thus after Ω(k) new coins are visited), this will allow us to argue that the expected number of trials before we process the entire stream is O(n/k).
We now lower bound the probability that E pivot happens by considering a simpler case that ensures E pivot . The total number of coins in KINGS ∪ B is K + k = 11k. Let us sort these coins in decreasing order of their biases as coin (1) , coin (2) , . . . , coin (K+k) . We further partition these coins into the top part T op := coin (1) , . . . , coin (5k) , the middle part M id := coin (5k+1) , . . . , coin (7k) , and the bottom part Bot := coin (7k+1) , · · · , coin (11k) . See Figure 1 for an illustration. Now firstly note that since we only have k coins, the probability that the pivot is chosen from M id is at least 2k−k K = 1 10 . In the following, we condition on this event. Note that conditioned on this event, any coin in T op would lose to coin with probability at most 1/2, and any coin in Bot which is not in KINGS would win against coin with probability at most 1/2 (a coin in Bot which is a king may have collected a lot of budget and thus still have a more chance of winning against coin even though its bias is less than it). We define the following random variables.
• X lose : number of coins in T op that lose to coin -let X win = |T op| − X lose .
• Y win : number of coins in Bot \ KINGS that win against coin -let Y lose = |Bot \ KINGS| − Y win .
We thus have E X lose | coin ∈ M id ≤ 5k/2 and E Y win | coin ∈ M id ≤ 3k/2. As such, where both inequalities are by Markov bound. Moreover, we have,
since these events are independent of each other. However, notice that whenever the event above happens, we would be in the 'discard case' of the algorithm (since coin has lost to at least k coins in T op) and we would discard at least k coins (all the coins in Y lose that belong to Bot). Hence,
This implies that the expected number of coins that are discarded in each trial is at least k/100. Moreover, note that this lower bound holds in every trial independent of the outcome of the past trials (event hough the events between the two trials may not necessarily be independent). This means that the distribution of N trial stochastically dominates the distribution of number of times we see a head by tossing a biased coin with probability 1/200 of showing a head. For the latter distribution we know that the expected number of tries before we see n heads is 200 · n/k and hence we also have E [N trial ] ≤ 200 · n/k (as after seeing n coins the trials are finished).
We now formally conclude the proof of Lemma 5.1. Combine Claim 5.3 and Claim 5.4, one can observe that the expected number of coin tosses will be O(k · b · N tr ) = O(k · b · n k ) = O(b · n). And according to the definition, this is O( n ∆ 2 k · log( k δ )) as desired.
Remark 5.5. The lower bound of 1 200 on the probability of E pivot proved in Claim 5.4 is quite loose and is easy to see several ways of improving it. However, since this bound is already enough for our purpose and in the interest of simplifying the proof, we opted to use this simple argument anyway.
Remark 5.6. We remark that the probability that N trial is more than twice its expectation is exponentially small in Θ(n/k) (which we can assume k is at most √ n since whenever k ≥ √ n, we can simply toss each coin O(log n) times to obtain its 'almost true' bias and still be within the correct budget -but in this case, we can simply run a deterministic algorithm for finding top-k coins in the stream over the empirical biases). As such, we can simply modify the algorithm by terminating with an arbitrary answer whenever the N trial reaches twice its expected value -this can only decrease the probability of success by exp (−Θ( √ n)) (which again can be assumed to be always o(δ) by a similar argument as why assuming k ≤ √ n is without loss of generality). This means that the sample complexity of our algorithm can be bounded deterministically also.
Proof of Lemma 5.2 (Correctness of the Algorithm)
Let us start by giving some intuition about the proof before diving into the technical details. The ideal scenario for the algorithm is if we start with all the top-k coins appearing at the beginning of the stream and so from the get go, they all belong to KINGS. In such a scenario, we can invoke Lemma 4.3 from Section 4 in an almost black-box way and argue that the budgeting scheme allows for all these coins to remain in king till the very end of the stream with probability at least 1 − δ. The reason this works is that in this case, we never need to consider comparing two top-k coins with each other (as the pivots are sampled from the buffer alone).
Of course, in general, we will not have all top-k coins as KINGS in the beginning. The first thing we need to worry is when a top-k coin enters the buffer (and for now let us assume there is no other top-k coin the buffer for the next foreseeable streaming steps): since this top-k coin does not have any budget, can we still hope to have it around for multiple trials before it is chosen as the pivot and even have a chance of joining the KINGS? Since the pivot is chosen uniformly at random, we would expect this top-k coin to become a pivot itself within the next O(k) trials. Thus, we only need this coin to remain in the buffer for the next O(k) trials; as the coins are sampled O(log k) times in each trial, we can guarantee this event. Moreover, once this coin is chosen as the pivot, we can also guarantee that it will join the KINGS by the same argument as Lemma 4.2 in Section 4.
Already at this point, we encounter a problem: What if this top-k coin swaps one of the top-k coins in KINGS? Indeed, our pruning rule allows us to argue that with high probability we will not have a discard step when this coin joins KINGS but inevitably a swap needs to happen and we may very well swap a top-k coin with with another top-k coin. This can become even more challenging when multiple top-k coins all join the buffer.
Our main argument here is to show that it is possible to partition the execution of the algorithm over the stream into long sequences of "relative safety" in which no top-k coin belongs to the buffer and the top-k coins in KINGS start to accumulate budget (which allows us to do union bound over these long sequences), and short outbursts of "risky" trials in which the budget of every king may be depleted and the only thing that saves us through these risky trials is that their numbers are small (so we can directly use a union bound over them). The final step is to use a simple potential function argument to prove that the total number of such risky outbursts is small and most of the stream involves the long non-risky trials (so even though the budgets of the top-k coins in KINGS may get restarted after each risky outbursts, we can still expect them to survive all these outbursts and not get discarded by the end of the stream). We now formalize this intuition.
We start by setting up our notation. Let us define:
• Risky trial : A trial with at least one of the top-k coins present in the buffer B;
• Non-risky trial : A trial without any coin from the top-k coins present in the buffer B;
• (Non-risky) Chunk : A maximal sequence of consecutive non-risky trials.
What we intend to prove is as follows (see Figure 2 for an illustration of these definitions):
(i) During any single non-risky chunks, with large probability of 1 − poly(δ)/poly(k), we will not encounter any 'swap case' or 'discard case' of the algorithm that removes a top-k coin from KINGS. In other words, we only enter a risky trial on the condition of a new arriving top-k coin joining the buffer from the stream (Claim 5.7).
(ii) For a single risky trial, with large probability of 1 − poly(δ)/poly(k), no coin among the top-k will be discarded, even though we may encounter many 'swap case' or 'discard case' in the algorithm (Claim 5.8).
(iii) The expected number of risky trials as well as (non-risky) chunks is poly(k)/poly(δ) where the bound is small enough to do a union bound over all occurrences of the above cases (Claim 5.9). Figure 2 : An illustration of the notation, events and arguments adopted in the proof of Lemma 5.2.
The proof of the following claim is analogous to Lemma 4.3.
Claim 5.7. With probability at least 1 − δ 2 k 15 , any top-k coin in KINGS will not be defeated during a fixed (non-risky) chunk.
Proof. Let T denote the time step at which the first non-risky trial starts after a bunch of risky trials. We define the following random variables {X m,i, } for m, i, ≥ 1 as the number of coin tosses when comparing the m-th king (king m ) with the pivot coin (which is not among the top-k coins since this is a non-risky trial) on the -th level of the i-th trial after T . We define:
if the challenge of coin king m and coin of the i-th trial did not reach level s otherwise .
And similarly, we define X m,i = ∞ =1 X m,i, and Y m,i := i j=1 X m,j . Now, instead of proving a 1 − (δ/2) probability, we prove that with probability at least 1 − ( δ 2 k 16 ):
for every i ≥ 1:
Without repeating too much the technical details of the proof of Lemma 4.3, we can define X m,i, , X m,i and Y m,i as we did exactly in that proof. Then we can replace the − ln(1/δ) term in Claim 4.4 with −16 · ln(k/δ). The bound will therefore become:
(as this series converges to < 1/2) Also, similar to the proof of Claim 4.5, we can show that for all i, (X m,i − E X m,i ) is a subexponential random variable with κ = 15 16·ln (k/δ) by showing:
Thus, by applying the same argument, we can show that:
Applying a union bound over all upcoming trials, and using the geometric series above, we can show that the probability of ∃i : Y m,i ≥ C · i is at most δ 2 k 16 . Now notice that unlike the original proof in Lemma 4.3, here the conclusion only applies to one king. Thus, we need to apply another union bound. The number of kings among the top-k coins is at most k. Therefore, the probability of ∃m, i : Y m,i ≥ C · i should be at most k m=1 Pr ∃i : Y m,i ≥ C · i ≤ δ 2 k 15 , finalizing the proof.
Claim 5.8. With probability at least 1 − δ 16 k 9 , in a single risky trial, no top-k coin will be discarded.
Proof. We first argue that the only way for any top-k coin to get discarded is if one of the following two events happens:
• E defeated-top : coin is not a top-k coin and defeats a top-k coin in KINGS ∪ B.
• E pivot-top : coin is a top-k coin that loses at least k times (namely, have D ≥ k).
This is the case because of the following: if coin is not a top-k coin, the only way for it to be able to discard a top-k coin is if it wins against it (which is captured byE defeated-top ). On the other hand, if coin is a top-k coin, the only for it to be able to discard any other coin, is if it enters a 'discard case' that only happens if it loses at least k times (which is captured by E pivot-top ).
We now bound the probability of each of these two events. Fix any top-k coin * ∈ KINGS ∪ B and the pivot coin. Note that coin and coin * are tossed at least s 1 times before we decide which one is the winner (coin * may have a budget if it belongs to KINGS on top of the b ≥ s 1 provided to it at the beginning of this trial but we may and will ignore that for this argument). We have, Pr coin * loses to coin ≤ 2 · exp (−16 · ln (k/δ) · r 1 ) (by Lemma 3.3 and the choice of s 1 )
Doing a union bound over the at most k choices of coin * , we have (as k ≥ 2)
Let us now consider the case when coin is a top-k coin. Let coin i ∈ B be any coin which is not a top-k coin itself. By (5) (by now replacing the role of coin * with coin and the previous coin with coin i ), we have,
The trickier part is when we should compare coin with some king i ∈ KINGS which is not a top-k coin itself. Here, we can no longer ignore the fact that king i may have collected some budget. So coin needs to win against king i despite king i having some budget (that we cannot necessarily bound beyond saying it is finite). However, we already proved an analogous statement like this in Lemma 4.2 and the argument here is identical to that. Indeed, we have,
Pr coin loses to king i at level | coin has not lost until level − 1
2 · exp (−16 · ln (k/δ) · r ) (by Lemma 3.3 and s number of samples done in level )
(by definition of r = 3 and since ln (k/δ) · r ≥ ln (k/δ) + r )
(as this series converges to < 1/10) By a union bound over the at most 11k non-top-k coins in KINGS ∪ B, we have that, (note that there are < k top-k coins other than coin and so for coin to lose to at least k coins it should lose to some non-top-k coins and this union bound takes care of that)
Pr (E pivot-top ) ≤ δ 16 k 10 .
A union bound over these two events (and a very loose upper bound) finalizes the proof.
Claim 5.9. Assuming the events of Claim 5.8 for every upcoming risky trial, with probability at least 1 − δ k 3 , the number of risky trials is at most 10 · k 6 δ .
Proof. Let us fix any risky trial. By definition, there must exists at least one top-k coin, denoted by coin * , in the buffer B. By the random choice of the pivot, we will pick coin * as the pivot with probability 1 10k . Let us condition on this event. Moreover, note that since not all KINGS are top-k coins, there exists at least one non-top-k king, denoted by king i , in KINGS. By conditioning on the event of Claim 5.8, coin * will beat king i and also enters a 'swap case'. However, there is no guarantee that coin * did not win against some other coins, some of which may actually be top-k coin themselves. In that case, one of those may get swapped with coin * instead of king i . Still, considering we pick king to swap with coin * uniformly at random, there is at least a 1 k chance that we pick to swap king i with coin * . This means that, assuming the event in Claim 5.8, with probability at least 1 10k 2 , we will swap coin * with king i . An important observation here is that as long as the event in Claim 5.8 continues to happen, we will never decrease the number of top-k coins in KINGS (this actually follows from the event E defeated-top bounded in Claim 5.8 and not the exact statement of the claim itself). This, plus the above fact implies that in each trial, we have a probability of ≥ 1 10k 2 to increase the number of top-k coins among the KINGS (and we will not decrease it conditioned on Claim 5.8). As the number of top-k coins in KINGS can be increased to k only, we can conclude that the expected number of risky trials before we increase the top-k coins in KINGS to become k is 10k 3 . Hence, by Markov bound, with probability 1 − δ k 3 , we can only have 10 · k 6 δ risky trials.
We can now use Claim 5.8 and Claim 5.9 and do a union bound (step by step on each upcoming risky trial) to argue that: the number of risky trials is 10 · k 6 δ and in each one, we will only lose a top-k coin with probability at most δ 16 k 9 ; hence, with probability
we will keep all the top-k coins throughout all the risky trials and will not have more than 10 · k 6 δ risky trials.
Furthermore, since between any two (non-risky) there should be a risky trial, the above bound gives us an upper bound of 10 · k 6 δ on the number of (non-risky) chunks as well. Thus, by applying Claim 5.7 and a union bound over all these chunks, we obtain that with probability 1 − 10δ k 9 ≥ 1 − δ k 5 , in none of the (non-risky) chunks also we will lose a top-k coin. Overall, this means that with probability
we will not lose any top-k coin throughout the stream, proving Lemma 5.2.
Proof of Theorem 2
We are ready to prove Theorem 2. The number of coin tosses for the algorithm immediately follows from conclusion of Lemma 5.1. Moreover, Lemma 5.2 ensures that with probability at least 1 − δ 2 , all the top-k coins will be maintained in KINGS ∪ B by the end of the stream. Now we need one more simple lemma that states that the very final step of the algorithm also correctly returns the set of top-k coins. The proof of this lemma follows from our earlier results (and also from known results in the literature since we can simply run any standard algorithm for finding top-k coins on these set of O(k) coins at the end).
Lemma 5.10. With probability at least 1 − δ, the algorithm will return the top-k coins in line (5) of algorithm Federated-Game-of-Coin.
Proof. By Lemma 5.2, with probability 1 − δ 2 , we have the top-k coins in KINGS ∪ B by the end of the stream. Moreover, we have shown in the proof of Claim 5.8 that for any pair of a top-k coin and a non-top-k coin, if we toss both of them s 1 times, the probability for the latter to have a higher empirical bias than the former is at most δ 2 k 12 . This plus a union bound over the 10k coins implies that in this step also we may not return the top-k coins with probability only δ 2 , finalizing the proof.
Partition with Noisy Comparisons
In this section, we consider one applications of our techniques to the problem of top-k recovery from noisy comparisons.
Problem Definition
In this problem, we have a collection of n elements, denoted by {element i } n i=1 , with an unknown total order over these elements. The algorithm has a 'noisy' access to this ordering: for any pairs of elements, the algorithm can query the order between the elements of this pair; with probability 1/2+γ, the answer is according to the underlying total ordering, and with the remaining probability, the answer is arbitrary. The goal in the top-k problem is to, given {element i } n i=1 , parameters k and γ, and query access to the underlying ordering, output the top largest k elements according to this ordering, using a minimal number of queries. This problem is also sometimes referred to as the select problem and its special case of k = 1 is called the MAX problem in the literature.
We can model this problem in the streaming setting as before: the elements in {element i } n i=1 are arriving one by one in the stream and the algorithm is only allowed to store a limited number of these elements -to query a pair of elements at any point, both elements are required to be in the memory of the algorithm.
Our Results for the Top-k Recovery Problem
We obtain the following algorithms for this problem.
Theorem 3. (Formalization of Result 3)
There exists streaming algorithms that given n elements arriving in a stream, parameters k and γ, and the confidence parameter δ, with probability at least 1 − δ, find the top k largest element in the underlying ordering in the noisy comparison model, using O(k) memory and O( n γ 2 · log (k/δ)) (noisy) comparisons.
We shall note that the number of comparisons done by all our algorithms are optimal (even in the absence of any memory restriction).
The algorithms can be directly obtained by showing that the top-k recovery problem is mathematically equivalent to finding the k most biased coin with gap at least γ. In this sense, one can directly apply our algorithms in Theorem 1 and Theorem 2 (depending on whether k ≥ 2) to get the results.
To show the mathematical equivalence of the two problems, the following lemma is crucial: Lemma 6.1. Let element 1 and element 2 be a pair of elements with true order element 1 element 2 (' ' here means 'has a higher order than'). Suppose the noisy comparison will return a correct answer with probability 1 2 + γ, and we query the comparison K γ 2 times and determine the element that wins the most times as the higher order element. Then, Pr (element 2 is considered higher order by the algorithm) ≤ 2 · exp − 1 4 · K .
Proof. The proof is similar to the proof of Lemma 3.3. Let us define two random variables:
C r : The number of times the query returns element 1 is greater than element 2 C w : The number of times the query returns element 1 is smaller than element 2
By definition and problem setup, we will have E [C r ] = ( 1 2 + γ) · K γ 2 and E [C w ] ≤ 1 2 · K γ 2 . Applying Proposition 3.2 to both random variables will result in:
A union bound on the events will conclude the proof.
By Lemma 6.1, one can change the process of coin tossing and comparison in the algorithms in Theorem 1 and Theorem 2 to query and order with the same number of times. Thus, the properties of the algorithms we proved in Theorem 1 and Theorem 2 can directly lead to the proof of Theorem 3.
Exploration in Stochastic Multi-Armed Bandits
We consider another application of our algorithms, this time to the exploration problem in stochastic multi-armed bandits.
Problem Definition
In the (stochastic) multi-armed bandit (MAB) problem, we have a collection of n arms {arm i } n i=1 . Each sample (or pull) of any arm i results in a reward in [0, 1] sampled from an unknown distribution with mean µ i ∈ [0, 1] 2 . For a parameter ε ∈ (0, 1), we say that an arm i is an ε-best arm if its expected reward is at most ε smaller than the expected reward of the maximum (the best arm), or alternatively µ i ≥ max j µ j −ε. In the exploration problem, our goal is to, given the arms {arm i } n i=1 and a parameter ε > 0, return any ε-best arm using a minimal number of arm pulls.
We study this problem in the streaming model as follows: The arms are arriving one by one in a stream and the algorithm needs to store each arm explicitly if it wants to pull it at some later point in the stream as well.
Our Results for the ε-Best Arm Problem
We design the following streaming algorithms for this problem.
Theorem 4. There exist streaming algorithms that given n arms arriving in a stream, the approximation parameter ε ∈ (0, 1), and the confidence parameter δ, with probability at least 1 − δ, finds an ε-best arm using:
• a memory of a single arm and O( n ε 2 · log (1/δ)) arm pulls assuming at least ε gap between the largest (expected) reward and the second largest reward;
• a memory of O(log * (n)) arms and O( n ε 2 · log (1/δ)) arm pulls in general.
Intuitively, if a gap of at least ε exists between the best and second-best arms, then the problem can essentially be solved by our main algorithm Game-Of-Coins -nothing needs to be changed except the notations. However, unfortunately, for the problem of finding the ε-best arm without the gap guarantee, our main algorithm does not work in general. The issue here is that if a bunch of arms with gaps far smaller than ε arrive in a consecutive manner, the less stronger arms will have concrete probabilities to replace the stronger ones. And if this type of event happens over time, arms with gap larger than ε will be able to be selected.
We tackle the above problem by iteratively refining the gap of selecting arms. Specifically, we leverage the framework of the log * (n) space algorithm in Appendix A, and repetitively narrowing the gap of ε l = O( ε 2 l−1 ) at each layer l. Since the number of arms with the log * (n) space algorithm will ruling out arms by a tower factor, we will have enough additional budget to pay for the up-sampling factor. The algorithm can be shown as follows:
.., C t t = log * (n) + 1 Stored arms: arm * 1 , arm * 2 , ..., arm * t the most bias coin of -th level
• For each arriving arm i in the stream do:
(1) Read arm i to memory. (3) Return arm * t as the selected most bias coin.
At a first glance, the algorithm is very similar to the log * (n) space algorithm for the coin tossing problem -in addition to the change of notation, the only difference here is that we add a 1 10·2 −1 factor for each level of ε. We will show that, after adding this up-sampling factor, the overall sample complexity will still be O(nβ log( 1 δ )). Formally, we claim: Lemma 7.1. The sample complexity of the algorithm is O(n · β · log( 1 δ )) = O( n ∆ 2 · log(1/δ)).
Proof. Most part of this proof can be directly taken from the proof of Lemma A.12. Recall that at each level , the number of arms to be processed will be bounded by
. Thus, the total number of sampling at level is
times. Thus, the total number of sampling among all levels should be:
And in asymptotic notation, this will be O(n · β · log( 1 δ )) = O( n ∆ 2 · log(1/δ)).
Lemma 7.2. With probability at least 1 − δ, the coin selected by the algorithm is an ε-best arm.
Proof of Lemma 7.2
This proof is similar to the proof of Lemma A.13. The major difference is that instead of claiming the consistent selection of the best arm, we claim here that after each level , the selected best arm arm * has at most ε gap with the best arm of the previous layer ( − 1). Specifically, according to Lemma 3.3, at each level , if two arms has reward gap r 1 − r 2 ≥ ε = ε 2 10·2 −1 , then one will have:
Consequently, this can lead to the following claim: Claim 7.3. With probability at least 1 − δ, at any level , there will be at least one arm with at most i=1 ε i reward gap between the best arm.
Proof. This is a straightforward corollary of the argument that if r 1 − r 2 ≥ ε , then with probability at least δ 2 r +2 , r 1 will return a higher reward. At any level, with probability at least (1 − δ 2 r +2 ), any arm with a reward gap ≤ ε from the selected arm of the previous layer will defeat other arms. For level , similar to the proof in Lemma A.13, one can apply a union bound and get the conclusion that the probability for any arm with reward gap ≥ ε to beat an arm with reward gap ≤ ε is at most δ 2 r +2 · 2 r 2 −1 = δ 2 +1 . Thus, by applying a union bound among all the levels, we can bound the probability of selecting any arm at level with reward gap ≥ ε from the arm selected on level ( − 1):
During the stream of coins, the best arm arm * will eventually join at the first level. Then, with probability at least (1 − δ), since any reward gap between two levels will not be greater than ε , there should be at least one arm at any level with gap ≤ i=1 ε i from the best arm.
With Claim 7.3, for the event happens with probability at least (1 − δ), the gap between every two layers are bounded. Accumulating the gap among every level and summing up will give us:
That is to say, the cumulative gap between the best arm and the selected arm will be less than ε, which satisfies the definition of selecting an ε-best arm.
Parameters (s denotes the number of samples at level ):
{s } ≥1 : s = 4 ∆ 2 · ln (1/δ) + 3 .
Buckets: B 1 , B 2 , ..., B t , each of size 4 for t := log 4 (n) .
• For each arriving coin i in the stream do:
(1) Add coin i to bucket B 1 .
(2) If any bucket B is full:
(a) We sample each coin in B i for s l times; (b) Select coin * with the highest empirical bias and add it to B +1 ;
• At the end of the stream, select coin * t of bucket B t as the most biased coin.
Remark A.2. Our algorithm is stated as if the number of coins is a power of 4 or rather log 4 (n) = log 4 (n). However, when this is not the case, the most biased coin may not have enough time to raise to the level t itself. There is a simple fix however: we can 'pad' the stream with 'dummy coins' which has 0 bias until the stream length becomes a power of 4. By doing so, the most biased coin, coin * will have enough time to raise to the top level and we simply prove in the following that this coin will not be dropped in any of the successive buckets with sufficiently large probability. The same idea can be used for our two other algorithms in this section as well (an alternative option would be to run any standard algorithm, say median-elimination of [25] on the set of O(log n) coins stored across all buckets at the end of the stream; we omit the details).
In practice, the algorithm can be implemented by checking if any bucket is full following a bottomup manner. The following claim bounds the space complexity of this algorithm.
which is O(n · log(1/δ) ∆ 2 ) as desired.
Finally, we prove the correctness of the algorithm.
Lemma A.5. With probability at least 1 − δ, the algorithm returns the most biased coin.
Proof. Consider any bucket B t and assume that the most biased coin, coin * is present in this bucket. The probability for any other coin, say coin i , to have a greater empirical bias than coin * when we sample the coins in B t is at most, Pr (coin * has a lower empirical bias than coin i in level ) ≤ 2 exp −(ln (1/δ) + 3 ) (by Lemma 3.3 and choice of s samples in this level)
A union bound over the 4 coins in bucket B t implies that the probability that coin * is not returned at level is at most 8δ · exp −3 . By a union bound across all levels, we have, Pr (coin * is not returned as the answer) ≤ t =1 8δ · exp −3 < δ.
(as the series converges to < 0.05 even when it goes to infinity) This concludes the proof.
A.2 An O(log log (n)) Space Algorithm
We now show how to tweak the O(log n) space algorithm and reduce its space complexity exponentially, i.e., down to O(log log n).
Proposition A.6. There exists a streaming algorithm that given n coins arriving in a stream with the gap parameter ∆ and confidence parameter δ, finds the most biased coin with probability at least 1 − δ using O( n ∆ 2 · log (1/δ)) coin tosses and a memory of O(log log(n)) coins.
High Level Overview. Recall that the space complexity of the algorithm in Proposition A.1 was governed by the number of the recursion levels (or elimination rounds) done by the algorithm which was O(log (n)). As such, if we could somehow reduce the number of levels further, we should be able to reduce the space complexity as well (assuming we could still store only O(1) coins per each level). We now explain how our algorithm achieves this.
The idea is simple: Consider the level ≈ (log log n) of the algorithm of Proposition A.1; by construction, only O(n/ log n) coins in the stream will ever make it to this level. This means that we can in fact spend O(log n) samples per these coins to have a very good estimate of their true bias using their empirical bias (since we can now do a union bound over all these coins), and still remain within the O(n) sample budget. Moreover, now that we are sampling each coin O(log n) times, we can simply run the basic approach of just maintaining the current best coin (in terms of empirical bias) for the coins in this level -this requires storing a single coin. As such, the space complexity of the algorithm is now O(log log n) (for storing the coins in the first ≈ (log log n) levels) plus one extra coin (for storing the running max in the top level).
The O(log log (n)) Space Algorithm:
Parameters (s denotes the number of samples at level , and s T is for the top most level):
{s } ≥1 : s = 4 ∆ 2 · ln (2/δ) + 3 , s T := 4 ∆ 2 · (ln (1/δ) + ln (n)) .
Buckets: B 1 , B 2 , ..., B t of size 4 for t := log 4 ln (n) , and a single coin as the candidate for the most biased coin.
(3) For any coin coin * t as the most biased on the t-th level: (a) Sample the current candidate coin and coin * t for s T times; (b) Store the one with the higher empirical bias as the new coin;
• Return coin after all the coins have been processed.
See also Remark A.2 about the standard 'padding argument' discussed earlier.
Claim A.7. The space complexity of the algorithm is O(log log(n)).
Proof. We maintain log 4 ln(n) = O(log log n) buckets of size 4 for the first t levels and one extra coin space for the selection phase at the top.
Lemma A.8. The sample complexity of the algorithm is O( n ∆ 2 · log (1/δ)).
Proof. The sample complexity incurred by the first part of the algorithm, namely, the t levels of bucketing is already O( n ∆ 2 · log (1/δ)) by Lemma A.4 (by replacing δ with δ/2). The only other part of sample complexity is the one incurred in maintaining coin in the top level.
As the number of bucketing levels is t and size of each bucket is 4, only n/4 t coins ever reach the top level. Any coin reaching to top level incur 2 · s T additional samples (s T for coin and s T for the new coin), leading # of samples on top level ≤ 2 · s T · n/4 t ≤ 8 ∆ 2 · (ln (1/δ) + ln (n)) · n/ ln n ≤ 8n ∆ 2 · (ln (1/δ)) , (by the choice of s T and t) finalizing the proof.
Lemma A.9. With probability at least 1 − δ, the returned coin is the most biased coin coin * .
Proof. By Lemma A.5 (by replacing δ with δ/2), with probability at least 1 − δ/2, coin * will be preserved throughout the first t levels of bucketing. As long as in any of the trials done in the top level, the empirical bias of coin * is larger than any other coin, we are ensured that coin * is returned as the correct answer. Consider any other coin i that reaches the top level. We have, Pr (coin * has a lower empirical bias than coin i in top level) ≤ 2 exp (−(ln (1/δ) + ln (n))) (by Lemma 3.3 and choice of s T samples in this level) ≤ 2δ n .
We can now do a union bound over at most n ln n ≤ n 4 coins that reach the top level and obtain that the probability coin * loses to any coin at this point is only δ/2. A union bound on the two events above imply that with probability 1 − δ we return coin * as the final answer.
A.3 An O(log * (n)) Space Algorithm
This brings us to our final algorithm in this part with space complexity of O(log * (n)) coins.
Proposition A.10. There exists a streaming algorithm that given n coins arriving in a stream with the gap parameter ∆ and confidence parameter δ, finds the most biased coin with probability at least 1 − δ using O( n ∆ 2 · log (1/δ)) coin tosses and a memory of log * (n) + 1 coins.
High Level Overview. Our algorithm in Proposition A.6 suggested a way of discarding the entire log n − log log n levels of the original algorithm in Proposition A.1 and replacing them by maintaining a simple running (candidate) best coin.
To obtain the new algorithm, we recursively do this for every level of the algorithm of Proposition A.1, in effect, entirely bypassing the bucketing idea, and have a different leveling scheme (for simplicity of exposition, we still refer to these at levels but note that these are different than levels of Proposition A.1). The important thing is that we no longer store an entire bucket per level to postpone the computation of their most biased coin to later. Instead, we compute a running (candidate) best coin in each level and once we visited "enough" number of coins in this level, we send this coin to the next level and do exactly the same. This way, we can consider a much larger number of coins per each level (by simply maintaining a counter ) without having to pay the cost of storing them explicitly.
The O(log * (n)) Algorithm:
Parameters (s denotes the number of samples at level , and r specifies s ): (the bound for restarting the counter of each level)
Counters: C 1 , C 2 , . . . , C t for t = log * (n) + 1.
Stored coins: coin * 1 , coin * 2 , ..., coin * t as the (candidate) most biased coin each level.
(1) Starting from level = 1 to t do:
keep the quantity of a positive? In this section, we will discuss the properties of such type of walk and its relationship with the challenging process of Game-Of-Coins and Lemma 4.3.
In general, to keep the quantity of a walk positive with unbounded step lengths, there are the following two properties to consider:
1. The expectation of the backward step size should be smaller than the forward step size.
Therefore, in expectation, the walk will be positive in quantity.
2. The variance is not too large. Hence, even if the backward steps become larger, it will not 'exhaust' all the accumulated forward steps very quickly.
Based on these, we define a Flex-length Positive Random Walk as the following process:
Definition 2 (Flex-length Positive Random Walk). A Flex-length Positive Random Walk with n steps is a stochastic sequence {S i } n i=0 with the following characteristics: In the beginning, S 0 = 0; At each step i ∈ [n], S i = i j=1 X j with independent random variables X j with the following properties:
1. X j is a sub-exponential random variable with parameter κ = 1 ln(1/δ) .
2. E [X j ] ≥ η(j), where η(j) := C · ln(j/δ) √ j for some absolute constant C > 0.
We now prove an analogue of Proposition B.1 for the Flex-length Positive Random Walk. Proof. We prove the lemma by showing that by the choice of the parameter κ, the quantity of the walk will never derive more than O( √ i log(i)) away from its expectation. Formally, we will show:
Pr ∃i :
Notice that S i = i j=1 X j . Thus, by the linearity of expectation, we have:
.
Denote X j = (X j − E [X j ]), and apparently X j will be zero-mean. Recall that X j are subexponential random variables (and so are X j 's); Thus, by Bernstein's inequality (Proposition 3.1):
  ≤ 2 · exp −c · min C 2 · ln 2 (i/δ) κ 2 , C · √ i · ln(i/δ) κ (c > 0 is a constant) Proposition B.4 (Reformulation of Lemma 4.3). The Challenge subroutine in Game-Of-Coins forms a Flex-length Positive Random Walk with η(j) > C · ln( 1 δ ) for all j > 0 and κ = 15 ln(1/δ) . Thus, the quantity of the walk never decrease to 0 with probability at least 1 − δ.
Proof. Recall that at each step i, we will surely accumulate C · 4 ∆ 2 · ln( 1 δ ) + s 1 budgets and use s 1 amount of them. Also recall that in Claim 4.4, we showed the expected number of coin tosses other than s 1 is less than 1. Thus, the expectation of X j on any step j should be more than C · 4 ∆ 2 · ln( 1 δ ) − 1 > C · ln( 1 δ ). Now observe the η parameter is greater than C · ln(i/δ) √ i already, and the κ parameter is also stronger than the requirement, so the quantity of the walk will never decrease to 0 with probability at least 1 − δ.
We can actually draw a comparison between the 'walk' in Lemma 4.3 and a classical random walk. The difference can be illustrated as figure 3. From the figure, it can be found that where are two major differences between a classical random walk and the walk in Lemma 4.3. The first difference is that at each step, the challenge process will both increase and decrease the quantity of the walk deterministically; The second difference is that the step size of the backward walks in the challenge process is a function of the challenge rules and is randomized. A crucial observation to guarantee the correctness is the challenge subroutine in Game-Of-Coins provides a sub-exponential distribution for the randomized backward step.
