Here we study the singular radial solutions of the prescribed mean curvature equation
where / is increasing and has the sign of u near infinity. We prove the local existence of a generalized singular solution under slight growth assumptions on /. In the physical case TV = 2 we prove that the curve is asymptotic to the curve r\f(u)\ = 1. We also study the global behaviour of the solutions.
Introduction.
In this paper we consider the question of existence and behaviour of radial singular solutions of the prescribed mean curvature in The linear case f(u) = (N -ϊ)u'is well-known problem of the pendent liquid drop. Using fixed point methods, Concus and Finn proved in [CF1] the local existence of a singular solution U under the form (0.7) U(r) = -1 -R ecall that U has an asymptotic expansion in powers of r but the formal Taylor series is divergent.
Using the same way we prove in Appendix A the local existence of a singular solution u of (0.6) when / is a power: where c λ = (λ/(JV-l)) 1/q (q{N + 1) + 2)/2(JV-l). Notice that r\f(U(r))\ converges to (N -1) when r goes to 0, which could be foreseen from (0.6).
Another way for finding singular solutions is to consider the regular problem: let (wo, n )nGN be any sequence of reals smaller than α, with lim n _^+ oo w o ,n = -oo; ifu n is a solution of (0.6) near the origin such that (0.10) u n (0)=u o^ <(0) = 0, one has to find the limit behaviour of (u n ) neN . This method was first investigated in the linear case when N = 2 by Concus and Finn [CF3] and more recently by Finn [F5] . The main difficulty is that the size of the existence domain of u n shrinks to 0 as n goes to infinity, because of the occurence of vertical points near the origin. In fact from the geometrical point of view, we can extend the notion of (regular or singular) solution of equation (0.6): we ask more generally for a (7 2 -embedded hypersurface in M. N x R, rotationally symmetric, whose mean curvature at each point (x,u) is given by -f(u)/N. As in [CF3] we are led to the parametrical system where s is the arc-length of a vertical section of the hypersurface, and φ is the angle between a tangent to the section and the r axis. When φ E (0, π) the hypersurface can be represented by a function r of u, and (0.11) is equivalent to 
U*Uo U-*UQ
When N = 2 and /(u) = w, Concus and Finn proved in [CF3] that some sequences of regular solutions converge uniformly on any compact of R~ to a singular solution of (0.12). They used very accurate local comparison methods with Delaunay surfaces, also called unduloids, which are rotationally symmetric surfaces with constant mean curvature. A shorter proof in [F5] shows that moreover the singular solution is locally a function u of r; and it is asymptotic to the curve u = -1/r, see Fig. 3 .
In Section 1 we give the essential tools for our study, which are energy functions of the problem. One of them is the energy function for the equation satisfied by υ!/y/1 + u 2 , used in the linear case in [B2] and also in [W2] . Two other energy functions are of Pohozaev type. In fact they can be defined in the nonradial case. By integration they lead to Pohozaev relations, extending the Green's identity given in the linear case and dimension 2 in [F5] .
In Section 2, our main result concerns the existence of singular solutions for a large class of functions /. We prove the following:
When u ι-> \u\~ι^N~λ^ f{u) is nondecreasing for large \u\, there exists a singular local generalized solution of (0.1), (0.2) under the form u -» r(u).
To prove this result we use one of the Pohozaev functions and some properties of unduloids in dimension N; we study those hypersurfaces in Appendix B, extending some results of [HY] .
In Section 3 we study the local behaviour of any singular local solution of the form u -> r(u). In the physical case N = 2 we prove (under suitable assumptions on /) that r\f(u)\ converges to 1 when u goes to -oc. Our proof differs from the proof of [F5] when f{u) -u, since it does not use unduloids. In the case (0.8) of a power, we give also some estimates on the angle φ and the difference \f(u)\ -1/r. They allow us to prove that, if q < 1, any singular solution is a function r -> u(r) (as long as u < 0), which means that it has no vertical point. In dimension TV, we extend a part of those results, generalizing the estimates of [CF2], [B2] and simplifying the first proofs.
In Section 4 we suppose that / is increasing from K to M. with /(0) = 0, and give some global properties of the regular solutions, such as: global existence, estimate on the incidence angle if the curve crosses the axis u -0, estimates on the maximal diameter of the regular drops. This extends among others the previous results of [CF3], [B2] , [F3] , [F6] .
Energy functions for regular or singular solutions.
We call regular solution of the parametrical system (0.11) any solution such that r > 0 for small s > 0, with initial conditions
, [APS] we have local existence and uniqueness of such a solution expressed in terms of r -> u(r). Its satisfies locally sinφ > 0, hence it is also given by a function u ->> r(u). Now we call singular solution of (0.11) any solution such that r > 0, φ G (0, π) for small s > 0, with initial conditions
in other words we look for a local positive solution u -> r(u) of (0.12) such that lim u _^_oo r(u) = 0. Several questions follow naturally: does there exist such a solution? What is its maximal extension? Do we have \im s^o ψ(s) = |? Does the solution define a function r -> u{r)Ί To deal about it, we shall use energy functions linked to the system. Some of them, used for the regular problem, are classical, see [CF3] in the linear case, and [APS] in the general case. The first one comes from integration of -sin Ψ : Set as
as The second one comes from integration of r N~λ -cos^ : let us define as
therefore J is increasing as long as ψ G (0, π). In fact it is also positive, which gives an essential estimate for singular solutions as well as for regular ones:
Proposition 1.1. Any singular (resp. regular) solution r(u) is defined at least on (-oo,α) (resp. (u o ,a) ) and satisfies the relation
Proof. Let us recall the proof of [APS] in the regular case and extend it to the singular one. Near the origin, J is increasing; let ί -lim s _^0 J(s) £ [-oo,+oo). Obviously ί -0 in the regular case. In the singular case ί is nonpositive, since f(u) ^ 0. Suppose ί < 0; then \im u -+-00 {cosψ)(u)/f(u) = 1, since (cos^) = (N -l)r~ι smφ + f(u)\ and COST/J -F(u)/2 is decreasing for large \u\, which is impossible. Then ί -0 and J(s) is positive near 0, which means that (1.7) is satisfied near 0. Let (-oo,α) (resp. [-u o ,a)) its maximal existence set. If a < α, then r and --cannot vanish, from (1.5), as (1.6); hence liminf r _^ r(u) > 0, and \r\ is bounded by N/r\f{u)\\ then a is not maximal. Hence a ^ a and (1.7) is true up to a. D
The function E gives also useful properties of the vertical points. The proofs of [APS] are similar in the singular case:
The extremal points of any singular (resp. regular) solution r(u) are isolated in (-oo,α] (resp[u o ,a\ for any maximal point u 2n (n = 0 or 1) and any minimal point u 2n +ι(n ^ 0). And the sequences (r(u 2n )) and {r(u 2n+1 )) are decreasing with n.
Remark 1.1. Between two consecutive extremal points the curve crosses the "basic curve" r --(N -l)/f(u) exactly one time. It has no inflection point on the set of u where r\f(u)\ > N -1, from (1.9). The third energy function was used in the linear case in [B2] to prove the global existence of singular solutions, and in [W2] to study the stability of the regular ones. It is new in the nonlinear case. In fact it is the energy function for the equation obtained by derivation of (0.6) by respect to r (or (0.12) by respect to -u); let us denote
et us define, for any u < α, the function
Notice that G is nonincreasing when ξ ^ 0 and f(u) ^ 0. The last functions we shall use in our study are Pohozaev type functions: for any q > 0 and ί^0 we define, for any u < α,
then φ δiQ is nonincreasing when q ^ 1/(N -1), u -> \u\~qf(u) is nondecreasing, and 0 ^ δ ^ δ q , where
This function is very close to the function
which gives by differentiation,
The function VΊ,(ΛM-2)/(ΛΓ-2) w a s used for the study of ground states r -> u(r) of (0.6) in [NiSl] ; and ΦI,(N+2)/(N-2) f°r ground states u -> r(u) of (0.12) in [APS] , because cosφ does not keep a constant sign. 
where n is the unit exterior normal to *S, and Δ5 is the Laplace-Beltrami operator. Suppose that for any u in an interval / C (-00, a) the hyperplane H u : XN+I = ^ cuts 5 in an hypersurface Σ u of R^" 1 , enclosing a domain Ω u of R N , regular enough. Let n be the unit exterior normal to Σ u in H u , and φ be the angle between S and H u on Σ w . For any q > 0 and <5 ^ 0, let us define the function (1.18) *"(«)
Then we prove in [B3] that, for any
hence Φ^ is nondecreasing when q ^ 1/(ΛΓ -1), u ->> |n| 9 /(n) is nondecreasing and δ ^ δ q .
In particular if S has a finite minimum u 0 G /, we get by integration between u 0 and u £ I the following Pohozaev relation:
where S u is the part of S under H u , and V u is the domain of ]R iV+1 with boundary S u U Ω u .
When δ = 0, N = 2 and /(w) = w we find again the Green's identity of Finn, see [F5] . Remark 1.3. It is interessant to notice that, when (and only when) N -2 and f(u) = ifc, then, up to a constant, the function G coincides with the Pohozaev function φ Oil :
Hence in this case the use of G, or </> 0? i, is equivalent to the use of Green's identity of [F5] . Remark 1.4. Let us mention at least an energy function used in [FLS] : it is Γ(s) = r 2(iV -1} (sin 2 φ + 2F{u) cos φ -F 2 {u)) , which is nondecreasing when F(u) ^ 2, since Suppose it is false. Then for any sequence ε n -» 0 there are
There is a n n G [rf -1,6 + 1] such that r n = r(ϋ n , ^0, n ) ^ ε n and r n is a minimal point of the curve r(., u Oin ).
Indeed either r n is a minimal point, or u n = 6 and r(6, u o , n ) < 0, or 2 n = d and r(cί, iλ o , n ) > 0. When u n -b (resp. S n = d) there exists a u n G [6,6 4-ε n ] with r n = r(n n ,w 0 ,n) < r n and r n = f(u n ,u Oin )
with r n < r n and r n E [0,1)), since r remains positive. When u n = 6, we get r n /(l+r 2 ) 3/2 ^ 2|/(ιz n )| > 0, from (0.12). Then for u-u n > 0 small enough, we get again r/(l+r 2 ) 3/2 ^ 2|/(ι* n )|, and this is true as long as r is negative, since 1/(^)1 < |/(^n)| a n d r 2 is decreasing. By integration we deduce that r/y/l + f 2 + l/\/2 ^ 2\f(b+l)\(u -u n ), hence there is a minimal point in [6,6 + 1]. When ϋ n = d we get again r n > 0, and for u -u n < 0 small enough we have r/(l + r 2 ) 3 / 2 ^ 3|/(u n )| -|/(w)|; and this is true as long as r is positive and 1/(^)1 = 3|/(n n )|. By integration we deduce that
Then there is a minimal point in
, which is false. Then (2.5) is proved. Now we use for r(.,u o ,n) the Pohozaev function
is decreasing with it and
By integration we get
On the other hand we can also choose ε 0 such that 
From equation (0.12) it is the same for the higher derivatives. Then for any sequence of regular solutions of (0.12), with initial data u o^n -> -oo, there is a subsequence converging uniformly on any compact set of (-00,6 ] to a positive function u -> r(u) : solution of (0.12) on (-00, 6]. Moreover, going to the limit in (1.7) for regular solutions, we get 0
is singular solution of (0.11). From Proposition 1.1, it can be extended to ( -00, α) and satisfies (1.7) on the whole interval. D Remark 2.2. The assumption (2.3) is linked to the Pohozaev function φ\ it means that / does not increase too slowly at infinity. It is satisfied in particular by any function / such that x (-)• |/(-x)\ is convex for large x > 0. When f(u) -\u\ q~λ u, it reduces to the condition q ^ l/(iV -1). Comparing with the result of Theorem 2.1, we conjecture that (2.3) is not needed. Remark 2.3. The method of comparison with an unduloid such Ωfc >n , defined implicitely, was used in [F5] and also in [I] to study the bounds of the radius r(0) when N -2 and f(u) = \u\ q~ι u with q > 1.
Local behaviour of the singular solutions.
Here we look at the behaviour near -00 of any singular solution u -> r{u).
Either it is decreasing near -00, hence it defines a function r -> u(r). Or the sequence of extremal points is infinite, and r(u) crosses the basic curve r = -(JV -I)/f(u) infinitely many times. Our best results concern the case N = 2. At first, under simple assumptions on /, we prove that the curve is asymptotic to the basis curve: Theorem 3.1. Suppose that N = 2, and f satisfies
and Jrn^ (////) («) = 0.
Then any singular solution satisfies
Proof. Here we use the energy function defined in (1.10) for any singular solution r(u) : let
-r a /(«)ί.
From Proposition 1.1 and assumption (3.1) the function u -)
then the function H = G 4-VF is nonincreasing; it is bounded near -oo; indeed from (1.7), (1.9) we have (3.7)
Then if has a finite limit £/2 at -oo, and from (3.6), (3.8), we get
Suppose first that £ is positive. Let b < a and If ξ keeps a constant sign, then lim ί; _>_ oo ξ -dty/l and lim v _ > _ oo -= 0; dv since r = £/>/l -£ 2 then there is a c > 0 such that |r(u)| > c for large \u\] this is impossible since lim u _^_ oo r = 0. Then ξ is necessarily oscillating near infinity and it least period in v goes to 2π. Let (u n ) be the decreasing sequence of the zeros of ξ less than b : we can suppose that r 2n -r(u 2n ) is a maximal point, hence r 2n |/(^2n)| > 1 a n d r 2n+i is a minimal point with r 2 n+ι\f(u 2n+ι )\ < 1. From (1.7), (3.10) we have for large n.
for some λ n G we get, from (0.4) and (3.13),
hence for large n,
Now the function
, since iϊ decreases to a finite limit. Let us look at its integral between u 2n +ι and u 2n ; let w n E (^2n+i 7^2 n) be the unique intersection point with the basis curve: r(w n )\f(w n )\ -1. From (1.9), ξ is decreasing on [w n ,u 2n ], and from (3.7), (3.9), 
Remark 3.2. Under the assumptions of Theorem 3.1, we have obtained (3.20) . By integration we get from (3.4), (3.5) the following relation on (-oo,α) :
Hence with (3.2) we deduce the estimates dt.
When / is convex for large \u\ (which means that x -> |/(-x)| is concave for large x > 0) we deduce from (3.22) that (3.25)
When / is a power we can give more accurate estimates and prove that, in case of convexity, the singular curves u -* r(u) cannot admit a vertical point on (-oc,α); in the linear case we find again the result of [F5] by another method. Prom Holder inequality we deduce that, for any a > 0, but y/T=φ-l = 0(l/|u| 2 <« +1 )), hence (3.27). Suppose now that q < 1. From (3.5), if there is any u < 0 such that G(n) = 0, then at this point and if \u\ is large enough, ξ = -1-9 (1 4-o(l)). This is impossible from || the estimate (3.26), since c < (1 -?)/2. Then for large \u\, G is decreasing, negative, and ξ is positive from (3.4). In fact G is decreasing and negative on (-oo,α), since it is decreasing as long as ξ > 0 and nonnegative when ξ = 0. Then <^ is also positive on (-oo, a) and the curve can be expressed in terms of a function of r on this interval. D
We cannot extend our previous results to the case N > 2, because the derivative of the function G defined in (1.10) contains the new term -(N -2)rξξ 2 / Λ/1 -ξ 2 which has the sign of ξ and is not necessarily integrable. However, we can give precisely the behaviour of those of the singular solutions which have no vertical point near -oo; we prove also that when / is convex (for example / is a power less than one), such a solution has no vertical point whenever u < a : ; (r) = Λ/1 -ί 2 /^ has a finite limit, which is impossible since u is singular. Hence ί -0 and we get (3.33), (3.34) from (1.9). 2nd step. Suppose f(u) ^ 0 on (-oo,α). From Proposition 1.1 the curve can be extended as a function r of u on (-oo,α). Here the function G is decreasing near -oo, with lim u _>_oo G(u) -0. It remains decreasing and negative and ξ remains positive on (-oo, α), as at the end of the proof of Theorem 3.2. We get (3.34) from (1.11), and also 
Some global properties.
Here we give a global existence result extending those of [CF3] , [B2] , [APS] : we shall suppose that a = 0 in (0.3), more precisely that Proof, (i) From Proposition 1.1 each solution is defined as a function r(u) at least on (-oo,0); now (0.12), equivalent to (0.11) as long as s'mφ > 0, can be written as a system (4.6)
where H is continuous in u and C 1 in (r,p) onlx ((0,+oo) x R); then the solution has a unique extension to a maximal interval with upperbound u ^ 0. From (1.3) (1.4), F(ύ) -cosφ decreases to a finite limit when u goes to % hence F(τz) is bounded and ΰ is finite; then cos^ has a limit, r 2 has a limit λ G [0, +oo] . In fact λ is infinite, because of the maximality.
(ii) Suppose ΰ = 0. When iz E (-1,0), we know that J{u) > J(-l) > 0 from (1.5) to (1.7); hence r w'(r)) -(w, -(N -1)(1 + u; 2 )/r + /(«)(! + y; 2 ) 3 / 2 ) = K(r, («, ω)), where KGC 1 ((0, +00) x (K* xR)). The solution has a unique extension to a maximal interval [rι,r 2 ) where u remains positive. First suppose that r 2 = +00; f is the unique extremum of u on [r l5 +oo), then u decreases to a nonnegative limit λ, and F(u) -cosφ has also a finite limit; hence lim r _> +oo cosφ = liπv^+ooi^r) = 0, lim r _> +oo u" = -/(A) from (0.6), and ds lim r _> +oo u(r) = 0; at last lim r _> +oo s = +00 since -> 1, and the paradr metrical curve is completely described. Now suppose that r 2 is finite; then (^2) = 0 and φ 2 = φ(r 2 ) satisfies \φ 2 \ < φ\ from (4.8); if φ 2 -0, then r N~λ v!'/Λ/1 + u 2 ) (r) = 0, which is impossible from (0.5). Near this point, (0.11) is equivalent to (0.12); then from (4.6) we have local existence and uniqueness, and the curve can locally be expressed in terms of r -> u(r), since u'{r 2 ) Φ 0. As above, it has a unique extension to a maximal interval [r 2^r3 ) where u remains negative. By induction, either u has a unique extension to [r^+oo) with a finite number of zeros r x < r 2 < < r k and lim r _ )>+oo u(r) = lim r _+ +oo u'{r) = 0; or we can construct an infinite increasing sequence (r n ) n > x such that u(r n ) = 0, sign u(r) = (-1) 71 " 1 on (r n ,r n+1 ), and \φ n \ = \φ{r n )\ > \φ n+1 \ > 0. If limr n = +00 then the curve is completely described for s ^ s 1? by the function r -) > u(r) on [r l5 +00). If limr n = R is finite, u has a finite limit, since u' is bounded from (4.8); then lim r^R u = 0, cos^ has also a limit from (1.3) (1.4); then lim r _+ R u' -0, since v!(r n )u f (r n+1 ) < 0; and the function u = 0 is an extension of the solution on [i?,+00); it is the unique extension from (1.3) (1.4). The curve is again completely described on [si,+oo).
(iv) Here we suppose (4.3) and prove that φ x < τr/2. If φ x ^ φ/2 then there is a unique maximal point u < 0 on the curve such that r(u) < 0 on (δ,0) (if φι = |, then 0 is a minimal point). Let r -r(δ); integrating (0.6) between any r E [Vi,r] and f, we get from (1.7) (4.10)
Then from (1.3) (1.4),
which gives a contradiction. Then φι < π/2. (v) Suppose that (4.4) holds. Consider the Pohozaev function φ δqiq defined by (1.12) (1.13); it is nonincreasing whenever u < 0, and its derivative is nonidentically zero. We have φ δq ,q(u 0 and in fact we can prove that the behaviour near infinity is the same for the two equations: when u keeps a constant sign, either there is a c > 0 such that lim^+oo r N~2 u(r) = c, or
When q ^ N/(N-2) (or N = 2) the curve necessarily oscillates around the axis u = 0, see [NiSl] . However from (4.5) when JV ^ 3 and q -N/(N -2) the incidental angle is quite small: ψι < 9.6° when N = 3,4, and less for larger N.
When N/(N -2) < q < (N + 2)/(N -2) the question is opened. Numerically it seems that all the curves cross the axis, see Fig. 6, 8 . But if it is the case, the angle ψι is very small from (4.5): ψι < 3.9° when N -3, q -4, ψι < 1.8° when N = 3, q -4, 5; and ψι goes to zero when q increases to Serrin [S2] noticed that regular solutions with \u o \ small enough must oscillate: indeed their slope is small and (0.1) is again a perturbation of (4.10), which has no ground state in this range. We can give a more precise result: (N -1) . Since 1/(N -1) ^ 1 the singular solution U has no vertical point, hence φι < π/2. On the contrary for regular solutions we can see numerically that ψ 1 can be greater or lower than π/2, depending on the initial data u 0 , or on the value of g, see Fig. 1 .
To end this paragraph we give some results about the maximal diameter of the regular curves, and other related questions, which extend [CF3], [F3] , [F6] . From Proposition 1.2, the maximal diameter is twice the radius r a of the first maximal point u a under the axis u = 0 (whenever it exists, that is when UQ < ΰ 0 ). For simplification we only consider the case of a power. From (4.15) we establish that for large g, the maximal diameter of the curves is small, which could be foreseen numerically, see Fig.  4 , 5, 7.
Appendix A. The fixed point theorem.
Proof of Theorem 2.1. It is the direct generalization of the proof of [CFl] . Let
(1) c = {q{N + 1) + 2)/2(ΛΓ -1), and k = 2 + l/q.
We write equation (2.1) as a system of unknown (?i,?;, α 0 , «i) :
\v'(r) = -(N -1) (luίrJI'-^ίrJίl + t; 2 (r)) 3 / 2 + r-^(r)(l + v 2 {r))) .
We write it under the form
where we choose
and F is given in function of a 0 , en by
where u, v are defined by (2). Now introduce the kernel of equation (3): set a = (tt o ,Q!i). Then the system takes the form
Let σ E (0,2(k -1)) be fixed. For any M > 0 and any R E (0,1] we set
We are going to prove that for any M > 0, there is an R = β(M) such that T is a strict contraction of B M ,R(M) Notice first that for R(M) small enough, ?/(r) is negative for any a G
B M ,R(M)
Then let us compute 
Now we can estimate the right terms of (8) (9). For any function φ on (0, +00) we set
and get for any real p > -k the relations 
and T is a strict contraction of B M^M ) for R(M) small enough. Consequently it has a unique fixed point a. From (6) Then from (2) the curve is symmetric by respect to u -u + T/2 where u is any extremal point, and T is given explicitely in terms of an hyperelliptic integral:
dr, where r aj r β are two extremal points, the two solutions of the equation Hr + Ar ι~N = 1. In order to study the period function T we use another way: when N = 2 any unduloid is the curve traced by the focal point of an ellipse when it is rolled on the ϊ/-axis. Hsiang and Yu extended this classical result to the dimension N in [HY] : for any unduloid Ω there exists unique polar coordinate graph Γ, θ -» p = /(#), such that Ω is the trace of the origin by rolling Γ on the u-axis. Then Γ is a periodic curve of period r, T is equal to the arc length of Γ between θ = 0 and θ -r, and the extremals of r and p are the same. From [HY] Proof. For any k G (0,1), we make the change of variables r = (N -1)(1 + t)/NH in formula (6), and get (7), with~1 In the following lemma we construct an unduloid of comparison in dimension JV, whose curvature is given implicitely, as in [P5], [I] when N = 2. 
