Engagement in Employee Innovation: A Grounded Theory Investigation by Unsworth, Kerry
12663  1 
Engagement in Employee Innovation: A Grounded Theory Investigation 
Kerrie L. Unsworth 
School of Management 
Queensland University of Technology 
Brisbane Q 4000 
Australia 
k.unsworth@qut.edu.au 
Ph: +61 7 3864 5081, Fax: +61 7 3864 1313
12663  2 
ENGAGEMENT IN EMPLOYEE INNOVATION: 
A GROUNDED THEORY INVESTIGATION 
Building on previous research that has generally focused on the innovation outcome, this 
study used inductive methods to investigate factors affecting engagement in the innovation 
process. Through 65 semi­structured interviews and 25 diary studies, I identified three types 
of demand that were interdependent and interacted to influence engagement. These were 
context demand (culture, motivation), project/role demand (innovation requirement, time 
resources, empowerment), and problem demand (problem type). The identification of these 
demands provide clear implications for managers who wish to increase employee innovation.
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We hear much about why organizations and employers want and need employee 
innovation. Indeed, much research has examined the factors that lead to high quality 
innovation (e.g., Mumford & Gustafson, 1988). However, this research has mostly focused 
upon the innovation outcome and there is little understanding of the factors that lead 
employees to engage in the innovation process. This paper starts from the assumption that 
engaging in processes to produce innovation will be a significant predictor of overall 
innovation levels. Further, if conditions within the organization inhibit engagement in 
innovation, then it is of little use to promote factors that improve the quality of ideas: there 
simply will be no ideas to improve. This paper aims to address this gap in our understanding 
by using a grounded theory approach to studying engagement in the innovation process. 
I define innovation as including both idea generation (creativity) and idea 
implementation (see Unsworth, 2001). Furthermore, following Drazin, Glynn and Kazanjian 
(1999), I conceptualise it as a process rather than as an outcome. Thus, my definition of 
innovation is as follows: Innovation is the process of engaging in behaviors designed to 
generate and implement new ideas, processes, products and services, regardless of the 
ultimate success of these new phenomena. 
As noted previously, a large body of research identifies factors influencing the success 
of creativity and innovation attempts (e.g., Amabile, 1985) and individual innovativeness 
(e.g., Oldham & Cummings, 1996). Such factors include personal (e.g., intelligence, 
Guilford, 1976; creative ability, Amabile, 1982), task (e.g., goals, Shalley, 1995) and 
situational dimensions (e.g., leadership, Scott & Bruce, 1994). While comprehensive, these 
studies have generally used the end­point of the creativity or innovation process as the 
construct of interest, and not the process itself. As such, the results must be interpreted as 
factors that may influence one or many points along the innovation process. As one cannot
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determine at which point these factors operate in the process, there is little systematic 
understanding of the issues specifically involved with engagement in innovation. 
However, two theories surrounding the innovation process have been proposed, and 
these may provide clues about engagement in innovation. The first is Amabile’s (1983, 
1996) componential theory of creativity. The original theory began the creative process with 
“problem presentation”, however that was updated in the 1996 version to “problem 
identification”. While presentation implies passivity on the part of the creator, identification 
implies a more volitional process, and as such, is more consistent with the concept of 
engagement. Amabile (1996) suggests that the main factor affecting problem identification is 
intrinsic motivation, or motivation that comes from the task itself. She suggests that factors 
that support autonomy, competence or task involvement will increase this motivation, and 
extrinsic motivators and constraints will decrease it. While an extensive list of influential 
factors was reported (Amabile, 1996), these factors were defined in such a way as to affect 
any point in the process, and it is impossible to determine those which will or will not affect 
engagement. 
An alternative theory was proposed by Ford (1996), who positioned creative and 
habitual actions as competing behaviors. As such, creativity (and thus, innovation) was an 
intentional act. Ford then identified three groups of factors that might lead an individual to 
choose to be creative rather than habitual. The first set of factors relates to the schema an 
individual holds towards innovation, or their sensemaking processes. The second factor was 
motivation; he argued that a general form of motivation evolved from goals, receptivity 
beliefs (the degree to which creativity is reinforced in the setting), capability beliefs, and 
emotions. Finally, he suggested that knowledge and abilities affect innovation. Ford’s (1996) 
theory presented a large step forward in understanding creative and innovation attempts; 
however, there still appeared to be some implicit confusion between whether the model
12663  5 
predicted creative engagement or success. In some instances, it was clear that the discussion 
revolved around engagement, while in others (for example, knowledge and abilities), the 
argument suggested that the factors affected success of creativity. As such, it is again 
difficult to determine definitively which characteristics will affect engagement in innovation. 
In addition to these theories, there is some work from cognate fields that may help to 
illuminate engagement in innovation. Csikszentmihalyi and Getzels (1971) identified a 
dispositional tendency, namely discovery­orientation, that was strongly related to the judged 
originality of the final artwork. White (1959, 1960) constructed effectance motivation as the 
motivation of wanting to deal effectively with the environment and suggested that it was 
related to behaviors such as exploration, mastery, creativity and play. It can be supposed that 
other constructs such as curiosity (Berlyne, 1950) would also play a strong role in the level 
of engagement. Finally, work role orientation (e.g., Parker, Wall & Jackson, 1997) may 
affect the degree to which employees engage in innovation: A broader role orientation may 
include engagement in innovation, while a narrow role orientation may not. As can be seen 
from this brief discussion, these disparate bodies of research tend to focus on individual 
differences. 
One potential environmental influence is the actual problem to be solved. Recently, 
Unsworth (2001) built upon the work of Getzels and Csikszentmihalyi (1976) and Dillon 
(1982) to identify two dimensions along which problems lie. These dimensions were the 
degree to which the problem was closed or open, and the degree to which it was presented or 
discovered. It is likely that externally generated, presented problems also carry expectations 
of performance – problems of this type are required or expected to be solved creatively, 
otherwise they would not have been presented to the employee. Thus, they probably incur 
more engagement than internally generated problems that do not carry public expectations.
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In answering the question of which factors affect engagement in innovation, therefore, 
it can be seen that four issues may be relevant: motivation (intrinsic and/or general), 
sensemaking, individual differences, and problem type. While these provide some 
suggestions for understanding engagement, the literature is too fragmented, confused, or 
tangential to conclude that these are all the potential factors involved. Therefore, I will 
primarily take an inductive approach to studying engagement, to capture the interplay and a 
fuller range of factors. The literature discussed earlier will provide avenues for investigation; 
however, analysis will not be limited to these areas and I will actively pursue additions and 
alternatives. 
Methods 
Context & Participants 
This research was conducted in two large aerospace organizations and focused upon 
employees working in the design process. Employees from four projects (two projects from 
each company) participated in the study. Although the projects were team­based, the actual 
design work was much more individualistic. As such, the analysis considers individuals 
within particular project contexts, rather than teams. The four projects chosen were: 1) a 
high­security military project redesigning a new submarine (abbreviated here as MP); 2) the 
design and modification of industrial gas turbines and marine turbines for both civil and 
military use (AN); 3) an evolutionary design for fuel systems in a civil aircraft (FS); and 4) 
finalising and modifying the design for a new military aircraft (MA). The projects were 
located on different sites. The participants were design engineers (n=36), development 
engineers (n=18), other engineers (n=9), and engineering clerks (n=2). 
The specific tasks for each engineer differed somewhat, especially across disciplines. 
Nevertheless, there were some similarities within the two main disciplines of design and 
development engineering. One participant succinctly described the task of a design engineer
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as, “a problem comes around [from the development/testing engineers], sort out the problem, 
work through to the manufacture of that component where the problem has occurred, make 
sure it’s all been manufactured and implemented into the engine, so hopefully after that the 
solution resolves the problem.” Development engineers were generally involved in testing 
the design for potential failures. Whereas the design engineers tended to adjust designs, the 
development engineers’ role was more concerned with analytical procedures and ‘detective 
work’. The other engineers involved in the project came from a range of more specific 
disciplines, such as stress and weights testing, and were also involved in testing the designs. 
Data Gathering 
The research took place over ten months, and I studied each of the four project teams 
for at least one month. During this time, I made observations and had many informal 
discussions with employees, alongside the more formal methods of data collection. Sixty­ 
five semi­structured interviews were conducted to obtain a broad range of information and 
discuss participants’ meanings and beliefs surrounding innovation. Twenty­five of those 
participants then went on to participate in a month­long diary study. The diaries were able to 
provide longitudinal data on engagement. 
The interviews, each of which took approximately an hour and a half, started with a 
recap of the study, including my definition of an idea (i.e., not necessarily restricted to large 
design ideas, but could include smaller incremental ideas, and ideas about procedures and 
their working environment). The interview was based on the critical incident technique 
(Flanagan, 1954) whereby participants were asked to recall their most recent idea (see 
Appendix for interview schedule). In some cases, the critical incident did not represent what 
participants perceived to be the typical scenario, and they were also asked to describe a more 
usual situation. Other emergent issues were followed when they came up in the interview. 
Following Miles and Huberman (1994) and Strauss and Corbin (1998), analysis was
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performed throughout the data collection process. To capitalize on the progressive nature of 
this method, questions concerning the emergent issues were asked in later interviews. The 
core interview schedule, however, remained unchanged. 
Following this, 25 interviewees participated in a month­long diary study. Participants 
completed weekly diaries on up to four occasions, filling in details of ideas they generated 
along with their reasons for engagement and actions they took in implementing the idea. On 
the Friday of each diary week, participants were asked to consider and write down what they 
believed helped and hindered them in generating and implementing ideas. 
Data Coding & Analysis 
The interviews were tape­recorded and later transcribed, and both the diaries and 
observation notes were transcribed. In looking for the meanings and interpretations of 
participants (Mead, 1934; Charon, 2001), I began with an idiographic analytical 
methodology, examining one transcript in detail. Following Smith, Harré, and Van 
Langenhove (1995), the results from the idiographic approach were then used to move on to 
more nomothetic generalizations. The first five interviews from each project were 
intensively coded independently of each other, and were the data for the idiographic 
analysis. The nomothetic analysis was based on the remaining interviews, which were coded 
using the coding structure developed from the intensive coding. Additional categories were 
developed for any codes not found in the intensively coded interviews. 
All coding drew upon both interpretative phenomenological analysis (IPA: Smith, 
1996; Smith, Jarman & Osborn, 1999) and grounded theory analysis (Strauss & Corbin, 
1998). IPA is similar to grounded theory but is more conscious, and more explicit, about the 
dynamic and interpretive process inherent within the data gathering (Smith, 1996). This 
consciousness was made explicit in this research through open coding, reflective memos, 
debriefing, and continual awareness of the interpretive nature of the work.
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The coding of the transcripts followed grounded theory techniques provided by Strauss 
and Corbin (1998). For the idiographic coding, open, line­by­line coding was recorded in a 
notebook; these codes were then examined for their properties. For example, a code 
identified in the first interview was “perception of culture” and it had a number of properties 
including good/bad, locus of perception (employee/management), and enthusiasm for 
innovation. When coding underlying emotions and beliefs, notes were made as to their 
strength of association with the data. 
The remainder of the interview transcripts, diaries, and observations were coded via 
the coding structure identified from the intensive coding described above. However, line­by­ 
line coding was still used and an active search for other emergent categories was made. 
When these were found, they were included in the coding structure. For all four projects, 
theoretical saturation occurred: the last interviews revealed the same issues that had 
previously been identified and no new issues emerged. 
Both during the open coding process and after it had been completed, patterns and 
relationships among categories were identified (i.e., axial coding; Strauss & Corbin, 1996). 
There was constant comparison (Strauss & Corbin, 1998) both within interviews and 
between interviews to identify similarities and differences. When differences in patterns 
were found, I investigated the possible underlying reasons. Tentative hypotheses were 
suggested and evidence sought to disconfirm them. For example, I examined those who 
discussed a risk averse culture as a deterrent for engagement. This initial hypothesis was not 
fully supported by all the data, however. I then looked for the reason for the discrepancy and 
hypothesised that another type of culture, a more positive one, was also influencing 
engagement. This appeared to be the case, given the lack of negative evidence across all 
sources. Even when no negative cases were found, alternative hypotheses were made and 
tested to promote accuracy.
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The final analytical activity was similar to selective coding (Strauss & Corbin, 1998) 
and concerned the integration of categories and refining of theory. In this analysis, the 
patterns found in the axial coding were brought together, more comparisons were made and 
hypotheses tested, until an integrated theory began to emerge. The process was deemed 
complete once this model could explain each transcript. 
A number of techniques were used to increase the credibility and trustworthiness of 
interpretations. First, I wrote reflective memos to make biases explicit and attended to 
throughout the analysis. Second, informal debriefing occurred on a regular basis with 
colleagues involved in innovation research, and colleagues not involved in innovation 
research, but knowledgeable in other areas of organizational behavior and social psychology. 
Formal debriefing occurred via academic seminars held throughout the course of the 
research. Finally, member checks were conducted throughout the analysis. Informal 
discussions with participants to check upon interpretation of what they personally had said, 
as well as wider interpretations, provided some immediate feedback. More formal sources of 
member feedback came from responses from three focus groups of engineers who discussed 
the findings, written feedback from organizational feedback reports (see Miles & Huberman, 
1994), and feedback from seminars outlining the main findings to the collaborating 
organizations. 
Results 
The aim of this paper was to examine employees’ engagement in innovation through 
two complementary methods: interviews and diaries. The findings of the two studies were 
similar, however, given the different orientations (the interview study was conducted to
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provide breadth of coverage, while the diary study was conducted to assess longitudinal 
accounts of engagement), they will be discussed separately and later integrated 1 . 
From the interviews, I identified three interdependent levels of factors: context 
demand, project and role demand, and problem demand. The levels were progressively more 
acute; context demand characteristics continued over time while problem demand 
characteristics were specific to the particular issue at hand. In addition, the levels were 
interdependent, in that a particular context often related to a particular type of project or role 
and a particular type of problem. An extended metaphor that captures these demands is a 
river in a woodland setting. The context demand is the environment surrounding the 
riverbanks, the project/role demand is the structure and course of the river itself, and the 
problem demand is the microstructure of the river including the rocks, fallen logs, and fish. 
Different environments will lead to different structures and different microstructures (e.g., 
many trees in the environment will mean a greater potential for fallen logs in the river). 
Engagement in innovation is the flow speed of the water. If the environment, structure and 
microstructure of the river are such that the water is blocked, then the flow is reduced. If, 
however, these conditions are open and facilitative, then the water can flow freely and 
rapidly. The conditions are multiplicative, such that if one of the categories is inhibitive, then 
engagement is reduced (e.g., regardless of the overall environment and structure, if there is a 
fallen log in the river, the flow of water will be blocked). I will now discuss each of these 
conditions that affected the flow of employee engagement in innovation. 
Context Demand 
Context demand conditions were general, chronic factors that either facilitated or 
inhibited engagement in innovation. The factors were presented by participants as static 
1 Where quotes are given, information is provided in the parentheses as to the interviewee (project code and 
interviewee number), and transcript lines.
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levels, with only minor changes over time. Two context conditions were identified in this 
study – cultural support for innovation and motivation. 
Cultural Support for Innovation. The surrounding culture was commonly reported as 
affecting engagement in innovation. Further analysis revealed two types of culture. The first 
hindered engagement in innovation and was manifested in rejection of ideas and idea­ 
generators, risk­aversion, and rigidity. The presence of this type of culture stopped 
engagement, regardless of other factors. For example, Paul said: “I think there’s a climate, 
however hard you want to be creative, there’s a climate which says, there’s not much point 
because no­one’s going to want to test it” (MP10, 760­762). The second type of culture was 
a motivating one – a positive innovation culture. Interviewees commonly mentioned 
encouragement and innovation norms as predictors of engagement in innovation. For 
example, Jason said, “I think it’s the attitude of people around you ­ if you have an 
encouraging environment, where people are encouraged to contribute, and it’s positive, I 
thrive in that environment” (MA2, 519­522). 
Given that the participants came from different sites, it could be expected that they 
would report differences in cultures and that those differences would lead to different levels 
of engagement. Indeed, this was found to be the case. At the MP project site the main 
inhibitors were the lack of empowerment, a risk­averse culture, too much rejection and not 
feeling listened to. The overall impression was that innovation was not accepted. Not 
surprisingly, interviewees from MP reported little engagement in innovation. 
In the other three sites, however, the feeling appeared to be more that innovation was 
difficult to accomplish rather than not being accepted. Participants from the FS and MA 
project sites reported that while there was little encouragement to innovate, it was possible to 
succeed in innovation attempts through hard work. The AN project site was unique in that 
interviewees felt that while radical ideas or ideas concerning changes in procedures were not
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encouraged, incremental product ideas were sought after and highly valued. The majority of 
AN participants reported engaging in some form of innovation; this level of engagement 
occurred to a greater degree than the other sites. 
Motivation. The second chronic factor that emerged from the interviews was general 
work motivation. For example, Jeremy said, “There’s a bit of disenchantment underneath 
there, in the background, all the time. I’m sure it colors my judgments in some ways as to 
whether or not to go out on a limb and really go for something or whether to just think, oh 
can’t be bothered.” (AN2, 469­475). This motivation was wide­ranging and encompassed all 
aspects to do with work. As such it included, but also exceeded, intrinsic motivation. 
Motivation appeared to affect engagement in innovation in two ways. First, it made 
participants more or less willing to engage: “if you’re motivated, you’ll actually, actively 
bring something to the party, be it small or low, you’ll bring a contribution to the party. If 
you’re demotivated, you may not even attend the party,” (AN7, 831­835). Second, a lack of 
motivation appeared to lead to withdrawal, which then prohibited engagement. For instance, 
Martin said, “You tend to think ‘Oh, sod it,’ [and] switch off, but that doesn’t help the 
creative juices to run, does it? … It affects your motivation which ultimately affects any 
output that you have from yourself.” (Martin, MA6, 796­806). 
Feelings of professionalism also appeared to act as a motivator for engagement in 
innovation. Patrick (MP20) discussed being “professional” and its effect on motivation and 
engagement; he appeared to assume that these relationships were causal, automatic and 
taken­for­granted. Similarly, when questioned about the effect of motivation on innovation, 
Peter said “There’s a level of professionalism, I know it sounds corny, but there is. You 
know people will come in and they’ll do the best they can”. Interestingly, however, he later 
qualified this by saying “as long as it’s not so bad, your professionalism will keep you going. 
But it wouldn’t have to swing a long way, I wouldn’t think, for people to think, ‘Oh, sod it’.”
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(FS6, 743­748). It appears, then, that while professionalism is generally associated with high 
levels of motivation, which increase the potential for engagement, even an individuals’ sense 
of professionalism cannot buffer the effects of some situations. 
Context Demand Mechanism. Thus, two chronic conditions were found to affect 
engagement in innovation: culture and motivation. The mechanism through which these 
conditions altered engagement appeared to be the individual’s willingness to engage. In 
other words, culture and motivation affected the degree to which a person felt willing to 
engage in innovation, which then influenced their actual engagement. This was evident in 
phrases such as “fed up”, “sod it”, and “I wanted to”. 
The interviews uncovered these factors mainly through discussion of the participants’ 
previous self and vicarious experiences. Reported experiences include being repeatedly 
knocked back (“Always people there to knock you down. In the end it strangles ideas 
because you’re not going to stick your head up”, MP2, 93­94), not being listened to (“It’s 
banging your head against the wall and no­one’s listening”, AN2, 558­559), and not 
receiving feedback on evaluation (“You strive to develop new ideas and pass them up and 
don’t hear anything more; and you just don’t bother anymore”, MP14, 111­112). 
Interestingly, the strongest words and most striking examples were related to negative 
attributions and decreases in willingness, rather than positive stories. 
Interviewees appeared to analyze and attribute their experiences in a way that either 
encouraged or discouraged willingness to engage in innovation. In other words, employees 
had an experience that they analyzed and attributed (positively or negatively) to their 
perceptions of the culture and their motivation, which then increased (or decreased) their 
willingness to engage in innovation. This willingness then affected actual engagement.
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These two context demands (culture for innovation and general work motivation), 
then, are obtained through attribution of previous experiences and used in judgments of 
willingness to engage in innovation. This overall willingness to engage in innovation then 
provides the backdrop on which the demands of projects, roles and problems lie. 
Project & Role Demand 
The second category of conditions identified in the interviews was related to project 
and role demand. This level was more specific and dynamic than context demand and 
included innovation requirement, time resources, and autonomy. 
Innovation Requirement. Innovation requirement was considered to be the degree to 
which participants felt that engagement in innovation was necessary for job performance. 
The other end of the dimension concerned participants who felt that innovation was 
unnecessary, and in the extreme cases, felt that engagement was prohibited due to their other 
non­innovation requirements. Innovation requirement was a strong correlate of engagement; 
indeed, it was even linked to the ease with which people identified an idea for the critical 
incident. 
Initially, innovation requirement was seen as a component of an employee’s role. 
Interviewees fell into two groups: those that felt their role did not call for innovation, and 
those that felt it did. When looking at the category in more depth, it became evident that 
those with low innovation role requirement consisted of some non­designers (e.g., “I say, not 
being a designer, it’s not really my job to get involved in generating ideas.” AN8, 69­70) and 
designers who held managerial positions (e.g., “It’s probably unlikely that I’d start coming 
up with ideas, because in this job it’s not so much ideas, but a way of working in terms of 
setting up a meeting to monitor what we’re doing and reporting what we’re doing,” AN11, 
12­15). Many interviewees felt that “it’s not my job”, despite the efforts made by both 
organizations to suggest that innovation is a part of all employees’ roles.
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Of those that felt their role did involve innovation, two groups emerged. The first 
consisted of a few non­design engineers who felt they had high levels of opportunity to 
innovate (e.g., “In this role there is an opportunity to set it up how ever I want to, and I'm 
thinking, yeah, there's a lot of potential there,” (FS2 654­656). The second were design 
engineers. 
However, even with high role requirement, design engineers differed in their feelings 
of perceived innovation requirement. This difference came from the particular tasks they 
were working on. For some, their tasks encouraged or necessitated engagement in 
innovation, and hence innovation task requirement was high. Eddie (FS4) felt that he 
engaged in innovation, most of the time, because of specific demands by the project and 
customers. On the other hand, many felt that although their role theoretically involved 
innovation, their tasks prohibited it. The need for reliability, the contractual requirements for 
minimum changes, and the stage at which the design had reached, all meant that many 
interviewees felt that there was no task requirement for innovation. This then affected the 
degree to which they engaged in the innovation process. For example, Chris was, “just 
cranking the handle,” (AN4, 364), Bob said, “The nature of what I'm working on…it’s based 
on an existing [system], so I'm perhaps less likely to have a significant number of ideas,” 
(FS5, 581­585), and Simon felt that, “at the end of the day, I’m reproducing something that 
already exists, not breaking new ground.” (MP17, 24). 
Thus, it can be seen that there are two levels of requirement, namely role and task 
requirement, however, it is only when the innovation task requirement is high that 
engagement occurs. It may be that requirement is also internally generated through a broad 
work role orientation that manifests in a felt responsibility to innovate. Jeremy said, “This 
business improvement, it’s a case of making people realise this is important. Everybody’s 
got to do their bit, bringing up new ideas. It’s in your best interests to do what you can”
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(AN2, 435­438). Thus, individuals were more likely to engage in innovation when they felt 
they were responsible for doing so. It is likely that such felt responsibility comes from both 
explicit innovation requirement and from an internal realization of requirement from broad 
work role orientations. As such, felt responsibility may be the individual­level mechanism 
for innovation requirement. 
Time Resources. Resources, particularly time, appeared to influence engagement in 
innovation. In all four sites, time pressure was high and “fire­fighting” was prevalent. It was 
one of the most common themes to emerge from the interviews. Time pressure meant that 
tasks were prioritised and only high priority tasks were performed. For many participants, 
innovation, and particularly non­task­related innovation, was a low priority. In this way, the 
effect of resources was moderated by innovation requirement. 
When innovation requirement was low and time was scarce, participants did not 
engage in innovation. For example, Bob said, “I find it difficult at the moment to justify 
spending a hour or whatever going to some local improvement thing or thinking up a 
wonderful idea about office procedures and stuff, but if there were a bit more time I guess 
that's the sort of thing you're prepared to do” (FS5, 763­767). On the other hand, when time 
was scarce and innovation requirement was high, participants reported being more focused 
on the job at hand and therefore reported more engagement in innovation. Andrew said, “The 
time scale has an effect. When I’m put under pressure, I think I’m more creative than if I’m 
just ticking over.” 
Empowerment. Finally, empowerment repeatedly emerged in discussions of 
engagement, in the form of increased responsibility and increased job and task control. It 
appeared to affect engagement through two means. First, by increasing employees’ level of 
control, individuals were more able to monitor their tasks and workloads, enabling them to 
engage in innovation. Anne (FS2) felt that she was able to engage in innovation because she
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controlled her workload, while Martin (MA3) reported having “a free rein” and, as such, felt 
able to allocate time to generating ideas. 
Second, the act of empowering employees made participants feel that management 
trusted and valued their workers; this perception added to a positive innovation culture. For 
example, Eddie said, “I feel reasonably empowered in coming up with ideas by my 
immediate management, so you know lots of encouragement and so on” (FS4, 1416­1418). 
Project and Role Demand Mechanisms. Through the interviews, I identified three 
project and role demand characteristics: innovation requirement, time resources, and 
empowerment. These demand characteristics appeared to work through two main 
mechanisms: willingness and opportunity. 
Similar to context demand, the degree to which participants felt they were required to 
engage in innovation and were empowered to do so appeared to influence their willingness 
to engage. When interviewees felt responsible for innovating and empowered, they seemed 
to want to innovate to a much greater extent than those who did not feel these demands. 
In addition, project and role demand characteristics appeared to work through the 
overall opportunity that a participant had to engage in innovation. An employee with a 
constrained role or task was less able to engage in innovation than one whose role required 
or allowed innovation. Employees with high time pressure were not able to engage in 
innovation because they did not have an opportunity to do so. Finally, having control over 
workloads meant that employees were able to manufacture opportunities, such that they 
could then engage in innovation. 
It is evident from this discussion that context demand may be related to these project 
and role demand characteristics. For instance, feelings of a positive innovation culture would 
most likely be associated with greater innovation requirement, although the causality is 
probably recursive. In this study, innovation requirement was reported to be highest amongst
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FS participants, followed by MA and AN participants, with MP participants reporting the 
lowest innovation requirement. While these proportions are dependent upon the project 
samples, it follows the general trend found in culture. This link between context and 
project/role demand can be interpreted in three ways: 1) that positive innovation cultures 
encourage higher innovation requirement and opportunity; 2) that taking on projects that 
require innovation places demands on the organization to provide cultural support for 
innovation; or 3) that those interviewees with higher innovation requirement and 
empowerment perceive more cultural support. The data does not allow me to determine 
which of these conclusions is most valid, and it is likely, given the complexity of the system, 
that all three are valid to some degree. 
Problem Demand 
The final level of demand reflected the problem itself and was the most specific and 
dynamic category. In contrast to the other levels of demand, only one characteristic of the 
problem appeared relevant to engagement in innovation and that was the type of problem to 
be solved. Three types of problems emerged and I labelled them necessary problems, 
potential problems, and goals. These differed in the degree to which they were required to be 
solved (necessary problems were required to be solved, while potential problems and goals 
were more discretionary), in the degree to which they were task­related (necessary problems 
were always task­related, potential problems were often task­related, and goals often were 
not task­related), and where the problem originated (necessary problems were given to the 
participant by an external party, while potential and goal problems were discovered by the 
individual). Each of these problem types will now be discussed. 
Necessary problems were those that were either presented to the individual or 
otherwise required to be solved and comprised the most commonly reported type involved in 
engagement in the innovation process (53% of interviewees). For example, James described
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his engagement in innovation as being due to “the nature of the testing that we do, things 
don’t always go right, and you have to come up with an idea or whatever to try and get round 
that problem.” (AN1, 158­160). In these instances, action was prompted because of 
necessity. People were engaging in innovation because they were responding to externally 
driven, problem demands. 
While necessary problems were externally driven, potential problems represented an 
interaction between the external context and the internal desires of the individual. There was 
no external requirement to solve the problem, however there was often some level of 
necessity involved. In these cases, the individual realized that something was wrong or 
perceived a discrepancy between the way in which the world was and the way in which they 
would like the world to be. A commonly expressed feeling was that ‘There’s got to be a 
better way to do this’. Lewis was in the middle of distributing minutes of a meeting when 
“for the first time in my life I had a ‘bing!’ and thought this is a bit wasteful, isn’t it really.” 
(AN8, 115­117). These problems were only somewhat dependent on the external context and 
so engagement was left, to some extent, to the discretion of the individual. Due to the 
discretionary nature of this problem type, a number of moderators emerged. These concerned 
context and project/role demands, and as such will be discussed later. 
The final level of problem demand was more future­oriented and internally driven. 
Some employees reported engaging in innovation because they wished to reach particular 
goals. For example, Eddie engaged in a particular innovation process because of “a desire to 
get a working environment which is more fulfilling ... So if I can change the way we do 
things, I can also enjoy my life, enjoy my job much more than I currently do” (FS4, 1348­ 
1355). However, this level is very much at the discretion of the individual, and again, a 
number of moderators emerged. Compared to necessary and potential problems, few 
respondents mentioned engaging in innovation due to goals.
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The more discretionary the problem, the more dependent engagement became on 
context and project demands. Sometimes, even though the potential problem was recognized, 
the context demand was such that engagement was still inhibited. Jeremy said, “And you 
think, ‘God, what a bloody balls up this is doing it this way’, but we just do it, because it’s 
easier to just keep doing it, than it is to try and push it through.” (AN2, 405­407).  Similarly, 
innovation requirement affected the likelihood that participants engaged in potential 
problems: Peter (FS6) “filed away” potential problems until he was in a position where he 
had the opportunity to engage in innovation to solve them. Those who reported goals also 
appeared to be strongly affected by context and project/role demand. Each participant who 
reported goal­oriented problems also reported having high levels of encouragement, positive 
culture and support, and creative task requirements. Not one of these participants mentioned 
negative aspects of context or project/role demand. In addition, there was a common 
recognition of intrinsic motivation amongst those who reported goal­oriented problems: 
They engaged because they wanted to. 
Overall Interview Studies 
In summary, then, three levels of demand were identified from the interviews as 
influencing employee engagement in innovation. The most global level was context demand 
and included cultural support for innovation and motivation. Next was project and role 
demand, which was more specific and dynamic, and which included innovation requirement, 
time resources, and empowerment. Finally, problem demand was the most dynamic level 
with problems categorised into necessary, potential and goals. 
One finding was made clearly apparent from the interview studies: Innovation was 
often perceived as over and above the call of duty. There was a clear­cut division between 
those situations that required engagement in innovation (high innovation role requirement, 
high innovation task requirement, and necessary problems) and those that did not. Those
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participants that recalled situations which did not require innovation often needed additional 
incentives for engaging in innovation. Innovation was often not engaged in out of love for 
the process. Indeed, many participants invoked pain or war metaphors when discussing 
innovation. Eddie said, “the reason few people stick their head above the parapet is that it 
hurts” (FS4, 186­187). 
The additional effort needed to engage in innovation perhaps led to the findings of this 
study. This conclusion comes from the realization that, on a more abstract level, the three 
levels of demand appear to be related to one core question: ‘Is innovation worthwhile?’ 
Indeed, 43% of interviewees mentioned “worth” or “worthwhile” when discussing 
innovation. Two comparisons seemed to affect the decision for whether innovation was 
worthwhile: 1) the effect likely to be gained versus the effort needed; and 2) potential 
positive versus potential negative consequences. 
Participants appeared to compare the possible effect that they were likely to make by 
engaging in innovation with the amount of effort needed to bring about that effect. That is, 
they were less likely to engage if they felt that procedures were written in stone, that they 
would not be able to have much of an effect, and that to bring about an effect would require 
a great deal of effort. In essence, they balanced willingness against opportunity. For 
example, Jason said: “I suppose it’s because we don’t perceive that there’s going to be any 
immediate change, I suppose then that can be a barrier for us coming up with ideas” (MA2, 
240­242). 
Interviewees also appeared to make a second comparison between potential positive 
and negative consequences of innovation. Potential positive consequences involved 
recognition and reward, while negative consequences included rejection and confrontations. 
Pat expressed this as, “What are the rewards for innovation? If all you get is a hard time at 
reviews and things, why bother?” (MP21, 151).
12663  23 
DIARY STUDIES 
While the interviews used to identify the above results provided insights and allowed 
for a wide range of information to be sought, they did not allow for longitudinal accounting 
of engagement in innovation. Thus, I conducted an open­ended diary study to examine when 
and why people engaged in innovation. The findings were striking. 
There were five categories of conditions that promoted or hindered engagement in 
innovation (see Table 1). These were, in order of decreasing frequency, task constraints (or 
opportunity), time resources, problem necessity, general work motivation, and distractions. 
These mirror many of the findings apparent from the interviews and observations. 
Task constraint appeared to be the most influential factor in determining whether 
participants engaged in innovation. Eleven weeks of diaries did not contain any ideas: all 11 
referred to the fact that the work that week did not provide an opportunity for ideas. On the 
other hand, five people reported that necessity caused them to engage in innovation. These 
two factors represent the innovation requirement identified in the interviews and appear to be 
pivotal to engagement. 
Time resources also hindered engagement in innovation. Again, this mirrors the 
findings from the interview study and suggests the importance of time pressure as a barrier 
to engagement. Interestingly, very few people reported that being provided with time helped 
engagement. This imbalance could either mean that few people had time to spare and 
therefore could not report it as a facilitator (which may be a valid interpretation given the 
reported fire­fighting), or that a ∩­shaped curve exists whereby a certain amount of pressure 
is needed for engagement to take place. 
The three most common factors, then, represented opportunity for engagement (or lack 
of opportunity). The fourth factor, motivation, was indicative of willingness. Some 
participants reported that being motivated by the job encouraged them to engage in solving
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specific problems; a few more indicated that a lack of motivation stopped them from 
engaging. A lack of motivation was also related to participant’s comments of withdrawal, 
unhappiness, and tiredness. 
The final factor that emerged from the diary study was distractions. Distractions came 
from colleagues interrupting the participant’s workflow, and surrounding noise levels. This 
stopped participant’s being able to concentrate on problems at hand and thus being able to 
engage in the innovation process. As such, distractions can be seen as another relatively 
dynamic factor affecting engagement. 
Problem demand was identified in the diary study through examination of the reported 
problems. Again, necessary problems, potential problems, and goals were found. Necessary 
problems occurred most often (79%), and included issues such as “Problems with spring 
life” (MA5). Potential problems occurred much less often (7%); an example was “Concern 
that I might no longer be delivering what the customer requires” (AN8). There were many 
examples of goals in the open­ended comments of the diaries, for example “To add value to 
company products and processes” (AN3). However, there were no instances of engagement 
to solve a goal­oriented problem actually recorded in the diaries themselves. This again 
mirrors the findings of the interviews in that necessary problems were more likely to result 
in engagement than less necessary problems. In addition to these three types, an additional 
problem type was also found: This occurred when colleagues had a problem that the 
participant then took on himself or herself. This type, which occurred in 9% of the diaries, 
had elements of both given problems (in that the problem was specified) and potential 
problems (in that there were no requirements for engagement). 
It appears, then, that the results from the open­ended diary studies support the findings 
from the interview data.
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Discussion 
This study contributes to the innovation literature by examining engagement in 
innovation. I identified a number of factors that affected engagement; these factors occurred 
at three levels of specificity and can be imagined as elements in a woodland setting. The 
most global were the chronic characteristics of context demand, which operated via 
perceptions of willingness to engage. In our woodland setting, these characteristics are the 
environmental characteristics, such as the climate and the density of trees. The environment 
does not change rapidly, and affects the flow of the water (engagement) both directly and 
indirectly. Second were the broad, stable characteristics of project and role demand, which 
operated through willingness perceptions and opportunity perceptions. This level of demand 
is represented by the structure and course of the river, which is affected by the environmental 
characteristics and which affects, in turn, the micro­structure of the river and the water flow. 
Finally, the problem itself, represented by the micro­structure of the river, provided a 
specific, dynamic demand that affected engagement. 
These demand characteristics, operating via willingness and opportunity perceptions, 
provided participants with the information to compare the effort needed to the effect gained, 
and negative to positive consequences. Assessment of these comparisons led individuals to 
determine whether engagement in innovation was worthwhile, which determined actual 
engagement in innovation. This model is outlined in Figure 1. 
[Figure 1 about here] 
As outlined in the introduction, various pieces of literature may be related to 
engagement in innovation. After conducting this inductive study, I am now in a position to 
be able to inform that literature. Specifically, four areas were identified from the literature as
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possible influences on engagement in innovation: motivation; individual differences; 
sensemaking; and problem type. I will discuss each of these factors in relation to the findings 
from this study. 
Motivation was viewed as highly important by both Amabile (1996) and Ford (1996). 
However, the specific type of motivation differed between these two theorists: Amabile 
suggested that intrinsic motivation is important, while Ford proposed a more general 
motivation. The findings from this study would appear to support both positions. 
Willingness was an important mechanism for context and project/role demands, and 
consisted of two categories outlined by Ford (1996) and a more intrinsic motivation such as 
that outlined by Amabile (1996). First, Ford (1996) proposed that goals and receptivity 
beliefs produce the motivation necessary to choose creative action. In the case of this study, 
the goals can be seen as innovation requirement, and receptivity beliefs can be seen as 
cultural support for innovation. The study thus supports this part of Ford’s (1996) theory and 
specifies important constructs within the broad conceptual framework he outlined. 
Second, the motivation identified as a context demand by this study’s participants 
included the intrinsic motivation identified by Amabile (1996). However, the negative effect 
of extrinsic motivation proposed by Amabile (1983, 1996) was not apparent; indeed, a lack 
of extrinsic rewards was perceived negatively in this situation. Thus, this study provides only 
some support for Amabile’s (1996) theory. 
Interestingly, no individual difference factors were identified in the data. Given that 
the majority of early creativity literature, and much of the related literature, focuses on 
individual differences, this discrepancy needs unpacking. There are three potential reasons: 
that it is a response based on reporting biases; that it is a valid response for a work setting; or 
that the work setting and individual differences are intrinsically related. First, it may be that 
reporting biases prompted respondents to provide information about the setting rather than
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about them. Self­serving biases (Miller & Ross, 1975) are such that positive outcomes will 
be attributed to the self, while negative outcomes will be attributed to external forces. Many 
participants discussed the difficulties involved in engaging in innovation, and as such, this 
may have prompted them to attribute these difficulties to external rather than internal 
sources. However, a number of positive stories were also related to the external context. 
Thus, biases are unlikely to be the sole cause of the discrepancy. 
An alternative explanation is that contextual factors are more important in engagement 
in work innovation. In other words, individual difference factors, such as curiosity, were not 
enough to overcome the situational constraints. In this setting, and I argue in many other 
modern work settings, situational factors, whether they be at the global or specific level, set 
the stage for what work is performed. If the situation is such that innovation is not required, 
supported or encouraged, then individual difference factors are likely to be suppressed. For 
example, if your job is to fit widgets on a manufacturing line, and there is no situational 
incentive to be innovative, then regardless of how curious you may be, it is unlikely that you 
will be able to engage in innovation. Individual difference factors would be more likely to 
affect success in innovation, once engagement had already occurred. Indeed, some evidence 
for this perspective is provided in the data: individual differences such as knowledge, 
proactivity, and divergent thinking were related to success of the innovation attempt rather 
than engagement per se. As discussed in the introduction, most prior research has not 
differentiated between engagement and success of innovation outcome, and as such, factors 
influencing one may not influence the other. 
However, this is a simplistic explanation that assumes that people passively respond to 
their environment. Rather, it is possible that individuals with particular characteristics, such 
as curiosity or proactivity, manage their environment such that they end up in situations that 
are more appropriate for their traits (cf. person­job fit). In this way, individual differences
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and situational factors are inherently intertwined. Dynamic, longitudinal, process studies are 
needed to be able to pull these explanations apart and determine the relative importance of 
situational and individual difference factors. 
Another way of viewing the link between situational and individual differences is 
through a sensemaking perspective. Many theorists have suggested that situational factors 
must be interpreted before influencing action (e.g., Mead, 1934; Weick, 1990). It may be that 
individual differences affect the schemas used and the way sensemaking is performed, much 
like that proposed by Ford (1996), and thereby alter perceptions of the situation. For 
instance, those with a broad role orientation (Parker et al., 1997) may use sensemaking such 
that they perceive the project and role demand to include innovation requirement, while 
those with a narrow orientation may not. While I was not able to identify sensemaking 
processes in this study, it is a possibility that requires further examination. 
Finally, problem demand was evident in both the previous literature and in the findings 
of this study. Unsworth (2001) suggested four types of creativity (responsive, expected, 
contributory and proactive) that differed along two problem dimensions (closed/open, and 
presented/discovered). While I identified only one dimension in this study, it appears as 
though this one dimension incorporates aspects of the two proposed by Unsworth (2001). As 
such, necessary problems correspond to closed and presented problems (responsive 
creativity), potential problems correspond to open and presented problems (expected 
creativity), and goal­oriented problems correspond to open and discovered problems 
(proactive creativity). The “colleague’s problems” identified in the diary study correspond 
most closely to closed, discovered problems, i.e., contributory creativity. Unsworth (2001) 
proposed that these four forms of creativity were distinct and different. This study adds to 
that work by confirming differences in problem demand, by suggesting that engagement may
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occur more often for particular types, and by identifying some of the moderating factors that 
are important for each problem type. 
The theoretical implications, therefore, are relatively clear. Also clear are the potential 
practical implications of the findings. Increasing engagement in innovation is a fundamental 
element in increasing overall employee innovation levels. This study has outlined a number 
of areas that can be improved in order to increase such engagement. For instance, by making 
the innovation requirement more explicit and more central to the individual’s tasks, by 
increasing the opportunities for innovation, and by making the organizational culture more 
supportive of innovation, organizations will be able to begin to increase engagement in 
innovation. 
Of course, this study is not without limitations. It was a high­pressure setting in which 
innovation was paid lip­service, but in which fire­fighting was more prevalent. I believe this 
is common in many of today’s workplaces, however there is an issue of transferability for 
settings that differ. The majority of the participants were male and from an engineering 
background; this may have influenced their opinions and their behaviors and interview 
responses to me (a female with an academic psychology background). I spent a lot of time in 
each site building rapport with participants and overcoming initial stereotyping, however it is 
impossible to determine the degree to which this was truly successful. Thus, replication in 
diverse settings, using diverse participants, and by diverse researchers is necessary. 
In conclusion, this paper contributes to the current innovation literature by identifying 
the factors and operating mechanisms that influence engagement in innovation. It suggests 
that context, project/role and problem demand interact to affect engagement in innovation in 
much the same way as the environment, structure and microstructure of a river affects the 
flow of water. And, just as water is necessary for the survival of many organisms, 
engagement in innovation is necessary for the survival of many organizations.
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Environmental activists warn us of the dangers of cutting down too many trees; perhaps as 
organizational activists, we too should heed this warning and aim to make engagement in 
innovation worthwhile.
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Figure 1. Model of Engagement in Innovation 
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