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Abstrat
We onsider regression models involving multilayer pereptrons (MLP) with one hidden layer and a Gaussian
noise. The estimation of the parameters of the MLP an be done by maximizing the likelihood of the model. In
this framework, it is diult to determine the true number of hidden units beause the information matrix of
Fisher is not invertible if this number is overestimated. However, if the parameters of the MLP are in a ompat
set, we prove that the minimization of a suitable information riteria leads to onsistent estimation of the true
number of hidden units. To ite this artile:
Résumé
On onsidère des modèles de régression impliquant des pereptrons multiouhes (MLP) ave une ouhe ahée et
un bruit gaussien. L'estimation des paramètres du MLP peut être faite en maximisant la vraisemblane du modèle.
Dans e adre, il est diile de déterminer le vrai nombre d'unités ahées pare que la matrie d'information
de Fisher n'est pas inversible si e nombre est surestimé. Cependant, si les paramètres du MLP sont dans un
ensemble ompat, nous prouvons que la minimisation d'un ritère d'information onvenable permet l'estimation
onsistante du vrai nombre d'unités ahées. Pour iter et artile :
1. Introdution
On étudie le omportement asymptotique pour l'estimateur du maximum de vraisemblane d'un mo-
dèle de régression utilisant un MLP. On suppose ii qu'il existe un vrai modèle MLP qui a généré les
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observations. Lorsque le nombre d'unités ahées du MLP est surestimé, le vrai paramètre du modèle n'est
plus identiable, même à une permutation près. Si les paramètres du MLP ne sont pas bornés à priori,
Fukumizu [2℄ a montré que la statistique du rapport de vraisemblane tendait vers l'inni. Cependant,
il est ourant de supposer que les paramètres du modèle sont bornés. Dans e adre et sous de bonne
hypothèses, nous montrons qu'un ritère d'information onvenablement hoisi, par exemple le BIC, est
onsistant.
Dénissons maintenant notre modèle. Soit les veteurs de R
d
: x = (x1, · · · , xd)T et wi := (wi1, · · · , wid)T .
La fontion représentée par un MLP ave k unités ahées s'érit :
Fθ(x) = β +
k∑
i=1
aiφ
(
bi + w
T
i x
)
où φ est la fontion de transfert qui sera supposée dans toute la suite bornée et trois fois dérivable. On
supposera aussi que les dérivées premières, seondes et troisièmes de φ, notées respetivement φ
′
, φ
′′
et φ
′′′
, seront bornées. Soit θ = (β, a1, · · · , ak, b1, · · · , bk, w11, · · · , w1d, · · · , wkd) ⊂ R2k+1+k×d le veteur
paramètre du modèle. Montrons que si on surestime le nombre d'unités ahées, le vrai paramètre n'est
plus identiable. Supposons, par exemple, que la vraie fontion soit donnée par un MLP ave une seule
unité ahée : Fθ0(x) = a
0
1 tanh(w
0
11x) ave x réel et tanh la fontion tangente hyperbolique. Alors, tout
paramètre θ de l'ensemble{
θ =
(
w11 = w21 = w
0
11, a1 + a2 = a
0
1, β = b1 = b2 = 0
)}
réalisera la fontion Fθ0 . Une autre diulté apparaît lorsque qu'il existe un wi nul, ar la fontion
φ(bi + w
T
i x) est alors onstante omme β. Pour éviter e problème, on restreindra Θ à l'ensemble des
paramètres tels qu'il existe un η vériant ‖wi‖ ≥ η, pour tout wi ∈ Θ.
On onsidère une suite de variables aléatoires i.i.d. Zi = (Xi, Yi) où Xi a pour loi q(x)λd(x) ave λd la
mesure de Lebesgue sur R
d
et q(x) > 0 pour tout x ∈ Rd. La vraisemblane de l'observation z := (x, y)
s'érit alors :
fθ(z) =
1√
2πσ2
e−
1
2σ2
(y−Fθ(x))
2
q(x)
Par soui de simpliité et de onision, on supposera que la variane du bruit σ2 est onnue. On suppose
de plus, que le vrai modèle a, au plus, M unités ahées. L'ensemble des paramètres onsidérés est alors
noté Θ := ∪1≤k≤MΘk ave, pour tout k et un η > 0,
Θk := {θ = (β, a1, · · · , ak, b1, · · · , bk, w11, · · · , w1d, · · · , wkd) , ∀1 ≤ i ≤ k, ‖wi‖ ≥ η} ⊂ R2k+1+k×d
un ensemble supposé ompat, 'est-à-dire tel que la norme des veteurs paramètres de Θk soit bornée. On
notera k0 le nombre minimal d'unités ahées tel que Fθ0 ∈ Θk0 représente le vrai modèle et f(z) := fθ0(z)
la vraie densité des observations.
2. Identiation de l'arhiteture du MLP
Notons ln(θ) :=
∑n
i=1 log(fθ(zi)), on dénit l'estimateur du maximum de vraisemblane pénalisé de
k0, omme étant le nombre d'unités ahées kˆ qui maximise Tn(k) := max{ln(θ) : θ ∈ Θk} − pn(k) , où
pn(k) est le terme qui pénalise la log-vraisemblane par le nombre d'unités ahées. On fait maintenant
les hypothèses suivantes :
H-1 : les fontions MLP sont identiables au sens faible suivant :
2
∀x, β0 +
k0∑
i=1
a0iφ
(
b0i + w
0
i
T
x
)
= β +
k∑
i=1
aiφ
(
bi + w
T
i x
)⇔ β = β0 et k
0∑
i=1
a0i δ(b0i ,w
0
i
) =
k∑
i=1
aiδ(bi,wi).
où δx est la fontion qui vaut 1 en x et 0 partout ailleurs.
H-2 : X admet un moment d'ordre 6.
H-3 : les fontions de l'ensemble((
xkxlφ
′′
(b0i + w
0
i
T
x)
)
1≤l≤k≤d, 1≤i≤k0
, φ
′′
(b0i + w
0
i
T
x)1≤i≤k0 ,(
xkφ
′
(b0i + w
0
i
T
x)
)
1≤k≤d, 1≤i≤k0
,
(
φ
′
(b0i + w
0
i
T
x)
)
1≤i≤k0
)
sont linéairement indépendantes dans l'espae de Hilbert L2(qλd).
H-4 : pn(.) est roissante, pn(k1)− pn(k2) n→∞−→ ∞ pour tout k1 > k2 et limn→∞ pn(k)n = 0
On aura alors le résultat suivant :
Théorème 2.1 Sous H-1, H-2, H-3 et H-4 : kˆ
P→ k0.
Preuve Considérons les fontions :
sθ(z) :=
fθ
f
(z)− 1
‖ fθ
f
− 1‖2
où ‖.‖2 est la norme de L2 (fλd+1)
Pour démontrer le théorème, il sut de montrer que l'ensemble S := {sθ, θ ∈ Θ} est une lasse de
Donsker (f van der Vaart [8℄) et le résultat déoulera du théorème 2.1 de Gassiat [4℄.
Le as diile est pour k ≥ k0. Nous allons reparamétriser le modèle en utilisant une méthode similaire
à elle de Liu et Shao [6℄ pour les modèles de mélange. Lorsque
fθ
f
− 1 = 0 on a β = β0 et il existe
un veteur t = (ti)1≤i≤k0 tel que 0 = t0 < t1 < · · · < tk0 ≤ k et à une permutation près : bti−1+1 =
· · · = bti = b0i , wti−1+1 = · · · = wti = w0i ,
∑ti
j=ti−1+1
aj = a
0
i et aj = 0 pour tk0 + 1 ≤ j ≤ k.
Dénissons si =
∑ti
j=ti−1+1
aj − a0i et qj = aj∑ti
ti−1+1
aj
, on aura alors la reparamétrisation θ = (Φt, ψt)
ave Φt =
(
β, (bj)
t
k0
j=1, (wj)
t
k0
j=1, (si)
k0
i=1, (aj)
k
j=tk0+1
)
, ψt =
(
(qj)
t
k0
j=1, (bj)
k
t
k0+1
, (wj)
k
t
k0+1
)
. L'intérêt de
ette paramétrisation est que, pour t xé, Φt est un paramètre identiable et toute la non-identiabilité
du modèle sera regroupée dans ψt. Ainsi F(Φ0
t
,ψt) sera égale à Fθ0 si et seulement si
Φ0t = (β
0, b01, · · · , b01︸ ︷︷ ︸ , · · · , b0k0 , · · · , b0k0︸ ︷︷ ︸, w01 , · · · , w01︸ ︷︷ ︸ , · · · , w0k0 , · · · , w0k0︸ ︷︷ ︸ , 0, · · · , 0︸ ︷︷ ︸ , 0, · · · , 0︸ ︷︷ ︸)
t1 tk0 − tk0−1 t1 tk0 − tk0−1 k0 k − tk0
On aura alors
fθ
f
(z) qui vaudra
exp
(
− 12σ2
(
y −
(
β +
∑k0
i=1(si + a
0
i )
∑ti
j=ti−1+1
qjφ(bj + w
T
j x) +
∑k
j=t
k0+1
ajφ(bj + w
T
j x)
))2)
exp
(
− 12σ2
(
y −
(
β0 +
∑k0
i=1 a
0
iφ(b
0
i + w
0
i
T
x)
))2)
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Lemme 2.2 Notons D(Φt, ψt) := ‖ f(Φt,ψt)f − 1‖2 et e(z) := 1σ2
(
y −
(
β0 +
∑k0
i=1 a
0
iφ(b
0
i + w
0
i
T
x)
))
on a
alors l'approximation suivante :
fθ
f
(z) = 1 + (Φt − Φ0t )T f
′
(Φ0
t
,ψt)
(z) + 0.5(Φt − Φ0t )T f
′′
(Φ0
t
,ψt)
(z)(Φt − Φ0t ) + o(D(Φt, ψt))
ave
(Φt − Φ0t )T f
′
(Φ0
t
,ψt)
(z) =

β − β0 + k
0∑
i=1
siφ(b
0
i + w
0
i
T
x) +
k0∑
i=1
ti∑
j=ti−1+1
qj
(
bj − b0i
)
a0iφ
′
(b0i + w
0
i
T
x)
+
k0∑
i=1
ti∑
j=ti−1+1
qj
(
wj − w0i
)T
xa0iφ
′
(b0i + w
0
i
T
x) +
k∑
j=t
k0+1
ajφ(bj + w
T
j x)

 e(z)
et
(Φt − Φ0t )T f
′′
(Φ0
t
,ψt)
(z)(Φt − Φ0t ) =
(
1− 1
e2(z)
)(
(Φt − Φ0t )T f
′
(Φ0
t
,ψt)
(z)f
′
(Φ0
t
,ψt)
T
(z)(Φt − Φ0t )
)
+ e(z)×
 k0∑
i=1
ti∑
j=ti−1+1
qj(bj − b0i )2a0iφ
′′
(b0i + w
0
i
T
x) +
k0∑
i=1
ti∑
j=ti−1+1
qj(wj − w0i )TxxT (wj − w0i )a0iφ
′′
(b0i + w
0
i
T
x)
+
k0∑
i=1
ti∑
j=ti−1+1
(qjbj − b0i )siφ
′
(b0i + w
0
i
T
x) +
k0∑
i=1
ti∑
j=ti−1+1
(qjwj − w0i )Txsiφ
′
(b0i + w
0
i
T
x)


Disposant de e développement asymptotique, exatement de la même façon que dans la preuve de
la proposition 3.1 de Daunha-Castelle et Gassiat [1℄ ou bien elle du théorème 4.1 de Kéribin [5℄, on
montre que le nombre N(ǫ) d'ǫ-brakets (f van der Vaart [8℄) néessaire pour reouvrir {Sθ, θ ∈ Θk} est
de l'ordre de O
(
1
ǫ
2k+1+k×d
)
. Cela montre que S est une lasse de Donsker 
Sussmann [7℄ a montré que si les fontions φ sont des fontions sigmoïdes et si on ontraint les para-
mètres bi à être positifs pour tout 1 ≤ i ≤ k, ei an d'éviter une symétrie sur les signes de (bi, wi) et ai,
alors l'hypothèse H-1 est vériée. De plus, en suivant un raisonnement similaire à Fukimizu [3℄, on peut
montrer que les fontions sigmoïdes vérient l'hypothèse H-3. Ce théorème s'applique don au as le plus
ouramment utilisé en pratique.
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