Abstract. We establish necessary conditions for the existence of solutions to a class of semilinear hyperbolic problems defined on complete noncompact Riemannian manifolds, extending some nonexistence results for the wave operator with power nonlinearity on the whole euclidean space. A general weight function depending on spacetime is allowed in front of the power nonlinearity.
Introduction
In the framework of parabolic equations, a classical result obtained by H. Fujita [5] in 1966 (see also [9] ) states that the semilinear problem on R n (1.1)    u t − ∆u = u q in R n × (0, ∞),
does not admit nontrivial global solutions provided that
This range of values of the power q is often referred to as the blow-up range and 1 + 2/n is called the Fujita exponent. Many generalization of this result were derived after Fujita's paper, see for instance the 2000 survey paper by K. Deng and H.A. Levine [4] and the references therein.
More recently, an extension of this kind of achievements when the Euclidean space is replaced by noncompact Riemannian manifolds was obtained in [2, 12, 14, 17] , under suitable geometric hypotheses. Similar results for elliptic equations on noncompact Riemannian manifolds have been also investigated (see, e.g., [7] , [8] , [11] ). As far as hyperbolic equations are concerned, the situation is quite different compared to the parabolic setting and, to our knowledge, the first contribution on the subject of nonexistence for the wave equation on R n is [10, 15] and more generally [13] , where it is was proved that the problem (1.2)
in R n × {0},
admits no nontrivial solution, provided that
Therefore, in some sense, the exponent (n + 1)/(n − 1) plays in the hyperbolic case the same rǒle played by the Fujita exponent 1 + 2/n in the parabolic case.
The main goal of this paper is to obtain the counterpart of the result in [13] on complete noncompact Riemannian manifolds, as it was done in [12] for the parabolic case from the original Fujita breakthrough achievement. More precisely, we consider the hyperbolic problem
where M is a complete noncompact Riemannian manifold of dimension n, endowed with a metric tensor g, ∆ is the Laplace-Beltrami operator on
For a fixed reference point o ∈ M , we set r(x) := dist(x, o), and for any x ∈ M and for any R > 0 we set B R (o) := x ∈ M : r(x) < R .
In [16] some nonexistence results for problem (1.3) have been stated; however, in the proofs in [16] it is implicitly assumed that u ≥ 0 in M × (0, ∞) and that x → r(x) is of class C 2 in M \ {o}. Observe that the hypothesis that u ≥ 0 in M × (0, ∞) is not natural for solutions of hyperbolic equations; in fact, also in [13] , where M = R n , sign-changing solutions were considered. Moreover, the required regularity for the function x → r(x) on general Riemannian manifolds is not guaranteed; in particular, it holds whenever the cut locus of the point o is empty. In this paper, on the one hand, we do not require that the function x → r(x) is of class C 2 in M \ {o} (see Theorem 2.1 below). On the other hand, we remove the unnatural condition that u ≥ 0. In addition, we assume weaker hypotheses both on the volume growth of geodesic balls and on the potential.
We establish nonexistence of very weak solutions of problem (1.3), under a suitable bound from below on the Ricci curvature and an appropriate weighted volume growth condition on geodesic balls, with weight depending on the potential. The methods of proofs that we use present some important differences with respect to the elliptic and the parabolic cases. Indeed, in [7] , [8] , [11] , [12] local weak nonnegative solutions have been considered, and the argument that yields nonexistence of solutions was based on a careful choice of radial test functions, i.e. depending on r(x). Observe that only the gradient of such test functions was involved, but not their second derivatives; indeed, on general manifolds such a gradient is well-defined, since |∇r(x)| = 1 a.e. in M . In the present situation those techniques do not work, loosely speaking, due to the presence of the term u tt and to the fact that u can change sign. Hence, one needs to consider very weak solutions of problem (1.3) (see Definition 4.1 below), and consequently one must estimate also second derivatives of the test functions. This prevents us to use test functions depending on r(x), since in general x → r(x) is not C 2 in M \ {o}. In order to overcome this obstacle, we shall use appropriate regular test functions introduced very recently in the nice paper [3] . We also address separately Cartan-Hamard maninfolds. In this special case, since Cut(o) = ∅, we directly use test functions depending on r(x); furthermore, we can allow the Ricci curvature to diverge negatively faster than in the general case.
The paper is organized as follows. In Section 2 we state our main results, we compare them with those known in R n , and we discuss some examples; Section 3 is devoted to some notions of Riemannian Geometry that will be used in the sequel. In Section 4 we give the precise definition of solutions to problem (1.3), we recall an important useful result from [3] , then we obtain key a priori estimates for solutions of problem (1.3). Finally, we prove the main results in Section 5.
Main results

2.1.
The following is one of the main result of the paper.
Suppose that, for some C 0 ≥ 0 and σ ∈ [−2, ∞),
Then the unique solution of problem (1.3) is u ≡ 0.
Compared to the Euclidean case M = R n , in the general case the main problem is that of detecting suitable well-defined test functions. To this aim, we exploit a recent result from [3] , stating that under condition (2.4) there exists a family
for some constant C independent of R. In fact, basically, in the proof we test the equation
is a suitable cut-off time function and apply a technical result (see Lemma 4.4) to the compact set
for some C > 0 independent of R. This finally yields the assertion u = 0 by letting R → ∞.
We notice that condition (2.4) can be weakened to lim sup
as it can be seen from the proof. Here γ > 0 is sufficiently large (cf. Proposition 4.2 below).
If the potential V is written as a product of two functions, one only depending on the space variables and the other only on the time variable, then by our result we can deduce the following consequences.
Corollary 2.2 (Splitting case). Let
Assume that (2.5) holds, and that
Moreover, assume that there exist
. By Corollary 2.2 we can obtain a nonexistence result for problem (1.3) with V ≡ 1. Assume that (2.5) holds, and that there exist R 0 > 0 andC > 0 such that, for every R > R 0 ,
Then, by Corollary 2.2, problem (1.3) with V ≡ 1 has only the trivial solution u ≡ 0. Furthermore, when M = R n , (2.5) is satisfied with σ = 2. Since in this case µ(B R (o)) =CR n , condition (2.7) holds, whenever
Thus we recover the result established in [13] .
Remark 2.4 (Examples of V ). By using the co-area formula and Bishop-Gromov volume comparison theorems, one can prove the following sufficient conditions for hypothesis (2.6).
(i) Assume that (2.5) holds for some σ ∈ [−2, 2), and that, for some C > 0,
then condition (2.6) is satisfied, and thus Theorem 2.1 applies. (ii) Now, assume that (2.5) holds for σ = 2, and that, for some C > 0,
Then, by volume comparison theorems (see e.g. [6] ),
then condition (2.6) is satisfied, and thus Theorem 2.1 applies.
(iii) Suppose that (2.5) holds for some σ > 2, and that, for some C > 0,
Then, by volume comparison theorems (see e.g. [6] ), 2.2. Case σ < −2. Now we consider Cartan-Hadamard manifolds (see subsection 3.1 below).
In this special framework we can also consider the case that (2.5) is satisfied with σ < −2.
Assume that there exist R 0 > 0 andC > 0 such that, for every R > R 0 ,
Then the unique solution of problem (1.3) is u ≡ 0. Remark 2.6 (Examples of V ). Let M be a Cartan-Hadamard manifold, suppose that (2.9) holds for some σ < −2. Assume that for some C > 0,
Then, arguing as in Remark 2.4-(i), one has
then condition (2.10) is satisfied, and thus Theorem 2.5 applies.
Basics from Riemannian geometry
For the reader's convenience we first recall some notions and results from Riemannian geometry, see e.g. [1] . Let M be a Riemannian manifold of dimension m endowed with a metric g = ·, · . Let dµ be the canonical Riemannian measure on M . We denote by x an arbitrary point of M and let x 1 , . . . , x m be the coordinate functions in the local chart U . Then we have In the sequel we shall use the Einstein summation convention over repeated indices. For a fixed point o ∈ M , we denote r(x) := dist(x, o) for any x ∈ M and for any R > 0 we set
For any smooth function u : M → R, the gradient of u relative to the metric g of M , ∇u, is the vector field dual to the 1-form du, that is
for all smooth vector fields X on M . In local coordinates we have ∇u = u i ∂ ∂x i with u j = g ij ∂u ∂x i , and
The divergence of a vector field X on M is given by the trace of ∇X, the covariant derivative of X, where ∇ is the (unique) Levi-Civita connection associated to the metric g. If X = X i ∂ ∂x i , the divergence of X can be expressed in local coordinates as
where Γ k ij are the Christoffel symbols
The Hessian of u is defined as the 2-tensor Hess(u) = ∇du, the covariant derivative of du, and its components u ij are in local coordinates
The Laplace-Beltrami operator of u is the trace of the Hessian, or equivalently the divergence of the gradient, i.e. ∆u = Tr(Hess(u)) = div(∇u). In local coordinates it has the form ∆u = g −1 ∂ ∂x i g g ij ∂u ∂x j , where g = det(g ij ).
We denote by Ric the Ricci tensor which is expressed in local coordinates as
and we write Ric ≥ h(x) for a given function h : M → R to intend Ric(X, X) ≥ h(x)|X| 2 , for every vector field X.
for any x ∈ M \ {o} , for some ϕ ∈ A, then, by volume comparison theorem,
for some C > 0 independent of R.
Cartan-Hadamard manifolds.
In the sequel we consider Cartan-Hadamard manifolds, i.e. simply connected complete noncompact Riemannian manifolds with nonpositive sectional curvatures. Observe that (see, e.g. [6] ) for a Cartan-Hadamard manifold M the cut locus of o, Cut(o), is empty for any point o ∈ M, thus M is a manifold with a pole. For any x ∈ M \ {o}, one can define the polar coordinates with respect to o. Namely, for any point x ∈ M \ {o} there correspond a polar radius r(x) := dist(x, o) and a polar angle θ ∈ S n−1 such that the shortest geodesics from o to x starts at o with direction θ in the tangent space T o M . Since we can identify T o M with R n , θ can be regarded as a point of S n−1 . The Riemannian metric in M \ {o} in polar coordinates reads
where (θ 1 , . . . , θ n−1 ) are coordinates in S n−1 and (A ij ) is a positive definite matrix. It is not difficult to see that the Laplace-Beltrami operator in polar coordinates has the form
where F(r, θ) := ∂ ∂r log A(r, θ) , A(r, θ) := det(A ij (r, θ)), ∆ Sr is the Laplace-Beltrami operator on the submanifold S r := ∂B r (o) .
A manifold with a pole is a spherically symmetric manifold or a model, if the Riemannian metric is given by (3.14)
where dθ 2 = β ij dθ i dθ j is the standard metric in S n−1 , β ij being smooth functions of θ 1 , . . . , θ n−1 , and f ∈ A. In this case, we write M ≡ M f ; furthermore, we have A(r, θ) = f n−1 (r), so that
where ∆ S n−1 is the Laplace-Beltrami operator in S n−1 . Observe that for f (r) = r, M = R n , while for f (r) = sinh r, M is the n−dimensional hyperbolic space H n . Let us recall comparison results for Ricci curvature that will be used in the sequel. Observe that (see [6, Section 15] 
On the other hand, since M is a Cartan-Hadamard manifold, F(r, θ) ≥ 0. If M f is a model manifold, then for any x = (r, θ) ∈ M f \ {o} (x) ) .
Preliminaries and a priori estimates
We use the following result established in [3] . 
for some constant C independent of R.
In the following two lemmas we obtain two a priori estimates for solutions of problem (1.3) that will play a crucial role in the proofs of Theorems 2.1, 2.5.
Proof. We use the definition of solution of problem (1.3), using the admissible test function ϕ = ψ α . We getˆ∞
Thus we haveˆ∞
This concludes the proof.
Proof. We use Definition 4.1, with the test function ϕ = ψ α and ψ ≡ 1 in K. By the same arguments as in the proof of Lemma 4.3, we get
which is the thesis.
Proof of the main results
Proof of Theorem 2.1. Let us begin by assuming that σ ∈ [−2, 2]. Consider the family of test functions {φ R } R≥1 provided by Proposition 4.2. Next, let η R ∈ C 2 ([0, ∞)) with the following properties
(ii) supp η R ⊂ [0, γR) with the same γ as in Proposition 4.2;
R 2 for some C 1 > 0 independent of R. Fix any α > 2q q−1 . Now, for every R > 1 we apply Lemma 4.3 with
Note that, in view of the properties of the functions φ R and η R , for some constantC > 0, there holds 
Now, by condition (2.6), we can infer that, for all R >
Moreover,
Passing to the limit as R → ∞ in (5.24) we obtain For every R > 1 let ψ(x, t) ≡ ψ R (x, t) := ζ r(x) R ζ t R x ∈ M, t > 0 .
Note that, in view of the properties of (5.30) and the properties of the function ζ, for some constantC > 0, there holds 
