Electron beam lithography (EBL) has shown great promise for photomask fabrication; however, its successive heating process centralizing in a small region may cause a severe problem of critical dimension (CD) distortion. Consequently, subfield scheduling which reorders the sequence of the writing process is needed to avoid successive writing of neighboring subfields. In addition, the writing process of a subfield raises the temperature of neighboring regions and may block other subfields for writing. This paper presents the first work to solve the subfield scheduling problem while taking into account blocked regions by formulating the problem into a constrained maximum scatter travelling salesman problem (constrained MSTSP). To tackle the constrained MSTSP which can be shown to be NP-complete in general, we identify a special case thereof with points on two parallel lines and solve it optimally in linear time. We then decompose the constrained MSTSP into subproblems conforming to the special case, solve each subproblem optimally and efficiently by a graph-based algorithm, and then merge the sub-solutions into a complete scheduling solution. Experimental results show that our algorithm is effective and efficient in finding good subfield scheduling solutions that can alleviate the successive heating problem (and thus reduce CD distortion) for e-beam photomask fabrication.
INTRODUCTION
As integrated circuit (IC) process nodes continue to shrink to 22nm and below, the IC industry will face severe manufacturing challenges with conventional optical lithography technologies. Electron beam lithography (EBL) is one of the most anticipated next-generation lithography (NGL) technologies, as the electron beam (e-beam) can be easily focused into nanometer diameters by using electromagnetic or electrostatic lenses [5, 6] . In addition, in comparison with optical lithography, EBL is not limited by light diffraction [10] . As a result, the e-beam can define very fine, high-resolution patterns in a resist.
The dramatically decreasing minimum feature size of semiconductor devices has made mask making one of the most challenging tasks. The advantages of e-beam lithography have made highvoltage electron beams popular in photomask fabrication. However, these high-voltage beams deposit a considerable amount of heat in a small area and result in critical dimension (CD) distortion [8, 11] . To maximize throughput, the writing process is usually performed in a sequential manner, as shown in Figure 1 (a). In this paper, we refer to this as contiguously sequential writing: where the writing proceeds in order from one subfield to the next adjacent subfield. However, the contiguously sequential writing process generates heat centralized in a region, which can aggravate the CD distortion problem. To solve this, Babin et al. proposed subfield scheduling, which reorders the sequence of the writing process to avoid the successive writing of subfields which are close to each other [2, 3] , as shown in Figure 1 lists the numerical data of line edge roughness obtained from the SEM images. The results show that the non-contiguouslysequential writing process significantly reduces the line edge roughness by about 63% and 68% for 1-D line patterns with 100 and 120 nm spacings, respectively. Subfield scheduling is hence an effective technique to mitigate the successive heating problem in EBL and thus reduce CD distortion. The objective of the subfield scheduling problem is to find a labelling (ordering) of subfields where the minimum distance between two subfields with successive labels is maximized. Babin et al. first applied Lagarias scheduling to derive a well-spaced labelling [2] , in which the resulting minimum Manhattan distance between subfields with successive labels is at most one unit length (edge length of a subfield) away from the optimal (maximum possible distance) [9] . However, using the Manhattan measure in this problem might not be appropriate, as the e-beam writing head moves freely (the Euclidean distance is a more appropriate metric in this case). Later, they proposed a greedy local improvement method for this problem [3] , where a random subfield scheduling is generated at the beginning and the scheduling is iteratively improved by swapping the orders of pairs of subfields. As the problem size grows, nevertheless, its running time grows prohibitively.
Another issue addressed in the previous work is the raised temperature of neighboring regions due to the writing process of a subfield [2] . As shown in Figure 1(c) , the writing process of the middle subfield significantly raises the temperature of neighboring subfields. Those subfields with temperatures higher than a threshold value are called blocked subfields for a certain processing duration: they should not be written in successive writing processes before the temperature drops below the threshold. However, no existing work has optimized the subfield scheduling problem while simultaneously considering blocked subfields during the writing process.
This paper presents the first work to solve the subfield scheduling problem taking into account blocked regions by formulating the problem as a constrained maximum scatter travelling salesman problem (constrained MSTSP for short). To tackle the constrained MSTSP which can be shown to be NP-complete in general, we identify a special case of the constrained MSTSP with points on two parallel lines and solve it optimally in linear time.
We then decompose the constrained MSTSP into subproblems conforming to the special case, solve each subproblem optimally and efficiently by a graph-based algorithm, and then merge the sub-solutions into a complete scheduling solution. Experimental results show that our algorithm is effective and efficient in finding good subfield scheduling solutions that significantly alleviate the successive heating problem (and thus reduce CD distortion) for e-beam photomask fabrication. The rest of this paper is organized as follows: Section 2 outlines the preliminaries and the problem formulation of this paper. In Section 3 is presented an exact algorithm that optimally solves the MSTSP for a special case; Section 4 details the graph-based subfield scheduling algorithm. Experimental results are reported in Section 5. Section 6 concludes our work.
PRELIMINARIES
In this section, the preliminaries of the subfield scheduling problem are given. First, a proven thermal model is introduced in Section 2.1. Then, the blocked box of a subfield is defined in Section 2.2. Section 2.3 introduces the traditional and constrained MSTSPs, and the problem formulation is presented in Section 2.4.
Thermal Model
Babin et al. [3] developed a greedy local improvement algorithm which yields better subfield scheduling results than any other methods. In the algorithm is embedded a model of temperature computation in which two basic principles are considered: (1) The writing process of a subfield causes temperature increases for all other subfields; these increases depend mainly on the amount of energy deposited through the writing process and the distance from the subfield being written. (2) The temperature of each subfield decays exponentially during the travelling time between two successive writing processes.
In the thermal model, π = (π 1 , π 2 , · · · , πn) denotes a scheduling order of subfields, and T i,j represents the temperature of a subfield π i before the writing process of a subfield π j . According to the first principle of the model, the amount of the raised temperature of a subfield π i due to the writing process of a subfield π j , denoted by T rise i,j , is proportional to the temperature difference and is inversely proportional to the squared Euclidean distance between the two subfields. We have
where T rise j,j denotes the raised temperature of a subfield π j due to its own writing process, and dist(π i , π j ) is the Euclidean distance between subfields π i and π j . As the temperature of a subfield π i decays exponentially during the travelling time between two successive writing processes, the temperature of a subfield π i right before the writing process of a subfield π j can be formulated as
where f is the decay factor which depending on the length of the travelling time between two successive writing processes; that is, f depends on the distance between two subfields with successive labels.
Equations (1) and (2) show that increasing the distance between each pair of subfields with successive labels may not only prevent the writing of a subfield with excessively high temperature but also allow for a longer time to cool down all subfields. In this paper, therefore, we formulate this problem as a constrained maximum scatter travelling salesman problem and propose an algorithm to maximize the distance between each pair of successive subfields. 
Blocked Boxes of Subfields
First, we let S be the set of given subfields. As mentioned in Section 1, the writing process of a subfield raises the temperature of neighboring subfields. Successive writing processes should not be performed on unwritten subfields whose temperatures are higher than a threshold value. As a result, we define a blocked box b i for each subfield S i ∈ S which indicates the area that is blocked because of the writing process of the subfield S i , as illustrated in Figure 3 . Since the temperature increase depends on the energy deposited through the writing process, and the deposited energy is proportional to the volume of the patterns, the area of a blocked box varies with the pattern density of the corresponding subfield. In addition, each S i ∈ S is associated with a blocking duration d i . The subfields included in b i cannot be written within the time from t i to t i + w i + d i , referred to as the blocked box constraint, where t i is the writing start time of S i and w i is the time required for the writing process of S i . In addition to satisfying the blocked box constraint, the time difference between the writing start times of two subfields with overlapped blocked boxes should be as large as possible to further control the temperature during photomask fabrication.
Constrained Maximum Scatter Travelling Salesman Problem
The maximum scatter travelling salesman problem (MSTSP), a variation of the classical travelling salesman problem (TSP), finds a Hamiltonian cycle or path that is most scattered. Its objective is to maximize the minimum edge weight in the cycle or the path. In an edge-weighted complete graph G = (V, E), let F be the family of Hamiltonian cycles (or paths) in G. For each edge e ∈ E, the edge weight we is predefined. For a Hamiltonian cycle or path H, we denote c(H) as the cost of H, which is the minimum edge weight in H; i.e., c(H) = min{we : e ∈ H}. Then, the MSTSP is to find a Hamiltonian cycle (or path) H ∈ F such that c(H) is maximized.
Observing that the objective of the subfield scheduling in ebeam photomask fabrication is similar to that of MSTSP, we transform the scheduling problem into an MSTSP. However, due to the blocked box consideration, an optimal solution derived from the corresponding MSTSP may not be feasible. Figure 4 shows an example. For a case with seven subfields on a line, we assume that w i = 1, d i = 2, and that b i only covers the adjacent subfields for each subfield S i ; that is, if subfield S i is written from time t to time t + 1, then subfields S i−1 and S i+1 are blocked from time t + 1 to time t + 3. If the blocked box constraint is not considered, an optimal scheduling solution for the corresponding MSTSP is given in Figure 4 (a), which is < S 1 , S 5 , S 2 , S 6 , S 3 , S 7 , S 4 >. In this scheduling order, at time t = 2, the subfield S 2 is written while it is blocked; this solution is thus infeasible. Another scheduling solution < S 1 , S 3 , S 5 , S 7 , S 2 , S 4 , S 6 > is given in Figure 4 (b). Take subfield S 2 for example: it is blocked from t = 2 to t = 4 due to the writing process of subfield S 3 which finishes at t = 2. Thus, the writing process of S 2 starting at t = 4 is valid since S 2 is unblocked after t = 4. As shown in Figure 4 (b), the scheduling solution is feasible since no subfield is written while it is blocked. Although the shortest distance between any two successive subfields of the scheduling solution in Figure 4 (b), the former solution does not satisfy the blocked box constraint and is thus not feasible. Therefore, we must consider the blocked box constraint while finding a subfield scheduling solution; we define the problem as the constrained MSTSP. It has been proven that there exists no polynomial-time, constantperformance-bound approximation algorithm for the general MSTSP [1] . Even given a graph satisfying the triangle inequality, there exists no polynomial-time algorithm with a performance bound smaller than two [1] . Since the MSTSP can be reduced to the constrained MSTSP with blocked box constraints by restricting d i to be zero for each S i , the constrained MSTSP can be shown to be NPcomplete. 
Figure 4(a) is longer than that in

Problem Formulation
We use a point to represent a subfield and the Euclidean measure to define the distances between subfields. We transform the subfield scheduling problem into a constrained MSTSP problem as follows:
. Given a photomask layout and the predefined size of a subfield, find a Hamiltonian path containing all points such that the length of the shortest edge in the Hamiltonian path is maximized, and the blocked box constraint is satisfied.
By solving this constrained MSTSP problem, we can alleviate the problem with successive heating and thus also control CD distortion.
Note that the moving time of a writer is negligible compared to the writing time of a subfield; therefore, the moving of an e-beam writer will not harm the throughput. As a result, we prefer to maximize the minimum distance between two subfields with successive labels (orders) of subfields (i.e., the length of the shortest edge in the Hamiltonian path) to alleviate the problems with successive heating and CD distortions.
EXACT MSTSP ALGORITHM FOR VER-TICES ON TWO PARALLEL LINES
In this section, we develop an exact algorithm that optimally solves the MSTSP for a special case. In the case where points are on two parallel lines with an odd number of points on each line, and the points on different lines are aligned, the algorithm can find an optimal solution of the MSTSP under the Euclidean measure in linear time. Figure 5(a) shows an example. There are an odd number of points on Lines a and b, and the two lines are parallel. We denote as a i and b i the i-th points on Line a and Line b respectively. For each point pair (a i , b i ), a i and b i are aligned; that is, the two points have the same x-coordinate.
In this special case, let V be the input points of size |V | = 2n, where n = 2k + 1. Then, an optimal Hamiltonian path can be derived by using the following algorithm:
Step 1. For each point a h , connect a h to points b i and b j , where
and
Step 2. After connecting the edges, delete the shortest edge in the generated Hamiltonian cycle. The derived path is an optimal Hamiltonian path.
As illustrated in Figure 5 (b), a Hamiltonian cycle is first constructed by applying Equations (3) and (4). After deleting the shortest edge, (a 5 , b 3 ), on the path, an optimal Hamiltonian path is then generated. To prove the optimality of the algorithm, we first denote d * as the length of the shortest edge of an optimal Hamiltonian path, and denote diam(R) as the diameter of the set R ⊆ V . In addition, we say that an edge (u, v) spans n points if there are n points on the boundary of the bounding box of the point u and the point v. In Figure 5 (b), for example, the edge (a 1 , b 3 ) spans six points and the edge (a 1 , b 4 ) spans eight points. We utilize the following lemma and corollary stated in [1] :
Then, in any Hamiltonian path on V , there must exist an edge joining two points of R.
These yield the following theorem: 
GRAPH-BASED SUBFIELD SCHEDUL-ING FOR E-BEAM PHOTOMASK FAB-RICATION
In this section, we introduce our graph-based algorithm for the subfield scheduling for e-beam photomask fabrication. In Section 4.1 we describe the two-stage algorithm, and in Sections 4.2 and 4.3 we detail the sub-MSTSP and the post-processing stages, respectively. In this section, we present the overview of our subfield scheduling algorithm. Figure 6 shows our subfield scheduling flow.
Algorithm Flow
Given a photomask layout and the predefined size of a subfield, we first construct the blocked boxes for all subfields according to their pattern densities. Our subfield scheduling algorithm consists of two major stages: the sub-MSTSP stage followed by the postprocessing stage.
In the sub-MSTSP stage, by utilizing the exact algorithm of MSTSP for points on two parallel lines presented in Section 3, an optimal sub-Hamiltonian path for each subproblem can be constructed efficiently. First, for each row pair (r i , r j ) of subfields, we apply a dynamic programming-based algorithm to find a set of subfields S ij such that the arrangement of S ij conforms to the special case mentioned in Section 3. Then we compute in linear time the length of the shortest edge of an optimal subHamiltonian path of the set S ij . To simultaneously optimize all sub-Hamiltonian paths in an iteration, we propose a matchingbased algorithm to find a best sub-MSTSP pairing result M. Finally, for each (r i , r j ) ∈ M, an optimal Hamiltonian path of S ij can be constructed by applying Equations (3) and (4) .
If the subproblem sizes are small and the subfields are close to each other, the solution quality of subproblems may not be sufficient; thus, we add a post-processing stage. In this stage, we first connect each isolated subfield to one of the existing Hamiltonian paths. While scattered subfields are eliminated, all subHamiltonian paths are merged into one Hamiltonian path by iteratively using the matching-based method.
In the following, we detail the two stages in Sections 4.2 and 4.3 respectively.
Sub-MSTSP Stage
Since the MSTSP is conjectured to be NP-hard for points in the plane with the Euclidean measure [1] , an algorithm that can efficiently solve the MSTSP for all subfields of a photomask layout might not exist. In addition, since the problem we deal with is the constrained MSTSP, the blocked box constraint must also be taken into account. Thus, we propose an algorithm which can solve the constrained MSTSP efficiently by decomposing the problem into a set of sub-problems.
In the first stage of the algorithm, we first find the maximum subfield subsequence for each pair of subfield rows by using a dynamic programming-based algorithm. Then, we find the best MSTSP pairing by applying a matching-based method. The two processes are detailed in the following two sections. Due to the inefficiency of solving the MSTSP for all subfields in a photomask layout, we extract subproblems and find the corresponding optimal solutions by using the algorithm presented in Section 3. To extract a subproblem conforming to the special case, two rows of subfields are selected first. In addition, since the problem we deal with is the constrained MSTSP, we expect that the blocked boxes of the subfields in an extracted subproblem are not overlapped, and thus the subproblem can be solved optimally with Equations (3) and (4). Thus, the blocked boxes of the first subfield row cannot overlap with those of the second subfield row. As shown in Figure 7 (a), the blocked boxes of the chosen rows do not overlap vertically. The blocked boxes should not overlap horizontally either. We propose a dynamic programming-based algorithm to find a set of non-overlapping subfields in which the subfields in the first row are aligned with those in the second row. Furthermore, to maximize the subproblem size and to achieve the maximum blocked box uniformity in a subproblem, we choose the subfields whose total area of blocked boxes is maximized: in Figure 7(b) , these subfields are rendered in red. We refer to the set of obtained subfields as the maximum subfield subsequence.
Maximum Subfield Subsequence Construction
Let A(a i ) denote the area of the blocked box of the i-th subfield in row a, and A(b i ) denote the area of the blocked box of the i-th subfield in row b. In the dynamic programming formulation, we let Area[i] = A(a i ) + A(b i ). The problem can thus be formulated as
If the blocked boxes of the i-th subfields of the two rows are not chosen, C 0 [i] records the maximum total area of non-overlapping blocked boxes (likewise, C 1 [i] records the maximum total area for those of the two rows that are chosen). 
Best Sub-MSTSP Pairing Derivation
⌉-intervals in linear time.
After generating the maximum subfield subsequence of an extracted subproblem, we can compute the length of the shortest edge in an optimal sub-Hamiltonian path of the subproblem. Suppose that the size of a subproblem is |V | = 2n. Let the l-interval be an interval containing l subfields in a row. By scanning ⌈ n 2 ⌉-intervals from left to right of a row, the length of the shortest ⌈ n 2 ⌉-interval ds can be found. Then, the length of the shortest edge in an optimal sub-Hamiltonian path is
where dr is the distance between the two subfield rows. As shown in Figure 8 , for a subproblem of size |V | = 10, the length of the shortest edge can be computed by scanning the three 3-intervals. For each pair of subfield rows, we find the maximum subfield subsequence and compute the length of the shortest edge of an optimal sub-Hamiltonian path. To simultaneously optimize each subproblem, we need a pairing for all subfield rows that maximizes the length of the shortest edge among all sub-Hamiltonian paths. To solve this best sub-MSTSP pairing problem, we propose a matching-based algorithm.
First, we construct a compatible graph in which a point represents a subfield row, and two points are connected through an edge if the blocked boxes of the two rows are non-overlapped vertically. Each edge is associated with an edge weight, which is the length of the shortest edge in the sub-Hamiltonian path of the corresponding maximum subfield subsequence. Figure 9 illustrates an example. Four rows of subfields are shown in Figure 9(a) : suppose that the blocked boxes of each row only overlap vertically with those of adjacent rows. Thus, the corresponding compatible graph is shown in Figure 9(b) . By utilizing the compatible graph, the best sub-MSTSP pairing problem can be solved by finding a maximum matching M in which the smallest edge weight is maximized. We apply the algorithm proposed in [7] to solve the maximum cardinality bottleneck matching problem to find a matching solution by simply multiplying the edge weights by −1 and slightly modifying the algorithm. Hence, the best pairing of the example in Figure 9 can be found by using the algorithm in [7] and the compatible graph in Figure 9 (c).
For each pair of subfield rows in M, an optimal sub-Hamiltonian path is then constructed with Equations (3) and (4) in linear time. We iteratively apply the above process for those subfields not contained in any sub-Hamiltonian paths constructed in previous iterations.
Post-Processing Stage
If the subproblem sizes are small and the subfields are close to each other such that the length of the shortest ⌈ n 2 ⌉-interval ds is smaller than a threshold value, the solution quality of subproblems may not be sufficient; thus, the subfield scheduling algorithm flow enters the second stage, the post-processing stage. In this stage, the main objective is to maintain the good solution quality derived from the sub-MSTSP stage while constructing a complete subfield scheduling solution. We first eliminate scattered subfields by connecting each of them to an endpoint of existing subHamiltonian paths. Then, we merge all sub-Hamiltonian paths into one Hamiltonian path, which is the final subfield scheduling solution. We detail the scattered subfield elimination and the sub-Hamiltonian paths merging in the following subsections. At the beginning of this stage, each subfield is either contained in a sub-Hamiltonian path, or left as an isolated subfield. We sequentially connect each isolated subfield to an endpoint of existing sub-Hamiltonian paths such that the distance between the subfield and the endpoint is not shorter than the shortest edge in existing sub-Hamiltonian paths. Since the elimination sequence determines the final positions of sub-Hamiltonian paths, the sequence may greatly affect the solution quality in the postprocessing stage. Figure 10 gives an example. There are two sub-Hamiltonian paths, path 1 and path 2, with their endpoints, 1a, 1b, 2a, and 2b, and four isolated subfields are left, S 1 , S 2 , S 3 , and S 4 . Figures 10(a)-(d) show the process in which the isolated subfields are eliminated from the margins to the center of the chip; that is, the isolated subfields are connected to endpoints of sub-Hamiltonian paths with the sequence < S 1 , S 2 , S 3 , S 4 >. In the example, we simply connect each isolated subfield to the farthest endpoint of path 1 and path 2. After connecting all isolated subfields, the four endpoints are close to each other, as shown in Figure 10(d) . Close endpoints may cause very short edges as we merge sub-Hamiltonian paths. It can easily be seen in Figure 10(d) that the length of the edge connecting paths 1 and 2 must be one-unit long. On the other hand, if we eliminate the isolated subfields with the sequence < S 4 , S 3 , S 2 , S 1 >, as illustrated in Figures 10(e)-(h) , the endpoints of the final sub-Hamiltonian paths are much more scattered, as shown in Figure 10(h) . To merge paths 1 and 2, we can connect the endpoints 1b and 2a such that the length of the connecting edge is three units, which is much better than the previous one.
Isolated Subfield Elimination
To maintain the solution quality of the sub-Hamiltonian paths merging, therefore, we eliminate isolated subfields from the center to the margins of a chip such that the final endpoints of sub-Hamiltonian paths tend to lie on the margins of the chip. This heuristic maintains the solution quality derived in the sub-MSTSP stage in most cases.
Sub-Hamiltonian Paths Merging
After eliminating all isolated points, the last step is to merge sub-Hamiltonian paths into one Hamiltonian path which contains all subfields in the given photomask layout. By observing that the operation of merging sub-Hamiltonian paths corresponds to connecting the endpoints of those paths, we transform the problem into a matching problem again. Figure 11 illustrates an example. There are four sub-Hamiltonian paths in Figure 11(a) , and the endpoints of sub-Hamiltonian path i are denoted as i 1 and i 2 . A compatible graph is then constructed, in which a node denotes an endpoint of a sub-Hamiltonian path and an edge between two nodes means that the two corresponding endpoints can be connected together, as shown in Figure 11(b) . The weight of edge (i, j) is set to be the distance between endpoints i and j. To maximize the length of the shortest edge connecting sub-Hamiltonian paths, the maximum bottleneck maximum matching algorithm is then applied again to obtain a matching solution M. Connecting the endpoints of sub-Hamiltonian paths according to M, the resulting graph is composed of paths and cycles. As shown in Figures 11(c) and (d) , the graph corresponding to the match-
} consists of two cycles. We break a cycle by deleting the shortest edge in the cycle, and thus the sub-Hamiltonian paths in the cycle are merged into one longer sub-Hamiltonian path. After deriving a set of longer sub-Hamiltonian paths, an updated compatible graph is constructed as illustrated in Figure 11 (e). The above merging process is performed iteratively until all sub-Hamiltonian paths are merged into one Hamiltonian path. Since during each iteration's merging process the number of sub-Hamiltonian paths is cut at least in half, the number of iterations required for the merging process is less than or equal to ⌈lg n⌉ times, where n is the number of sub-Hamiltonian paths constructed in the sub-MSTSP stage. 
EXPERIMENTAL RESULTS
Our algorithm was implemented in the C++ programming language on a 2.13 GHz Linux workstation with 16 GB memory. The experiment was based on the 11 benchmark circuits used in [4] . Primary1  7522×4988  3  2037  2941  Primary2  10438×6488  3  8197  11226  S5378  4330×2370  3  3124  4734  S9234  4020×2230  3  2774  4185  S13207  6590×3640  3  6995  10562  S15850  7040×3880  3  8321  12566  S38417  11430×6180  3  21035  32210  S38584  12940×6710  3  28177  42589   Table 2 lists the set of benchmark circuits. We routed the circuits by using a two-pass bottom-up gridless router, and we used the metal-1 of each circuit as the input photomask layout. A layout is first divided into 32 × 32, 64 × 64, 128 × 128, and 256 × 256 subfields. The pattern density was analyzed, and the blocked box of each subfield was constructed. We let the blocked box of a subfield being written cover 15% of the total number of subfields in its neighboring region if the pattern density of the subfield was one, and let the area of a blocked box equal the area of the corresponding subfield if the pattern density was zero. The subfield scheduling results of the benchmark circuits with different numbers of subfields are listed in Table 3 . In the table, "Min." gives the shortest length between two successive subfields in a subfield scheduling solution, and "Avg." gives the average length among all successive subfields. Note that the lengths are measured in unit subfield edge length.
We first compared our graph-based algorithm with the modified greedy algorithm for subfield scheduling (denoted as GSS) proposed in [3] . This algorithm first randomly generates a subfield scheduling order and then iteratively improves the solution by swapping pairs of subfields. We modified the cost function in [3] from temperature measurement to distance measurement. The cost function is given by
where D min is the minimum distance and Davg is the average distance between two successive subfields. We set α ≫ β to normalize the two values. Since GSS does not take into account the blocked box constraint, we simply ignore whether the scheduling order generated from GSS is feasible or not. In addition, since GSS does not consider the pattern density in each subfield, the scheduling results are independent of different circuit layouts. Thus, we compared their scheduling results with our average results derived from Table 3 . Table 4 shows the comparison results. Although the average lengths derived from our algorithm are slightly shorter than those derived from GSS, the minimum lengths obtained from our algorithms are much longer than those of GSS. This is because the objective of our algorithm is to maximize the minimum distance between any two successive subfields such that the problem with successive heating and thus CD distortion can be alleviated. Furthermore, the CPU time required by our algorithm is much less than that required by GSS. These results show that our algorithm is effective and efficient in finding a good subfield scheduling solution for e-beam photomask fabrication. To verify that the subfield scheduling solution obtained from our algorithm flow indeed mitigates the heating problem effectively, we used the thermal model introduced in Section 2.1 to calculate the maximum temperature of each subfield in a scheduling order, which is defined as the critical temperature of a subfield. Then, we computed the average critical temperature and the maximum critical temperature for each scheduling solution. Also, we implemented the original greedy subfield scheduling (GSS) algorithm developed in [3] to make a comparison. The cost function is
where Tmax is the maximum critical temperature and Tavg is the average critical temperature of all subfields (α = 0.5, the same setting as in [3] ). In each iteration, the greedy algorithm generates the next scheduling order by swapping the order of the subfield with the maximum critical temperature and some other subfield such that the cost in Equation (10) is minimized. For this experiment, we set the initial temperature of each subfield to zero, and set the maximum running time to one hour. In addition, the maximum raised temperature of a subfield due to its own writing process was normalized with the average subfield density for each testcase.
The experimental results are shown in Tables 5 and 6 . Column "Cost" lists the cost evaluated by Equation (10) , column "Max. Temp." gives the maximum critical temperature in a scheduling order, and column "Imp. Rate" shows the improvement ratio of our results over those derived from the greedy algorithm. From the two tables, most of the scheduling solutions generated by our algorithm flow yield better solutions than those obtained from GSS for cases of size 32 × 32. For other cases, moreover, our algorithm approximately achieves 30% temperature reductions on average compared with GSS. This substantial improvement may result from the expensive computation of the cost function which requires O(|S| 2 ) time to evaluate, and thus it requires O(|S| 3 ) time to perform each swap operation in GSS, where |S| is the number of subfields. As a result, GSS can only perform a small number of iterations to improve the solution quality for the cases of sizes larger than 32 × 32 within an acceptable running time. These results show that our algorithm can effectively mitigate the heating problem and that it scales well with the number of subfields.
CONCLUSIONS
This paper has presented a graph-based algorithm that deals with the subfield scheduling problem by solving the constrained MSTSP. Compared with the prior work, our algorithm elegantly solves the problem by decomposing it into subproblems and solving the subproblems optimally. Experimental results show that our algorithm is effective and efficient in finding good subfield scheduling solutions that alleviate the successive heating problem (and thus reduce CD distortion) for e-beam photomask fabrication.
