Multivariate regression with p responses as opposed to p multiple regressions is getting increasingly more attention, especially in the context of prediction. Multivariate flattening methods are investigated as a way to obtain improved predictions over ordinary least-squares. With respect to sum of squares of prediction error, or SPE risk, an unbiased estimate of the risk is derived for two recent prediction methods, OPT and GCV, proposed by Breiman & Friedman (1997) . Expressions for the exact SPE risk of OPT and GCV are derived generally for p ≥ 1 and evaluated numerically for p = 1.
INTRODUCTION
The problem of predicting several, possibly correlated, responses from the same set of predictors is becoming increasingly important. Applications by Breiman & Friedman (1997) (denoted hereafter by BF) include prediction of changes in the valuations of stocks in 60 industry groups by using over 100 econometric variables as predictors. Or, in chemometrics the prediction of 6 output characteristics of the polymers produced as predicted by 22 predictor variables.
The model is the common multivariate regression model with p responses and k predictors on n independent observations,
where the error terms are assumed to be normally distributed, E ∼ N n p (0, I ⊗ Σ), Σ > 0 (positive definite), and X is an n × k matrix of rank k. The design matrix X is usually random in which case we assume that it is independently distributed of the error terms. Let |= denote mutual independence so that X |= E. The ordinary least-squares estimate of B iŝ We assume that "future" is independent of the "past"; i.e., (x, e) |= (X, E).
So, prediction of y 1 , . . . , y p is done independently via each of the p multiple regressions. This paper looks into improved predictions,ỹ, by multivariate "flattening" techniquesỹ =ŷ OLS A, x B = x B OLS A, which means prediction of the ith response is accomplished via a linear combination, through the ith column of A : p × p, of all the p response predictions.
To evaluate the performance of a prediction we evaluate an expected loss function (risk). Consider the prediction of y byỹ =B x for any estimateB of B with respect to SPER (sum of squares of prediction error when the independent variable is random) motivated by Stein (1960) 
where Ω = E xx . SPER is obtained on subtracting p from the above
A closely related risk function denoted SPE by Dempster et al. (1976) is
The SPE risk was investigated by van der Merwe & Zidek (1980) and Bilodeau & Kariya (1989) . It is the most convenient risk for mathematical reasons. A canonical form of this problem which simplify notations and derivations is as follows. Let
be the residuals sum of squares. Then, given X,
The problem in its canonical form will be to estimate B, with respect to SPE risk
based on Z and V whose conditional distribution given
Results in terms of the canonical problem can be transposed to the original formulation with the correspondance
Van der Merwe & Zidek (1980) proposed FICYREĜ
where r = (k − p − 1)/(m + p + 1) and establised
or, FICYREG improves uniformly over OLS. Bilodeau & Kariya (1989) produced many other improved predictions and showed the Efron-Morris (EM) estimatê
, improves uniformly over FICYREG. Attention to this problem was revived recently by BF, in a paper commented by 26 discussants, who proposed two multivariate "flattening" techniques,B GCV andB CV based, respectively, on generalized cross-validation and ordinary crossvalidation. A very extensive simulation convincingly reports notable risk reduction over other commonly used prediction methods. In the idealized situation, assuming B, Σ, and Ω, are known they considered as well the optimization problem
for a certain scalar r. This leads for p ≤ k to the sample version
MAIN RESULTS
In this section we investigate conditions under whichB OPT andB GCV (2) lead to improved predictions over OLS. BothB OPT andB GCV have an expansion as r ↓ 0 whose two first terms giveB FICYREG so from the result of van der Merwe & Zidek (1980) we expect there exists an interval 0 < r < r 0 such thatB OPT andB GCV are uniformly better than OLS. The main tool is that of unbiased risk estimation developed by Stein (1981) .
Using a result of Golub & van Loan (1989) there exists a nonsingular W : p × p such that
and thus
,
Proposition 1. [van der Merwe & Zidek 1980] The SPE risk difference between FICYREG and OLS is unbiasedly estimated bŷ
This implies that for
FICYREG has a SPE risk uniformly less than that of OLS.
Proposition 2. The SPE risk difference between OPT and OLS is unbiasedly estimated byR
The choice of the flattening matrix A can also be made with the GCV criteria proposed by Craven & Wahba (1979) . BF equation (3.9) showed this approximation reduces tô
The prescription for r is r = k/n, n = k+m. For GCV the unbiased risk estimation is contained in the following proposition. Let
Proposition 3. The SPE risk difference between GCV and OLS is unbiasedly estimated bŷ
−1
Propositions 2 and 3 have important consequences regarding conditional (given C) risk, as well as unconditional risk; i.e., they apply when the predictor is considered fixed or random. Suppose, under a condition on r, thatR(B GCV ) − pk ≤ 0, for all x 1 , . . . , x p > 0. Then, averaging over the conditional distribution of the
for all positive definite matrix C. Averaging further over the distribution of C, whatever it may be,
for all possible parameters B, Σ, and all distributions on the positive definite matrix C. For example, when the rows,
The determination of an interval for r such that the unbiased estimate of the risk difference between OPT (or GCV) with OLS is always (for all x i > 0) nonpositive is more difficult due to the complexity of the expressions. However, on the domain x 1 = · · · = x p ≡ x > 0 such an interval exists. Consideration of this domain leads to simplifications of estimated risks difference in Propositions 2 and 3, to which Baranchik's (1970) technique then applies. The hope is that estimated risks difference will remain nonpositive outside this particular domain.
This can be checked for a given value of r by plotting the function, representing the estimated risks difference, on several rays coming out of the origin. The domain x 1 = · · · = x p is only one such ray, which makes a 45 degrees angle with all the axes.
Proposition 4. Let k > p + 1 and define
The interval for r obtained for OPT is exactly the same as the one for FI-CYREG, where the special domain restriction is unnecessary. The domain considered in Proposition 4 may not be so restrictive after all. An illustration with p = 20, n = 100, and k = 50, which represents a worst case scenario of the extensive simulations in BF, is given in Section 3.
DISCUSSION OF MAIN RESULTS
For p = 1 and k ≥ 3 the restriction on the domain in Proposition 4 is not restrictive and we may conclude the minimaxity ofB OPT andB GCV under the stated conditions for r. One may note that for p = 1,B OPT andB GCV are estimates of the type found in Baranchik (1970) .
BF suggest the prescription r = k/n, n = k + m, for the GCV. For p = 1 and k = 3, 4, r = k/n is outside the interval in Proposition 4 for any m = 1, 2, . . .. However, for p = 1 and k ≥ 5, r = k/n belongs to the interval if
where x denotes the smallest integer greater than or equal to x, known as the "ceiling" function. A plot of this minimum value of m versus k in Figure 1 shows that m need not be very large compared to k. Such finite sample properties of GCV, even for p = 1, seem novel. In general, for given values of p, k, and m, a plot ofR(B) − pk versus x 1 , . . . , x p would show thatB is minimax if the surface is always nonpositive. Figure 2 shows the surface plot of GCV for p = 2 and k = 4. In the worst scenario m = 1 and r = r GCV , GCV is seen to be minimax. A similar result can be observed for OPT which is also minimax. The GCV, however, may not be minimax for the prescription r = k/n for small values of m = n − k as shown in Figure 3 . The surface plot is positive for small values of x 1 and x 2 which indicate GCV may not be minimax. A surface plot of the functionR(B) − pk for large values of p is not possible. However, on a given ray emerging from the origin in the positive quadrant and determined by a unit vector u, one can plot this function at points tu, on an interval 0 ≤ t ≤ a. For GCV, Figure 4 shows that the prescription r = r GCV leads to a minimax prediction procedure; this may not be the case, however, for r = k/n when n is too small. To get some insights into the new GCV method we made a comparison of exact SPE risks when p = 1. We use the notations Z = z and (Z C −1 Z)
The comparison is made between the positive part procedures (let [t] + = max(t, 0))
where in h(·) and g(·) we set r = k/n. When p = 1 the positive parts FI-CYREG+ and GCV+ are, respectively, better than FICYREG and GCV follows from Baranchik (1970) . Note thatb OPT does not require a positive part correction. The exact conditional risks are evaluated using the unbiased risk estimates, R ≡R(x), and averaging over the conditional distribution of x. It is well known 1/x follows a canonical F (k, m; d) conditional distribution [Johnson & Kotz (1970), p. 191] with noncentrality parameter given by c = b C −1 b/σ 2 . Thus, the conditional risk is given by
Evaluation of unconditional risk requires averaging R in (3) over the distribution of c. For example, this can be done if
n . The unconditional risk is then a function of the signal-to-noise ratio d = b Ωb/σ 2 ,
Examination of Figure 5 reveals for p = 1, k = 5, and m = 40, that GCV+ is better than FICYREG+ and OPT for small signal-to-noise ratios, whereas OPT is the preferred method for large signal-to-noise ratios. 
where F = diag(y 1 , . . . , y p ) and Θ = diag(ω i ), ω i being the eigenvalues of
, the ω i 's are distributed as the eigenvalues of a
distribution; see Muirhead (1982, Theorem 9.4.1) . Averaging R over this joint distribution of ω i 's would yield the unconditional risk. Unconditional risk thus depends only on the eigenvalues of the signal-to-noise matrix (B ΩB)Σ −1 . As a consequence, simulation studies on SPE risk should be done as a factorial experiment on the eigenvalues of this signal-to-noise matrix.
When p > 1, FICYREG+ and GCV+ are obtained as in BF,
so that the flattening matrix A is positive semidefinite. Risk of these estimates are minimum at B = 0 and they are said to shrink towards 0. Multivariate flattening yields substantial risk reduction especially when the estimate shrinks to a point close to the "true" B. We have (conditionally and, thus, unconditionally) for a general estimateB =B(Z, V)
Thus,
, where
should have good risk performance around B = B (0) .
and Collecting all terms the expression in Proposition 2 is obtained.
Proof of Proposition 3:
The proof follows exactly the same steps as the proof of Proposition 2 although the derivations are more lenghty. The proof is omitted.
Proof of Proposition 4:
Define w 1 (x) = x −1 1 − (1 + rx) −1 .
