Abstract. In this paper we introduce the D-resultant of two rational functions f (t), g(t) ∈ K(t) and show how it can be used to decide if g(t)] and to find the singularities of the parametric algebraic curve define by X = f (t), Y = g(t). In the course of our work we extend a result about implicitization of polynomial parametric curves to the rational case, which has its own interest.
Introduction
Let R be an integral domain, K its quotient field and R [s, t] the polynomial ring in two variables over R. The D-resultant of two non-constant polynomials f (t) and g(t) in R [t] is defined as the resultant, with respect to the variable t, of the polynomials (cf. [EY] )
This concept coincides with the Taylor resultant of two non-constant polynomials, over a field of characteristic zero, defined in lecture 19 of [Abh] . In [EY] , the authors introduce this concept to solve the following questions: how can we decide if K(t) = K(f (t), g(t)) or if K[t] = K[f (t), g(t)] and how can we compute the singularities of the curve defined by X = f (t), Y = g(t)?
In this paper we introduce the so-called D-resultant (see Section 2) of rational functions f (t), g(t) ∈ K(t) over an arbitrary field K. Furthermore we show that the following three questions can be very easily solved by the D-resultant: a test to decide if K(f (t), g(t)) = K(t) or if K[t] ⊂ K[f (t), g (t) ] and a method to compute the singularities of the parametric algebraic curve defined by X = f (t), Y = g(t) (Theorem 3.1).
To prove our main result, we need a generalization of a result in [MW] , which has its own interest.
Concerning applications, the D-resultant provides a faster algorithm to test whether two rational function fields K(f 1 (t), . . . , f r (t)) and K(t) are the same or not; see [Swe] . Corollary 3.2 states a necessary and sufficient condition to decide when a parametric curve has no singularities in the affine plane. Besides, the Dresultant gives an algorithm to compute the singularities of a plane parametric curve given by a parametrization (see Corollary 3.2). Finally, we remark that the formulas obtained in Proposition 2.4 also turn out to be useful for applications.
The paper is divided into three sections. In Section 1 we introduce our notations and definitions. We also prove in this section the result on the implicitization of two rational functions and some basic results on parametric curves. These results will be used throughout the subsequent sections. Section 2 is dedicated to introducing the notion of D-resultant for rational functions over arbitrary domains, including useful results for later use. Then (Section 3) we state and prove our main result.
1. Preliminaries 1.1. Rational functions. Let K be an arbitrary field. As usual, we denote by K(t) the field of rational functions in the variable t. The only K-automorphisms of the field K(t) are the linear transformations
If f is a non-constant rational function, then there exist polynomials f n , f d such that gcd(f n , f d ) = 1 and f = f n /f d ; we say that f n /f d is a reduced representation of the rational function f . In this paper f is always given by a reduced representation. So, we can define the degree of f as the maximum of the degrees of f n and
We say that a non-constant rational function f is decomposable if there exist 
, for some rational function g ∈ K(t).
1.2. Resultants. We denote by K the algebraic closure of K and by K × = K\{0}. Given two non-zero polynomials p, q ∈ R[t], the resultant of p and q with respect to t is denoted by Res t (p, q). The next proposition summarises some of its properties:
q(α i ).
There existp,q ∈ R[t] such that Res t (p, q) = pp + qq. In particular p and q have a common zero in K if and only if Res
t (p, q) = 0. 6. Res t (p • r, q • r) = cRes t (p, q) w , for some c ∈ K × .
Minimal polynomials and normal parametrizations
, not both constants. Then f (t) and g(t) are algebraically dependent over K, so there exists an irreducible polynomial
It is well known that m is unique up to a non-zero constant factor. We call such polynomial m a minimal polynomial of f and g.
is the parametric curve defined by the parametrization (f, g). Now, the implicitization problem is: given f (t), g(t) we want to find a minimal polynomial m(X, Y ) ∈ K[X, Y ] of f and g (cf. [CLO] ). We will see that it can be computed using resultants.
The polynomial case of the following interesting result is in [MW] . 
Proof. The theorem is clearly true if one of the rational functions is constant. By Gauss' lemma the polynomial
We distinguish two possibilities:
is a separable polynomial. We can suppose, without loss of generality, that F (X, t) is separable. Then the splitting field E of F (X, t) over K(X) is separable and we get the following factorization:
where u = deg f , a ∈ K(X) and θ i ∈ E for 1 ≤ i ≤ u. We note that g(θ i ) is a non-zero element of E. Moreover, from Galois Theory, we know that E is a Galois extension of K(X), and its Galois group H acts transitively on {θ 1 , . . . , θ u }. By the properties of Proposition 1.2,
as a root for some i, 1 ≤ i ≤ u, hence it must be the minimal polynomial of g(θ i ) over K(X) for some i. Now, let h(Y ) be the minimal polynomial of g(θ 1 ) over K(X). Then for all σ ∈ H, h(g(σθ 1 )) = σh(g(θ 1 )) = 0. By the transitivity of H, h(g(θ i )) = 0 for all i. This shows that g(θ i ) (i = 1, . . . , u) all have the same minimal polynomial over K(X).
Since R(f (t), g(t)) = 0, we can write R(X, Y ) = bm(X, Y ) w for some divisor w of u. In order to show that w is the degree of the field extension of K(t) over
Hence,
Comparing the degrees with respect to the variable X,
for some non-zero constant c.
(b) Suppose that F (X, t) and G(Y, t) are not separable polynomials and let p be the characteristic of the field K. So, their partial derivatives with respect to t are zero, and
Then we can write f =f (t rp ) and g =ĝ(t rp ), wheref =f n /f d ,ĝ =ĝ n /ĝ d ∈ K(t) and r is a positive natural number, such thatF (
is separable. Note that m(X, Y ) is also a minimal polynomial off andĝ. By Proposition 1.2 and separability properties, we have

R(X, Y ) = Res t (F (X, t), G(X, t)) = Res
Now, we state a basic result on parametric curves, for later use.
Definition 1.4. Given a parametrization (f, g) of the plane curve
− We say that (f, g) is a faithful parametrization if there exists a one-to-one map from points (x 0 , y 0 ) ∈ C to values of the parameters t 0 ∈ K, such that (x 0 , y 0 ) = (f (t 0 ), g(t 0 )), except a finite number of them. Proposition 1.5. Let (f, g) be a parametrization of the parametric curve C. Then:
) is a faithful parametrization if and only if
there exists at most one point of the curve C that cannot be written as (f (t 0 ), g(t 0 )) for any t 0 ∈ K.
Proof. The first part is a well-known fact (cf. [Sha] ). For the second part, by the Extension Theorem (cf. [CLO] ), given (x 0 , y 0 ) ∈ C,
. So, we immediately get both claims. Remark 1.6. Given a parametrization (f, g) of C, there are methods to check if it is faithful or not, and in the negative case to compute a faithful one (cf. [AGR] ).
On the other hand, it is easy to check if (f, g) is a normal parametrization: depending on the degree of the numerator and denominator, at most, you have to compute a gcd(f n (t)
To conclude this section we give a simple fact which will be used below: let
Proof. We have
Then,
The D-resultant of two rational functions
In [EY], the authors define the D-resultant of two polynomials p(t), q(t) ∈ K[t]
as the resultant, with respect to the variable t, of the polynomials
. This definition can be extended to rational functions. First, we need this technical result:
Proof. The proof of the first claim is straightforward (cf. [AGR] ). On the other hand, u) . So u = 0 would be a common double root of the above polynomial and after derivation with respect to the variable u and setting u = 0, we would obtain
But this is a contradiction since gcd(h n , h d ) = 1. (s, t) 
Definition 2.2. Given a non-constant rational function h(t)
Proposition 2.4.
where R X , R Y are, respectively, the partial derivatives of R with respect to X, Y .
Proof. Let r(s)
By Lemma 1.7, we have
Consequently, using R(f (s), g(s)) = 0 we obtain g(s) ) (by Lemma 1.7).
So together with (1) this gives
Therefore, g(s) ).
is a point of the curve, but cannot be written as (f (t 0 ), g(t 0 )). Moreover, D(s) = 190s 2 and f d (0) = 0, but
In the next example, we will first see that there exist parametric curves with a singularity which cannot be produced via D-resultant, and secondly that the behaviour of the roots of D(s) is unpredictable. 
