Abstract-Among the multiple advantages and applications of remote sensing, one of the most important uses is to solve the problem of crop classification, i.e., differentiating between various crop types. Satellite images are a reliable source for investigating the temporal changes in crop cultivated areas. In this letter, we propose a novel bat algorithm (BA)-based clustering approach for solving crop type classification problems using a multispectral satellite image. The proposed partitional clustering algorithm is used to extract information in the form of optimal cluster centers from training samples. The extracted cluster centers are then validated on test samples. A real-time multispectral satellite image and one benchmark data set from the University of California, Irvine (UCI) repository are used to demonstrate the robustness of the proposed algorithm. The performance of the BA is compared with two other nature-inspired metaheuristic techniques, namely, genetic algorithm and particle swarm optimization. The performance is also compared with the existing hybrid approach such as the BA with K-means. From the results obtained, it can be concluded that the BA can be successfully applied to solve crop type classification problems.
Satellite images can also be a viable source for investigating the temporal changes in the agricultural activities of a particular area [2] . The crop growth, from sowing to harvesting, can be monitored using these satellite images. The orthorectified and georeferenced satellite images can be used to identify problematic areas and the size of the area affected. Seasonal changes and abnormalities in vegetation can also be determined. Additionally, they can also be used to make an early estimate of the crop yield. Furthermore, based on the available information, activities like deciding the type of crop and its acreage [3] , determining the growth stage of the crop [4] , and delineating their extent [1] can be planned in advance. All such information can be used in the overall improvement of the agricultural yield.
Multispectral satellite images facilitate the identification and classification of crops since they take into consideration the changes in reflectance as a function of the particular crop type. Crop classification finds applications in auditing land usage, soil and water quality studies, and planning efficient crop cultivation. However, due to the variability in cultivation of crops within a geographical area, the process of classification is a major challenge [5] . Furthermore, the classification can be done with spatial or spectral bands or also by combining both the features [6] .
Clustering is a method of grouping a particular set of data points in such a way that data points in the same group are nearly similar. It aims to minimize the intracluster distance and maximize the intercluster distance. The information extracted from data points is in the form of optimal cluster centers [7] . Clustering of satellite data can be done in many ways, and in this letter, the focus is on partitional clustering using spatial patterns.
Partitional clustering is carried out by dividing the data into a fixed number of clusters (which is known a priori), using a similarity measure [8] . K-means is one of the popularly used partitional clustering methods. However, the K-means method suffers from a major drawback of converging to local optima instead of the global optima [9] . To overcome this problem, many researchers have used nature-inspired metaheuristic algorithms [10] [11] [12] [13] . Furthermore, hybrid evolutionary optimization algorithms based on combining evolutionary methods and K-means to overcome local optima problems have also been applied [14] .
The bat algorithm (BA) is a relatively new nature-inspired algorithm, which is based on the echolocation behavior of microbats [15] . The algorithm was successfully applied in [16] . In [17] and [18] , BA and other nature-inspired metaheuristic methods were used with K-means to overcome the local optima problem, and it was demonstrated that BA had the best performance. It has been observed from the literature that the 1545-598X © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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approach of using BA as a stand-alone approach for clustering has not been explored. In this letter, we propose a novel BA-based clustering approach for solving crop type classification problems. The data sets used were divided into training and test samples. The proposed algorithm is a partitional clustering where training samples are used to extract knowledge in the form of optimal cluster centers. The extracted cluster centers are validated on the test samples. Clustering techniques commonly use objective functions, and in this letter, a Euclidean distance is used [12] . This objective function, when applied on the training data with a population-based algorithm, can converge to the globally optimal cluster centers [12] . The performance of the proposed approach is analyzed and compared with other algorithms which are widely used in the literature, i.e., bat-K-means (BKM) clustering, genetic algorithm (GA), and particle swarm optimization (PSO). The performances of the different algorithms are analyzed using two different performance measures.
II. METHODOLOGY
In this section, the BA and its application to clustering problems are explained in detail. The BA is a new powerful natureinspired metaheuristic optimization algorithm developed by Xin-She Yang in 2010 [15] . It is based on the echolocation capability of the microbats. During the search process, BA uses a frequency tuning procedure to intensify the diversity of the solutions in the population. At the same instance, it uses automatic zooming to balance exploration and exploitation by mimicking the variations in the pulse emission rate and loudness of bats when searching for prey [19] .
The BA has been developed with the following assumptions [15] : 1) All the bats make use of their echolocation ability to measure distance, and they are able to differentiate between their prey and the background; 2) bats fly arbitrarily with velocity v i at position x i , fixed frequency f , and loudness A 0 to detect their targets, and bats can automatically adjust the wavelength λ (or frequency f ) of the pulses and its rate of pulse emission, depending on the vicinity of the target; and 3) the loudness is assumed to vary from a very large positive value A 0 to a minimum constant value A min .
BA, a population-based algorithm, iteratively improvises solutions by moving toward the optimal solution. Here, all the populations move one step toward the fittest solution as well as toward their personal best solutions. Furthermore, each population with position x i and velocity v i is defined in a multi-dimensional search space and is subsequently updated in successive iterations. The new solutions x t i and v t i are calculated for every iteration t
where β is a uniform random number between [0, 1] and x * is the current global best solution, obtained after comparing all the solutions among all the n bats. The velocity increment is given by a product of λ i f i , where i indicates the ith bat from the population of n bats. Hence, depending on the domain of interest, f i (or λ i ) can be used to adjust the velocity change while keeping the other factor λi (or f i ) constant. For implementation, f ∈ [0, 100] is used, depending on the domain size of the interested problem.
After updating the positions of the bats, a random number is generated. If the random number generated is greater than the pulse emission rate r i , a new solution is generated around the current global best solution using a local random walk
where ε ∈ [−1, 1] is a random number and A t = A t i is the average loudness of all the bats in iteration t. The loudness A i and rate of pulse emission r i are updated as the iterations proceed. The loudness decreases and the rate of the pulse emission increases as the bat moves toward its prey (optimal solution). For easy implementation, A 0 = 1 and A min = 0 can be used. Here, A = 0 indicates that the bat has found its prey and has temporarily stopped emitting the pulses. The rate of pulse emission is taken as r ∈ [0, 1], where 0 indicates no pulse emission and 1 indicates the maximum rate of pulse emission. The loudness A i and rate of pulse emission r i are updated as in (5) and (6), and the new solution will be accepted if the random number is less than
where α and γ are constants. Here, α is similar to the cooling factor of a cooling schedule in the simulated annealing [19] . For any 0 < α < 1 and 0 < γ, we have
For the ease of implementation, α = γ = 0.9 is used in our simulations [15] . The main parameters of BA which control the pace and range of movement of populations are loudness, pulse rate, and frequency. In this letter, these values are set as [1, 0] , [1, 0] , and [2, 0] , respectively. The updation of velocities and position in BA shares some similarity with that in PSO as f i controls the range and pace of movement of solutions. However, the governing equations for the updation of the velocity are different. The pseudocode for BA is shown in Fig. 1 .
The algorithm parameters, namely, maximum generation and population size, are kept the same for all the algorithms. All the algorithms are run until they converge to a solution with a tolerance of 0.001 between successive iterations. For GA, the best 40% and 60% of the parent and offspring generations, respectively, are carried forward to the next iteration. The inertial, personal, and global best constants are initialized as 1, respectively, for the PSO [14] .
A. BA for Clustering
The aim of clustering is to minimize the objective function, when given N patterns [21] where K is the number of clusters, d is the Euclidean distance, c k (k = 1, 2, . . . , K) is the kth cluster center, and x i (i = 1, 2, . . . , N) is the pattern belonging to the kth cluster.
Clustering is the assignment of patterns in the data into clusters such that patterns in one cluster are similar based on a certain similarity measure. The most commonly used measure is the distance measure. In this letter, cluster centers are the decision variables, which are obtained by minimizing the objective function for all the training set patterns in the d-dimensional search space. The objective function being minimized is given by [12] (9) where i = 1, . . . , K, D TRAIN is the number of samples in the training data set, CL KNOWN represents the instance to which x j belongs, p i is the training data matrix for cluster i, and d represents the Euclidean distance between vectors x and p.
In this letter, BA is used to minimize the objective function, given by (9) , to obtain the optimal cluster centers (decision variables). The BA is applied on training samples of two data sets to extract knowledge in the form of optimal cluster centers. These obtained cluster centers are then validated on corresponding testing samples of both the data sets.
III. RESULTS AND DISCUSSION
In this section, the results obtained using BA on a multispectral image and a benchmark data set are presented. The performance is compared with the results obtained by PSO, GA, and BKM [17] .
A. Data Set Description
This section provides the description of the two data sets used in this letter, namely, the image segmentation and multispectral crop data. The image segmentation data set is obtained from the well-known UCI machine learning repository (http://archive.ics.uci.edu/ml/), while the other one is a multispectral satellite image of crops. These data sets were divided into two parts, training and testing samples. Initially, the training samples are picked randomly from the data set, and then, the remaining samples are considered as the testing data set. The numbers of training and testing samples for each of these data sets are given in Tables I and II. • Data set 1-Image segmentation: The data set contains instances which are randomly derived from seven outdoor images. It has 2310 instances, 19 attributes, and 7 classes. This data set from the UCI repository has been included here to demonstrate the robustness of the proposed method.
• Data set 2-Crop data set: It has six classes, which signifies the different types of crops grown in Mysore district, Karnataka, India. The crops are sugarcane, ragi, paddy, mulberry, groundnut, and mango. It is a multispectral satellite image with four bands (attributes) from the QuickBird. It has a total of 5416 instances [14] .
B. Classification Efficiency
To classify and evaluate the performance based on individual, average, and overall classification accuracies for a given data set, we use partitional clustering (namely, BKM, GA, PSO, and BA). A classification matrix is of size n × n, where n is the number of classes in the data set. A typical entry q ij in the classification matrix shows how many samples belonging to class i have been classified into class j. For a perfect classifier, the classification matrix is diagonal. However, due to misclassifications, we get off-diagonal elements. The individual, average, and overall efficiencies with respect to actual class i and predicted class j are defined as [10] 
where q ii is the number of correctly classified samples and n is the number of samples for class c i in the data set. The performance measures are the individual (η i ), average (η a ), and Tables III and IV show the accuracy of the four algorithms for crop and image data sets, respectively. The numbers of samples in the training and test phases for each class are shown in Tables I and II, respectively.  Table III shows the individual accuracies of the crop data set using the nature-inspired metaheuristic algorithms, namely, BKM, GA, PSO, and BA. For the crop data set, it is observed that the conventional K-means algorithm picks nearly the same cluster centers for class 1 (sugarcane) and class 6 (mango). Hence, all the pixels belonging to class 1 are misclassified as class 6, resulting in zero accuracy for class 1. The assignment of the cluster centers to the K-means helps in overcoming the overlapping centers partially only. The K-means algorithm still converges to local optima, resulting in low accuracies for classes 1, 4, and 6 (not reported here).
The three nature-inspired metaheuristic techniques perform better than K-means by converging to the globally optimum cluster centers for these classes. Of the four metaheuristic methods, the BA is able to perform better for class 1 with an accuracy of 58.6%, compared to 34.4%, 31.2%, and 13.6% achieved by GA, PSO, and BKM, respectively. Furthermore, it is observed that, with the same set of cluster centers, BA, as a stand-alone approach, performs better than BKM. For classes 2, 3, and 5, the four partitional methods are able to classify all pixels with a good accuracy. The BKM performs better than K-means for classes 1 and 3 but has overlapping pixels for class 4.
A higher value of the average and overall classifications indicates a better performance for the classifier due to the lower number of misclassified samples. From Table III , it is also observed that the BA has better average and overall accuracies of 84.9% and 83.9%, respectively. This is followed by GA and PSO, which have a marginal difference between them. Here, it was observed that the conventional K-means failed by a considerable margin and had a lower average classification value as compared to the metaheuristic methods (not reported here). The usage of BA to provide initial centroids improves the efficiency of the K-means algorithm. Table IV shows the individual accuracies of the image data set. The drawback of K-means in converging to local minima is observed again, in this case, for classes 1 and 4 (not reported here). This is overcome successfully by using populationbased methods. The BA has the best performance among these methods with 80% and 77% accuracies. The BA also exhibits similar performances for classes 2, 5, and 7. However, for class 3, all the metaheuristic algorithms, including BA, picked up an overlapping cluster center with class 5. This resulted in most samples from class 3 being misclassified as class 5. In case of BKM, a similar trend is observed for the image data set as with the crop data set. The performance of K-means for classes 1, 4, and 7 improved significantly with optimized centers from BA, but the performance decreases in cases of classes 3 and 6. The overall performance of BKM is still less than other metaheuristic algorithms. Table IV shows that the overall accuracy of BA is 74.7%, which is the best result among all the four methods. This is followed by PSO and GA with 68% and 66.6%, respectively. In addition, the K-means provides low efficiency, indicating its inability to pick up global optimal cluster centers. Therefore, the usage of BKM improves performance for K-means but still fails to perform better than any of the metaheuristic algorithms used in this letter. This may also indicate the possibility of premature convergence for the parameter settings used, and thus, further studies may be needed to investigate this issue further.
Hence, from Tables III and IV, we can say that the BA is more successful in converging to optimal and global cluster centers as compared to BKM. For both the image and crop data sets, the differences between BA and the other methods are significant. Furthermore, it is also observed that the performances of GA and PSO are very similar.
C. Time Complexity
All the algorithms used in this letter were executed in Matlab 7.12.0.635, on a system having an i-7 processor and 6-GB RAM. The run time for the crop data set to converge to the optimal solution (cluster centers) for all the algorithms in ten trials was recorded and averaged. The GA, PSO, and BA require 78.97, 60.85, and 58.19 s, respectively, for one trial.
Furthermore, the computation complexity of the populationbased methods used in this letter, namely, PSO and BA, is given by O(clnum * gen * comp_fit * m), while for GA, it is defined as O(clnum * gen * (comp_fit + sort + m)). In each iteration, the fitness is computed with time complexity O(n), and this is called comp_fit. Here, clnum indicates the number of clusters, gen is the total number of iterations, m is the population size, n is the number of fitness evaluations in order to generate each cluster center, and sort and m are the time for sorting and mutation runs, respectively. Among the metaheuristic methods, BA converges fastest, and GA takes the maximum time due to the additional sorting and mutation processes. Therefore, it is observed that the BA is computationally the quickest of the metaheuristic approaches while still being able to provide the best results (optimal cluster centers).
IV. CONCLUSION
In this letter, the BA-based clustering algorithm is proposed for solving crop type classification problems based on multispectral satellite imagery. An additional data set from the UCI machine learning repository is included to demonstrate the robustness of the proposed approach. The performance of the proposed approach is compared with three other techniques, namely, BKM, GA, and PSO. The results are evaluated using two performance measures, namely, classification efficiency and time complexity.
The overall efficiency for BA is significantly lower for both data sets as compared to GA and PSO. The BKM improved upon the K-means performance but still performed poorly. The classification efficiency illustrated the performance of the classifiers for each class individually and overall, for all algorithms. The conventional K-means inability to converge to global optima resulted in it picking up nearly same centers for different classes. The use of BA to initialize K-means resulted in only partial improvement of performance. However, the complete overlapping in classification is minimized with the aid of optimized centers from the metaheuristic algorithms. The metaheuristic methods, namely, BA, GA, and PSO, show a better performance than BKM. The BA converges to much more distinct centers and gives a better performance as compared to GA and PSO. The BA is also computationally efficient and has the ability to converge to solutions more quickly when compared to the other two metaheuristic techniques. Hence, from the results obtained, we conclude that BA successfully converges to optimal cluster centers.
The obtained results also indicate that BA can be used to classify other types of data sets. The proposed approach can be extended to solve a diverse range of classification problems using parallel computing platforms.
