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Abstract
本稿の主目的は,Howe 双対性の下で  \mathfrak{s}\mathfrak{l}_{2} の有限次元表現  F_{m}(\dim F_{m}=m+1) に対
応する  0(p, q) の既約  (\mathfrak{g},K) 加群を構成し,その  K タイプ公式,およびGelfand‐Kirillov
次元,Bemstein 次数を求めることである.
1 序
本稿を通して,  G は不定値直交群  0\omega,q) を表し、次のように実現しておく :
 G=0(p,q)=\{g\in GL_{p+q}(R);tgI_{p,q}g=I_{p,q}\} . (1.1)
ただし  I_{p,q}=1_{p}   -1_{q} とする.したがって  G のリー環を  \mathfrak{g}_{0} と記すとき
 \mathfrak{g}_{0}=\mathfrak{o}(p,q)=\{X\in \mathfrak{g}I_{p+q}(R);tXI_{p,q}+
I_{p,q}X=0\}
となる.  \mathfrak{g}_{0} の複素化を  \mathfrak{g} , さらに  \mathfrak{g}_{0} (resp.  \mathfrak{g}) の双対を  \mathfrak{g}_{0}^{*} (resp.  \mathfrak{g}^{*} ) と記し,次の  G‐不変双
一次形式  B により  \mathfrak{g}_{0} (resp.  \mathfrak{g} ) と同一視する :
 B(X,Y)= \frac{1}{2} tr  (XY) .
さて,  G はシンプレクティック ベクトル空間  (W,\omega) , ただし
 W=(C^{p+q})_{R}=\{z=x+iy;x,y\in R^{p+q}\} ;
 \omega(z,w)={\rm Im}(z^{*}I_{p,q}w) (z,w\in W) ,
に自然に作用するが,これはハミルトニアン作用 , すなわち,運動量写像  \mu :  Warrow \mathfrak{g}_{0}^{*}\sim \mathfrak{g}_{0}
が存在する.この運動量写像  \mu を量子化することにより  \mathfrak{g} の表現が得られるが,この表現は
 (\mathfrak{g},K) 加群になることがわかる (ただし  K は,  0(p)\cross 0(q) に同型な  G の極大コンパクト部
分群を表す).次に,好一対  (0(p,q),\mathfrak{s}\mathfrak{l}_{2}(R)) に着目して,Howe 双対性の下で  \mathfrak{s}I_{2}(R) の有限
次元表現  F_{m} (ただし  \dim F_{m}=m+1 ) に対応する  (\mathfrak{g},K) 加群  M^{\pm}(m) を構成する.
この  M^{\pm}(m) の  K タイプ公式と既約性を調べ,また,それによりこの加群の Gelfand‐Kirillov
次元およびBernstein 次数を求めるのが本研究の目的である.
なお,証明等の詳細については,arXiv:1801.10298 [math RT] を参照のこと.
2以下,本稿で使用する記号を準備する.
リー環  \mathfrak{g}_{0} のCartan 分解を  \mathfrak{g}_{0}=f_{0}\oplus p_{0} , 複素リー環  \mathfrak{g} の複素力)レタン分解を  \mathfrak{g}=f\oplus p と
する.   E_{i_{j}},\cdot により  (i,j) 成分のみ1で他の成分はすべて  0 である  (p+q) 次の正方行列を表す
ものとするとき,  \mathfrak{g} の基底  \{X_{i,j}^{\pm}\} を
 X_{i,j}^{+}=[^{A_{i_{\dot{j}}}}, ] X_{p+\ovalbox{\tt\small REJECT},p+}^{+}=
\ovalbox{\tt\small REJECT}.[ A_{i,j}], X_{i,j}^{-}=\{E_{j,i}   E_{i,ノ}\}
とおく.ただし,  A_{i,j}  :=E_{i,j}-E_{j^{i}}\cdot, とおいた.したがって,
  f=\bigoplus_{i,j}CX_{i,j}^{+}\oplus\bigoplus_{i,j}CX_{p+}^{+}ち  p+j ’   \mathfrak{p}=\bigoplus_{i,j}CX_{i,j}^{-}
である.また,上昇階乗幕,下降階乗幕をそれぞれ




 \blacksquare運動量写像  W の標準的な基底  \{e_{1}, e_{p+q},ie_{1}, ie_{p+q}\}(e_{i}=t(0, \ldots, 1, \ldots, 1)) に
対し,同一視
 e_{i}rightarrow\partial_{x_{i}}, ie_{i}rightarrow\partial_{y_{i}} (i=1,2, 
\ldots,p+q)
の下で,  W 上のシンプレクティック形式  \omega を微分形式として表すと
  \omega=\sum_{i=1}^{p+q}\epsilon_{i}dx_{i}\wedge dy_{i} (2.1)
となる.ただし,  \epsilon_{i}=\{\begin{array}{l}
1 (i=1\ldots p)








-x'ty'+y^{\prime t_{X'}}   x'ty"-y^{\prime t_{X"}}
-xty'+yt_{X}   xty-yt_{X},
\end{array}\} (2.2)
ただし  z=x+iy\in W,  x=t(x',x"),  y=t(y',y")\in R^{p+q} とする.
3 \blacksquare 正準量子化  f\in C^{\infty}(W) に対し,  W 上のベクトル場  \xi_{f} を df  =\omega(\xi_{f}, \cdot) により定め,
Poisson bracket を  \{f, g\}  :=\omega(\xi_{g},\xi_{f}) と定義する.このとき,(2. 1) より各座標関数間の
Poisson bracket は以下のようになる:
 \{x_{i},y_{j}\}=-\epsilon_{i}\delta_{i,j}, \{x_{i},x_{j}\}=\{y_{i},y_{j}\}=0.
 f\in C^{\infty}(W) に対応する量子化を  \hat{f} とかくとき,Dirac の量子化条件の一つである
 \{fi,f_{2}\}=f_{3} ならば  [\hat{f}_{1},\hat{f}_{2}]=-i\hat{f}_{3}  (f_{j}\in C^{\infty}(W),j=1,2,3)
に則って
[を  i,\hat{y}_{j} ]  =i\epsilon_{i}\delta_{i,j},  [\hat{x}_{i},\hat{x}_{j}]=[\hat{y}_{i},\hat{y}_{j}]=0  (i,j=1,2, \ldots,p+q)
となるので,
 \hat{x}_{i}=x_{i}, \hat{y}_{i}=-i\partial_{x_{i}}, (i=1, \ldots,p) ; (2.3) \hat{x}_{p+j}=-i\partial_{y_{p+j}}, \hat{y}_{p+j}=y_{p+j} (j=1, \ldots, q)
と量子化する.したがって,この量子化は  W のラグランジュ部分空間 V として
 V=\langle e_{1} , . . . ,  e_{p},ie_{p+1} , . . . ,  ie_{p+q}\rangle_{\mathbb{R}} (2.4)
を選んだことになる.つまり,  V 上の多項式係数の微分作用素のなす環を  pの(V) とすると
き,量子化された作用素はすべて  pD(V) の元として実現されている.したがって,(2.2) で
与えられる運動量写像  \mu を量子化すれば,すなわち,その中の  x_{i},y_{i} をそれぞれ  \hat{x}_{i},\hat{y}_{i} で置
き換えれば,量子化  \hat{\mu} は次のようになる :
 \hat{\mu}=[^{i(x^{\prime t}\partial_{x'}-\partial_{x'}^{t}x')}\partial_{y"}^{t}
\partial_{x'}+y^{\prime t_{X}}’  i(y^{\prime\prime t}\partial_{y},, -\partial_{y^{t,}},ty")x^{\prime t}y"+
\partial_{x'}\partial_{y"]}.
ここで
 x'=t(x_{1}, \ldots,x_{p}) , \partial_{X}. =t(\partial_{x_{1}}, \ldots,\partial_
{x_{p}}) ,
 y"=t(y_{p+1}, \ldots,y_{p+q}) , \partial_{y"}=t(\partial_{y_{p+1}}, \ldots,
\partial_{y_{p+q}})
とかいた.
 \blacksquare \mathfrak{g}=\mathfrak{d}(p, q) の表現 上で定義した運動量写像  \mu に対し,  H_{X}  :=\langle\mu,X\rangle(X\in \mathfrak{g}) とおくとき,
 \{H_{X},H_{Y}\}=H_{[X,Y]}
が成り立つことに注意すれば,次の定理が成り立つ.
4定理2.2.  \pi(X)  :=i\langle\hat{\mu},X\rangle(X\in \mathfrak{g}) とおけば,写像  \pi :  \mathfrak{g}arrow pD(V) はリー環の準同型となる.
これを  \mathfrak{g} の基底  \{X_{i,ノ}^{\pm}.\} で述べると
 \pi(X)=\{\begin{array}{ll}
-x_{j}\partial_{x_{i}}+x_{i}\partial_{x_{j}}   if X=X_{i,j}^{+};
-y_{p+j}\partial_{y_{p+i}}+y_{p+i}\partial_{y_{p+j}}   if X=X_{p+i,p+j}^{+};
i(x_{i}y_{p+j}+\partial_{x_{i}}\partial_{y_{p+j}})   if X=X_{i}^{-}ノ
\end{array}
となる.
 \blacksquare 正準量子化その2 上と同一のラグランジュ部分空間 Vに対応する正準量子化として
 \hat{x}_{i}=x_{i}\#, \hat{y}_{i}^{\#}=-i\partial_{x_{i}}, (i=1, \ldots,p) ; (2.5) \hat{x}_{p+j}^{\#}=y_{p+j}, \hat{y}_{p+j}^{\#}=i\partial_{y_{p+j}} (j=1, 
\ldots,q)
とする.これらもすべて  pD(V) の元として実現されていることに注意.これに対応する量
子化された運動量写像  \hat{\mu}\# は
 \hat{\mu}^{\#}=i  \{\begin{array}{ll}
x^{\prime t}\partial_{x'}-\partial_{x'}^{t_{X'}}   x^{\prime t}\partial_{y"}+
\partial_{x'}ty"
y^{\prime t}\partial_{x},+\partial_{y"}^{t_{X}}   y^{\prime t}
\partial_{y^{l\ovalbox{\tt\small REJECT}}}-\partial_{y"}ty"
\end{array}\}
となる.定理2.2と同様,  \pi\#(X)=i\langle\hat{\mu}\#,X\rangle とおけば
 \pi^{\#}(X)=\{\begin{array}{ll}
-x_{j}\partial_{x_{i}}+x_{i}\partial_{x_{j}}   if X=X_{i,j}^{+};
-y_{p+j}\partial_{y_{p+i}}+y_{p+i}\partial_{y_{p+j}}   if X=X_{p+i,p+j}^{+};
-(x_{i}\partial_{y_{p+j}}+y_{p+j}\partial_{x_{i}})   if X=X_{i}^{-}ノ
\end{array} (2.6)
となり,これは [2] で与えられた  \mathfrak{g} の表現に一致する.
 \blacksquare いくつかの注意
注意2.3. (1)  \hat{x}_{p\ovalbox{\tt\small REJECT}}^{\#_{+}}. および  \hat{y}_{p+j}^{\#} は,次のように  \hat{x}_{p+j} および  \hat{y}_{p+j} に対応している :
 \hat{x}_{p+j}=-i\partial_{y_{p+j}} rightarrow \hat{x}_{p+j}^{\#}=y_{p+j}  (j=1, \ldots,q) . \hat{y}_{p+j}=y_{p+j} rightarrow \hat{y}_{p+j}^{\#}=i\partial_{y_{p+j}}
これは  y_{p+1},  y_{p+q} に関する部分的フーリエ変換 (partial Fourier trans orm) に他ならな
い.つまり,我々の表現  \pi は  \pi\# とこの部分的フーリエ変換により関係している.
(2) 対応  t(x',iy")rightarrowt(x',y") の下で  V を  R^{p+q} と同一視することにより,  G を  V に作用
させるとき,(2.6) で与えられる  \pi\# は,  C^{\infty}(V) 上の  G の正則表現の微分表現に一致する.
したがって,特に,  \pi|_{f}=\pi\#|_{\mathfrak{k}} であることから,  \pi|_{f} は  K の表現に持ち上がる.
53 好一対  (0(p,q),\mathfrak{s}I_{2}(R))
 \blacksquare 好一対  (0(p,q),\mathfrak{s}\mathfrak{l}_{2}(R)) これより以降,  \mathfrak{g} の表現としては  \pi のみを考え,また,記号を簡
単にするため,
 x=t(x_{1},x_{2}, \ldots,x_{p}) , y=t(y_{1},y_{2}, \ldots,y_{q})
とかくことにする.
さて,よく知られているように,  (o\omega,q),Sp(m,R) ) は  Sp(m(p+q),\mathbb{R}) において好一対を
なすが,  m=1 として好一対  (0(p,q),SL_{2}(R)) を得る.そこで,いささか天下りではあるが,
 H=-E_{x}- \frac{p}{2}+E_{y}+\frac{q}{2}, X^{+}=-\frac{1}{2}(\Delta_{X}+r_{y}
^{2}) , X^{-}=\frac{1}{2}(r_{x}^{2}+\Delta_{y})
とおく.ただし,
 E_{x}= \sum_{i=1}^{p}x_{i}\partial_{x_{i}}, r_{x}^{2}=\sum_{i=1}^{p}x_{i}^{2}, 
\Delta_{x}=\sum_{i=1}^{p}\partial_{x_{i}}^{2},
  E_{y}=\sum_{j=1}^{q}y_{j}\partial_{y_{j}}, r_{y}^{2}=\sum_{j=1}^{q}y_{j}^{2}, 
\triangle_{y}=\sum_{j=1}^{q}\partial_{y_{j}}^{2}.
このとき,簡単な計算により,次の命題が成り立つことを確かめることができる.
命題3.1.  \mathfrak{g}':=C‐span  \{H,X^{+},X^{-}\}\subset pD(V) とおけば,  \mathfrak{g}'\sim \mathfrak{s}\mathfrak{l}_{2} である.さらに  \mathfrak{g}'\subset p\mathcal{D}(V)^{\mathfrak{g}}
が成り立つ.ただし,  pD(V)^{\mathfrak{g}}:=\{D\in PD(V);D\pi(X)=\pi(X)D(X\in \mathfrak{g})\} とする.
 \blacksquare最高ウェイトベクトルと最低ウェイトベクトル  \mathfrak{g} の作用と可換な  \mathfrak{g}'\simeq \mathfrak{s}\mathfrak{l}_{2} の作用がわ
かったので,次に,  \mathfrak{g}' の作用に関する最高ウェイトベクトル (または最低ウェイトベクト
ル  ) , すなわち,ある複素数  \lambda に対して
 Hf=\lambda f かつ  X^{+}f=0 (または  X^{-}f=0) (3.1)
を満たす  V 上の関数を求めよう.
今,  R^{n} 上の斉次  d 次の調和多項式を  \mathcal{H}^{d}(R^{n}) とかくことにすると,これが  0(n) の既約
表現になっていることはよく知られている.さらに  V 上の多項式全体のなす空間  p(V) は
 P(V)\simeq C[x_{1}, . . .,x_{p}]\otimes C[y_{1}, . . . ,y_{q}]
  \simeq\bigoplus_{k=0}^{\infty}(C[r_{X}^{2}]\otimes\Re^{k}(R^{p}))
\otimes\bigoplus_{l=0}^{\infty}(C[r_{y}^{2}]\otimes H^{l}(R^{9}))
  \simeq\bigoplus_{k,l=0}^{\infty}\mathcal{H}^{k}(\mathbb{R}^{p})\otimes 
\mathcal{H}^{l}(R^{q})\otimes C[r_{x}^{2},r_{y}^{2}]
6であることに注意して,(3.1) を満たす最高ウェイトベクトル (または最低ウェイトベクト
ル  )  f を  P(V) の中で探してみるとうまくいかないことがわかる.そこで,今,  f が
 f(x,y)=h_{1}(x)h_{2}(y)\phi(r_{x}^{2},r_{y}^{2})
の形をしていると仮定する.ただし
 h_{1}\in \mathcal{H}^{k}(R^{p}), h_{2}\in \mathcal{H}^{l}(R^{q}), \phi(s,t)\in 
C[[s,t]]
とする.つまり,次の関数空間  \tilde{\mathcal{E}} の中で探すことにする :
  \tilde{\mathcal{E}}=\bigoplus_{k,l=0}^{\infty}\mathcal{H}^{k}(R^{p})\otimes 
\mathcal{H}^{l}(R^{q})\otimes C[[r_{x}^{2},r_{y}^{2}]].
このとき,微分方程式 (3.1) を解けば,次の命題を得る.
命題3.2.  h_{1}\in \mathcal{H}^{k}(R^{p}),  h_{2}\in H^{l}(R^{q}) が与えられたとき,  (K_{+} :=k+p/2, K- :=l+q/2) .
(1)  f=h_{1}(x)h_{2}(y)\phi(r_{x}^{2},r_{y}^{2}) が  Hf=\lambda f および  X^{+}f=0 を満たすならば,  f は
 f(x,y)=h_{1}(x)h_{2}(y)r_{y}^{2\mu_{-}}\psi_{K_{+}}
で与えられる.ただし  \mu_{-}=(\lambda+K_{+}-K-)/2\in \mathbb{N}.
(2)  f=h_{1}(x)h_{2}(y)\phi(r_{x}^{2},r_{y}^{2}) が  Hf=\lambda f および  X^{-}f=0 を満たすならば,  f は
 f(x,y)=h_{1}(x)h_{2}(y)r_{x}^{2\mu_{+}}\psi_{K-}
で与えられる.ただし  \mu_{+}=-(\lambda+K_{+}-K-)/2\in N.
ここで   \psi_{\alpha}=\sum_{n=0}^{\infty}\frac{(-1)^{n}}{n!(\alpha)_{n}}(\frac{r_{x}
^{2}r_{y}^{2}}{4})^{n} とおいた.










7という関係が成り立つ.よく知られているように,  J_{v} はべッセルの微分方程式
  \frac{d^{2}J_{v}}{dt^{2}}+\frac{1}{t}\frac{dJ_{v}}{dt}+(1-\frac{v^{2}}{t^{2}})
J_{v}=0




(2) 補題2.3に述べたように,二つの表現  \pi と  \pi\# の間には
 \pi \pi\#
 -i\partial_{y_{j}} rightarrow y_{j} (j=1, \ldots,q)
 y_{j} rightarrow i\partial_{y_{j}}





に対応する.したがって,(3.1) を満たす最高ウェイトベクトル  f は,微分方程式
口  P,q\tilde{f}=0
の斉次解  \tilde{f} に対応する.
命題3.2から,  \tilde{\mathcal{E}} の元である最高ウェイトベクトル (または最低ウェイトベクトル)  f は,
その  K タイプが決まれば,  r_{y}^{2} (または  r_{x}^{2} ) の幕とベッセル関数の次数は一意的に定まること
がわかる.
 \blacksquare \mathfrak{g}'=\mathfrak{s}\mathfrak{l}_{2} と  \mathfrak{p} の  \varepsilon への作用 本節の最後に,  \mathfrak{g}'=\mathfrak{s}I_{2} と,  X\in p に対して  \pi(X) の  \mathcal{E} への作
用を掲げておこう.
 \rho_{x}=r_{x}^{2}/2,\rho_{y}=r_{y}^{2}/2 とおけば表示が簡単になるので,以下,そうする.また,これまで
の議論から,我々の関数は,とりあえず,以下の (3.3) で与えられる関数空間  \mathcal{E}\subset\tilde{\mathcal{E}} に棲ん
でいるものとする :
 \mathcal{E}  :=\mathbb{C}‐span  \{h_{1}(x)h_{2}(y)\rho_{X}^{a}\rho_{y}^{b}\psi_{\alpha} ; a,
b\in\ovalbox{\tt\small REJECT},\alpha\in \mathbb{C}\backslash (-\mathbb{N})h_{1}
\in \mathcal{H}^{k}(\mathbb{R}^{p}),h_{2}\in \mathcal{H}(\mathbb{R}^{q}), \} . (3.3)









が成り立つ.したがって,  \mathfrak{s}I_{2} の作用は  \mathcal{E} の各元の  K タイプを保つ.
さらに,  R^{n} 上の次数  d の斉次多項式関数  P に対し
  p\dagger:=P-\frac{r^{2}}{4(d+n/2-2)}\Delta P
とかくことにする (ただし,   \Delta=\sum_{j=1}^{n}\partial_{x_{i}}^{2} ). このとき,  \triangle^{2}P=0 ならば  \Delta P^{\dagger}=0 , つまり,
 pT\in \mathcal{H}^{d}(R^{n}) となることに注意.


















 \blacksquare \mathfrak{s}I_{2} の有限次元表現に付随する  (\mathfrak{g}, K) 加群  \mathfrak{s}I_{2} の表現論により,非負整数  m\in N に対し,
 Hf=\lambda f,X^{+}f=0,  (X^{\mp})^{m+1}f=0 ならば  \lambda=\pm m であることから,以下のような対象を導
入する.
定義4.1 (cf. [51). 与えられた非負整数  m\in N に対し,
 M^{+}(m):=\{f\in \mathcal{E};Hf=mf,X^{+}f=0(X^{-})^{j}f\neq 0(1\leq j\leq m), 
(X^{-})^{m+1}f=0\}
 M^{-}(m):=\{f\in \mathcal{E};Hf=-mf(X^{+})^{j}f\neq 0'(1\leq j\leq m)X^{-}f=0, 
(X^{+})^{m+1}f=0\}
9と定義する.
定義により  M^{+}(0)=M^{-}(0) であるが,さらに  M^{+}(m) と  M^{-}(m) について次が成り立つ.
命題4.2.  M^{+}(m) と  M^{-}(m) は互いに同型な  (\mathfrak{g},K) 加群である.
実際,  (X^{+})^{m}(X^{-})^{m}v=(m!)^{2}v(v\in M^{+}(m)) であるから,
 (X^{-})^{m}:M^{+}(m)arrow^{\sim}M^{-}(m) .
が同型を与える.
 \blacksquare K タイプ公式 次に本研究の主結果を述べる.
定理4.3. 正整数  p と  q のパリティが同一 (すなわち  p+q\in 2N ) とし,非負整数  m\in N が
 m+3\leq(p+q)/2 を満たすと仮定する.このとき,次が成り立つ.
(1)  M^{\pm}(m) の  K タイプ公式は
 M^{\pm}(m)|_{K_{k-l+\frac{\bigoplus_{l\geq p-q}}{2}\in A_{m}}^{\sim}}
\mathcal{H}^{k}(R^{p})\otimes \mathcal{H}^{l}(\mathbb{R}^{q})k,0 ’
で与えられる.ただし  A_{m}=  \{-m, -m+2, -m+4, . . . ,m-2,m\} とする.
(2) さらに  p,q\geq 2 ならば,  M^{\pm}(m) は既約である.
命題3.2より,  m\in N に対し,  f=h_{1}h_{2\rho_{y}^{\mu_{-\psi_{k+p/2}}}}\in M^{+}(m) (または   f=h_{1}h_{2\rho_{x}^{\mu_{+}}\psi_{l+q/2}}\in
 M^{-}(m)) ならば
  \pm m=-k+l-\frac{p-q}{2}\pm 2\mu_{\mp}\in Z
なので,  f\neq 0 ならば  (p+q)/2\in Z でなければならないことに注意する.
また,定理より,  M^{+}(0)=M^{-}(0) は  0(p,q) の極小表現に対応することがわかる (cf. [1 , 4,
3]  ) .
証明には次の補題を用いる.
補題4.4.  h_{1}=h_{1}(x)\in \mathcal{H}^{k}(R^{p}) および  h_{2}=h_{2}(y)\in H^{l}(R^{q})(K_{+}=k+p/2, K-=l+q/2) と
する.
(1)  f=h_{1}h_{2}\rho_{y}^{\mu-}\psi_{K_{+}} が最高ウェイトベクト)  \ovalbox{\tt\small REJECT}で,ウェイトが  \lambda=-K_{+}+K-+2\mu_{-} ならば
 ( X^{-})^{v}f=h_{1}h_{2}\sum_{i=0}^{v}  (\begin{array}{l}
\nu
 i
\end{array})   \frac{(-\lambda+\nu-1)_{i}^{-}(\mu_{-})_{v-i}^{-}(K_{-}+\mu_{-}-1)_{v-i}^{-}}{
(K_{+})_{i}}\rho_{X}^{i}\rho_{y^{--v+i}}^{\mu}\psi_{K_{+}+i}.
(2)  f=h_{1}h_{2}\rho_{x}^{\mu_{+}}\psi_{K-} が最低ウェイトベクト)  \ovalbox{\tt\small REJECT}で,ウェイトが  \lambda=-K_{+}+K_{-}-2\mu_{+} ならば
 ( X^{+})^{v}f=(-1)^{v}h_{1}h_{2}\sum_{i=0}^{v}  (\begin{array}{l}
\nu
 i
\end{array})   \frac{(\lambda+\nu-1)_{i}^{-}(\mu_{+})_{v-i}^{-}(K_{+}+\mu_{+}-1)_{v-i}^{-}}
{(K-)_{i}}\rho_{x}^{\mu_{+}-v+i}\rho_{y}^{i}\psi_{K-+i}.
10




証明は,命題3.4を  a=0 または  b=0 の場合に適用して  v に関する帰納法を用いる.
定理の証明 (概略) (1)  M^{+}(m) について示す.  M^{-}(m) についても全く同様である.補題よ
り  f=h_{1}h_{2\rho_{y^{-}}^{\mu}\psi_{K_{+}}}\in M^{+}(m)  (K_{+}=k+p/2, K-=l+q/2) に対し,
 ( X^{-})^{m+1}f=h_{1}h_{2}\sum_{i=0}^{m+1}  (\begin{array}{ll}
m   +1
   i




したがって,  (X^{-})^{m+1}f=0 のとき
 \mu_{-}=0,1 , . . . ,  m , or
 \mu_{-}=-K_{-}+1, -K_{-}+2, -K_{-}+m+1
となるが,  p,q,m に関する仮定から後者は除外される.したがって  m=-K_{+}+K_{-}+2\mu_{-} より
 K_{+}-K-=-m+2\mu_{-}=-m, -m+2, m
を得る.









となるが,(4.1) の右辺の各項の係数を調べると,任意に  K タイプを決めたとき,そこから
それに隣合うすべての  K タイプに移れることがわかる (図1を参照)  \square 
 \blacksquareGelfand‐Kirillov 次元と Bernstein 次数 有限生成  U(\mathfrak{g}) 加群  M に対し,その Gelfand‐Kirillov
次元,Bernstein 次数をそれぞれ  DimM, Deg  M と記すことにする.
系4.5.  p,q\geq 3,  p+q\in 2\mathbb{N},  m+3\leq(p+q)/2 ならば
 DimM^{\pm}(m)=p+q-3,
Deg  M^{\pm}(m)= \frac{4(m+1)(p+q-4)!}{(p-2)!(q-2)!}
である.
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白丸  (\circ) , 黒丸  (\cdot) ともに  K タイプを表す.白黒の別は,単に,内部にあるか境界上にあるかを区別し




Deg  M^{\pm}(m)=(m+1) Deg  M^{\pm}(0)
となる.
証明  p\geq q と仮定してもよい.まず
 \dim \mathcal{H}^{d}(\mathbb{R}^{n})=(\begin{array}{ll}
d+n   -1
-n1   
\end{array}) -(\begin{array}{ll}
d+n   -3
-n1   
\end{array})
であることを思い出そう.
いま,  M_{0} を
  M_{0}:=\bigoplus_{(K_{+},K-)\in\Sigma ,K_{+}+K-\leq c^{m}}H^{k}(R^{p})\otimes 
\mathcal{H}^{l}(R^{q})\rho_{y^{-}}^{\mu}\psi_{\kappa_{+}} (4.2)
と選ぶ.ただし,  c= \max\{m+p,m+q\} であり,  \mu_{-} は  \mu_{-}=(K_{+}-K_{-}+m)/2 により決まる.
12
次に,いつものように  M_{n}  :=U_{n}(\mathfrak{g})M_{0}(M_{-1} :=0) とおけば,
  \dim(M_{n}/M_{n-1})=\sum_{j=0}^{m}\dim (  \mathcal{H}^{n+j}(R^{p})\otimes \mathcal{H}^{n+m-j+\frac{p-q}{2}} (R q ))
 = \frac{4(m+1)}{(p-2)!(q-2)!}n^{p+q-4}+ (lower order terms in n)
 = \frac{4(m+1)(p+q-4)!}{(p-2)!(q-2)!}\frac{n^{p+q-4}}{(p+q-4)!}+








本研究は科研費 (課題番号23540203, 26400014) の助成を受けて行われました.
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