We document a strong cross-sectional positive relation between corporate bond yield spreads and bond return volatilities. A ten percentage point increase in return volatility is associated with a two percentage point increase in yield spread. As both yield spreads and bond return volatilities tend to be higher for lower credit quality and more illiquid bonds, the yield spread-return volatility relation is potentially attributable to both credit and illiquidity. To quantify the relative contributions of these two sources, we decompose the coefficient from the yield spread-return volatility regression into a component related to credit, a component related to illiquidity, and a residual component. Collectively, the credit and illiquidity components can explain approximately two-thirds of the yield spread-return volatility relation with credit and illiquidity contributing in a 1.76:1 ratio. Ratings are the most important credit risk proxy while many illiquidity proxies, including autocovariances of log returns and implied roundtrip costs, all contribute to the yield spread-return volatility relation. The creditto-illiquidity contribution ratio is smaller during the subprime crisis, suggesting that heightened illiquidity during the crisis changes the dynamics of the yield spread-return volatility relation. We also find the ratio to be higher for the speculative-grade subsample, consistent with credit risk being relatively more important for understanding the price dynamics of speculative-grade bonds.
Introduction
From both a theoretical and empirical perspective, the relation between equity returns and volatility has been extensively studied. As early as Markowitz (1952) , standard asset pricing theory has assumed that investors face a trade-off between expected returns and variances in their portfolios. Later work (Campbell (1993) and Campbell (1996) ) shows that in a multiperiod setting, investors should hedge against increasing market volatility, as high aggregate volatility states coincide with a decline in investment opportunities. At the firm-level, Merton (1987) predicts higher expected returns for firms with greater idiosyncratic volatility due to imperfect diversification. In the equity market, the empirical evidence is mixed. Ang, Hodrick, Xing, and Zhang (2006) find a negative price of risk for aggregate volatility, but also find that high idiosyncratic volatility stocks have lower returns.
In this paper, our primary focus is on the relation between corporate bond prices and bond-level return volatilities, 1 a topic that has received significantly less attention in the literature. Bao and Pan (2013) find that high empirical bond volatility is associated with both poorer credit quality and lower liquidity. We document that bond return volatility on its own can explain 37.0% of the cross-sectional variation in observed yield spreads.
Furthermore, a one standard deviation increase in bond return volatility is associated with an increase in yield spreads of 1.46%. 2 In comparison, the average A yield spread in our sample is 1.40% as compared to the average Baa yield spread of 2.05%.
The strong cross-sectional relation between yield spreads and bond return volatilities can be understood through the lens of both credit risk and the illiquidity of corporate bonds. A simple Merton (1974) model predicts that firms with greater return volatility will have higher credit spreads. Empirical results such as Chen, Lesmond, and Wei (2007) and Bao, Pan, and Wang (2011) suggest that corporate bond illiquidity is priced. Dick-Nielsen, Feldhutter, and Lando (2012) find that the volatility of illiquidity is also priced. To the extent that highly illiquid bonds also have more time-varying illiquidity, this also predicts that yield spreads and bond return volatility should be positively related.
To quantify the relative contributions of credit risk and illiquidity in explaining the yield spread-return volatility relation, we turn to the decomposition methodology of Hou and Loh (2013) . The methodology allows for a multistage analysis where the coefficient on the yield spread-return volatility regression is decomposed into parts explained by a series of candidate variables proxying for credit risk and illiquidity. As proxies for illiquidity, we consider the γ measure from Bao, Pan, and Wang (2011) , the Amihud (2002) measure, the implied-round trip cost (IRC) measure from Feldhutter (2012) , the volatilities of the Amihud and IRC measures, and zero trading days. For credit proxies, we consider Moody's ratings, leverage, interest coverage ratio, free cash flow-to-debt, and EBITDA-to-sales. We find that the credit proxies together can explain 42.29% of the relation between yield spreads and volatility, but the illiquidity proxies are also important, explaining 23.99%. The ratio of these two fractions is 1.76:1.
Next, we consider equity volatility as an alternative measure of return volatility. We first confirm the positive relation between yield spreads and equity volatility that has been documented in the prior literature. 3 We then decompose the relation between yield spreads and equity volatility into credit quality and bond illiquidity components, finding that credit quality has nearly four times the explanatory power of bond illiquidity. Unlike bond volatility, equity volatility is only indirectly related to bond illiquidity, explaining the relatively small marginal contribution of bond illiquidity.
We also consider the price-return volatility relation in a number of sample cuts. We find that during the subprime crisis, the relative explanatory power of illiquidity in the yield spread-return volatility relation increases. In particular, the ratio of credit-to-illiquidity in explaining the yield spread-return volatility relation drops to 1.43 as compared to 1.86 precrisis. This is consistent with the literature on bond illiquidity, which suggests that illiquidity was a main driver of yield spreads in the crisis. 4 Turning to maturity, we find that the relative contribution of illiquidity to explaining the yield spread-volatility relation is stronger for shorter maturity bonds. Finally, we find that fundamental credit quality is more important in explaining speculative-grade bonds than investment-grade bonds. This result is consistent with the Huang and Huang (2012) conclusion that credit fundamentals can explain a greater proportion of speculative-grade yield spreads.
Our paper is most closely related to the literature on the price-risk trade-off in the corporate bond market. Collin-Dufresne, Goldstein, and Martin (2001) find that time series changes in yield spreads are difficult to explain with fundamentals, finding R 2 values in the range of 20%. Studies of yield spreads in the cross-section have found significantly more positive results, with larger explanatory power by variables such as equity volatility, optionimplied volatility, and illiquidity proxies. 5 The R 2 values found in these studies are typically in the range of 50%, suggesting that while a significant proportion of cross-sectional variation can be explained, there is still significant residual variation that remains for the literature to understand.
Huang and Huang (2012) document that in explaining the credit spread puzzle, researchers have largely turned to explaining spreads either through a new credit risk mechanism or through illiquidity. However, the literature has largely ignored quantifying the relative contributions of credit quality and illiquidity in explaining spreads. 6 One notable exception is He and Milbradt (2013) , who use a structural model and calibrations to quantify credit and illiquidity components. Our study instead documents a variable, bond return volatility, that has significant explanatory power for the cross-section of yield spreads and 4 For example, see Bao, Pan, and Wang (2011 ), Dick-Nielsen, Feldhutter, and Lando (2012 ), and Friewald, Jankowitsch, and Subrahmanyam (2012 .
5 See Campbell and Taksler (2003) , Bao (2009), Ericsson, Jacobs, and Oviedo (2009) , and Zhang, Zhou, and Zhu (2009) among others.
6 Papers on bond illiquidity typically document that illiquidity variables have a marginal contribution even after controlling for credit quality, but typically make little attempt to quantify the relative contributions to explaining the variation in yield spreads. Papers that look to match credit spreads through new credit risk mechanisms often focus on the level of the Baa-Aaa spread.
quantifies the relative contributions of credit and illiquidity in a purely reduced form framework.
The rest of the paper is organized as follows. In Section 2, we describe our data and methodology. Section 3 documents the relation between yield spreads and bond return volatility. Section 4 decomposes the yield spread-bond return volatility relation into credit and illiquidity components. In Section 5, we consider a number of sample cuts and Section 6 concludes.
Data and Decomposition Methodology 2.1 Data sources
The primary data source for our study is bond pricing data from FINRA's TRACE (Transaction Reporting and Compliance Engine). FINRA, a self-regulatory organization, is responsible for the collection and reporting of over-the-counter corporate bond trades. Previously, FINRA disseminated data in phases, starting on July 1, 2002 with Phase I requiring dissemination of investment-grade securities of $1 billion in face value or greater. Over the course of Phase II and Phase III implementation, reporting was expanded to cover approximately 99% of all public transactions.
Recently, FINRA publicly released an enhanced version of TRACE with a somewhat larger cross-section. Furthermore, the enhanced version of TRACE no longer top-codes the par value traded at $1 million for speculative-grade bonds and $5 million for investment-grade bonds. However, this data is reported with an 18 month lag. Thus, we use the enhanced version of TRACE to June 2011 and standard TRACE from July 2011 to December 2012.
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We obtain bond characteristics and ratings from Mergent FISD. Industry classifications and equity volatility are determined from CRSP. We use Compustat to calculate a number 7 Our analysis is largely cross-sectional as variables are cross-sectionally de-meaned. Hence, the effect of using top-coded data for a subsample should have little effect on our results. of accounting ratios. All Compustat-related variables are lagged three months to account for reporting delays in SEC filings. Finally, we use the Constant Maturity Treasury (CMT) series from the U.S. Treasury to determine Treasury yields.
Sample description
Our initial sample is all corporate bonds that are traded in TRACE, but we impose a number of standard corrections and filters. We keep bonds with at least half a year to maturity and standard coupon intervals (including zero coupon bonds). Bonds issued by financial firms, defined as having a SIC code starting with 6, are dropped as the pricing of such bonds may be different than industrials, particularly in how prices are related to leverage. Bonds with conversion, put, or fixed-price call options are dropped.
8 Bonds without equity information are also dropped as we use CRSP information to determine industry classification. Finally, bonds without a rating are also dropped. We retain bonds with only make whole call options as Powers and Tsyplakov (2008) find that these options have little effect on the yield of a bond.
9 Yield spreads are calculated using the yield based on the last trade in a month minus a comparable Treasury yield interpolated from the Constant Maturity Treasury series. Results using yields obtained from value-weighted bond prices are not materially different.
10 Using value-weighted prices to calculate returns is important as using month-end prices to calculate volatilities would lead to a mechanical relation between volatility and bid-ask spreads.
0.0151, respectively, and the average IRC and IRC vol are 0.0026 and 0.0027, respectively.
We follow Bao, Pan, and Wang (2011) and define γ as the negative covariance between the price changes in two consecutive periods. The mean and median of γ are 1.76 and 0.48, respectively.
In Table 2 , we report summary statistics for the firms corresponding to our corporate bond sample. There are 833 unique firms in our sample. The average of book leverage (Leverage), which defined as total liabilities divided by total assets, is 0.71, a number equal to the median of this variable. As a measure of operational efficiency, we use EBITDA/Sales, defined using Compustat data as OIADP/AT. It has a mean of 0.21. Interest coverage is defined as (OIADP+ XINT)/XINT following Blume, Lim, and MacKinlay (1998) and has a mean of 6.61. On average, the free cash flow to debt (FCF/Debt) and volatility of equity returns (Equity vol ) are 0.10 and 28.88%, respectively.
Decomposition methodology
We use the methodology developed in Hou and Loh (2013) to first quantify the relation between bond yield spread and bond return volatility and then to explain this relation through credit quality and illiquidity variables. In particular, we first estimate panel regressions of bond yield spread on bond return volatility:
We use cross-sectionally demeaned variables indicated by the superscript dm to examine the cross-sectional relation between bond yield spread and bond return volatility. Yield spread
denotes the yield spread of bond and Bond vol dm i,t is bond return volatility. ρ dm measures the cross-sectional relation between bond yield spread and bond return volatility. In our baseline regressions, the estimated ρ dm is 0.205 with a t-value of 10.35 (see Table 3 ). This positive relation between bond yield spread and bond return volatility is robust when we control for a number of illiquidity and credit risk measures. 
This regression allows us to assess the cross-sectional relation between bond return volatility and the candidate variable using the demeaned variables. Finally, we use the linearity of covariance to decompose ρ dm estimated from Equation (1) into two components given by:
where ρ C,dm divided by ρ dm measures the fraction of the relation between bond yield spread and bond return volatility explained by the candidate variable, and ρ R,dm divided by ρ dm measures the fraction of the relation unexplained by the candidate variable. We determine the statistical significance by using the Moving Blocks Bootstrap (MBB) method based on 11 A high correlation with bond return volatility does not guarantee that the candidate variable can explain a large fraction of the yield spread-return volatility relation because the part of bond return volatility that is related to the candidate variable may not be the part that is responsible for the relation between yield spread and bond volatility. See Hou and Loh (2013) for more detailed discussion.
Goncalves (2011).
12 In each iteration of the bootstrap, we randomly pick with replacement blocks of consecutive cross sections from the actual sample to form a new sample. We then estimate panel regressions using this new sample and calculate the p-value and 5th and 95th percentiles of the bootstrap estimates. We resample the entire cross-sections to deal with the correlation of observations across firms and use blocks of consecutive cross-sections to preserve the serial dependence of the data. We set the length of blocks to be 6 months and use 12-and 24-month blocks to check the robustness of the results. We conduct 1000 bootstrap iterations, and the p-value is defined as the fraction of bootstrap estimates that are less (greater) than zero if the point estimate is greater (less) than zero.
3 The Relation Between Bond Yield Spread and Bond
Return Volatility
In this section, we document the relation between yield spread and bond return volatility. Specifically, we estimate a regression of bond yield spread on bond return volatility (Bond vol ). We then control for a number of illiquidity and credit risk measures in the regressions. The illiquidity measures include Amihud, Amihud vol, IRC, IRC vol, γ, and
Bond zero, and the credit risk measures include Moody rating, Leverage, Interest coverage, FCF/Debt, and EBITDA/Sales.
In Table 3 , we present the estimation results of regressions of bond yield spread on Bond vol and illiquidity and credit risk measures using 82,272 bond-month observations.
13
The relation between bond yield spread and Bond vol is positive and both statistically and economically significant. The estimated coefficient on Bond vol is 0.205, and the t-value is 10.35. A one standard deviation increase in Bond vol is associated with an increase of 1.46%
12 See Appendix A for a more detailed discussion. 13 The number of observations is 82,272 for every regression in 
Decomposition of the Relation Between Bond Yield Spread and Bond Return Volatility
Bond return volatility is a consequence of both the credit risk of the underlying bond issuer and of the illiquidity of the underlying bond. Bonds with high credit risk have greater exposure to shocks in underlying firm value, 15 leading to larger return volatility. Greater illiquidity is also associated with greater return volatility as shown in Bao and Pan (2013) .
In this section, we apply the methodology described in Section 2.3 to decompose the yield spread-bond return volatility relation into credit risk and illiquidity components. Importantly, the methodology not only shows that both credit risk and illiquidity are important determinants of this relation but also allows us to quantify their relative contributions. In Stage 3, we estimate a cross-sectional regression of Bond vol on contemporaneous γ. The estimated coefficient of γ is 0.0054 with a p-value of 0.000 and the 5th and 95th percentile of 0.004 and 0.012, respectively. The adjusted R 2 is 11.98% with the 5th and 95th percentiles of 9.25% and 16.62%, respectively. These results demonstrate that γ is positively significantly related to Bond vol and can explain 11.98% of the variation in Bond vol.
Illiquidity Measures
In Stage Amihud, Amihud vol, and IRC vol are 1.24%, 6.60%, and 1.72%, respectively. These fractions are small relative to that explained by γ. The variable that explains the least fraction is Bond zero, which explains 0.40%. In addition, the total contribution of the six illiquidity measures is 39.23%, leaving 60.77% of the yield spread-return volatility relation unexplained by these six illiquidity measures. These results show that the illiquidity measures can explain a substantial fraction of yield spread-return volatility relation. To directly compare between all illiquidity measures and credit risk measures, we conduct decomposition that uses both illiquidity and credit risk measures and report the results in The directly comparison allows us to quantify the relative contribution of illiquidity and credit risk in explaining the yield spread-return volatility relation. The total fraction explained by all illiquidity measures is 23.99%, and the total fraction explained by all credit risk measures is 42.29%. These results suggests that both credit risk and illiquidity variables are important and that credit risk measures are relatively more important than illiquidity measures: credit risk and illiquidity measures contribute to the relation in a 1.76:1 ratio.
Credit Risk Measures
In total, the six illiquidity and five credit risk measures contribute 66.27% of the yield spread-return volatility relation, leaving 33.73% of the relation unexplained. Credit risk and illiquidity measures together can explain a substantial fraction of the relation between bond yield spread and bond return volatility.
Additional Tests
In this section, we further examine the yield spread-volatility relation. First, we use an alternative volatility measure -equity volatility -to examine the relative contributions of illiquidity and credit risk measures in explaining the yield spread-equity return volatility relation. Second, we separate the whole sample into three periods: precrisis, crisis, and postcrisis periods. Third, we classify the bonds into short-, medium-, and long-term maturity.
Finally, we separately examine investment-and speculative-grade bonds.
Alternative Volatility Measure: Equity Volatility
Previous literature, starting with Campbell and Taksler (2003), has found a significant relation between equity volatility and credit spreads. From the perspective that equity volatility is a market-based measure that incorporates both a firm's leverage and its underlying asset volatility, this relation reflects the fact that equity volatility is a good summary statistic of a firm's credit quality. This credit spread-equity volatility relation has been shown to be robust for corporate bonds by Cremers, Driessen, Maenhout, and Weinbaum (2008) (2011)) have used equity volatility as a credit control and have found a significant positive relation between yield spreads and equity volatility.
Here, we consider equity volatility as an alternative measure of return volatility both because it has been shown to be an important determinant of yield spreads and because it provides a simple sanity check of our decomposition. Unlike bond return volatility, there is no direct relation between equity return volatility and illiquidity. Indirectly, the two variables may be related because firms with poorer credit quality tend to have higher equity volatility and their bonds tend to be less liquid. Thus, we would expect the vast majority of the yield spread-equity volatility relation to be explained by credit variables rather than illiquidity proxies.
In Table 7 , we report the results of the decomposition of the yield spread-equity volatility relation. Consistent with the previous literature, we find a positive and significant relation between yield spreads and equity volatility. Over 30% of the cross-sectional variation in yield spreads can be explained by equity volatility alone. Stage 3 of the decomposition shows that equity volatility is significantly related to most of the candidate variables, including a positive relation with proxies for illiquidity. However, the most economically significant variable is
Moody rating as a one notch decrease in credit quality (an increase in our variable of 1 as better ratings are coded as lower numbers) is associated with an increase in equity volatility of 2.87 percentage points.
Finally, in Stage 4, we attribute the yield spread-equity volatility relation to our series of credit quality and illiquidity variables, finding that Moody rating alone explains 59.29% of the yield spread-equity volatility relation. In contrast, our six illiquidity proxies together explain only 14.61% of the yield spread-equity volatility relation, with IRC being the most significant contributor at 9.09%. In contrast to the yield spread-bond return volatility relation where the relative credit-to-illiquidity contribution ratio is less than 2:1, the ratio here is close to 4:1, reflecting the fact that equity volatility is a direct measure of credit quality, but not illiquidity.
Subprime Crisis
From Bao, Pan, and Wang (2011), Dick-Nielsen, Feldhutter, and Lando (2012) , and Friewald, Jankowitsch, and Subrahmanyam (2012), it is well-known that corporate bond market liquidity deteriorated and yield spreads spiked during the Subprime mortgage crisis. Furthermore, these papers attribute much of the spike in yield spreads to the contemporaneous spike in illiquidity rather than a deterioration in credit quality. Thus, it is potentially possible that the proportion of the yield spread-bond return volatility that can be explained by illiquidity variables changes around the subprime crisis. To address this possibility, we split our sample into three periods, following the time splits in Dick-Nielsen, Feldhutter, and Lando (2012) . respectively. However, there are some minor differences: IRC vol has explanatory power of 2.00% and 3.40% during crisis and postcrisis periods, respectively, while it has negative explanatory power of -0.17% during precrisis period. In addition, Leverage and FCF/Debt have almost no explanatory power during crisis and postcrisis periods. We find a fairly high total contribution from illiquidity and credit regardless of period -the explanatory power is 70.74%, 62.44%, and 69.84% during precrisis, crisis, and postcrisis periods, respectively.
However, we find some differences in the relative contributions of credit and illiquidity.
During the financial crisis, the ratio of credit-to-illiquidity in explaining the yield spreadreturn volatility relation is 1.43 as compared to 1.86 and 1.66 for the pre-and post-crisis periods, respectively. Our results are consistent with the crisis largely affecting illiquidity in the corporate bond market and thus affecting the relative contribution of illiquidity to the yield spread-return volatility relation.
Time-to-Maturity
Dick-Nielsen, Feldhutter, and Lando (2012) find that the liquidity component -the difference in bond yields between a bond with average liquidity and a very liquid bond -increases with the maturity. Thus, we classify the bonds into short-(less than 2 years), medium-(2-5 years), and long-term maturity (5-30 years) and use the value-weighted bond volatility to examine the relative contributions of illiquidity and credit risk in explaining the yield spread-return volatility relation. Amihud vol, IRC, and Leverage explain 8.06%, 7.95%, and 3.13%, respectively. When we turn to medium-and long-term maturities, the order of the importance of candidate variables in explaining the yield spread-return volatility relation does not change.
The relative contribution of illiquidity and credit risk measures, however, differ between different maturities. The total contribution of all illiquidity measures is 20.07% and 15.68%
for medium and long-term maturity bonds, respectively, while it is 33.1% for short-term maturity bonds. The total contribution of all credit risk measures is 46.19% and 50.56%
for medium and long-term maturity bonds, respectively, while it is 29.57% for short-term maturity bonds. This means that credit risk and illiquidity contribute to the yield spreadreturn volatility relation in ratios of 2.30 and 3.22 for medium and long-term maturity bonds and in a ratio of 0.89 for short-term maturity bonds.
19 Illiquidity is relatively more important for short-term maturity bonds than for other maturities in explaining the yield spread-return volatility.
Investment Grade Bonds
As noted by Huang and Huang (2012), a larger proportion of yield spreads is due to fundamental credit risk for bonds with poorer ratings. As a further test, we classify the bonds into investment-and speculative-grade bonds based on Moody's ratings. Bonds with a rating of at least Baa3 are classified as investment-grade bonds, while the bonds with ratings lower than Baa3 are classified as speculative-grade bonds. We use value-weighted bond volatility to examine the relative contributions of illiquidity and credit risk measures in explaining the yield spread-return volatility relation for bonds with different credit qualities. for speculative bonds versus 18.81% for investment-grade bonds. In addition, the total contribution of illiquidity and credit risk measures is around 49.9% for investment-grade bonds while it is 66.08% for speculative bonds. The decrease in the total contribution of these candidates for investment-grade bonds is mainly due to by the decrease in the marginal contribution of Moody rating (18.81% for investment-grade bonds versus 37.12% for speculative bonds).
In sum, our sample cuts confirm the results that illiquidity and credit risk measures explain a large fraction of the yield spread-return volatility relation in the corporate bond market. In particular, Moody rating and γ dominate other variables in their explanatory power. Meanwhile, we also find some interesting results when we classify the bonds according to maturity and rating or when we divide our sample into subperiods around the subprime crisis.
Conclusion
We document a strong positive relation between corporate bond yield spreads and corporate bond return volatility in the cross section. In particular, a one standard deviation increase in bond return volatility is associated with a 1.46 percentage point increase in the yield spread.
Our results highlight a negative relation between risk (as measured by volatilities) and prices, in contrast to the equity literature where an anomalously positive relation between prices and volatilities has been extensively documented.
As the yield spread-return volatility relation can be due to either credit risk or illiquidity, we use a methodology developed by Hou and Loh (2013) to decompose the magnitude of this relation. Using six proxies for illiquidity, including those advocated in the recent bond illiquidity literature, and five credit risk proxies, we find that our proxies can explain approximately two-thirds of the yield spread-return volatility relation. Importantly, this methodology also allows us to quantify the relative contributions of credit and illiquidity to the magnitude of the yield spread-return volatility relation at 1.76:1.
We also perform a series of additional tests on subsamples to test the strength of the price-volatility relation for different periods of time and types of bonds. We find that the relative contribution of illiquidity increases during the subprime mortgage crisis, consistent with the bond illiquidity literature which has argued that much of the increase in yield spreads during that period of time was due to deterioration in liquidity rather than the deterioration of credit quality. 
Appendix A Bootstrapping
Goncalves (2011) provides a bootstrap method -the panel moving blocks bootstrap (MBB) -for panel data linear regression models with individual fixed effects. This resampling method is robust to time-serial and cross-sectional dependence. In the following, we describe the application of panel MBB to our decomposition analysis. We consider the following panel linear regression model (i =, 1, 2..., n; t = 1, 2, ...T )
where y it , α i , and ε it are scalars, and x it and β are p × 1 vectors.
(1) For any t, let Z t,n = z 1t , ..., z nt , denote n (p + 1) × 1 vector containing n cross sectional observations on z it , where ε it = y it ,x it is a 1 × (p + 1) vector.
(2) Let l denote the length of blocks and B t,l = {Z t,n , ..., Z t+l−1,n } be the block of consecutive observations starting at observation t.
(3) Resampling k = T l blocks randomly with replacement from the set of T − l + 1 overlapping blocks {B 1,l , , B T −l+1,l }.
(4) Let I 1, ..., I k, be i.i.d. random variables uniformly distributed on {0, ..., T − l}, the pseudo-data Z * t,n , t = 1, ..., T is the result of arranging the elements of the k resampled blocks B I 1 +1,l , , B I k +1,l in a sequence.
(5) Using Z * t,n , t = 1, ..., T to estimate the regression (1) and then calculating estimator
We set the length of blocks, l, to be 6-month, and use the alternatives of 12 and 24 months for robustness checks. We use 1000 bootstrap iterations. In each iteration, we randomly pick with replacement several blocks of consecutive cross sections from actual sample to form a new sample. We then estimate panel regressions using this new sample and estimate the pvalue and 5th and 95th percentiles of the bootstrap estimates. We resample the whole cross sections to deal with the cross-firm correlation of coefficients. We use blocks of consecutive cross-sections to preserve the serial dependence of the data. The p-value is defined as the fraction of bootstrap estimates that are less (greater) than zero if the point estimate is greater (less) than zero.
B Decomposition Using Fama-MacBeth Regressions
To check the robustness of our decomposition method based on panel regressions, we use cross-sectional Fama-MacBeth regression to decompose the relation between bond yield spread and bond volatility. The decomposition using only one candidate variable is as follows. For each month t, we regress the cross section of bond yield spread on contemporaneous bond return volatility:
Yield spread i,t denotes the yield spread of bond, and Bond vol i,t is bond return volatility. ρ t measures the cross-sectional relation between bond yield spread and bond return volatility in month t. Next, we regress Bond vol i,t on a candidate explanatory variable (Candidate i,t ):
We then use the regression coefficient estimates to decompose Bond vol i,t into two orthogonal components: (1) δ t Candidate t is the component of Bond vol i,t that is related to the candidate variable, and (2) a t +µ i,t is the residual component that is unrelated to the candidate variable. Finally, we use the linearity of covariance to decompose ρ t estimated from Equation (5) into two components given by:
The time series average of ρ C t divided by ρ t measures the fraction of the relation between bond yield spread and bond return volatility explained by the candidate variable, and ρ R t divided by ρ t measures the fraction of the relation unexplained by candidate variable. Using the time series errors of ρ C t and ρ R t , we can determine the statistical significance of the candidate component and the residual component. We conduct the decomposition using the above method and present the results in Table B .1. The results are similar to those of the decomposition using panel regressions (see Table 6 ). Bonds is the number of distinct bonds. Yield spread is the bond yield based on the last price for a bond in the month minus the relevant end-of-month Treasury yield for the bond. Bond vol is 100 times monthly volatility of bond returns using value-weighted bond prices as in Bao and Pan (2013) and data from the previous 12 months. Maturity is a bond's time to maturity in years. Amt. is a bond's amount outstanding in $mm of face value. Moody rating is a numerical translation of Moody's rating, where 1=Aaa and 21=C. Bond zero, Amihud, Amihud vol, IRC, and IRC vol are defined and calculated as in DickNielsen, Feldhutter, and Lando (2012) . Bond zero is expressed in %. Amihud, Amihud vol, IRC, and IRC vol are scaled by 100 as compared with Dick-Nielsen, Feldhutter, and Lando (2012) . γ is the negative covariance between the price changes in two consecutive periods based on Bao, Pan, and Wang (2011). See Table 11 for variable description. Summary statistics for the firms with bonds in our sample. Observations are reported at the bond-month level. Assets is Compustat data item AT measured in $billion. Sales is Compustat data item SALE measured in $billion. Leverage is using Compustat data defined as total liabilities divided by total assets (LT/AT). EBITDA/Sales is defined as earnings before interest divided by sales. We follow Blume, Lim, and MacKinlay (1998) to define Interest coverage as operating income after depreciation plus interest and related expense divided by Interest and Related Expense ((OIADP+XINT)/XINT). The ratio is set to 100 if it is greater than 100 or if firm has 0 or negative interest expense. FCF/Debt is defined as free cash flow divided by total liability. Free cash flow is defined using Compustat data as EBITDA minus change in current assets (ACT) plus change in current liabilities (LCT) minus capital expenditures (CAPX). Equity vol is 100 times the volatility of equity returns using the data from the previous 12 months. See Table 11 for variable description. All regressions are panel regressions using bond-month observations. The dependent variable is bond yield spread, and the independent variables include Bond vol, illiquidity measures, and credit risk measures. We cross-sectionally demean all variables to focus on the cross-sectional effect. All variables are used in decimals. All regressions use standard errors clustered by firm and month. We present each regression in every two rows. Numbers in parentheses are t-values. See Table 11 for variable description. 
ρ C,dm divided by ρ dm measures the fraction of the relation between bond yield spread and bond return volatility explained by the candidate variable, and ρ R,dm divided by ρ dm measures the fraction of the relation unexplained by candidate variable. In Panel B, we decompose the positive relation between bond yield spread and bond volatility into a number of components each related to a illiquidity measure and a residual component. The illiquidity measures include Amihud, Amihud vol, IRC, IRC vol, γ, and Bond zero. All variables are used in decimals. We determine the statistical significance by using the Moving Blocks Bootstrap (MBB) method based on Goncalves (2011) (see Appendix A). The numbers in parentheses are t-values, and the numbers in square-brackets are confidence intervals. The p-value is defined as the fraction of bootstrap estimates that are less (greater) than zero if the point estimate is greater (less) than zero. The confidence interval is between the 5th and 95th percentiles of the bootstrap estimates. See Table 11 for variable description. Moody rating, Leverage, Interest coverage, FCF/Debt, and EBITDA/Sales. All variables are used in decimals. We determine the statistical significance by using the Moving Blocks Bootstrap (MBB) method based on Goncalves (2011) (see Appendix A). The numbers in parentheses are t-values, and the numbers in square-brackets are confidence intervals. The p-value is defined as the fraction of bootstrap estimates that are less (greater) than zero if the point estimate is greater (less) than zero. The confidence interval is between the 5th and 95th percentiles of the bootstrap estimates. See Table 11 for variable description. We uses panel regressions with cross-sectionally demeaned variables to decompose the positive relation between bond yield spread and equity volatility into a number of components each related to a candidate variable and a residual component. We conduct the decomposition for three different subperiods: Precrisis ( The numbers in parentheses are t-values, and the numbers in square-brackets are confidence intervals. The p-value is defined as the fraction of bootstrap estimates that are less (greater) than zero if the point estimate is greater (less) than zero. The confidence interval is between the 5th and 95th percentiles of the bootstrap estimates. See Table 11 for variable description. We uses panel regressions with cross-sectionally demeaned variables to decompose the positive relation between bond yield spread and equity volatility into a number of components each related to a candidate variable and a residual component. We separately conduct the decomposition for for investment grade and non-investment grade bonds. We use both illiquidity measures and credit risk measures as candidate variables. The illiquidity measures include Amihud, Amihud vol, IRC, IRC vol, γ, and Bond zero. The credit risk measures include Moody rating, Leverage, Interest coverage, FCF/Debt, and EBITDA/Sales. All variables are used in decimals. We determine the statistical significance by using the Moving Blocks Bootstrap (MBB) method based on Goncalves (2011) (see Appendix A). The numbers in parentheses are t-values, and the numbers in square-brackets are confidence intervals. The p-value is defined as the fraction of bootstrap estimates that are less (greater) than zero if the point estimate is greater (less) than zero. The confidence interval is between the 5th and 95th percentiles of the bootstrap estimates. See Table 11 for variable description. 
Yield spread
Bond yield based on the last price for a bond in the month minus the relevant end-of-month Treasury yield for the bond. Bond vol 100 times monthly volatility of bond returns using value-weighted bond prices as in Bao and Pan (2013) and data from the previous 12 months. Maturity A bond's time to maturity in years.
Amt.
A bond's amount outstanding in $mm of face value.
Moody rating
A numerical translation of Moody's rating, where 1=Aaa and 21=C.
Bond zero
Defined and calculated as in Dick-Nielsen, Feldhutter, and Lando (2012) .
Amihud
The price impact of a trade per unit traded at the monthly frequency. This variable is calculated on the subset of trades of at least $100k face value. We first calculate the daily price impact using transactions within each day and then use the median of daily values over the last month. It is similarly defined and calculated as in Dick-Nielsen, Feldhutter, and Lando (2012) .
Amihud vol
The standard deviation of the daily Amihud values over the past month using trades of at least $100k face value. It is similarly defined and calculated as in Dick-Nielsen, Feldhutter, and Lando (2012) .
IRC
The imputed round trip trades using trades of at least $100k face value. We first calculate daily imputed round trip trades for each day and then use the mean of daily values over the last month. It is similarly defined and calculated as in Dick-Nielsen, Feldhutter, and Lando (2012) .
IRC vol
The standard deviation of the daily IRC measure over the past month using trades of at least $100k face value. It is similarly defined and calculated as in Dick-Nielsen, Feldhutter, and Lando (2012) . γ
The negative covariance between the price changes in two consecutive periods. We construct this measure monthly using daily data as in Bao, Pan, and Wang (2011) requiring at least 10 observations of paired price changes.
Assets
Compustat data item AT.
Sales
Compustat data item SALE.
Leverage
Total liabilities divided by total assets (LT/AT). EBITDA/Sales Earnings before interest divided by sales. Interest coverage Operating income after depreciation plus interest and related expense divided by Interest and Related Expense ((OIADP+XINT)/XINT) based on Blume, Lim, and MacKinlay (1998). The ratio is set to 100 if it is greater than 100 or if firm has 0 or negative interest expense.
Continued on next page
Variable Description FCF/Debt Free cash flow divided by total liability. Free cash flow is defined using Compustat data as EBITDA minus change in current assets (ACT) plus change in current liabilities (LCT) minus capital expenditures (CAPX).
Equity vol
The volatility of equity returns using the data from the previous 12 months.
This table reports the name, description, and data source of the variables used in this paper.
