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Assessing Significance in Finite Mixture Models
Ranjan Maitra∗and Volodymyr Melnykov†
Abstract
A new method is proposed to quantify significance in finite mixture models. The basis for
this new methodology is an approach that calculates the p-value for testing a simpler model
against a more complicated one in a way that is able to obviate the failure of regularity condi-
tions for likelihood ratio tests. The developed testing procedure allows for pairwise compari-
son of any two mixture models with failure to reject the null hypothesis implying insignificant
likelihood improvement under the more complex model. This leads to a comprehensive tool
called a quantitation map which displays significance and quantitatively summarizes all model
comparisons. This map can be used, among other applications, to decide on the best among
a set of candidate mixture models. The performance of the procedure is illustrated on some
classification datasets and a comprehensive simulation study. The methodology is also applied
to a study of voting preferences of senators in the 109th US Congress. Although the devel-
opment of our testing strategy is based on large-sample theory, we note that it has impressive
performance even in cases with moderate sample sizes.
Keywords: EM algorithm, information matrix, matrix derivatives, model selection, model-
based clustering, MixSim, overlap
1 Introduction
Finite mixture models are almost of similar vintage as modern statistics, having made their first
appearance in the context of modeling outliers (Newcomb, 1886). Over the past several decades
they have received even more attention as a simple tool for modeling population heterogeneity, for
generalizing distributional assumptions, and for providing a convenient but formal model-based
framework for grouping observations into homogeneous clusters. We refer to Titterington et al.
(1985) and McLachlan and Peel (2000) for a detailed survey on the theory and applications of
finite mixture models and to Fraley and Raftery (2002) for an exposition of its use in model-based
clustering which provides the main context for our investigations in this paper.
Maximum likelihood (ML) parameter estimation in finite mixture models, hitherto intractable
in all but the most trivial of cases, was liberated by Dempster et al. (1977)’s expectation-maximization
(EM) algorithm, which is now the method of choice for fitting such models. The EM algorithm
however presents several challenges. For one, the loglikelihood function is multi-modal so that the
fitted mixture model can be sensitive to initialization. Also, the algorithm may converge in some
∗Department of Statistics, Iowa State University, Ames, IA, USA.
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cases to the boundary of the parameter space, where the loglikelihood is unbounded, resulting in
meaningless parameter estimates. We refer to Titterington et al. (1985) and McLachlan and Peel
(2000) for detailed treatment of this issue, only providing a brief summary in Section 2.1.3.
Choosing the number of components in a mixture model is an important issue bringing with it
familiar issues and familiar solutions in model selection. Most approaches to finite mixture model
selection can broadly be fit into parsimony-based or testing-based categories. The first group in-
volves augmenting a goodness-of-fit criterion (such as the negative loglikelihood) with a penalty
for more complex models and choosing from the candidate models the one minimizing this pe-
nalized criterion. Information-criterion-based approaches such as Akaike (1973)’s An Information
Criterion (AIC), the popular Bayes Information Criterion (BIC) of Schwarz (1978) or their deriva-
tives (see for instance, Ray and Lindsay (2008)) fall into this category. So do the Laplace-empirical
criterion (LEC) (McLachlan and Peel, 2000), the integrated classification likelihood (ICLC) (Bier-
nacki et al., 2000), the classification likelihood (CLC) (Biernacki and Govaert, 1997) or the nor-
malized entropy criterion (NEC) (Biernacki et al., 1999). There is however, some question about
how much stock one should place on these measures: for instance, Kass and Raftery (1995) sug-
gest that small BIC differences (less than 2, say) are barely worth mentioning while those greater
than 10 are often regarded as constituting strong evidence. In other words, if the improvement in
BIC is small, then the simpler model should be preferred over the more complex one.
The testing-based stream posits a null hypothesis of K against the alternative of K∗ compo-
nents: typically K < K∗ following the principle of scientific parsimony. Developing tests based
on the likelihood ratio test statistic (LRTS) faces several challenges. For one, it is quite a chal-
lenge to develop tests for general cases; thus most testing situations only deal with the special
case of testing for one against two components. Other theoretical issues also arise. For instance,
denoting the parameter spaces associated with the K− and K∗−component models as Θ(K) and
Θ(K
∗) respectively means requiring ϑ ∈ Θ(K∗) ⊃ Θ(K) but then the parameter vector ϑ ∈ Θ(K)
lies on the boundary of the parameter space under the null hypothesis, violating the regularity
conditions of Cramer (1946). Thus, the usual asymptotic properties of the maximum likelihood
estimator (MLE) and LRTS do not hold. Several special results were obtained by Hartigan (1985),
Ghosh and Sen (1985) and others. Aitkin and Rubin (1985) suggested using a prior distribution
on mixing proportions to obtain a MLE in the interior of the parameter space. Regularity issues
also spurred the development of bootstrap approximations to the LRTS distribution (Aitkin et al.,
1981; McLachlan, 1987): indeed, Feng and McCulloch (1994) advocate bootstrap over all other
methods for the case of unequal-variance Gaussian mixtures. However Figueiredo and Jain (2002)
point out that resampling techniques are perhaps far too computationally demanding to be useful
in many large-scale modern applications. From another practical perspective, Ray and Lindsay
(2008) invoke the spirit of Box and Draper (1987) to contend that every restricted model is flawed,
so that every null model will be rejected at some (large enough) sample size.
There is, however, at least one benefit that a testing-based approach provides, namely quantita-
tion in the form of an universally understood measure – the p-value. Parsimony-based approaches,
being quantitative, also provide numerical values, but their magnitudes are case-dependent and
do not provide for a proper appreciation of the support for the different fitted mixture models.
Testing-based approaches additionally provide an assessment for the significance in improvement
upon using a more complex model over a simpler one. Thus, it also has the potential to address
the question often asked in the context of clustering: namely whether a fit to the data using a larger
number of clusters is significantly better than that using fewer clusters. In this paper, we address
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this question in the specific context of finite mixture models and model-based clustering. To do
so, we revisit the testing-based approach that compares two models with any K and K∗ compo-
nents but steers clear of the challenges and shortcomings listed above. Noting Ray and Lindsay
(2008)’s contention above, we use an additional assumption in Section 2 that states that if the sim-
pler mixture model fits the data, then so does the more complex model. Thus, when H0 is true, we
essentially have both models fitting the data well. This also makes derivations of the test statistic
under H0 more tractable. The alternative hypothesis states that only the K∗-component provides
a good fit for the data.The test statistic is still the difference in the loglikelihood of the restricted
and complex models: however this reformulation of H0 means that MLEs for the two models
can be computed, as before, along with the dispersions using the EM-algorithm. An approximate
null distribution of the test statistic is obtained using Taylor series expansion, matrix calculus and
numerical integration for computing probabilities of linear combinations of central chi-square ran-
dom variables. We use this to develop a quantitation tool which can provide a researcher with a
quantitative measure summarizing evidence against different simpler models in favor of more com-
plex ones. Section 3 provides experimental illustration and evaluates performance on two difficult
classification and one simulation datasets. The methodology is also comprehensively evaluated in
terms of its ability to estimate the number of components in a wide range of settings. Section 4
applies the methodology in a non-Gaussian mixture model setting to investigate voting preferences
of senators in the 109th United States (US) Congress. The paper concludes with some discussion.
An appendix provides some additional technical details and proofs.
2 Theory and Methods
2.1 Preliminaries
2.1.1 The EM algorithm for finite mixture models
Consider a sample Ξ = {X1,X2, . . . ,Xn} of n independent r-variate random variables identi-
cally distributed according to the mixture density f (K)(x) =
∑K
k=1 pikfk(x;θk), where pik is the
probability that X i is a draw from the kth sub-population with density fk(x;θk) parametrized by
θk. It is assumed that but for θk, the functional form of fk is completely known, and that the piks
sum to unity. In general, interest is in estimating the number of components K and the corre-
sponding parameters ϑ(K) ≡ (pik,θk), k = 1, 2, . . . , K. Perhaps the commonest form of fk is the
multivariate Gaussian density for which the parameter θk translates to the the r-variate mean vector
µk and the r-dimensional dispersion matrix Σk: indeed, Chen and Li (2008) point out that this is
also one of the most complicated cases of mixture models. Thus, our methodological development
for assessing significance in finite mixture models is focused on mixtures of the form
f (K)(x) =
K∑
k=1
pikφ(x;µk,Σk), (1)
where φ(x;µk,Σk) = (2pi)−r/2|Σk|−1/2exp{−(x−µk)′Σ−1k (x−µk)/2}, even though our method-
ology is general enough to apply to mixtures of other parametric distributions.
For givenK, MLEs (henceforth denoted as ϑˆ
(K)
n ) of the parametersϑ
(K) are more conveniently
and usually found using the EM algorithm. The E-step calculates pi(s)ik = Prob{X i ∈ kth cluster |
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X i} = pi
(s−1)
k φ(xi;µ
(s−1)
k ,Σ
(s−1)
k )PK
k′=1 pi
(s−1)
k′ φ(xi;µ
(s−1)
k′ ,Σ
(s−1)
k′ )
at the sth iteration while the M-step involves maximizing the
expected complete loglikelihood (historically denoted by Q) which for (1) is
Q(ϑ(K); Ξ) =
n∑
i=1
K∑
k=1
piik
{
log pik − 1
2
log |Σk| − 1
2
(xi − µk)′Σ−1k (xi − µk)
}
+ const. (2)
Thus, the M-step updates parameter estimates at the sth iteration: µ(s)k =
∑n
i=1 pi
(s)
ik xi/
∑n
i=1 pi
(s)
ik ,
Σ
(s)
k =
∑n
i=1 pi
(s)
ik (xi − µ(s)k )(xi − µ(s)k )′/
∑n
i=1 pi
(s)
ik , and pi
(s)
k = n
−1∑n
i=1 pi
(s)
ik . The E- and M-
steps are iterated until convergence which, under fairly mild conditions (Dempster et al., 1977;
Boyles, 1983; Wu, 1983; McLachlan and Krishnan, 2008), is to a local maximum of the observed-
data loglikelihood, providing MLE’s of the parameters. For other more general mixture distribu-
tions, the M-step updated estimates may not be of closed-form, so that optimizing software may
need to be employed. However, the flavor of EM remains essentially the same.
2.1.2 Dispersions of parameter estimates
For independent identically distributed observations from (1), letting ∇qi be the gradient vector
of the expected complete loglikelihood at the ith observation qi ≡ qi(ϑ(K);xi), the information
matrix I(ϑ(K)) of the obtained EM estimates is easily estimated through its empirical counter-
part (∇q1...∇q2... . . . ...∇qn)(∇q1...∇q2... . . . ...∇qn)′|ϑ(K)=ϑˆ(K)n – see pp. 64–66 of McLachlan and Peel
(2000) or pp. 114–5 of McLachlan and Krishnan (2008). In particular,∇qi is given by the follow-
ing
Result 2.1 LetX1,X2, . . . ,Xn be a sample from theK-component Gaussian mixture density (1)
with parameter vectorϑ(K). Then the gradient vector of the function qi is given by∇qi(ϑ(K);xi) =[((
∂qi
∂pik
))′
k=1,2,...,K−1
,
((
∂qi
∂µk
))′
k=1,2,...,K
,
((
∂qi
∂Σk
))′
k=1,2,...,K
]′
, where ∂qi
∂pik
= piik
pik
− piiK
piK
for k =
1, 2, . . . , K − 1, ∂qi
∂µk
= Σ−1k piik(xi − µk) for k = 1, 2, . . . , K and the vectorized version of
∂qi
∂Σk
= G′rvec
(
1
2
piikΣ
−1
k
(
(xi − µk)(xi − µk)′Σ−1k − I
))
for k = 1, 2, . . . , K. Here vec(B) is
the operator converting any r × r-dimensional matrix B into its r2-dimensional vector form and
Gr is the unique r2×
(
r+1
2
)
-dimensional matrix 3 vec(B) = Grvech(B), where vech(B) is the(
r+1
2
)
-dimensional vector vectorizing the lower triangle of a symmetric matrixB.
Proof: ∂qi
∂pik
and ∂qi
∂µk
are immediate. From Magnus and Neudecker (1999), ∂
∂Σ
log |Σ| = Σ−1 and
∂
∂Σ
u′Σ−1v = −Σ−1uv′Σ−1 for a positive-definite matrix Σ and conforming vectors u and v.
Thus, for k = 1, 2, . . . , K, ∂qi
∂Σk
= 1
2
piikΣ
−1
k ((xi−µk)(xi−µk)′Σ−1k −I) for a general matrix Σk.
The result is vectorized into vec
(
1
2
piikΣ
−1
k ((xi − µk)(xi − µk)′Σ−1k − I)
)
and pre-multiplied by
G′r to adjust
∂qi
∂Σk
for symmetry of Σk, following McCulloch (1982). Stacking all partial derivatives
provides the required vector ∇qi of length K − 1 +Kr +K
(
r+1
2
)
. 2
Result 2.1 provides us with the wherewithal to estimate the information matrix, from which the
estimated dispersion matrix of the estimated parameters is obtained using Var(ϑˆ
(K)
n ) = I−1(ϑˆ
(K)
n ).
We now briefly discuss some theoretical issues relating to the unboundedness of the likelihood
function that arises, for example, in Gaussian mixtures with heteroscedastic components.
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2.1.3 Unboundedness of likelihood functions
One problematic aspect of fitting finite mixture models is that the likelihood function may some-
times be unbounded in the parameter space. This is true for general Gaussian mixtures (with
unstructured heterogeneous dispersions) where there is no restriction against fitting mixtures with
degraded components, i.e., clusters with one or alternatively several near-identical observations
and singular (or near-singular) covariance matrices. In such cases, likelihood-based parameter
estimation and inference need to proceed with caution. In one dimension, Hathaway (1985) sug-
gested maximizing the likelihood function over a restricted parameter space, with variances σ2k
constrained to be σ−2k σ
2
j ≥ c > 0, for all k 6= j, and showed existence of the global maxi-
mizer under this condition for any c. McLachlan and Peel (2000) generalized this condition for
higher dimensions by placing restrictions on the determinants of the dispersion components (thus,
|Σk|−1|Σj| ≥ c > 0, for all k 6= j), but noted the inconvenience of having to pre-specify c. Chen
and Li (2008) and Li et al. (2008) suggested penalizing the loglikelihood in order to prevent it from
going off to infinity. Earlier, McLachlan and Peel (2000) advocated building upon Kiefer (1978)’s
results guaranteeing existence of a strongly consistent and asymptotically efficient local maximizer
even when the likelihood function is possibly unbounded in the parameter space. Thus, they sug-
gested using EM on an unconstrained normal mixture while ensuring that the obtained solution is
a local maximizer to which the algorithm actually converged. Solutions should be carefully chosen
from among multiple local maxima (if they exist) ignoring spurious solutions (lying close to the
parameter space boundary). Usually, such solutions occur very rarely and are easily diagnosed by
the incidence of very few points in some components or observations lying in a lower-dimensional
subspace. In this paper, we adopt this strategy and choose the MLE to be the best (in terms of
highest loglikelihood) among all non-spurious solutions, each obtained after running the EM to
termination from different starting points.
2.1.4 Initialization of the EM algorithm
The EM algorithm is iterative and relies heavily on effective initialization of parameters in the pres-
ence of multiple local maxima, as happens with loglikelihood functions for multi-component finite
mixture models. We refer to Figueiredo and Jain (2002) and Maitra (2009) for examples of severely
degraded performance with improper initialization and for a detailed list of references to suggested
approaches. While no method uniformly outperforms the others, our investigations (Maitra and
Melnykov, 2010) have found that the model-based hierarchical clustering approach of Banfield
and Raftery (1993) integrated into R’s mclust package (Fraley and Raftery, 2006) performs best
for Gaussian mixtures with well-separated components while the emEM (Biernacki et al., 2003)
or Rnd-EM algorithms (Maitra, 2009) work best for poorer-separated Gaussian mixtures.
2.2 Assessing significance of additional components
Having discussed the main points of the EM approach to ML parameter estimation in finite Gaus-
sian mixture models, we now develop the main testing framework and the results of this paper.
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2.2.1 A hypothesis-testing framework
Suppose that we want to compare a K-component mixture model with a K∗-component mixture
model. At this point, we assume that all mixing densities have the same functional form and that the
K∗-component model is more complex than the K-component model. For the Gaussian mixtures
with unstructured dispersions used to showcase our methodological development and simulation
experiments, this translates to K < K∗. Using the null (H0) and alternative (Ha) hypotheses to
specify the simpler and the more complex model respectively, we have the testing scenario:
H0 : F ∈MK vs. Ha : F ∈MK∗ , (3)
where F represents the true cumulative distribution function of the sample and Ms denotes the
space of all s−component mixture models (with component densities of known functional form).
Our proposed test statistic is the difference in optimized loglikelihoods for the two models:
δ(ϑˆ
(K)
n , ϑˆ
(K∗)
n ) = `K∗(ϑˆ
(K∗)
n ) − `K(ϑˆ
(K)
n ), which is also the usual LRTS. Our goal is to derive its
distribution and thus significance under H0. We introduce our fundamental assumption: if the null
model holds, then so does its more complex alternative. Thus, we assume that if F = Fϑ(K) for
Fϑ(K) ∈ MK , then Fϑ(K∗) ∈ MK∗ also fits the data well. Consequently τFϑ(K) + (1− τ)Fϑ(K∗)
also provides an adequate fit. Alternatively in terms of densities, we have the following mixture of
mixtures
g(x) ≡ τ
n∏
i=1
f (K)(xi) + (1− τ)
n∏
i=1
f (K
∗)(xi), (4)
where τ is an inestimable fixed parameter providing the relative weights of the two models.
The mixture-of-mixtures model (4) assumed to also hold under H0 has two components, each
of which is in turn a mixture (of K and K∗ components, respectively) having support over the
entire dataset. This is different (and more restrictive than) a (K + K∗)-component mixture. This
assumption (4) provides us with several advantages. For one, it addresses the concern regarding
testing-based approaches articulated in Ray and Lindsay (2008). From a practical perspective, it
means that the regularity conditions of Cramer (1946) are met. It also provides us with an approach
to calculate the correlation between the dependent vectors ϑˆ
(K)
n and ϑˆ
(K∗)
n . Most importantly, it
makes deriving the null distribution of ϑˆ
(K∗)
n and hence δ(ϑˆ
(K)
n , ϑˆ
(K∗)
n ) tractable. To see this, note
that the ML parameter estimates in the mixture of mixtures in (4) are identical to those obtained
for both models when considered separately. Indeed, only the E-step posterior probabilities, piiks
change: under the model in (4), these probabilities are scaled to be αpi(K)ik and (1 − α)pi(K
∗)
ik for
the first- and second-term components of the mixture (of mixtures) respectively, where α is the
posterior probability that the sample came from the K-component model: α = P (F ∈ MK |x).
Thus, the information matrix under (4) can be derived similarly as in Section 2.1.1 and is
I(ϑ(K),ϑ(K∗)) =
(
α2IK(ϑ(K)) α(1− α)IKK∗(ϑ(K),ϑ(K∗))
α(1− α)IK∗K(ϑ(K),ϑ(K∗)) (1− α)2IK∗(ϑ(K∗))
)
, (5)
where IKK and IK∗K∗ represent observed information matrices for the K- and K∗-component
models when considered separately. However, the information matrix (5) is not necessarily of full
rank because the parameter-richer K∗-component model potentially carries substantial amount
of information already contained in the smaller K-component model. The same holds for the
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complete information analogue of (5) and needs to be accounted for in the derivation of the
null distribution of δ(ϑˆ
(K)
n , ϑˆ
(K∗)
n ) which we rewrite (to simplify notation) as δ(ϑˆn) with ϑˆn =
(ϑˆ
′(K)
n , ϑˆ
′(K∗)
n )
′.
2.2.2 Null distribution of δ(ϑˆn)
We now state the main theorem of this paper.
Theorem 2.2 Let X1,X2, . . . ,Xn be a sample from the K-component mixture density (1). Let
ϑ = (ϑ′(K),ϑ′(K
∗))′ represent the vector of all parameters under K- and K∗-component mod-
els where K∗ > K. Let ϑˆn be a MLE of ϑ. Assuming (4), let i(ϑ) be the observed informa-
tion in one observation about ϑ and ic(ϑ) be its complete information analogue. Then, write
i−c (ϑ) =
(
i−1cK(ϑ
(K))iK(ϑ
(K))i−1cK(ϑ
(K)) i−1cK(ϑ
(K))iKK∗(ϑ)i
−1
cK∗(ϑ
(K∗))
i−1cK∗(ϑ
(K∗))i′KK∗(ϑ)i
−1
cK(ϑ
(K)) i−1cK∗(ϑ
(K∗))iK∗(ϑ
(K∗))i−1cK∗(ϑ
(K∗))
)
and let Λ1 be
the diagonal matrix of b positive eigenvalues of i−c (ϑ) with Γ1 being the matrix of corresponding
eigenvectors. Also letA = blockdiag{−iK(ϑ(K)), iK∗(ϑ(K∗))}, where blockdiag{U ,V } denotes
a block-diagonal matrix with square matrices U and V in the diagonal. Then,
δ(ϑˆn)
d→ δ(ϑ) + 1
2
b∑
i=1
diχ
2
1i, (6)
where χ21i, i = 1, . . . , b are independent identically distributed central-χ
2-random variables with
one degree of freedom and di, i = 1, . . . , b are eigenvalues of the product matrix Λ
1/2
1 Γ
′
1AΓ1Λ
1/2
1 .
Proof: The complete loglikelihood function corresponding to (4) is given by
Lc(x;ϑ
(K),ϑ(K
∗)) =
(
τ
n∏
i=1
K∏
k=1
(
pi
(K)
k f
(K)
k (xi;θ
(K)
k )
)I(xi∈kthcluster|K))I(F∈MK)
×
(
(1− τ)
n∏
i=1
K∗∏
k=1
(
pi
(K∗)
k f
(K∗)
k (xi;θ
(K∗)
k )
)I(xi∈kthcluster|K∗))I(F∈MK∗ )
.
The expected complete loglikelihood function Q corresponding to the above can be written as
Q(x;ϑ(K),ϑ(K
∗)) = α
n∑
i=1
K∑
k=1
pi
(K)
ik (log pi
(K)
k + log f
(K)
k (xi;θ
(K)
k )) + α log τ
+ (1− α)
n∑
i=1
K∗∑
k=1
pi
(K∗)
ik (log pi
(K∗)
k + log f
(K∗)
k (xi;θ
(K∗)
k )) + (1− α) log (1− τ),
with α = P (F ∈ MK |x) and pi(K)ik , pi(K
∗)
ik being the usual posterior probabilities as defined in
section 2.1.1. The above can be written as Q(x;ϑ(K),ϑ(K
∗)) = α log τ + (1 − α) log (1− τ) +
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α
∑n
i=1 q
(K)
i + (1 − α)
∑n
i=1 q
(K∗)
i with qi as in section 2.1.2. Thus, the resulting Q-function
represents a mixture of Q(K) and Q(K∗) corrected by α log τ + (1− α) log (1− τ). From solving
∂
∂ϑ(K)
Q(x;ϑ(K),ϑ(K
∗)) = α
∂
∂ϑ(K)
Q(K)(x;ϑ(K)) = 0
and a similar expression for ϑ(K
∗), it follows that the MLEs for ϑˆ
(K)
n and ϑˆ
(K∗)
n under (4) are the
same as for the case when the K- and K∗-component models are considered separately, and do
not involve τ . Thus, all derivations need the existence of 0 < τ < 1, but are immune to its actual
value.
Following standard derivations for a MLE based on loglikelihood (e.g. Zacks (1971)), we
adopt them for the case of the expected complete loglikelihood. Note that ϑˆn, a MLE of ϑ, is
a maximizer for both the Q- and loglikelihood functions. Using a Taylor series expansion for
Q around ϑˆn, ∇Q(ϑˆn) = ∇Q(ϑ) + H(Q(ϑ˜n))(ϑˆn − ϑ) = 0 for a point ϑ˜n on the line seg-
ment between ϑˆn and ϑ, with H denoting the Hessian of the function Q(·) with respect to the
parameter vector ϑ. Thus, ∇Q(ϑ) = −H(Q(ϑ˜n))(ϑˆn − ϑ). Note that −n−1H(Q(ϑ˜n)) ≡
−n−1H(Q(ϑ˜(K)n , ϑ˜
(K∗)
n )) = −n−1H(αQ(K)(ϑ˜
(K)
n ) + (1 − α)Q(K∗)(ϑ˜
(K∗)
n ) + α log τ + (1 −
α) log (1− τ)) = −n−1H(αQ(K)(ϑ˜(K)n ) + (1 − α)Q(K∗)(ϑ˜
(K∗)
n )). From the Weak Law of Large
Numbers (WLLN), −n−1H(Q(K)(ϑ˜(K)n )) = −n−1
∑K
i=1H(q
(K)
i (ϑ˜
(K)
n ))
p→ icK(ϑ(K)) and simi-
larly −n−1H(Q(K∗)(ϑ˜(K
∗)
n ))
p→ icK∗(ϑ(K∗)). Here, icK and icK∗ represent matrices of complete
information associated with one observation under K- and K∗-component models. Therefore,
− 1
n
H(Q(ϑ˜n))
p→ blockdiag{αicK(ϑ), (1−α)icK∗(ϑ)}. Since n− 12∇Q(ϑ) = n 12 1n
∑n
i=1∇qi(ϑ)
and E∇qi(ϑ) = 0, by the Multidimensional Central Limit Theorem (see e.g., Breiman (1992))
we obtain, n−
1
2∇Q(ϑ) d→ N(0, i(ϑ)), where i is the version of (5) given for one observation.
Combining all the above results yields
√
n(ϑˆn − ϑ) d→ N(0, i−c (ϑ)), where i−c (ϑ) is the matrix
i−c (ϑ) =
(
i−1cK(ϑ
(K))iK(ϑ
(K))i−1cK(ϑ
(K)) i−1cK(ϑ
(K))iKK∗(ϑ)i
−1
cK∗(ϑ
(K∗))
i−1cK∗(ϑ
(K∗))i′KK∗(ϑ)i
−1
cK(ϑ
(K)) i−1cK∗(ϑ
(K∗))iK∗(ϑ
(K∗))i−1cK∗(ϑ
(K∗))
)
.
However i−c (ϑ) is not necessarily of full rank under (4), so we consider a singular value de-
composition of i−c (ϑ) = Γ1Λ1Γ
′
1 where Γ1 = (γ1,γ2, . . . ,γb) with γi denoting the ith eigen-
vector of i(ϑ) corresponding to the ith positive eigenvalue λi, i = 1, 2, . . . , b. Also Λ1 =
diag {λ1, λ2, . . . , λb}. Since Γ′1Γ1 = Ib,
√
nΛ
− 1
2
1 Γ
′
1(ϑˆn − ϑ) d→ N(0, Ib). Now, consider the
b-dimensional representations of ϑ and ϑˆn given by ϑ = Γ1ζ and ϑˆn = Γ1ζˆn respectively. Then
ζ = Γ′1ϑ , ζˆn = Γ
′
1ϑˆn and
√
nΛ
− 1
2
1 (ζˆn − ζ) d→ N(0, Ib). Writing δ(ϑ) = δ(Γ1ζ) ≡ g(ζ)
and δ(ϑˆn) = δ(Γ1ζˆn) ≡ g(ζˆn) and applying Taylor series expansion and the chain rule yields
g(ζ) = g(ζˆn) +
[
Γ′1∇δ(ϑˆn)
]′
(ζ − ζˆn) + 12(ζ − ζˆn)′Γ′1H(δ(ϑ˜n))Γ1(ζ − ζˆn) which, since
∇δ(ϑˆn) ≡ 0 reduces to
g(ζˆn) = g(ζ)−
1
2
(
√
n(ζˆn − ζ))′Γ′1
1
n
H(δ(ϑ˜n))Γ1
√
n(ζˆn − ζ).
Note that−n−1H(δ(ϑ˜n)) ≡ −n−1H(δ(ϑ˜(K)n , ϑ˜
(K∗)
n )) = −n−1H(`K∗(ϑ˜
(K∗)
n )−`K(ϑ˜
(K)
n )). From
the WLLN, −n−1H(`K(ϑ˜(K)n )) p→ iK(ϑ(K)) and −n−1H(`K∗(ϑ˜
(K∗)
n ))
p→ iK∗(ϑ(K∗)). Then, it
follows that − 1
n
H(δ(ϑ˜n))
p→ A, where A = blockdiag{−iK(ϑ(K)), iK∗(ϑ(K∗))}. Therefore, we
8
have δ(θˆn)
d→ δ(θ) + 1
2
Z ′V Z, where Z ∼ N(0, Ib) and V = Λ
1
2
1 Γ
′
1AΓ1Λ
1
2
1 . Now
1
2
Z ′V Z =
1
2
W ′DW , with W = P ′Z, where P and D = diag{d1, d2, . . . , db} are from the spectral de-
composition of V ≡ PDP ′. Note that W ∼ N(0, Ib) and thus δ(ϑˆn) d→ δ(ϑ) + 12
∑b
i=1 diχ
2
1i,
and the theorem follows. 2
2.2.3 Estimating δ(ϑ) under H0
The quantity δ(ϑ) in (6) is unknown and needs to be evaluated under H0. We propose estimat-
ing it using parametric bootstrap. In particular, we simulate m replicated datasets under H0, fit
each under (4) and apply Theorem 2.2 to the test statistic δj(ϑˆnj) obtained from each replication,
j = 1, 2, . . . ,m. Indexing quantities calculated from the jth bootstrap sample with j, we have
δj(ϑˆnj)
d→ δ(ϑ) + 1
2
∑bj
i=1 dijχ
2
1ij, j = 1, 2, . . . ,m, which upon combining with (6), yields
Fn ≡ δ(ϑˆn)− 1
m
m∑
j=1
δj(ϑˆnj)
d→ 1
2
b∑
i=1
diχ
2
1i −
1
m
m∑
j=1
1
2
bj∑
i=1
dijχ
2
1ij (7)
and thus the p-value of the test statistic δ(ϑˆn) is estimated using
Prob
{
Fn > δ(ϑˆ
obs
n )−
1
m
m∑
j=1
δj(ϑˆ
obs
nj )
}
, (8)
where δ(ϑˆ
obs
n ) and δ(ϑˆ
obs
nj ) represent observed differences in loglikelihoods for the original and
jth bootstrapped datasets respectively. The p-value in (8) can be obtained using Davies (1980)’s
AS155 algorithm which computes probabilities for linear combinations of χ2 random variables.
A few comments are in order. Note that δ(ϑ) ≥ 0: the inequality holds as assessing significance
is only interesting if the more complex model has a higher loglikelihood than the simpler model.
Therefore the test statistic δ(ϑˆn) is (asymptotically) stochastically larger than 12
∑b
i=1 diχ
2
1i. Thus
if the p-value of δ(ϑˆn) obtained assuming δ(ϑ) = 0 in (6) is larger than some pre-specified signif-
icance level, we immediately accept H0 in the presence of Ha without any bootstrapping. We also
note that incorporating variability in the bootstrap estimation of δ(ϑ) as in (8) means that small
values of m can be used. In our experiments here, we used m = 10. Although not implemented in
this paper, we could also potentially adapt Besag and Clifford (1991)’s exact Monte Carlo p-values
which stops early if there is no evidence againstH0 but continues sampling to provide a more finely
graduated p-value otherwise. Finally, we emphasize that the derivations of Theorem 2.2 do not rely
specifically on the assumption of Gaussian mixtures and, as will be illustrated in Section 4, can be
used for other parametric mixture distributions as long as the corresponding regularity conditions
of Cramer (1946) used in the derivations of this section are satisfied.
2.2.4 Power Investigations
The general case being analytically intractable, we investigate power of the suggested procedure
in the context of testing a one-component Gaussian model (H0) versus a two-component Gaussian
mixture (Ha). The derivations are then tractable: when a one-component Gaussian modelN(µ,Σ)
9
is fit to observations from a general K∗-component Gaussian mixture model of the form (1), the
MLEs of µ and Σ of the simpler model are µˆ =
∑K∗
k=1 pˆikµˆk and Σˆ =
∑K∗
k=1
(
Σˆk + µˆkµˆ
′
k
)
−∑K∗
k=1 pˆikµˆk
∑K∗
l=1 pˆilµˆ
′
l, where {µˆk, Σˆk, pˆik; k = 1, 2, . . . , K∗} are MLEs for the K∗-component
model. This reduction affords the possibility of calculating the distribution of δ(ϑˆn) under Ha.
In particular, the optimized loglikelihood for the one-component model is `1(ϑ(1)(ϑ(K
∗))) =∑n
i=1 log φ(xi; µˆ, Σˆ), where ϑ
(1)(ϑ(K
∗)) denotes that ϑ(1) is a function of ϑ(K
∗). For K∗ = 2
writing pi1 ≡ pi (thus pi2 = 1−pi), the MLE of µ and Σ when fitting the one-component model are
µˆ = pˆiµˆ1 + (1− pˆi)µˆ2 and Σˆ = pˆi(Σˆ1− Σˆ2) + Σˆ2 + pˆi(1− pˆi)(µˆ1− µˆ2)(µˆ1− µˆ2)′. We thus have
the following
Result 2.3 For the model (4) with K = 1 and K∗ = 2, the gradient vector ∇qi = τ∇q(1)i + (1−
τ)∇q(2)i , where ∇q(2)i is as in Result 2.1 and ∇q(1)i is the gradient vector of qi(ϑ(1)(ϑ(2))) w.r.t.
ϑ(2) with elements given by
∂q
(1)
i
∂pi
= −1
2
[
(1− 2pi)(µ1 − µ2)′Σ−1(µ1 − µ2) + tr
{
Σ−1(Σ1 −Σ2)
}]
+ (xi − µ)Σ−1(µ1 − µ2)
+
1
2
(xi − µ)′Σ−1 (Σ1 −Σ2 + (1− 2pi)(µ1 − µ2)(µ1 − µ2)′) Σ−1(xi − µ),
∂q
(1)
i
∂µ′1
= −pi(1− pi)(µ1 − µ2)′Σ−1 + pi(xi − µ)′Σ−1
+
1
2
pi(1− pi){[(xi − µ)′Σ−1]⊗ [(xi − µ)′Σ−1]} [I ⊗ (µ1 −µ2) + (µ1 −µ2)⊗ I],
∂q
(1)
i
∂µ′2
= − ∂l
∂µ′1
+ (xi − µ)′Σ−1 and
∂q
(1)
i
∂Σk
= −1
2
pikG
′
r
{
vec(Σ−1)− [Σ−1(xi − µ)]⊗ [Σ−1(xi − µ)]
}
, k = 1, 2.
Here,Gr is the matrix defined in the Result 2.1.
Proof: See Appendix A.
Result 2.3 provides us with the gradient vector ∇qi for approximating the information matrix
I(ϑ(2)). The Hessian for the difference in loglikelihoods can be obtained using H(`2(ϑ(2)) −
`1(ϑ
(1)(ϑ(2)))) = H(`2(ϑ
(2)) −
(
∂ϑ(1)(ϑ(2))
∂ϑ(2)
)′
H(`1(ϑ
(1))
(
∂ϑ(1)(ϑ(2))
∂ϑ(2)
)
,where
(
∂ϑ(1)(ϑ(2))
∂ϑ(2)
)
is the
matrix of partial derivatives of ϑ(1) taken with respect to ϑ(2).
To investigate power, we used the MixSim package in R to generate 2-dimensional 2-component
mixture distributions with different amounts of overlap (ω, Maitra and Melnykov, 2010) between
two components. We simulated n observations from each realized mixture. Under Ha, δ(ϑ)
can be obtained using the true parameter values. The distribution under H0, however, requires
estimating δ(ϑ), for which we use parametric bootstrap in similar spirit to Section 2.2.3. From
the distributions of our statistic under H0 and Ha, we use algorithm AS155 (Davies, 1980) in
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Figure 1: Power curves for testing one-component model versus two-component mixture for dif-
ferent levels of overlap with sample sizes (a) 30, (b) 50 and (c) 100.
conjunction with an iterative algorithm to find the cut-off corresponding to the pre-specified type
I error, using which along with the distribution of the test statistic under Ha provides us with the
power of the test.
Figure 1 illustrates the results of our investigations into power for different choices of n and
ω = 0.001, 0.01, 0.1, 0.25. The choice of ω means that overlap (and thus difficulty in inference)
ranged from the quite modest to the very substantial. For each setting, the power curves reported
are averages over 25 replications of the experiment. As expected, our testing procedure has higher
power with well-separated components than with mixtures having substantial overlap. This hap-
pens even for modest sample sizes of n = 30 (note that there are 11 estimable parameters in a
2-component, 2-dimensional general Gaussian mixture model). Similarly, increased sample size
improves power across the board for all overlap settings.
2.3 Practical Utility of Methodology
2.3.1 A Quantitation Tool for Assessing Significance of Components
Section 2.2 developed an approach for testing any two ML-fitted solutions to finite mixture models
which provides more quantitative information in terms of an universally understood and calibrated
measure (the p-value) of each solution vis-a-vis the other. We are thus led to building a visual-
ization tool representing p-values for different pairs of competing models. We call this a p-value
quantitation map that provides a quantitative measure summarizing evidence in favor of complex
models and against different simpler candidates. A variation – the q-value quantitation map –
applies the methodology of Benjamini and Hochberg (1995) and controls for the expected false
discovery rate (FDR) in order to address the issue of multiple testing. In either case, the researcher
is provided a display of the strength of support for different models in terms of an universally
understood quantity (the p- or the q-value) and can choose the best model taking into account the
goals of the model-fitting experiment. We illustrate this development further in Section 3.1.
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2.3.2 Choosing Number of Components
Perhaps the most common application of our developed methodology will be in using the q-value
quantitation map to determine the optimal number of components in a mixture model fitted to
a given dataset. In this regard, we have a few options. One common practice in the testing-
based approach (McLachlan and Peel, 2000) is to test sequentially K- versus K + 1-component
mixtures starting at K = 1 until the first failure to detect significance. Then we choose the K
from the H0 of the last test as the number of components. Despite its appealing simplicity, this
approach is conservative with one obvious shortcoming: failure to reject a K-component mixture
versus another K + 1-component model does not necessarily imply that any more complicated
K∗-component solution is not significantly better than the chosen K-component solution. An
alternative is to test sequentially H0 : F ∈ MK against Ha : F ∈ MK∗ for K∗ > K until the
first rejection for Ha : F ∈ MK∗o (say), or until K∗ equals some pre-specified Kmax. In case of a
rejection, we repeat the above process using H0 : F ∈ MK with K = K∗0 against more complex
alternative models, and continue until Kmax is met. K thus obtained is our choice for the number
of components in the model. A third possible option is to stop further testing after a pre-set number
of consequent acceptances of H0.
3 Experiments
In this section, we illustrate our q-value quantitation map on two well-known but difficult classi-
fication datasets and a simulation experiment. We also comprehensively evaluate performance of
our methodology in choosing the number of components over several simulated datasets of many
dimensions, sample sizes, numbers of components and model complexity. Clustering performance
was evaluated in each case in terms of Hubert and Arabie (1985)’s adjusted Rand measure (R ≤ 1,
with equality for a perfect match) between the true classification and the derived groupings.
3.1 Illustrative Examples
3.1.1 Iris data
Our first illustration is on the celebrated Iris dataset (Anderson, 1935; Fisher, 1936) which mea-
sures four variables (sepal length and width, petal length and width) on fifty observations each
of three species of Iris (I. setosa, I. versicolor and I. virginica). It is well-known (see Figure 2a,
which displays the two-dimensional projection pursuit classification for the dataset) that I. setosa
is well-distinguished from the other species, but I. virginica is less distinguishable from I. versi-
color. Raftery and Dean (2006) mention that their identification as separate species is based on
additional information beyond the petal and sepal lengths and widths (Anderson, 1935). Most
clustering methodologies, unless very liberal, find only two components in the dataset. However,
it is also known that if a three-component Gaussian mixture model were fit to this dataset, then the
resulting classification would have only five I. versicolor observations misclassified in I. virginica
and with the highestR among the solutions obtained at other Ks.
Figure 2b provides the q-value quantitation map for the different K-component fitted Gaussian
mixtures for the data. Clearly, any K-component fit (for K = 2, 3, . . . , 7) is significantly better
(q < 0.01) than the fitted (one-component) Gaussian model. Similarly, any K-component fit
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(f) K = 5,R = 0.732
Figure 2: Estimated mixture models (contour plots) and classifications for Iris obtained for (a)
the true classification and (c–f) derived classification for different K. In each case, the results
are displayed using two-dimensional projection pursuit classification of the derived groupings.
Characters denote true classification in all plots, while color of plotting character indicates derived
classification. (b) q-value quantitation map for assessing significance of fitting different Gaussian
mixtures to the dataset.
(K = 3, 4, . . . , 7) should be preferred over a 2-component model. The graphical displays of
Figure 2c–f visually support these findings. In each case, we display the four-dimensional dataset
in terms of the two-dimensional projection pursuit classification of the derived groupings. Contour
plots display the projections of the estimated individual Gaussian components of the mixtures.
Thus, we see that the 2-component solution (Figure 2c) provides two well-separated components.
The 3-component solution (Figure 2d) also provides well-separated components, but the distinction
between the green and the crimson components is less clear. Figure 2e and Figure 2f show that
introducing additional components results in poor separation of components. Thus, we would
choose a three-component model as the best fit for the Iris data. This example illustrates the utility
of our quantitation map: while the graphical plots provide qualitative displays, our map quantifies
the support for the different EM solutions. Further, note that Figures 2a,c,d,e,f use two-dimensional
projections for ease of display: parallel coordinate plots (Inselberg, 1985; Wegman, 1990) of four-
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(a) True classification
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Figure 3: Iris dataset illustrated using parallel coordinate plots of four-dimensional projection
pursuit classification representation (with color indicating classes) of the (a) true classification and
(c–f) fitted K-component solutions along with the (b) quantitation map.
dimensional projection pursuit classifications in Figure 3 show similar trends. BIC prefers the
2-component model for this dataset.
3.1.2 Leptograpsus crabs data
This dataset (Campbell and Mahon, 1974) has measurements on five variables (frontal lip width,
rear width, carapace midline length, maximum carapace width and body depth) of 50 males and
50 females each of blue and orange crabs. Thus we would ideally find four possible groups in this
dataset – note that the two-dimensional projection pursuit classification displayed in Figure 4a and
the four-dimensional projection pursuit classification parallel coordinate plots in Figure 5 show
considerable overlap between the four groups. Figure 4b provides our quantitation map for the
different fitted K-component models (K = 1, 2, . . . , 7). Clearly, any K-component mixture solu-
tion is significantly better than fitting a solitary Gaussian distribution, a finding also confirmed by
Figures 4c–f. Figure 4b also indicates that a 3-component mixture provides a significantly better
fit (p < 0.01) than a 2-component mixture and that a 4-component mixture fits significantly bet-
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(f) K = 5,R = 0.732
Figure 4: Estimated mixture models (contour plots) and classifications for the crabs dataset ob-
tained for (a) the true and (c–f) derived classifications for different K. Displays are as in Figure 2.
(b) q-value quantitation map for assessing significance of fitting different Gaussian mixture models
to dataset.
ter (p < 0.01) than a 3-component mixture. The improvement in loglikelihood by adding a fifth
component is not significant (p > 0.10). Thus, while Figures 4e and f both indicate overlapping
components, the quantitation map provides a numerical measure making it possible to choose the
most descriptive yet parsimonious model. This leads us to choose four components for this dataset,
which also provides us with the clustering with the highest R-value. BIC just barely prefers the
4-component model for this dataset (with a difference of less than 3 – thus, as per Kass and Raftery
(1995), the 3-component model should perhaps be deemed adequate.
3.1.3 Simulation Example
Our last illustration is on 200 observations from a two-dimensional four-component Gaussian
mixture simulated using the MixSim package in R. This software generates r-dimensional K-
component mixture distributions to satisfy two characteristics, namely the average (ω¯) and max-
imum (ωˇ) pairwise overlap measures (over all
(
K
2
)
pairs). We chose ω¯ = 0.05 and ωˇ = 0.10
for this experiment. This corresponds to model-based clustering of considerable clustering diffi-
culty. Moreover, since ωˇ is not much more than ω¯, many pairs of groups contribute to this pairwise
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(b) quantitation map (c) K = 2,R = 0.496
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Figure 5: Crabs data illustrated using parallel coordinate plots of the five-dimensional projection
pursuit classification representation (with color indicating classes) of the (a) true classification and
(c–f) fitted K-component solutions along with the (b) quantitation map.
average ω¯. Figure 6 presents the simulated dataset and results on fitting different K-component
Gaussian mixtures. The q-value quantitation map presented in Figure 6b indicates that the four-
component fit (Figure 6e) is significantly better (p < 0.01) than that of any model with fewer
components. No higher-complexity model significantly (p > 0.10) outperforms the K = 4 solu-
tion. BIC also prefers the model with 4 components.
In this section, we have illustrated utility of our quantitation map on two standard classification
and one simulation datasets. We now comprehensively evaluate its performance in estimating K.
3.2 Estimating the number of components in model-based clustering
Our experimental evaluations were performed on simulation datasets from K-component mixtures
generated using the MixSim package. Twenty-five mixture distributions were each generated for
different combinations of (r,K, n) and (ω¯, ωˇ) and the methodology outlined in Section 2.3.2 was
used to determine the optimal K, with testing terminated upon three consecutive acceptances of
H0, at 0.05 level of significance. The parameters (r,K, n) and (ω¯, ωˇ) governing our simulations
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Figure 6: Mixture models and (a) true and (c–f) derived (for different K) classifications for a two-
dimensional simulation dataset of sample size 200 simulated from a four-component mixture with
ω¯ = 0.05 and ωˇ = 0.10. Results are displayed using the same approach as in Figure 2. (b) q-value
quantitation map for assessing significance of fitting different mixture models to dataset.
are in Table 1. We also report summaries of the number of clusters identified as well as the R-
measures for the groupings obtained using these optimally fitted models. As we can see from
the table, the results are very good. Performance is excellent for cases with well-separated clus-
ters but degrades with increased clustering complexity, especially in the case for high r, high K
and modest n. This is perhaps not very surprising given that there are 725 parameters required
to be estimated for K = 11, r = 10 and n = 1, 000. Table 1 also reports performance with
eight other common methods known to perform well in the literature. Graphical displays of the
performance of these methods are presented in Figures 7 and 8. Thus, we see that AIC always
overestimatedK while BIC performed creditably in the cases with large n or when the groups were
well-separated. On the other hand, Quadratic AIC (QAIC) showed the best overall performance
for 5-dimensional 7-component mixtures, being able to detect the correct number of components
even with higher overlap. Surprisingly, its performance degraded dramatically in ten dimensions
and more complicated mixtures. (Note that inbuilt computational constraints in the QuadRisk soft-
ware supplied with Ray and Lindsay (2008), which limits n to be no more than 2,500, prevented us
from evaluating performance using the quadratic risk-based methods for the n = 5, 000 datasets.)
QBIC performed very similarly to QAIC; however, its performance was not as good when the mix-
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Table 1: Performance of different approaches to estimating K over 25 simulations. For each
method, the top line provides the median number of detected components as well as the corre-
sponding interquartile range (IQR) in parenthesis, the middle row provides the median R and the
bottom row its IQR.
Parameters K = 7, r = 5 K = 11, r = 10
ω¯ 0.01 0.05 0.01 0.05
ωˇ 0.03 0.04 0.15 0.27 0.04 0.08 0.20 0.44
n
=
1,
00
0
AIC
9(1) 10(1) 10(1) 10(1) 13(2) 13(2) 12(2) 13(2)
0.880 0.865 0.670 0.640 0.789 0.772 0.336 0.351
(0.037) (0.045) (0.062) (0.066) (0.070) (0.077) (0.093) (0.051)
BIC
7(0) 7(0) 5(1) 5(0) 4(1) 4(0) 2(0) 2(0)
0.936 0.931 0.595 0.576 0.386 0.385 0.091 0.116
(0.017) (0.021) (0.114) (0.122) (0.098) (0.037) (0.035) (0.040)
QAIC
7(0) 7(0) 7(0) 7(1) 1(0) 1(0) 1(0) 1(0)
0.935 0.931 0.706 0.687 0 0 0 0
(0.020) (0.021) (0.084) (0.061) (0) (0) (0) (0)
QBIC
7(0) 7(0) 6(2) 6(1) 1(0) 1(0) 1(0) 1(0)
0.935 0.931 0.634 0.618 0 0 0 0
(0.020) (0.021) (0.142) (0.105) (0) (0) (0) (0)
MIRC
6(3) 6(1) 2(0) 3(1) 2(1) 2(0) 2(0) 2(0)
0.822 0.742 0.191 0.287 0.145 0.143 0.098 0.116
(0.331) (0.139) (0.085) (0.171) (0.035) (0.027) (0.032) (0.036)
LEC
10(1) 9(2) 10(1) 10(1) 11(1) 11(1) 10(1) 9(1)
0.889 0.886 0.660 0.636 0.758 0.731 0.326 0.321
(0.038) (0.061) (0.053) (0.079) (0.092) (0.060) (0.100) (0.087)
CLC
9(1) 10(1) 10(1) 10(1) 14(1) 14(0) 14(0) 14(0)
0.893 0.876 0.675 0.633 0.759 0.732 0.321 0.336
(0.036) (0.043) (0.053) (0.062) (0.098) (0.088) (0.042) (0.055)
ICLC
7(0) 7(0) 5(2) 5(1) 4(1) 4(1) 1(0) 1(0)
0.935 0.928 0.528 0.520 0.386 0.393 0 0
(0.022) (0.024) (0.175) (0.152) (0.125) (0.057) (0) (0)
Method
7(0) 7(0) 7(1) 6(1) 9(2) 9(2) 6(2) 6(1)
0.935 0.928 0.651 0.672 0.702 0.692 0.312 0.345
(0.020) (0.021) (0.099) (0.106) (0.062) (0.124) (0.075) (0.078)
n
=
5,
00
0
AIC
9(2) 9(2) 9(2) 9(1) 14(1) 14(1) 14(1) 14(1)
0.927 0.910 0.734 0.714 0.893 0.883 0.639 0.626
(0.049) (0.024) (0.042) (0.035) (0.017) (0.017) (0.019) (0.029)
BIC
7(0) 7(0) 7(0) 7(0) 11(0) 11(0) 8(1) 8(1)
0.944 0.938 0.755 0.746 0.912 0.903 0.485 0.551
(0.008) (0.006) (0.038) (0.040) (0.013) (0.014) (0.077) (0.061)
MIRC
7(0) 7(1) 2(1) 2(1) 11(1) 9(2) 2(1) 2(1)
0.944 0.931 0.244 0.233 0.900 0.752 0.113 0.142
(0.008) (0.133) (0.199) (0.153) (0.094) (0.128) (0.085) (0.106)
LEC
6(0) 6(0) 10(1) 10(2) 3(1) 3(0) 6(9) 13(9)
0.822 0.818 0.713 0.720 0.245 0.280 0.442 0.594
(0.027) (0.060) (0.027) (0.047) (0.118) (0.043) (0.303) (0.278)
CLC
7(1) 7(1) 7(0) 6(0) 14(0) 14(0) 14(1) 12(4)
0.940 0.936 0.745 0.675 0.888 0.876 0.641 0.630
(0.007) (0.007) (0.045) (0.050) (0.009) (0.018) (0.017) (0.034)
ICLC
7(0) 7(0) 6(2) 6(1) 11(0) 11(1) 6(3) 8(1)
0.944 0.938 0.661 0.655 0.912 0.898 0.364 0.537
(0.008) (0.006) (0.157) (0.156) (0.013) (0.058) (0.204) (0.086)
Method
7(0) 7(0) 7(0) 7(0) 11(1) 11(1) 11(2) 10(1)
0.944 0.938 0.745 0.738 0.900 0.895 0.628 0.615
(0.008) (0.006) (0.035) (0.048) (0.016) (0.076) (0.055) (0.047)
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Figure 7: Adjusted Rand indices obtained upon using different methods in performing model-
based clustering using datasets obtained from 5-dimensional 7-component mixtures of different
clustering complexities.
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Figure 8: Adjusted Rand indices obtained by using different methods in performing model-based
clustering using datasets obtained from 10-dimensional 11-component mixtures of different clus-
tering complexities.
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ture models had substantially overlapping components. MIRC worked well for large sample sizes
and lower overlap between components. For higher overlaps, it prefers models with the smallest
number of components, which by construction of the criterion is the two-component model. The
Laplace-Empirical Criterion (LEC) was also used in our comparisons. This method presented a
challenge in that the observed information matrix of any model with too many components can be
near-singular, producing values of −∞ (Windham and Cutler, 1992). In our experiments in such
cases, we settled for the lowest finite value in determining optimal K. LEC’s performance was
substantially poorer for large r, larger K and large n. We also compared performance with two
entropy-based measures – the CLC and the ICLC. The CLC performed well for the 7-component
mixtures and large n. In other cases, it tended to overestimate K. ICLC did substantially better
than CLC, with its performance often mimicking BIC.
The results of our comprehensive experimental evaluations indicated that using our quantitation
map to estimate K demonstrated the best overall performance. QAIC did narrowly outperform our
method in a few cases, but generally speaking, the procedure worked very well. The case where
our method was outperformed is for K = 7, r = 5 with sample size n = 1, 000 and ωˇ = 0.27.
(This problem went away in higher dimensions only because the performance of the competing
methods was so much poorer.) However, we should note that the maximum overlap of 0.27 is very
high and our method based on detecting significant improvements was unable to choose the 7-
component model. We also remark that the application of our procedure here was based on testing
for three consecutive acceptances at the 5% level of significance. This device was employed here
simply to keep the computational demands of such a large-scale experiment practical. In a real-
world application, we would not be using this method so blindly, rather our quantitation map would
provide a p- and q-value indicating support for the many pairs of competing models, from which
the practitioner could choose the most appropriate model. Of course, if some clusters were known
to be a priori poorly-separated, a higher Type I error or expected FDR may be set. This underlines,
once again, that the full benefit of our approach transcends choosing the number of components,
providing as it does the researcher with a quantitative value and the ability to decide on a model
based on the p- and q-values.
We close this section by reporting on a final experiment done to address the concerns of Ray
and Lindsay (2008) about testing algorithms potentially identifying spurious clusters for large n.
We took 25 r-dimensional (r = 2, 5, 10) samples of size n = 10, 000 from a Gaussian distribution
with arbitrary dispersion structure. In each case (K∗ = 2, 3, . . . , 10), our testing scheme identified
only one significant component at the 5% significance level. This provides evidence that our
fundamental assumption of (4) also holding under H0 has the potential to address their concerns.
4 Application: Voting Patterns of Senators in the 109th US
Congress
The 109th United States Congress, comprising the Senate and the House of Representatives, was
the legislative branch of the US government from January 3, 2005 to January 3, 2007. During this
period, 441 bills were considered. Each of 100 Senators either voted in favor or against or record
their vote on each of these bills. The processed dataset was obtained from Banerjee et al. (2008).
Our interest here is in finding significantly different groups of senators with similar voting patterns.
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In modeling the voting preferences, note that for the jth vote, there are dj, j = 1, 2, . . . ,m
(here dj ≡ 3) options: thus, each senator’s choice can be modeled by a multinomial distribution
f(xjr; ρjr | r = 1, 2, . . . , dj) =
∏dj
r=1 ρ
xjr
jr where ρjr is the probability of the option r to be
selected while xjr (xjr is 0 or 1) represents the selection made by a respondent. Note that here∑dj
r=1 xjr = nj = 1 and
∑dj
r=1 ρjr = 1, though we could very easily allow for the case with
general nj . Assuming, for simplicity, that all votes are independent (otherwise modeling becomes
intractable), we obtain that the votes of the senators is a sample from the mixture model
g(xjr; pik, ρkjr | k = 1, 2, . . . , K, j = 1, 2, . . . ,m, r = 1, 2, . . . , dj) =
K∑
k=1
pik
p∏
j=1
dj∏
r=1
ρ
xjr
kjr, (9)
where K is the number of components and pik = 1, 2, . . . , K are are the corresponding mix-
ing proportions such that
∑K
k=1 pik = 1 . For simplicity, we introduce the following notations:
x = {xijr | i = 1, 2, . . . , n, j = 1, 2, . . . ,m, r = 1, 2, . . . , dj}, pi = {pik | k = 1, 2, . . . , K −
1}, and ρ = {ρkjr | k = 1, 2, . . . , K, j = 1, 2, . . . ,m, r = 1, 2, . . . , dj − 1}. We es-
timate pi and ρ via EM. The complete log likelihood `c is `c(x;pi,ρ) =
∑n
i=1
∑K
k=1 I(xi ∈
kth cluster)
[
log pik +
∑m
j=1
∑dj
r=1 xijr log ρkjr
]
with corresponding Q-function given by
Q(x;pi,ρ) =
n∑
i=1
K∑
k=1
piik log pik +
n∑
i=1
K∑
k=1
piik
m∑
j=1
dj∑
r=1
xijr log ρkjr, (10)
where piik, i = 1, 2, . . . , n, k = 1, 2, . . . , K is the posterior probability from the E-step of the EM
algorithm, which at the sth iteration is given by:
pi
(s)
ik = Prob{X i ∈ kth cluster |X i} =
pi
(s−1)
k
∏m
j=1
∏dj
r=1 ρ
(s−1)
kjr
xijr∑K
k′=1 pi
(s−1)
k′
∏m
j=1
∏dj
r=1 ρ
(s−1)
k′jr
xijr
.
The M-step maximizes (10) with respect to pi and ρ and results in updated estimates
pi
(s)
k =
∑n
i=1 pi
(s)
ik
n
and ρ(s)kjr =
∑n
i=1 pi
(s)
ik xijr∑n
i=1 pi
(s)
ik
.
E- and M-steps are iterated, as usual, till convergence. Note that the total number of parameters to
be estimated is K − 1 +K∑mj=1 dj −Km. The gradient vector of qi, i = 1, 2, . . . , n with respect
to pi and ρ, needed, as discussed in Section 2.1.2 for the observed information matrix is given by
∂qi
∂pik
=
piik
pik
− piiK
piK
and
∂qi
∂ρkjr
=
piikxijr
ρkjr
− piikxijdj
ρkjdj
.
Also, the non-null second partial derivatives of the Q-function, needed for implementing our
methodology as described in Section 2.2.2, are
∂2Q
∂pi2k
= −
∑n
i=1 piik
pi2k
−
∑n
i=1 piiK
pi2K
,
∂2Q
∂pikpis
= −
∑n
i=1 piiK
pi2K
, k 6= s,
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Figure 9: (a) q-value quantitation map for the senate voting records in the 109th US Congress. (b)
The derived grouping (leftmost column), party affiliation (middle column) and voting record (441
rightmost columns) of each senator in the 109th US Congress. Magenta, cyan and brown represent
the three derived groupings in the leftmost column. Red, blue and purple denote party affiliation of
Republican, Democratic and Independent, respectively. For each of the 441 votes in the rightmost
columns, green and red denote voting for or against the bill, while yellow denotes a vote that was
not recorded.
∂2Q
∂ρ2kjr
= −
∑n
i=1 piikxijr
ρ2kjr
−
∑n
i=1 piikxijdj
ρ2kjdj
,
∂2Q
∂ρkjrρkjl
= −
∑n
i=1 piikxijdj
ρ2kjdj
, r 6= l.
In our application, m = 441, n = 100. Figure 9a provides the q-value quantitation map for
this dataset. From the map, it is clear that there are three significant groups of senators. These
groups of senators, along with their party affiliations and voting records are displayed in Figure 9b.
Table 2 lists the senators in each of the three groups. This solution is also supported by BIC but
not by AIC which prefers the model with the highest K(= 6) considered. Note that the group
colored using cyan (Group B in Table 2) consisted of only Republican senators. On the other hand,
the group colored using magenta (Group C in Table 2) consisted of Democratic senators, barring
one who was registered as an Independent. This senator was Jim Jeffords of Vermont who, though
an independent, famously quit the Republican caucus in 2001 to caucus with Democrats. Thus,
this grouping is also consistent with our expectations. The third grouping (denoted using the color
brown and represented by Group A in Table 2) consisted of senators from both the Republican and
Democratic parties. A closer inspection reveals the presence here of moderates such as Ben Nelson
of Nebraska, Evan Bayh of Indiana, Norm Coleman of Minnesota, George Voinovich of Ohio and
so on. The future US President Barack Obama and Secretary of State Hillary Clinton were also
identified as being in this group. Several senators in this group did not record a large number of
votes. It is reasonable to expect, as our methodology does, that they would be categorized as being
in the moderate category. The results of applying our methodology to the senate voting records
dataset is thus very encouraging and illustrates that our method can be applied to non-Gaussian
mixtures fairly readily. Note that the scenario addressed in this application is similar to multiple-
choice questions in surveys where interest is in finding population groups to tailor services and
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products. It is also similar to the case of model-based clustering of data to infer genetic structure
of sub-populations (Chen et al., 2006) from alleles occurring at loci. Thus, the specific issue
addressed here has applicability beyond the senate voting application studied in this section.
5 Discussion
In this paper, we develop methodology for assessing significance in finite mixture models. Our
approach provides for a testing procedure between any two competing models. The LRTS is used
along with asymptotic theory to calculate its significance. We use this to develop a quantitation
map which allows for the researcher to obtain a comprehensive numerical understanding (in terms
of an universally understood measure – the p-value) for the support for different models. The
power of our testing procedure was examined for the relatively tractable case of testing one- versus
two-component models. The obtained results show that while the power of the test goes down with
increasing overlap (clustering complexity), it also increases for larger sample sizes. Our suggested
methodology was illustrated using some well-known classification and one simulation datasets.
The quantitation map tallies well with graphical illustrations and augments understanding by pro-
viding a numerical measure. Thus, we provide a formal approach to quantifying significance in
these models. We also used the methodology for estimatingK in over 400 simulation datasets. Our
results indicate good performance in a wide variety of settings for our procedure: we are uniformly
among the top performers. It is interesting to note that the relative superior performance vis-a-vis
other competitors appears especially more pronounced for datasets from less well-separated mix-
tures of higher dimensions and smaller sample sizes. Our methodological development is based on
large-sample theory: our experiments show its applicability and good performance even for mod-
erate sample sizes. We also demonstrate its applicability in the context of non-Gaussian mixtures
and apply it to categorize voting preferences of senators in the 109th US Congress. Our results are
interpretable and correspond to some widely held views of individual senators’ preferences and
thus very encouraging.
Several additional issues arise that are related to this work. For one, our methodology could
potentially make it possible to cast the problem of variable selection as a testing problem, and
similar to the case of multiple linear regression, result in forward, backward and stepwise methods.
Our approach could also potentially be used to detect the number of significant components in
semi-supervised clustering models (where some of the class/component information is known) and
where use of the information-criteria-based parsimonious methods is not clear. Further, it would be
interesting to evaluate performance for competing mixtures from different distributions. There is
some scope for optimism here since our derived methodology in Section 2 does not, except in the
calculation of the specific information matrices, rely on Gaussian mixtures: nevertheless, it would
be interesting to study performance. Thus, while our paper has made a valuable contribution
to assessing and quantifying significance in finite mixture models, a number of extensions and
developments meriting further attention remain.
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Table 2: Classification obtained for the 109th United States Congress dataset.
Group A Group B Group C
Barack H. Obama (IL) Arlen Specter (PA) Barbara A. Mikulski (MD)
Bill Nelson (FL) Charles E. ’Chuck’ Grassley (IA) Barbara Boxer (CA)
Blanche L. Lincoln (AR) Charles T. ’Chuck’ Hagel (NE) Byron L. Dorgan (ND)
C. Saxby Chambliss (GA) Christopher S. ’Kit’ Bond (MO) Carl Levin (MI)
Charles E. ’Chuck’ Schumer (NY) Conrad R. Burns (MT) Christopher J. Dodd (CT)
David B. Vitter (LA) Craig Thomas (WY) Daniel K. Inouye (HI)
Debbie Ann Stabenow (MI) Gordon Harold Smith (OR) Daniel Kahikina Akaka (HI)
E. Benjamin ’Ben’ Nelson (NE) James M. ’Jim’ Inhofe (OK) Dianne Feinstein (CA)
Elizabeth H. Dole (NC) Jefferson B. ’Jeff’ Sessions III (AL) Edward M. ’Ted’ Kennedy (MA)
Evan Bayh (IN) John S. McCain (AZ) Frank R. Lautenberg (NJ)
George Felix Allen (VA) John W. Warner (VA) Harry M. Reid (NV)
George V. Voinovich (OH) Jon Kyl (AZ) Herbert H. ’Herb’ Kohl (WI)
Hillary Rodham Clinton (NY) Judd A. Gregg (NH) James Merrill ’Jim’ Jeffords (VT)
James M. ’Jim’ Talent (MO) Kay Bailey Hutchison (TX) Jeff Bingaman (NM)
Jim Bunning (KY) Larry E. Craig (ID) John D. ’Jay’ Rockefeller IV (WV)
Jim W. DeMint (SC) Michael B. Enzi (WY) John F. ’Jack’ Reed (RI)
John Cornyn (TX) Michael ’Mike’ DeWine (OH) John Forbes Kerry (MA)
John E. Sununu (NH) Mitch McConnell (KY) Joseph I. Lieberman (CT)
John Eric Ensign (NV) Olympia J. Snowe (ME) Joseph R. Biden Jr. (DE)
John H. ’Johnny’ Isakson (GA) Orrin G. Hatch (UT) Kent Conrad (ND)
John R. Thune (SD) Pat Roberts (KS) Mary L. Landrieu (LA)
Ken Salazar (CO) Pete V. Domenici (NM) Max S. Baucus (MT)
Lamar Alexander (TN) Richard C. Shelby (AL) Patrick J. Leahy (VT)
Lincoln D. Chafee (RI) Richard G. Lugar (IN) Patty Murray (WA)
Lindsey O. Graham (SC) Richard J. ’Rick’ Santorum (PA) Paul S. Sarbanes (MD)
Lisa A. Murkowski (AK) Robert F. Bennett (UT) Richard J. ’Dick’ Durbin (IL)
Maria Cantwell (WA) Samuel D. ’Sam’ Brownback (KS) Robert C. Byrd (WV)
Mark Dayton (MN) Susan M. Collins (ME) Ron Wyden (OR)
Mark Pryor (AR) Ted Stevens (AK) Russell D. Feingold (WI)
Mel Martinez (FL) Thad Cochran (MS) Thomas ’Tom’ Harkin (IA)
Michael D. ’Mike’ Crapo (ID) Trent Lott (MS) Tim P. Johnson (SD)
Norm Coleman (MN) Wayne A. Allard (CO)
Richard M. Burr (NC) William H. ’Bill’ Frist (TN)
Robert Menendez (NJ)
Thomas Allen ’Tom’ Coburn (OK)
Thomas Richard Carper (DE)
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A Proof of Result 2.3
Proof: For a two-component Gaussian model, f (K)(x) =
∑K
k=1 pikφ(x;µk,Σk) can be written as
f (2)(x) = piφ(x;µ1,Σ1) + (1− pi)φ(x;µ2,Σ2). (11)
As mentioned in Section 2.2.4, µ and Σ can be written as
µ = piµ1 + (1− pi)µ2 (12)
and
Σ = pi(Σ1 −Σ2) + Σ2 + pi(1− pi)(µ1 − µ2)(µ1 − µ2)′, (13)
where µ and Σ are the parameters of the Gaussian model Nr(µ,Σ) with density
f (1)(x) = φ(x) = (2pi)−
r
2 |Σ|− 12 exp{−1
2
(x− µ)′Σ−1(x− µ)} (14)
and corresponding loglikelihood
`1(µ,Σ;x) = −r
2
log(2pi)− 1
2
log |Σ| − 1
2
(x− µ)′Σ−1(x− µ). (15)
For the one-component model (14), there is no missing class information so that the corresponding
loglikelihood and Q functions are the same. Thus, for any observation xi, `1(µ,Σ;xi) = q
(1)
i
with q(1)i defined as in Section 2.2.4. In order to obtain the gradient vector ∇q(1)i , we need to find
the following derivatives: ∂q
(1)
i
∂pi
, ∂q
(1)
i
∂µ1
, ∂q
(1)
i
∂µ2
, ∂q
(1)
i
∂Σ1
and ∂q
(1)
i
∂Σ2
. For notational simplicity, we omit the
subscript i in our derivations for xi as well as for q
(1)
i .
We use the following results from Magnus and Neudecker (1999) in our derivations:
• if dXf(X) = tr{A′dXX}, then ∂f(X)∂X = A,
• dX log |X| = tr{X−1dXX},
• ∂xx′
∂x
= I ⊗ x+ x⊗ I ,
where dX implies taking the derivative with respect to the matrix X . Similarly, dx denotes the
differential with respect to vector x while dx implies derivative with respect to scalar x. Before
finding derivatives, we consider differentials for the parameters of the one-component model (14)
taken with respect to the parameters of two-component model (11). The obtained results will
simplify our further calculations. Differentials for µ as in (12) are trivial: dpiµ = (µ1 − µ2)dpipi,
dµ1µ = pidµ1µ1, and dµ2µ = (1 − pi)dµ2µ2; finally dΣ1µ and dΣ2µ both produce 0. Now
consider differentials of Σ as in (13): dpiΣ = (Σ1 − Σ2 + (1 − 2pi)(µ1 − µ2)(µ1 − µ2)′)dpipi,
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also dµ1Σ = pi(1 − pi)((dµ1µ1)µ′1 + µ1dµ1µ′1 − (dµ1µ1)µ′2 − µ2dµ1µ′1), and similarly dµ2Σ =
pi(1−pi)((dµ2µ2)µ′2+µ2dµ2µ′2− (dµ2µ2)µ′1−µ1dµ2µ′2). Finally, dΣ1Σ = pidΣ1Σ1 and dΣ2Σ =
(1 − pi)dΣ2Σ2. Having these expressions, we can now obtain all necessary derivatives. Note
that the loglikelihood expression in (15) contains two terms that involve parameters. First, we
find derivatives of log |Σ| with respect to λ, µ1, µ2, Σ1 and Σ2. Trivially, ∂ log |Σ|∂Σ1 = piΣ−1 and
∂ log |Σ|
∂Σ2
= (1 − pi)Σ−1. Using results for the trace of a matrix, we now obtain dµ1 log |Σ| =
tr{Σ−1dµ1Σ} = pi(1− pi)tr{Σ−1((dµ1µ1)µ′1 − (dµ1µ1)µ2′ + µ1dµ1µ′1 − µ2dµ1µ′1)} = 2pi(1−
pi)(µ1−µ2)′Σ−1dµ1µ1 and thus ∂ log |Σ|∂µ1 = 2pi(1−pi)Σ
−1(µ1−µ2). Similarly we obtain ∂ log |Σ|∂µ2 =
−∂ log |Σ|
∂µ1
. Further dpi log |Σ| = tr{Σ−1dpiΣ} = tr{Σ−1(Σ1 − Σ2 + (1 − 2pi)(µ1 − µ2)(µ1 −
µ2)
′)dpipi} = ((1 − 2pi)(µ1 − µ2)′Σ−1(µ1 − µ2) + tr{Σ−1(Σ1 − Σ2)})dpipi and consequently
∂ log |Σ|
∂pi
= (1− 2pi)(µ1 − µ2)′Σ−1(µ1 − µ2) + tr{Σ−1(Σ1 −Σ2)}.
Now consider derivatives of (x−µ)′Σ−1(x−µ) with respect to λ, µ1, µ2, Σ1 and Σ2. Using
dΣ1(x− µ)′Σ−1(x− µ) = −pi(x− µ)′Σ−1(dΣ1Σ1)Σ−1(x− µ) provides
∂(x− µ)′Σ−1(x− µ)
∂Σ1
= −pi([(x− µ)′Σ−1]⊗ [(x− µ)′Σ−1]),
∂(x− µ)′Σ−1(x− µ)
∂Σ2
= −(1− pi)([(x− µ)′Σ−1]⊗ [(x− µ)′Σ−1]).
Also, using dµ1(x−µ)′Σ−1(x−µ) = −2(x−µ)′Σ−1pidµ1µ1−pi(1−pi)(x−µ)′Σ−1((dµ1µ1)(µ1−
µ2)
′ + (µ1 − µ2)dµ1µ1)Σ−1(x− µ) leads us to the expression:
∂(x− µ)′Σ−1(x− µ)
∂µ′1
= −2pi(x− µ)′Σ−1 − pi(1− pi)([(x− µ)′Σ−1]
⊗ [(x− µ)′Σ−1])(I ⊗ (µ1 − µ2) + (µ1 − µ2)⊗ I)
and similarly the derivative with respect to µ2 is obtained as:
∂(x− µ)′Σ−1(x− µ)
∂µ′2
= −2(1− pi)(x− µ)′Σ−1 − pi(1− pi)([(x− µ)′Σ−1]
⊗ [(x− µ)′Σ−1])(I ⊗ (µ2 − µ1) + (µ2 − µ1)⊗ I).
Finally dpi(x−µ)′Σ−1(x−µ) = −2(x−µ)Σ−1dpiµ− (x−µ)′Σ−1(dpiΣ)Σ−1(x−µ) yielding
∂(x− µ)′Σ−1(x− µ)
∂pi
= −2(x− µ)Σ−1(µ1 − µ2)− (x− µ)′Σ−1(Σ1 −Σ2
+ (1− 2pi)(µ1 − µ2)(µ1 − µ2)′)Σ−1(x− µ).
The result follows from combining the obtained derivatives and adjusting derivatives with respect
to Σ1 and Σ2 for symmetry using the unique matrix Gr as discussed in Result 2.1. 2
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