A model and a method providing a 3D reconstruction of a given translucent object from a series of image acquisitions performed with various focus tunings is proposed. The object is imaged by transmission; refraction, reflection and diffusion effects are neglected. It is modeled as a stack of translucent parallel slices and the acquisition process can be described by a set of linear equations. We propose an efficient inversion technique with O(n) complexity, allowing practical applications with a simple laptop computer in a very reasonable time. Examples of results obtained with a simulated 3D translucent object are presented and discussed.
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The discrete convolution product is denoted as usual as h * s(l,c) =∑ i ∑ j h(i, j)s(l − i,c − j)

Introduction
3D imaging of translucent objects is not a hot topic in the recent artificial vision literature. However, these objects, whose refraction index is almost constant and through which light rays follow a quasi straight line, are often observed. In microscopy for biology, for instance, a lot of objects show their internal structure only when dyes modifying only the absorption coefficient are applied. In scientific imaging of fluid movement, the same kind of behavior is observed. The short depth of focus of the optic devices used in microscopy is the main limitation on observing 3D object. However, this property can be used to estimate the thickness of the object, or more precisely, to acquire its 3D transparency function. For nontransparent objects this approach is well known as the "depth from focus" or "shape from focus" method [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] . For diffusing objects this technique is well known as "opticalsectioning microscopy" [16, 17, 18] . For translucent or quasi-transparent objects, references are somewhat scarcer. Though its only concern is to provide a detailed model for the acquisition device transfer function, the work of Dey can be quoted [11] . Dey deals only with the direct problem; as far as we know, nobody has tried to solve the inverse problem of finding a 3D model for a translucent object from 2D imaging. We propose a model and a method allowing a 3D reconstruction of a given translucent object from a series of image acquisitions performed with various focus tunings. The method can be refereed to as optical tomography from focus (OTFF). The robustness and the performance of the method are evaluated through simulated experiments. The results show the efficiency and the limits of the implemented algorithms.
Modeling a translucent 3D object
The object is imaged by transmission and is modeled as a stack of parallel translucent slices whose positions are denoted by abscissa x. Along its path through the object, the light is assumed to constitute a parallel ray flux (the object thickness and wideness are supposed to be small enough), which propagates through the stack of translucent slices with a normal incidence, as shown in Fig. 1 . In this model, phenomena of refraction, reflection and diffusion are neglected; only the absorption due to the crossing of each slice is considered. This the main difference with "optical-sectioning microscopy" in which each point of the object is an omnidirectional light source.
Under these conditions, if the number K of planes is large, the transmission coefficient on plane x for the point (l, c), T x (l, c) can be assumed to stay close to 1:
We introduce the absorption coefficient of the slice number i as following
A discrete expression of the global transmission is
leading to a first-order discrete expansion of the transmission coefficient For the model to remain valid, the discrete transmission coefficient has to stay as close to one as possible and its variation within the slice must be small. To be more precise, a Taylor expansion shows that if the number of planes in the modeled object section is denoted by K, the term of order 2 is negligible if the absorption coefficient for each slice is around a x i ∼ 0.2
The experimental results presented by Dey [11] prove the validity of this model. The optical imaging device is assumed to be linear, with its blurring function (Point Spread Function) depending on the focusing distance. For a plane at abscissa x with respect to the focusing point, the impulse response is denoted as: h x (l, c). The image for a focusing distance y is given by [19] 
The continuous model is sampled by a first-order operator, obtaining:
All the P images, acquired with various focusing distances are lexicographically sorted in a vector S [12] whose components are defined as
and the absorption coefficients of the object are similarly grouped in a vector E whose components are given by
When using a matrix notation for the convolution, H i j denotes the matrix associated with the impulse response h x j −x i . H i j is a Toëplitz-block-Toëplitz matrix, and its asymptotic limit obtained when boundary effects are neglected is circulant-blocks-circulant.
Inversion problem
Generally speaking, the output vector consisting of the concatenated images obtained from P shoots, each performed while focusing on one of P planes, chosen among the K planes of the object model, is given by
The matrix constituted as described in the above given scheme is denoted as H and the acquisition process can be described by a set of linear equations: S = HE, where, under the classical asymptotic approximation for the convolution, H is the classical Toëplitz-block-Toëplitz matrix denoting a convolution operator with a finite impulse response. It is important to remark that if P images (L × C), L being the number of rows and C the number of columns, with P different focusing distances, are acquired for an object modeled by K planes, the vector E has KLC components, S has PLC elements and the matrix H size is KP(LC) 2 . As the reconstruction method is a global one, to avoid singularities, each model plane must contain its own information. Due to the PSF limited band, the object thickness and the camera resolution, the depth resolution and hence the number of planes are limited. An estimate for a simple pillbox model as PSF and standard optical material proposed in [15] shows that the number of planes must be limited to about 10. As the number of planes in the model is limited the boundary problem cannot be easily handled and globally diagonalizing this matrix by Fourier transformation is impossible. Even if the inversion problem is straightforward when the matrix is square and well conditioned, it is computationally costly. The complexity of the classical inversion algorithm is O(n 3 ). Taking advantage from the peculiar structure of H we propose an efficient inversion technique with a complexity O(n), allowing practical applications with simple laptop computer in very reasonable time. The inversion can be exact (mathematically speaking) or optimum in the least square approximation (a pseudo inversion is done in this case). The Toeplitz blocks in H do not have to be identical. The PSF can vary along the x axis (h x j −x i may depend on j) without any concern for the model and the inversion method.
3-D object reconstruction
Reconstructing the object from the observation is the inverse problem, ie. find E given S. If the matrix H is square (ie. the number of images P is equal to the number of slices in the model K) and non-singular, then the solution can be simply expressed by E = H −1 S . However, even in this simple case, solving this equation with the classical methods of linear algebra is often not realistic, since the amount of data is too large. However, the special structure of the matrix H allows us to propose a technique dedicated to the problem that is efficient, robust and simple. The inversion process is performed in two stages. Indeed, since the images are widely greater than the convolution kernel, the asymptotic assumption is quite valid for each block H i j , the boundary effects due to kernel windowing can be neglected, so passing into the Fourier domain in a first stage is possible for each block. In the second stage, the system inversion is thus finally reduced to a set of small elementary system inversions. The size of these reduced systems is fixed by the number of slices used in the model and in the acquisition process (K × P). The regularization that can occur during the inversion process must be specifically considered. The algorithm is detailed in the following section.
A fast inversion method
An analytic or algebraic approach can be used for describing this method; we choose the first one since it seems more intuitive. The initial notations are simplified: the luminance of the pixel (l, c) of the image shot while focussing on plane x i is denoted as s i (l, c); the same notation is used for the absorption coefficient of the plane x j , a j (l, c); and the impulse response of the optical blurring operator for the plane x j , if the focus is on plane x i , is denoted as h ji . Letting * denote the convolution operator, one can state:
Neglecting the boundary effects or assuming a periodization of the images, we can use the linearity of the DFT (Discrete Fourier Transform) and the theorem of Plancherel to write:
with s i (n, m) denoting the 2D DFT of s i (n, m). The inversion problem involves solving a linear system with P equations:
H(n, m) is a K × P Toëplitz matrix whose elements are h ji (n, m). This matrix is easy to invert; as the number of slices in the model is limited, its size stays within reasonable limits (5 is a typical practical value for K). If the constraints about the blur resolution are taken into account, no conditioning problem can occur except for the mean value (origin in the Fourier plane), where all the K equations are the same. For this case, the inverse is simply taken to be the identity matrix, and the resulting error affects only the mean value of each reconstructed image. If the matrix H(n, m) is not square, which is the case when the shots are more numerous than the planes of the model (P > K), the problem is overdetermined and an inversion algorithm such as the pseudoinverse technique is used [13] . Then the result obtained is optimum in the mean square approximation sense. The inversion is iterated L × C times. Images are finally extracted by performing K inverse 2D DFTs of size L × C. The overall complexity of the algorithm is O(n), which is better than the best classical methods. The experimental curve in Fig. 2 shows that the experimental computation time is quasi-linearly dependent on the image size. Memory access operations are responsible for the light nonlinear discrepancy.
Simulations
Simulation model
A simple Gaussian model is used as the Point Spread Function in the simulations. In the context of real images, this function can be experimentally evaluated through, for example, the SML (Sum-Modified Laplacian) operator of Nayar et al. [4] . There already exists a huge literature Fig. 3 . Simulation device.
on this kind of measurement, and many other models, more complex, can be used (the most popular was proposed by Hopkins in 1955 [14] ):
with σ proportional to d ji given by the pillbox model. This model, deduced from the elementary thin lens law, gives the blur spot size:
where f is the focal length, D is the diaphragm aperture diameter, x j is the focusing point and x i is the object plane position. An artificial model of a translucent 3D object has been constructed in order to validate the theoretical predictions and to test the proposed algorithms in a completely understood context. Those algorithms are independent from the object. The parameters are only driven by the measurement conditions; therefore, we chose to construct a rather simple object with a few planes, and the images of the absorption coefficients in each slice of the model are simple and clear. Those images are all different one from the other. The simulated 3D translucent object, composed of a square base pyramid (height = 80mm), with a circular horizontal hole in the middle, has been cut at K = 5 planes parallel to the pyramid base (see Fig. 3 ). The P images of the model slices are presented in the same figure (in this case P = K). In the simulations the model is reconstructed from the blurred acquisitions given by a simulated measurement device. The standard optical parameters are: focal length is f = 50mm, optical aperture (in mm) is D = 50/5.6. This value can be tuned in order to change the divergence of the blur spot size, we abusively denote it as "optical gain". The spatial resolution of the camera is 1/a = 100pixels/mm and the image size is 128 × 128. An example of P = 5 blurred images, provided by this device with the camera focused exactly on the centers of the model slices, is given in the Fig. 3 . The exact inverse and the pseudoinverse methods are used to reconstruct the model images from these blurred acquisitions. For pseudoinverse method the number of input images (P = 10) is greater than the number of slices (K = 5) in the model. We will evaluate the robustness of the method against different perturbations, particularly optical blur parameters, noise, focusing accuracy and the depth resolution of the model. We show that there exists an optimal setting for the optics (focus and depth of field). The classical instability observed in almost all inverse problem appears here. In particular, reconstructions from noisy data typically manifest distortion in the low frequency components.
Simulation results
In a first test, the object is reconstructed without any perturbation of the data and with the exact values for all the parameters. In this case, the exact inverse (K = P = 5) and the pseudoinverse (P = are computed from the difference between the reconstructed images and model images (A M is the maximum pixel value). It is to be pointed out that, contrary to the fluorescence microscopy image one [16] , the quality of the images provided by CCD camera in optical tomography is not affected by Poisson noise. The PSNR of OTFF images can be expected to be usually above 55 dB and their noise can be simply modeled by a white Gaussian stochastic process. The real issue for the inversion method in OTFF is its robustness against the optical parameters. But, before testing that, we need to determine if there exists an optimal optical setting.
Test for an optimal optical setting
In this test we evaluated the necessity of a particular and tight choice of the optical parameters for the shooting device. Therefore, the optical gain influence on the reconstruction quality was measured. For the test to be conducted we had to add some noise on the image. Therefore a white Gaussian noise was added to one image. When noise is involved in an experiment, each result is the mean of, at least, 10 tries. Figure 4 shows that there exists a tight optimal setting zone when the exact inverse method is applied, but the pseudoinverse method is more stable and allows a wide range of settings with fine recontruction performance. 
Test of robustness against optical parameters
The next simulation is dedicated to the study of the influence of errors on the estimate of the Point Spread Function (PSF). More precisely, it assumes that the real blur spot size is different than the one used in the matrix to be inverted. This blur spot size is defined by the standard deviation of the Gaussian model for the PSF. The curves of Fig. 7 show the evolution of the reconstruction quality when the PSF width error varies within an experimentally realistic range. Again, the pseudoinverse method is more robust than the exact inverse method. The range in which the error can be tolerated while maintaining an acceptable reconstruction quality (RMSE < 0.04 or PSNR > 28dB) is wide enough to suggest that these inversion methods can be used in practice. The quality is considered as acceptable if no visible defect can be seen. The next result concerns another possible discrepancy: an error on the focusing distance during the acquisition. As demonstrated by the curves of Fig. 8 , the inversion methods appear to be especially sensitive to this experimental parameter, and even if the pseudoinverse method seems to be more secure, the focus offset cannot go beyond ±2% to stay within the acceptable reconstruction quality zone (RMSE < 0.04).
Test of robustness against noise
The last experiment was performed to evaluate the stability of the inversion methods when the acquisition is perturbed by an additive white Gaussian noise which is a reasonable model to test robustness to noise. If the algorithm performs reasonably well at low SNR for Gaussian, it should hold well for other noise models as well. The curves of Fig. 5 and 6 show the impact on the reconstruction quality of such noise when it is added to one of the images in the measurement stage. For the exact inverse method, the result depends heavily on the focusing position of the corrupted acquisition. The results are worse when a central image is noisy. For the pseudoinverse method, a greater robustness and a relative insensibility against the place of the image affected by the noise can be denoted. It even seems that the method, in this case, is more sensitive to perturbations introduced on the extreme images. The perturbation induced on the reconstructed images when the measurements are noisy is more or less distributed amongst the planes, appearing as a low frequency distortion added to the images. Examples of reconstructed images and of corresponding error images (difference between the model and the reconstruction), given in Fig. 9 and 10, illustrates this phenomena. In these examples the reconstruction quality is not acceptable: RMSE = 0.052. The results are almost the same if the same amount of noise is dispatched on all the images. This is illustrated in Fig. 11 where the same amount of white Gaussian noise is added to each image in the measurement stage. As anticipated, the exact inverse method is highly sensitive to noise but the pseudoinverse method still gives satisfactory results for PSNR in measured images higher than 45 dB. It must be remembered that PSNR of real images provided by CCD cameras is generally above 55 dB. Therefore, the pseudoinverse method is clearly able to provide a good quality reconstruction.
Conclusion
We presented a model and a new method providing a 3D reconstruction of a given translucent object from a series of image acquisitions performed with various focus tunings. The object is observed by transmission; refraction, reflection and diffusion effects are neglected. It is modeled as a stack of translucent planes. The acquisition process is assumed to be linear and characterized by a convolution matrix. Taking advantage from the peculiar structure of this matrix, we proposed an efficient inversion technique with a complexity of O(n), allowing practical applications with simple laptop computer in very reasonable time. The inversion can be exact (mathematically speaking) or optimum in the least square approximation (a pseudo inversion is done in this case). A simple Gaussian model was used for the PSF in the simulations. Robustness of the method against different perturbations has been evaluated. The effect of optical blur parameters and noise have been explored and the experimental conditions for the best performance were determined. We demonstrated that there is an optimal setting for the optics (focus and depth of field). The pseudoinverse method benefits from the overdetermination, which gives robustness against the variation of the optical parameters. The classical instability observed in almost all inverse problem appears here in a particular way. The problem occurs with higher strength in the low spatial frequency components of the image. In our algorithm, the matrices to be inverted are composed of Fourier coefficients, and they are ill-conditioned, especially for the low spatial frequencies where the PSF response has the lowest discriminating power between the model planes. Some special regularization techniques should be developed to cope with this peculiarity. Simple Tikhonov method, or more sophisticated approaches as proposed in [16, 17, 18] , should be effective. However the simplicity and the resulting fast computing properties will be lost. The inverse matrix coefficients can be computed once and for all, off-line, when the acquisition parameters are fixed. Therefore, a real-time deconvolution can be implemented in a software running on a simple laptop allowing an on-line use of the method. All these results must be confirmed in a real experiment conducted, for instance, with biological objects imaged by microphotography. Exact inverse (p=5) Fig. 11 . Error in the reconstructed image from noisy measurements (the same amount of noise is added to each image in the measurement stage).
