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ABSTRACT
We study the problem of embedding high-dimensional visual data into low-dimensional
vector representations. This is an important component in many computer vision
applications involving nearest neighbor retrieval, as embedding techniques not only
perform dimensionality reduction, but can also capture task-specific semantic sim-
ilarities. In this thesis, we use deep neural networks to learn vector embeddings,
and develop a gradient-based optimization framework that is capable of optimizing
ranking-based retrieval performance metrics, such as the widely used Average Preci-
sion (AP) and Normalized Discounted Cumulative Gain (NDCG). Our framework is
applied in three applications.
First, we study Supervised Hashing, which is concerned with learning compact
binary vector embeddings for fast retrieval, and propose two novel solutions. The
first solution optimizes Mutual Information as a surrogate ranking objective, while
the other directly optimizes AP and NDCG, based on the discovery of their closed-
form expressions for discrete Hamming distances. These optimization problems are
NP-hard, therefore we derive their continuous relaxations to enable gradient-based
optimization with neural networks. Our solutions establish the state-of-the-art on
vi
several image retrieval benchmarks.
Next, we learn deep neural networks to extract Local Feature Descriptors from
image patches. Local features are used universally in low-level computer vision tasks
that involve sparse feature matching, such as image registration and 3D reconstruc-
tion, and their matching is a nearest neighbor retrieval problem. We leverage our
AP optimization technique to learn both binary and real-valued descriptors for local
image patches. Compared to competing approaches, our solution eliminates complex
heuristics, and performs more accurately in the tasks of patch verification, patch
retrieval, and image matching.
Lastly, we tackle Deep Metric Learning, the general problem of learning real-
valued vector embeddings using deep neural networks. We propose a learning to
rank solution through optimizing a novel quantization-based approximation of AP.
For downstream tasks such as retrieval and clustering, we demonstrate promising
results on standard benchmarks, especially in the few-shot learning scenario, where
the number of labeled examples per class is limited.
vii
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1Chapter 1
Introduction
Computer vision systems often face the tasks of storing, processing, and searching
through high-dimensional visual data, such as mega-pixel images and high-definition
videos. Examples include content-based image and video retrieval [4, 107], person and
object recognition in photo collections [78, 100], and action detection and classification
in surveillance video [68, 76]. To make such systems large-scale, it is desirable to map
the high-dimensional data objects to low-dimensional vector representations, both to
reduce storage costs and to allow for efficient processing. High-dimensional data also
pose challenges for semantic-level understanding: owing to the curse of dimensionality
[13], standard similarity metrics in high-dimensional spaces do not necessarily reflect
the true perceived similarities between visual objects. Therefore, another requirement
for the mapping process is that it should encode desired task-specific similarities, such
that objects that are semantically similar are mapped to close neighbors in a low-
dimensional vector space.
1.1 Learning Embeddings for Nearest Neighbor Retrieval
In this thesis, we consider the problem of learning low-dimensional vector embeddings
of high-dimensional visual data. First and foremost, this task has direct connections
to dimensionality reduction [12, 40, 132], which is a well-studied problem in its own
right. However, considering that vector embeddings find applications in many differ-
ent scenarios, each having different goals and forms of supervision, we argue that it is
2likely suboptimal to take a purely unsupervised, “one-size-fits-all” dimensionality re-
duction approach. Instead, we aim to optimize the vector embeddings in a task-driven
manner, by learning from data and their accompanying supervision signals.
The primary application scenario that we consider in this thesis is nearest neighbor
retrieval, which is a core component in many computer vision applications. Given
a query object (e.g. image search query) and a database of indexed objects (e.g.
a database of images), a standard retrieval procedure is to first encode the query
into a vector representation. Then, distances between the query vector and database
vectors are evaluated, either exhaustively over the entire database, or on a subset of
the database. The result is a ranking of database items by increasing distance to the
query, and finally, objects that have the lowest distances to the query are returned
as nearest neighbors. In computer vision, this paradigm is naturally instantiated in
problems like image and video retrieval.
It is crucial to have a high-quality distance metric for nearest neighbor retrieval,
and when distances are evaluated between vector embeddings, it becomes necessary
to optimize the embeddings so as to achieve high quality. Inspired by the recent suc-
cess of deep neural networks (DNNs) in important computer vision problems such as
image classification [85], in this thesis we focus on using DNNs to optimize vector em-
beddings, as DNNs provide excellent function approximation abilities when coupled
with appropriate hardware acceleration. Consequently, our main optimization ma-
chinery would be Stochastic Gradient Descent (SGD) [15, 130], which is the standard
tool for training DNNs.
In supervised learning of vector embeddings, supervision is commonly given in the
form of pairwise affinities. Pairwise affinity labels are easy to obtain (e.g. from agree-
ment of class labels), yet they enable learning powerful representations. In its simplest
form, we are given pairs of objects, with binary labels indicating their pairwise rela-
3tionships as either “similar” or “dissimilar”. Alternatively, the similarity labels could
have multiple levels, or “grades”, indicating different strengths. Intuitively, in formu-
lating the learning problem, we would like the learned vector embeddings to evaluate
to small distances between similar pairs, and large distances between dissimilar pairs.
In this thesis, based on the “learning to rank” formalism [105], we design a principled
learning framework to capture such intuitions. This framework is applied to learn
deep vector embeddings in several problem domains, which we discuss next.
1.1.1 Supervised Hashing
We start by considering the problem of supervised hashing, where the goal is to
learn binary vector embeddings, or hash codes, of data. Please see Figure 1·1 for
an illustration. A natural use case for hashing is in content-based retrieval in large
databases, including for images, video, audio, or even between different modalities.
The Hamming distance between binary vectors can be evaluated efficiently using
bitwise operations on modern CPUs, which enables fast approximate nearest neighbor
search; the approximate search can also be used as a filtering step to return a shortlist
of candidate retrievals, before more expensive and time-consuming distance metrics
are applied. In addition, with compact codes, the memory and storage footprint for
the entire database can be significantly reduced.
Although hashing can be viewed as a binarization or vector quantization technique,
this view implies that there is some original distance metric that is being preserved.
In fact, this is true for most unsupervised hashing methods. But as we have argued,
distance metrics between high-dimensional raw data representations may not be se-
mantically meaningful. Therefore, we consider supervised hashing, and learn hash
codes (and in turn, a Hamming distance metric) so as to best agree with supervision
signals. For content-based image retrieval, a common case is that images with the
4Figure 1·1: In supervised hashing, our goal is to learn a hash map-
ping Φ from the original high-dimensional feature space to some low-
dimensional Hamming space. The resulting binary vector embeddings,
or hash codes, enable fast approximate nearest neighbor retrieval in
large databases. In this thesis, we parameterize the hash mapping Φ
using deep neural networks.
same semantic class label are indicated as similar, and dissimilar otherwise.
It is worth noting that hashing is a discrete problem, as the hash codes are binary
by nature. For any objective defined over the hash code assignments in a finite train-
ing set, in order to optimize it, the worst case is to try all possible bit combinations,
except in cases where special structures exist. Therefore, the optimization problems in
supervised hashing are often NP-hard. Unfortunately, this creates a mismatch when
learning using DNNs, which are continuously parameterized and rely on gradient-
based optimization. To tackle this challenge, in our proposed supervised hashing
solutions, we follow a standard recipe: first derive continuously differentiable relax-
ations to the discrete objectives, and then apply gradient methods. At test time, the
learned representations, which are continuous, are thresholded to give binary codes.
5Figure 1·2: An example of detection and matching of local image
features between two images, using the SIFT pipeline [108]. Top: de-
tected interest points, showing scale and orientation. Bottom: matched
feature pairs.
1.1.2 Learning Local Image Descriptors
The next application scenario that we consider is image matching in low-level com-
puter vision. Traditionally, this is done by identifying localized “interest points”
(such as corners, blobs, etc.) in images, and finding their correspondences across
images. When local matches between images are established, global geometric corre-
spondences or transformations can be estimated using robust estimation techniques,
such as RANSAC [49]. Please see Figure 1·2 for an example.
The local feature matching pipeline plays a fundamental role in many low-level
computer vision tasks, such as image registration, camera localization, structure from
motion, 3D reconstruction, and Simultaneous Localization and Mapping (SLAM).
6SIFT [108] is perhaps the most well-known such pipeline, which consists of carefully
handcrafted solutions for 1) detection of interest points, 2) extraction of local feature
descriptors from image patches around interest points, and 3) matching between the
descriptors. Many learning-based alternatives have been proposed, and they often
show improvements on certain benchmark datasets. However, according to recent
studies [139], when the entire pipeline is considered, handcrafted solutions like SIFT
still perform competitively in complicated low-level vision tasks. This has motivated
more research efforts in optimizing low-level vision pipelines using deep learning.
Among the various stages in feature-based low-level vision pipelines, we are partic-
ularly interested in a key stage: extraction of local feature descriptors. This is exactly
a vector embedding problem: the input is a local image patch, and the output is a
fixed-length vector representation. Differently from the image/video retrieval prob-
lem where the desired distance metric is usually based on content, a good distance
metric for local feature descriptors should be geared towards the robustness of feature
matching, especially under viewpoint and illumination variations in the scene. Many
other solutions for extracting local feature descriptors have also been developed over
the years, including handcrafted ones such as LBP [1], RootSIFT [6], and SURF [11],
and ones that are learned with shallow models, e.g. [143]. Instead, our focus in this
thesis is on learning local feature descriptors using DNNs.
1.1.3 Deep Metric Learning
Finally, we focus on the deep metric learning problem, namely, learning real-valued
vector embeddings using deep neural networks.
Metric learning [86] is a general umbrella term for learning distance metrics from
data, and the vast majority of existing methods work by learning a transformation to
the input data, and then applying standard distance metrics such as the Euclidean
7Figure 1·3: Metric learning with deep neural networks is essentially
a vector embedding problem: inputs x and y are embedded into vector
representations φ(x) and φ(y), which are then plugged into standard
distance metrics, e.g. the Euclidean distance. In this formulation, the
embedding function φ is modeled as a deep neural network, which con-
tains all the learnable parameters.
distance. Depending on the type of transformation, metric learning approaches can be
grouped into linear and nonlinear methods. Traditionally, linear methods, especially
those that learn Mahalanobis distances [109], are extensively studied, partly due
to the ease in formulating tractable optimization problems. For nonlinear metric
learning, kernel methods have been studied to some extent, and recently deep metric
learning methods using DNNs have received much attention. While kernel-based
metric learning does not necessarily involve vector embeddings, deep metric learning,
on the other hand, is essentially a vector embedding problem, since the input data is
transformed by a neural network to a vector representation, as shown in Figure 1·3.
In fact, the two previously discussed problems, supervised hashing and learning local
feature descriptors, can both be regarded as special cases of deep metric learning.
Despite the generality in its formulations, metric learning is still a task-driven
problem: the learned distance metric will ultimately be used to perform some specific
task. And indeed, it is often motivated by nearest neighbor retrieval or nearest
neighbor classification, where the distance metric is of central importance. Metric
learning is also useful for producing distance metrics for data clustering. To stay
8within the scope of this thesis, we again focus on the nearest neighbor retrieval aspect,
and study learning to rank formulations for deep metric learning. Nevertheless, we
will show that the distance metrics learned by this approach can also perform well in
other related tasks.
1.2 Contributions
In this thesis, we provide novel solutions to all three problems described above.
To start with, we propose two novel solutions to the supervised hashing problem.
In the first solution, we use an information-theoretic quantity, mutual information, as
a quality measure and ranking surrogate for supervised hashing. We then optimize
mutual information to learn high-quality binary embeddings. In the second solution,
we instead directly optimize commonly used ranking metrics, such as Average Preci-
sion (AP) and Normalized Discounted Cumulative Gain (NDCG). For this purpose,
we first identify the problem of tied rankings with the discrete Hamming distance, and
propose to optimize tie-aware versions of AP and NDCG. Due to the constraint that
the learned hash codes must be binary, the optimization problems in both solutions
are combinatorial and NP-hard. We employ continuous relaxations and differentiable
approximations to enable end-to-end optimization using DNNs. In learning to rank
terminology [105], both of our solutions use loss functions belonging to the listwise
ranking loss category, which are superior to a range of simpler losses in the current lit-
erature. We establish the current state-of-the-art for supervised hashing on standard
image retrieval benchmarks.
Next, we apply our techniques to the problem of learning local feature descriptors.
We first discover an equivalence between the matching of local features and nearest
neighbor retrieval, which allows us to apply learning to rank formulations again.
Specifically, the problem of learning binary local feature descriptors can be treated as
9an instance of supervised hashing, and is solved by directly reusing the formulation
that we developed. Additionally, to learn real-valued descriptors, we also devise a
real-valued extension to our formulation. Lastly, we augment our models with task-
specific components, so that the nature of local feature matching is better taken into
account. Experimental results on standard benchmarks suggest the superiority of our
approach compared to other learned and handcrafted ones. Notably, on two of the
benchmarks, our learned descriptors outperform SIFT for the first time.
Finally, we focus on learning real-valued vector embeddings using deep neural
networks, which is a special case of metric learning [86]. Building on our gradient-
based optimization framework, we propose a new quantization-based formulation for
approximately optimizing AP, which is an excellent surrogate objective for metric
learning, especially in the few-shot learning scenario. Experiments on standard image
benchmarks for nearest neighbor retrieval and classification show the promise of this
method.
To summarize, the major contributions of this thesis are as follows:
• A novel supervised hashing method based on optimizing the information-theoretic
quantity of mutual information (published in [62] and [64]),
• A novel supervised hashing method based on directly optimizing ranking-based
retrieval evaluation metrics (published in [63]),
• A learning to rank approach for learning robust local feature descriptors with
deep neural networks (published in [65]),
• A deep metric learning approach based on a novel quantization-based approxi-
mation of AP.
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1.3 Organization of Thesis
The remainder of thesis is organized as follows.
Chapter 2: Mathematical Background
This chapter defines notation that will be used throughout this thesis, and reviews
necessary mathematical background in the following areas: learning vector embed-
dings, nearest neighbor retrieval, and learning to rank.
Chapter 3: Related Work
This chapter reviews related work and prior art in the following categories: distance
metric learning, learning to rank, hashing for nearest neighbor retrieval, and the
learning of local features in low-level computer vision.
Chapter 4: Hashing with Mutual Information
This chapter describes our first contribution to the supervised hashing problem. We
propose an information-theoretic solution based on optimizing Mutual Information,
which as we demonstrate, is a good surrogate ranking objective. We relax the NP-
hard optimization problem into a continuous version, and then perform gradient-based
optimization with deep neural networks. On standard image retrieval benchmarks,
our solution achieves convincing improvements over competing methods.
Chapter 5: Hashing as Tie-Aware Learning to Rank
This chapter describes our second contribution to supervised hashing, where we de-
velop gradient-based methods to directly optimize AP and NDCG. We first observe
that the integer-valued Hamming distance results in tied rankings, which induces am-
biguity in evaluation of supervised hashing. We then leverage an existing result in
the information retrieval literature to derive tie-aware ranking metrics. By deriving
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continuous relaxations to the closed-form expressions of tie-aware metrics, we enable
their end-to-end optimization. This solution further improves the state-of-the-art on
standard image retrieval benchmarks.
Chapter 6: Local Feature Descriptors Optimized for Average Precision
This chapter describes our proposed solution for learning local feature descriptors. We
reuse our AP optimization technique for the supervised hashing problem to learn bi-
nary descriptors, and develop an extension to also learn real-valued descriptors. Two
improvements are introduced, which are designed for the image descriptor matching
task: robustness to geometric distortions using spatial transformer networks [73], and
mining additional supervision using clustering. The learned descriptors achieve state-
of-the-art performance in three benchmark tasks: patch verification, patch retrieval,
and image matching.
Chapter 7: Deep Metric Learning via Learning to Rank
This chapter describes our learning to rank solution for the general problem of deep
metric learning, or learning real-valued vector embeddings using deep neural net-
works. We propose a novel formulation, named FastAP, to approximately optimize
AP for real-valued embeddings. This formulation obtains competitive results, es-
pecially when the few-shot learning assumption holds, i.e. the number of labeled
examples available for each class is limited.
Chapter 8: Conclusions
This chapter concludes this thesis. Specifically, it summarizes our major contribu-
tions, discusses the limitations of our current work, and proposes directions for future
research.
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Chapter 2
Mathematical Background
We review necessary mathematical background related to the vector embedding prob-
lem and nearest neighbor retrieval, and define notation that will be used in later
chapters.
2.1 Learning Deep Embeddings
Let X ⊂ RN be the feature space. The goal of learning embeddings is to learn
a mapping from X to some embedding space, where the induced distance metric
in the learned embedding space has desirable properties. To enforce the desired
properties, we consider a standard setup where supervision is given in the form of
pairwise relevance. Formally, we assume an relevance oracle A, where A(xi, xj) > 0 if
xi, xj ∈ X are said to be “similar”, with the value indicating the strength of similarity.
Otherwise, xi and xj are said to be not similar when A(xi, xj) = 0. Roughly speaking,
the goal of embedding learning is to make the induced distance between the embedding
vectors of xi and xj small if A(xi, xj) > 0, and large otherwise.
In this thesis, we restrict A to take values from a finite set V , which includes two
important special cases. First, the case where V = {0, 1} is called binary relevance,
which is extensively studied in the hashing and metric learning literature. In practice,
binary relevance values can often be derived from agreement of class labels, or from
thresholding some distance metric in X . The second case is when V consists of non-
negative integers, referred to as multi-level relevance or graded relevance. Graded
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relevance is a more fine-grained model, and is frequently considered in information
retrieval tasks, including in web search engines [38].
In this thesis, we parameterize the functional mappings by deep neural networks,
as they have recently shown to have superior function approximation capabilities
when coupled with appropriate hardware acceleration, and have achieved significant
advances in problems such as image classification [85]. Consequently, the optimization
approaches that we develop would be gradient-based, in order to take advantage
of end-to-end training by backpropagation, as well as recent advances in stochastic
optimization.
2.1.1 Deep Supervised Hashing
In the supervised hashing problem, we wish to learn a hash mapping Φ : X → Hb,
where the embedding space Hb is taken to be the b-dimensional Hamming space.
This induces the Hamming distance dΦ : X × X → {0, 1, . . . , b}. Practically, the
Hamming distance can be efficiently evaluated by counting bit differences between
binary vectors:
dΦ(x, x
′) =
b∑
i=0
1[φi(x) 6= φ(x′)]. (2.1)
Since we focus on gradient-based optimization, we adopt an equivalent formulation
of the Hamming distance that is more amenable to differentiation:
dΦ(x, x
′) =
1
2
(
b− Φ(x)>Φ(x′)) , (2.2)
Φ(x) = (φ1(x), . . . , φb(x)), φi(x) = sgn(fi(x;w)) ∈ {−1,+1},∀i, (2.3)
where fi are the “logits” for each bit, produced by a neural network with parameters
w. Usually, they are the activations from the neural network’s output layer.
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2.1.2 Deep Metric Learning
In deep metric learning, we wish to learn a real-valued embedding Ψ : X → Rd, where
typically d < N . As the embedding space now is an Euclidean space, the induced
distance metric is naturally the Euclidean distance:
dΨ(x, x
′)2 = ‖Ψ(x)−Ψ(x′)‖2 (2.4)
= ‖Ψ(x)‖2 + ‖Ψ(x′)‖2 − 2Ψ(x)>Ψ(x′). (2.5)
Also, note that if the vectors are L2-normalized, then the distance is simplified as
dΨ(x, x
′)2 = 2− 2Ψ(x)>Ψ(x′). (2.6)
Similarly, we parameterize the embedding with neural networks:
Ψ(x) = (f1(x;w), . . . , fd(x;w)), fi(x;w) ∈ R, (2.7)
where fi are the activations from the output layer of a neural network.
2.2 Ranking-based Evaluation
There are many ways to evaluate learned embeddings. For example, metric learning
is often motivated by nearest neighbor classification or clustering, and therefore can
be evaluated in terms of kNN classification or K-means clustering performance. In
this thesis, we are instead interested in the nearest neighbor retrieval aspect, which
finds applications in a wide range of retrieval tasks.
Specifically, we assume the setup where a query xq ∈ X is retrieved against some
database S ⊆ X . Retrieval is performed by ranking the instances in S (referred to
as database items or documents in this thesis) by increasing distance to xq, where
the distance is induced from the learned embedding. The ranking can be represented
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by an index vector R, whose elements form a permutation of {1, . . . , |S|}.1 Unless
otherwise noted, we implicitly assume dependency on xq and S in our notation, and
omit them for brevity when applicable. We will also use the shorthand Aq(i) =
A(xq, xi).
Ranking-based metrics usually measure some form of agreement between the rank-
ing and ground truth relevance values. Intuitively, given query xq, ranking metrics are
optimized when instances having high relevance to xq are placed high in the ranking,
and low otherwise.
Precision is applied in the case of binary relevance, and measures the proportion of
retrieved neighbors (xi for which Aq(i) = 1) at a certain cutoff k in the ranking:
Prec@k(R) =
1
k
k∑
j=1
Aq(Rj). (2.8)
Recall is another widely used metric for binary relevance. Like Precision, it is also
evaluated at a cutoff k, but measures the proportion of retrieved neighbors out of all
the neighbors in the database:
Rec@k(R) =
1
N+
k∑
j=1
Aq(Rj), (2.9)
where N+ = |{xi ∈ S|Aq(i) = 1}| is the total count of neighbors.
Recall Rate is closely related to Recall, but involves a set of queries Q. It is defined
as the ratio of queries for which there is at least one neighbor in the top k retrievals.
Mathematically, for each query xq ∈ Q, let its corresponding ranking be R(q), and
1For simplicity, we consider the ranking to be over the entire database here. More sophisticated
strategies could be used to limit the ranking to be performed on a subset of the database.
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Recall Rate can be written as
R@k({R(q)|xq ∈ Q}) = 1|Q|1
[
k∑
j=1
Aq(R(q)j ) > 0
]
, (2.10)
where 1[·] denotes the binary indicator.
Average Precision (AP) takes the average of Precision values over all positions
where there is a neighbor:
AP(R) =
1
N+
|S|∑
k=1
Aq(Rk)Prec@k(R). (2.11)
An alternative definition of AP, that is also useful for our later analysis, is the area
under the Precision-Recall curve. Specifically, if we view Precision and Recall as
continuous values, and view Precision as a function of Recall, then AP corresponds
to the following integral:
AP =
1∫
0
Prec(Rec) dRec. (2.12)
Discounted Cumulative Gain (DCG) is used for graded relevance. The idea is
to sum up the contributions (gain) from the relevance values in the ranked list, while
weighting them (discount) according to the rank:
DCG(R) =
|S|∑
k=1
G(Aq(Rk))D(k), (2.13)
where
G(a) = 2a − 1, D(k) = 1
log2(k + 1)
, (2.14)
are called the gain and discount functions, respectively. Other gain and discount
functions can also be used (e.g. linear discount instead of logarithmic), but the com-
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bination shown above is used the most.
Normalized Discounted Cumulative Gain (NDCG) is the normalized variant
of DCG. It divides DCG by its maximum possible value, ensuring a range of [0, 1]:
NDCG(R) =
DCG(R)
maxR′ DCG(R′)
. (2.15)
Note that, to achieve maximum DCG, retrieved items need to be sorted in descending
order according to relevance to the query. Therefore given a query and a database, the
maximum DCG is a constant and can be precomputed if necessary. Also, this means
that the optimization of NDCG is independent of the normalizing factor, which boils
down to optimizing DCG.
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Chapter 3
Related Work
In this chapter, we review related work and prior art.
3.1 Vector Embedding using Neural Networks
Vector embeddings play a central role in many application areas of pattern recog-
nition, since they allow encoding data to fixed-length representations. In addition,
performing the embedding with a small number of dimensions can lead to savings
in computation and space. One classical example, the Bag-of-Words (BOW) model
[110], is first studied in information retrieval and natural language processing, which
represents documents by histograms of word counts. BOW models were also widely
adopted in computer vision [39, 93, 159]; in fact, the second-best entry in the Ima-
geNet Large-Scale Visual Recognition Challenge (ILSVRC) in 2012, behind the now-
famous AlexNet [85], was based on BOW-type features [133].
With the advent of deep learning, the vector embedding problem has been increas-
ingly studied with deep neural networks. The classical example of vector embedding
using neural networks is Siamese networks [18], originally designed for the computer
vision problem of handwritten signature verification, and later used in face verifica-
tion [33]. After the success of AlexNet [85], it was found that off-the-shelf activation
features from pretrained deep convolutional neural networks can directly give com-
petitive baselines for image retrieval [8] and general visual recognition [140]. However,
it is often necessary to learn the embeddings so as to optimize for certain tasks. For
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example, in the complicated image captioning task, vector embeddings can be used to
aid nearest neighbor search [79]. Another example is learning local image descriptors
for sparse feature matching [48, 142].
Outside of computer vision, vector embeddings also find important applications in
areas such as natural language processing, where Word2Vec [114] and Skip-Thought
Vectors [83] have become widely used tools for encoding words and sentences. Shared
vector embeddings are often learned across different modalities to enable cross-modal
retrieval and recognition, examples include Cross-Modal Transfer [144], DeViSE [51],
Cross-Modal Scene Networks [28], and Audio-Visual Embedding [7].
Connection to Metric Learning
Broadly speaking, the vector embedding problem is an instance of metric learning
[86], which is concerned with learning distance functions from data. The distance
functions can be parameterized in various ways, for example, a large body of the
metric learning literature focuses on learning Mahalanobis distances [98, 111, 168,
174], which essentially learn a linear transformation to the input data. On the other
hand, recently much attention has been paid to learning vector embeddings with
deep neural networks, e.g. [94, 123, 146, 147, 155, 171]. When used with standard
distance metrics, e.g. Euclidean distance, the learned vector embeddings effectively
induce new distance metrics. In this light, the specific problems of supervised hashing
and learning local feature descriptors using neural networks, which we study in this
thesis, are instances of metric learning.
3.2 Learning to Rank
Nearest neighbor retrieval has often been studied in the Information Retrieval (IR)
literature, motivated by practical applications such as web search engines [38] or
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recommendation systems [14]. For consistency with the IR literature, here we use a
terminology inspired by search engines, and assume a set of queries (e.g. text input
from the user) and a set of documents (e.g. web pages) in the database. An IR system
generally includes a scoring function, such that given a query, candidate documents in
the database are assigned scores to indicate the relevance to the query. By sorting the
scores, a ranked list of documents is produced and returned to the user. The quality
of such a ranked list is commonly evaluated using ranking-based metrics [110], such
as Precision, Recall, Average Precision (AP), and Normalized Discounted Cumulative
Gain (NDCG). In fact, the optimization of such metrics is also studied extensively in
the “Learning to Rank” literature [105], which is a subfield of IR.
Learning to Rank (LTR) is concerned with learning the parameters of the scoring
function used in IR systems, such that the overall retrieval performance is optimized.
Although the ultimate goal usually is to optimize entire ranked lists, in practice a
wide spectrum of approaches exist. In [105], they are cateogrized into pointwise,
pairwise, and listwise approaches.
Pointwise and Pairwise Methods
The simplest approach to LTR is pointwise, where the input is the feature repre-
sentation of a document, and the desired output is its relevance score to the query.
Documents with low relevance to the query should receive low scores, and vice versa.
An example of pointwise LTR is Ordinal Regression [35, 67].
In pairwise approaches, the input is a pair of documents in some feature repre-
sentation, and the model is tasked with deciding which document is more relevant to
the query. In this case, the model being learned can still be in the form of a scor-
ing function, except that the absolute relevance scores are not as important as their
relative comparison. Notable examples of pairwise LTR approaches include RankNet
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[19] and RankSVM [77].
Listwise Methods
In listwise LTR approaches, the input is a list of documents, and the model needs
to optimize the total ordering of such documents according to relevance. Two of the
most important listwise evaluation metrics are AP and NDCG, which are found to
be well-correlated with user satisfaction in various IR applications. Therefore, many
listwise LTR methods are motivated from optimizing such metrics.
The main difficulty in optimizing listwise IR metrics is that the sorting operation,
required in producing ranked lists, is non-differentiable. Therefore, gradient-based
methods cannot be directly applied, and this gives rise to a plethora of alternative
strategies. For instance, surrogates of AP [179] and NDCG [29] can be optimized
in the structural SVM framework [154], and bound optimization algorithms exist for
NDCG [156]. Mohapatra et al. [116, 117] tackle the optimization of ranking-based loss
functions using a quicksort-flavored algorithm. Additionally, there are gradient-based
methods based on smoothing or approximating IR metrics [20, 30, 90, 150].
Among gradient-based methods, the direct loss minimization framework proposed
by Hazan et al. [58] is notable. Although not directly motivated by learning to rank,
it gives a principled way to asymptotically derive gradients for a wide family of loss
functions, including the ranking-based AP and NDCG. The framework is extended
to deep neural networks by Song et al. [148], and is recently used by Triantafillou et
al. [152] to tackle the problem of few-shot learning.
Connection to Metric Learning
The scoring function in learning to rank can also be induced from a distance metric:
a low distance between the query and document indicates high relevance, and vice
versa. Therefore, learning to rank can be transformed to a metric learning problem,
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or put differently, metric learning can use loss functions from learning to rank.
For learning Mahalanobis distances with shallow models, learning to rank formu-
lations are discussed in [32, 98, 111], to name a few. In the context of learning deep
embeddings, Siamese networks [18] can be viewed as a pointwise approach, in the
sense that an instance pair can be viewed as consisting of a query and a document,
and the loss function encourages the distances between the query and relevant doc-
uments to be low, and high otherwise. Similarly, triplet-based loss functions used in
recent deep metric learning approaches [89, 147, 171, 178] can be viewed as pairwise
ranking losses, in that the query is constrained to have lower distance to a relevant
document than the other irrelevant document.
We take inspiration from the large body of work in Information Retrieval and
Learning to Rank, and propose novel ranking-based formulations to tackle the vector
embedding problem for nearest neighbor retrieval. Our primary application context
is computer vision, and the loss functions that we use belong to the listwise category.
In IR terminology, our ranking models are query-dependent, since each time a new
query is encountered, the document vectors are compared to a different vector, and
in general a different ranking is produced. On the other hand, the document embed-
dings are query-agnostic, since queries and documents are independently embedded
to vector representations using neural networks. In fact, in the computer vision prob-
lems that we study, the notions of query and document are often interchangeable; for
example, in image retrieval, an image could either be a query or a document in the
database.
3.3 Hashing for Nearest Neighbor Retrieval
Hashing is a widely used approach for practical nearest neighbor retrieval [162], thanks
to the efficiency of evaluating Hamming distances using bitwise operations, as well as
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the low memory and storage footprint. Hashing methods can be grouped into data-
independent and data-dependent techniques. Data-independent techniques, such as
the the well-known Locality Sensitive Hashing (LSH) [54, 88], can preserve certain
distance metrics with theoretical guarantees. On the other hand, it is widely observed
empirically, and theoretically demonstrated [3], that data-dependent hashing methods
can outperform data-independent ones. Below, we review two different approaches to
data-depenedent hashing.
Quantization Methods
Quantization methods generally optimize an objective involving a reconstruction er-
ror, and do not assume the availability of supervision. Noteworthy work includes
PCA-inspired methods such as Iterative Quantization [55] and K-means Hashing
[59], where principal components are taken as the hash functions. If “groups” that
are suitable for clustering exist within the data, then further refining the principal
components has proven to be beneficial.
Unsupervised quantization can also be approached as a special case of generative
modeling. Semantic Hashing [137] is one early example of such algorithms based on
the autoencoding principle, using stacked Restricted Boltzmann Machines (RBMs).
Binary Autoencoders [27] construct autoencoders with a binary latent layer, so that
relaxation errors could be avoided. More recently, Stochastic Generative Hashing [41]
learns a generative hashing model based on the minimum description length principle,
which optimizes a variational objective.
Supervised Hashing
The supervised hashing problem is also known as affinity-based hashing [87, 106, 127],
where supervision is often given in the form of pairwise affinity/similarity labels.
We first discuss shallow supervised hashing methods that are not based on deep
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learning. In the pioneering work Binary Reconstructive Embeddings [87], Kulis and
Darell propose a kernel-based solution where the goal is to construct hash functions
by minimizing an empirical loss between the input and Hamming space distances via
a coordinate descent algorithm. Supervised Hashing with Kernels [106] also proposes
a kernel-based solution, and learns the kernel function weights by minimizing an
objective function based on binary code inner products. Minimal Loss Hashing [120]
and Hamming Distance Metric Learning [121] minimize a hinge loss function in online
fashion, motivated by structural SVMs [154]. Another notable line of work includes
Spectral Hashing [169] and Self-Taught Hashing [181], where the similarity of the
instances is preserved by solving a graph Laplacian problem.
Recently, following the success of deep neural networks in related tasks such as
image classification, deep supervised hashing methods have gained significant promi-
nence. Xia et al. [173] and Lai et al. [91] are among the first to consider jointly
learning the image features and the hash mapping. Lin et al. [104] finetune a net-
work originally trained for classification with a softmax cross-entropy loss, and then
threshold the activations in the penultimate layer as the hash codes. In VDSH [186],
a deep neural network consisting only of fully-connected layers is proposed, and simi-
lar to [27], auxiliary variables are used to circumvent the vanishing gradient problem
during training. Differently, DPSH [97] and DTSH [166] directly optimize likelihood
functions similar to the cross-entropy loss for classification, defined pairs or triplets
of training instances. In HashNet [25], the mismatch between the discrete nature of
hashing and the use of gradient-based continuous optimization is mitigated by using
the continuation method [2].
Finally, a notable family of approaches is two-step methods, which decompose
the learning into two steps: binary code inference and hash function learning. The
binary code inference step yields binary hash codes for training instances according
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to supervision, and the hash function learning step uses them as target vectors. Ex-
amples include Fast Hashing with Decision Trees [102, 103], Supervised Hashing with
Error-Correcting Codes [23], Fast Training of Triplet Embedding Networks [188], and
Binary Matrix Pursuit [22].
In terms of optimization, the discrete nature of hashing usually results in NP-
hard problems. Relaxation-based methods relax the discrete constraints and entirely
rely on continuous optimization, e.g. [87, 106] and nearly all the deep hashing meth-
ods. Other methods alternate between optimizing the binary codes and continuous
model parameters [101, 121, 127], including a deep hashing method [45]. In two-step
methods, the binary code inference step typically solves a binary quadratic program,
and the hash mapping learning step is usually continuous. Our proposed supervised
hashing solutions [62, 63, 64] belong to relaxation methods.
Learning to Rank in Hashing
Supervised hashing can be cast as a distance metric learning problem [121], in that
the learned metric space is a Hamming space. As we discussed earlier, metric learning
can be solved using learning to rank formulations. In the hashing literature, different
strategies have been proposed to handle the difficulties in optimizing listwise ranking
metrics, mostly using shallow models. For example, [164] decomposes listwise super-
vision into local triplets, [101, 177] use structural SVMs to optimize surrogate losses,
[145] maximizes precision at the top, and [165, 187] optimize NDCG surrogates.
3.4 Learning Local Image Descriptors
Computer vision can be modeled as a hierarchy consisting of low-level, mid-level,
and high-level tasks. Of these, low-level computer vision has the longest history, and
is concerned with analyzing intrinsic and primitive properties of images and videos,
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such as finding edges or corners, establishing correspondences between images, and
estimating optical flow. A very common low-level computer vision task is image
matching, which serves as the foundation for more complicated tasks such as camera
localization, 3D reconstruction, and SLAM. An image matching pipeline typically
works by identifying sparse “features” or “interest points” in each image, and finding
correspondences between them. This involves the following stages: interest point
detection, feature extraction, and feature matching. Afterwards, the correspondences
are often filtered by robust estimation algorithms such as RANSAC [49] to remove
outliers and improve the accuracy of estimated geometric transformations.
The most prominent example in low-level computer vision is the SIFT pipeline
[108], which is widely used for image matching. It includes carefully handcrafted
solutions for interest point detection, feature extraction, and feature matching. Al-
most 20 years after its initial introduction, SIFT is still being used successfully in
complicated vision tasks such as 3D reconstruction [139].
Learning the Low-Level Computer Vision Pipeline
Parallel with the long history of handcrafted computer vision pipelines, numerous
researchers have attempted to replace handcrafted components with learned coun-
terparts. There exist many formulations for learning different components in lo-
cal feature based pipelines. For example, interest point detectors are learned in
[96, 138, 161, 183], Georgakis et al. [53] learn keypoint detectors and feature descrip-
tors jointly for 3D depth maps, Yi et al. learn three components separately in a feature
matching pipeline named LIFT [176], and Brachmann et al. [16, 17] approximately
learn a camera localization pipeline end-to-end. In this thesis, we instead focus on
learning a key component in the pipeline: local feature descriptors.
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Evaluating Local Feature Descriptors
A question that needs to be answered prior to the learning of local feature descrip-
tors is how they should be evaluated, as evaluation metrics often drive the design
choices in learning. Ideally, local features should be evaluated in terms of final task
performance. For example, Mikolajczyk and Schmid [113] use precision and recall
derived from image matching as evaluation metrics, and Schonberger et al. [139] use
a large-scale benchmark where the task is 3D reconstruction. However, in complex
vision pipelines, final task performance can be affected by individual components. For
example, Balntas and Lenc et al. [9] observe that without controlling for components
such as interest point detection in image-based benchmarks, different conclusions can
be drawn when comparing the relative performance of feature descriptors. There-
fore, for the sole purpose of evaluating learned local feature descriptors, patch-based
evaluation is preferred.
Patch-based benchmarks provide unambiguous evaluation for local feature de-
scriptors. First, the patch verification task is proposed in [170], formulated as binary
classification on the relationship (same/different) between patch pairs. However, it
has been observed that good performance on the patch verification task does not
guarantee good matching performance in practice. Two more recent benchmarks,
RomePatches [124] and HPatches [9], both consider the patch retrieval task, which
simulates nearest neighbor matching by forming a retrieval task defined on local im-
age patches, and is shown to be more realistic and challenging compared to patch
verification. Average Precision is adopted in both benchmarks as the evaluation met-
ric. HPatches also includes the image matching task, which is even more realistic and
challenging compared to patch verification and retrieval.
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Learning Local Feature Descriptors
For learning local feature descriptors, early works are based on shallow models. For
example, handcrafted architectures are used by [153, 170]. Simonyan et al. [143]
also explore the use of convex optimization with shallow models. Later approaches
mainly use deep neural networks, where the optimization problems are non-convex.
First, PhilippNet [48] learns deep descriptors by creating a surrogate classification
task using “pseudo-classes”. Later works take metric learning style approaches, such
as DeepDesc [142] which employs Siamese networks, as well as MatchNet [57] and
DeepCompare [180], which both learn nonlinear distance metrics for matching. An
interesting exception is [124], where a novel model architecture called Convolutional
Kernel Networks is adopted. A series of recent works have considered more advanced
model architectures and triplet-based deep metric learning formulations to learn fea-
ture descriptors, including UCN [34], TFeat [10], GLoss [89], L2Net [151], HardNet
[115], and GOR [185].
Instead of optimizing triplet-based surrogate losses, in this thesis we employ our
listwise learning to rank framework to directly optimize the performance of the match-
ing stage, which, as we show later, can be measured by Average Precision. Although
end-to-end optimization of the entire pipeline is attractive, it is unfortunately highly
difficult and task-dependent. By focusing on the two task-independent stages (de-
scriptor extraction and matching), our solution is general-purpose and can be poten-
tially integrated into larger optimization pipelines.
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Chapter 4
Hashing with Mutual Information
In this chapter, we describe our first contribution to the supervised hashing prob-
lem, where the goal is to learn compact binary embeddings for fast nearest neighbor
retrieval.
Although many different formulations exist, all supervised hashing formulations
essentially constrain the learned Hamming distance to agree with the given supervi-
sion. In this chapter, we exclusively consider the binary relevance setup, where pairs
of objects are annotated with binary labels indicating their pairwise relationships as
either “similar” or “dissimilar.” Given an anchor example xˆ ∈ X , we can construct
a set of instances that are labeled as similar to it, or simply, its neighbors, denoted
S+xˆ , and similarly the non-neighbor set S
−
xˆ . We also refer to the pair (S
+
xˆ , S
−
xˆ ) as the
neighborhood structure of xˆ.
In learning a hash mapping Φ, the goal is to preserve the neighborhood structure,
so that neighbors have smaller distances to the anchor than non-neighbors. In other
words, we would like to satisfy the following constraint,
dΦ(xˆ, xp) < dΦ(xˆ, xn), ∀xp ∈ S+xˆ ,∀xn ∈ S−xˆ , (4.1)
in which case the neighborhood structure can be recovered by simply thresholding
the learned dΦ. However, this constraint is difficult to optimize directly. In the
hashing literature, a common proxy strategy is affinity matching, where constraints
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are enforced on the absolute values of the learned Hamming distance:
dΦ(xˆ, xp) < t1, dΦ(xˆ, xn) > t2, ∀xp ∈ S+xˆ ,∀xn ∈ S−xˆ , (4.2)
where t1 ≤ t2 are threshold parameters. Alternatively, loss functions can also be
defined in terms of relative distance comparisons within triplets of examples, where a
neighbor is encouraged to have smaller distance to the anchor than a non-neighbor:
dΦ(xˆ, xp) + η ≤ dΦ(xˆ, xn), ∀xp ∈ S+xˆ ,∀xn ∈ S−xˆ , (4.3)
where η > 0 is a margin parameter. This can be termed local ranking.
Loss functions used in affinity matching and local ranking methods typically have
simple forms so as to make the resulting optimization problems easily solvable. How-
ever, the downside is that these loss functions are only indirectly related to retrieval
performance, and in order to optimize overall retrieval performance, it is often nec-
essary to introduce additional regularization terms, or parameters such as margins,
thresholds, and scaling factors. These formulations are also inflexible, since the same
threshold or margin parameters are applied for all anchors xˆ. Furthermore, it is often
observed in practice that these parameters are nontrivial to tune.
We now discuss a different formulation for learning the Hamming embedding Φ.
We propose a novel formulation based on the idea of minimizing neighborhood ambigu-
ity, which is more directly related to the quality of nearest neighbor retrieval. We say
that Φ induces neighborhood ambiguity if the mapped image of some xn ∈ S−xˆ is closer
to that of xˆ than some xp ∈ S+xˆ in the Hamming space, i.e., dΦ(xˆ, xn) < dΦ(xˆ, xp).
When this happens, it is no longer possible to exactly recover the neighborhood
structure by thresholding dΦ. Consequently, when Φ is used to perform retrieval, the
retrieved “nearest neighbors” of xˆ would be contaminated by non-neighbors. There-
fore, a high-quality embedding should minimize neighborhood ambiguity.
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Figure 4·1: Overview of the proposed hashing method, MIHash. We
use a deep neural network to compute b-bit binary codes for: a (1) query
image xˆ, (2) its neighbors in S+xˆ (blue), and (3) its non-neighbors in S
−
xˆ
(orange). Computing hamming distances between the binary code of
the query and the binary codes of neighbors and non-neighbors yields
two distributions of Hamming distances. The information-theoretic
quantity, Mutual Information, can capture the separability between
these two distributions, and is used as our learning objective. In this
example, hash mapping Φ1 is of higher quality than Φ2.
To concretely formulate the idea, we define two random variables:
Dxˆ,Φ : X → {0, 1, . . . , b}, x 7→ dΦ(x, xˆ), (4.4)
Cxˆ : X → {0, 1}, x 7→ 1[x ∈ S+xˆ ]. (4.5)
Then, we naturally have two conditional distributions of the Hamming distance:
P (Dxˆ,Φ|Cxˆ = 1) and P (Dxˆ,Φ|Cxˆ = 0). Note that minimizing neighborhood ambiguity
amounts to minimizing the overlap between these distributions. Please see Figure 4·1
for an illustration.
We use the mutual information between random variables Dxˆ,Φ and Cxˆ to capture
the amount of overlap between conditional Hamming distance distributions. The
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mutual information is defined as
I(Dxˆ,Φ; Cxˆ) = H(Cxˆ)−H(Cxˆ|Dxˆ,Φ) (4.6)
= H(Dxˆ,Φ)−H(Dxˆ,Φ|Cxˆ), (4.7)
where H denotes (conditional) entropy. In the following, for brevity we will drop
subscripts Φ and xˆ, and denote the two conditional distributions and the marginal
P (Dxˆ,Φ) as p+D, p−D, and pD, respectively.
By definition, I(D; C) measures the decrease in uncertainty in the neighborhood
information C when observing the Hamming distances D. If I(D; C) attains a high
value, which means C can be determined with low uncertainty by observing D, then
Φ must have achieved good separation (low overlap) between p+D and p
−
D. I is maxi-
mized when there is no overlap, and minimized when p+D and p
−
D are exactly identical.
As H(Cxˆ) is typically constant, maximizing mutual information corresponds to mini-
mizing the conditional entropy H(Cxˆ|Dxˆ,Φ). Mutual information is also related to the
Kullback-Leibler divergence measure DKL, specifically as
I(D; C) = EDJDKL(P (C|D)||P (C))K, (4.8)
corresponding to the expected divergence between the distributions P (C|D) and P (C).
Intuitively, if D were to be informative, these two Bernoulli distributions should
differ. Indeed, maximizing the DKL divergence maximizes the difference of the two
distributions.
Next, for any hash mapping Φ, we can integrate I over the feature space to give
a quality measure:
O(Φ) =
∫
X
I(Dxˆ,Φ;Cxˆ)p(xˆ)dxˆ. (4.9)
An appealing property of this mutual information objective is that it is parameter-
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free: the objective encourages distributions p+D and p
−
D to be separated, but does not
include parameters dictating the distance threshold at which separation occurs, or the
absolute amount of separation. The absence of such fixed parameters also increases
flexibility, since the separation could occur at different distance thresholds depending
on the anchor xˆ.
4.1 Optimizing Mutual Information
Having shown that mutual information is a suitable measure of hashing quality, we
consider its use as a learning objective.
Clearly, optimizing O(Φ), as defined in (4.9), is intractable. As is usually the case
in supervised learning, we optimize the parameters of Φ over a finite training set T
of i.i.d. samples from p(xˆ). Our learning problem is then formulated as
max
Φ
1
|T |
∑
x∈T
I(Dx,Φ; Cx). (4.10)
It is worth noting that for each x ∈ T , elements of S+x and S−x are now restricted
to be within T . Inspired by recent advances in stochastic optimization, we will use
stochastic gradient descent to solve this above problem.
We start by deriving the gradients of I with respect to the output of the hash map-
ping, Φ(x). First, note that with b-bit Hamming distances, the discrete distributions
p+D and p
−
D can be modeled using normalized histograms over {0, . . . , b}. Specifically,
let p+D,l be the l-th element of p
+
D, which is estimated by performing hard assignments
on Hamming distances into histogram bins:
p+D,l =
1
|S+xˆ |
∑
x∈S+xˆ
1[dΦ(xˆ, x) = l], l = 0, . . . , b, (4.11)
where 1[·] denotes the binary indicator.
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The mutual information I is continuously differentiable, and using the chain rule
we can write
∂I
∂Φ(x)
=
b∑
l=0
[
∂I
∂p+D,l
∂p+D,l
∂Φ(x)
+
∂I
∂p−D,l
∂p−D,l
∂Φ(x)
]
. (4.12)
Due to symmetry, we next only focus on terms involving p+D. Let p
+ and p− be
shorthands for the priors P (C = 1) and P (C = 0). For l = 0, . . . , b, we have
∂I
∂p+D,l
= −∂H(D|C)
∂p+D,l
+
∂H(D)
∂p+D,l
(4.13)
= p+(log p+D,l + 1)− (log pD,l + 1)
∂pD,l
∂p+D,l
(4.14)
= p+(log p+D,l − log pD,l). (4.15)
Note that for (4.15), we used the fact that
pD,l = p+p+D,l + p
−p−D,l. (4.16)
4.1.1 Continuous Relaxation
To complete the chain rule, we need to further derive the term ∂p+D,l/∂Φ(x) in (4.12).
However, the hash mapping Φ is discrete by nature, precluding the use of continuous
optimization. While it is possible to maintain such constraints and resort to discrete
optimization, the resulting optimization problems are NP-hard.
Instead, in order to apply gradient-based continuous optimization, we take the
relaxation approach to sidestep the NP-hard problems. Correspondingly, we need to
perform a continuously differentiable relaxation to Φ. Recall from (2.3) that each
element in Φ is obtained by thresholding neural network activations with the sign
function. We relax Φ into a real-valued vector Φˆ by adopting a standard technique
in hashing, e.g. in [24, 106], where the discontinuous sign function is approximated
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with the tanh function,
Φˆ(x) = (φˆ1(x), . . . , φˆb(x)) (4.17)
= (tanh(γf1(x;w)), . . . , tanh(γfb(x;w))) . (4.18)
We include a tuning parameter γ, used to control the “steepness” of the approx-
imation. Typically, we choose γ ≥ 1 so as to reduce the error introduced by the
continuous relaxation, and determine the best value through validation. Although
with γ → ∞ the approximation approaches the sign function, in practice a large
γ can make gradients vanish due to the saturation of the tanh function. Other al-
ternative relaxation strategies include using a quantization error term [97, 166] and
applying the continuation method [25].
With the continuous relaxation in place, we move on to the partial differentiation
of p+D and p
−
D with respect to Φˆ(x). As mentioned before, these discrete distribu-
tions can be estimated via histogram binning (4.11); however, histogram binning is
a non-differentiable operation, due to the use of the binary indicator function. In
the following, we describe a differentiable approximation to the discrete histogram
binning process, thereby enabling end-to-end backpropagation.
4.1.2 End-to-End Optimization
Without the continuous relaxation, (4.11) performs histogram binning by assigning
dΦ(xˆ, x), which is an integer, into a specific bin. With the continuous relaxation de-
veloped above, we note that dΦ in is no longer integer-valued, but is also continuously
relaxed into
dˆΦ(xˆ, x) =
b− Φˆ(xˆ)>Φˆ(x)
2
. (4.19)
When dΦ is relaxed into dˆΦ, we need to replace the hard assignment with soft
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assignment. The key is to approximate the binary indicator 1[·] with a differentiable
function. For this purpose, we employ a technique from [155]. Specifically, the binary
indicator is replaced by a triangular kernel function δ with slope parameter ∆, cen-
tered on the histogram bin center, which linearly interpolates the real-valued dˆΦ(xˆ, x)
into the l-th bin:
δ(d, l) = max
{
0, 1− |d− l|
∆
}
. (4.20)
It is easy to see that this triangular approximation approaches the original binary
indicator as ∆→ 0. Also, this soft assignment admits simple subgradients:
δ′l(d)
∆
=
∂δ(d, l)
∂d
=

1
∆
, d ∈ [l −∆, l],
− 1
∆
, d ∈ [l, l + ∆],
0, otherwise.
(4.21)
We are now ready to tackle the term ∂p+D,l/∂Φˆ(x). From the definition of p
+
D,l in
(4.11), we have, for x = xˆ:
∂p+D,l
∂Φˆ(xˆ)
=
1
|S+xˆ |
∑
x∈S+xˆ
∂δ(dˆΦ(xˆ, x), l)
∂Φˆ(xˆ)
(4.22)
=
1
|S+xˆ |
∑
x∈S+xˆ
∂δ(dˆΦ(xˆ, x), l)
∂dˆΦ(xˆ, x)
∂dˆΦ(xˆ, x)
∂Φˆ(xˆ)
(4.23)
=
−1
2|S+xˆ |
∑
x∈S+xˆ
δ′l(dˆΦ(xˆ, x))Φˆ(x). (4.24)
For the last step, we used the definition of dˆΦ in (4.19). Next, for x 6= xˆ:
∂p+D,l
∂Φˆ(x)
=
1
|S+xˆ |
1[x ∈ S+xˆ ]
∂δ(dˆΦ(xˆ, x), l)
∂dˆΦ(xˆ, x)
∂dˆΦ(xˆ, x)
∂Φˆ(x)
(4.25)
=
−1
2|S+xˆ |
1[x ∈ S+xˆ ]δ′l(dˆΦ(xˆ, x))Φˆ(xˆ). (4.26)
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Lastly, to back-propagate gradients to Φˆ’s inputs, and ultimately to the parame-
ters of the underlying deep neural network, we only need to further differentiate the
tanh approximation employed in Φˆ (4.18). The derivative of the tanh function has a
closed form expression, and is omitted here.
4.1.3 Efficient Minibatch Backpropagation
So far, in information retrieval terminology, our derivations of mutual information and
its gradients have assumed a single query example xˆ, and a fixed database. However,
the optimization objective in (4.10) is the average of mutual information values over
all queries in a finite training set T . We now address this mismatch.
We face two challenges when working with a (potentially large) training set T .
First, we need to perform the optimization in the stochastic/minibatch setting, since
deep neural networks are typically trained by minibatch stochastic gradient descent
(SGD), where it can be infeasible to access the entire database all at once. The second
challenge is that, differently from traditional information retrieval, in many computer
vision tasks (e.g. image retrieval), there is usually no clear split of a given training
set into a set of queries and a database. This is due to the symmetry that an image
can either be a query or a database item. Consequently, even if we were to create
such a split, it can be arbitrary and does not fully utilize available supervision.
Here, we describe a way to efficiently utilize all the available supervision during
minibatch SGD training, simultaneously addressing both challenges. Our reasoning
is that, within a minibatch with M examples, a retrieval problem can be defined by
retrieving one example (the query) against the other M − 1 examples (the database).
Further, considering the symmetry mentioned above, retrieval can be repeated M
times, each time using a different example as the query. Then, the overall objective
value for the minibatch is the average over the M individual retrieval problems. This
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way, the available supervision in the minibatch is utilized maximally.
Now consider a minibatch of size M , B = {x1, . . . , xM}. Since we only operate
within the minibatch, for each example xi ∈ B, 1 ≤ i ≤ M , when used as the query,
its neighborhood structure is now defined within B: we take S+i = S+xi ∪ B, and
S−i = S
−
xi
∪ B. Also, let Ii be a shorthand for I(Dxi,Φ, Cxi). We group the relaxed
hash mapping output for the entire minibatch into the following b×M matrix,
Φˆ =
[
Φˆ(x1) Φˆ(x2) · · · Φˆ(xM)
]
∈ Rb×M . (4.27)
Similar to (4.12), we can write the Jacobian matrix of the minibatch objective OB
with respect to Φˆ as
∂OB
∂Φˆ
=
1
M
M∑
i=1
∂Ii
∂Φˆ
(4.28)
=
1
M
[
M∑
i=1
b∑
l=0
∂Ii
∂p+i,l
∂p+i,l
∂Φˆ
+
M∑
i=1
b∑
l=0
∂Ii
∂p−i,l
∂p−i,l
∂Φˆ
]
, (4.29)
where p+i,l (p
−
i,l) denotes the l-th element of p
+
D (p
−
D) when the query is xi. We will
leave the full details of the derivation to Appendix A, but note here that the Jacobian
matrix can be efficiently evaluated using only matrix additions and multiplications
with time complexity O(bM2).
Recently, Triantafillou et al. [152] also propose a minibatch-based learning formu-
lation that is inspired by information retrieval, which attempts to maximize the uti-
lization of supervision by treating each example in the minibatch as a query. However,
we note that [152] tackles the problem of few-shot learning by learning real-valued
embeddings, and it uses very different optimization machinery to approximately op-
timize mean Average Precision in a structured prediction framework.
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4.2 Experiments
4.2.1 Datasets and Setup
We conduct experiments on widely used image retrieval benchmarks: CIFAR-10 [84],
NUS-WIDE [36], 22K LabelMe [134] and ImageNet100 [44]. Each dataset is split into
a test set and retrieval set, and instances from the retrieval set are used in training.
We follow a standard information retrieval setup: at test time, queries from the test
set are used to rank instances from the retrieval set using Hamming distances, and
the performance metric is averaged over the queries.
• CIFAR-10 is a dataset for image classification and retrieval, containing 60K
images from 10 different categories. We follow the setup of [91, 97, 166, 188],
and consider two experimental settings. In the first setting (S1), we sample
500 images per category, resulting in 5,000 training examples to learn the hash
mapping. The test set contains 100 images per category (1000 in total). The
remaining images are then used to populate the database. In the second setting
(S2), we sample 1000 images per category to construct the test set (10,000
in total). The remaining items are both used to learn the hash mapping and
populate the database. Two images are considered neighbors if they belong to
the same class.
• NUS-WIDE is a dataset containing 269K images from Flickr. Each image
can be associated with multiple labels, and the total number of labels is 81.
Following the setup in [91, 97, 166, 188], we only consider images annotated
with the 21 most frequent labels. In total, this corresponds to 195,834 images.
There are also two distinct experimental settings: S1 and S2. For both cases, a
test set is constructed by randomly sampling 100 images per label (2,100 images
in total). To learn the hash mapping, 500 images per label are randomly sampled
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in S1 (10,500 in total). The remaining images are then used as the database. In
the second case, all the images excluding the test set are used in learning and
populating the database. Two images are considered as neighbors if they share
at least one label.
• 22K LabelMe consists of 22K images, each represented with a 512-dimensional
GIST descriptor [122]. Following [24, 87], we randomly partition the dataset
into a database and a test set, consisting of 20K and 2K instances, respectively.
A 5K subset of the database is used in learning the hash mapping. As this
dataset is unsupervised, we use the Euclidean distance between GIST features in
determining the neighborhood structure. Two examples that have a Euclidean
distance below the 5% distance percentile are considered neighbors.
• ImageNet100 is a subset of ImageNet [44], containing 130K images from 100
classes. We follow the setup in [25], and randomly sample 100 images per class
for training. All images in the selected classes from the ILSVRC 2012 [133]
validation set are used as the test set. Two images are considered neighbors if
they belong to the same class.
As for performance metric, we use the standard mean Average Precision (mAP),
or its variants with fixed cutoff values. We compare MIHash against both classical
and recent state-of-the-art hashing methods. These methods include:
• Spectral Hashing (SH) [169],
• Iterative Quantization (ITQ) [55],
• Sequential Projection Learning for Hashing (SPLH) [163],
• Supervised Hashing with Kernels (SHK) [106],
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• Fast Supervised Hashing with Decision Trees (FastHash) [102],
• Structured Hashing (StructHash) [101],
• Supervised Discrete Hashing (SDH) [141],
• Efficient Training of Very Deep Neural Networks (VDSH) [186],
• Deep Supervised Hashing with Pairwise Labels (DPSH) [97],
• Deep Supervised Hashing with Triplet Labels (DTSH) [166], and
• Hashing by Continuation (HashNet) [25].
We finetune deep Convolutional Neural Network models that are pretrained on
the ImageNet dataset [44], by replacing the final softmax classification layer with a
new fully-connected layer, whose activations are thresholded to produce the binary
bits. The new fully-connected layer is randomly initialized. For CIFAR-10 and NUS-
WIDE experiments, we finetune a VGG-F [31] architecture, as in [97, 166]. For
ImageNet100 experiments, following the protocol of HashNet [25], we finetune the
AlexNet [85] architecture. and scale down The learning rates for pretrained layers
are scaled down by a factor of 0.1 (for CIFAR-10) or 0.01 (for NUS-WIDE and
ImageNet100). For shallow methods, we use the output of the penultimate layer
(fc7) of both architectures as input features, which are 4096-dimensional. A special
case is the 22K LabelMe dataset, where all methods learn shallow models on top of
precomputed GIST descriptors; for gradient-based hashing methods, this corresponds
to learning a single fully connected layer.
We use SGD with momentum 0.9 and weight decay of 5 × 10−4 with constant
learning rate, and reduce the learning rate periodically by a predetermined factor
(0.5 in most cases), which is standard practice. During training, the minibatches are
randomly sampled from the training set. γ = 1 is usually a good value.
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4.2.2 Results
Table 4.1 gives results for CIFAR-10 and NUS-WIDE under the first experimental
setting (S1) in the first half, where mean values of AP and AP@5K (AP evaluated on
the top 5,000 retrievals) are reported, respectively. First, deep learning based hashing
methods outperform most shallow hashing solutions. This is not surprising as the hash
mapping is learned simultaneously with feature learning. Shallow solutions such as
FastHash and SDH also perform competitively, especially in NUS-WIDE experiments.
Our proposed method, MIHash, surpasses all competing methods in the majority of
the experiments. For example, with 32-bit and 48-bit binary embeddings MIHash
surpasses the nearest competitor, DTSH, by 3%-4% in CIFAR-10. For NUS-WIDE,
MIHash achieves state-of-the-art performances in all experiments excluding with 12
bits.
The performance improvement of MIHash is much more significant in the second
experimental setting (S2), where more training data is available. In this setting, we
only compare deep learning based hashing methods, and AP and AP@50K are used
as evaluation metrics on CIFAR-10 and NUS-WIDE, respectively. Results are given
the lower half of Table 4.1. As can be observed, in both datasets, MIHash achieves
state-of-the-art results in nearly all code lengths. For instance, MIHash consistently
outperforms DTSH, the closest competitor, by a large margin.
Retrieval results for ImageNet100 are given in Table 4.2. In these experiments,
we compare against DTSH, the overall best competing method in past experiments
and another recently introduced deep learning based hashing method, HashNet [25].
Note that, HashNet also outperforms shallow methods such as [106] and [141] with
deep features on ImageNet100, as reported in [25]. The evaluation metric is taken
to be AP@1K for consistency with the setup in [25]. In this benchmark, MIHash
significantly outperforms both DTSH and HashNet for all embedding sizes.
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Method
ImageNet100 (AP@1K)
16 Bits 32 Bits 48 Bits 64 Bits
DTSH [166] 0.458 0.566 0.611 0.644
HashNet [25] 0.506 0.630 0.663 0.683
MIHash 0.569 0.661 0.685 0.694
Table 4.2: mAP@1K values on ImageNet100 using AlexNet. MIHash
outperforms HashNet, a state-of-the-art deep hashing formulation using
continuation methods [25].
Method
LabelMe (AP)
16 Bits 32 Bits 48 Bits 64 Bits
DPSH [97] 0.295 0.346 0.391 0.427
DTSH [166] 0.304 0.342 0.361 0.378
FastHash [102] 0.324 0.394 0.433 0.456
StructHash [101] 0.369 0.474 0.538 0.582
MIHash 0.384 0.496 0.554 0.598
Table 4.3: 22K LabelMe results with GIST features. MIHash signifi-
cantly improves over the state-of-the-art methods.
To further emphasize the merits of MIHash, we consider shallow model experi-
ments on the 22K LabelMe dataset. In this benchmark, we only consider the overall
best shallow and deep learning methods in past experiments. Also, to solely put em-
phasis on comparing the hash mapping learning objectives, all deep learning methods
use a one-layer embedding on top of the GIST descriptor [122]. The GIST descriptor
is prominently used even in many recent hashing studies (e.g., as in [102] and [101]),
and its usage nullifies the feature learning aspect in deep hashing techniques, enabling
a more direct comparison to shallow hashing methods. Table 4.3 gives the results,
and we can see that FastHash and StructHash outperform deep learning methods
DPSH and DTSH on this benchmark. This indicates that the prowess of DPSH
and DTSH might come primarily through feature learning. On the other hand, MI-
Hash is the best performing method across all code lengths, despite using a simpler
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Figure 4·2: We plot the distributions p+D and p−D, averaged on the
CIFAR-10 test set, before and after learning MIHash with a single-
layer model and 20K training examples. Optimizing the MI objective
substantially reduces the overlap between them, resulting in high mAP.
one-layer embedding function compared to FastHash and StructHash, which use non-
linear boosted decision trees. This further validates the effectiveness of our mutual
information objective in capturing the neighborhood structure.
4.2.3 Discussions
The Distribution Separating Effect
To demonstrate that MIHash indeed separates neighbor and non-neighbor distance
distributions, we consider a simple experiment. Specifically, we learn a single-layer
model on top of precomputed fc7-layer features on the CIFAR-10 dataset, with 20K
training examples. The learning is done in an online fashion, which means that each
training example is processed only once.
In Figure 4·2, we plot the distributions p+D and p−D, averaged on the CIFAR-10 test
set, before and after learning MIHash. The hash mapping parameters are initialized
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Figure 4·3: (Left) We plot the MI objective value and the mAP score
during training from the 32-bit CIFAR-10 experiment. (Right) We
conduct an additional set of experiments where 100 instances are re-
trieved against the rest, and the hash mapping parameters are randomly
sampled from a Gaussian, similar to LSH [54]. In both cases, strong
correlation is observed between MI and AP.
using LSH, and lead to high overlap between the distributions, although they do
not totally overlap due to the use of strong pretrained features. After learning, the
overlap is significantly reduced, with p+D pushed towards zero hamming distances.
Consequently, the mAP value increases to 0.68 from 0.22.
MI vs. Ranking Metrics
To evaluate the performance of hashing algorithms for retrieval tasks, it is common to
use ranking-based metrics, and the most notable example is mean Average Precision
(mAP). We note that there exists strong correlations between our mutual information
criterion and AP, and provide empirical evidence in Figure 4·3. In the left plot, we
display the training objective value as computed from (4.10) and the mAP score with
respect to the epoch index, from the 32-bit experiment on CIFAR-10 (setting 1).
To further demonstrate the correlation, we also conducted an additional experiment
in which 100 instances are selected as the query set, and the rest are used as the
database. The hash mapping parameters are randomly sampled from a Gaussian
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Figure 4·4: t-SNE [157] visualization of the 48-bit binary codes pro-
duced by MIHash and HashNet on ImageNet100, for a random subset
of 10 different color-coded classes in the test set. MIHash yields well-
separated codes with distinct structures, opposed to HashNet, in which
the binary codes have a higher overlap.
distribution, similar to LSH [54], and the experiment is conducted 50 times. From
the right plot in Figure 4·3, we can see that the relationship between MI and AP is
almost linear, which is also validated by the Pearson Correlation Coefficient score of
0.98.
We give an intuitive explanation to the strong correlation. Given a query, AP
is optimized when all of its neighbors are ranked above all the non-neighbors in the
database. On the other hand, MI is optimized when the distribution of neighbor
distances has no overlap with the distribution of non-neighbor distances. Therefore,
we can see that AP and MI are optimized by the same optimal solution. Conversely,
AP is suboptimal when neighbors and non-neighbors are interleaved in the ranking,
so is MI when the distance distributions have nonzero overlap. Therefore, mutual
information serves as a general-purpose surrogate metric for ranking.
Visualization of Learned Hash Codes
We also visualize the learned hash codes using t-SNE [157]. In Figure 4·4, we plot
the visualization for 48-bit binary embeddings produced by MIHash and the top
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competing method, HashNet, on ImageNet100. For ease of visualization, we randomly
sample 10 classes from the test set and color-code them.
MIHash produces binary embeddings that separate different classes well into sep-
arate clusters. This is consistent with the formulation of MIHash, in which the class
overlap is quantified via mutual information, and minimized. On the other hand,
binary codes generated by HashNet have higher overlap between classes. This is also
consistent with the fact that HashNet does not specifically optimize for a criterion
related to class overlap, but belongs to the simpler “affinity matching” family of
approaches.
4.3 Summary
We take an information-theoretic approach to hashing and propose a novel hashing
method, called MIHash, in this work. It is based on minimizing neighborhood ambi-
guity in the learned Hamming space, which is crucial in maintaining high performance
in nearest neighbor retrieval. We adopt the well-studied mutual information from in-
formation theory to quantify neighborhood ambiguity, and show that it has strong
correlations with standard ranking-based retrieval performance metrics. Then, to
optimize mutual information, we take advantage of recent advances in deep learning
and stochastic optimization, and parameterize our embedding functions with deep
neural networks. We perform a continuous relaxation on the NP-hard optimization
problem, and use stochastic gradient descent to optimize the networks. In particular,
our formulation maximally utilizes available supervision within each minibatch, and
can be efficiently implemented.
When evaluated on four standard image retrieval benchmarks, MIHash is shown
to learn high-quality compact binary codes, and it achieves superior nearest neighbor
retrieval performance compared to existing supervised hashing techniques. A limita-
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tion of MIHash is that it only considers the binary relevance setup, lacking the ability
to directly handle graded relevance. Also, although mutual information is shown to
be a good ranking surrogate, a mismatch is still left between this training objective
and test-time evaluation metrics such as AP and NDCG. In the next chapter, we will
develop an improved supervised hashing solution to address these limitations.
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Chapter 5
Hashing as Tie-Aware Learning to Rank
The previous chapter has developed MIHash, a hashing method for the binary rel-
evance case, based on the optimization of Mutual Information (MI). An important
insight is that MI is strongly correlated to standard ranking metrics such as Average
Precision (AP) and Normalized Discounted Cumulative Gain (NDCG). Therefore, it
can be used successfully as a surrogate objective for ranking.
In this chapter, we instead attempt to directly optimize learning objectives that
closely match test-time performance measures. Since nearest neighbor retrieval per-
formance is frequently measured using AP and NDCG, we propose a novel learning
to rank formulation to tackle these difficult optimization problems. Our main contri-
bution is a gradient-based method that directly optimizes these ranking metrics for
hashing. Compared to MIHash, it additionally handles the case of graded relevance,
which is common in many information retrieval tasks. Coupled with deep neural
networks, this method achieves state-of-the-art results.
Our formulation is inspired by a simple observation. When performing retrieval
with binary vector encodings and the integer-valued Hamming distance, the resulting
ranking usually contains ties, and different tie-breaking strategies can lead to different
results (Fig. 5·1). In fact, ties are a common problem in ranking, and much attention
has been paid to it, including in Kendall’s classical work on rank correlation [80], and
in the modern information retrieval literature [21, 112]. Unfortunately, the learning
to hash literature largely lacks tie-awareness, and current evaluation protocols rarely
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Figure 5·1: When applying hashing for nearest neighbor retrieval, the
integer-valued Hamming distance produces ties (items that share the
same distance). If left uncontrolled, different tie-breaking strategies
could give drastically different values of the evaluation metric, e.g. AP.
We address this issue by using tie-aware ranking metrics that implic-
itly average over all the permutations in closed form. We further use
tie-aware ranking metrics as optimization objectives in deep hashing
networks, leading to state-of-the-art results.
take tie-breaking into account. Although ties can be sidestepped by using weighted
Hamming distances [22, 101, 182], this comes at the cost of reduced efficiency, and in
this thesis we exclusively focus on the case of unweighted Hamming distances. Thus,
we advocate using tie-aware ranking evaluation metrics, which implicitly average over
all permutations of tied items, and permit efficient closed-form evaluation.
Our natural next step is to learn hash functions by optimizing tie-aware rank-
ing metrics. Similar to the case of MIHash, to solve the associated discrete and
NP-hard optimization problems, we relax the problems into their continuous coun-
terparts where closed-form gradients are available, and then perform gradient-based
optimization with deep neural networks. We specifically study the optimization of AP
and NDCG, two ranking metrics that are widely used in evaluating nearest neighbor
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retrieval performance. Our results establish the new state-of-the-art for these metrics
in common image retrieval benchmarks.
5.1 Tie-Awareness in Hashing
When evaluating information retrieval systems, special attention is required when
there exist ties in the distances [21, 112]. In this case, the ranking R is not unique
as the tied items can be ordered arbitrarily, and the tie-breaking strategy may have
a sizable impact on the result. We have given an example in Fig. 5·1. Surprisingly,
we found that current ranking-based hashing evaluation protocols usually do not
take tie-breaking into account, which could result in ambiguous comparisons or even
unfair exploitation. Perhaps more importantly, ties render the formulation of direct
optimization unclear: what tie-breaking strategy should we assume when using AP
or NDCG as optimization objectives? Thus, we believe that it is important to seek
tie-aware evaluation metrics for hashing.
Rather than picking a fixed tie-breaking strategy or relying on randomization, the
tie-aware solution that we propose is to average the value of the ranking metric over
all possible permutations of tied items. In other words, we take the expectation of the
metric over all tie-breaking strategies, assuming that they all have the same probabil-
ity of being chosen. This solution is appealing in several ways: it is deterministic, it
is unambiguous and cannot be exploited, and it reduces to the ordinary version when
there are no ties. However, there is one caveat: generating all permutations for n tied
items requires O(n!) time, which is super-exponential and prohibitive. Fortunately,
McSherry and Najork [112] observe that the average can be computed implicitly for
commonly used ranking metrics, and gives their tie-aware versions in closed form.
Based on this result, we further describe how to efficiently compute tie-aware ranking
metrics by exploiting the structure of the Hamming distance.
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We focus on AP and NDCG, and denote the tie-aware versions of AP and (N)DCG
as APT and (N)DCGT, respectively. First, we define some notation. With integer-
valued Hamming distances, we redefine the ranking R to be a collection of (b + 1)
“ties”, i.e. R = {R(0), . . . , R(b)}, where
R(d) = {i|dΦ(xq, xi) = d} (5.1)
is the index set of retrieved items having Hamming distance d to the query. We
define a set of histograms conditioned on relevance values, (n0,v, . . . , nb,v), and their
cumulative sums (N0,v, . . . , Nb,v), where
nd,v = |R(d) ∩ {i|Aq(i) = v}|,∀v ∈ V , (5.2)
Nd,v =
∑
j≤d
nj,v. (5.3)
We also define the total histograms as nd =
∑
v∈V nd,v with cumulative sum Nd =∑
j≤d nj.
Next, Proposition 1 gives the closed forms of APT and DCGT. We give proof in
the appendix.
Time complexity Analysis. Let |S| = N . Given the computed Hamming
distances {dΦ(xq, x)|x ∈ S}, the first step is to generate the ranking R, or populate
the ties {R(d)}. This step is essentially the counting sort for integers, which has O(bN)
time complexity. Computing either APT or DCGT then takes O(
∑
d nd) = O(N)
time, which makes the total time complexity O(bN). In our formulation, the number
of bits b is a constant, and therefore the complexity is linear in N . In contrast, for
real-valued distances, sorting generally takes O(N logN) time.
For the normalized NDCGT, the normalizing factor is unaffected by ties, but
computing it still requires sorting the gain values in descending order. Under the
55
Proposition 1. Both APT and DCGT decompose additively over the ties. For V =
{0, 1}, let n+d ∆= nd,1, N+d ∆= Nd,1, and N+ =
∑
d n
+
d , the contribution of each tie R
(d)
to APT is computed as
APT(R
(d)) =
n+d
ndN+
Nd∑
t=Nd−1+1
N+d−1 + (t−Nd−1 − 1)n
+
d −1
nd−1 + 1
t
. (5.4)
For DCGT, the contribution of R
(d) is
DCGT(R
(d)) =
∑
i∈R(d)
G(Aq(i))
nd
Nd∑
t=Nd−1+1
D(t) =
∑
v∈V
G(v)nd,v
nd
Nd∑
t=Nd−1+1
D(t). (5.5)
Proof. See appendix.
assumption that the set of relevance values V consists of non-negative integers, the
number of unique gain values is |V|, and counting sort can be applied in O(|V|N)
time. The total time complexity is thus O((b + |V|)N), which is also linear in N
provided that |V| is known. We note that counting sort on Hamming distances is
also used by Lin et al. [101] to speed up loss-augmented inference for their NDCG
surrogate loss.
5.2 Optimizing Tie-Aware Ranking Metrics
In this section, we describe our approach to optimizing tie-aware ranking metrics.
Similar to the optimization of mutual information for discrete hashing, the optimiza-
tion problems considered here are also NP-hard, since they involve combinatorial
search over all configurations of binary bits. Instead, we are interested in a relaxation
approach using gradient-based deep neural networks. Therefore, we apply continuous
relaxation to the discrete optimization problems.
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5.2.1 Continuous Relaxation
Our continuous relaxation needs to address two types of discrete variables. First, as
is universal in hashing formulations, the bits in the hash code are binary. Second, the
tie-aware metrics involve integer-valued histogram bin counts {nd,v}.
We first tackle the binary bits. Similar to the previous chapter, we relax the
binary bits using a tanh approximation:
Φ(x) = (φ1(x), . . . , φb(x)), (5.6)
≈ (tanh(γf1(x;w)), . . . , tanh(γfb(x;w))). (5.7)
The constant γ is a scaling parameter.
After this relaxation, the real-valued hash mapping and distance function are
denoted Φˆ and dˆΦ, respectively. The remaining discreteness is from the histogram
bin counts {nd,v}. We again relax them into real-valued “soft histograms” {cd,v},
whose cumulative sums are denoted {Cd,v}. However, we face another difficulty: the
definitions of APT (5.4) and DCGT (5.5) both involve a finite sum with lower and
upper limits Nd−1 + 1 and Nd, which themselves are variables to be relaxed. We
approximate these finite sums by continuous integrals, removing the second source
of discreteness. We outline the results in Proposition 2, and leave proof and error
analysis to the appendix.
Importantly, both relaxations have closed-form derivatives. The differentiation
for APr (5.8) is straightforward, while for DCGr it removes the integral in (5.9).
5.2.2 End-to-end Optimization
We perform end-to-end learning with gradient ascent. First, as mentioned above,
the continuous relaxations APr and DCGr have closed-form partial derivatives with
respect to the soft histograms {cd,v}. Next, we consider differentiating the histogram
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Proposition 2. The continuous relaxations of APT and DCGT, denoted as APr and
DCGr respectively, are as follows:
APr(R
(d)) =
c+d (c
+
d − 1)
N+(cd − 1) +
c+d
N+cd
[
C+d−1 + 1−
c+d − 1
cd − 1 (Cd−1 + 1)
]
ln
Cd
Cd−1
, (5.8)
DCGr(R
(d)) = ln 2
∑
v∈V
G(v)cd,v
cd
Cd+1∫
Cd−1+1
dt
ln t
. (5.9)
Proof. See appendix.
entries. Note that before relaxation, the discrete histogram (n0,v, . . . , nb,v) for ∀v ∈ V
is constructed as follows:
nd,v =
∑
xi|Aq(i)=v
1[dΦ(xq, xi) = d], d = 0, . . . , b. (5.10)
To relax nd,v into cd,v, we employ the same technique from the previous chapter
(details are thus omitted):
cd,v =
∑
xi|Aq(i)=v
δ(dˆΦ(xq, xi), d), (5.11)
and we differentiate cd,v using chain rule, e.g.
∂cd,v
∂Φˆ(xq)
=
∑
xi|Aq(i)=v
∂δ(dˆΦ(xq, xi), d)
∂dˆΦ(xq, xi)
−Φˆ(xi)
2
. (5.12)
As shown in Fig. 5·2, we train our models using minibatch-based stochastic gradi-
ent ascent. Similar to the case of MIHash, in order to fully utilize supervision, within
a minibatch of size M , each example is used as the query once, and participates in
the database for some other example M − 1 times. Then, the objective is averaged
over the M queries. The full details of the backpropagation are given in Appendix A.
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Figure 5·2: The flow of computation in the proposed TALR method.
Input images are mapped to b-bit binary codes by a DNN (b = 4 in
this example). During training, in a minibatch, each example is used as
query to rank the rest of the batch, producing a histogram of Hamming
distances with (b+1) bins. Tie-aware ranking metrics (APT shown here)
are computed on these histograms, and averaged over the batch. To
maintain end-to-end differentiability, we derive continuous relaxations
for APT and NDCGT, and employ two differentiable approximations to
non-differentiable operations.
5.3 Implementation Details
We have mentioned that the gradients of the continuous relaxations to the tie-aware
ranking metrics can be evaluated in closed form. This fact is important for performing
gradient ascent. However, it can be seen that the continuous relaxations are quite
complicated, thus deriving and implementing the gradients by hand can be tedious.
Also, automatic differentiation tools can only offer limited help in this case.
Below, we present simplified versions of the continuous objectives, that are much
easier to derive and implement. Specifically, for APr we give an inexact approxima-
tion, and for DCGr we give a lower bound. Empirically, optimizing the simplified
versions gives performances that are very similar to the optimizing the original con-
tinuous relaxations.
59
5.3.1 A Simplified Version of Tie-Aware AP
We repeat the definition of APr below:
APr(R
(d)) =
c+d (c
+
d − 1)
(cd − 1)N+ +
c+d
cdN+
[
C+d−1 + 1−
c+d − 1
cd − 1 (Cd−1 + 1)
]
ln
Cd
Cd−1
. (5.13)
Suppose that we want to differentiate APr with respect to some histogram bin c
+
d .
The exact partial derivative can be written as:
b∑
d=0
∂APr(R
(d))
∂c+d
(5.14)
=
b∑
d=0
∂
∂c+d
{
c+d (c
+
d − 1)
(cd − 1)N+ +
c+d
cdN+
[
C+d−1 + 1−
c+d − 1
cd − 1 (Cd−1 + 1)
]
ln
Cd
Cd−1
}
. (5.15)
Again, computing this can be tedious and error-prone.
To derive an inexact version with a simpler form, we first do a change of variables
in the definition of APT (5.4) and rewrite it as
APT(R
(d)) =
n+d
N+nd
nd∑
j=1
N+d−1 + 1 + (j − 1)n
+
d −1
nd−1
Nd−1 + j
(5.16)
∆
=
1
N+
n+d
nd
nd∑
j=1
ηd(j). (5.17)
Then, we simply replace the sum
∑nd
j=1 ηd(j) by repeating its midpoint:
∑nd
j=1 ηd(j) ≈
ndηd(
nd+1
2
). Then, the simplified version is derived as
APT(R
(d)) ≈ 1
N+
n+d
nd
· nd
N+d−1 + 1 +
nd−1
2
n+d −1
nd−1
Nd−1 + nd+12
(5.18)
=
n+d
N+
· 2N
+
d−1 + n
+
d + 1
2Nd−1 + nd + 1
=
n+d
N+
· N
+
d−1 +N
+
d + 1
Nd−1 +Nd + 1
. (5.19)
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The simplified continuous relaxation, which we name APs, is now as follows:
APs(R
(d)) =
c+d
N+
· C
+
d−1 + C
+
d + 1
Cd−1 + Cd + 1
. (5.20)
Deriving the closed-form gradients for this simplification is much less involved.
5.3.2 A Lower Bound for Tie-Aware DCG
Similar to the case of tie-aware AP, we also derive a simplified version for the tie-
aware DCG. Somewhat differently, we will actually derive a lower bound for DCGT
and then continuously relax it. Maximizing this lower bound is a principled way to
maximize DCGT.
First we recall the definition of DCGT, plugging in the actual forms of the gain
and discount functions:
DCGT(R
(d)) =
∑
v∈V
(2v − 1)nd,v
nd
Nd∑
t=Nd−1+1
1
log2(t+ 1)
. (5.21)
Note that the function 1/ log2(·) is a convex function. Therefore we can use Jensen’s
inequality to lower bound the second sum:
DCGT(R
(d)) ≥
∑
v∈V
(2v − 1)nd,v
nd
· nd · 1
log2(Nd−1 +
nd+1
2
+ 1)
(5.22)
=
∑
v∈V(2
v − 1)nd,v
log2(Nd−1 +
1
2
nd +
3
2
)
. (5.23)
And now we can see that the continuous relaxation of the lower bound, denoted as
DCGs, should be
DCGs(R
(d)) =
∑
v∈V(2
v − 1)cd,v
log2(Cd−1 +
1
2
cd +
3
2
)
. (5.24)
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5.4 Experiments
5.4.1 Datasets and Setup
For evaluating our proposed method in this chapter, we use the same datasets and
splits as in MIHash (Chapter 4), namely, CIFAR-10 [84] (two settings), NUS-WIDE
[36] (two settings), 22K LabelMe [134], and ImageNet100 [25]. Each dataset is split
into a test set and a database, and examples from the database are used in training.
At test time, queries from the test set are used to perform Hamming ranking on the
database, and the performance metric is averaged over the test set. We use both AP
and NDCG as evaluation metrics.
Retrieval-based evaluation of supervised hashing was recently put into question by
Sablayrolles et al. [136], who point out that for multi-class datasets, binary encoding
of classifier outputs is already a competitive solution. While this is an important
point, deriving pairwise relevance from multi-class label agreement is a special case in
our formulation. As mentioned in Section 2.1, our formulation uses a general pairwise
relevance oracle A, which may or may not be derived from labels, and can be either
binary or graded. In fact, the datasets we consider range from multi-class/single-label
(CIFAR-10, ImageNet100) to multi-label (NUS-WIDE) and unlabeled (LabelMe),
and only the first case can be addressed by multi-class classification. For graded
relevance, we also propose a new evaluation protocol using NDCG.
We term our method TALR (Tie-Aware Learning to Rank), and compare it
against a range of classical and state-of-the-art hashing methods. Due to the vast
hashing literature, an exhaustive comparison is not feasible. Focusing on the learning
to rank aspect, we select representative methods from all three categories:
• Pointwise (pair-based). Methods that define loss functions on instance
pairs: Binary Reconstructive Embeddings (BRE) [87], Fast Supervised Hash-
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ing (FastHash) [102], Hashing using Auxiliary Coordinates (MACHash) [127],
Deep Hashing with Pair Supervision (DPSH) [97], and Hashing by Continuation
(HashNet) [25].
• Pairwise (triplet-based). We include a recent method, Deep Hashing with
Triplet Supervision (DTSH) [166].
• Listwise. We compare to two listwise ranking methods: Structured Hashing
(StructHash) [101] which optimizes an NDCG surrogate, and Hashing with
Mutual Information (MIHash) [62] which optimizes mutual information as a
ranking surrogate for the binary relevance case.
Since tie-aware evaluation of Hamming ranking performance has not been reported
in the hashing literature, we re-train and evaluate all methods using publicly available
implementations.
5.4.2 Binary Relevance: AP
We evaluate AP on the three labeled datasets, CIFAR-10, NUS-WIDE, and Ima-
geNet100. As we mentioned earlier, for labeled data, relevance can be inferred from
label agreements. Specifically, in CIFAR-10 and ImageNet100, two examples are
neighbors (i.e. have relevance 1) if they share the same class label. In the multi-
labeled NUS-WIDE, two examples are neighbors if they share at least one label.
CIFAR-10 and NUS-WIDE
We first carry out AP optimization experiments on the two well-studied datasets,
CIFAR-10 and NUS-WIDE. For these experiments, we perform finetuning using the
ImageNet-pretrained VGG-F network [31]. For methods that are not amenable to
end-to-end training, we train them on fc7-layer features from VGG-F. On CIFAR-10,
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we compare all methods in the first setting (S1), and in the second setting (S2) we
compare the end-to-end methods: DPSH, DTSH, MIHash, and ours.
We present AP optimization results in Table 5.1. By optimizing the relaxation
of APT in an end-to-end fashion, our method (TALR-AP) achieves the new state-of-
the-art in AP on both datasets, outperforming all the pair-based and triplet-based
methods by significant margins. Compared to listwise ranking solutions, TALR-
AP outperforms StructHash significantly by taking advantage of deep learning, and
outperforms MIHash by matching the training objective to the evaluation metric. A
side note is that for NUS-WIDE, it is customary in previous work [97, 166] to report
AP evaluated at maximum cutoff of 5K (AP@5K), since ranking the full database
is inefficient using general-purpose sorting algorithms. However, focusing on the top
of the ranking overestimates the true AP, as seen in Table 5.1. Using counting sort,
we are able to evaluate APT on the full database efficiently, and TALR-AP also
outperforms other methods in terms of AP@5K.
ImageNet100
For ImageNet100 experiments, we again follow the setup in HashNet [25] and fine-
tune the AlexNet architecture [85] pretrained on ImageNet. As in [25], the minibatch
size is set to 256 for all methods, and the learning rate for the pretrained convolution
and fully connected layers are scaled down, since the model is fine-tuned on the same
dataset that it was originally trained on. AP at cutoff 1000 (AP@1000) is used as
the evaluation metric.
ImageNet100 results are summarized in Table 5.2. TALR-AP outperforms both
competing methods, and the improvement is especially significant with short hash
codes (16 and 32 bits). This indicates that our direct optimization approach pro-
duces better compact binary representations that preserve desired rankings. The
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Method
ImageNet100 (AP@1K)
16 Bits 32 Bits 48 Bits 64 Bits
DTSH [166] 0.458 0.566 0.611 0.644
HashNet [25] 0.5059 0.6306 0.6633 0.6835
MIHash [62] 0.5688 0.6608 0.6852 0.6947
TALR-AP 0.5892 0.6689 0.6985 0.7053
Table 5.2: AP@1000 results on ImageNet100 with AlexNet [85]. Our
method, TALR-AP, outperforms state-of-the-art solutions using mutual
information [62] and continuation methods [25].
state-of-the-art performance with compact codes has important implications for cases
where memory and storage resources are restricted (e.g. mobile applications), and for
indexing large-scale databases.
5.4.3 Graded Relevance: NDCG
We evaluate NDCG optimization with a graded relevance setup, i.e. the set V is
a finite set of non-negative integers. Graded relevance is common in information
retrieval tasks, and offers more fine-grained specification of the desired structure of
the learned Hamming space. To our knowledge, this setup has not been considered
in the supervised hashing literature.
In the multi-label NUS-WIDE dataset, we define the relevance value between two
examples as the number of labels they share, and keep other settings the same as in
the AP experiment. For the unlabeled LabelMe dataset, we derive relevance values
by thresholding the Euclidean distances between examples. Inspired by an existing
binary relevance setup [24] that defines neighbors as having Euclidean distance within
the top 5% on the training set, we use four thresholds {5%, 1%, 0.2%, 0.1%} and assign
relevance values {1, 2, 5, 10}. This emphasizes assigning high ranks to the closest
neighbors in the original feature space. We learn shallow models on precomputed
GIST features [122] on LabelMe. For gradient-based methods, we learn a single fully-
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connected layer, which means the learned hash functions are linear hyperplanes. For
methods that are not designed to use graded relevance (FastHash, MACHash, DPSH,
and MIHash), we convert the relevance values back to binary by thresholding at zero;
this reduces to the standard binary relevance setup on both datasets.
We give NDCG results in Table 5.3. Again, our method with the tie-aware NDCG
objective (TALR-NDCG) outperforms all competing methods on both datasets. In-
terestingly, on LabelMe where all methods are restricted to learn shallow models on
GIST features, we observe slightly different trends compared to other datasets. For
example, without learning deep representations, DPSH and DTSH appear to perform
less competitively, indicating a mismatch between their objectives and the evalua-
tion metric. The closest competitors to TALR-NDCG on LabelMe are indeed the
two listwise ranking methods: StructHash which optimizes a NDCG surrogate using
boosted decision trees, and MIHash which is designed for binary relevance. TALR-
NDCG outperforms both methods, and notably does so with linear hash functions,
which have lower learning capacity compared StructHash’s boosted decision trees.
This highlights the benefit of our direct optimization formulation.
5.4.4 Tightening the Continuous Relaxation
As is common among relaxation-based hashing methods, we relax the binary con-
straints by replacing the discontinuous sgn function with tanh (5.7). With this simple
relaxation, the performance gains are mainly due to optimizing the proposed objec-
tives. Nevertheless, it is conceivable that the continuation method, e.g. as employed
by HashNet [25], can tighten the relaxation and lead to better results. To provide a
concrete example, in Table 5.4 we report improved results for TALR-AP on CIFAR-
10 (setting 1), when we increase the scaling γ in tanh over time, instead of using a
fixed value.
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APT 12 bits 24 bits 32 bits 48 bits
Fixed γ 0.732 0.789 0.800 0.826
γ →∞ 0.751 0.804 0.813 0.830
Table 5.4: Performance comparison between different continuous re-
laxation strategies for TALR-AP, on the CIFAR-10 dataset with the
first experimental setting.
5.4.5 Effects of Tie-Braking Strategies
We lastly discuss the effect of tie-breaking in evaluating hashing algorithms. As men-
tioned in Section 5.1, tie-breaking is an uncontrolled parameter in current evaluation
protocols, which can affect results, and even be exploited. To demonstrate this, we
consider for example the AP experiment in CIFAR-10’s first setting. For each method
included in this experiment, we plot the range of test set mAP spanned by all pos-
sible tie-breaking strategies. As can be seen in Fig. 5·3, the ranges corresponding to
different methods generally overlap; therefore, without controlling for tie-breaking,
relative performance comparison between different methods is essentially ambiguous.
The ranges shrink as code length increases, since the number of ties generally de-
creases when there are more bins in the histogram.
Current hashing methods usually compute test-time AP and NDCG using ran-
dom tie-breaking and general-purpose sorting algorithms. Interestingly, in all of our
experiments, we observe that this produces values very close to the tie-aware APT
and NDCGT. The reason is that with a randomly ordered database, averaging the
tie-unaware metric over a sufficiently large test set behaves similarly to the tie-aware
solution of averaging over all permutations. Therefore, the results reported in the
current literature are indeed quite fair, and so far we have found no evidence of ex-
ploitation of tie-breaking strategies. Still, we recommend using tie-aware ranking
metrics in evaluation, as they completely eliminate ambiguity, and counting sort on
Hamming distances is much more efficient than general-purpose sorting.
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Figure 5·3: Effects of tie-breaking: we plot the ranges of test-time
mAP values spanned by all possible tie-breaking strategies, for all meth-
ods considered in the CIFAR-10 experiment (first setting). Horizontal
axis: mAP. Black dots: values of tie-aware APT. Without control-
ling for tie-breaking, relative performance comparison between differ-
ent methods can be ambiguous. The ambiguity is eliminated by tie-
awareness.
We note that although random tie-breaking is an approximation to tie-awareness
at test time, it does not answer the question of how to optimize the ranking metrics
during training. Our original motivation is to optimize ranking metrics for hash-
ing, and the existence of closed-form tie-aware ranking metrics is what makes direct
optimization feasible.
5.5 Summary
We have proposed a new approach to hashing for nearest neighbor retrieval, with
an emphasis on directly optimizing evaluation metrics used at test-time. A study
into the commonly used “retrieval by Hamming ranking” setup led us to consider
the issue of ties, and we advocate for using tie-aware versions of ranking metrics. We
then make the novel contribution of optimizing tie-aware ranking metrics for hashing,
focusing on the important special cases of AP and NDCG. To tackle the resulting
discrete and NP-hard optimization problems, we derive their continuous relaxations.
Then, we perform end-to-end stochastic gradient ascent with deep neural networks.
This results in the new state-of-the-art for common image retrieval benchmarks.
In terms of optimizing ranking metrics, differently from many existing methods
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that are typically based on optimizing their surrogates in a structured prediction
framework (inspired structural SVMs [154]), our approach is one of “direct relaxation”
that works on the specific functional forms of the tie-aware metrics. For the discrete
Hamming distance, the good news is that the sorting operation is instantiated by
histogram binning, which allows for simple and convenient differentiable relaxations.
As we shall see in the following chapters, for real-valued distances, histogram-based
quantization can also be employed to get good approximations of ranking metrics
that require sorting to compute. Such an approximation can also be understood as a
smoothing technique, in the spirit of [30].
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Chapter 6
Local Descriptors Optimized for Average
Precision
Extracting feature descriptors from local image patches is a common stage in many
computer vision tasks involving alignment or matching. To replace handcrafted fea-
ture engineering, recently much attention has been paid to learning local feature
descriptors. Despite exciting progress, certain levels of handcrafting are currently
present in the design of learning objectives for local feature descriptors, making it
difficult to have performance guarantees when the learned descriptors are integrated
into larger pipelines. Indeed, according to a recent study [139], traditional hand-
crafted features such as SIFT [108] can still outperform learned ones in complicated
tasks such as 3D reconstruction. In this chapter, we aim to improve the learning of
local feature descriptors by optimizing better objective functions.
We argue that local feature descriptor learning is not a standalone problem, but
rather a component in the optimization of larger pipelines. Therefore, the learning
objectives should be designed in accordance with other pipeline components. Upon
inspection of common local feature matching pipelines, we find that feature matching
can be exactly formulated as nearest neighbor retrieval. Thus, we propose to em-
ploy listwise learning to rank for learning local feature descriptors. In particular, we
use deep neural networks to directly optimize a ranking-based retrieval performance
metric, Average Precision, by reusing and extending our earlier formulations in the
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Figure 6·1: An example local feature-based image matching pipeline,
where the task is to estimate the fundamental matrix F between images
I = (I1, I2), using robust estimation techniques such as RANSAC [49].
We model the feature descriptor extractor using deep neural networks,
and directly optimize a ranking-based objective (Average Precision) for
the subsequent stage of descriptor matching.
previous chapter.
Our proposed approach can learn both binary and real-valued local feature descrip-
tors. Compared to recent approaches, we optimize a commonly adopted evaluation
metric, and eliminate complex optimization heuristics. Descriptors learned with our
approach achieve state-of-the-art results in benchmarks including UBC Phototour
[170], HPatches [9], RomePatches [124], and the Oxford dataset [113].
An important feature of our proposed formulation is that it is general-purpose,
as it optimizes the performance of the task-independent nearest neighbor matching
stage, rather than a task-specific pipeline. Nevertheless, to better tailor the learned
descriptors for feature matching, we also augment our formulation with task-specific
improvements. First, we make use of the Spatial Transformer module [73] to ef-
fectively handle geometric noise and improve the robustness of matching, without
requesting extra supervision. Also, for the challenging HPatches dataset, we design a
clustering-based technique to mine additional patch-level supervision, which improves
the performance of learned descriptors in the image matching task.
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6.1 Feature Matching is Nearest Neighbor Retrieval
In this section, we motivate our approach by analyzing the descriptor matching stage,
and point out that it corresponds to nearest neighbor retrieval. Then we discuss a
learning to rank formulation to optimize ranking-based retrieval performance.
Consider Fig. 6·1, which depicts a pipeline for estimating the fundamental matrix
between matching images I1 and I2. It consists of four stages: feature detection,
descriptor extraction, descriptor matching, and robust estimation. Suppose we detect
and extractM local features from each image. The descriptor matching stage operates
as follows: it computes the pairwise distance matrix with M2 entries, and for each
feature in I1, looks for its nearest neighbor in I2, and vice versa. Feature pairs that
are mutual nearest neighbors1 become candidate matches in the robust estimation
stage, such as RANSAC [49].
We point out that this matching process is exactly performing nearest neighbor
retrieval: each feature in I1 is used to query a database, which is the set of features
in I2. For good performance, true matches should be returned as top retrievals,
while false matches are ranked as low as possible. Performance of the matching stage
also directly reflects the quality of the learned descriptors, since it has no learnable
parameters (only performs distance computation and sorting). To assess nearest
neighbor matching performance, we again adopt Average Precision (AP), a commonly
used evaluation metric. Recall that AP evaluates the performance of retrieval systems
under the binary relevance assumption: retrievals are either “relevant” or “irrelevant”
to the query. This naturally fits the local feature matching setup, where given a
reference feature, features in a target image are either its true match or false match.
Next, we learn binary and real-valued local feature descriptors to optimize AP.
1For simplicity, the distance ratio check [108] is not considered.
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6.2 Optimizing Binary and Real-valued Descriptors
Binary Descriptors
Binary descriptors offer compact storage and fast matching, which are useful in appli-
cations with speed or storage restrictions. Although binary descriptors can be learned
one bit at a time [153], here we take a gradient-based relaxation approach to learn
fixed-length “hash codes”.
In the previous chapter, we have already developed a method for optimizing AP
for the supervised hashing problem. It is easy to see that the problem of learning local
feature descriptors is closely related to supervised hashing; in fact, the only major
difference is that the descriptors are now extracted from local image patches, rather
than entire images. Therefore, barring details in implementation, we can directly
reuse our TALR-AP technique to learn binary local feature descriptors. The details
are not repeated here.
Real-Valued Descriptors
To complete our formulation, we next consider real-valued descriptors, which are
preferred in high-precision scenarios. In the real-valued case, let the descriptor be Ψ,
which is modeled as a vector of neural network activations, with L2 normalization:
Ψ0(x) = (ψ1(x;w), ψ2(x;w), . . . , ψm(x;w)) ∈ Rm, Ψ(x) = Ψ0(x)‖Ψ0(x)‖ . (6.1)
w stands for the learnable parameters in the network. The distance metric, d, is now
the Euclidean distance between unit vectors, whose partial derivative ∂d/∂Ψ is
∂d(x, x′)
∂Ψ(x)
=
∂
√
2− 2Ψ(x)>Ψ(x′)
∂Ψ(x)
=
−Ψ(x′)
d(x, x′)
. (6.2)
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Lastly, backpropagation through the L2 normalization operation is as follows:
∂g
∂Ψ0(x)
=
1
‖Ψ0(x)‖
[
∂g
∂Ψ(x)
−Ψ(x)
(
Ψ(x)>
∂g
∂Ψ(x)
)]
, (6.3)
where g is some function of Ψ.
The main challenge in optimizing AP for real-valued descriptors is again the non-
differentiable sorting, but real-valued sorting has no simple alternative form. However,
histogram binning can be used as an approximation: we quantize real-valued distances
using histogram binning, obtain the histograms, and then reduce the optimization
problem to the previous one. With L2-normalized vectors, the quantization is easy
to implement as the Euclidean distance has closed range [0, 2]: we simply uniformly
divide the interval [0, 2] into b bins. The chain rules in this case only need minimal
modifications to account for the L2 normalization operation, which we just discussed.
Differently from the case of binary descriptors, the number of histogram bins b
is now a free parameter, which involves a trade-off. On the one hand, a large b re-
duces quantization error, which in fact achieves zero if each histogram bin contains at
most one item. On the other hand, gradient computation for approximate histogram
binning has linear complexity in b. In our experiments, we consistently obtain good
results using b ≤ 25.
6.3 Task-specific Improvements
In addition to the general-purpose learning to rank formulation, we develop two im-
provements that take the nature of local feature matching into account.
6.3.1 Spatial Transformer Module
To improve the robustness of local features for matching, it is key to build invariance
to geometric noise into the descriptor: for example, SIFT [108] estimates orienta-
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tion and affine shape to normalize input patches, and LIFT [176] includes a learned
orientation estimation module. Likewise, we can also include a geometric alignment
module in our descriptor networks. Our choice is the Spatial Transformer [73], which
aligns input patches by predicting a 6-DOF affine transformation, without requiring
extra supervision. As is standard practice, the Spatial Transformer is initialized to
output identity (directly copy input patches), and the learning rate of the affine trans-
formation prediction layer is scaled down by 100 times compared to other layers in
the network. In our experiments, this module is able to correct geometric distortion,
and consistently improve performance.
A na¨ıve application of the Spatial Transformer, however, leads to the boundary ef-
fect [99]: when the predicted transformation requires sampling outside the boundaries
of the input, the default zero-padding creates unfilled regions near the boundaries in
the output. Since the input patches to the Spatial Transformer have limited size
(42x42 in our network), out-of-boundary sampling frequently happens in operations
such as zooming out and rotation, and can affect alignment by introducing unwanted
image gradients. Instead, we first pad the input patch by repeating its boundary
pixels,2 and then sample according to the predicted transformation, which prevents
sharp image gradients near boundaries. This is visually illustrated in Fig. 6·2, us-
ing patches from the challenging HPatches dataset, which has the largest amount of
geometric noise among the datasets that we consider. Although using zero padding
still produces decent alignment, it affects the appearance of sampled patches, and
does not help to improve final performance. Our boundary padding produces much
more visually plausible patches after sampling, and gives a good approximation to
re-sampling from the original images.
2Implemented in Matlab using the replicate mode of the padarray function.
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Figure 6·2: Patch alignment using the Spatial Transformer [73] in
HPatches, where patches come in groups of 16. The aligned patches are
used as inputs to the descriptor network. First row: original patches.
Second row: aligned patches, using our boundary padding. Third row:
aligned patches, using the default zero padding.
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6.3.2 Label Mining
While our formulation directly optimizes for the task of patch retrieval, it is also
possible to address higher-level tasks. We demonstrate this with the image matching
task in the challenging HPatches dataset [9], which contains patches extracted from
matching image sequences.
The image matching task in HPatches is formulated similarly as patch retrieval,
which involves retrieving matching patches in a pool of “distractors”. However,
the distractors are defined differently. In patch retrieval, distractors do not include
patches in the same image sequence as the query, due to concern of repeating struc-
tures in images. In image matching, images are matched against others in the same
sequence, which means that all distractors are actually in-sequence. Thus, image
matching performance can be improved by including in-sequence distractors when
optimizing patch retrieval.
Since the 3D point correspondence for each training patch is given, it may appear
that we can simply mark all patches that do not correspond to a certain 3D point
as distractors for the corresponding patch. However, the risk is that when an image
has repeating structures (e.g. windows on a building), patches that correspond to dif-
ferent 3D points could have nearly identical appearance, and forcing the network to
distinguish between them would cause overfitting. Instead, we perform label mining
to augment the set of distractors when optimizing patch retrieval in HPatches. To
avoid noisy labels in the presence of repeating structures, we use a simple heuristic:
clustering. For each image sequence, we cluster all patches based on visual appear-
ance. Then, patches having high inter-cluster distance are marked as distractors for
each other (with 3D verification). Note that label mining is not related to the hard
negative mining heuristic, since its goal is to add additional supervision.
We use handcrafted visual features to represent patches in clustering. The best
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Figure 6·3: We demonstrate label mining in HPatches, using four
randomly selected image sequences. From top to bottom: v london,
i steps, v maskedman, i yellowtent. The first image in each sequence
is shown on the left, and on the right we visualize 5 randomly selected
patch clusters, obtained using K-means. Each row corresponds to a
cluster. A red arrow between clusters indicates that the inter-cluster
distance is above a threshold, and their patches are used as distractors
for each other. A gray arrow means that the inter-cluster distance is
not high enough. Patches are generally more similar in appearance
within the same sequence than across sequences, therefore mining the
in-sequence distractors provides meaningful “hard negatives” for the
learning.
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Figure 6·4: Examples from three patch-based datasets (top to bot-
tom): RomePatches [124], UBC Phototour [170], and HPatches [9]. In
all datasets, patches are grouped such that patches in the same group
correspond to the same 3D point.
feature found in our experiments is a combination of HOG [42] and raw pixel values,
which captures both the geometric and illumination patterns. It is constructed as
follows: a patch is resized to 64x64 to extract HOG features with 8x8 cell size, and
then the same patch is resized to 16x16 and appended to the feature vector. The
final feature dimensionality is 2240. Afterwards, we perform K-means clustering
with K = 100 clusters. To derive a distance threshold, we compute all the pairwise
distances between the cluster centers, and set the threshold at the p-th percentile of
these distances. If two clusters have larger distance than the threshold, their patches
are considered distractors for each other. Otherwise, they are considered “too visually
similar”, and are ignored from each other’s distractor set. We use p = 20. Label
mining is demonstrated in Fig. 6·3.
6.4 Experiments
We experiment with three patch-based datasets (examples are in Fig. 6·4): UBC
Phototour [170], HPatches [9], RomePatches [124], and an image-based dataset, the
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Oxford Dataset [113]. We use the CNN architecture recently proposed in L2Net [151],
which consists of seven convolution layers, and is regularized with Batch Normaliza-
tion [72] and Dropout [149]. We do not use the more complex “Center Surround”
architecture. The input to the network is 32x32 grayscale, and we resize input patches
to this size. When adding the Spatial Transformer module, we increase the input size
to 42x42, and use 3 convolution layers to predict a 6-DOF affine transformation,
which is then used to sample a 32x32 patch.
We name our descriptor DOAP (Descriptors Optimized for Average Precision),
and test its binary and real-valued versions.
6.4.1 UBC Phototour Dataset
We first conduct experiments on the UBC Phototour dataset [170], a classical bench-
mark of descriptor performance. Patches are extracted from Difference-of-Gaussian
detections in three image sequences: Liberty, Notre Dame, and Yosemite. Following
the standard setup, we use six training/test combinations formed by the three se-
quences, and report patch verification performance in terms of false positive rate at
95% recall (FPR95).
We train our models on UBC Phototour with data augmentation, in the form of
random flipping and 90-degree rotations, which showed consistent performance im-
provement in previous work. We compare to a range of existing descriptors, including
both binary and real-valued, listed in Table 6.1. L2Net [151] and HardNet [115] are
two leading methods, which optimize triplet-based losses with the same CNN architec-
ture as ours. We also include methods that use the “Center Surround” architecture:
CS-SNet-Gloss [89] and CS-L2Net, and we have applied the recent global regulariza-
tion technique in [185] to HardNet, resulting in a more competitive method which we
call HardNet-GOR. Compared to existing approaches, DOAP achieves state-of-the-
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Figure 6·5: Influence of training batch size for the 128-dimensional
DOAP descriptor trained on Liberty, with data augmentation. Vertical
axis: average of FPR95 on Notre Dame and Yosemite.
art performance with both binary and real-valued descriptors, and results are further
improved by DOAP-ST, which includes the Spatial Transformer module.
We attribute the performance of DOAP and DOAP-ST to the listwise AP opti-
mization. Listwise optimization automatically includes the “hard negative mining”
heuristic in local ranking approaches, since it implicitly enforces the correct classifica-
tion of all induced pairs and triplets. We then expect performance to improve when
increasing training batch size, as larger batches lead to longer lists and increased like-
lihood of including hard negatives. We validate this by training the 128-dimensional
DOAP model on Liberty, varying batch size between 256 and 4096, and monitoring
the average of FPR95 on Notre Dame and Yosemite. Indeed, Fig. 6·5 shows that
performance improves with batch size and saturates after 2048. Similar trends are
also observed in HardNet [115], with saturation occurring at batch size 512. In con-
trast, the listwise optimization allows the performance of DOAP to saturate at a later
stage.
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6.4.2 HPatches Dataset
HPatches [9] consists of a total of over 2.5 million patches extracted from 116 im-
age sequences, each with 6 images with known homography. Both viewpoint and
illumination changes are included, and test cases have levels of difficulty easy, hard,
and tough, according to the amount of geometric noise. Three evaluation tasks are
considered (in increasing order of difficulty): patch verification, patch retrieval, and
image matching.
In this experiment, we focus on comparing real-valued descriptors. We first include
four baselines reported in [9]: SIFT [108], RootSIFT [6], DeepDesc [142], and TFeat
[10]. Next, as [115] reports results for L2Net and HardNet trained on the Liberty
sequence of UBC Phototour, for fair comparison, we also report results for our models
trained on Liberty. Finally, we train and evaluate three versions of our descriptor
on HPatches: DOAP, DOAP-ST with the Spatial Transformer, and DOAP-ST-LM,
which additionally uses label mining. We compare to the L2Net model trained on
HPatches, and HardNet++, which is the HardNet model trained on the union of
Liberty and HPatches. Note that CS-L2Net is excluded as it performs worse than
L2Net in this more realistic dataset, which is consistent with the observations in
[89, 151]. When determining training/test sets, we use the “a” split: the test set
contains 40 image sequences (20 viewpoint and 20 illumination), and the training set
contains the other 76 sequences.
Fig. 6·6 presents results on HPatches.3 Our descriptors achieve state-of-the-art
results for all three tasks, and all variants are better at handling tough test cases
than competing methods. Specifically, DOAP and DOAP-ST obtain the best patch
retrieval performance, which directly results from the optimization of patch retrieval
3 Results for L2Net and HardNet are obtained using their publicly released models and may
slightly differ from those reported in [115].
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DIFFSEQ SAMESEQ
VIEWPT ILLUM
EASY HARD TOUGH
Figure 6·6: Results on the HPatches dataset, evaluated on the test
set of the “a” split. No ZCA normalization [9] is used. Suffix indicates
training set used (Lib: Liberty, no suffix: HPatches). HardNet++ is
trained on the union of Liberty and HPatches. DOAP outperforms
competing methods in all tasks, and all of its variants excel in handling
tough test cases.
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mAP. This optimization also gives state-of-the-art performance in patch verification.
For the most challenging task of image matching, as mentioned in [9], patch retrieval
performance is well correlated. However, due to the difference in task definition that
we mentioned in Section 6.3, all methods see lower performance when tested for im-
age matching. With the clustering-based label mining, DOAP-ST-LM significantly
improves image matching mAP compared to the next best models: around 6% and
10% over DOAP-ST and L2Net, respectively. Notably, it achieves over 50% mAP
even in the toughest test cases (tough geometric noise, illumination change). The in-
clusion of extra supervision also boosts patch retrieval performance, since in-sequence
distractors provide harder negatives to learn from.
6.4.3 RomePatches Dataset
We next consider the RomePatches dataset [124], which contains 20,000 image patches
of size 51x51, split equally into training and test sets. The task is patch retrieval.
This dataset is constructed by performing SIFT matching on images taken in Rome,
and keeping matching patches that satisfy 3D constraints. With such tailored con-
struction, SIFT is unsurprisingly a strong baseline on RomePatches. In fact, in terms
of test set mAP, previous methods, including pretrained AlexNet [85] and PhilippNet
[48], could not surpass SIFT. The only method to do so was the CKN-grad variant
proposed in [124], using 1024-dimensional descriptors.
We found that adding Spatial Transformers does not improve results, possibly
because the patches are already well aligned (see examples in Fig. 6·4); therefore we
only report results for the binary and real-valued DOAP. As seen in Table 6.2, the
real-valued DOAP outperforms SIFT and other descriptors with 88.4% mAP on
the test set, while the binary version also performs competitively. The comparison
between DOAP and SIFT is fair, since they have the same input coverage and out-
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Method Coverage Dim. Train Test
SIFT [108] 51x51 128 91.6 87.9
AlexNet-conv3 [85] 99x99 384 81.6 79.2
PhilippNet [48] 64x64 512 86.1 81.4
CKN-grad [124] 51x51 1024 92.5 88.1
DOAP 51x51 128 95.9 88.4
Binary DOAP 51x51 256 95.2 86.8
Table 6.2: Patch retrieval mAP comparison on RomePatches. SIFT
is a strong baseline, previously only surpassed by the high-dimensional
CKN-grad [124]. DOAP is the first descriptor to outperform SIFT with
the same dimensionality.
put dimensionality. Note that the closest competitor to DOAP, CKN-grad [124], is
unsupervised and needs high dimensionality to perform well. By exploiting super-
vised learning and directly optimizing the evaluation metric, we are able to get better
training and test performance while using 8x fewer dimensions (128 vs. 1024).
6.4.4 Oxford Dataset
Lastly, we use our learned descriptors to perform image matching in six image se-
quences from the classical Oxford dataset [113], where the matching pipeline also
includes interest point detection. We use the implementation from VL-Benchmarks
[95]; features are detected by the Harris-Affine detector, and then patches are ex-
tracted with a magnification factor of 3 relative to the detected feature frames. The
evaluation metric is mean Average Precision (mAP), computed as the area under
the precision-recall curve derived from nearest neighbor matching. We compare to
SIFT, LIOP [167] (the best-performing handcrafted descriptor in the experiments
reported by [151]), and 128-dimensional real-valued versions of L2Net and HardNet
with different training sets. We use the 256-bit binary and 128-dimensional versions of
DOAP-ST trained on Liberty, as well as the 128-dimensional DOAP-ST-LM trained
on HPatches.
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Figure 6·7: Image matching performance on the Oxford dataset [113].
Suffixes indicate the training set used (Lib: Liberty, HP: HPatches).
Here, all versions of DOAP include the Spatial Transformer.
From the results in Fig. 6·7, we can see that SIFT is indeed difficult to beat, and
good results on the UBC benchmark does not guarantee equally good high-level task
performance, especially in the case of HardNet. The real-valued DOAP consistently
outperforms SIFT and other descriptors with significant margins, especially in the
more challenging sequences such as graf and boat. The binary DOAP trained on
Liberty also outperforms other real-valued descriptors on average, including L2Net
trained on HPatches, and HardNet trained on the union of Liberty and HPatches.
6.5 Implementation Details and Discussions
We normalize the input patches as follows: first subtract the mean pixel value in
the patch, and then divide by the standard deviation. We train our networks from
scratch using SGD with momentum 0.9 and weight decay 10−4. The initialization
scheme proposed in [60] is adopted, since the architecture uses ReLU activations.
Through validation experiments, we found that an initial learning rate of 0.1 works
well with batch size M = 1024 in all datasets. For other batch sizes, we scale the
learning rate linearly, according to the suggestion in [56].
For UBC Phototour, inspired by HardNet [115], the learning rate is decreased
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linearly to zero within 100 epochs. For HPatches, we actually found a more traditional
strategy to work better: we use a constant learning rate and divide it by 5 every 10
epochs, for 32 epochs total. Finally, due to the small size of RomePatches, we found
it necessary to increase weight decay in SGD to 5× 10−4, and Dropout rate from 0.1
to 0.5 in the L2Net architecture.
Our implementation uses MatConvNet [160]. For competing methods, we use the
publicly released models/implementations.
• We use pretrained L2Net models4 with data augmentation.
• We use pretrained HardNet models5 with data augmentation.
• For SIFT and LIOP, we use the implementation in VLFeat [158].
Performance on HPatches is evaluated using the HPatches benchmark6. For the
image matching experiment in Oxford dataset, the detection of interest points and
extraction of patches are performed using the vl covdet function in VLFeat, with
the PatchRelativeExtent parameter set to 3.
6.5.1 Minibatch Sampling
We discuss the minibatch sampling strategy used in training our models. First, note
that in all datasets considered, patches are provided in groups: patches within a group
correspond to the same 3D point and thus match each other (see Fig. 6·4). The group
size, denoted n, is between 2 and 3 on average in UBC Phototour, and equals 10 in
RomePatches. For HPatches, n = 16, as each patch has a reference version, and five
variations from each difficulty level.
Our sampling strategy differs from those in local ranking approaches, where patch
groups are often broken up to form pairs or triplets in a pre-processing step before
4https://github.com/yuruntian/L2-Net
5https://github.com/DagnyT/hardnet
6https://github.com/hpatches/hpatches-benchmark
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training. Instead, we directly sample groups to construct training minibatches, so that
patches belonging to the same group are always in the same batch. This allows our
listwise optimization to utilize supervision with maximum efficiency. Let minibatch
size be M , every training patch is associated with a listwise ranking constraint, that
its n− 1 matches need to be ranked at the top of a list of size M − 1. This constraint
alone needs (n − 1)(M − n) triplets to fully capture. Take UBC Phototour as an
example, assuming n = 2.5 on average, a single minibatch of size 1024 induces about
1.6×106 triplets, which is already 1/32 of the total number of training triplets used in
HardNet. For HPatches (n = 16), this number would be 1.5× 107. However, triplets
do not need to be explicitly generated in our listwise optimization.
For RomePatches, the training set has 10,000 patches, or 1,000 groups of 10
patches, which is quite small. To stabilize the training, we increase the number
of minibatches in each epoch to 1,000 as follows: the k-th batch first includes the
k-th group, and then randomly samples other groups to fill the batch. With this
strategy, each epoch processes the training set multiple times, and we found 5 epochs
to be sufficient to ensure convergence.
For HPatches, there are 76 image sequences in the training set. Without label
mining, we uniformly sample patch groups from all sequences to construct training
minibatches, so on average only about 1/76 of the patches in each minibatch are
from the same sequence. In this case, even if the in-sequence distractor labels are
known, their contribution to the gradients is limited. Therefore, we use a modified
minibatch sampling strategy when label mining is in effect, so that more patches from
the same sequence are placed in a minibatch. Specifically, to construct a minibatch,
we first sample two image sequences. Then, an equal number of patch groups (each
containing 16 matching patches) are sampled from each sequence. For example, if
batch size M = 1024 = 64 × 16, then 32 groups are sampled from each of the two
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sequences. This way, for each patch, roughly half of its distractors are out-of-sequence
patches, and the other half are in-sequence, which are generally harder to distinguish.
With this strategy, a minibatch involves a pair of sequences, and a training epoch
loops over all the 76× (76− 1)/2 = 2850 pairs. This simple heuristic gave about 6%
absolute improvement in image matching mAP in our experiments.
6.5.2 Time Complexity
For a minibatch of size M , the pairwise distances between all examples are com-
puted, and then binned into b-bin histograms. The time complexity is O(bM2). The
quadratic dependency on M is in fact optimal, due to distance computation.
There is also a trade-off involving the batch size M . A larger batch size leads to
longer lists and better performance, but slows training. Similar to the case of UBC
Phototour (Fig. 6·5), performance saturation is also observed around M = 2048 in
HPatches and RomePatches.
6.6 Summary
In this chapter, we use deep neural networks to learn binary and real-valued local
feature descriptors that optimize nearest neighbor matching performance. This is
achieved through a listwise learning to rank formulation that directly optimizes Av-
erage Precision, building on and extending our developed formulations in the previous
chapter. We further enhance our general-purpose formulation with task-specific com-
ponents: handling geometric noise with the Spatial Transformer, and mining labels
using clustering.
Our learned descriptors, named DOAP, achieve state-of-the-art performance in
patch verification, patch retrieval, and image matching. In particular, it is the first
deep learning method to fairly beat SIFT on two benchmarks: RomePatches [124]
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and the Oxford dataset [113]. Also, on the challenging HPatches benchmark [9],
DOAP achieves a 17% relative performance gain in image matching over previous
state-of-the-art descriptors [115, 151]. We believe that our contribution can serve as
a stepping stone for the direct optimization of larger computer vision pipelines.
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Chapter 7
Deep Metric Learning with FastAP
In this chapter, we study the deep metric learning problem. Having a good distance
metric is a prerequisite in many pattern recognition tasks. To start with, distance
metrics play a central role in the main application considered in this thesis: nearest
neighbor retrieval. Another important application area is nearest neighbor classifica-
tion, especially in extreme classification or few-shot learning [37, 126, 152]. In such
scenarios, with a large number of classes and limited examples per class, it becomes
difficult to learn parameterized classification models for each class, but a nearest
neighbor scheme can still suffice. Other important application areas for distance
metric learning include clustering and data visualization.
As we mentioned in Chapter 1 and Chapter 3, deep metric learning is essentially
a vector embedding problem, instantiated with deep neural networks. As is generally
the case with metric learning, deep metric learning algorithms are tasked with pro-
ducing embeddings that capture semantic similarities between examples. In practice,
it is often the case that semantic similarities are derived from class labels, which are
a common form of supervision. Binary relevance, i.e. similar/dissimilar relationships,
can be inferred simply from the agreement/disagreement of class labels. More fine-
grained relevance models (e.g. graded relevance) can also be defined by mapping pairs
of class labels to non-binary relevance values; an example is defining the relevance
between ImageNet class labels using WordNet similarity [125]. In this chapter, for
simplicity we focus on the widely used binary relevance setting.
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Figure 7·1: We propose to use Average Precision (AP) as a general
objective function for deep metric learning. As can be seen from this
toy example where different shapes denote distinct classes, optimizing
a ranking objective captures the intuition that within-class distances
should be small while between-class distances should be large. This is
important not only for nearest neighbor retrieval, but also for nearest
neighbor classification and clustering.
Our goal in this chapter is to learn a distance metric that, put in simple terms, can
produce small within-class distances and large between-class distances. Our primary
contribution is to suggest an optimization objective for deep metric learning, which
captures this intuition. As illustrated in Figure 7·1, we can again formulate this
problem as learning to rank: given any instance, we would like to ensure that other
instances from the same class have the lowest distance to it, or in other words, they
are ranked in front of all other instances. We can see that the notions of query and
database naturally arise in this formulation, and that the ranking can be repeated for
all possible query instances in a training set. Under the binary relevance assumption,
we will again use Average Precision (AP) as the optimization objective. As is the
case with our other solutions presented in previous chapters, using such a listwise
ranking metric eliminates many heuristics, such as setting nontrivial threshold/margin
parameters, and hard negative mining/sampling. Instead, we rely on two things to
obtain good results: large minibatches (long lists) during stochastic optimization, and
optimizing over all possible query-database combinations within minibatches.
In previous chapters, we have in fact studied the optimization of AP for both
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binary and real-valued vector embeddings. In Chapter 5, we derived the closed-
form AP for binary embeddings, and in Chapter 6 we reduced the AP optimization
for real-valued embeddings to the binary case via distance quantization. It appears
that we could simply reuse the solution in Chapter 6 for the real-valued deep metric
learning problem. That is indeed true; however, we note that it is not a natural
solution: the closed-form AP derived in Chapter 5 is based on tie-awareness, but ties
do not naturally exist with real-valued distances. Another problem with the earlier
solution is that the closed-form expressions are very complex, which require certain
simplifications in actual implementation. In contrast, in this chapter we propose a
formulation to optimize AP specifically for real-valued embeddings. The formulation
uses much the same optimization machinery that we developed for previous solutions,
but has elegant simple expressions. In the remainder of this chapter, we will detail
the new formulation, discuss its connection to our previous formulations, and present
experimental results.
7.1 FastAP: Quantization-based AP Approximation
We now discuss our novel AP approximation technique for real-valued embeddings in
detail. As usual, we assume a query xq ∈ X and a database S ⊂ X , with |S| = N .
Under the binary relevance setting, we will let the number of xq’s neighbors in the
database be N+. We learn an embedding function Ψ : X → Rm that maps inputs
to an m-dimensional Euclidean space, where the distance metric is denoted dΨ. To
perform retrieval, we rank the items in S according to their distances to xq, producing
a ranked list (x1, x2, . . . , xN).
Next, we go down the ranked list to obtain the precision-recall curve. First, given
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the ranked list, we compute a set of precision-recall pairs as
PR(xq) = {(Prec(i),Rec(i)), i = 0, . . . , n}, (7.1)
where Prec(i) and Rec(i) are the precision and recall evaluated at the i-th position
in the ranking, respectively. We define Prec(0) = Rec(0) = 0 for convenience, and it
is easy to see that the range of Rec is [0, 1]. As we mentioned in Section 2.2, if we
view both precision and recall as continuous values and view precision as a function
of recall, then AP is the area under the precision-recall curve:
AP =
1∫
0
Prec(Rec) dRec. (7.2)
This is achieved by interpolating precision and recall according to the observed set
PR(xq). The interpolated precision-recall curve often has a distinct sawtooth-like
shape, and we show an example in Figure 7·2.
To tractably evaluate AP according to this definition, we take the usual strategy
in numerically evaluating continuous integrals: approximating by finite sums. Specif-
ically, if we quantize the precision-recall curve exactly at positions 1 through N in
the ranking, then the integral can be evaluated approximately using finite sum:
AP ≈
N∑
i=1
Prec(i)(Rec(i)− Rec(i− 1)). (7.3)
A qualitative illustration of the quantization-based approximation is also shown in
Figure 7·2.
A problem with this approximation is that to obtain the precision-recall curve,
the ranked list first needs to be generated, which involves the sorting operation. As
we argued in previous chapters, the non-differentiable nature of sorting is a major
hurdle for gradient-based optimization. Instead, our main insight is that there exists
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Figure 7·2: A typical precision-recall curve and its quantization-based
approximation. We propose a quantization-based technique, FastAP,
to approximate Average Precision as the area under the precision-recall
curve. Note that differently from the illustration, the actual formulation
of FastAP uses a change of variables to quantize the distance instead
of the recall value.
an alternative quantization strategy for approximating AP, and it is based on repre-
senting precision and recall as functions of distance, rather than ranked items. After
this change of variables, we can reduce the problem of AP approximation to one of
distance quantization, which is familiar to us.
Formally, we note that the continuous precision-recall curve (as opposed to the
finite set in (7.1)) can be defined as:
PR(xq) = {(Prec(z),Rec(z)), z ∈ (−∞,+∞)}, (7.4)
where z denotes distance values between the query and items in S. We will describe
how to define precision and recall in this case shortly. With this change of variables,
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AP can be defined as:
AP =
+∞∫
−∞
Prec(z) dRec(z). (7.5)
We next define some probabilistic quantities so as to evaluate (7.5). Let Z be
the random variable corresponding to distances z, and let S+, S− ⊆ S denote the
sets of neighbors and non-neighbors to the query, respectively. Then, the distance
distributions for S+ and S− are denoted as pZ(z|S+) and pZ(z|S−). We also need the
priors P (S+) and P (S−) = 1 − P (S+), which indicate the skewness of the database
S with respect to the query. Finally, let FZ(z) = P (Z < z) denote the cumulative
distribution function (CDF) for Z. For brevity, we will drop the subscript Z below.
Given these definitions, we can redefine precision and recall as follows:
Prec(z) = P (S+|Z < z) = P (Z < z|S
+)P (S+)
P (Z < z) =
F (z|S+)P (S+)
F (z)
, (7.6)
Rec(q) = P (Q < q |S+) = F (q|S+). (7.7)
Substituting these terms in (7.5), we get:
AP =
+∞∫
−∞
Prec(z) dRec(z) (7.8)
=
+∞∫
−∞
P (S+|Z < z) dP (Z < z|S+) (7.9)
=
+∞∫
−∞
F (z|S+)P (S+)
F (z)
p(z|S+) dz, (7.10)
where we have used the fact that dP (Z < z|S+) = p(z|S+) dz, i.e. the derivative of
the CDF is its corresponding PDF.
It is clear now that (7.10) can also be approximately evaluated using finite sums,
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in a way analogous to that of (7.3). Specifically, we will quantize the distances into
a finite set Z = {Z1, Z2, . . .}. We name this approximation FastAP, and simplify it
using histogram notation:
FastAP =
∑
z∈Z
F (z|S+)P (S+)
F (z)
P (z|S+) (7.11)
=
∑
z∈Z
N+z /N
+ ·N+/N
Nz/N
· n
+
z
N+
(7.12)
=
1
N+
∑
z∈Z
N+z n
+
z
Nz
, (7.13)
where
nz =
∑
x∈S
1
[
|dΨ(xq, x)− z| = min
z′∈Z
|dΨ(xq, x)− z′|
]
, (7.14)
Nz =
∑
z′≤z
nz′ . (7.15)
In other words, nz is the count of items in the z-th bin in the quantized histogram,
and Nz is the cumulative sum of the histogram. Similarly, n
+
z counts the number of
relevant items in a histogram bin, and N+z is the corresponding cumulative sum.
The optimization of FastAP follows the same procedure as in previous chapters.
First, we apply differentiable relaxation [155] to the histogram binning operation
(7.14) to get a continuous relaxation of (7.13). Then, we derive closed-form derivatives
for the continuous relaxation, and plug them into our minibatch-based framework that
is described in detail in Appendix A.
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Figure 7·3: Example images from the Stanford Online Products
dataset [147]. Images are of products from eBay.com, and the num-
ber of images per product is limited. Figure reproduced from [147].
7.2 Experiments
7.2.1 Datasets and Setup
We consider the Stanford Online Products dataset, which is proposed in [147] for
evaluating deep metric learning algorithms. It contains 120,053 images of 22,634
online products from eBay.com, where each product is annotated with a distinct
class label. In this dataset, a binary relevance setup is defined by treating images
of the same product instance as relevant, and non-relevant otherwise. Each product
also belongs to one of 12 meta-classes, such as bicycle, chair, and toaster, but such
information is not used in the binary relevance setup. Notably, this is a few-shot
dataset: each distinct class has 5.3 images on average, making it hard to learn the
corresponding concepts from limited training examples. Please see Figure 7·3 for
example images from the dataset.
For evaluation, we also follow [147] and consider two types of metrics. The first
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is a retrieval metric, recall rate at k (R@k), defined as the percentage of queries
having at least one correct neighbor retrieved in the first k results, and reported for
different values of k. The second metric, Normalized Mutual Information (NMI), is
commonly used to measure the agreement between different clusterings of data [110].
In this setup, the embedding vectors are first clustered using K-means, and the result
is compared to the clustering induced by ground truth class labels, i.e., two images
are in the same ground-truth cluster if and only if they have the same label. NMI
achieves its maximum value of 1 if the two clusterings are identical. Note that, in
order to reduce the effects of the randomness in K-means clustering, we run K-means
multiple times with different random seeds and report the best resulting NMI.
We compare our method, FastAP, to a series of recent works on deep metric
learning. These include:
• Lifted Structured Embedding (LiftStruct) [147],
• Histogram Loss (Histogram) [155],
• Facility Location (Clustering) [146],
• Deep Spectral Clustering (Spectral) [94],
• Hard-Aware Deeply Cascaded Embedding (HDC) [178],
• Margin [171],
• Proxy NCA [119],
• Boosting Independent Embeddings Robustly (BIER) and its augmented version
with adversarial loss (A-BIER) [123], and
• Attention-Based Ensemble (ABE) [81].
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Most of these methods either exclusively use triplet-based local ranking losses, or use
triplet losses in ensembles. The exceptions are Clustering [146] and Spectral [94] in
which clustering objectives are optimized, as well as Histogram [155] that proposes a
quadruplet-based loss that is less common in the literature. Some of these methods
also propose novelties that focus on aspects other than the loss function: Proxy NCA
[119] uses generated “proxy” examples to aid training, and ABE [81] employs an
attention mechanism.
7.2.2 Implementation details
Following [147], we use 59,551 images from 11,318 classes for training, and the re-
maining 60,502 images from 11,316 classes for testing. The images are first scaled
to 256x256, and then 224x224 crops are used as inputs to the embedding network.
Random crops and random flipping are used at training time for data augmentation,
and a single center crop is used at test time.
Similar to [171], we finetune a ResNet-50 architecture [61] pretrained on Ima-
geNet, and replace the final softmax classification layer with a fully-connected layer
to produce the embedding vectors with L2 normalization. The new layer is randomly
initialized, and its learning rate is amplified by 10 times compared to the pretrained
layers. We experiment with different values of the embedding dimensionality: 128,
256, and 512. We use the Adam optimizer [82] with base learning rate 5 × 10−5 for
128 dimensions, and 10−5 for 256 and 512 dimensions. For distance quantization, we
uniformly divide the interval [0, 2] into 25 histogram bins. All experiments are run
on an NVIDIA Titan X Pascal GPU with 12GB memory.
We also use a semi-random minibatch sampling strategy when training FastAP
models on the products dataset, similar to the group-based strategy discussed in Sec-
tion 6.5.1 for training the DOAP model. First, a “group” in this case consists of all
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the images of a unique product, usually no more than 10. Second, we found that ran-
domly sampling unique products is also suboptimal, as it ignores valuable meta-class
information. For example, differentiating a bicycle from a toaster is much easier than
differentiating it from a different bicycle. Therefore, once we have a reasonable (but
still suboptimal) model, if all product instances contained in a batch are from different
meta-classes, they are essentially “easy negatives” for each other, which makes the
gradients estimated from the batch uninformative. Motivated by this observation, we
utilize meta-class information when sampling minibatches: specifically, to generate
each batch, we first sample a pair of meta-classes, and then sample individual prod-
ucts from the selected meta-classes to fill the batch, with a 50/50 split. This ensures,
for example, that a batch containing some bicycle instance always contains other bi-
cycles, so as to prevent the task of differentiating between different product instances
from becoming too trivial. Essentially, this heuristic is analogous to “hard negative
mining”, but is based on domain knowledge of the meta-classes. For each pair of
meta-classes, we set the number of sampled batches to 5, and with 12 meta-classes in
the products dataset, this gives 12× (12− 1)/2× 5 = 330 batches per epoch. We ob-
serve that this semi-random group-based sampling strategy significantly outperforms
purely random sampling.
7.2.3 Results
We present retrieval and clustering results on the Stanford Online Products dataset in
Table 7.1. FastAP achieves strong performance in retrieval, obtaining the current best
results in recall rate at 10, 100, and 1000. For recall rate at 1, FastAP ranks second
after ABE-8 [81]. With regard to the clustering metric NMI, FastAP is also competi-
tive with state-of-the-art. We further note that the performance of FastAP increases
with the dimensionality of the embedding vectors, and even the 128-dimensional ver-
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Method Dim.
Stanford Online Products
R@1 R@10 R@100 R@1000 NMI
LiftStruct [147] 512 62.1 79.8 91.3 97.4 88.7
Histogram [155] 512 63.9 81.7 92.2 97.7 –
Clustering [146] 64 67.0 83.7 93.2 – 89.5
Spectral [94] 512 67.6 83.7 93.3 – 89.4
HDC [178]* 512 69.5 84.4 92.8 97.7 –
Margin [171] 128 72.7 86.2 93.8 98.0 90.7
Proxy NCA [119] 64 73.7 – – – 90.6
BIER [123]* 512 72.7 86.5 94.0 98.0 –
A-BIER [123]* 512 74.2 86.9 94.8 98.2 –
ABE-8 [81]* 512 76.3 88.4 94.8 98.2 –
FastAP 128 73.8 88.0 94.9 98.3 89.8
FastAP 256 74.6 88.3 95.1 98.4 89.4
FastAP 512 75.7 89.1 95.4 98.5 89.5
* Ensemble methods.
Table 7.1: Metric learning performance comparison on the Stanford Online
Products dataset [147]. R@k(%) stands for recall rate at k, and NMI(%) stands
for Normalized Mutual Information. FastAP learns embedding vectors with a
ResNet-50 architecture [61], and achieves performance competitive with the
state-of-the-art. Bold denotes first place and underline denotes second place.
sion is able to outperform most competing methods that may use more dimensions.
In fact, in terms of retrieval performance, only A-BIER [123] and ABE-8 [81], both
of which are 512-dimensional, can partially outperform the 128-dimensional FastAP;
FastAP still performs better when longer ranked lists are considered, as indicated by
R@100 and R@1000.
There is a fair comparison between the 128-dimensional FastAP and Margin [171],
which is a leading triplet-based method equipped with a principled sampling strategy,
and is also trained with a ResNet-50 architecture. FastAP achieves significantly better
retrieval performance, which can be attributed to its listwise ranking optimization.
Interestingly, this comes at the cost of reduced NMI, which suggests that there may
exist certain discrepancies in optimizing for retrieval vs. for clustering.
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Another interesting comparison is between FastAP and the ensemble methods,
namely, HDC [178], BIER and A-BIER [123], and ABE-8 [81]. These methods com-
bine embedding vectors obtained either from different layers in the same network, or
from different networks trained with different losses. These ensemble models can be
very complex and demanding to train: for example, A-BIER ensembles three different
learners with a different loss in each, and applies an additional adversarial loss, and
ABE-8 is an ensemble of 8 different learners, trained on a GPU with 24GB memory.
In contrast, FastAP trains a single network to produce embedding vectors at the last
layer, uses a single loss function, and uses 12GB of GPU memory. Therefore, FastAP
achieves a much better complexity-performance trade-off.
The differentiable approximation to histogram binning, which has been a key com-
ponent in our formulations, is initially proposed by Usnitova and Lempitsky [155] for
deep metric learning. Therefore, it would be informative to contrast FastAP with
[155]. The histogram loss proposed in [155] is a quadruplet-based loss function that
encourages the distance distributions of neighbors and non-neighbors to be separated,
similar in spirit to the mutual information objective in MIHash (Chapter 4). How-
ever, this loss is only loosely correlated with ranking-based retrieval metrics, and
we suspect that designing appropriate sampling strategies for quadruplets is even
more challenging than for triplets. In Table 7.1, we can see that by changing the
loss function and the accompanying minibatch sampling strategies, FastAP strongly
outperforms the histogram loss.
Lastly, we present an ablation study where we train the 512-dimensional FastAP
with different batch sizes. As we also explained in previous chapters, a batch size
of M means that the list size in our listwise optimization is M − 1 (minus 1 for the
query). Here, we again want to test the hypothesis that with listwise ranking, longer
lists lead to better results. With a ResNet-50 architecture and 12GB of GPU memory,
106
Method M
Stanford Online Products
R@1 R@10 R@100 R@1000 NMI
FastAP 32 72.8 87.1 94.5 98.3 89.0
FastAP 64 74.9 88.4 95.2 98.4 89.5
FastAP 96 75.7 89.1 95.4 98.5 89.5
Table 7.2: Ablation study on the batch size M . We show results
for 512-dimensional FastAP with different batch sizes on the products
dataset. With ResNet-50, the maximum allowable value of M is 96 on
a 12GB GPU. As predicted, performance increases along with M .
the maximum M that we could fit onto the GPU is 96, therefore M = 96 is used in
all experiments reported earlier. In Table 7.2, we show the results when M is reduced
to 64 and 32, respectively, while all other parameters are kept fixed. As expected,
with each reduction in M there is a visible drop in overall performance, but even with
M = 32 results are still fairly robust.
7.3 Discussions
7.3.1 Connection Between FastAP and Tie-Aware AP
By now, we have derived two principled closed-form formulations of AP in this thesis:
the tie-aware APT for binary embeddings (Chapter 5), and FastAP for real-valued em-
beddings. Both can be approximately optimized by taking advantage of differentiable
histogram binning. Intuitively, these two versions of AP should be closely related, as
they are different instantiations/approximations of the same quantity. Indeed, here
we mathematically show that despite the apparent differences in their expressions,
FastAP and APT are closely connected, and equivalent in certain cases.
Recall from (5.16) that APT can be written as
APT =
b∑
d=0
n+d
N+nd
nd∑
j=1
N+d−1 + 1 + (j − 1)n
+
d −1
nd−1
Nd−1 + j
, (7.16)
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where d indexes the Hamming distance from 0 to b. In the real-valued case, as we
did earlier, we will instead use variable z to index a set Z of quantized distances. So
now we rewrite APT as
APT =
|Z|∑
z=1
n+z
N+nz
nz∑
j=1
N+z−1 + 1 + (j − 1)n
+
z −1
nz−1
Nz−1 + j
. (7.17)
To connect this expression with that of FastAP, the key modification is to replace
the second sum by repeating its last summand, i.e., we replace all occurrences of j
with nz:
|Z|∑
z=1
n+z
N+nz
nz∑
j=1
N+z−1 + 1 + (nz − 1)n
+
z −1
nz−1
Nz−1 + nz
(7.18)
=
1
N+
|Z|∑
z=1
n+z
nz
nz∑
j=1
N+z
Nz
(7.19)
=
1
N+
|Z|∑
z=1
n+z N
+
z
Nz
, (7.20)
and we can see that (7.20) is exactly the same as FastAP (7.13).
From the above substitution, it is clear that FastAP and APT are equivalent (with
respect to the quantization Z) when nz ∈ {0, 1},∀z. That is to say, if the quantization
makes it so that every histogram bin has at most one element, then the two are exactly
equal. The difference increases with coarser quantization. FastAP could be viewed
as another simplification of APT that has a particularly simple expression.
7.3.2 Graded Relevance Extension
The FastAP formulation that we develop in this chapter focuses on learning to rank
with binary relevance. Of course, the binary relevance assumption is restrictive, and a
more complete formulation would need to address more fine-grained relevance models,
such as graded (multi-level) relevance. For example, the Stanford Online Products
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dataset in fact already provides a natural testbed for a two-level relevance setup,
where a weaker relevance grade can be defined between different product instances
within the same meta-class.
For graded relevance, a straightforward idea would be to use NDCG as the learning
objective, as we have done in TALR for supervised hashing (Chapter 5). However,
whereas FastAP relies on the probabilistic interpretation of AP as the area under
the precision-recall curve, NDCG does not have a similar probabilistic interpretation,
which makes it nontrivial to directly apply quantization-based approximation. Nev-
ertheless, alternatives to NDCG do exist. In particular, we believe that a promising
avenue is to explore the optimization of the Graded AP (GAP) proposed by Robert-
son et al. [131], which is a principled extension of AP in the graded relevance setting.
The basic idea behind GAP is to convert graded relevance back to binary by thresh-
olding on the relevance grades, and then taking the expectation of the resulting AP
values over a user-defined distribution over the thresholds. Crucially, GAP also has a
probabilistic interpretation as the area under the graded precision-recall curve, which
would allow us to apply quantization-based approximation. Then, the FastAP formu-
lation can be easily modified to optimize GAP. We plan to conduct such experiments
in future work.
7.4 Summary
We tackle the deep metric learning problem in this chapter, and propose a learning
to rank solution based on optimizing Average Precision. Despite being motivated
by nearest neighbor retrieval, this formulation captures intuitions that are also cru-
cial for nearest neighbor classification and clustering. We propose FastAP, a novel
quantization-based approximation of AP, based on its probabilistic interpretation as
the area under the precision-recall curve. We perform a change of variables to enable
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the quantization to be expressed in terms of distances, and then apply our histogram-
based framework to optimize the approximation. FastAP is closely connected to the
tie-aware AP that we previously derived for Hamming distances, and it can be po-
tentially extended to handle graded relevance.
Experimentally, FastAP is tested on a few-shot image dataset, and outperforms
many competing deep metric learning methods that use higher-dimensional embed-
dings or more complex models.
110
Chapter 8
Conclusions
In this chapter we recap the contributions made in this thesis, discuss their strengths
and limitations, and propose interesting directions for future research.
8.1 Main Contributions
The central contribution of this thesis is a gradient-based optimization framework,
which produces embedding vectors that optimize listwise ranking evaluation metrics
in nearest neighbor retrieval. In particular, this framework is able to optimize Av-
erage Precision (AP) and Normalized Discounted Cumulative Gain (NDCG), two
of the most important retrieval performance metrics, providing a new solution to a
long-standing problem in Information Retrieval. Our solution falls into the listwise
ranking category [26, 172] in Learning to Rank terminology [105], which are superior
to pointwise and pairwise approaches in general. Regarding optimization, the use of
differentiable histogram binning [155] can be seen as a smoothing technique, which
is key in circumventing the non-differentiable sorting operation required to compute
listwise ranking metrics.
For the supervised hashing problem, our two proposed solutions are driven by dif-
ferent insights. In MIHash [62, 64], our motivation is to quantify and minimize neigh-
borhood ambiguity in the learned Hamming space, using an information-theoretic
approach. In TALR [63], we instead focus on the issue of ties which is universal in
hashing, and anchor the discussion on tie-aware ranking metrics. To achieve end-
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to-end optimization, both solutions employ a continuous relaxation component to
transform the original NP-hard discrete optimization problems into their continuous
counterparts.
For learning local feature descriptors, our first contribution is to identify local
feature matching as a nearest neighbor retrieval problem. This allows us to reuse the
previously developed AP optimization technique for the supervised hashing problem
to learn binary descriptors. Additionally, we extend the formulation to also learn
real-valued descriptors via distance quantization. We also note that the label mining
technique described in Section 6.3 could be of independent interest, as it is not tied
to a specific learning framework or loss function, but addresses the issue of missing
supervision. The problem of missing supervision is common in semi-supervised and
weakly-supervised settings that are far more realistic in practice, compared to the
fully-supervised setting that we consider in this thesis. We believe that the insights
gathered from solving the fully-supervised problems can inspire better solutions for
semi-supervised and weakly-supervised problems in future work.
For deep metric learning, our quantization-based approximation of AP, named
FastAP, gives a principled way to optimize this important non-decomposable objec-
tive. Furthermore, as we discussed, a straightforward extension of FastAP to handle
graded relevance should be possible by exploiting Graded AP [131]. The histogram-
based approximation can be seen as the “counting sort flavored” counterpart to the
“quicksort flavored” technique by Mohapatra et al. [116, 117] for optimizing ranking-
based loss functions. The main differences are twofold: first, Mohapatra et al. focus
on learning the scoring functions in learning to rank, whereas we learn vector em-
beddings and implicitly induce scoring functions through distance metrics. Secondly,
Mohapatra et al. rely on the structured prediction framework and loss-augmented in-
ference to optimize bounds on the true objectives, whereas we take a direct relaxation
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approach through “smoothing” the sorting operation.
8.2 Discussion of Limitations
Supervision and Modality
Throughout this thesis we have focused on fully supervised learning problems. Specifi-
cally, we assume that there is a relevance oracle that can return the relevance between
any two examples in the training set, where the relevance is often derived from class
labels. The objectives that we optimize, e.g. mutual information, AP, and NDCG, are
only defined after the relevance values are given. Of course, this can be restrictive: in
practical scenarios, it is often the case that that not all examples are labeled, or that
the available labels do not carry all the desired information. For example, it could be
that relevance values for some example pairs are missing, or that in a graded relevance
setting, some pairs are only marked as “similar” instead of with the actual relevance
grade. The former case is known as semi-supervised learning, and the latter is often
referred to as weakly-supervised learning. Our current solutions are not designed for
these scenarios – they assume that supervision is fully available, and that the labels
are accurate and informative.
Another limitation lies in the modalities considered, currently only consisting of
images or local image patches. Correspondingly, we have only used convolutional
neural networks to learn vector embeddings, as they are the dominant model ar-
chitecture for images. Nevertheless, the learning formulations that we present are
generic, as they are derived from first principles in Information Retrieval. Thus, it is
possible to apply our formulations to applications in other modalities and/or other
gradient-based model architectures.
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Learning to Rank: Listwise vs. Local
An interesting observation we have made in the deep metric learning experiments
is that listwise ranking is not always superior to triplet-based methods. Specifically,
although our technique can faithfully optimize listwise ranking metrics, the histogram
binning approximation seems to sacrifice some precision, especially near the top of
the ranking, e.g. as measured by recall rate at 1. We believe that the current uniform
binning strategy does not take the top-heavy nature of AP/NDCG into account,
which could result in “over-smoothing” of the metrics near the top. Although the
quantization strategy could be further optimized or even learned (e.g. using techniques
similar to NetVLAD [5]), the benefits are currently unclear. On the other hand,
carefully tuned pairwise ranking methods based on triplet supervision tend to perform
well at optimizing the top of the ranking.
On a higher level, our observations seem to reflect a long-standing debate be-
tween local (pointwise/pairwise) and listwise ranking approaches in the LTR litera-
ture, where it is argued that although listwise ranking enjoys certain advantages, its
optimization is usually more difficult, and local ranking methods can be preferred due
to their simplicity [129]. Indeed, we observe that listwise methods are harder to derive
mathematically and implement, whereas triplet-based and pair-based methods enjoy
the practical advantage of being simpler to understand and implement, despite the
need for more optimization heuristics and careful tuning. Another concern, unique
to the stochastic optimization setting, is that approximating non-decomposable ob-
jectives such as AP/NDCG using minibatch statistics still introduces a mismatch
between training and testing, as the list size at training time is inevitably constrained
by available memory. As we have demonstrated experimentally, this can be mitigated
by using large enough minibatches, but could still be a problem when using larger or
deeper models.
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Learning Local Features
Specific to the local feature learning problem, the main limitation in our DOAP
model is that it only addresses the stage of feature descriptor extraction from image
patches. Two other immediately related stages are interest point detection and orien-
tation/affine shape estimation, which are built into the standard SIFT pipeline. It is
reasonable to expect that all three could be unified into a single, end-to-end trainable
network. Another limitation is the patch-based nature of the DOAP model, which
means that its power is limited by the patch extraction process and any pre-processing
therein. For image matching and related tasks, an image-based solution using fully
convolutional networks, similar to Universal Correspondence Network [34], could be
more desirable.
Another limitation, as seen from our experimental results in Section 6.4 (espe-
cially on the HPatches dataset), is the relative lack of robustness against illumination
changes – in fact, all the tested descriptors based on deep learning perform signif-
icantly worse under illumination changes compared to viewpoint changes. In our
model, illumination variations are heuristically removed during the input normaliza-
tion stage, as we normalize each input patch by subtracting its own mean and dividing
by its own standard deviation. Therefore, the only thing that the network learns to
handle is the geometric variation. The network underperformed when we tried to
let it also learn illumination invariance. Although this limitation could certainly be
mitigated by having more training data of illumination variation patterns, it is also
necessary to address the illumination challenge architecture-wise. Various topics re-
lated to illumination have been extensively studied in the computer vision literature.
For example, it is possible to estimate parameterized models of illumination from
single or multiple images [70, 92], or perform intrinsic image decomposition [74] to
obtain shading maps. Perhaps a more closely related problem is achieving illumi-
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nation invariance in tracking [50], object detection [42, 47], etc. However, whereas
geometric variations can be effectively estimated, and to a large extent removed, by
the Spatial Transformer, it appears that more research is needed to find the exact
counterpart for handling illumination variations in a deep learning context.
8.3 Directions for Future Research
The above discussions of current limitations lead us to consider future directions of
research. Here we discuss three of them.
Hybrid Objectives in Learning to Rank
Based on our earlier discussion on the limitations of listwise ranking, we belive that
a promising research direction is to combine pairwise and listwise approaches into a
single learning to rank framework. In doing so, we aim to take the best from both
worlds: the ability to optimize listwise ranking metrics globally, and fine-grained
control of the top portion of the ranking through appropriate sampling of local triplets.
In the learning to rank literature, similar ideas are explored to some extent [118,
129], but not in a deep learning context. Interestingly, for the deep learning of
local feature descriptors, Kumar et al. [89] and Zhang et al. [185] add global loss or
regularization terms to triplet-based losses, which seem to be motivated by the same
observations. An advantage of our listwise ranking framework is that it does not
put strong constraints on the minibatch construction during stochastic optimization
(purely random in hashing, semi-random in learning local feature descriptors and
deep metric learning), so that triplet-based losses could be easily added, e.g. using
in-batch mining techniques [115]. Another interesting question is whether mining
or sampling techniques, which are essential for the success of triplet-based pairwise
ranking methods, can also help listwise ranking optimization. We plan to investigate
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these questions in the future.
In general, as we have mentioned earlier, metric learning is ultimately a task-
driven principle. Therefore, it may also be interesting to depart from the Learning
to Rank paradigm which is primarily inspired by nearest neighbor retrieval, and
consider objectives geared towards other tasks, such as the clustering objective Nor-
malized Mutual Information (NMI) adopted in [146], and the spectral relaxation of
the K-means objective in [94]. Even within the realms of nearest neighbor retrieval,
an important next step for the metric learning community is to combine metric learn-
ing and subsequent hashing/quantization in an end-to-end trainable framework for
efficient large-scale similarity search, as recently explored by [75, 135]. Although the
focus of this thesis is nearest neighbor retrieval and learning to rank, we note that the
optimization objectives for metric learning, as well as forms of supervision, should
ideally be selected according to the task.
Optimizing Computer Vision Pipelines
We have discussed that a limitation of our work in learning local feature descriptors
is that it does not address the entire matching pipeline. End-to-end optimization of
low-level computer vision pipelines using deep learning is an attractive alternative
to handcrafted ones that are still widespread in practice. A recent attempt is LIFT
[176], which separately learns three components in the feature matching pipeline:
interest point detection, orientation estimation, and descriptor extraction. Another
example is DSAC [16], which achieves approximate end-to-end optimization of the
camera localization pipeline using a differentiable approximation to RANSAC [49].
We believe that this is a very promising direction for future research.
For the specific problem of unifying interest point detection and descriptor extrac-
tion, a possibility is to adopt the Faster R-CNN [128] framework that has been highly
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successful in object detection. Faster R-CNN has two main components: a region
proposal network (RPN) to generate class-agnostic object proposals, and a classifi-
cation network to classify object proposals into object categories. In essence, for the
local feature problem, the RPN should produce “interest point proposals” instead
of object proposals, and the classification network should be repurposed to extract
feature descriptors. In fact, a similar model architecture is recently explored in [53],
but only for 3D depth map data. A key difference from object detection is that the
interest point RPN is essentially underconstrained, since there are no ground truth
interest point annotations. In this case, a possibility is to add auxiliary loss func-
tions to enforce desired properties, such as ranking constraints [138, 183], or covariant
properties [96].
However, there are also pros and cons when it comes to end-to-end optimization.
An immediate concern is that when an entire pipeline is being learned jointly, errors
might become more difficult to locate and correct when different components in the
pipeline can learn to adapt with each other, or even exploit regularities in each other’s
output. Also, for many practical tasks involving large pipelines, it is entirely possible
for end-to-end optimization to overfit and underperform, due to insufficient training
data for the large number of learnable parameters. A good such example is recently
discussed in a follow-up work to DSAC by Brachmann and Rother [17], who show
that for camera localization, learning a single scene coordinate regression component
in a differentiable pipeline in fact outperforms the end-to-end optimized DSAC, and
is more stable. Therefore, optimization of computer vision pipelines is problem-
dependent and data-dependent, and care must be taken in arriving at good design
choices.
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Cross-Modal Retrieval and Early Fusion
Finally, we note that this thesis has exclusively focused on applications in the image
domain. However, nearest neighbor retrieval is often needed in cross-modal tasks,
such as sketch-based image retrieval [46], retrieving objects in images using natural
language [71], and retrieving clips from everyday videos using natural language [52,
66]. We are also interested in extending our learning to rank formulations to cross-
modal retrieval tasks.
Most existing cross-modal retrieval approaches are based on projecting data from
different modalities into the same vector embedding space. Then, ranking losses
from uni-modal retrieval tasks can be applied, in a way that is largely agnostic to
the specifics of the embedding model architectures. An example can be seen in [28].
Although this is a quite successful approach, it can be viewed as late fusion in the sense
that information across modalities are not shared until the final ranking loss layer.
However, in problems involving complex modalities such as untrimmed videos or
natural language sentences, it might be beneficial to move beyond vector embeddings
and use early fusion to fuse information at an earlier stage, which helps to both reduce
the search space and improve the quality of the learned similarity metric.
In fact, our concurrent work [175] explores the use of early fusion in the text-to-
clip retrieval task [52, 66], and demonstrates convincing improvements over late fusion
(vector embedding) approaches. Specifically, it conditions the processing of the query
sentence on a visual embedding vector, in a novel Long Short-Term Memory (LSTM)
model [69]. Interestingly, this contrasts with the approach of de Vries et al. [43],
which modulates the processing of visual information in a feed-forward convolutional
network using a language embedding vector. We believe that future improvements
for this and related tasks will come from an earlier and deeper level of fusion between
vision and language.
Appendix A
Efficient Minibatch Backpropagation
We detail the derivation of the minibatch backpropagation rules, which is used in all of
our proposed solutions. As mentioned earlier, our models are trained using minibatch
SGD. To maximally utilize supervision, we use the following strategy: each example
in the minibatch is used to query the rest of the batch (which acts as the database),
and the resulting objective values are averaged. We give a general derivation that
naturally handles both binary and multi-level/graded relevance.
Consider a minibatch of size M , {x1, . . . , xM}. We use a unified shorthand Oi to
denote the (relaxed) objective value when xi is the query, which can either be APr or
DCGr in our formulation. The overall minibatch objective is then O = 1M
∑M
i=1Oi.
For the entire minibatch, we group the relaxed hash mapping output into a b ×M
matrix,
Φˆ =
[
Φˆ(x1) Φˆ(x2) · · · Φˆ(xM)
]
∈ Rb×M . (A.1)
We consider the multi-level affinity setup where affinity values are from a finite set V ,
which includes binary affinities as a special case, i.e. when V = {0, 1}. The Jacobian
of the minibatch objective with respect to Φˆ can be written as
∂O
∂Φˆ
=
1
M
M∑
i=1
∂Oi
∂Φˆ
=
1
M
M∑
i=1
b∑
d=0
∑
v∈V
∂Oi
∂c
(i)
d,v
∂c
(i)
d,v
∂Φˆ
, (A.2)
where as defined earlier, c
(i)
d,v is the continuous relaxation of n
(i)
d,v, the d-th bin in the
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distance histogram conditioned on affinity level v. The superscript (i) indicates that
the current query is xi.
Evaluating this Jacobian involves two steps. First, we need to compute the partial
derivative ∂Oi/∂c(i)d,v,∀d,∀v. For MIHash, the derivatives of Mutual Information are
given in (4.15). For TALR, this is exactly the differentiation of APr and DCGr, and as
we pointed out in Section 5.2, both can be evaluated in closed form. Collectively, we
use variables α to denote these partial derivatives, noting that the exact instantiation
is different for each objective function:
α
(i)
d,v =
∂Oi
∂c
(i)
d,v
. (A.3)
Next, we need to evaluate the Jacobian ∂c
(i)
d,v/∂Φˆ, which is essentially differentiat-
ing the soft histogram binning process. Let us consider each column of this Jacobian.
First, for ∀j 6= i, using chain rule,
∂c
(i)
d,v
∂Φˆ(xj)
=
∂c
(i)
d,v
∂dˆΦ(xi, xj)
∂dˆΦ(xi, xj)
∂Φˆ(xj)
(A.4)
= 1[Ai(j) = v]∂δ(dˆΦ(xi, xj), d)
∂dˆΦ(xi, xj)
∂dˆΦ(xi, xj)
∂Φˆ(xj)
(A.5)
= 1[Ai(j) = v]δ′d(dˆΦ(xi, xj))
−Φˆ(xi)
2
(A.6)
∆
= βd,v(i, j)
−Φˆ(xi)
2
, (A.7)
where δ′d is the derivative of the single-argument function δ(·, d) (4.21), and we define
the shorthand
βd,v(i, j) = 1[Ai(j) = v]δ′d(dˆΦ(xi, xj)). (A.8)
Note that β is symmetric, i.e. βd,v(i, j) = βd,v(j, i), which follows from the fact that
both the affinity A and the distance function dˆΦ are symmetric.
121
For j = i, we have a similar result:
∂c
(i)
d,v
∂Φˆ(xi)
=
∑
k 6=i
∂c
(i)
d,v
∂dˆΦ(xi, xk)
∂dˆΦ(xi, xk)
∂Φˆ(xi)
=
∑
k 6=i
βd,v(i, k)
−Φˆ(xk)
2
. (A.9)
To unify these two cases, we require that βd,v(i, i) ≡ 0,∀i. We now have a unified
expression for the j-th column in the Jacobian ∂c
(i)
d,v/∂Φˆ:
∂c
(i)
d,v
∂Φˆ(xj)
= −1
2
βd,v(i, j)Φˆ(xi)− 1[j = i]
2
M∑
k=1
βd,v(i, k)Φˆ(xk). (A.10)
We now obtain a compact matrix form for ∂c
(i)
d,v/∂Φˆ. First we define M -vector
β
(i)
d,v = (βd,v(i, 1), . . . , βd,v(i,M)) ∈ RM . Also, let ei be the i-th standard basis vector
in RM , i.e. the i-th element is 1 and all others are 0. We have that
∂c
(i)
d,v
∂Φˆ
= −1
2
Φˆ(xi)(β
(i)
d,v)
> −
[
M∑
k=1
1
2
βd,v(i, k)Φˆ(xk)
]
e>i (A.11)
= −1
2
[
Φˆ(xi)(β
(i)
d,v)
> + Φˆβ(i)d,ve
>
i
]
. (A.12)
Finally, we complete (A.2) using the result above. The main trick is to change
the ordering of sums: we bring the sum over i = 1, . . . ,M inside,
∂O
∂Φˆ
=
1
M
M∑
i=1
b∑
d=0
∑
v∈V
∂Oi
∂c
(i)
d,v
∂c
(i)
d,v
∂Φˆ
(A.13)
=
1
M
b∑
d=0
∑
v∈V
M∑
i=1
−1
2
α
(i)
d,v
[
Φˆ(xi)(β
(i)
d,v)
> + Φˆβ(i)d,ve
>
i
]
(A.14)
= − 1
2M
b∑
l=0
∑
v∈V
[
M∑
i=1
α
(i)
d,vΦˆ(xi)(β
(i)
d,v)
> + Φˆ
M∑
i=1
α
(i)
d,vβ
(i)
d,ve
>
i
]
. (A.15)
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To further simplify this result, we define two M ×M matrices:
Ad,v = diag(α
(1)
d,v , . . . , α
(M)
d,v ) ∈ RM×M , (A.16)
Bd,v =
[
β
(1)
d,v · · · β(M)d,v
]
(A.17)
=

βd,v(1, 1) βd,v(2, 1) · · · βd,v(M, 1)
βd,v(1, 2) βd,v(2, 2) · · · βd,v(M, 2)
...
...
. . .
...
βd,v(1,M) βd,v(2,M) · · · βd,v(M,M)
 ∈ RM×M . (A.18)
Then, we arrive at the following simplification of (A.15) and (A.2),
∂O
∂Φˆ
= − 1
2M
b∑
d=0
∑
v∈V
[
ΦˆAd,v(Bd,v)
> + ΦˆBd,vAd,v
]
(A.19)
= − Φˆ
2M
b∑
d=0
∑
v∈V
(Ad,vBd,v +Bd,vAd,v) . (A.20)
Note that we have used the fact that Bd,v is a symmetric matrix (A.18), which is
because β is symmetric, as mentioned earlier. This operation can be implemented ef-
ficiently using only matrix multiplications and additions. Also, since Ad,v is a diagonal
matrix, multiplying it with Bd,v essentially scales the rows or columns of Bd,v, which
is an O(M2) operation as opposed to O(M3) as in general matrix multiplication. The
entire time complexity is therefore O(b|V|M2).
At this point, we have completed the differentiation of the minibatch objective
O with respect to the relaxed hash mapping output, Φˆ. Further backpropagation
is straightforward, since Φˆ is obtained by applying a pointwise tanh function on the
raw activations from the previous layer. The derivative of the tanh function has a
closed-form expression, and is omitted here.
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Appendix B
Proof of Proposition 1
Proof. Our proof essentially restates the results in [112] using our notation. In [112],
a tie-vector T = (t0, . . . , td+1) is defined, where t0 = 0 and the next elements indicate
the ending indices of the equivalence classes in the ranking, e.g. t1 is the ending index
of R(0), and so on. Using our notation, we can see that R(d) = (R1+td , . . . , Rtd+1), and
td = Nd−1 =
∑d−1
j=0 nj.
We first consider APT. In Section 2.4 of [112], the tie-aware AP at cutoff k is
defined as
APT@k(R) =
∑k
j=1
n+i
ni
(
N+i−1 + (j − ti − 1)n
+
i −1
ni−1 + 1
)
1
j∑|S|
j=1Aq(j)
, (B.1)
where i is the index of the tie that item j is in. To derive APT in our formulation,
we take k to be the maximum possible cutoff |S|, and substitute by definition N+ =∑|S|
j=1Aq(j), ti = Ni−1:
APT(R) =
1
N+
|S|∑
j=1
n+i
ni
(
N+i−1 + (j −Ni−1 − 1)n
+
i −1
ni−1 + 1
)
j
. (B.2)
It is clear that this sum decomposes additively over j. Therefore, we can explicitly
compute the contribution from items in a single tie R(d),
APT(R
(d)) =
1
N+
Nd∑
j=Nd−1+1
n+d
nd
(
N+d−1 + (j −Nd−1 − 1)n
+
d −1
nd−1 + 1
)
j
, (B.3)
and this gives (5.4).
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Next, tie-aware DCG is given in Section 2.6 of [112] as
DCGT@k(R) =
∑
d
( 1
nd
td+1∑
j=td+1
G(Aq(j))
)
min(td+1,k)∑
j=td+1
D(j)
 . (B.4)
Again, we consider a single tie R(d), take k = |S|, and make the substitution td =
Nd−1:
DCGT(R
(d)) =
1
nd
∑
j∈R(d)
G(Aq(j))
Nd∑
j=Nd−1+1
D(j) (B.5)
=
1
nd
∑
v∈V
nd,v︷ ︸︸ ︷∑
j∈R(d)
1[v = Aq(j)]G(v)
Nd∑
j=Nd−1+1
D(j) (B.6)
=
1
nd
∑
v∈V
G(v)nd,v
Nd∑
j=Nd−1+1
D(j). (B.7)
This completes the derivation for (5.5).
Appendix C
Proof of Proposition 2
C.1 Proof
Proof. First, we denote the summand in the definition of APT (5.4) as βd(t), and
rewrite it as
βd(t) =
N+d−1 + (t−Nd−1 − 1)n
+
d −1
nd−1 + 1
t
(C.1)
=
n+d − 1
nd − 1 +
N+d−1 + 1− n
+
d −1
nd−1 (Nd−1 + 1)
t
. (C.2)
It is of the form A+B/t where A,B are constant in t. We proceed with the summation
over t in (5.4):
APT(R
(d)) =
n+d
ndN+
Nd∑
t=Nd−1+1
βd(t) (C.3)
=
n+d
ndN+
n+d − 1
nd − 1 nd +
(
N+d−1 + 1−
n+d − 1
nd − 1 (Nd−1 + 1)
) Nd∑
t=Nd−1+1
1
t
 .
(C.4)
The main obstacle in the continuous relaxation is the finite sum in (C.4), which
has in its limits Nd−1 and Nd, variables to be relaxed. However, it is a partial sum
of the harmonic series, which can be well approximated by differences of the natural
logarithm:
Nd∑
t=Nd−1+1
1
t
≈
Nd∫
Nd−1
dt
t
= ln(Nd)− ln(Nd−1). (C.5)
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In fact, (C.5) corresponds to the midpoint rule in approximating definite integrals by
finite sums, but is applied in the reverse direction. The relaxation of APT is then
derived as follows:
APT(R
(d)) ≈ n
+
d
ndN+
[
n+d − 1
nd − 1 nd +
(
N+d−1 + 1−
n+d − 1
nd − 1 (Nd−1 + 1)
)
ln
Nd
Nd−1
]
(C.6)
⇒ APr(R(d)) = c
+
d (c
+
d − 1)
(cd − 1)N+ +
c+d
cdN+
[
C+d−1 + 1−
c+d − 1
cd − 1 (Cd−1 + 1)
]
ln
Cd
Cd−1
.
(C.7)
Note that N+ =
∑
d n
+
d is a constant for a fixed query and fixed database, thus it is
not affected by the relaxation.
Next, we consider DCGT, where the sum of logarithmic
1 discount values similarly
involves variables to be relaxed in its limits. Thus, the same approximation strategy
using continuous integrals is used.
Nd∑
t=Nd−1+1
D(t) =
Nd∑
t=Nd−1+1
1
log2(t+ 1)
≈
Nd∫
Nd−1
dt
log2(t+ 1)
= ln 2
Nd+1∫
Nd−1+1
dt
ln t
. (C.8)
Combining with the definition in (5.5), we get the continuous relaxation of DCGT:
DCGr(R
(d)) = ln 2
∑
v∈V
G(v)cd,v
cd
Cd+1∫
Cd−1+1
dt
ln t
(C.9)
= ln 2
∑
v∈V
G(v)cd,v
cd
[Li(Cd + 1)− Li(Cd−1 + 1)] (C.10)
where Li is the logarithmic integral function: Li(x) =
∫ x
0
dx
lnx
.
1Other types of discounts are also used in the literature, including linear discount: D(t) ∝ 1t . It
is easy to see that our technique also applies.
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C.2 Approximation Error Analysis
We now analyze the approximation error when doing the continuous relaxations. We
take APT as example, and note that the analysis for DCGT is similar.
The continuous relaxation for APT(R
(d)) is given in (C.5), which replaces a finite
sum with a defnite integral, where the finite sum has Nd − Nd−1 = nd summands.
First, we consider the case where there are no ties, or nd ∈ {0, 1}, i.e. the d-th
histogram bin is either empty or contains a single item. In this case, we can directly
evaluate the lefthand side sum in (C.5) to be either 0 or 1
Nd
, without using the integral
approximation. Therefore, when there are no ties, there is no approximation error.
Next we consider nd ≥ 2. Let the N -th harmonic number be H(N) =
∑N
t=1
1
t
,
then the lefthand side of (C.5) is exactly H(Nd) − H(Nd−1). It is well known that
the harmonic number can be closely approximated as
H(N) = γ + ln(N) +
1
2N
+O
(
1
12N2
)
, (C.11)
where γ ≈ 0.5772 is Eulers constant. A direct application of this approximation gives
the following:
H(Nd) = γ + ln(Nd) +
1
2Nd
+O
(
1
12N2d
)
(C.12)
H(Nd−1) = γ + ln(Nd−1) +
1
2Nd−1
+O
(
1
12N2d−1
)
(C.13)
⇒ H(Nd)−H(Nd−1) = ln(Nd)− ln(Nd−1) +O
(
1
2Nd−1
− 1
2Nd
)
. (C.14)
Comparing (C.14) with (C.5), we see that the approximation error is
O
(
1
2Nd−1
− 1
2Nd
)
= O
(
nd
2Nd−1Nd
)
= O
(
nd
2N2d−1
)
. (C.15)
The error is proportional to nd, the number of items in the d-th bin in the Hamming
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distance histogram. However, even if nd is large, the error is in general still small, since
it has N2d−1 in the denominator. Note that (C.5) can be further tightened by including
the 1
2N
term, or even higher order terms in the approximation of Harmonic numbers,
but the approximation using the first two terms (Euler’s constant and natural log) is
already quite tight, and is in fact used widely.
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