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Abstract
In the first part of the present PhD. thesis a methodology is presented that
allows to predict the soot produced in one-dimensional academic flames, where
a semi-empirical soot model is used in combination with a complex chemistry
and a detailed radiation solver. The methodology is applied to the computation
of soot in a set of ethylene/air counterflow diffusion flames. Several oxidation
models are tested and the constants of the model were adjusted to retrieve the
experimental results. Also, the effect of radiative losses on soot formation and
the flame structure is evaluated. Finally, the performance of the soot model is
evaluated on 1D premixed flames, where an alternative expression for the sur-
face growth term is proposed to better reproduce the experimental findings.
In the second part of the thesis, Large-Eddy Simulation (LES) and acoustic
analysis tools are applied to the prediction of limit cycle oscillations (LCO) of a
thermo-acoustic instability appearing in a partially premixed methane/air aca-
demic burner operating at atmospheric pressure. The LES captures well the
appearance and development of the LCO and a good agreement is found be-
tween simulations and experiments in terms of amplitude and frequency of the
LCO. Some light is shed on the mechanisms leading to the existence of such
instability. Then, a preliminar uncertainty quantification (UQ) analysis is per-
formed, where the effect on the features of the LCO of several computational
parameters such as the inlets impedances, mesh refinement or heat losses is as-
sessed. Also, the LES captures well the flame stability behaviour dependence
on the operating point and the burner geometry.
Keywords: Soot, radiation, combustion, Large-Eddy Simulation, acoustics,
thermo-acoustic instabilities, limit-cycles, heat losses.
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Re´sume´
Dans la premie`re partie de cette the`se de doctorat une me´thodologie est pre´sente´e
qui permet de pre´dire les niveaux de suies produits dans des flammes lami-
naires monodimensionnelles, ou un modee`le semi-empirique de suies est utilise´
en combinaison avec une chimie complexe et un solveur radiatif de´taille´. La
me´thodologie est applique´e au calcul de suies dans une se´rie de flammes de
diffusion a` contre-courant d’e´thyle`ne/air. Plusieurs mode`les d’oxydation de
suies sont teste´s et les constantes du mode`le sont ajuste´es afin de retrouver
un meilleur accord avec les expe´riences. L’effet des pertes thermiques radiatives
sur la formation de suies et la structure des flammes est e´value´. Finalement,
la performance du mode`le de suies est e´value´ sur des flammes pre´me´lange´es
monodimensionnelles, ou une expression alternative du terme de croissance de
surface est propose´e pour reproduire les re´sultats expe´rimentaux.
Dans la deuxie`me partie de cette the`se, des outils de Simulation aux Grandes
E´chelles (SGE) et d’analyse acoustique sont applique´s a` la pre´diction des osci-
llations de cycle limite (OCL) d’une instabilite´ thermo-acoustique qui apparaˆıt
dans un bruˆleur acade´mique partiellement pre´me´lange´ de me´thane/air a` pre-
ssion atmosphe´rique. La SGE pre´dit bien l’apparition et le de´veloppement des
OCL est un bon accord est trouve´ entre simulations et expe´riences en termes
d’amplitude et fre´quence des OCL. La simulation permet de re´ve´ler certains
aspects cle´s responsables du comportement instable de la flamme. Ensuite, une
analyse pre´liminaire de la quantification des incertitudes est fait, ou l’effet des
parame`tres tels que l’impe´dance des entre´es, le degre´ de raffinement du maillage
ou les pertes thermiques sur les caracte´ristiques des OCL est e´value´. Aussi, la
SGE pre´dit bien la de´pendance de la stabilite´ de la flamme du point d’ope´ration
et de la ge´ome´trie du bruˆleur.
Mots cle´s: Suies, rayonnement, combustion, Simulation aux Grandes E´chelles,
acoustique, instabilite´s thermo-acoustiques, cycles limite, pertes thermiques.
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Preface
The work presented herein has been carried out as part of the LIMOUSINE
project (Limit cycles of thermo-acoustic oscillations in gas turbine combus-
tors), within the framework of the Marie Curie Actions and funded by the
European Commission. The project is participated by several academic as well
as industrial partners and coordinated by Prof. J.B.W. Kok, from the Univer-
sity of Twente (The Netherlands).
The project is devoted to the study of the limit-cycle behaviour of the acous-
tic pressure oscillations within the combustion chamber of gas turbines and the
subsequent mechanical vibrations induced on the structural components. It
constitutes a multidisciplinary approach whose final goal is to provide answers
to the current needs of the gas turbine industry in Europe. The project aims,
then, to come up with fundamental understanding of these complex phenomena.
It also expects to create a new generation of young engineers and scientists with
the necessary skills to support the gas turbine manufacturers in Europe.
The project provides research training and support in various topics such as:
– Combustion
– Acoustics
– Aerodynamics
– Structural mechanics
– Materials science
– Active control
The study of these topics is tackled using diverse approaches such as theoret-
ical work, numerical analysis and experimental techniques. More importantly,
the LIMOUSINE project provides a framework and the necessary infrastructures
to allow for the knowledge exchange between researchers, as it is important to
look at these topics as making part of an ensemble, as will be explained further
in this work.
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Chapter 1
General introduction
1.1 Context
There are numerous aspects motivating the improvement of the energetic
efficiency and operation performance of combustion systems. Nowadays 90% of
the energy produced on earth is done so through the combustion of fossil fuels
[132]. CO2 emissions of anthropogenic nature (see Fig. 1.1) are responsible
for global warming due to the greenhouse effect, whereby gases present in the
atmosphere act as a radiation trap, diminishing the radiation emitted to the
atmosphere and leading to a rise in the mean temperature of the Earth [82].
The long term effects of global warming are devastating, it is a must to play
an active role in the attenuation of greenhouse gases emissions. From an eco-
nomic point of view, costs associated to fossil fuels consumed by countries for
industry, transportation, etc, constitute a significant part of their GNP. Besides,
petroleum depletion is a reality, expected to take place before the end of the
present century, hence the growing concern on the management and utilization
of such resources.
In particular, gas turbines constitute an interesting alternative for energy
production, where the energy contained in the fuel used is transformed into
mechanical energy through combustion (natural gas is the most commonly used
fuel, although other fossil fuels such as synthesis gas are being used more and
more). Their development was motivated by military applications in the first
half of the XXth century and their performance has been greatly increased since
then [131]. Gas turbines can be found in sizes ranging from microturbines used
for distributed power generation of less than 1 MW of power, or even less, to
stationary industrial gas turbines, delivering powers of more than 200 MW (Fig.
1.2).
The development of new technologies for efficient combustors with limited
climate impact can not be achieved without high-fidelity simulations. This
13
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Figure 1.1: Measured and predicted atmospheric CO2 content, from Kharecha [76].
Figure 1.2: The SGT5-8000H developed by Siemens is the largest gas turbine in the
world. Installed at a combined-cycle power plant in Irsching (Germany) with a cycle
power output of 545 MW and a global efficiency of 60 %.
statement is often heard in the combustion community but today it leads to
new questions in terms of simulations. Of course, CFD methods are currently
used to design combustors and numerical combustion has become a standard
tool in most companies [117]. However combustion simulation codes are still un-
able to address multiple questions which are critical for tomorrow’s combustion
chambers. This thesis focuses on two of these issues:
1. Soot emission by flames remains a difficult challenge for combustion sim-
ulations and, in most cases, is simply ignored. However, there are numer-
ous reasons why soot formation in flames is worth being accounted for
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[17, 104]. Soot present in the exhaust gases of commercial aircrafts en-
gines may change the physico-chemistry of the atmosphere, as they trigger
the nucleation of cirrus clouds [73], which in turn changes the climate in
high air traffic zones as a result of a radiative balance. The exhaust gases
released at ground level from vehicles (mainly Diesel engines) contain soot
particles, which are hazardous for human health [70]. Soot also plays a
major role in devices such as industrial furnaces (Fig.1.3(a)) or boilers,
where the goal is to maximize the heat exchange through radiation to a
load. In this sense, soot particles are desirable within the furnace, but
unwanted at the outlet [151]. This poses technical challenges to designers,
which can only be overcome if the phenomenology of soot formation and
oxidation is well understood. Besides, soot-driven radiation is important
in the development of wildfires (Fig.1.3(b)) and compartment fires [148].
Finally, heat fluxes to the liner walls of gas turbine combustion chambers
must be correctly predicted to evaluate walls life-cycle [86].
2. The constraints imposed on the pollutant levels (such as NOX or soot for
example) being produced in combustion chambers have led to the develop-
ment of Lean Premixed (LP) combustion technologies. Unfortunately, it is
well known that LP combustors are prone to combustion instabilities (CI)
when operated [45]. These oscillations appear in most chambers and are
usually due to coupling between acoustics and unsteady flame movements
[26, 38, 44, 92, 116, 117]. When a combustor is submitted to combustion
instabilities, it usually leads to structure damages, flashback, quenching
or loss of control. It must be avoided at all costs. Unfortunately, the pre-
diction of instabilities at the design stage remains a considerable task and
CFD codes today are unable to meet this challenge. If CI appear when
the engine is already in operation, it can lead to catastrophic failures
and loss of human lives. Virtually all kinds of high-performance engines
exhibit CI at some stage of their development, necessitating costly modifi-
cations or restrictions in their operating range. The case of rocket engines
(solid or liquid propulsion) may be the most significant because CI were
encountered since the early developments in the 1930s and it is still an ac-
tive research field (see for example the French-German cooperation within
the REST committee). For industrial gas turbines, the occurrence of CI
is a common problem and most companies (such as Alstom, Siemens or
Ansaldo) have been addressing these issues for a long time. Their interest
in understanding and predicting CI allowed leading research on their spe-
cific geometries as well as more fundamental activities through European
projects such as FUELCHIEF and PRECCINSTA for example. In the
case of aeronautical engines, CI are the source of tremendous difficulties.
For example, significant progress within European companies to design
low NOX combustion chambers lead, in most cases, to engines exhibiting
CI that could not be commercialized despite being very efficient in terms
of NOX mitigation. In industrial furnaces or even domestic heaters, CI
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(a)
(b)
Figure 1.3: Large sooting flames found in (a) Glass furnaces. (b) Wildfires.
are also observed and often handled with the same (costly) trial-and-error
approach.
These two issues have to be viewed today in the field of LES (Large Eddy
Simulations) methods which are replacing classical RANS (Reynolds Average
Navier Stokes) techniques. RANS have reached today a level of maturity and de-
velopment which limits their future improvements. As emphasized by the recent
DOE report [8] dedicated to High Performance Computing (HPC), replacing
RANS by LES today makes sense because HPC allows to simulate combustors
with LES on thousands of processors in a short time and with an accuracy and
reliability which can not be reached with RANS [7, 97, 112, 128, 134]. However,
this requires developing submodels for LES which are adapted to these tech-
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niques, one of the goals of the present work.
Note that CI’s are often directly influenced by heat losses [134, 138] so that
both aspects studied in this work (soot formation and CI) are linked.
1.2 Objectives of this thesis
The objective of the present work is to make progress in two fields:
– Models for soot formation.
– Sensitivity of combustion instability models.
Both studies will be performed in the framework of LES tools. The two
issues are linked: without a good model for soot, the level of heat losses can not
be determined and this work will show that combustion instabilities are very
sensitive to heat losses. On the other hand, any level of combustion instability
will also alter soot emission. Therefore these issues are obviously coupled in
any combustion chamber. To study them however, it is more convenient to use
a ’divide and conquer’ approach and to study them separately, especially when
validation using experimental data is required. This is what was done here: The
soot level at the exhaust remains a design constraint for multiple combustion
chambers but reliable models for soot emission are still missing. In this thesis,
we will develop soot models for laminar and turbulent flames and validate them
on a set of simple flames (Part I).
In the field of combustion instabilities, recent progress in simulations has
been tremendous and LES codes today are capable of simulating full annular
chambers of gas turbines and capturing their unstable modes [144, 145]. A ma-
jor difficulty encountered during these developments is the sensitivity of results
to many input parameters: chemical models, wall temperatures, small changes
in boundary conditions, etc. This is not surprising and most experimentalists
know how sensitive combustion oscillations can be to multiple parameters. How-
ever, it raises new scientific questions on the use of LES for instabilities: what
is important and what is not to simulate the unstable modes of a given burner?
At which level of precision must the LES be extended? For example, is it im-
portant to include radiation, heat losses, fully detailed geometry, sophisticated
chemistry? In Part II of this thesis, these points are studied by computing a
new burner installed at Twente University in the framework of the Limousine
European project coordinated by Prof. J.B.W. Kok. This burner has been com-
puted with LES and we will investigate the sensitivities of the computation to
multiple parameters. More generally, this part will fit into the question of UQ
(Uncertainty Quantification) methods for thermoacoustics. UQ for fluid me-
chanics is a fast growing field (see for example work at Stanford University by
Prof. Iaccarino or at Paris VI by Prof. Sagaut) but UQ for thermoacoustics is a
virtually untouched topic. What makes UQ for thermoacoustics an interesting
research field is that the response of combustion to acoustic perturbations is a
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strongly non-linear function of a great number of parameters (both physical and
geometrical) so that the occurrence of CI is subject to bifurcation, hysteresis
and other sharp or even discontinuous variations. Consequently, the combustion
community (researchers and industries alike) is facing considerable difficulties
to predict CI in a reliable way at the design stage of combustion chambers and
UQ studies have become necessary.
Figure 1.4: Uncertainty quantification in a laminar premixed flame [137].
One example of simple UQ study for combustion instability is the work of
Selle et al. [137] performed for a laminar Bunsen-type flame (Fig. 1.4) where the
effects of air and wall temperature as well as flame speed and flow expansion on
the flame transfer function were studied. Results showed that the most impor-
tant parameter (controlling the flame response in terms of delay) was the value
of the flame speed and the temperature of the duct walls where the premixed
gas is injected (Td in Fig. 1.4). Both parameters are submitted to large uncer-
tainties and both control the flame response: the flame speed is determined by
chemical kinetics and remains a difficult quantity to predict accurately (typi-
cally for the flame of Fig. 1.4, an uncertainty on laminar flame speed of 2 cm/s,
corresponding to 5% error, must be expected). The temperature of the inlet
duct requires a dual heat transfer computation because this duct is cooled by
the fresh gas and heated by the flame: here large uncertainties (of the order
of 50 to 100 K) must be expected. As a consequence, if one must predict the
flame response of the system of Fig. 1.4, the uncertainty on the flame response
associated to these two uncertain parameters can be significant and change the
conclusions of a computation from ’stable’ to ’unstable’. Obviously, this type
of uncertainty must be evaluated and controlled: in the example of Fig. 1.4,
results show that efforts will be required to better characterize the flame speed
(by separate measurements or additional chemistry computations) and the inlet
duct temperature (by measuring it or by performing an additional preliminary
dual heat transfer simulation). This result was obtained for a simple low-power
premixed flame. In the present work, a turbulent non-premixed flame will be
considered: this is a much more complicated device and it is difficult to say a
priori which parameters will be determinant in controlling the flame instabilities.
This will be the objective of Part II in the present thesis.
Part I
Soot formation modeling in
flames
19

Chapter 2
Brief review of soot
modeling
2.1 The challenges of soot modeling and simu-
lation
In the field of numerical simulation of combustion processes there exist few
points that bear such a high level of complexity as that presented by the pre-
diction of soot formation. The difficulties encountered in the simulation of such
phenomenon lies, not only on fundamental concepts, but also on technical as-
pects. These two points are interrelated.
From a fundamental point of view, the understanding of the physical and
chemical phenomena leading to the formation of soot particles is incomplete.
The work performed by the team of Prof. Frenklach [6, 23, 54, 56, 57, 74]
among other authors has enormously contributed to the development of this
particular field. The chemistry of soot is very complex, in the sense that the ini-
tial formation and later growth of soot particles depends on extremely complex
chemical paths involving typically hundreds of species and chemical reactions.
Even though these mechanisms have been partially deciphered, there are still
aspects yet to be discovered.
Also, it is not sufficient with describing the amount of soot mass production,
but it is also interesting to predict the size of the particles and their spatial
distribution, which brings additional complexity to the problem. Moreover,
soot particles adopt complicated shapes when they start to interact together by
coalescence (see Fig. 3.1), which is not easy to model.
In addition, computations of soot formation usually necessitates the inclu-
sion of additional physical models such as thermal radiation, as soot has been
shown to have a strong impact on the thermal radiation field due to its radiative
properties [75, 151].
21
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From a technical viewpoint the problems arising are steadily being overcome
due to the fast development of computing technology. However, accurate com-
putations of soot formation in complex geometries are still far from the present
capabilities. One could imagine that, it order to predict soot accurately, the
whole chemical path leading to soot formation, oxidation and growth should
be described. The description of such chemical mechanisms necessitates of the
need to describe the formation of numerous chemical species, up to benzene and
higher aromatics. This approach usually leads to a large number of chemical
species and reactions.
This aspect, together with the polydispersion of soot particles sizes and
the additional physical models needed which lead to high computational costs,
which is not always affordable, or even available nowadays.
But again, it is often possible to work around these problems. The interest
in developing computational methods for soot production has led to the de-
velopment of cheapest (although less accurate) approaches for soot prediction,
which make use of chemical mechanisms reduction [55], tabulation techniques
[84], etc. Some of these approaches will be discussed in Section 2.2.
2.2 State of the art of soot modeling
There are many soot formation and oxidation models available in the lit-
erature. According to Kennedy [75], soot models can be classified in order of
growing complexity as empirical, semi-empirical and detailed models:
• Empirical correlations are based on global quantities obtained with ex-
perimental measurements. They aim at predicting sooting tendencies of
pure fuels or fuel blends [25] rather than providing with local quantities.
They are a very first approach towards the identification of potential soot-
emitting systems.
• Semi-empirical models, on the other hand, model the soot formation lo-
cally, including some physico-chemical phenomena [62] leading from the
main fuel [10, 11, 80, 102] or an intermediate species [89] to the forma-
tion, further growth and oxidation of soot particles. Yet, they are still
ad-hoc models, in the sense that they are not free from constants adjusted
empirically to fit the soot measurements in a particular type of burner,
fuel and combustion regime. These models are usually monodisperse, in
the sense that only the average particle size is considered at each point of
the domain. They remain the best choice when quick estimations of soot
levels are sought.
Polydisperse models take into account the transport of soot particles of
different sizes, their distribution features described by a particle size dis-
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tribution function (PSDF). Several approaches exist for the solution of
this PSDF. Stochastic methods [12] make use of the Monte Carlo method
to address this problem. There exist some models based on the method
of moments (MOM) [50, 54, 104], which aim at reconstructing the PSDF
by transporting a finite number of its moments. An alternative method
is known as the discrete sectional method (DSM) [39, 106], which classify
the soot particles into sections of growing size, whithin each of them the
size distribution is continuous and its shape is presumed. These models
are valid for a wide range of fuel types and operating conditions and they
provide with a detailed description of the soot particles characteristics.
This allows to get a further comprehension of the phenomenology of soot
formation, at the expense of a high computational cost due to the number
of extra variables to be transported.
When it comes to the understanding of soot inception and growth, PAH
have been identified as the species leading to the formation of the nascent
soot particles [62]. Since acetylene (C2H2) is the main precursor of PAH,
the formation and growth of soot particles are directly linked to the C2H2
concentration. As it should be expected, the further up the chemical
species is taken as soot precursor, the more accurate the model will be.
This is the reason why soot is usually calculated in combination with de-
tailed chemical schemes, which can provide the soot model with the soot
precursors requested.
• Finally, detailed models [23, 98, 104] are an attempt to take into account
all the phenomenology of soot formation from the decomposition of the
main fuel, through the appearance of intermediate species and polyaro-
matic hydrocarbons (PAH) all the way down to the inception of the first
soot particles and beyond. This approach provides with estimations of
soot formation valid for a wide range of fuel types and operating condi-
tions. Their drawback is their high computational cost, as a result of the
large number of additional species to be transported, which render them
prohibitive for their application on industrial geometries.
2.3 Review of application cases
Extensive work exists in the literature dealing with simulations of soot pro-
duction in laminar [27, 72, 80, 100, 105, 143, 152] and turbulent [20, 22, 50]
diffusion flames at atmospheric pressure. Detailed validation of the numerical
simulations is possible thanks to the numerous experimental publications de-
scribing well-characterized flames, such as [1, 22, 85, 122, 143].
Numerical [43, 49, 100] and experimental [2, 154] work has also been pub-
lished, to a much lesser extent, on soot production in premixed flames. The
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effect of pressure on soot formation has been investigated. High soot levels are
observed in flames operating at high pressure, representative of the conditions
usually found in gas turbines or internal combustion engines [18].
Soot modeling strategies have been proposed for turbulent combustion in
the frameworks of RANS [21] and LES [48–50] and applied to academic cases,
typically ethylene/air jet flames. The interaction between soot formation and
turbulence is of outmost importance for these applications, as the dependence
of soot formation with temperature and chemical species is highly non-linear.
Soot formation at the sub-grid scale needs advanced models able to capture this
dependence so as to provide with the right soot formation and oxidation rates.
Attempts have also been made on the application to complex scenarios such
as gas turbines combustion chambers [21] or compartment fires [148]. In the
field of Diesel engines it is worth citing the works by Wooldridge [64] and Mar-
chal [96]. The latter one utilizes a sectional approach to predict soot formation
within an experimental test rig representative of Diesel engines technology. In
particular it is focused on the prediction of particles size distribution.
For such complex configurations, usually a trade-off is made between com-
putational cost and accuracy in the soot predictions, and semi-empirical soot
models are usually selected for this kind of simulations. Soot prediction models
and strategies for its application to industrial combustion systems is advancing
at a fast pace, although at the moment a complete model is lacking allowing
to accurately predict soot levels at the burners outlet, and also at the outlet of
the whole system (at the outlet of the turbine in a gas turbine engine). The
advances in this field will continue to develop due both to the efforts of the
scientific community and to the parallel increase in computing power.
Chapter 3
Methodology
3.1 Choice of the soot model
The objective of this work is to study the behaviour and the control parame-
ters of a soot model in view of a future implementation in a 3D CFD solver for
the application to soot predictions in industrial geometries. Prior to that step,
the model parameters must be optimized and the results validated in academic
laminar flames. As the choice of the soot model is usually a tradeoff between
accuracy and computational cost, the semi-empirical model proposed by Leung
et al. [89] has been chosen, as it provides good estimations of the soot levels at
a fairly low computational cost. Leung’s soot model considers two transported
variables, the soot mass fraction Ys and the soot particle number density n.
Their conservation equations are:
∂ρYs
∂t
+
∂ρYsui
∂xi
= − ∂
∂xi
(ρYsVt,i) + ω˙
′′
s (3.1)
∂
∂t
(
ρ
n
NA
)
+
∂
∂xi
(
ρ
n
NA
ui
)
= − ∂
∂xi
(
ρ
n
NA
Vt,i
)
+ ω˙
′′
n (3.2)
where ρ and ui are the density and the velocity in the i direction respec-
tively, and NA = 6.022 ·1026 [particles/kmol]. The terms on the right hand side
of the equations correspond, respectively, to the thermophoretic transport and
the source terms:
– Thermophoretic velocity
Vt,i = −0.54µ
ρ
· 1
T
· ∂T
∂xi
(3.3)
Thermophoresis is the physical phenomenon whereby soot particles in
presence of a temperature gradient are driven towards lower temperature
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zones. The contribution of this phenomenon to the net transport velocity
is acounted for through the inclusion of the thermophoretic velocity Vt,i.
– Soot mass fraction source term ω˙
′′
s
ω˙
′′
s = Ms
k1 (T ) [C2H2]︸ ︷︷ ︸
nucleation
+ k2 (T ) f (S) [C2H2]︸ ︷︷ ︸
surface growth
− k3 (T )S [O2]︸ ︷︷ ︸
oxidation
[ kg
m3 · s
]
(3.4)
– Soot particle number density source term ω˙
′′
n
ω˙
′′
n =
1
NA
 2CminNAk1 (T ) [C2H2]︸ ︷︷ ︸
nucleation
− 2Ca
(
6Ms
piρs
)1/6(6κT
ρs
)1/2
C1/6s [ρn]
11/6
︸ ︷︷ ︸
coagulation

[
kmol
m3 · s
]
(3.5)
where Cmin = 100 is the number of carbon atoms in a nascent soot particle,
Ca = 9.0 is an agglomeration rate constant, κ = 1.38 · 10−23 [J/K] is the Boltz-
mann constant, ρs = 2000
[
kg/m3
]
is the soot density, Ms = 12.011 [Kg/Kmol]
is the molar mass of soot, S is the soot surface area per unit volume and
Cs = ρYs/Ms is the soot concentration. The reaction rates ki (T ) are of the
form ki (T ) = AiTnie−Ti/T [s−1] and the constants Ai, ni and Ti are shown in
Table 3.1. The constants of the model were adjusted by Leung and coworkers to
retrieve the soot levels measured experimentally in a set of ethylene/air coun-
terflow diffusion flames by Vandsburger et al. [150].
A1 A2 A3
0.1 · 105 0.6 · 104 0.1 · 105
T1 [K] T2 [K] T3 [K]
21100 12100 19680
n1 n2 n3
0 0 0.5
Table 3.1: Leung’s soot model constants.
The source terms describe the physico-chemistry of soot formation. Four
stages are identified:
1. Nucleation: inception of a new soot particle from its precursos. Acety-
lene is considered as the sole soot precursor, the inception rate is therefore
proportional to the C2H2 concentration (in
[
kmol/m3
]
).
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2. Surface growth: increase in mass of soot particles due to the addition
of carbon by chemical reactions occurring on the particles surface.The
function f(S) in Eq. (3.4) expresses the dependence of the soot surface
growth term on the soot surface area. In the model, f(S) =
√
S, which
is a simple expression that accounts for the effect of the so-called particle
aging, i.e. the reduction in reactivity of soot particles as they traverse the
flame, which slows down their surface growth rate. The underlying physics
of this aging process is still not fully understood, the most known theory
being that of Frenklach and coworkers [74], referred to as the hydrogen-
abstraction-carbon-addition (HACA) mechanism. This theory explains
the growth of PAH as a function of the local availability of hydrogen rad-
icals. This mechanism is thus extended to the surface growth of soot
particles, which will as well be dependent on the H atoms concentration,
which will activate their surface prior to the addition of carbon mass. As
H depletion takes place (usually out of the reactive fronts), soot parti-
cles experience a reduction in surface growth rate due to the diminishing
number of active sites. This confines soot surface growth to the regions
where H radical is present. The dependence of the surface growth rate on
the H concentration is not accounted for in Leung’s model, but it is only
proportional to the C2H2 concentration.
3. Coagulation: binding of two soot particles to form a bigger one. It
only depends on the temperature and on the particles number density. It
constitutes a sink term in Eq. (3.2) since the effect of coagulation is to
reduce the number of particles while the total mass of soot is conserved.
4. Oxidation: consumption of soot mass by oxidizing species on the soot
particles surface. Leung’s model only considers oxidation by O2 species.
However, oxidation by OH is important [35] and its inclusion in the model
is deemed necessary [52, 102]. The effect of soot oxidation by OH is
evaluated further in this work.
Leung’s model is monodisperse, as only one averaged soot particles size
is considered to exist at a particular location in space and instant of time.
Soot particles are supposed to take on a spherical shape, hypothesis which
is plausible for incipient particles, but which starts to differ from reality as
soot particles start to coalesce. Soot aggregates are the result of the collision
of elementary soot particles, that bond together to form bigger, complicated
fractal-like structures, as seen in Fig. 3.1.
3.2 Numerical tools for soot modeling
1. The open source software CANTERA [41] was used to compute one-
dimensional premixed and diffusion flames, allowing then to obtain tem-
perature, velocity and chemical species profiles. To model the gas-phase
chemistry, several mechanisms were considered: GRI-Mech 3.0 [142], ABF
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Figure 3.1: Electron micrograph of soot particles of mean diameter 20 nm, from
Haynes [62]. Elementary soot particles (highlighted in white) coalesce to form large
soot aggregates.
[6], Blanquart [17], UDEL [40] and UCSD [149].
In order to assess their capabilities, several ethylene/air, one-dimensional,
freely-propagating laminar flames at atmospheric pressure were computed.
The computed adiabatic flame temperature Tad is shown in Figure 3.2.
There is good agreement among the different mechanisms. Only GRI-
Mech 3.0 slightly underpredicts Tad with respect to the others. Figure 3.3
shows a comparison between experimental (symbols) and computed (lines)
laminar flame speeds, SL , for different values of the equivalence ratio Φ.
GRI-mech 3.0 and ABF yield values of SL between 20% and 35% higher
than the experimental values. Blanquart agrees well with the experiments
along the whole range of Φ studied. UCSD slightly overpredicts SL for
Φ < 1.3 but agrees well for richer flames. UDEL predicts values of SL of
about 6% higher for stoichiometric flames, and agrees well for lean and
rich mixtures.
Considering these results, only Blanquart and UDEL mechanisms are kept.
UDEL has 911 reactions and 70 species, which go up to benzene. On the
other hand, Blanquart has 928 reactions and 148 species, describing the
formation of higher aromatic rings up to cyclopentapyrene. In view of their
future combination with a soot model, further tests are performed to ascer-
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tain their capabilities in predicting soot precursors concentrations. Two
species are tracked: acetylene and benzene. A low-pressure, C2H4/O2 rich
laminar premixed flame stabilised over porous burner from Bhargava [13]
was computed. Conductive and radiative losses to the burner are respon-
sible for the stabilization of this kind of flames, and are difficult to model.
For that reason, and in order to focus on the chemistry, computations
with an imposed T profile (from the experiment) are performed. Figures
3.4 and 3.5 show the computed C2H2 and A1 profiles obtained with the
UDEL mechanism for the resolved and the imposd temperature profiles
cases. The agreement between experiment and simulation is reasonable.
Imposing the temperature has a limited effect on the C2H2 concentration
profiles, for which the shape of the profile is well recovered but the peak
is not well situated. For A1, imposing the correct T greatly improves
the prediction, indicating that chemistry is sufficiently accurate. Again,
the shape is recovered, although the location and height of the peak are
underestimated. However, semi-empirical soot models require orders of
magnitude only, and the above results are considered reasonable in a first
step.
In light of the results, the UDEL mechanism is selected as the best can-
didate for our purposes. The predictive performance of UDEL for soot
precursors is comparable to that of Blanquart, but at a much lower com-
putational cost. Furthermore, its combination with a semi-empirical soot
model will demand a re-adjustment of the constants values anyway.
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Figure 3.2: Adiabatic flame temperature of a freely-propagating laminar ethylene/air
1D flame computed with different chemical mechanisms.
Figure 3.3: Laminar flame speed of a freely-propagating ethylene/air 1D flame
computed with different chemical mechanisms (lines) and experimental measurements
(symbols).
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Figure 3.4: Comparison between experimental and computed C2H2 profiles using
UDEL mechanism in the Bhargava flame.
Figure 3.5: Comparison between experimental and computed A1 profiles using UDEL
mechanism in the Bhargava flame.
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2. A numerical code, CAN2SOOT , was built (see Appendix A) allowing
to solve the soot variables transport equations in one-dimensional pre-
mixed and counterflow diffusion flames on non-uniform meshes. A first
order finite differences spatial discretization was used. The steady-state
solution is obtained integrating the equivalent pseudo-transient problem
with a first order (Euler’s method) temporal scheme until convergence is
reached. Temperature, velocity, density and chemical species profiles used
for the computation correspond to a flame solution given by CANTERA
and soot is calculated at a post-processing stage. This implies that soot
has no effect on the flame structure, as there is no feedback in the flame
calculation. This hypothesis of one-way interaction is usually adopted in
the literature [96].
3. In the cases where radiation is considered, the discrete ordinates method
DOM code PRISSMA 1 [3, 118, 119] is used. PRISSMA tackles the prob-
lem of long distance thermal exchanges by solving the radiative trans-
fer equation (RTE), where both emission and absorption of radiation are
taken into account. Radiative exchanges within flames are important,
particularly in the presence of soot, due to its strong radiative emission
and absorption properties. Soot is expected to have a large impact on the
radiative balance, therefore radiation must be taken into account when
computing soot. Only H2O, CO2, CO and soot are considered as ra-
diative species and the detailed spectral model SNBcK [60] is used. An
expression for the spectral absorption coefficient of soot was taken from
Liu et al. [95]. The effect of radiation on the flame structure and soot
formation will be assessed by performing simulations with and without
radiation.
When radiation is included in the computations the three numerical tools
CANTERA, CAN2SOOT and PRISSMA are used sequentially as shown in Fig.
3.6 to compute the flame structure, the soot volume fraction profiles and the
radiative source term respectively. The 1D solution is interpolated into a 2D
mesh which is then extruded to produce a rectangular 3D solution compatible
with the radiative solver. PRISSMA calculates the radiative source term (Sr),
which expresses the net volumetric energy gain due to the balance between the
emitted and the absorbed radiation per unit of time. Appropriate boundary
conditions are used for the calculation of radiation: perfectly absorbing bound-
ary conditions at T=300 K are imposed at the fuel and oxidiser inlet planes
whereas pseudo-periodic (reflecting) boundary conditions are set on the four
planes corresponding to the burnt gases outflow, as sketched in Fig. 3.7.
1. http://www.cerfacs.fr/prissma/
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Initialize
CANTERA CAN2SOOT PRISSMA
Convergence ?
Stop
Compute flame Compute soot
Compute radiation
Feed back radiative source term. No
Yes
Figure 3.6: Flow chart of the solution procedure for soot/gas/radiation coupled
simulations.
Figure 3.7: Sketch of the 3D computational domain and the boundary conditions
used for the computation of radiation with PRISSMA, where  refers to the emission
coefficient at the boundaries.
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The calculated Sr term along the central axis is then fed back to CAN-
TERA and plugged in the energy equation to account for the volumetric power
gain/loss. This sequence is repeated until convergence of the solution is at-
tained, in this case when the relative change in soot volume fraction peak is
lower than 10−5, as proposed by Liu et al. [95]. This procedure leads to a fully
gas phase/soot/radiation coupled solution. Note that the soot feedback on the
flame structure is only due to radiative losses, no direct effect of soot formation
on the species profiles is accounted for in the model.
Chapter 4
Test cases
Industrial combustion systems such as gas turbine combustors present a
wide variety of combustion regimes. Even though perfectly premixed systems
are preferred for their efficiency and low pollutants emissions characteristics,
security reasons impose the use of the so-called technically premixed systems.
In these systems, fuel/air mixing takes place upstream of the flame, but the
mixing process is not completed before the fresh gases reach the flame front. As
a result the fresh gases burn both in premixed and diffusion regimes. Diffusion
flames can also be explicitly found in these systems, such as the pilot flames to
ensure the ignition of the reactants.
Accurate predictions of soot concentration within such systems demand soot
models capable of describing soot formation in premixed, partially-premixed and
diffusion flames. However, most of the existing soot formation models rely on
semi-empirical findings rather than detailed chemical mechanisms. They were
built to reproduce experimental results for particular flames (either diffusion or
premixed), and the adaptation of such models to both regimes is not straight-
forward.
Leung’s model was originally adjusted to reproduce experimental results on
ethylene/air counterflow diffusion flames. Here, it is tested on different sets of
well-characterised laminar diffusion and premixed flames to assess its perfor-
mance for different regimes. The flames studied are:
– Diffusion flames: Several laminar ethylene/oxygen/nitrogen counterflow
diffusion flames with varying oxygen content in the oxidiser stream were
computed. This set of flames was reported by Hwang & Chung [67], who
measured profiles of soot volume fraction. These flames were also studied
by Vandsburger et al. [150]. Opposed streams of ethylene/nitrogen and
oxygen/nitrogen mixtures are supplied through circular nozzles at a con-
stant velocity of 19.5 cm/s. Two kinds of flames are studied:
The first one are referred to as soot formation (SF) flames. The flame lies
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on the oxidizer side, where soot particles are formed. These particles are
convected away towards the central plane and evacuated without being
oxidized. Three flames of this kind are reported with varying oxygen con-
tent in the oxidizer stream XO,o, which takes values of 0.2, 0.24 and 0.28.
The fuel stream is composed of pure ethylene.
On the other hand, in the so-called soot formation/oxidation (SFO) flames
the flame appears on the fuel side. Particles formed in this region are
then convected towards a high oxygen content region at high tempera-
ture, where they are completely oxidized. Oxygen mole fraction in the
oxidizer stream is XO,o = 0.9 and the fuel mole fraction in the fuel stream
XF,f takes values of 0.23, 0.25 and 0.28.
The kind of flame obtained (SF or SFO) depends on the concentrations
of fuel and oxygen. The characteristics of each flame are summarized in
Table 4.1:
SF 0.2 SF 0.24 SF 0.28 SFO 0.23 SFO 0.25 SFO 0.28
XF,f 1 1 1 0.23 0.25 0.28
XO,o 0.2 0.24 0.28 0.9 0.9 0.9
Table 4.1: Summary of the Hwang & Chung flames parameters. XF,f and XO,o indi-
cate the mole fractions of fuel and oxygen in the fuel and oxidizer streams respectively.
– Premixed flames: The premixed flames studied here for soot compu-
tations correspond to a set of rich ethylene/air laminar premixed flames
stabilised over porous burner. These flames were investigated by Xu et
al. [154], where measurements of temperature, chemical species, soot vol-
ume fractions, soot surface area, soot formation rates etc. were reported.
Three different flames were selected, their inlet equivalence ratio ranging
between 2.34 and 2.94 (C/O ratio takes values of 0.78, 0.88 and 0.98).
4.1 Non-radiative cases
In this section, computations are described where radiation was not taken
into account. CANTERA and CAN2SOOT were used sequentially. The former
was used to compute the flame structure whereas the latter was used to compute
soot in a post-processing stage. This implies that no feedback of soot on the
flame structure was accounted for, neither through the consumption of chemical
species nor throught the effect of soot-driven radiative losses.
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4.1.1 Non-premixed flames
Figure 4.1 shows the calculated temperature T , and acetylene mole fraction
XC2H2, corresponding to the SF flames. As the oxygen content in the oxidiser
stream is increased the peak values of T and XC2H2 increase too.
Figure 4.2 shows the computed soot volume fraction profiles (fv = ρYs/ρs)
in the three SF flames from Hwang & Chung as well as their measurements and
those of Vandsburger. The agreement between measurements and computation
is reasonable. The profiles shapes are well predicted, although the computed
soot peak values are underpredicted by a factor of 2 with respect to the experi-
ments in the SF 0.24 and SF 0.28 flames. This result is ascribed to the fact that
the chemical mechanism used throughout this work is not the same one used
by Leung et al., based on which the model constants were fixed. However, the
trend of increase with increasing flame temperature and acetylene concentration
is well captured by the model.
To evaluate the effect of soot oxidation on the soot predictions an additional
oxidation term by OH as proposed by Liu et al. [94] is included in the original
model. Soot profiles are again calculated in the SF flames from Hwang & Chung
and the results are shown in Fig. 4.3. Predicted peak values of soot volume
fraction decrease about 10% for the SF 0.28 flame with respect to the compu-
tation with oxidation only due to O2. This difference would be more important
if the predicted soot levels were higher. The effect of the OH oxidation is lower
for flames with lower oxygen index, as less soot is produced.
Figure 4.4 shows the calculated temperature T , and acetylene mole fraction
XC2H2, corresponding to the SFO flames. There is a slight increase in temper-
ature and also an increase in the acetylene concentration peak as the oxygen
content in the oxidiser stream increases.
Fig. 4.5 shows a comparison between the experimental measurements of
Hwang & Chung and the computed soot volume fraction, using both the origi-
nal Leung’s model and the one with the additional oxidation term by OH. Peak
values are overpredicted by a factor of 3. Also, the computed fv profiles seem to
be shifted 0.5 mm towards the oxidiser stream, which is the direct consequence
of the computed acetylene profiles being also shifted by the same distance, with
respect to the computations performed by Hwang & Chung. As a result of
the C2H2 profile being shifted, now soot is being formed in a higher tempera-
ture region, as temperature grows in the region x < 6mm, which explains the
overprediction of soot volume fractions. The effect of soot oxidation is more
important than in the SF flames, as the fv peak values decrease by 40% when
the oxidation by the OH radical is plugged.
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(a)
(b)
Figure 4.1: Calculated profiles corresponding to the SF counterflow diffusion flames
from Hwang & Chung. (a) Temperature. (b) Acetylene mole fraction.
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Figure 4.2: Comparison between measured and computed soot volume fractions on
the SF flames from Hwang & Chung.
Figure 4.3: Comparison between measured and computed soot volume fractions on
the SF flames from Hwang & Chung with soot oxidation by O2 only and with soot
oxidation both by O2 ad OH.
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(a)
(b)
Figure 4.4: Calculated profiles corresponding to the SFO counterflow diffusion flames
from Hwang & Chung. (a) Temperature. (b) Acetylene mole fraction.
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Figure 4.5: Comparison between measured and computed soot volume fractions in
the SFO flames from Hwang & Chung.
Figure 4.6: Computed soot volume fraction profiles in the Hwang & Chung SF flames
using Leung’s adjusted soot model.
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Calculations corresponding to the three Hwang & Chung flames were per-
formed where, in order to retrieve the experimental soot levels, a modification
in the surface growth term pre-exponential constant is proposed. The constant
has been adjusted so as to retrieve the soot volume fraction peak value in the
SF 0.28 flame including oxidation by both O2 and OH and it takes a value
of A2 = 1.04 · 104. Results of the computations with the adjusted constant
value are shown in Fig. 4.6. The fitted value of A2 leads also to fairly good
predictions of fv in the SF 0.24 flame. Nonetheless, soot is overpredicted in
the SF 0.2 flame. This disagreement has been reported previously [95], where
it is suggested that the experimental values corresponding to the SF 0.2 flame
should be taken with caution.
4.1.2 Premixed flames
First results
The laminar ethylene/air rich premixed flames from Xu et al. [154] were
computed. As commonly done when computing burner stabilised flames [154],
the experimental temperature profiles were imposed in the calculations to ac-
count for the heat losses due to conduction and radiation, and are shown in Fig.
4.7. Figure 4.8 shows the computed and experimentally measured C2H2 mole
fraction profiles for these flames: the agreement between computations and ex-
periments is satisfactory. Acetylene concentration reaches a peak at the reaction
region and then stabilizes at a somewhat lower value. The remaining acetylene
downstream of the flame fronts is a consequence of the high equivalence ratio
of the flames, which leads to an incomplete combustion. More acetylene is pro-
duced for rich flames.
Computed soot profiles corresponding to these flames are compared in Fig.
4.9 to measured soot volume fractions. It is seen that fv grows continuously
throughout the flame, which is in agreement with the experiment (at least in the
region studied). As in the experiment, richer flames yield more soot. However,
the soot levels are highly overpredicted in the burnt gases region.
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Figure 4.7: Experimental temperature profiles in the ethylene/air premixed flames
from Xu et al. imposed in the computations.
Figure 4.8: Comparison between measured and computed acetylene mole fractions
on the premixed flames from Xu et al.
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Figure 4.9: Comparison between measured and computed soot volume fractions on
the ethylene/air premixed flames from Xu et al.
Analysis
In order to understand the overestimations mentioned above, some quanti-
ties are watched closely for the flame C/O=0.78. The good agreement between
the computed and the measured soot surface growth rate per unit soot surface
area is noticeable (Fig. 4.10), since the surface growth term per unit soot surface
area in the model only depends on the acetylene mole fraction and the temper-
ature and, as already mentioned, XC2H2 is well predicted and the temperature
profile is the one from the experiment.
Even though soot surface growth rate per unit soot surface area is well
predicted, the soot surface area itself is overpredicted, as shown in Fig. 4.11.
This leads to a larger surface growth term than in the experiment, which explains
the high soot levels obtained in the computation. This disagreement seems then
to come from the prediction of the soot surface area, S, calculated as:
S =
(
36pi
ρ2s
)1/3
(ρn)1/3 (ρYs)
2/3 (4.1)
According to Eq. (4.1), the soot surface area depends both on the soot mass
fraction and the number of particles density. Fig. 4.12 shows the computed
and measured soot particle number density, which is overpredicted in the region
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x < 15mm. Beyond that point, the predictions are fairly reasonable. This may
explain the overprediction in soot surface area in the first half of the domain.
This initial overprediction of S leads to a larger soot surface growth term, lead-
ing to higher soot mass fractions with respect to the experiment and hence to
the subsequent overprediction of soot surface area through Eq. (4.1).
Soot particles aging (see Section 3.1) is not properly accounted for in Leung’s
model. This is the reason why large soot yields were found in the premixed
flames studied. Further studies are carried out dealing with this phenomenon
and its modeling in the next section.
Figure 4.10: Comparison between measured and computed soot surface growth rate
per unit soot surface area on the C/O = 0.78 ethylene/air premixed flame from Xu et
al.
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Figure 4.11: Comparison between measured and computed soot surface area on the
C/O = 0.78 ethylene/air premixed flame from Xu et al.
Figure 4.12: Comparison between measured and computed soot particle number
density ρn/NA on the ethylene/air premixed flames from Xu et al.
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Surface growth model
Soot formation is dominated by surface growth. In this sense, a model that
takes this phenomenon into account correctly is essential to describe soot for-
mation in premixed flames. As shown in Fig. 4.9, Leung’s simple model based
on the acetylene mass fraction is not capable of describing soot surface growth
in the burnt gases region. Remaining acetylene along the burnt gases region
will, accordingly to Leung’s model, lead to a continuous production of soot. In
reality, soot is not produced all along the burnt gases region but rather in a short
region close to the flame front because, as soot particles travel downstream of
the flame front they experience a reduction in reactivity (see Section 3.1).
The soot surface growth term in Leung’s model has been replaced by an
expression for soot surface growth rate proposed originally by Frenklach & Wang
[56], which writes:
wsg = α ·R · S (4.2)
where α = (tanh (8168/Tmax − 4.157) + 1) /2 is a steric factor of order unity,
Tmax is the maximum flame temperature and the reaction rate R is written as
follows:
R =
CHACAk1fk3f [H][C2H2][Cs −H]
k1b[H2] + k2f [H] + k3f [C2H2]
(4.3)
with CHACA = 2Ms/NA and [Cs −H] = 2.3 · 1019 sites/m2. Reaction rates
coefficients are defined as ki = AiTniexp (−Tai/T ).
The expression from Eq. (4.3) is issued from a quasi-steady-state analysis
of a reduced chemical scheme based on the HACA mechanism, whereby soot
growth is not only dependent on the acetylene concentration [C2H2], but also
on the hydrogen radical concentration [H]. Table 4.2 shows the soot surface
growth mechanism as summarized in [154] and originally presented in [74].
Index Reaction A(m, kmol, s) n Ta(K)
1f Cs −H +H → Cs ·+H2 2.5 · 105 — 8046.2
1b Cs ·+H2 → Cs −H +H 3.9 · 109 — 4690.6
2f Cs ·+H → Cs −H 1.9 · 1011 — 0
3f Cs ·+C2H2 → Cs −H +H 8.4 · 108 0.4 4221.6
Table 4.2: Summary of reaction mechanism for soot surface growth (from Kazakov
et al. [74] ).
Figure 4.13 shows a comparison between experimental and computed soot
volume fraction profiles on Xu et al. flames with the new surface growth term.
The results are qualitatively satisfactory in the sense that soot grows in the re-
gion close to the injector and it reaches a plateau far downstream, as observed in
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the experiments. This is explained by the shape of the surface growth reaction
rate R profiles, shown in Fig. 4.14. A peak is attained near the flame front,
but further growth is inhibited in the burnt gases region due to particle aging.
This behaviour is explained in turn by the computed H radical profiles, shown
in Fig. 4.15, decreasing in the downstream burnt gases.
Even though the computed soot yields corresponding to the C/O = 0.78
are quantitatively in agreement with the experiment, soot is underpredicted
in the other two flames. Moreover, less soot is produced for richer flames,
which is contradictory with the observed tendency where richer flames produce
more soot. This is readily explained by the computed surface growth reaction
rates in Fig. 4.14, which are decreasingly lower for richer flames. The soot
surface growth reaction rate of Eq. (4.3) mirrors the behaviour of the computed
H radical profiles in Fig. 4.15. Variations in H radical mole fractions being
proportional to temperature, H mole fractions are largest for lower C/O ratios,
where larger temperatures are found (see Fig. 4.7).
Figure 4.13: Comparison between measured and computed soot volume fraction fv
on the ethylene/air premixed flames from Xu et al. using the soot surface growth term
by Frenklach et al.
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Figure 4.14: Computed soot surface growth reaction rates on the ethylene/air pre-
mixed flames from Xu et al. using expression by Frenklach et al.
Figure 4.15: Computed H radical mole fractions using UDEL mechanism on the
ethylene/air premixed flames from Xu et al.
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To keep the correct dependence of soot with equivalence ratio, another at-
tempt to improve the model is proposed. Leung’s original surface growth term is
retrieved, where the value of the surface growth term pre-exponential constant
A2 is adjusted to match the experimental data.
Fig. 4.16 shows fv profiles corresponding to predictions using different val-
ues for A2 on the C/O = 0.78 flame by Xu et al., along with the experimental
profile. It is seen that the original value of A2 had to be divided by a factor
of 6 in order to retrieve the correct soot levels for the computed flame. Using
the same adjusted value of the pre-exponential constant for soot surface growth
(A2 = 0.1 ·104), the three Xu et al. flames were computed and results are shown
in Fig. 4.17. As expected, the correct sooting dependence with equivalence ratio
is recovered. However, soot is still underpredicted, the computations yielding
values of fv ∼ 50% of the experimental ones. The order of magnitude is correct
on the burnt gas region. The fact no plateau is reached and soot continues to
increased may be compensated in applied calculations by dilution with cold air.
However, further improvements of the model are needed in order to correctly
predict soot in burners.
Figure 4.16: Experimental and computed soot volume fraction profiles on the C/O =
0.78 ethylene/air premixed flame from Xu et al. using Leung’s model with modified
values of the surface growth term pre-exponential constant A2.
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Figure 4.17: Experimental and computed soot volume fraction profiles on the ethy-
lene/air premixed flames from Xu et al. using Leung’s model with and adjusted value
of the surface growth term pre-exponential constant A2 = 0.1 · 104.
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4.2 Soot/gas/radiation coupling
Radiation was included in the computation of the SF flames from Hwang &
Chung.
Figure 4.18 shows the computed temperature difference profiles for the Hwang
& Chung SF flames with and without radiation (∆T (x) = T (x)rad−T (x)no rad).
When gas and soot radiation contributions are included in the calculation, tem-
perature drops of up to 20K, 25K and 120K in the SF 0.2, SF 0.24 and SF 0.28
flames respectively are observed. The flames peak temperature drops by ≈ 1%
of their values. The temperature difference is higher in the sooting region due
to the higher radiative losses induced by soot. Also, it is observed that there
is a slight local temperature increase for the SF 0.28 flame due to radiation
absorption. The impact of radiation in these flames is not very important due
to their reduced size. However, this effect may increase significantly in larger
systems.
Figure 4.20 shows the computed Sr profiles in the SF 0.28 flame for three
different cases. The first one corresponds to a calculation where no soot was
included. The single bump corresponds then to the radiation emitted by the
hot gases, mainly due to H2O, CO2 and CO. Positive values of Sr correspond
to a power loss of the flame. A second calculation has been performed, in which
the soot profile has been computed without closing the loop from Fig. 3.6. This
allows to compute the corresponding Sr profile, where no radiation feedback on
the flame is accounted for. In addition to the radiation due to the hot burnt
gases, a second bump appears, due to the presence of soot. The third profile
shows the Sr corresponding to the coupled solution procedure. It is observed
that the soot-driven radiation bump is decreased. The effect that radiation has
on soot is to decrese the amount of soot produced, due to the temperature drop
induced by the radiative heat loss.
Figure 4.21 shows the computed soot volume fraction profiles in the SF
flames, with and without radiation. As mentioned above, it is observed that
when gas and soot radiative losses are introduced, less soot is produced. This
effect is more important in more sooting flames. However the difference is mi-
nor and does not exceed 6% of the soot volume fraction peak values, far below
the uncertainties in both soot measurements and modeling. This is due to the
fact these test flames are small and radiation has a small effect for such small
volumes of gases. However, in larger systems the effect effect may increase sig-
nificantly.
Figure 4.19 shows the computed soot volume fraction profiles in the SF 0.28
flame, with and without radiation. Radiative losses induce a decrease in the
acetylene mole fraction peak of 4% in the SF 0.28 flame (and even lower in the
other two). The decrease in acetylene will also decrease the soot production.
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Figure 4.18: Computed temperature profiles in the Hwang & Chung SF flames with
and without radiation using Leung’s adjusted soot model.
Figure 4.19: Computed acetylene mole fraction in the Hwang & Chung SF 0.28
flame with and without radiation.
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Figure 4.20: Computed radiative source term in the Hwang & Chung SF flames with
and without soot using Leung’s adjusted soot model.
Figure 4.21: Computed soot volume fraction profiles in the Hwang & Chung SF
flames with and without radiation using Leung’s adjusted soot model.
Chapter 5
Conclusions and
perspectives I
5.1 Conclusions on soot modeling
A semi-empirical model for soot was implemented and tested in several ethy-
lene/air laminar counterflow diffusion and premixed flames. Two-way coupling
between the gas phase and soot was included, through the inclusion of a ra-
diative source term, accounting for the emission and reabsorption of radiation
within the flames. The conclusions of this study are as follows:
1. The original version of Leung’s model is capable of predicting the soot for-
mation in counterflow diffusion flames. All the important phenomenology
is included: nucleation, agglomeration, surface growth and oxidation.
2. Soot oxidation by OH is important and must be taken into account if
accurate soot yields are to be predicted.
3. In order to predict soot in premixed flames with Leung’s model it is neces-
sary, however, to account for the effect of soot particles aging throughout
the flames. Alternative expressions are used for the soot surface growth
term, which are based on the HACA mechanism. This mechanism was
originally developed to explain the surface growth of PAH, but it can
also describe the soot surface growth. An expression for the soot surface
growth by Frenklach et al. is used, which links the reaction rates to the
availability in C2H2, H and H2 species to account for soot particles ag-
ing. Reasonable results are found for the less rich flame from Xu et al.,
however, less soot is predicted for richer flames, contrarily to the experi-
ments. This wrong trend is readily explained by the decreasing H radical
concentration predictions, which diminishes with equivalence ratio.
4. Leung’s model is capable of reproducing the correct dependence of soot
formation on equivalence ratio. However, particle aging is not correctly
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accounted for, leading to overpredictions of soot volume fraction far down-
stream of the flame. This effect can be in part controlled by the adjustment
of the surface growth term pre-exponential constant.
5. Radiative heat losses in the counterflow diffusion flames studied are due
to both gas and soot. Radiation-driven heat losses lead to a decrease in
flame temperature and, consequently, to a decrease in soot levels. The
temperature drops induced by radiative losses in the flames studied are
small due to their reduced size.
The conclusions drawn from the present work have implications for the ther-
mal behaviour of industrial burners: the contribution of soot-induced radiation
with respect to that due to the gas phase is important and must be accounted
for when accurate predictions of the gases temperature or the heat flux to the
surroundings are sought. This effect is more important as the size of the system
increases, hence soot/radiation predictions would find a good field of applica-
tion in the flames typically encountered in the petro-chemical [113] or glass
industries, spanning up to several meters.
5.2 Perspectives
The methodology presented herein allows to perform computations of soot
and radiation in one-dimensional premixed anc counterflow diffusion flames.
The flexibility and modularity of the methodology allows for the testing of a
wide range of soot models and chemical mechanisms. A simple soot model was
used throughout this work with the idea of a future implementation in a 3D
solver for the application of soot predictions in complex geometries of industrial
interest. Some ideas are proposed for future studies:
– The utilization of more advanced soot models seems compatible with
the presented methodology. In particular, soot formation and growth
by PAH’s seems interesting, as it is the natural extension to the model
used in this work, where acetylene was used as the sole soot precursor.
Existing soot models from Di Domenico & Blacha [15, 16, 42] propose a
semi-empirical soot model for soot formation and growth based on a sec-
tional approach for the PAH’s, which could be easily implemented in the
present methodology.
– Complex soot formation models [23] are also compatible with this metho-
dology, although more detailed chemical mechanisms would be needed.
– The validation of a soot model on academic one-dimensional flames was a
first step towards the passage to more complex configurations. Once a soot
model has shown to yield good predictions of soot in such simple cases,
and to reproduce well the dependence on parameters such as pressure
or equivalence ratio, the next step would be its implementation on a 3D
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solver for its application on complex geometries. Usually, reduced chemical
mechanisms are used in such solvers, thus the chemical species needed by
the soot model are not directly accesible by the code. Tabulated chemistry
seems to be a good approach to address this issue. As a matter of fact,
attempts have been made in this sense, the soot model was implemented
in a LES solver to predict soot formation in an industrial burner [84].
However, the prediction of soot in such configurations seems to demand a
more complete soot model capable of performing well both for premixed
and diffusion flames revealing that more realistic models accounting for
soot surface growth and particle aging are needed.
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Part II
LES of thermo-acoustic
instabilities
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Chapter 6
Introduction
6.1 Theory and phenomenology of CI
Combustion-driven thermo-acoustic instabilities are a well known type of
combustion instabilities (CI) arising in industrial combustion devices when the
flame is confined in space, as is the case in combustion chambers found in power
generation or aircraft propulsion gas turbine engines [9, 92, 123]. They are
characterized by large amplitude pressure and heat release fluctuations, and its
appearance is often unwanted. The oscillating pressure is responsible for the
generation of mechanical vibrations that can lead to premature failure of the
device, with its associated economic and human costs. The oscillating heat
transfer rate to the liner walls of the burners is also dangerous for the structural
integrity, since cracks can appear due to thermo-mechanical fatigue of the ma-
terials [30, 78, 136].
CI are the result of an interaction between a heat source (combustion in
this case), pressure waves and flow characteristics [44]. These phenomena are
strongly interrelated, as shown in Fig. 6.1.
Gases traversing a flame are heated up proportionally to heat release rate
and, consequently, experience time-varying dilatation rates if this heat release
fluctuates. Gases being heated up push the surrounding gases outwards as they
expand, leading to a local pressure increase that propagates in the form of acous-
tic waves. In this regard the flame behaves locally as a balloon being inflated
and deflated and therefore radiating sound in all directions, i.e., an acoustic
monopole [61, 66, 147].
The pressure waves created by unsteady combustion travel through the com-
bustor and, as they reach the inlet or outlet, they leave the domain or reflect
back to the combustion chamber depending on the boundary impedance, where
they can induce perturbations in the flow features. These perturbations can
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Heat release oscillations
Acoustic oscillations
Flow and mixture
perturbations
Figure 6.1: Feedback mechanism responsible for combustion instabilities, from
Lieuwen [92].
lead to heat release rate oscillations in two ways [92]:
– Flame surface area fluctuations: Acoustic oscillations induce velocity os-
cillations at the same frequency as pressure oscillations. As the fresh gases
flowing towards the flame front are accelerated or decelerated, the flame
shape changes accordingly, leading to variations in the total flame surface
area and hence to oscillations in the total heat release.
– Heat of reaction fluctuations: The power released by unit of total mass
depends on the equivalence ratio φ of the fuel/oxidizer mixture. Equiv-
alence ratio fluctuations can be due to oscillating air and fuel inlet mass
flow rates induced by acoustics.
These mechanisms make lean-premixed flames particularly sensible to the
appearance of CI.
It has been explained how heat release fluctuations can drive acoustic osci-
llations, thus closing the loop of Fig. 6.1. However, for this chain of phenomena
to become unstable, a condition must be fulfilled. The criterion to be satisfied
for the existence of CI is referred to as the Rayleigh criterion [109, 125]:∫
V
∫
T
p′q′dV dt > 0 (6.1)
where p′ and q′ are the pressure and heat release rate fluctuations respectively,
V is the volume of the domain and T is the period of the oscillations.
According to the Rayleigh criterion, pressure and heat release oscillations
must be in phase in order for the instability to grow in amplitude or, equiva-
lently, local pressure and heat release rate must increase or decrease simulta-
neously. From the point of view of thermodynamics, as gases expand against
an increasing pressure field, work is done. As a result, energy from combustion
is fed into the acoustic field, leading to an even higher pressure change. This
phenomenon can also be seen as if the interface between expanding gases and
the surroundings was moving as a solid wall. Thus, as an acoustic overpressure
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arrives at the interface, it is reflected back and amplified. For this to happen,
the phase shift between heat release rate and pressure oscillations must be be-
tween −pi/2 and pi/2 rad.
The Rayleigh criterion must be averaged over the whole domain to account
for the net energy exchange: heat release rate and pressure oscillations might be
in locally in phase at some parts of the domain while they could be out of phase
elsewhere. The energy exchanges would then cancel out to yield a less effective
energy exchange rate or even negative values, leading then to the suppresion of
the CI.
The coupling between combustion and acoustics leads to two different classes
of problem: (1) since a flame can be described as a distribution of acoustic
monopoles which radiate sound, it is the source of combustion noise [90, 146].
If this noise is only due to turbulence it will yield a broad-band spectrum signal
(known as combustion roar), with no particular frequency being excited. (2)
On the other hand, if the Rayleigh criterion is fulfilled, discrete tones will be
added to the combustion roar because CI will appear.
CI are characterised by a rapid growth in pressure and heat release rate
oscillations [37, 121]. The amplitude of the driving mechanism (combustion) is
proportional to the amplitude in pressure oscillations. This dependence is linear
for low to medium amplitude values, but non-linear effects become important
for sufficienly large values of the pressure oscillations amplitude. Due to these
non-linearities, heat release rate oscillations cannot grow beyond a certain point,
leading to saturation. Likewise, energy losses (due to viscosity or sound radi-
ated to the atmosphere) are also proportional to the amplitude of the pressure
oscillations and linear as a first approximation (even though non-linearities are
present too).
During the development of CI, the amplitude of the oscillations grows in
time until losses match the energy delivered by combustion to the CI, as de-
picted in Fig. 6.2(a). At that point, the amplitude of the oscillations will reach
a plateau, at a frequency ALC . The resulting steady-state oscillatory behaviour
is referred to as limit-cycle, as shown in Fig. 6.2(b).
This chapter focuses on combustion instabilities (CI) and especially on the
definition of the conditions to fulfill for LES to perform a reliable prediction
of instability modes. This is, in the most general case, a very difficult ques-
tion [138]. Combustion instabilities are known to depend on many factors and
experiments point out that the following parameters can play important roles:
– The air temperature and composition (humidity for example). Experi-
mentalists know that combustors can be stable or unstable depending on
weather conditions.
– Structure leaks: any small leak in an experiment will lead to a change of
local pressure perturbation and possibly to a variation of CI. Dismounting
and reinstalling a combustion chamber can lead to a change of its stability
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(a) (b)
Figure 6.2: Features of the growth of thermo-acoustic instabilities and establishment
of limi-cycle oscillations (LCO), from Lieuwen [92].
map.
– Chemistry: very small changes in equivalence ratio or in fuel composi-
tion can lead to drastic stability changes [116], an important fact in lean
premixed flames.
– Heat losses at walls: taking into account heat losses changes not only the
sound speed field but also the flame response to acoustic perturbations so
that a combustor computed with or without heat losses exhibits different
unstable modes as shown in 2007 by U. Twente and CERFACS [139] or
by Alstom and CERFACS [133].
– Acoustic impedances: the reflection of acoustic waves at the inlet and
outlet of the combustor directly controls the amplification of the unstable
modes. In a gas turbine for example, identifying the impedances of the
compressor seen by the chamber or of the turbine seen by the chamber is
a challenge in itself.
– External forcing: many chambers are submitted to forcing. In most cases,
this forcing is produced by upstream conditions, typically by the compres-
sor in a gas turbine but downstream forcing can also be found.
– Forcing levels: not all combustors are linearly stable. In certain cases, a
strong perturbation can initiate an instability in a system which is other-
wise stable (typically in rocket engines).
– Construction tolerances: industry experts reckon that two engines built
on the same specifications can exhibit different stability maps. This shows
that small geometry changes can lead to different stability.
This list is not exhaustive and obviously constitutes a sobering description
of the challenges to overcome for LES to be used at the design level for CI. In
the present work, attention is limited to a few factors. First, the experiment is
installed in a clean and controlled environment within the LIMOUSINE project
at University Twente. It is a simple chamber without compressor or turbine
and impedances can be reasonably well defined at inlet and outlet. No external
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forcing is used. The injection of fuel is performed just upstream of the combus-
tion chamber, leading to partially premixed flames regimes, typical of what is
found in many aeronautical or ground gas turbines. Studying these phenomena
in a simplified configuration as the LIMOUSINE test rig is a very useful step of
validation before addressing real aero or industrial burners. This configuration
is also unswirled and uses gaseous fuel to eliminate uncertainties during vali-
dation. Similarly, the air temperature and composition is very well controlled.
The fuel itself is well characterized and submitted to limited changes. Therefore
the study will focus on a limited set of parameters: the effects of heat losses
(by radiation or by convection at walls) and the effects of acoustic impedances
at the outlet and inlet. Of course, the effects of the parameters involved in the
LES itself (description of chemistry, number of points) will also be considered.
The work performed on this topic is organized as follows: first, a brief de-
scription is given on the numerical tools employed for throughout this work in
Section 6.2 of the present chapter. Then the geometrical features, operating
points, measuring devices and experiments performed are described in Chapter
7. Finally, Chapter 8 is devoted to the presentation of the different simulations
performed, where the methods employed and the results obtained are shown.
Comparisons between different simulations and experimental results are pre-
sented and discussed.
6.2 Numerical tools for CI
6.2.1 Large Eddy Simulation for CI
The code used for LES in the present work is AVBP. Since this code has
been described multiple times before [103, 127, 133, 139] and since limited spe-
cific developments related to CI have been performed during the present work,
it will be presented rapidly here.
The code AVBP is a parallel LES code solving the filtered, compressible,
reacting Navier-Stokes equations on three-dimensional unstructured grids [33,
129, 135]. Discretization of the equations is done using the finite-volumes tech-
nique with a cell-vertex approach [130]. Several numerical schemes, turbulence
and combustion models and boundary conditions are available.
Governing equations for laminar flow
The set of equations describing the evolution of a compressible, multispecies,
reacting flow reads (using Einstein’s summation convention):
∂ρui
∂t
+
∂ρuiuj
∂xj
= − ∂
∂xj
[Pδij − τij ] (6.2)
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∂ρE
∂t
+
∂ρEuj
∂xj
= − ∂
∂xj
[ui (Pδij − τij) + qij ] + ω˙T (6.3)
∂ρYk
∂t
+
∂ρujYk
∂xj
= − ∂
∂xj
[Jj,k] + ω˙k (6.4)
Equations (6.2), (6.3) and (6.4) describe the conservation of momentum, e-
nergy and chemical species respectively, where ρ, ui, P, τij ,E, qj , ω˙T , Jj,k and
ω˙k denote, respectively, density, velocity, pressure, stress tensor, total energy,
heat flux vector, heat release rate, species flux vector and chemical reaction rate.
E is the total, non-chemical energy per unit mass calculated as E = H−P/ρ.
H represents the total enthalpy calculated as H = hs + 12uiui, where
1
2uiui is
the kinetic energy of the gases and hs =
∫ T
T0
CpdT is the sensible enthalpy, Cp
and T being the heat capacity and temperature of the mixture respectively.
An additional expression is needed to calculate the pressure P. The ideal gas
law, as shown in Eq.(6.5), is used as equation of state, where R0 is the universal
gas constant and W is the mean molecular weight of the gas mixture.
P = ρT
R0
W
(6.5)
Species transport
For a multi-species flow Eq.(6.6) must be satisfied, where V ki is the diffusion
velocity of species k in directions i = 1, 2, 3 and N is the number of species.
Finding the diffusion velocities of all species is, in general, a difficult task that
requires solving a complex non-linear system of equations accounting for the
binary diffusion of each species into each other [14, 51, 117, 153]. This is costly
in terms of computing time and constitutes a problem in itself.
N∑
k=1
YkV
k
i = 0 (6.6)
Simplified approaches are often employed for the resolution of the chemical
species transport term. Here the Hirschfelder & Curtiss approximation [63] is
adopted, whereby the diffusion velocity is calculated using Eq.(6.7). Dk, Wk
and Xk denote, for species k, the averaged diffusion coefficient into the rest of
the mixture, the molar weight and the molar fraction, respectively.
YkV
k
i = −Dk
Wk
W
∂Xk
∂xi
(6.7)
Summing Eq.(6.7) for all species as in Eq.(6.6) yields a non-null value, indi-
cating that the approximation used is not conservative. To ensure mass conser-
vation, a correction velocity V ci must be added in the conservation equation of
each species. The species diffusion flux for species k reads then:
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Ji,k = −ρ
(
Dk
Wk
W
∂Xk
∂xi
− YkV ci
)
(6.8)
The diffusion coefficients are simply calculated as Dk = Dth/Lek, where Dth
is the thermal diffusivity of the mixture and Lek is the Lewis number of species
k, which is assumed to be constant, since only small variations of Lek have been
reported to occur accross flame fronts [117].
Chemistry modeling
The description of the chemistry is done using Eq.(6.9) written for M reac-
tions and N reactantsMk, where ν′kj and ν′′kj are the stoichiometric coefficients.
N∑
k=1
ν′kjMk 

N∑
k=1
ν′′kjMk, j = 1,M (6.9)
The expression for the rate progress Qj of reaction j is written in Eq.(6.10),
where Kf,j and Kr,j are the forward and reverse rates of reaction j respectively.
Qj = Kf,j
N∏
k=1
(
ρYk
Wk
)ν′kj
−Kr,j
N∏
k=1
(
ρYk
Wk
)ν′′kj
(6.10)
Arrhenius expressions are used to compute the reaction rates, as expressed
in Eq.(6.11), where Af,j and Ea,j denote the pre-exponential constant and the
activation energy of reaction j respectively.
Kf,j = Af,jexp
(
−Ea,j
R0T
)
(6.11)
The reverse rate is calculated making use of the equilibrium constant Keq [79]:
Kr,j = Kr,j/Keq (6.12)
Finally, the reaction rate of species k is computed as:
ω˙k = Wk
M∑
j=1
(
ν′kj − ν′′kj
)Qj (6.13)
The computation of the heat release rate is straightforward using Eq.(6.13)
and the enthalpy of formation of species k, ∆h0f,k:
ω˙T = −
N∑
k=1
ω˙k∆h0f,k (6.14)
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Governing equations for turbulent flow
Equations (6.2), (6.3) and (6.4) can be solved directly to describe the evo-
lution of a laminar, unsteady flow. However, they must be handled with care
if turbulence arises. LES aims at computing only the large turbulent scales of
the flow, whereas the effects of the small ones (smaller than the cell size of the
computational grid) are modeled through appropriate closure terms [117, 120].
In order to derive the LES equations, first a spatial filtering operator is de-
fined as [117]:
f(x) =
∫
f(x′)F (x− x′)dx′ (6.15)
where F is the LES filter. Similarly, for variable density flows a Favre filtered
variable f˜ can be defined as:
ρf˜ = ρf (6.16)
According to these definitions, variables can be decomposed in a Favre ave-
raged part f˜ and a fluctuating part f ′′ so that:
f = f˜ + f ′′ (6.17)
Applying the filtering operator to Eqs.(6.2), (6.3) and (6.4) and re-arranging,
the following set of conservation equations is produced, which are suitable for
LES:
∂ρu˜i
∂t
+
∂ρu˜iu˜j
∂xj
= − ∂
∂xj
Pδij − τij + ρ (u˜iuj − u˜iu˜j)︸ ︷︷ ︸
SGS term
 (6.18)
∂ρE˜
∂t
+
∂ρE˜u˜j
∂xj
= − ∂
∂xj
ui (Pδij − τij) + qij + ρ(u˜jE − u˜jE˜)︸ ︷︷ ︸
SGS term
+ ω˙T (6.19)
∂ρY˜k
∂t
+
∂ρu˜j Y˜k
∂xj
= − ∂
∂xj
Jj,k + ρ(u˜jYk − u˜j Y˜k)︸ ︷︷ ︸
SGS term
+ ω˙k (6.20)
Equations (6.18), (6.19) and (6.20) are the equations actually resolved by
the LES code, which transports and operates with filtered variables. The three
contributions to the total flux are:
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– Inviscid flux
The expressions for the inviscid flux components in the LES equations are
the same as in the DNS equations, but based on filtered variables. ρu˜iu˜j + PδijρE˜u˜j + uiPδij
ρu˜j Y˜k
 (6.21)
– Viscous flux
The filtering process leads to unclosed expressions, which need additional
assumptions for their modeling. −τij− (uiτij) + qij
Jj,k
 (6.22)
– Sub-grid scale terms
The non-linear character of the convective terms introduces some addi-
tional terms in the conservation equations when the filtering is performed.
−τijtqijt
Jj,k
t
 =

ρ (u˜iuj − u˜iu˜j)
ρ
(
u˜jE − u˜jE˜
)
ρ
(
u˜jYk − u˜j Y˜k
)
 (6.23)
These new terms represent the contribution of the non-resolved turbulent
scales (scales whose size is inferior to the mesh size), and must be mod-
eled. A model is proposed based on Boussinesq’s hypothesis [19], whereby
the sub-grid scale (SGS) terms are modeled as their laminar counterparts,
except for the use of a turbulent viscosity νt instead of the viscosity of
the gases. The eddy viscosity is in turn calculated using an appropriate
turbulence model. The AVBP code allows to choose among several turbu-
lence models, the one used in the present document is presented in section
8.1. For the heat and species turbulent flux terms, the turbulent ther-
mal and species diffusivities are computed assuming constant turbulent
Prandtl and Schmidt numbers respectively.
Details on the closure of the LES equations terms are given in [29, 69].
6.2.2 Acoustic solver for CI
The code used for acoustic simulations in the present work is AVSP. It is a
3D parallel Helmholtz solver in the frequency domain which is used to predict
eigenfrequencies and mode structure assuming that the mean flow is frozen and
that the flames effect on the acoustic field can be represented through a trans-
fer function between velocity and heat release fluctuations [36]. It solves the
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eigenvalues problem issued from a discretization on unstructured meshes of a
Helmholtz equation with a source term due to the flames [108].
Starting from the linearized conservation equations for mass and momentum
in a reactive non-viscous low-Mach flow, one obtains [117]:
1
c20
∂p1(x)
∂t
+ ρ0∇u1(x) = γ − 1
c20
ω˙1T (6.24)
∂u1(x)
∂t
+
1
ρ0
∇p1(x) = 0 (6.25)
Assuming harmonic fluctuations for the quantity f reads: f1 = f ′e−jωt.
Combining Eq. 6.24 and Eq. 6.25 yields the Helmholtz equation, solved in the
frequency domain for the pressure oscillation amplitude p′ at ω = 2pif :
∇ · c20(x)∇p′(x) + ω2p′(x) = jω(γ − 1)ω˙′T (6.26)
At this point, the problem can not be closed without additional assumption
allowing to express the unsteady reaction rate ω˙′T as a function of the unsteady
pressure. Here, no active flame effects are considered, and the final Helmholtz
equation solved for the pressure fluctuation is reduced to:
∇ · c20(x)∇p′(x) + ω2p′(x) = 0 (6.27)
Appropriate boundary conditions are needed in order for the problem to
be well-posed. The eigenvalues problem is solved using the iterative Arnoldi
method [88]. Further details on the equations, the hypothesis assumed and the
solving algorithms are found in [140].
Using Eq. 6.27 with no RHS term cannot give information on the modes
which are actually amplified or damped with combustion. However it can give
the list of all acoustic modes of the burner, taking into account all geometrical
details and sound speed variations since c0(x) is obtained from an averaged
reacting LES. Determining with AVSP which of these acoustic modes will be
amplified is possible [99, 107], but was not done here.
Chapter 7
Configuration: the
LIMOUSINE test rig
7.1 Objectives
The LIMOUSINE project focuses on the study of thermo-acoustic instabili-
ties in gas turbine combustion chambers. The problem is tackled by the LIMOU-
SINE project partners with a multidisclipinary approach, carrying out studies
ranging from experiments, to numerical simulations and analytical methods. Re-
search is performed not only on CI themselves, but also on their consequences,
namely material damage due to thermo-mechanical fatigue, arising when CI oc-
cur. Several versions of the burner were built at the Imperial College (London,
UK), University of Twente (Enschede, The Netherlands), IfTA (Munich, Ger-
many), and DLR (Stuttgart, Germany) to perform different diagnostics. The
burner was designed in order to be unstable, since CI are the object of the study.
An important part of the present study is devoted to a simple ’UQ (uncer-
tainty quantification)’ analysis of LES for CI. LES is widely used today to study
CI’s in multiple combustors but very few authors discuss the precision of these
methods and their sensitivity to multiple parameters (some of which are often
not even discussed): influence of mesh, of numerical scheme, of outlet/inlet
boundary conditions, of wall models, etc. Thanks to the relative simplicity of
the LIMOUSINE set-up, it was possible here to investigate these questions by
changing these parameters one by one and verifying the LES sensitivity to these
input data. This is a critical issue for LES of self-excited CI’s: if a given LES
case becomes stable or unstable when the grid changes or when a submodels
(at the walls for example) is replaced, it is difficult to claim that LES can be
used to discriminate between a stable or an unstable case in the real world.
Such questions begin to be raised in the combustion LES community today [53]
and this thesis tries to contribute to this discussion in addition to studying the
LIMOUSINE set-up.
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The configuration described hereafter corresponds to the burner computed
with LES, referred to as V.3.
7.2 Geometry and operating characteristics
The burner was originally conceived as a Rijke-tube like burner, with rect-
angular ducts open to the atmosphere at both ends. Later on, the burner was
modified to a closed-open configuration. It consists of two rectangular ducts
of different widths welded together. A triangular bluff body is located at the
interface between both ducts and its main purpose is to stabilize the flame. The
burner is oriented vertically, with gases flowing upwards. Fig. 7.1 shows the test
rig as it is mounted in the laboratory at the University of Twente. An aluminum
frame is used to provide structural support to the combustor and the auxiliary
hardware. A chimney is placed right above the burner so as to evacuate the
burnt gases from the laboratory. The full burner geometry is shown in Fig. 7.2.
Figure 7.1: Picture of the LIMOUSINE test rig installed at the University of Twente.
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(a) (b) (c)
Figure 7.2: Full burner geometry views. (a) Global view. (b) Front view. (c) Side
view. Drawings provided by the University of Twente.
A cavity is present at the bottom end (referred to as air box in Fig.(7.2(a))),
where air is injected through holes drilled on the sides of two pipes crossing the
cavity. The air box allows to obtain an acoustically closed boundary condition
at the bottom end.
Methane is injected in cross flow with respect to the air stream in order to
improve the fuel/air mixing. Fuel injection is done through two rows of holes
evenly distributed on both sides of the triangular bluff body. Details of the fuel
injection and the flame stabilization wedge are shown in Fig. 7.3.
Full optical access to the flame is granted due to glass windows mounted
on the burner walls above the wedge. Stainless steel 310 and 316 are used for
the burner walls and most of the structural elements and the wedge is made
of brass. The windows are made of quartz glass and graphite is used for the
gaskets that seal the junctions between the windows and the steel frame.
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Geometrical dimensions of the burner parts are summarized in Table 7.1.
Figure 7.3: Detailed view of the fuel injection and wedge zones.
Part Length Width Diameter Side
Upstream duct 210 25 — —
Downstream duct 780 50 — —
Air holes — — 2 —
Fuel holes — — 1 —
Wedge — — — 22
Table 7.1: Burner geometry dimensions indicated in mm.
Fuel and air are injected at ambient temperature and the burner operates
at atmospheric pressure, as it is open to the atmosphere at the top end. The
test rig works under fuel-lean premixed conditions and is capable of delivering
up to 80 kW of power.
7.3 Measurement devices
Pressure is recorded over time using six pressure probes mounted on the
walls at different locations along the combustor. Temperature of the gases is
measured using four thermocouples mounted on the burner walls as well, but
their tip is separated 4 cm from them so as to measure the temperature of
the gases stream away from the thermal boundary layers. The location of the
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pressure probes and the thermocouples is sketched in Fig. 7.4 and summarized
in Table 7.2.
Figure 7.4: Location of the six pressure probes and the four thermocouples on the
test rig. Drawing provided by the University of Twente.
Sensor \Number 1 2 3 4 5 6
Pressure probes -17.9 -11.9 -5.9 20.4 45.4 70.4
Thermocouples -14.9 23.9 49.4 74.9 — —
Table 7.2: Pressure probes and thermocouples location along the y axis indicated in
cm with respect to the upper wall of the triangular bluff body.
A photomultiplier with a OH radical filter faces the front window of the test
rig to measure the global heat release variations within the burner.
Finally a camera with a CH radical filter is placed facing the rear window of
the burner. It records the flame movement at a frequency of 500 Hz and gives
information about the flame location and shape.
7.4 Experiments
In order to define the stability range of the combustor, a series of experiments
was conducted. Power (or equivalently fuel inlet mass flow rate) was fixed at 20
kW, 40 kW and 60 kW and the air factor λ was varied (or equivalenty air inlet
mass flow rate). First, λ was increased until the burner switches from unstable
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to stable regime, and further increased until the flame is blown out. The same
experiment was repeated, starting from a stable regime and decreasing λ until
switch to instability occurs. The unstable behaviour was readily identified by
the high sound levels registered during operation.
Fig. 7.5 shows curves delimiting the stability regions as a function of power
and λ, as well as the blow-out limit. The combustion regime (i.e., stable or un-
stable) was easily identifiable: a silent flame was observed for the case referred
to as “stable”, except for some low-amplitude background noise. On the other
hand, a very high-amplitude pure tone was heard when the system entered the
region referred to as “unstable”. Hearing protection had to be worn by the oper-
ators during unstable combustion, since noise up to 130 dB was registered in the
laboratory during such regime. Hysteresis was observed in the passage from sta-
ble to unstable behaviour and viceversa. Hence, when λ was decreased towards
the unstable region, in order to reach instability it had to be decreased below the
value marking the transition to stability in the ascending λ experiment. This
is a phenomenon commonly observed during thermo-acoustic instabilities [65]
and the responsible mechanism is discussed later on in the present document.
Figure 7.5: Stability map of the V.3 LIMOUSINE burner.
Detailed measurements were performed for two particular operating points
(OP), the characteristics of which are summarized in Table 7.3. As seen in
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Fig. 7.5, points 1 and 2 correspond to unstable and stable behaviour of the
combustor, respectively. The points were chosen to check that LES would be
able to reproduce the stability characteristics, i.e., “stable” or “unstable” . At
this point, no attempt was made to track the stability limits, i.e., the values at
which the combustor transitions from “stable” to “unstable” or viceversa. This
is left for further studies. Measurements of both OP and comparisons with the
numerical simulations are shown in Section 8.11.
Operating point Power (kW) λ
OP1 60 1.25
OP2 60 1.8
Table 7.3: Characteristics of the operating points (OP) for which detailed measure-
ments were taken.
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Chapter 8
LES of the LIMOUSINE
test rig
8.1 Computational parameters
Several numerical simulations of the flow and combustion dynamics on the
LIMOUSINE test rig were performed using the LES tool AVBP. A baseline
simulation is taken as a reference, with respect to which several parameters are
changed in order to assess their influence on the flow and combustion charac-
teristics.
The reference simulation, hereafter referred to as Simulation 1, corresponds
to the version V.3 of the LIMOUSINE test rig at OP1, and the numerical
parameters employed are as follows:
– Computational domain and mesh: Two observations were made prior
to the definition of the computational domain. Firstly, the fuel holes are
arranged along two rows on both sides of the wedge and evenly distributed.
Hence, two consecutive pairs of holes are located on planes perpendicular
to the length of the wedge at a distance of 4 mm. The second observa-
tion is that the burner is slender, its vertical length being much larger
than the other characteristic distances. Consequently, the vertical axis is
a privileged direction and longitudinal acoustic modes are most likely to
appear. Due to these two facts, a reduced spatial domain was defined for
the simulations, where only a slice of the whole burner is considered (see
Fig. 8.1(b)). The slice is 4 mm deep and corresponds to the space confined
by two planes parallel to the vertical axis, so that only one pair of holes
is included. The choice of the computational domain implies that inter-
action between adjacent pairs of fuel inlets is neglected. A semicircular
atmosphere was included in the computational domain (see Fig. 8.1(a))
for computational reasons explained below.
The domain is discretized using an unstructured mesh composed of 1.1 M
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(a) Comp. domain, front view. (b) Comp. domain, side view.
Figure 8.1: (a) Front and (b) side views of the computational domain.
Figure 8.2: Detail of the mesh around the fuel injection and wedge zone.
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nodes using tetrahedral elements for the standard mesh (finer grids will
also be tested to verify mesh independency). A characteristic size of 1.5
mm is imposed everywhere except in certain regions, where the mesh was
refined on purpose. These critical regions correspond to the fuel injection
and mixing, and flame zone areas, where a mesh size of 0.18 mm and
0.4 mm was imposed, respectively. Details of the mesh size distribution
around these areas are seen in Fig. 8.2.
– Numerical method: A one-step explicit temporal integration, second-
order in space and time numerical scheme was employed. It is an adapta-
tion of the Lax-Wendroff (LW) scheme [83] to the cell-vertex formulation.
It presents reasonable diffusive and dispersive properties at a fairly low
computational cost.
– Boundary conditions: On solid walls, the normal velocity component
with respect to the wall normal is set to zero, while the no-slip condition
is relaxed to allow for a non-null velocity component parallel to the walls.
Resolving the boundary layer in the context of LES for industrial applica-
tions is beyond the computational resources available nowadays [58, 114].
Here, the fluid friction on solid walls is modeled with a law of the wall
boundary condition, as turbulence is supposed to be in equilibrium near
walls in the absence of big flow separation.
All solid walls are adiabatic, except for the downstream duct walls and the
wedge walls, where heat losses are taken into account. These parts will be
in contact with the hot gases resulting from combustion: it is important
to model the heat losses since they might have an impact on the flame
and flow features [138]. Heat losses are modeled by using a simple dual
method where the wall temperature is not imposed (nor the heat flux)
but is the result of an energy balance between the flux reaching the wall
(given by LES) and the flux crossing the wall and convected outside. The
approach used in AVBP [133] is to introduce a thermal resistance of the
wall Rt, so that the heat flux qw to the walls can be calculated with Eq.
8.1.
qw =
Text − Tw1
Rt
(8.1)
Heat losses through the walls are sketched in Fig.(8.3), where Text, Tw2,
Tw1 and Tfluid represent the temperatures of the exterior (the laboratory
room in this case), of the wall in contact with the exterior, of the wall
in contact with the LES domain and of the first point off the wall and
within the LES domain, respectively. Text is specified and Tw1 is calculated
iteratively to ensure heat flux continuity at the wall using Tfluid and a wall
function from Kader [71] for turbulent thermal boundary layers.
Here, both conductive and convective heat transfer modes are considered.
Empirical correlations found in [68] were employed to estimate the convec-
tion coefficient on the walls. Different coefficients are used for the wedge
and for the walls: the wedge walls were supposed to be internally cooled
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Figure 8.3: Sketch of the heat loss boundary condition and the associated thermal
circuit representing the conductive and convective heat losses.
by the fresh fuel flowing along its inner tube, the Gnielinski correlation
for internal convection was used. Natural convection outside of the burner
was supposed to be the heat transfer mechanism along the liner walls, the
Churchill & Chu correlation for natural convection over a vertical flat plate
was employed to estimate the outer convection coefficient. Given the se-
ries configuration of the thermal circuit on the right side of Fig.(8.3), the
total thermal resistance Rt was calculated as the sum of both conductive
(Rcond) and convective (Rconv) thermal resistances, as in Eq. 8.2. The
estimated values of Rt are summarized in Table 8.1.
Rt = Rcond +Rconv (8.2)
Location Rt[W/m2K]
Wedge walls 3.3 · 10−3
Liner walls 7.17 · 10−4
Table 8.1: Estimated thermal resistances accross the wedge and liner walls of the
combustor.
For inlets and outlets, boundary conditions are used following the Navier
Stokes Characteristic Boundary Conditions (NSCBC) formalism from Poinsot
& Lele [115]. Air and fuel inlet mass flow rates are set in a soft way, as
a relaxation coefficient Kin = 1000 is used to relax the inlet variables
to their reference values, permitting inlet flow variations. A relaxation
coefficient Kout = 10 was used at the atmosphere outlet. This soft bound-
ary condition allows for pressure fluctuations at the outlet, but is large
enough to prevent pressure within the computational domain to drift from
its reference value (Pref = 101325 Pa). Imposing correct acoustic bound-
ary conditions is a crucial element in the computation of thermo-acoustic
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instabilities, since the stability characteristics depend strongly on the re-
flection coefficient, which determines the amount of acoustic energy leaving
the domain. Here, the problem of finding the correct reflection coefficient
at the burner outlet is avoided by the inclusion of the atmosphere in the
computational domain. Non-reflecting boundary conditions are imposed
at the atmosphere outlet, while acoustics at the burner outlet is directly
resolved by the LES.
– Turbulence model: The turbulent viscosity νt is modeled here using the
classical Smagorinsky model [141]. This model was originally developed for
meteorological applications. In the Smagorinsky model, νt is proportional
to the resolved filtered strain tensor S˜ij , the mesh size ∆ = V
1/3
cell and a
constant CS which takes values typically between 0.1 and 0.18 (it is fixed
to 0.18 in the code).
νt = (CS∆)
2
√
2S˜ijS˜ij (8.3)
This is an easy to implement model that performs sufficiently well for flows
away from solid walls at low computational cost. However, it is known
to be too dissipative. In particular, its use in the simulation of wall-
bounded flows in combination with no-slip boundary conditions leads to
an overpredicion of the fluid friction on walls, as νt is overpredicted since
it is proportional to velocity gradients. Here, slip (with law of the wall)
walls are used, thus justifying the use of the Smagorinsky model.
– Combustion model: Turbulent combustion is modeled using a Dynamic
Thickened Flame Model (DTFM) from Le´gier [87]. The model stems from
classical dimensional analysis of premixed flames [153] showing the depen-
dence of the flame front thickness δ and the laminar flame speed SL on
the reaction rate pre-exponential constant A and the diffusion coefficient
D, as in Eqs. 8.4 and 8.5.
δ ∝
√
D
A
(8.4)
SL ∝ D ·A (8.5)
The model thickens the flame front so as to be able to resolve the flame
structure with the mesh used in the LES. D and A are then multiplied
and divided respectively by a thickening factor F . The model has the
property of thickening the flame front by a factor F while preserving the
flame propagation velocity SL.
Fig. 8.4 shows how the flame front loses some of its features when thicken-
ing is applied. The thickened flame front shows a much lower flame area,
which would diminish the amount of heat and radical species diffusing
through it. To account for this SGS flame wrinkling an efficiency factor E
from Charlette et al. [31] is employed,as shown in Eq.8.6.
84 CHAPTER 8. LES OF THE LIMOUSINE TEST RIG
E =
(
1 +min
[
∆
δ0l
,Γ
(
∆
δ0l
,
u′∆
s0l
, Re∆
)])β
(8.6)
where ∆ is the implicit filter size of the LES, u′∆ the SGS rms velocity and
s0l and δ
0
l denote respectively the propagation velocity and the thickness
of the corresponding laminar flame. Re∆ is a Reynolds number calculated
as Re∆ = s0l δ
0
l ν, with ν being the viscosity of the fresh gases. The only
model parameter is β. Both diffusion and reaction terms are multiplied
by E.
Figure 8.4: Direct Numerical Simulation of flame/turbulence interaction by Veynante
[117]. Left: non-thickened flame. Right: thickened flame with F = 5.
In the present simulations, reactants are not fully premixed and the dynamic
version of the TFLES model is used [133, 138].
In this model, thickening is applied only in the reaction zone which is de-
tected using a flame sensor. Outside reaction zone equations, standard LES
equations are applied for all variables and mixing for example is computed
without any effect of the thickening.
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8.2 Presentation of simulations
8.2.1 Simulations performed
The previous section has described what we will call the “reference” simu-
lation. To investigate the effects of computational parameters, multiple other
cases were computed, changing parameters one at a time (highlighted in bold)
to verify their influence. All these tests were performed on the V.3 version of the
LIMOUSINE test rig for the operating point OP1 in Fig. 7.5, and presented in
Table 8.2. The objective is to verify which parameters control the LES output.
Simulation Kfuel Kair Mesh Num. Heat losses
scheme
1 103 103 1.1 M nodes LW Cond./Conv.
1.1 105 103 1.1 M nodes LW Cond./Conv.
1.2 103 105 1.1 M nodes LW Cond./Conv.
1.3 103 103 2.8 M nodes LW Cond./Conv.
1.4 103 103 4.4 M nodes LW Cond./Conv.
1.5 103 103 1.1 M nodes LW Adiabatic
1.6 103 103 1.1 M nodes LW Cond./Conv./Rad.
Table 8.2: Simulations performed on version V.3 of the LIMOUSINE test rig at OP1
and their associated parameters.
In addition, other simulations were performed, corresponding to other OP
and burner configuration, as summarized in Table 8.3.
Simulation OP Burner version Regime
1 OP1 V.3 Unstable
2 OP2 V.3 Stable
3 OP1 V.2 Stable
Table 8.3: Simulations performed on the different versions of the LIMOUSINE test
rig and at different operating points.
8.2.2 Computational ressources and cost
LES demands large computational ressources. For the simulations performed
in this work, an IBM iDataPlex parallel computer was used. The simulations
were run on 128 cores Intel Nehalem, featuring 2.67 GHz and 24 GB of memory.
The CFL condition imposes small time steps that vary slightly during the
run of a simulation, oscillating around typical values of ∆t = 4 · 10−8s. The
time needed to compute one timestep is around 0.77 s. The total duration of
a simulation would then depend on the physical time computed. For instance,
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for Simulation 1, 300 ms were computed, and the computational time was 1600
hours (2,2 months), with a total computational cost of 2 · 105 CPU hours.
The cost of a numerical simulation is estimated as 0.075 $/CPU hour, ac-
counting for the energy consumed by the computer, as well as the auxiliary
systems (cooling). For Simulation 1, the total cost of the simulation is 15000
$. This information must be surprising, and could drive the reader to think
that numerical simulation is expensive. The reality is that, even if the cost
associated to the computer power is not negligible, let’s recall that the cost of
an experimental study of an industrial combustor would be orders of magnitude
higher, highlighting again the importance of numerical simulation on the design
process.
8.3 Simulation 1: reference case for OP1
8.3.1 Cold flow
Prior to a calculation of reactive flow, a cold flow simulation was performed
in which the chemical reactions are frozen. This allows to isolate the dynamics
of the gases within the chamber and the fuel/air mixing from the combustion
process.
Figure (8.5) shows a cut of an instantaneous solution of the velocity modulus
field of Simulation 1 in cold flow at the middle plane (x = 0). The bulk velocity
of the air along the upstream duct is 7 m/s, with a Reynolds number (based
on the upstream duct width, 25 mm) of Reups ≈ 11000. Fresh gases accelerate
as they flow through the narrow gaps between the wedge and the side walls,
reaching a velocity of up to 40 m/s.
Figure 8.5: Cut of an instantaneous field of the velocity modulus of Simulation 1 in
cold flow at the middle plane (x = 0).
Even though the geometry is symmetrical with respect to the middle plane
along the burner, the flow is not. In particular, assymetric vortex shedding from
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the wedge corners is observed. These vortices are transported downstream with
the mean flow, where they coalesce and are slowly dissipated due to viscosity
far downstream. The frequency of the vortex shedding gives a Strouhal number
of St = 0.22. THe Strouhal number was calculated as St = fDU , where f is the
frequency of the vortex shedding, D is the length of a the wedge side and U is
the bulk velocity at the upstream duct. This value of St is somewhat lower than
the one reported by Roshko [126], where he found a value of St = 0.28 for the
vortex shedding frequency over two-dimensional bluff bodies of arbitrary shape.
The difference is ascribed to the fact that the configuration is not exactly a bluff
body placed in a duct of constant section, so that the section change affects the
flow features.
Figure 8.6: 3D view around the fuel injection zone of an isosurface of fuel mass
fraction at the stoichiometric value (YCH4 = 0.055) corresponding to Simulation 1 in
cold flow..
Fig. 8.6 shows a 3D view of the fuel mass fraction at the stoichiometry
for Simulation 1 in cold flow and reveals that three-dimensional effects are im-
portant around the hets in cross flow to correctly describe the fuel/air mixing.
However, the flow reamins essentially two-dimensional in a a large part of the
chamber. We will plot fields mainly in the injectors plane which captures most
of the interesting physics.
Figure 8.7 shows an averaged solution over 100 ms of the vertical velocity
component, v, as well as isocontours of v = 0 of Simulation 1 in cold flow. The
gases recirculate in the central recirculation zone (CRZ), which is the largest
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Figure 8.7: Cut of a mean field of the vertical velocity component v and isocontours
of v = 0 (solid black lines) of Simulation 1 in cold flow at the middle plane (x = 0).
recirculation zone and stabilizes the flame. Also, recirculation occurs in the
region comprised between the issuing fresh gases jets and the liner walls of the
downstream duct, referred to as corner recirculation zones (CORZ), which are
about 2 cm long. These regions also play an important role in the flame stabi-
lization process and the onset of CI’s, as will be explained in the next section.
Figure 8.8 shows an instantaneous solution of the vorticity field of Simula-
tion 1 in cold flow. It is seen that a high shear is produced at the gaseous fuel
jets issuing into the chamber, since they exit the holes at high velocity in cross
flow with respect to the incoming air stream, thus high velocity gradients occur.
Also, shear layers are observed at both sides of the fresh gases jets issuing into
the downstream duct, since the flow is strongly accelerated as they traverse the
narrow gaps (3 mm wide). Concentrated vorticity spots are found downstream
of the wedge, indicating the vortex cores resulting from the alternative vortex
shedding.
Figure 8.9 shows an instantaneous fuel mass fraction field of Simulation 1
in cold flow. Pure methane is injected through the fuel injection holes. As fuel
enters the chamber it starts mixing with the air stream. Mixing is enhanced due
to the cross flow configuration. However, it is seen that the fuel is not fully mixed
at the entrance of the downstream duct: two separate layers of pure air and a
rich fuel/air mixture are observed at that section. This mixture inhomogeneity
will lead to a partially premixed combustion mode, as explained in the following
section. Finally, a homogeneous mixture is observed downstream, which is not
representative of the hot flow, since no methane will be found in the burnt gases
region.
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Figure 8.8: Cut of an instantaneous field of the vorticity modulus of Simulation 1 in
cold flow at the middle plane (x = 0).
Figure 8.9: Cut of an instantaneous field of methane mass fraction of Simulation 1
in cold flow at the middle plane (x = 0).
8.3.2 Hot flow
In order to ignite the mixture and reach steady state rapidly, hot burnt
gases are imposed all along the downstream duct, and the chemical reactions are
activated starting from a cold flow solution. This procedure is not representative
of the way the burner is ignited in the experiment, which is done using a spark
plug. However, ignition is not the object of study here, where we focus on the
subsequent combustion process and on CI’s.
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Global features of the hot flow
Figures (8.10) to (8.14) correspond to a time instant posterior to ignition,
when the effects of the artificial initialization of the hot flow simulation have
been forgotten.
Figure (8.10) shows an instantaneous solution of the fuel mass fraction field.
Unlike in Fig.(8.9), the fuel burns after entering the chamber. There is no re-
maining fuel far downstream, everything is consumed, as the mixture is globally
lean (λ = 1.25).
Figure (8.11) shows an instantaneous solution of the temperature field and
isocontours of the first reaction rate, which indicates the position of the flame
front. The burnt gases in the CRZ ignite the fresh gases as they enter the cham-
ber, stabilizing the flame around the wedge. The heat losses through the wedge
walls lead to a flame which is not completely attached to the bluff body, but
somewhat lifted off. The liner walls on the first part of the downstream duct are
shielded from the hot gases due the fresh gases, which penetrates a distance of
∼ 5− 10 cm into the chamber before burning completely. Fig.(8.11) also shows
that the temperature on near the walls downstream is lower than at the core of
the burnt gases stream, which is due to the heat losses model through the liner
walls discussed in Section 8.1.
Figure 8.10: Cut of an instantaneous field of methane mass fraction of Simulation 1
in hot flow at the middle plane (x = 0).
Figure 8.12 shows a three-dimensional view of a reaction rate isosurface
coloured by temperature. It is seen that the flame is essentially two-dimensional,
presenting some wrinkling in the span-wise direction due to small turbulent
scales. In the following, only cuts of the LES solutions on the middle plane
of the computational domain will be shown, since they show all the physical
features of the flow in most part of the chamber.
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Figure 8.11: Cut of an instantaneous temperature field and isocontours of reaction
rate (solid black lines) of Simulation 1 in hot flow at the middle plane (x = 0).
92 CHAPTER 8. LES OF THE LIMOUSINE TEST RIG
Figure 8.12: 3D view of an isosurface of reaction rate coloured by temperature
depicting the flame shape and position corresponding to an instantaneous solution of
Simulation 1.
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As to the flame structure, Fig. 8.13 shows a scatterplot of the heat release
versus the mixture fraction Z, which is a conserved scalar based on the number
of carbon atoms [81] and conveniently normalized, as shown in Eq.(8.7):
Z = WCH4
(
YCH4
WCH4
+
YCO2
WCO2
+
YCO
WCO
)
(8.7)
where WC is the molar mass of carbon. The scatterplot contains all the points of
the simulation. It reveals that combustion takes place over a wide range of mix-
tures and not only at the mean mixture fraction of the burner (Zmean = 0.045).
The regime is clearly “partially premixed”. The maximum heat release is found
at the stoichiometric mixture fraction for a methane/air mixture (Zst = 0.055)
as expected from theory [117]. This partially premixed mode of combustion is a
direct consequence of the fuel/air mixing process, which does not have enough
time to reach completion before the fresh gases arrive at the flame front.
Figure 8.13: Scatterplot of heat release versus mixture fraction of an instantaneous
solution of Simulation 1. The distributed shape indicates that combustion occurs in a
partially premixed mode.
The Thickened Flame LES (TFLES) model was designed initially for per-
fectly premixed flames [32]. It has been extended and used for multiple diffusion
flames [134, 139] even though it is not supposed to be strictly valid for pure diffu-
sion flames. In practice, most flames computed recently with TFLES have been
real diffusion flames but partially premixed situations where mixing is fast and
the local flame / turbulence interactions correspond to locally premixed flames
interacting with turbulence. For such cases, locally, the interaction is still cor-
rectly captured by the TFLES model if the local flame parameters (flame thick-
ness and speed) are adjusted dynamically to the local conditions (controlled by
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the equivalence ratio which is measured in AVBP using the mixture fraction).
In other words, the TFLES model works correctly if the regime of the flame
corresponds to a collection of individual premixed flames (at various equiva-
lence ratios but all in the premixed mode). The scatter plots of reaction rate
versus mixture fraction do not reveal diffusion flame structures and confirm that
the partially premixed configuration is dominant for all flames measured at the
University of Twente: enough mixing occurs between the fuel injection and the
combustion zone to provide premixing.
Figure (8.14) shows an instantaneous solution of the vorticity modulus field.
A high shear region is observed between the fresh gases streams issuing into the
chamber and the CRZ, leading to coherent structures formed by the Kelvin-
Helmholtz instability. However, no major vortical structures are found in the
burnt gases region which is explained by two factors. First, the burnt gases are
much more viscous than fresh gases as a result of the high temperature due to
combustion, which dissipates rapidly the vorticity generated in the shear layers.
Second, the density gradient encountered as one moves along a line of constant y
coordinate from the liner wall towards the center of the burner is perpendicular
to the pressure gradient along the burner (descending along the y coordinate).
This creates the so-called baroclinic torque [91], as a result of which the low-
density layer is accelerated with respect to the high-density fresh gases, creating
vorticity in the opposite sense as the one created by the vortex shedding from
the wedge. Also, gas expansion due to combustion generates vorticity in the
same sense as the baroclinic torque. This leads to the suppression of the vortex
shedding process.
Figure 8.14: Cut of an instantaneous vorticity modulus field of Simulation 1 in hot
flow at the middle plane (x = 0).
8.3. SIMULATION 1: REFERENCE CASE FOR OP1 95
Development of the thermo-acoustic instability
After the flame is initialized, it starts stabilizing its position but it also starts
oscillating. Fig.(8.15) displays time traces of total heat release and of pressure
at the location of pressure probe 4. An unstable mode develops rapidly. The
main mode frequency is at 305 Hz.
(a) (b)
Figure 8.15: Time signals of (a) Mean reaction rate and (b) Pressure at probe 4,
showing the onset of a CI in Simulation 1.
Figure (8.16) shows a sequence of instantaneous temperature field and re-
action rate isocontours, where the onset of a thermo-acoustic instability is ob-
served. Fig.(8.16(a)) shows a flame front which is perturbed by an incoming
acoustic wave which accelerates the fresh gases, leading to a mushroom-like
shape of the flame above the wedge. The vortices push the burnt gases towards
the liner walls, and the flame is able to propagate to the fresh gases in the
CORZ, as seen in Fig.(8.16(b)). The non-steady heat release rate of the flame
leads to acoustic waves that grow in amplitude, leading in turn to larger flow
oscillations that perturb the flame front even more, as seen in Fig.(8.16(c)). Fi-
nally, the flow oscillations are so large that a first flashback of the flame towards
the upstream duct is observed, as shown in Fig.(8.16(d)).
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(a)
(b)
(c)
(d)
Figure 8.16: Sequence of instantaneous temperature fields and reaction rate isocon-
tours showing the onset of the thermo-acoustic instability. Times (s): a) 0.181, b)
0.183, c) 0.188, d) 0.190.
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Limit-cycle of the thermo-acoustic instability
Once the flame starts to oscillate, the amplitude of the oscillations grows in
time until a steady-state oscillatory behaviour is reached, referred to as limit
cycle-oscillations (LCO), where the instability is self-sustained but does not
grow anymore, as seen in Fig.(8.20). Fig.(8.17) shows a sequence of instanta-
neous temperature field and isocontours of reaction rate over one period of the
LCO at 305 Hz. The flame is stabilized by the hot burnt gases trapped in the
CRZ and CORZ, which ignite the fresh gases as they enter the chamber, as
seen in Fig.(8.17(a)). This double stabilization leads to a flame which is shorter
than it would be if it was only stabilized by the CRZ, and the flame becomes
compact, as the heat release takes place in a short region compared to a char-
acteristic acoustic wavelength of the combustor. The consequence is that the
combustor is more prone to the development of a thermo-acoustic instability.
The unsteady heat release of the flame might feed energy on the acoustic field if
both heat release and pressure fluctuations occur in phase locally, which excites
one (or more) acoustic modes of the combustor. This is exactly what is happen-
ing in this simulation (and in the experiment as a matter of fact). This corner
flame-trapping process and its impact on combustion stability was reported by
Huang [65].
Figures (8.17(a)) to (8.17(d)) show the flame oscillations as the fresh gases
are pulsed into the chamber by the velocity oscillations induced by acoustics.
Velocity oscillations are of the order of the mean velocity, leading to flow reversal
in some cases, and flashbacks of the flame through the gaps. At this point, all
the fuel available in the chamber has been consumed, and no flame is observed.
Only burnt gases remain in the chamber so there are no chemical reactions any
more, as seen in Fig.(8.17(c)).
Figure (8.18) shows a sequence of vorticity modulus fields corresponding to
the same time instants as Fig.(8.17), where the large flow velocity oscillations
are readily observed. The fresh gases are forced at high velocity into the cham-
ber in a pulsed manner, leading to the formation of the strong shear layers
observed in Figs. (8.18(a)) and (8.18(d)).
Likewise, Fig. (8.19) shows a sequence of instantaneous fuel mass fraction
fields. During a cycle of the LCO, reactive mixture is forced into the chamber
in a pulsed manner also, where it burns accross the flame front. As the flow
accelerates again due to the acoustic velocity oscillations all the fuel enters the
chamber, where it burns. This unsteady fuel injection in the chamber is the
reason of the oscillatory heat release rate in this case [93]. We will see that
it has two sources: (1) the injected fuel flow rate is sensitive to the pressure
oscillations and (2) the jets in cross flow (JICF) of methane in the air stream
change direction when the air speed changes (see Fig.(8.19(c))), leading to fuel
accumulation upstream of the wedge where the air cavity acts as a storage duct
of the premixing gases.
98 CHAPTER 8. LES OF THE LIMOUSINE TEST RIG
(a)
(b)
(c)
(d)
Figure 8.17: Sequence of instantaneous temperature fields and reaction rate isocon-
tours showing the flame oscillations over a full period of the LCO. Times (s): a) 0.241,
b) 0.242, c) 0.243, d) 0.244.
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(a)
(b)
(c)
(d)
Figure 8.18: Sequence of instantaneous vorticity modulus fields showing the flow
oscillatory behaviour over a full period of the LCO. Times (s): a) 0.241, b) 0.242, c)
0.243, d) 0.244.
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(a)
(b)
(c)
(d)
Figure 8.19: Sequence of instantaneous fuel mass fraction fields showing the oscilla-
tions in flow composition over a full period of the LCO. Times (s): a) 0.241, b) 0.242,
c) 0.243, d) 0.244.
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Figure 8.20 shows temporal pressure fluctuations signals recorded during
the simulation at locations corresponding to probes 4, 5 and 6, as well as their
Fourier Transforms. As shown, the amplitude of the pressure fluctuations grows
in time in a first stage, which corresponds to the linear regime. In a latter stage,
the amplitude of the fluctuations stops growing. This saturation of the pressure
fluctuations amplitude is due to non-linear effects. Beyond a certain threshold,
an augmentation in the amplitude of the acoustic oscillations is not followed
by the corresponding fluctuation in heat release and, eventually, the gain in
acoustic power from the flame matches the acoustic losses accross boundaries,
leading to a limit cycle. Another way to state this is that the LCO is not due
to a saturation of the acoustic field but to a saturation of the unsteady com-
bustion process: when combustion completely stops at one point of the cycle
(Fig.(8.17(c))), the instability is not fed any more.
The amplitude of the oscillations predicted by LES is of the order of 4000
Pa, which is equivalent to a sound pressure level (SPL) of ∼ 165 dB within the
burner (taking 20µPa as the reference pressure), which is representative of the
noise encountered in unstable gas turbines. It is readily seen that such noise
is unacceptable, since it leads to a defficient combustion performance, induces
thermo-mechanical fatigue of the structural components and is harmful for hu-
mans.
The Fourier Transforms of the pressure signals show a dominant frequency
peak of the pressure fluctuations at f1 = 305 Hz. This is the frequency of the
LCO, since it is the dominant frequency of the pressure fluctuations, and the
frequency of oscillations of the flame. A seconday peak appears at a frequency
of f2 = 617 Hz.
Having computed a LCO containing two frequencies (305 and 617 Hz) is a
first interesting result. The next question is to know where these modes come
from. The combination of spectral analysis of LES results and acoustic com-
putation with AVSP allows to identify the nature of the two unstable modes
observed in Fig. 8.20: they are the second and third acoustic modes of the
experimental set up. To demonstrate this, a collection of instantaneous LES
solutions was generated and the Power Spectral Density (PSD) of the pressure
field was calculated for the two peak frequencies. Fig. 8.22 shows longitudinal
profiles along the combustor of the mode shapes given by LES and compares
their structures with the acoustic modes given by AVSP. AVSP was used to
compute the modes of the complete combustor: the sound speed field for this
computation was given by the average LES data. No active flame effect was
included. AVSP predicts longitudinal modes at 186 Hz (mode 1), 337 Hz (mode
2), 691 Hz (mode 3) (Table 8.4). Fig. 8.21 displays the structure of these modes
(|p′| versus spatial location), which correspond to a quarter wave, three-quarters
wave and five-quarters wave modes respectively . The 186 Hz mode is not ob-
served in the LES. The 305 Hz mode observed in the LES has a structure which
is very close to the second acoustic mode computed by AVSP. The 617 Hz mode
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(a) (b)
(c) (d)
(e) (f)
Figure 8.20: (a), (c) ,(e) Temporal pressure signals recorded during the simula-
tion corresponding to pressure probe locations 4, 5 and 6 respectively, as shown in
Fig.(7.4). (b), (d), (f) Fourier Transforms of the pressure signals from probes 4, 5 and
6 respectively.
obtained in the LES is close to the third acoustic mode and exhibits a node
before the wedge (x = 0.1 m) and a second node in the chamber (x = 0.52
m). The slight discrepancies between the LES and the acoustic modes may be
8.3. SIMULATION 1: REFERENCE CASE FOR OP1 103
due to the treatment of the burner outlet at x = 1.05 m and to the fact that
no active flame model was included in the computation of the acoustic modes.
The agreement in terms of frequencies and mode shapes confirms that the com-
bustor resonates on the second and third acoustic modes of the whole set up
and that LES and acoustic analysis match well. The unstable mode at 617 Hz
might also be the result of a frequency-doubling of the first unstable mode due
to non-linear effects [77], further studies are needed to identify the origin of this
mode.
Figure 8.21: Spatial structure of the first three acoustic eigenmodes computed with
AVSP using an averaged LES solution of Simulation 1.
Order of the mode Frequency (Hz)
1 185.5
2 336.7
3 691.5
Table 8.4: Acoustic eigenfrequencies of the burner given by acoustic analysis (AVSP).
As a result of the acoustic pressure oscillations, the air and fuel mass inlets
also pulsate. Fig 8.23 shows the temporal evolution of air and fuel mass flow
rates, normalized by their mean values. The amplitude of the inlet mass flow
rates fluctuations grows in time following the evolution of the pressure oscil-
lations within the combustor. When the LCO are established, fluctuations of
inlet mass flow rates of ∼ 20% with respect to their mean values are observed.
As explained before, fuel inlet mass flow rate fluctuations contribute to the de-
velopment of thermo-acoustic instabilities. Indeed, a pulsating fuel inlet line
creates mixture inhomogeneities that, when convected to the flame front, leads
to heat release rate fluctuations [133]. Note that, in the LES, the response of
the air and fuel lines are controlled by the NSCBC boundary treatment which
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(a)
(b)
Figure 8.22: Longitudinal profiles along the combustor of the normalized pressure
fluctuations. Dashed line: spectral analysis of the LES data of Simulation 1 during
the LCO. Solid line: acoustic code predictions (AVSP).
imposes a complex impedance. Sections 8.4 and 8.5 will show the effect of these
impedances.
In order to confirm the existence of the thermo-acoustic instability, a last
verification was performed using Rayleigh’s criterion. Fig. 8.24 shows pressure
fluctuations p′ at probe 4 (expressed as a percentage of the mean pressure)
and a volume-averaged Rayleigh parameter R, calculated as R (t) =
∫
V
p′q′dV ,
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(a) Air mass flow rate
(b) Fuel mass flow rate
Figure 8.23: Temporal evolution of the air and fuel inlet mass flow rates during the
simulation normalized by their respective mean values.
where V is the volume of the domain and q′ is a non-dimensional reaction rate
normalized by its mean value. The Rayleigh criterion is one measurement of
the coupling between pressure and heat release oscillations [47, 109, 124]. It
is positive when energy is fed into the acoustic field and viceversa. Here, R
is positive most of the time: there is a net energy transfer from combustion
to the acoustic field which is the reason why the thermo-acoustic instability is
self-sustained. The Rayleigh criterion is, however, only one source term in the
acoustic energy equation of the whole combustor [110, 111], and acoustic losses
are also important.
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Figure 8.24: Rayleigh parameter and relative pressure fluctuation time signals of
Simulation 1.
8.4 Simulation 1.1: influence of fuel inlet condi-
tions
In order to assess the influence of the fuel lines impedance on the burner
stability, a simulation was performed (Simulation 1.1) where the fuel inlet relax-
ation coefficient Kfuel value was increased from 103 (as it was set in Simulation
1) to 105. This value is high enough to ensure that the fuel inlet mass flow rate
is almost fixed and fluctuates very slightly around its mean value, as seen in
Fig.(8.25) (to be compared with Fig.(8.23(b)) for the reference case).
Fig. 8.26(a) shows a comparison between the temporal evolution of mean
reaction rate for Simulations 1 and 1.1. Only small discrepancies in mean re-
action rate (proportional to heat release rate) are observed when the fuel inlet
mass flow rate is fixed.
Fig. 8.26(b) shows a comparison between the time pressure signals at the
location of the pressure probe 4 for Simulations 1 and 1.1 (see Table 8.2). As in
the previous figure, no major differences are found with respect to Simulation
1. The pressure peaks of Simulation 1.1 coincide well with the ones predicted
in Simulation 1.
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Figure 8.25: Temporal evolution of the fuel inlet mass flow rate normalized by its
mean value, corresponding to Simulation 1.1. A high relaxation coefficient is set on
the fuel inlets to impose a constant fuel inlet mass flow rate.
(a) (b)
Figure 8.26: Comparison of (a) Mean reaction rate temporal evolution and (b)
Pressure signal at probe 4, between simulations 1 (solid lines) and 1.1 (dashed lines).
Therefore we can conclude that the fuel inlet impedance is a parameter with
little effect, if any, on combustion stability for the configuration studied. The
fuel flow rate can be sensitive or not to pressure oscillations: the instability does
not depend on it. This does not prove that unsteady mixing is not important.
As shown in Fig.(8.19), fuel does accumulate upstream of the wedge at certain
instants and the effect of the acoustic pulsations is to inject vortices and mixed
(or partially premixed) reactants in the chamber. However, that is independent
of the fuel flow rate oscillations. This is a useful piece of information, even
experimentally, because it eliminates one potential source for instabilites: the
pulsation of flow rates in the fuel lines.
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8.5 Simulation 1.2: influence of air inlet condi-
tions
The influence of the air inlets impedance on the LCO features was tested
as well. Simulation 1.2 was performed using the exact same parameters as in
Simulation 1, except for an increased air inlet relaxation coefficient Kair, which
was set to 105. This allows to fix the air inlet mass flow rate, as shown in
Fig.(8.27) (to be compared with Fig.(8.23(a)) for the reference case), so that
the effect of air inlet mass flow rate fluctuations can be assessed.
Figure 8.27: Temporal evolution of the air inlet mass flow rate normalized by its
mean value, corresponding to Simulation 1.2, where a high relaxation coefficient is set
on the air inlets.
(a) (b)
Figure 8.28: Comparison of (a) Mean reaction rate temporal evolution and (b)
Pressure signal at probe 4, between simulations 1 (solid lines) and 1.2 (dashed lines).
Figure 8.28 shows a comparison of time signals of mean reaction rate and
local pressure between simulations 1 and 1.2. Very small differences are seen
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between both simulations, the amplitude of the LCO is not amplified nor de-
creased. Air inlet mass flow rate fluctuations are then ruled out as well as
responsible for the heat release oscillations, showing that the problem is cor-
rectly closed acoustically: boundary conditions are imposed far enough from
the combustor to have a limited impact on the self-excited modes.
8.6 Simulations 1.3 and 1.4: influence of mesh
The computational mesh used throughout this work was designed to be able
to resolve key aspects of the flow such as fuel/air mixing and the flame features
properly. When discretizating the computational domain one might tend to
impose a very small cell size so that all the flow features are correctly resolved.
This is not always possible due to limited computational ressources and a trade-
off between accuracy and computational cost is usually made. However, mesh
independency of the results must be ensured if trustworthy results are to be
produced.
For this exercise, a simulation of the reference case OP1 was first per-
formed using a refined mesh (Simulation 1.3). Cell size was reduced from 0.4
mm to 0.25 mm in the flame zone and the resulting number of nodes in the
mesh went up from 1.1 M to 2.8 M. The minimum cell volume decreased from
Vmin = 2.444 · 10−13 m3 in Simulation 1 to Vmin = 9.366 · 10−14 m3 in Simula-
tion 1.3. Consequently, the time step of the simulation also decreased, since it
is imposed by the CFL condition [34], as in Eq. 8.8.
∣∣∣~V ∣∣∣ and c are local values
of the modulus of the velocity vector the speed of sound, respectively. AVBP
is a compressible code with explicit time integration, thus the CFL condition
must be fulfilled in order for the numerical integration to be stable. The CFL
number is set to 0.7 here.
∆tmax = CFL · V
1/3
cell(∣∣∣~V ∣∣∣+ c)
∣∣∣∣∣∣
min
(8.8)
Figure 8.29 shows a sequence of vorticity modulus fields during a period of
the LCO in Simulation 1.3. The flow is self-excited as observed in Simulation
1. As the fresh gases enter the chamber through the gaps, strong shear layers
are created, leading to the creation of many small vortices that enhance the
ignition of the fresh mixture by the hot burnt gases. The refined mesh used for
this simulation allows to capture a wider variety of turbulent structures than in
Simulation 1.
Figure 8.30 shows a sequence of temperature fields and reaction rate isocon-
tours during a period of the LCO in Simulation 1.3. As observed in Simulation
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1, the fresh gases are ignited by the hot burnt gases in the CRZ and CORZ as
they enter the downstream duct through the gaps. The shear layers between
the fresh gases jets and the hot recirculating gases create turbulence which leads
to a highly wrinkled flame front. The mesh refinement in the flame zone, with
respect to the mesh of Simulation 1, allows to obtain a turbulent flame front
which is distorted by smaller eddies, leading to an augmentation of the flame
surface area, and to a decreased thickening factor for the Thickened Flame LES
(TFLES) model.
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(a)
(b)
(c)
(d)
Figure 8.29: Sequence of instantaneous vorticity modulus fields showing the flow
oscillatory behaviour over a full period of the LCO for Simulation 1.3. Times (s): a)
0.2422, b) 0.2429, c) 0.2436, d) 0.2443.
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(a)
(b)
(c)
(d)
Figure 8.30: Sequence of instantaneous temperature fields and reaction rate isocon-
tours showing the flame oscillations over a full period of the LCO for Simulation 1.3.
Times (s): a) 0.2422, b) 0.2429, c) 0.2436, d) 0.2443.
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Figures (8.31) and (8.32) shows a comparison of instantaneous thickening
factor fields and scatterplots of F versus mixture fraction Z between Simulations
1 and 1.3, respectively. When the cell size of the computational grid in the
flame zone is reduced from 0.4 mm to 0.25 mm, the thickening factor gets
proportionally reduced from typical values of around 3 in Simulation 1 to values
around 1.5 in Simulation 1.3.
(a) Simulation 1
(b) Simulation 1.3
Figure 8.31: Instantaneous thickening factor field corresponding to (a) Simulation 1
and (b) Simulation 1.3 at the time instant t = 0.242 s.
Figure 8.33(a) shows a comparison of temporal evolution of mean reaction
rate between simulations 1 and 1.3. The agreement is good at the beginning but
differences appear as time goes by. In particular, sharper and more localised in
time mean reaction rates are found in Simulation 1.3 with respect to Simula-
tion 1, whose amplitude is lower and more distributed in time. The differences
are ascribed to the fact that, due to the finer grain turbulence captured by the
refined mesh, the reactants burn faster as a result of the higher flame surface
area. The spiky mean reaction rate temporal evolution leads to pressure oscilla-
tions whose amplitude is somewhat higher than in Simulation 1, as seen in Fig.
8.33(b). Also, the frequency of the LCO seems to increase slightly.
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(a) Simulation 1 (b) Simulation 1.3
Figure 8.32: Scatterplot of the thickening factor F versus mixture fraction Z corre-
sponding to instantaneous solutions of (a) Simulation 1 and (b) Simulation 1.3 at the
time instant t = 0.242 s.
(a) (b)
Figure 8.33: Comparison of (a) Mean reaction rate temporal evolution and (b)
Pressure signal at probe 4, between simulations 1 (solid lines) and 1.3 (dashed lines).
Since Simulation 1 and 1.3 did not demonstrate a full mesh independency, an
additional simulation (Simulation 1.4) was performed using the same parameters
as in Simulation 1.3 but using an even more refined mesh. In Simulation 1.4, a
mesh with 4.4 M nodes was used. The cell size in the flame region was set to
0.2 mm and the minimum cell volume is Vmin = 9.358 · 10−14 m3. This mesh
study allows to determine the number of mesh points needed to attain a mesh-
independent solution. A comparison of mean reaction rate and pressure signal
at the location of pressure probe 4 between Simulations 1.3 and 1.4 is shown in
an independent figure (Fig. 8.34) for the sake of clarity. The results of the LES
show slight discrepancies when the computational mesh is refined from 2.8 M
to 4.4 M nodes. Even though differences in the instantaneous solution seem to
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appear after 3 acoustic periods (from t = 0.250 s), no change on the amplitude
or frequency of the LCO is observed. This indicates that, beyond this degree
of refinement, no quality improvement of the results is to be expected with an
increase in the number of mesh points.
(a) (b)
Figure 8.34: Comparison of (a) Mean reaction rate temporal evolution and (b)
Pressure signal at probe 4, between simulations 1 (solid lines) and 1.3 (dashed lines).
8.7 Simulation 1.5: influence of adiabaticity
A simulation corresponding to OP1 was performed (Simulation 1.5) using
the exact same parameters as in Simulation 1, except for the boundary con-
ditions on the burner walls. Adiabatic boundary conditions were used on the
wedge and the downstream duct walls in Simulation 1.5, instead of the heat
losses imposed so far. This allows to observe the effect that heat losses have on
the computation of LCO.
As expected, adiabatic walls prevent the burnt gases to lose heat along the
downstream duct as they flow towards the burner outlet. Fig. 8.35 shows mean
temperature fields of Simulations 1 and 1.5. When adiabatic walls are imposed,
no heat losses from the burnt gases to the walls occur along the downstream
duct, leading to temperature differences of the burnt gases of up to ∼ 400 K at
the burner outlet between Simulations 1 and 1.5.
Figure 8.36 shows a comparison of temporal mean reaction rate and pressure
at the location of pressure probe 4 between Simulations 1 and 1.5. Imposing
adiabatic walls in the simulation does not have any effect on the amplitude of
the computed LCO, however, a phase shift in the mean reaction rate and pres-
sure oscillations is observed. The higher burnt gases temperatures obtained in
Simulation 1.5 leads to a higher speed of sound along the downstream duct. As
a consequence, a spectral analysis of the LES signals shows that the frequency
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(a) Simulation 1 (heat losses on walls)
(b) Simulation 1.5 (adiabatic walls)
Figure 8.35: Comparison of averaged temperature fields between (a) Simulation 1
and (b) Simulation 1.5.
of the unstable mode increases from 305 Hz in Simulation 1 to 332 Hz in Sim-
ulation 1.5.
(a) (b)
Figure 8.36: Comparison of (a) Mean reaction rate temporal evolution and (b)
Pressure signal at probe 4, between simulations 1 (solid lines) and 1.5 (dashed lines).
8.8 Simulation 1.6: influence of radiative heat
losses
So far, conductive and convective heat losses of the burnt gases to the liner
walls were taken into account. However, radiative heat losses were neglected.
A new simulation (Simulation 1.6) similar to Simulation 1 was performed, but
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radiative heat losses were included.
Accurate computations of radiative exchanges within gases is a complicated
problem which involves the solution of the radiative transfer equation (RTE)
[101]. Radiation emission and absorption must be accounted for, considering the
directions of propagation (non-local exchanges) and the spectral dependence of
the radiative properties. This problem constitutes a challenge in itself and, al-
though technically possible to couple LES and detailed radiation computations
[3, 4, 119], reduced models are used to ensure the best accuracy with an accepta-
ble CPU time ratio between LES and radiation.
Here the optically thin limit (OTL) approximation is made, whereby the
gases are supposed to be transparent to radiation. Radiation exchanges occur
with the surroundings at temperature Ts (here the chamber walls): absorption
within the gas is neglected. Also, the frequency dependence of the radiative
properties is eliminated assuming grey gases with spectral-averaged properties.
A source term S˙rad was added to the energy equation 6.19 accounting for the
volumetric power loss due to radiative heat exchange between the hot burnt
gases and the cold surroundings (the liner walls here) [133], and is computed as
in Eq. 8.9:
S˙rad = −4σ
(
T 4 − T 4s
)Nspec∑
i=1
(piap,i) (8.9)
where σ = 5.669 · 10−8 W/m2K4 is the Stefan-Boltzmann constant, T is the
local gas temperature, Ts is the temperature of the surroundings, pi is the
partial pressure of species i and ap,i is the Planck absorption coefficient of the
grey gases for species i. Absorbing species are CO2 and H2O. The Planck mean
absorption coefficients are given in terms of a polynomial expression as follows:
ap,i = exp
(
C0 + C1 · ln (T ) + C2 · [ln (T )]2 + C3 · [ln (T )]3 + C4 · [ln (T )]4
)
(8.10)
where the coefficients in Eq. 8.10 were taken from Gore et al.[59] and are -
summarized in Table 8.5.
Species C0 C0 C0 C0 C0
H2O 278.713 -153.24 32.1971 -3.0087 0.104055
CO2 969.86 -588.38 132.89 -13.182 0.48396
Table 8.5
The temperature of the walls is assumed constant and set to Ts = 550
K, value estimated from available measurements performed at University of
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Twente.
Note that the OTL approximation is not suitable for optically thick gases,
such as in the presence of soot. In the LIMOUSINE test rig, no soot was ob-
served. However, the downstream duct might be long enough (Ldsduct = 0.78
m) for radiation absorption to become non-negligible in the y direction (along
the burner). The assessment of the impact of the radiative model on the results
is left for future studies.
Figure 8.37 shows the mean temperature field corresponding to Simulation
1.6. The additional heat losses due to radiation lead to a larger temperature
decrease along the combustor. The temperature of the burnt gases at the burner
outlet is ≈ 300 K lower than the one obtained in Simulation 1. The impact on
the acoustics of the burner is summarized in Tab. 8.6, where the frequencies
of the first three acoustic eigenmodes obtained with an averaged solution from
Simulation 1.6 are shown. Somewhat lower frequencies are obtained due to the
lower temperature, and therefore of the sound speed, of the burnt gases along
the combustor. However, the differences in acoustic frequencies are small as
there is only a significant temperature difference in the region near the burner
outlet.
Figure 8.37: Mean temperature field corresponding to Simulation 1.6.
Order of the mode Frequency (Hz) Difference with Simulation 1 (Hz)
1 177.0 -8
2 330.0 -6
3 664.7 -27
Table 8.6: Acoustic eigenfrequencies of the burner given by acoustic analysis (AVSP)
in Simulation 1.6.
Figure 8.38 shows a comparison between mean reaction rate and pressure
signal at the location of pressure probe 4 between Simulations 1 and 1.6. The
amplitude of the reaction rate and pressure oscillations is conserved, but both
signals seem to shift appart very slowly with time. The frequency of the LCO
predicted in Simulation 1.6 is 303 Hz, which is only 2 Hz lower than the fre-
quency of the unstable mode of Simulation 1. This difference is readily explained
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by the decrease in the burnt gases temperature along the combustor due to ra-
diative losses.
(a) (b)
Figure 8.38: Comparison of (a) Mean reaction rate temporal evolution and (b)
Pressure signal at probe 4, between simulations 1 (solid lines) and 1.6 (dashed lines).
8.9 Simulation 2: influence of the OP.
As seen in Fig. 7.5 stable combustion was observed when the burner was
operated at the conditions of OP2. In order to shed some light on the phys-
ical phenomena responsible for the transition to stability in the LIMOUSINE
burner, a simulation was performed reproducing the conditions at OP2, and
the results are shown in the present section. Simulation 2 was initialized with
a solution corresponding to Simulation 1, and only the air mass flow rate was
changed to that of OP2, with an air factor λ = 1.8.
Figure 8.39 shows a sequence of instantaneous temperature fields and re-
action rate isocontours corresponding to Simulation 2. It is observed that the
flame behaviour changes along the sequence. Fig. 8.39(a) depicts an oscillat-
ing flame, corresponding to Simulation 2 before the transition to stability takes
place. In the subsequent snapshots, it is seen that the flame stops oscillating
and stabilizes above the wedge, where it remains. Position changes of the flame
front still occur, but are due to turbulence, and not to a thermo-acoustic insta-
bility.
Different factors explain the transition to stable combustion. The increase in
air factor λ from 1.25 in Simulation 1 to 1.8 in Simulation 2 has two immediate
consequences. First, the flow velocity increases due to the increase in air inlet
mass flow rate. Second, the turbulent flame speed of the mixture decreases, as
a result of the decrease in global equivalence ratio within the burner (the fuel
inlet mass flow rate is held constant). The fresh gases are now being squeezed
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through the gaps into the downstream duct at an even higher mean velocity
than before and, as a result, the hot burnt gases in the CORZ are blown away.
Burnt gases are then replaced by cold fresh gases in the CORZ. Unlike in Sim-
ulation 1, the flame is not able to propagate upstream to the CORZ due to the
increased flow velocity and the diminished flame speed. In this situation, the
flame is only stabilized by the burnt gases in the CRZ, as seen in Fig. 8.39(d).
The fresh gases jets issuing into the chamber are only ignited through their sides
in contact with the CRZ, and not through both sides, as seen in Fig. 8.39(a).
This, combined with a higher gases flow velocity than in Simulation 1 forces
the fresh gases to travel a longer distance before burning: the flame obtained in
Simulation 2 is longer than that of Simulation 1.
Figure 8.40 shows a comparison of time averaged heat release fields between
simulations 1 and 2: the presence of hot burnt gases in both the CRZ and the
CORZ in Simulation 1 leads to a compact flame. On the other hand, a flame
∼ 50% longer is found in Simulation 2, as it is only stabilized by the CRZ. The
latter flame is also observed to be much more defined in space, as a result of
the stable behaviour.
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(a)
(b)
(c)
(d)
Figure 8.39: Sequence of instantaneous temperature fields and reaction rate isocon-
tours showing the transition to stability in Simulation 2.
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(a) Simulation 1.
(b) Simulation 2.
Figure 8.40: Comparison of mean heat release rate fields between simulations 1 and
2 showing the difference in flame length and flame stabilization by the CORZ.
Figure 8.41 shows a comparison of mean reaction rate temporal evolution
and pressure signal at the location of probe 4 between simulations 1 and 2.
When conditions are changed from OP1 (Simulation 1) to those of OP2 (Sim-
ulation 2), the mean reaction rate within the combustor stops oscillating and
gets stabilized, showing only small amplitude around its mean value, which are
ascribed to turbulent fluctuations. The effect on the presure signal is clear, the
large amplitude periodic oscillations cease to exist and only uncorrelated pres-
sure fluctuations are observed. This behaviour is explained by the fact that, as
a result of the change in flame stabilization process, the longer flame obtained
leads to a spatially distributed heat release rate which is no longer in phase
with the pressure oscillations. Even when heat release rate temporal fluctua-
tions might be locally in phase with pressure oscillations, injecting energy into
the acoustic field, heat release rate and pressure fluctuations are out of phase
elsewhere, hence an inverse energy transfer out of the acoustic field is taking
place. Globally, there is not a net energy transfer from the flame to the acoustic
mode of the LCO, and the thermo-acoustic instability dies out.
Figure 8.42 shows the temporal evolution of the Rayleigh parameter, relative
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pressure fluctuations at the location of probe 4 and normalized mean heat release
rate corresponding to Simulation 2. Acoustic pressure oscillations cease to be
in phase with the heat release rate leading to negative values of the Rayleigh
parameter. Negative values of R indicate that, globally, energy is being pumped
out of the acoustic mode thus leading to the suppresion of the thermo-acoustic
instability. The role of the flame stabilization by the hot gases in the CORZ
on the transition to combustion stability was previously studied by Huang [65],
where similar conclusions were drawn.
(a) (b)
Figure 8.41: Comparison of (a) Mean reaction rate temporal evolution and (b)
Pressure signal at probe 4, between simulations 1 (solid lines) and 2 (dashed lines).
Figure 8.42: Rayleigh parameter, relative pressure fluctuation time signal and nor-
malized mean heat release rate of Simulation 2.
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8.10 Simulation 3: influence of burner geometry
Before the definitive version (V.3) of the LIMOUSINE burner, another ver-
sion was built and operated, referred to as V.2. Fig. 8.43 shows burner geometry
details around the wedge zone for the V.3 and V.2 versions. It is seen that side
blocks were added at both sides of the wedge in the version V.3 with respect to
V.2. When the side blocks are removed, the contraction to the flow passage to
the downstream duct is eliminated. Also, the right angle corners between the
side blocks and the liner walls dissapear.
V.2 was observed to show a stable behaviour for all the operating range
studied. Since the purpose of the LIMOUSINE project was to study thermo-
acoustic oscillations, version V.3 was built and tested, showing LCO as desired.
However, studying version V.2 was also a useful exercise, described here with
LES.
Figure 8.43: Drawing of the burner geometry around the wedge showing the differ-
ences between versions V.3 (left half) and V.2 (right half). Dimensions are in mm.
Figure provided by the University of Twente..
In order to study the effect of geometrical changes on the stability of the
LIMOUSINE burner, a simulation of version V.2 was performed (Simulation
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3). This allows to determine the flow features in this configuration, and the
possible reasons of its behaviour. The operating point and the parameters of
the simulation are those of Simulation 1.
Figure 8.44 shows an instantaneous fuel mass fraction field of Simulation 3.
Fuel jets start mixing as they meet the air stream in cross flow but they do
not have enough time to mix before entering the downstream duct. Indeed, two
separate streams, corresponding the fuel and air can be clearly differentiated
as the chamber entrance. As the side blocks were removed, the flow does not
experience any acceleration as they enter the chamber, and a poor fuel/air
mixing is achieved. Also, no CORZ at both sides of the wedge are observed,
since the removal of the side blocks leads to a straigth duct configuration with
no place for the flow to recirculate, except for the CRZ.
Figure 8.44: Instantaneous fuel mass fraction field of Simulation 3.
Figure 8.45 shows a scatterplot of heat release rate versus mixture fraction of
an instantaneous solution of Simulation 3. The shape of the scatterplot indicates
that combustion is taking place mainly in a diffusion mode, as the flame struc-
ture reproduces the theoretical Burke-Schumann structure of diffusion flames
[24]. The flame structure obtained in the burner version V.2 is therefore differ-
ent from the one obtained in the simulations of version V.3, as seen previously
in Fig. 8.13, where a partially-premixed mode of combustion was observed.
Figure 8.47 shows a sequence of instantaneous temperature fields and reac-
tion rate isocontours of Simulation 3. It is seen that the flame is only stabilized
by the hot gases in the CRZ, since the CORZ does not even exist on this con-
figuration. The poor fuel/air mixing leads to a diffusion flame which spans a
distance of ∼ 10 cm along the downstream duct, which is ∼ 50% to 100% longer
than the flame of Simulation 1, as seen in Fig. 8.17. Also, due to the absence of
flow acceleration at the chamber entrance, low turbulence levels are generated
at the shear layers between the fresh gases and the gases in the CRZ, leading
to a flame front which is less wrinkled than in Simulation 1.
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Figure 8.45: Scatterplot of heat release versus mixture fraction of an instantaneous
solution of Simulation 3.
Figure 8.46 shows a comparison of mean reaction rate temporal evolution and
pressure signals between simulations 1 and 3: the heat release rate experiences
some perturbations whose amplitude is, however, much lower than the ones seen
in Simulation 1. Likewise, pressure fluctuations are observed in Simulation 3,
which are small compared to the ones of Simulation 1. Even though pressure
and heat release oscillations are present in Simulation 3, they are not LCO,
since their amplitude is low and they do not follow a clear pattern. The reasons
why LCO are not reached in this case are similar to the ones explained for
Simulation 2: the long flame obtained (here due to a poor fuel/air mixing)
decouples the heat release rate oscillations from the pressure oscillations because
of the subsequent spatially distributed heat release.
(a) (b)
Figure 8.46: Comparison of (a) Mean reaction rate temporal evolution and (b)
Pressure signal at probe 4, between simulations 1 (solid lines) and 3 (dashed lines).
8.10. SIMULATION 3: INFLUENCE OF BURNER GEOMETRY 127
(a)
(b)
(c)
(d)
Figure 8.47: Sequence of instantaneous temperature fields and reaction rate isocon-
tours showing the flame behaviour in Simulation 3.
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8.11 Comparison with experimental results
Several experimental measurements are available for the validation of the
LES. Comparisons between the simulations and the experiments are made in
this section.
8.11.1 Version V.3 at OP1
Figure 8.48 shows temperature profiles along the central line of the burner
in Simulations 1 and 1.6, as well as temperature values measured with the ther-
mocouples of Fig. 7.4. Simulation 1 seems to overpredict the temperature of
the burnt gases by ∼ 400 K with respect to the experimental measurements.
This difference is lower for Simulation 1.6 (radiative heat losses included), who
predicts the correct gases temperature only at the burner outlet.
It is worth noting that the thermocouples used (thick type) are subject
to radiative losses, so that the temperature value they provide underestimates
the real temperature within the burner. The error is estimated to be 100 K
so that the difference between simulation and experiment might not be that
high. However, even taking into account the temperature correction of the
measurements, temperature is still overpredicted by the LES.
Figure 8.48: Comparison of experimental temperature measurements and computed
temperature profiles along the central axis of the burner without (Simulation 1) and
with (Simulation 1.6) radiative losses.
Figure 8.49 shows pressure signals measured with the pressure probes 4, 5
and 6 and their Fourier Transforms. A clear oscillatory behaviour at a dominant
frequency of 261 Hz is observed. The amplitude of the pressure oscillations is ≈
4000 Pa, which indicates the presence of LCO of a thermo-acoustic instability.
Also, a secondary pressure peak is found at a frequency of 522 Hz, indicat-
ing the appearance of another unstable mode. Finally, a heat release rate time
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signal (and Fourier Transform) obtained with a OH radical photomultiplier are
shown in Fig. 8.50, which confirms the existence of LCO at a frequency of 261
Hz.
(a) (b)
(c) (d)
(e) (f)
Figure 8.49: (a), (c) ,(e) Time signals of the pressure fluctuations around their mean
value recorded in the experiment of V.3 burner at OP1. Signals correspond to pressure
probe locations 4, 5 and 6 respectively. (b), (d), (f) Fourier Transforms of the pressure
signals from probes 4, 5 and 6 respectively.
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(a) (b)
Figure 8.50: Heat release rate signal of the V.3 burner at OP1 measured with a OH
radical photomultiplier. (a) Time signal. (b) Fourier Transform of the time signal.
The LES of the V.3 burner at OP1 also captured LCO. However, the pre-
dicted frequency of the dominant unstable mode was higher than the one ob-
served in the experiment (303 Hz in Simulation 1.6). This is partly ascribed to
the fact that heat losses seem to be underestimated in the simulations, leading
to an overprediction of the burnt gases temperature along the combustor, as
seen in Fig. 8.48. Another source of error might be the resolution of the pres-
sure spectrum from the LES. Indeed, a poor resolution is observed compared to
the experiment. The spectral resolution is proportional to the number of cycles
computed and the only way to improve this is to compute longer times. How-
ever, the cost of LES in terms of computational time and money were already
high enough, so that they were stopped after an acceptable resolution of the
spectra was obtained. There is no way the LES can compete with the experi-
ment when it comes to resolution of the spectra, since the experiment captures
seconds (or minutes) of pressure signal in real time, whereas this would be years
of computing. Nevertheless the spectrum resolution is still an additional source
of error, so that the frequency of the LCO captured by the LES might be closer
to the experiment than expected. Finally, the amplitude of the LCO is well
predicted by the simulations.
The flame shape in the unstable case seems to be well described by the sim-
ulations. Figure 8.51 shows a sequence of images of the flame obtained experi-
mentally using CH radical chemiluminescence. The frequency of the CH camera
is 500 Hz which, taking into account that the flame is observed in exactly 1 snap-
shot out of two, confirms again that LCO occur at a frequency close to 250 Hz
in the experiment. The flame observed in the experiment has a ball-like shape,
rather than well defined flame wings at each side of the flame holder. This is
in accordance with the simulations, where it was seen that large mushroom-like
vortices issuing from the 3mm gaps, as well as small scale turbulence, fold the
flame fronts leading to a flame shape similar to the one observed experimentally.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 8.51: Sequence of CH radical chemiluminescence images recorded at a fre-
quency of 500 Hz on the V.3 burner at OP1. Unstable combustion is observed.
Figure 8.50 shows a comparison of the modes structures between the acous-
tic code, the LES and the experiment. The experimental modes structures were
constructed using the Fourier Transform of the pressure signals at the six pressu-
re probes along the combustor. Fig. 8.52(a) shows the dominant unstable mode
predicted in the LES and the one measured experimentally. The second acous-
tic eigenmode given by AVSP is included in the figure. This mode corresponds
to a three-quarters wave mode of the whole burner, where a discontinuity is
observed in the wedge zone due to the sudden change in cross section area.
The shape of the unstable mode is well predicted by the LES, with respect to
the experiment. However, AVSP underestimates the amplitude of the pressure
mode in the downstream duct. This may be due to the fact that no active
flame model was used in computations of the acoustic eigenmodes. Fig. 8.52(b)
shows the structure of the secondary unstable mode predicted by the LES and
the one measured experimentally, as well as the third acoustic eigenmode given
by AVSP. This mode corresponds to the five-quarters wave mode of the chamber
and there is a good agreement between the LES, the experiment and AVSP.
A question arises at this point regarding the instability modes observed both
in the LES and in the experiment: why is it that the unstable modes are the
three-quarters and five-quarters wave modes, and not the quarter wave mode of
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the chamber? Indeed, the quarter wave mode is a priori the most likely mode
the become unstable, since it is the dominant one. Let us notice that, in the
present configuration, the so-called three-quarter wave mode of the full burner
can also be seen as the quarter wave mode of the downstream duct alone. The
small dimension of the gaps between the wedge and the side walls defines a
high blockage ratio between the upstream and downstream ducts, so that the
interface section acts practically as a solid wall, therefore imposing a pressure
antinode, as observed in Fig. 8.52. Therefore the dominant mode of the LCO
is in reality a quarter wave mode.
(a) (b)
Figure 8.52: Comparison of modes structures: a) Second acoustic mode given by
AVSP and dominant unstable modes from the LES and the experiment, b) Third
acoustic mode given by AVSP and secondary unstable modes from the LES and the
experiment.
8.11.2 Version V.3 at OP2
The V.3 burner, altough unstable at OP1, showed a stable behaviour at
when working under conditions of OP2 (see Fig. 7.5). Indeed, when the air
factor was increased from the one of OP1 to that of OP2, the LCO dissapeared
and a stable flame was observed. Fig. 8.53 shows a sequence of images recorded
with CH radical chemiluminescence. A stable flame is observed in the sense
that the heat release is located in the same region over time, except for some
small flapping of the flame wings due to turbulence. Also, only low-amplitude
bradband noise was recorded with the pressure probes during operation indi-
cating the absence of LCO.
Similar characteristics were observed in Simulation 2: a stable flame regime
was predicted. Only low-amplitude pressure fluctuations at no particular fre-
quency were recorded in the simulation. Also, a well-defined in space flame was
obtained (see Fig. 8.40(b)), in accordance with the experimental observations.
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(a) (b) (c) (d)
Figure 8.53: Sequence of CH radical chemiluminescence images recorded at a fre-
quency of 500 Hz on the V.3 burner at OP2. Stable combustion is observed.
8.11.3 Version V.2 at OP1
Figure 8.54 shows a picture of the flame observed in the V.2 burner at OP1.
A stable flame is obtained, with two wings at each side of the wedge which
are well located in space. Also, no pressure or heat release oscillations were
observed in this burner version. The same results were predicted by the LES in
Simulation 3: a stable flame was obtained and only low-amplitude broadband
noise was recorded at the location of the pressure probes.
Figure 8.54: Picture showing the stable flame on the V.2 burner at OP1.
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Chapter 9
Conclusions and
perspectives II
9.1 Conclusions on LES of thermo-acoustic in-
stabilities
Large-Eddy Simulation and acoustic analysis tools were used to study the
behaviour of a partially premixed, methane/air burner operating at atmospheric
pressure known as the LIMOUSINE test rig. In particular, the flame stability
and the characteristics of the LCO are studied and the results are compared to
experimental measurements. Several conclusions are drawn:
– The LES was able to capture the appearance and development of thermo-
acoustic instabilities in the configuration studied. The amplitude of the
LCO and the shape of the unstable modes were well predicted. However,
the frequency of the LCO was somewhat overpredicted by the LES. This is
ascribed to the fact that the burnt gases temperature along the combustor
were overpredicted, which is due to an underestimation of the heat losses
through the walls.
– The LES shows that the stability of the flame can be changed with the
mean flow velocity. An increase in air mass flow rate implied a increase in
flame length which led to its stabilization due to a decoupling of the flame
and the acoustic field. The LES allowed to identify the role of the corner
recirculation zones (CORZ) on the flame stability. It was shown that the
presence of CORZ leads a short flame which is prone to thermo-acoustic
instabilities.
– A stabilization of the flame was observed when the burner geometry was
changed from the one of version V.3 to that of version V.2. A poor mixing
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and a change in the flame stabilization characteristics led to the suppre-
sion of the thermo-acoustic instability. This stable flame regime was also
captured by the LES.
– The LES results showed a small dependence on the fuel lines inlet impedances
for the configuration studied. The region upstream of the wedge acts as
a reservoir that absorbs transients in the fuel/air mixing process due to
fuel inlet mass flow rate fluctuations. Likewise, air lines inlet impedance
showed to have little or no effect on the LES results.
– Heat losses showed to play no major role on the stability of the flame for
the configuration studied. However, they control the temperature of the
burnt gases along the combustor, which has an influence on the frequency
of the LCO.
9.2 Perspectives
The LES results showed a good agreement with the experiments. However,
there are certain aspects that require some improvements. They constitute a-
dditional topics left for future studies:
– Accurate boundary conditions are needed in order to describe the correct
heat losses to the walls. It was shown that they control the temperature
of the gases along the downstream duct, with the associated impact on
the acoustics of the chamber. A correct prediction of the wall temperature
and the heat losses to the walls demands the use of conjugate heat transfer
methods [46], whereby the heat equation is solved within the solid parts.
– More complicated radiative models are costly but offer greater accuracy.
Here, the length of the combustor seems to demand models where radia-
tion absorption within the gas phase is accounted for. The adoption here
of the optically thin limit approximation was made for the sake of sim-
plicity but coupled simulations of the LES with a radiative code seem to
be a good option for the future [118].
– The utilization of a reduced computational domain throughout the present
work implied that the interaction between adjacent fuel holes, as well as
3D turbulence were neglected. A step further would imply computations
of the full burner to account for such effects. Also, the use of a full 3D
domain would present two extra solid surfaces that might have an impact
on the heat losses.
– Computations of fluid-structure interaction (FSI) seem to be interesting
for the present configuration. The large pressure oscillations arising during
the LCO of the thermo-acoustic instability might affect the structure in
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such a way that one or more natural vibration modes of the burner liner
could be excited, and thus, affect the acoustics of the chamber. As a
matter of fact, previous experimental studies on the LIMOUSINE test rig
showed that wall vibrations had a large impact on the stability of the
flame [28].
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Appendix A
The 1D code CAN2SOOT
A.1 Introduction
A numerical tool has been developed that allows to calculate, in the post-
processing stage, the soot mass fraction and the soot particle number density
corresponding to a one-dimensional flame. The flame must have been previously
computed with a code capable of handling steady-state one-dimensional flames,
such as CANTERA, which is the case here. This tool has been written in struc-
tured Fortran 90 and needs the flame profiles as an input. Several hypothesis
have been taken for the development of such tool:
1. The problem is time-independent and one-dimensional, no matter whether
the flame is burner-stabilised or freely propagating.
2. There is no two-way coupling between the gas phase and the discrete phase
(soot). Soot is dependent on the gas phase profiles, since its production
and transport depend on gas phase variables such as density, tempera-
ture and species concentration. Gas phase, on the other hand, does not
depend on soot variables, hence we eliminate its dependence through the
soot-induced radiative term. This one-way dependence allows for the cal-
culation of soot a posteriori.
A.2 Derivation of the equations
A.2.1 Soot model and simplifications
The soot model used is a semi-empirical two-equations model proposed by
Leung et al.[89]. Equations (A.1) and (A.2) describe the production and trans-
port of these two variables, where Ys is the soot mass fraction and ns is the soot
particle number density.
∂ρYs
∂t
+
∂ρYsui
∂xi
= − ∂
∂xi
(ρYsVt,i) +
∂
∂xi
(
ρ
ν
Scs
· ∂Ys
∂xi
)
+ ω˙
′′
s (A.1)
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These equations are simplified applying the hypothesis mentioned. An ad-
ditional hypothesis is taken, whereby the molecular diffusion term is neglected,
as it is usually very small with respect to the thermophoretic transport term.
After re-arranging, the resulting equations are:
∂
∂x
(ρYs (u+ Vt))− ω˙′′ys = 0 (A.3)
∂
∂x
(
ρn
N0
(ui + Vt)
)
− ω˙′′n = 0 (A.4)
Equations (A.3) and (A.4) express a balance between convection, thermophoretic
transport and production/destruction of the soot variables.
A.2.2 Discretization
In order to obtain a numerical solution, equations (A.3) and (A.4) must be
discretised. The input flame profiles were obtained with CANTERA using a
first-order spatial discretization, hence the equations will be discretised to first
order too. Finite differences are used, making a distinction between interior
points and the left boundary. The spatial domain is discretized by CANTERA
using a non-uniform grid, this allows to solve the sharp gradients in the flame
front without compromising the computational cost by introducing small cells
everywhere. Upwind differences are used. An inlet boundary condition is im-
posed in the equations at the left boundary, leading to the following expressions:
– Left boundary
(ui + Vt,i) (ρiYs,i)− ρinletuinletYs,inlet
∆xi
− ω˙′′ys,i = 0 (A.5)
(ui + Vt,i)
(
ρn
N0
)
i
− uinlet
(
ρn
N0
)
inlet
∆xi
− ω˙′′n,i = 0 (A.6)
– Interior points and right boundary
(ui + Vt,i) (ρiYs,i)− (ui−1 + Vt,i−1) (ρi−1Ys,i−1)
∆xi−1
− ω˙′′ys,i = 0 (A.7)
(ui + Vt,i)
(
ρn
N0
)
i
− (ui−1 + Vt,i−1)
(
ρn
N0
)
i
∆xi−1
− ω˙′′n,i = 0 (A.8)
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The subscript i makes reference to the value of the variable at the node i.
The cell size being ∆xi = xi+1 − xi.
Eqs. (A.5) - (A.8) are formulated for each of the two soot variables at each
of the N nodes in which the domain is discretised, hence defining a system of
2N non-linear equations for the variables ρYs and nN0 . The non-linearity is
introduced through the non-linear dependence of the source terms ω˙
′′
ys and ω˙
′′
n
on the soot variables.
A.3 Numerical solution
A.3.1 Problem formulation
Depending on the terms considered in the equations, these show a different
nature. Then, the equations that describe the equilibrium problem are elliptic
in nature, while the ones describing the time-dependent one are hyperbolic.
Different methods must be used to solve each kind of problem. As is shown in
section A.3.2, a combined approach is used in order to converge to a physical
solution.
Equilibrium problem
Equations (A.5) to (A.8) yield a system of 2N equations, where the first N
equations correspond to the equations for ρYs at each node and the equations
N + 1 to 2N correspond to the equations for nN0 at each node.
f1
(
ρ1Ys,1, ρ2Ys,2, ..., ρNYs,N ,
(
ρn
N0
)
1
,
(
ρn
N0
)
2
, ...,
(
ρn
N0
)
N
)
= 0
f2
(
ρ1Ys,1, ρ2Ys,2, ..., ρNYs,N ,
(
ρn
N0
)
1
,
(
ρn
N0
)
2
, ...,
(
ρn
N0
)
N
)
= 0
...
f2N
(
ρ1Ys,1, ρ2Ys,2, ..., ρNYs,N ,
(
ρn
N0
)
1
,
(
ρn
N0
)
2
, ...,
(
ρn
N0
)
N
)
= 0
(A.9)
System (A.9) can be expressed in a more compact form as:
F (y) = 0 (A.10)
The solution vector y stores the values of ρYs at the N nodes in its first N
components and the values of ρnN0 at the N nodes at its N+1 to 2N components.
Time-dependent problem
If the temporal variation term from Eqs.(A.1) and (A.2) is retrieved, then
the problem to solve is time-dependent and must be integrated over time at
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each point. For the sake of simplicity the Euler method is used, whereby the
time derivative is approximated by a first order difference in time.
∂ρYs
∂t
≈ (ρYs)
n+1 − (ρYs)n
∆t
(A.11)
∂
(
ρn
N0
)
∂t
≈
(
ρn
N0
)n+1
−
(
ρn
N0
)n
∆t
(A.12)
Superscript n indicates the solution at instant t = n ·∆t.
A.3.2 Problem solution
Solution of the time-dependent problem
Substituting expressions (A.11) and (A.12) in Eqs.(A.1) and (A.2), applying
the spatial discretization and re-arranging, the following expression is obtained:
yn+1 = yn − F ·∆t (A.13)
Vector y stores both soot variables and F is the residuals vector of the
discretized equations, which are advanced in time with a time step ∆t.
Solution of the equilibrium problem
The method chose to solve the problem is the Newton-Raphson’s method.
It is an iterative method that allows to converge to the final solution from a
given initial solution, as shown in Eqn. (A.14):
F
(
yk
)
+ J
(
yk
) · (yk+1 − yk) = 0 (A.14)
⇓
yk+1 = yk − J−1 (yk)F (yk) (A.15)
Index k refers to the iteration number. As shown in Eqn. (A.15), in order
to obtain a new solution yk+1, the solution vector yk at the previous iteration
k is needed, as well as the functions vector F and the jacobian matrix J both
evaluated with the solution vector yk.
Jacobian matrix computation
Unlike other existing codes like CANTERA or PREMIX, the jacobian matrix is
not approximated numerically, but it is calculated analitically, leading to exact
results. This is possible due to the reduced number of equations to solve (only
two variables), otherwise it would be a cumbersome task.
The expression for the jacobian matrix is:
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J
(
yk
)
=

∂f1
∂y1
∂f1
∂y2
· · · ∂f1∂yN
∂f1
∂yN+1
∂f1
∂yN+2
· · · ∂f1∂y2N
∂f2
∂y1
∂f2
∂y2
· · · ∂f2∂yN
∂f2
∂yN+1
∂f2
∂yN+2
· · · ∂f2∂y2N
...
...
...
...
...
...
. . .
...
∂f2N
∂y1
∂f2N
∂y2
· · · ∂f2N∂yN
∂f2N
∂yN+1
∂f2N
∂yN+2
· · · ∂f2N∂y2N
 (A.16)
As said before, the vector y ∈ R2N stores both soot variables, hence the
relations yi = ρiYs,i and yi+N =
(
ρn
N0
)
i
.
Taking expressions (A.5) - (A.8) for the fi functions and performing the corres-
ponding derivatives, the jacobian matrix is reduced to:
J
(
yk
)
=

∂f1
∂y1
0 0 · · · 0 ∂f1∂yN+1 0 · · · · · · 0
∂f2
∂y1
∂f2
∂y2
0 · · · 0 . . . ∂f2∂yN+2
. . . 0
...
0 ∂f3∂y2
∂f3
∂y3
0
. . . . . . 0
. . . . . .
...
...
. . . . . . . . . . . .
...
. . . . . . . . . 0
...
... 0 ∂fN∂yN−1
∂fN
∂yN
0
. . .
... 0 ∂fN∂y2N
0 · · · ... 0 ∂fN+1∂yN+1 0 0
. . .
... 0
0 · · · ... 0 ∂fN+2∂yN+1
∂fN+2
∂yN+2
0 · · · ... ...
...
... 0
. . . 0
. . . . . . . . . . . .
...
...
... 0
. . . . . . . . . . . . . . .
...
...
...
...
...
...
. . . . . . . . . . . . . . . 0
0 · · · · · · · · · · · · · · · · · · 0 ∂f2N∂y2N−1
∂f2N
∂y2N

(A.17)
The components of the jacobian matrix are then, for i = 1, N :
∂fi
∂yi
= ∂fi∂ρiYs,i =
ui+Vt,i
xi
− ∂ω
′′
ys,i
∂ρiYs,i
∂fi
∂yi−1
= ∂fi∂ρi−1Ys,i−1 =
ui+Vt,i
xi
∂fi
∂yN+i
= ∂fi
∂
“
ρn
N0
”
i
= − ∂ω
′′
ys,i
∂
“
ρn
N0
”
i
∂fN+i
∂yN+i
= ∂fN+i
∂
“
ρn
N0
”
i
= ui+Vt,ixi −
∂ω
′′
n,i
∂
“
ρn
N0
”
i
∂fN+1
∂yN+i−1
= − ∂fN+1
∂
“
ρn
N0
”
i−1
= −ui−1+Vt,i−1xi
All the other elements of the jacobian matrix are null.
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Matrix operations
As seen in (A.17), the jacobian matrix is a sparse matrix (only three bands with
non-null terms) that has to be inversed at each iteration in order to calculate
the new solution.
To do that, the routine makes use of the LAPACK [5] libraries, as they are
optimised routines for handling matrices.
Combined solution procedure
The solution is sought applying both solution methods described in sections
A.3.2 and A.3.2. For the Newton method to converge it is a must to provide
it with a sufficiently accurate initial solution. This is done by advancing the
equations in time and feeding the Newton method with the outcome of this
time stepping procedure. If the Newton method does not converge then the
equations are advanced in time again. This iterative procedure is illustrated in
Fig.(A.1).
Advancing the equations in time allows to bring the solution into the con-
vergence domain of the Newton method.
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Figure A.1: Flow chart of the solution procedure.
