Abstract-Analyzing massive amounts of data and extracting value has become key across different disciplines. A plethora of approaches has been developed to analyze the deluge of data. Using these approaches, however, is not straightforward and many require a priori knowledge of the dataset to set parameters, such as the number of clusters, making their use challenging.
I. INTRODUCTION
Unlocking the value in the masses of the data stored and available to us has become a primary concern. Medical data, banking data, shopping data and others are all analyzed in great detail to find patterns, to classify behaviour or phenomena and to finally predict behaviour and progression. The outcome from these analyses is ultimately hoped to predict behaviour of customers, to increase sales in marketing, optimize diagnostic tools in medicine to detect disease earlier, optimize the outcome of medical treatments etc.
While there exists a plethora of tools and algorithms for the analysis and clustering of data today, many are difficult to use as they require the setting of parameters which is difficult without prior knowledge of the data. In fact, not knowing how to set these parameters typically leads to running the analyses repetitively, trying to improve the result of the analysis in each iteration. Setting the parameters through iterative trial and error, however, is not efficient and delays the analysis.
In this paper, we therefore develop a novel approach to efficiently estimate the parameters for analytics algorithms. We specifically focus on the broad class of cluster analysis algorithms [5] and demonstrate that we can cluster faster with the help of our estimation. Numerous algorithms have been proposed to decompose a generic dataset into a collection of clusters. Key to the concept of clusters is the idea of equivalence between (spatial) proximity and cluster membership. In a sense, clustering can be understood as the problem of finding sets/clusters of points such that distances within a cluster are significantly different from distances between clusters.
A. Related Work
Despite of descriptive statistics being a well-studied field, only little work related to multimodal, clustered data exists. Of the numerous approaches taken to estimate the 'best' number of clusters, most are using post hoc analysis which assesses or compares sets of clusters to maximize some quality criterion, be it heuristic (such as the 'elbow' method [9] , [16] ) or more quantitative (such as rate distortion methods, e.g., [15] ). Most of these methods are still essentially a posteriori, running (potentially simpler) clustering algorithms with different parameters to achieve their optimality criterion. The idea of using distances as a starting point to differentiate clusters is not novel per se, and it has been used in classification in, e.g., [8] or in most hierarchical clustering algorithms.
The idea of considering all pairwise distances within a cluster as a metric of the 'well-clustered' nature of it is not new either, and can be found in, e.g., [3] , but was used in the context of the k-means/k-clusters problem, with k given. Pairwise distances have also been used to propose an estimator using only the distance of the first and the second nearest neighbor of each point in the sample [6] or to estimate the intrinsic dimension of a dataset by applying the principle of maximum likelihood to the distances between close neighbors [10] . To the best of our knowledge, there has not been any a priori analysis of the distribution of distances as a projected summary of multiple features of a dataset.
Many 'non-parametric' methods (such as [12] ) still require the number of cluster as input. Others like [11] or [2] essentially build a dendrogram, which still requires external validation, be it with an external measure of cluster quality or an expert opinion, to decide where to stop.
II. NON-PARAMETRIC DISTANCE ESTIMATOR

A. Definitions
Given a distribution X over R k , we define a clustering as being the following function:
Such that: Intuitively, this means that to each pair of points, we associate whether they 'belong together': this is a continuous formulation of a similarity matrix where each pair of points is associated with some measure of how similar they are.
It follows from this definition that we expect a monotonic relationship between distance and clusters: points separated by a certain distance should intuitively not be considered part of the same cluster anymore. Formalizing this intuition in a rigorous probabilistic setting yields the clustering diameter:
This diameter is a single number expressing a characteristic 'size' of clusters over the entire set of pair of points, where 'size' is defined as the distance beyond which probability of belonging to the same cluster is less than some arbitrary . Naturally, it is then tempting to consider that true 'clusters' would result in very well-defined 'sizes': this is the intuition we follow to express optimal diameters.
B. The Distance Diameter Estimator (DDE) Definition. Given a hard clustering c, let us denote:
• 
Definition (Optimal diameter). A number is said to be optimal for clustering c if r c ( ) is not empty, and ∀η < , r c (η)
is empty, i.e. ∀η < , ∀δ ∈ R + :
and is optimal in the sense defined above.
In other words, we consider the optimal diameter to be the diameter minimizing the parameter. This makes sense, as a small means that distance less than a -diameter is then a very good proxy for 'clustered-ness'. It captures in a single pair (distance, probability) the global clustered-ness of the dataset, ranging from = 0.0 (clusters are literally enclosed in balls of diameter r) to = 1.0 (clusters become inversely correlated to distance). Our next goal is then to find a way to characterise and reach that optimal diameter.
To simplify, let us adopt the following notations:
Denoting conditional CDF F s (·) and F d (·) for same and different clusters. It follows immediately that: 
Furthermore, r is an optimal diameter of c.
Let us now consider the distribution D(X , Y) of differences of points of X and Y:
Then we can easily show that:
In particular, this proves the that the distribution of differences is a mixture of:
For simplicity, let us denote:
And observe that:
From Theorem 2, this means that the optimal diameter in this case corresponds to:
For convenience, let us note L(X , Y) the distribution of distances from elements of X to elements of Y:
And abbreviate L(X ) ∼ L(X , X )
The above can be interpreted as having the distribution of distances of a mixture of clusters being a mixture of distances:
Although the density minimum is a good candidate for the optimal diameter, it is not the same in the general case. Depending on the tail behaviour of the intra-and inter-cluster pairwise distances, it might actually be arbitrarily far from it. However, we will assume a certain regularity in the data, by considering these tails to be relatively well-behaved.
Hypothesis 1 (Distribution tail behaviour). Let us denote the density minimum m. Let us further assume that both densities are smooth and convex in a neighbourhood of m, and that:
For any arbitrarily small ν.
Lemma 3 (Tail calibration). Under Hypothesis 1, we can estimate the unknown value p by:
With (α, β) the absolute values of the roots of polynomial:
Lemma 4. Under Hypothesis 1, any fixed point of the function:
Theorem 2 (Distance estimator). Given a dataset provided with a hard clustering (X , c), using all the above notations, and under Hypothesis 1, if the function g:
if x ≥ m (6) admits a fixed point r, it is an optimal diameter.
III. IMPLEMENTATION AND VALIDATION
As seen in the previous section, the estimator can be decomposed into the following steps, which will be required to implement the estimator: 1) Sampling a set of distances from the original dataset (x k ) k≤N 2) Computing the 'density dip'm 3) Given this, using Lemma 3 will let us compute an estimatorp of p 4) Finally, using Theorem 2, we can computer. The sampling of distances is fairly trivial: by drawing two independent sets (i u ) and (j u ) of n integers in [1; N ] each, and considering the sequence:
This corresponds to a uniform sample of distances. Sorting it provides a sorted array of distance (d u ) u≤n , which we will use in the remainder of this section.
The next challenge is to find the density dip between 'intra' and 'inter' cluster distances.
Lemma 5 (Minimum density). Ifp is a local maximum of
is a local minimum of f , where q is the quantile function
The main challenge in this estimator is to truly select the cluster 'limit' and not any purely incidental minimum of this quantity. In particular, given a fine-enough sampling, discrepancies within a cluster can introduce noise: in order to avoid this, our implementation does the following:
• The maximum is looked up only for strictly positive distances, in order to avoid the (irrelevant) possible gap going from 0 to the smallest sampled distance.
• The array of distances is smoothed by performing a simple polynomial interpolation of the logarithm of the distances against the logit of its CDF.
• Finally, the remaining distances are further (randomly) subsampled, creating a sequence (u k ) of estimators of the maximizing index. We then takeû as the median of this sequence. Next, the computation ofp and subsequently, ofr simply corresponds to the direct implementation of Lemma 3 and Theorem 2 respectively.
IV. APPLICATIONS A. Theory
We argue here that this pair (distance, probability) constitutes a high-level description of the clustering structure of a dataset, and can then be used locally to perform the clustering in a much more efficient way. Furthermore, being a very condensed representation, it lends itself very easily to being distributed to many threads, cores or even physically distributed systems to operate on only a part of the dataset.
More advanced clustering algorithms should certainly be developed, but we argue that the essentially novel idea is that one can derive global probabilistic properties of a dataset, and use them locally to great effectiveness, as knowing the precise probability of an uncertain event is effectively more information than simply not knowing.
This section describes possible applications of having an effective estimator of the optimal diameter: 1) Estimating the likelihood of a given clustering. The likelihood of the clustering given c is:
2) A more constructive way of building the clusters exploits that cluster membership is transitive: i.e., given two points less than r apart, the probability of them belonging to the same cluster might not be high enough to be conclusive; however, given n 2 points all being less than r from any other point, the probability of every single point belonging to a different cluster (i.e. the probability of this not being a cluster of its own) decreases exponentially.
3) An extension of this 'inverts' the definition of the diameter using Bayes formula to get: Where P(d(x, y) < r) can easily be computed. 4) The above works for smaller datasets, but keeps a tight coupling between the global dataset and the local observations. This is quite remarkable: from the global distribution of distances, by simply assuming the existence of clusters discriminated on distance, we were able to derive an expression for the probability of two points to be in the same cluster; from there, possibilities are endless.
B. Experiments
We run all experiments on an 8-cores Intel i7-6700 3.40GHz, with 15GiB memory running Ubuntu GNU/Linux with Python 3.5 and NumPy v1.14.0 [17] and Cython v0.27.2 [1] . We compile Cython code against GCC with the -pthread -O2 options and use scikit-learn [14] v0.19.1.
We use the adjusted mutual information (AMI) [18] score to compare results of different approaches. The AMI score is broadly used to compare clusterings by adjusting the effect of agreement solely due to chance between clusterings.
Several clustering algorithms, such as Canopy Clustering [13] or DBSCAN [4] , [7] , explicitly require some value of the size of clusters, whose quality directly impacts the efficiency of the algorithm: Figure 1 shows the results of using the distance estimator as the and n. Not only is the fit excellent, this is also much faster which is crucial as the exhaustive search is a long process and the DBSCAN algorithm can be inefficient if parameters are poorly chosen.
The expeirments were ran on a 60000 record dataset of 28×28 pictures of handwritten digits, along with their labelling in [0; 9] . This is an extract from the MNIST database.
V. CONCLUSION
The field of data analysis requires projection of the data into a form which can be explored and analyzed. Conversely, machine learning seeks to extract fundamental characteristics of the data with minimal human intervention. As we show, both domains can benefit from each other.
In this work, we have defined a global criterion for 'clusteredness' on the entire distribution of pairwise-distances as a probabilistic alternative to local criteria and expressed a simple characterization of the optimum of such a criterion.
Building on this, we have presented the distance estimator, a simple yet powerful statistics extracting the representative 'diameter' of a clustering scheme in arbitrary dimension from the distribution of pairs of points. Although probabilistic, the results yielded are excellent estimations and when combined with simple clustering algorithms (such as DBSCAN, Canopy or k-means), can provide excellent, fully-unsupervised results.
