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Аннотация. Кластеры точечных и протяженных дефектов, возникающие в полупроводниках в результате 
радиационного воздействия, позволяют структурам приобретать различные свойства, которые могут быть 
использованы при изготовлении приборов нового поколения для наноэлекроники. Численное моделирова-
ние полупроводниковых материалов, применяемое для изучения таких процессов, — это ресурсоемкая и 
многограная задача. Для ее решения создан комплекс многомасштабного моделирования и задана много-
масштабная композиция, содержащая экземпляры базовых моделей-композиций. Разработан алгоритм, 
позволяющий ускорять расчеты для систем больших размерностей и учета большого количества взаимо-
действующих атомов. В качестве модели рассмотрена структура кремния с комплексом точечных дефектов. 
Молекулярно-динамическое моделирование проведено с применением многопараметрического потенциала 
Терсоффа. Для расчетов представлен эффективный подход к осуществлению параллельных вычислений, и 
применены программные средства распараллеливания вычислений, размещенные на гибридном высоко-
производительном вычислительном комплексе ФИЦ «Информатика и управление» РАН. Для реализации 
распараллеленного алгоритма использован стандарт OpenMP. Такой подход позволил значительно снизить 
вычислительную сложность проводимых расчетов.
Показано, что разработанное высокопроизводительное программное обеспечение может значительно 
ускорить молекулярно-динамические расчеты, в частности, такие как расчет энергии связи дивакансий за 
счет алгоритма распараллеливания.
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Моделирование кластеров  



























Было	 выделено	 два	масштабных	уровня	 (не	





0,1,2 0,1,2,K K=M M
в	которой	задействованы	следующие	обозначения	
базовых	моделей-композиций:
{ }Si Si Si Si01 01 01 01:	 , , ;V X MAEl
{ }Si Si Si Si11 11 11 11:	 , , ;V X MAMC 	 11MC 		
(«КРИСТАЛЛОХИМИЧЕСКАЯ	ФОРМУЛА»)
{ }Si Si Si Si12 12 12 12:	 , , ;V X MAMC 	 21MC 		
(«КВАНТОВО-МЕХАНИЧЕСКАЯ	ЯЧЕЙКА»)
{ }Si Si Si Si 121 21 21 21 2:	 , ,V X MA -MC MC 		
(«АТОМНЫЙ	КЛАСТЕР	—	СТАТИКА»)


























ячейку,	 состоящую	из	 64	 атомов,	 размерностью	
(2	×	 2	×	 2).	Уточняли	атомно-крис	тал-
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На рис. 1 представлена структура многомасштабной композиции для расчета 
упорядоченных кластерных конфигураций вакансий и межузельных атомов в Si. 















Рис. 1. Многомасштабная композиция для расчета дефектов в кремнии
Fig. 1. Multiscale composition for the calculation of defects in silicon 
 
На первом уровн , использовали данные по химическому составу и атомно-
кристаллической структуре Si (структура алмаза), полученные с помощью базовой 
композиции 11MC  («КРИСТАЛЛОХИМИЧЕСКАЯ ФОРМУЛА»). Далее их 
ис ользовали в качестве вход ых данных в базовой композиции 21MC  
(«КВАНТОВО-МЕХАНИЧЕСКАЯ ЯЧЕЙКА») при проведении первопринципных 
расчетов в рамках теории функционала электронной плотности с применением 
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Рис. 1. Многомасштабная композиция для расчета дефектов в кремнии
Fig. 1. Multiscale composition for the calculation of defects in silicon
Рис. 2. Кристаллическая решетка Si: 
а — без дефектов; б — с дивакансией
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ки	 обменивались	 данными,	 чтобы	
синхронизовать	параметры	атомов,	
которые	являются	общими	для	раз-





Рис. 3. Блок-схема алгоритма молекулярной динамики
Fig. 3. The block diagram of the molecular dynamics algorithm
Рис. 4. Блок-схема распараллеленного алгоритма


















































































864 991,664 358,496 1990,230 65,585
1152 1995,660 707,852 3830,310 125,255
2048 7010,740 2873,040 14231,100 464,480
Таблица	2












Температура в начале моделирования — 0 К
0 -74,0808 -74,0866 0 0
100 -74,0808 -74,0866 5,8324	⋅	10-34 9,8751	⋅	10-25
1000 -74,0808 -74,0866 6,0933	⋅	10-32 9,1005	⋅	10-25
10000 -74,0808 -74,0866 7,0054	⋅	10-34 3,1961	⋅	10-25
Температура в начале моделирования — 100 К
0 -74,0808 -74,0866 100 100
100 -73,5437 -73,9947 87,5567 52,6309
1000 -74,0808 -74,0120 87,5872 61,5911
10000 -74,0808 -73,9978 87,5872 54,2501
Температура в начале моделирование — 500 К
0 -74,0808 -74,0866 500 500
100 -70,9716 -73,6818 437,8505 291,3985
1000 -74,0808 -73,6169 437,9358 258,1365
10000 -74,0808 -73,6535 437,9360 276,9892
Температура	в	начале	моделирования	—	1000	К
0 -74,0808 -74,0866 1000 1000
100 -67,8394 -73,1538 875,6751 519,4458
1000 -74,0808 -73,1616 875,8718 523,6768




































































Multiscale modeling of clusters of point defects in semiconductor structures
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Abstract. Clusters of point and extended defects, arising in semiconductors as a result of radiation exposure, allow struc-
tures to acquire various properties that can be used in the manufacture of new generation devices for nanoelectronics. 
Numerical simulation of semiconductor materials used to research such processes is a resource-intensive and multifaceted 
task. To solve it, the multiscale modeling complex was created and the multiscale composition containing instances of 
basic composition models was set. An algorithm was developed that allows speeding up calculations for systems of large 
dimensions and accounting for a large number of interacting atoms. The structure of silicon with a complex of point defects 
was considered as a model. Molecular dynamics simulation was performed using the multiparameter potential of Tersoff. 
For the calculations, an effective approach to the implementation of parallel computing was presented, and software for 
parallelizing the computations was used, placed on the hybrid high-performance computing complex of the FRC «Computer 
Science and Control» of Russian Academy of Science. To implement the parallelized algorithm, the OpenMP standard was 
used. This approach has significantly reduced the computational complexity of the calculations.
It was shown that the developed high-performance software can significantly accelerate molecular dynamics calculations, 
such as the calculation of divacancy communication energy, due to the parallelization algorithm.
Keywords: multiscale modeling, point defects, high-performance software
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