Identificación de arquitecturas software basadas en componentes mediante Programación Evolutiva by Ramírez Quesada, Aurora
UNIVERSIDAD DE CÓRDOBA
Máster en Sistemas Inteligentes
Identiﬁcación de arquitecturas software
basadas en componentes mediante
Programación Evolutiva
Aurora Ramírez Quesada
Directores:
Prof. Dr. José Raúl Romero Salguero
Prof. Dr. Sebastián Ventura Soto
Córdoba, 05 de julio de 2013

Índice de contenido
Índice de ﬁguras iii
Índice de tablas v
Resumen 1
1. Introducción 3
2. Estado del arte 7
2.1. Search-Based Software Engineering . . . . . . . . . . . . . . . . . . . . . . . 7
2.2. Optimización de arquitecturas software . . . . . . . . . . . . . . . . . . . . . 8
2.3. Programación Evolutiva . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3. Modelo propuesto 11
3.1. Visión general del proceso de optimización . . . . . . . . . . . . . . . . . . . 11
3.2. Descripción del problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4. Diseño del algoritmo evolutivo 15
4.1. Fenotipo y genotipo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2. Restricciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.3. Inicialización de la población . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.4. Función de ﬁtness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.5. Operadores genéticos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.5.1. Operador de mutación Añadir Componente . . . . . . . . . . . . . . 22
i
4.5.2. Operador de mutación Eliminar Componente . . . . . . . . . . . . . 25
4.5.3. Operador de mutación Unir Componentes . . . . . . . . . . . . . . . 27
4.5.4. Operador de mutación Dividir Componente . . . . . . . . . . . . . . 28
4.5.5. Operador de mutación Mover Clase . . . . . . . . . . . . . . . . . . 30
4.6. Selección y reemplazo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.7. Desarrollo de un ejemplo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5. Experimentación 33
5.1. Software utilizado e instancias del problema . . . . . . . . . . . . . . . . . . 33
5.2. Conﬁguración de parámetros . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.3. Resultados y discusión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
6. Conclusiones y trabajo futuro 37
6.1. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.2. Trabajo futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Referencias 39
Apéndices 47
A. Publicaciones asociadas 47
ii
Índice de ﬁguras
3.1. Diagrama de ﬂujo del proceso de identiﬁcación de componentes . . . . . . . 12
4.1. Fenotipo del problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2. Genotipo del problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.3. Individuo de ejemplo a evaluar por el algoritmo evolutivo . . . . . . . . . . 20
4.4. Individuo de ejemplo para actuar como padre . . . . . . . . . . . . . . . . . 22
4.5. Individuo resultante tras aplicar el operador Añadir Componente . . . . . . 25
4.6. Individuo resultante tras aplicar el operador Eliminar Componente . . . . . 26
4.7. Individuo resultante tras aplicar el operador Unir Componente . . . . . . . 28
4.8. Individuo resultante tras aplicar el operador Dividir Componente . . . . . . 30
4.9. Individuo resultante tras aplicar el operador Mover Clase . . . . . . . . . . 31
4.10. Ejemplo de funcionamiento del algoritmo evolutivo . . . . . . . . . . . . . . 32
iii

Índice de tablas
4.1. Cálculo del ﬁtness sobre el individuo de ejemplo . . . . . . . . . . . . . . . . 21
5.1. Instancias del problema y sus características . . . . . . . . . . . . . . . . . . 33
5.2. Conﬁguración de parámetros . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.3. Resultados del algoritmo de EP y la búsqueda aleatoria . . . . . . . . . . . 35
5.4. Tiempo medio de ejecución (s) del algoritmo de EP y la búsqueda aleatoria 36
v

Resumen
La construcción de sistemas software de calidad constituye uno de los principa-
les retos a los que se enfrentan los ingenieros informáticos en la actualidad, pues
deben cumplir las expectativas marcadas por los destinatarios ajustándose al
tiempo y coste planiﬁcado. La Ingeniería del Software, como método sistemáti-
co para el desarrollo del software, facilita esta labor permitiendo reducir fallos y
fomentando su reutilización. El análisis arquitéctonico constituye una fase muy
importante del diseño del software, pues en él se identiﬁcan las funcionalidades
del mismo, así como sus relaciones, permitiendo obtener una visión global del
sistema en una fase temprana de su desarrollo.
En este contexto, donde la experiencia del arquitecto es determinante, la ob-
tención de métodos y herramientas semiautomáticos que apoyen en la toma
de decisiones de diseño abre un nuevo marco para la aplicación de técnicas
de Inteligencia Artiﬁcial. Este trabajo presenta un modelo de identiﬁcación de
arquitecturas basadas en componentes mediante un algoritmo de Programa-
ción Evolutiva (EP), que simula la abstracción de modelos arquitectónicos a
partir de otro tipo de información de análisis, como la presente en los diagra-
mas de clases. Para ello se ha abordado la representación, evaluación y manejo
de soluciones para ser procesadas adecuadamente por un algoritmo evolutivo.
Los resultados obtenidos reﬂejan la posibilidad de “evolucionar” arquitecturas
software para encontrar aquellas que mejor cumplen los criterios de diseño re-
queridos por los expertos.
Palabras clave:
Search-Based Software Engineering
Programación Evolutiva
Arquitecturas software basadas en componentes
Categorías ACM:
I.2.8 [Artiﬁcial Intelligence]: Problem Solving, Control Methods and Search -
Heuristic methods
D.2.11 [Software Engineering]: Software Architectures
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Capı´tulo1
Introducción
Los sistemas software constituyen una de las principales herramientas con las que abor-
dar diariamente multitud de tareas tanto en el ámbito personal como profesional, de forma
que constituyen un activo destacado en la sociedad actual. Por otro lado, a medida que se
han logrado avances en la tecnología que los soportan (procesadores más rápidos, mayores
capacidades de almacenamiento, distribución a través de Internet, etc.), estos sistemas han
crecido tanto en complejidad como en coste.
Ante tales factores, el desarrollo del software debe estar enfocado no solo a la obtención
de sistemas de calidad que satisfagan las necesidades para las cuales son ideados, sino a
conseguirlo mediante procedimientos que optimicen aspectos como el tiempo de desarrollo
y los recursos empleados [1]. En este dominio, los problemas a resolver están fuertemente
vinculados a decisiones humanas que los expertos en modelado y construcción de sofware
deben acometer, especialmente, en las fases de análisis, diseño y pruebas.
Dentro de estos mecanismos adquieren gran relevancia las primeras decisiones que se
toman sobre el software. Estas cuestiones son formuladas habitualmente durante el análisis
arquitectónico, mediante el cual se realiza una abstracción de los bloques elementales que
conforman el software. Esta tarea se realiza en las primeras fases de análisis, en la que se
toman las decisiones que más repercuten en la calidad del producto, responsabilidad que
recae casi de forma exclusiva en el equipo de ingenieros software.
En concreto, la identiﬁcación de componentes es una de sus principales actividades,
pues en ella se aborda el desarrollo de sistemas complejos mediante la determinación de los
bloques constituyentes del software y sus funcionalidades, enfoque útil cuando se trabaja
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con sistemas complejos [2]. Se trata pues de una tarea de gran importancia para la que se
han creado desde recomendaciones generales hasta métodos sistemáticos [3], pero donde la
experiencia y la habilidad del arquitecto siguen jugando un papel determinante.
Sin embargo, es habitual que, ante sistemas aparentemente pequeños o cuando se dispo-
ne de una planiﬁcación ajustada, se aborden directamente modelos de análisis más cercanos
a la implementación. Entonces, a medida que las funcionalidades del sistema aumentan o
este debe ser modiﬁcado, la concepción original de la funcionalidad del software se difu-
mina y los modelos se vuelven demasiado complejos, especialmente para personas que se
incorporan al proyecto para abordar tareas de mantenimiento. Realizar un proceso de iden-
tiﬁcación de componentes en este momento puede ser un enfoque útil para descubrir las
distintas funcionalidades que ofrece actualmente el sistema software y cómo se estructuran
e interaccionan sus elementos.
Disponer de herramientas de apoyo a la decisión que den soporte al ingeniero en esta
actividad es un campo de trabajo interesante en el cual puede resultar beneﬁciosa la in-
clusión de técnicas de Inteligencia Artiﬁcial (IA) que hagan uso del conocimiento de los
expertos para automatizar el proceso. En este sentido, el crecimiento en los últimos años
del área denominada Search Based Software Engineering (SBSE) [4] muestra el interés de
la comunidad investigadora en el tratamiento de las tareas de la Ingeniería del Software
como problemas de búsqueda y optimización, susceptibles de ser resueltas por técnicas
computacionales. Aspectos como la planiﬁcación de proyectos [5] o el desarrollo de casos
de prueba [6] han sido ya abordados en el área de SBSE haciendo uso de diferentes técni-
cas metaheurísticas, las cuales constituyen una alternativa eﬁciente cuando no es posible
aplicar técnicas exactas [7].
La Computación Evolutiva (EC, Evolutionary Computation) es una de las metaheurís-
ticas más conocidas y aplicadas, también en el ámbito de SBSE [8]. Inspirada en conceptos
de la evolución natural, en ella se manejan simultáneamente varias soluciones al problema
que son “evolucionadas” mediante la aplicación de operadores genéticos como el cruce y la
mutación, los cuales simulan los cambios en las especies por la combinación y alteración del
material genético. Se trata pues de un proceso iterativo en el cual se generan nuevas solu-
ciones, también llamadas individuos, a partir de otras existentes, mediante la modiﬁcación
de sus características. La Programación Evolutiva (EP, Evolutionary Programming) [9, 10],
la cual puede considerarse como una rama de la Computación Evolutiva, se caracteriza por
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la ausencia de operador de cruce y una representación de las soluciones diseñada especíﬁ-
camente para el problema.
Este trabajo presenta un modelo basado en un algoritmo de Programación Evolutiva
para la identiﬁcación de componentes en arquitecturas software. A través de un proceso
orientado al experto, se ha abordado la optimización de arquitecturas basadas en compo-
nentes a partir de modelos de análisis. Para ello se ha diseñado una representación ﬂexible
y comprensible, una función de evaluación que incluye criterios de diseño deseables y un
conjunto de transformaciones que permiten explorar diferentes tipos de arquitecturas.
Los resultados iniciales obtenidos en el marco de la propuesta son interesantes y pro-
metores, lo cual ha permitido la publicación de tres comunicaciones a congreso, uno in-
ternacional con categoría A en el índice CORE (Genetic and Evolutionary Computation
Conference, GECCO’13 ) y dos nacionales (IX Congreso Español de Metaheurísticas, Algo-
ritmos Evolutivos y Bioinspirados, MAEB’13, y XVIII Jornadas en Ingeniería del Software
y Bases de Datos, JISBD’13 ), tal y como se detalla el Apéndice A.
La estructura del resto del documento es la siguiente. En el Capítulo 2 se analizan los
antecedentes de este trabajo desde la persepctiva de SBSE. A continuación, el modelo pro-
puesto es presentado en el Capítulo 3, incluyendo una descripción detallada del problema
abordado. El Capítulo 4 describe los componentes que conforman el algoritmo evolutivo,
mientras que la experimentación y los resultados obtenidos son recogidos en el Capítulo 5.
Finalmente, las conclusiones y el trabajo futuro son discutidos en el Capítulo 6.
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Capı´tulo2
Estado del arte
2.1. Search-Based Software Engineering
Search-Based Software Engineering (SBSE) es un término propuesto por Harman y
Jones en 2001 para denominar al área de investigación destinada a resolver tareas de la
Ingeniería del Software mediante técnicas de optimización y búsqueda [11]. Por tanto, se
plantea la unión de dos áreas de gran interés como son la Ingeniería del Software, en la
cual se plantean actividades destinadas a la creación de software de calidad, y el de las
metaheurísticas, que aporta diferentes técnicas para resolver problemas de forma eﬁciente
cuando no es posible aplicar técnicas exactas [7].
En este sentido, las tareas de la Ingeniería del Software deben ser formuladas como
problemas susceptibles de ser resueltos mediante técnicas de búsqueda y optmización [12],
para lo cual suele ser necesario deﬁnir tres aspectos: una representación del problema, una
función de evaluación para las soluciones y el conjunto de operadores que permitan al
algoritmo moverse por el espacio de búsqueda.
El crecimiento del área en los últimos años [4] ha permitido expandir tanto el ámbito
de la problemática a resolver como el de las técnicas aplicadas. Aunque la primera y más
fructífera área en SBSE es la de las pruebas del software [13, 14], también se han destinado
esfuerzos a problemas de predicción de costes [15] o al diseño [16]. Por otro lado, aunque
la Computación Evolutiva continúa siendo una de las metaheurísticas más aplicadas [8],
también han surgido trabajos que utilizan otras técnicas como la optimización basada en
colonias de hormigas [17], la búsqueda tabú [18] o el enfriamiento simulado [19].
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2.2. Optimización de arquitecturas software
A pesar de los avances mostrados en este campo de investigación desde su concepción,
aún existen retos que resolver. La complejidad de algunas de las tareas más importantes de
la Ingeniería del Software, como las de análisis y diseño y, sobre todo, aquellas que están
centradas en el conocimiento y experiencia de los expertos, hace que surja la necesidad de
plantear nuevos modelos y algoritmos. En este sentido, la hibridación de técnicas [20, 21]
y la inclusión de interactividad en el proceso de búsqueda [22, 23] se plantean como áreas
emergentes de gran interés para la comunidad cientíﬁca.
2.2. Optimización de arquitecturas software
El análisis arquitectónico del software constituye una de las tareas más importantes
para manejar el desarrollo de sistemas software complejos. En ella se dedican esfuerzos
para encontrar soluciones de diseño de alto nivel que cumplan ciertos requisitos de calidad
como el desempeño, la cohesión o la reutilización, entre otros [24].
En este contexto, existen diferentes tareas que ya han sido abordadas mediante técni-
cas computacionales como el clustering [25] y, más recientemente, desde la perspectiva de
SBSE [26]. Decisiones arquitectónicas como la selección de componentes [27], la replica-
ción y despliegue de componentes basados en atributos como el rendimiento, el coste y la
ﬁabilidad [28, 29] o la refactorización e introducción de patrones arquitectónicos [30] son
algunos ejemplos de aplicación.
En la mayoría de propuestas de este ámbito se plantea la optimización arquitectónica
como un proceso de toma de decisiones en el cual se exploran, mediante un algoritmo
de búsqueda, algunas alternativas sobre los diseños iniciales que satisfagan los requisitos
planteados por el experto.
Otra vertiente a considerar es la identiﬁcación de diseños arquitectónicos a partir de
información a un nivel de abstracción diferente. En este sentido existen algoritmos para la
recuperación de modelos arquitectónicos a partir de la información disponible en el código
fuente [31] o la síntesis arquitectónica a partir de requisitos [32]. Este tipo de propuestas
constituyen otro enfoque al problema, más centrado en las aptitudes “humanas” de los
ingenieros, de forma que el mayor reto consiste en automatizar adecuadamente la capacidad
de abstracción de los expertos para conseguir buenos diseños.
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2.3. Programación Evolutiva
La Computación Evolutiva es una de las metaheurísticas mas conocidas y aplicadas
en la resolución de problemas de búsqueda y optimización combinatoria [7]. Inspirada en
conceptos de la evolución natural como la supervivencia de los individuos mejor adapta-
dos al entorno o la presencia de mutaciones, es englobada dentro de las metaheurísticas
basadas en poblaciones, donde se manejan simultáneamente varias soluciones candidatas
del problema que son “evolucionadas” durante varias iteraciones o generaciones. Para ello
se deﬁne una función de ﬁtness que permite evaluar la calidad de las soluciones, también
denominadas individuos, y que junto a operadores como el cruce y la mutación, destinados
a crear nuevas soluciones, guía al algoritmo hacia la solución óptima [33]. Finalmente, los
mecanismos de selección, para elegir los individuos a los que se les aplican los operado-
res, y de reemplazo, que determina qué individuos sobreviven en la siguiente generación,
conforman el resto de componentes de este tipo de algoritmos.
La gran variedad en cuanto a esquemas de evolución, codiﬁcaciones y operadores ha
permitido aplicar esta técnica a diferentes problemas de SBSE como la modularización del
software mediante el algoritmo multiobjetivo NSGA-II [34], o la composición de servicios
mediante Programación Genética [35].
La Programación Evolutiva fue propuesta por Fogel en los años 60 como un enfoque
evolutivo para la Inteligencia Artiﬁcial [9, 10]. Aunque comparte la mayoría de los principios
básicos de EC, presenta tres características que la diferencian de ella: la utilización de
representaciones cercanas al dominio del problema, la ausencia de operador de cruce y
un operador de selección determinista. Por tanto, la “evolución” de las soluciones recae
fuertemente en el operador de mutación diseñado, así como en el mecanismo de reemplazo,
el cual sí suele ser estocástico.
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Capı´tulo3
Modelo propuesto
3.1. Visión general del proceso de optimización
El proceso de identiﬁcación de componentes propuesto consiste en la abstracción de
información de modelos de análisis, representados en este caso como diagramas de clases,
para obtener posibles arquitecturas basadas en componentes que representen la funciona-
lidad de un sistema software. Para ello se propone la utilización de un algoritmo evolutivo
mediante el cual se realiza un proceso de búsqueda eﬁciente, explorando el espacio de posi-
bles soluciones (arquitecturas software) de manera “inteligente”, esto es, profundizando en
las zonas más prometedoras, evitando así realizar una búsqueda exhaustiva que implicaría
un tiempo de cómputo prohibitivo.
La inclusión del algoritmo evolutivo como parte principal del método propuesto puede
verse en la Figura 3.1, donde se muestra la secuencia de tareas que componen el proceso de
identiﬁcación de componentes. Como entrada se recibe un modelo de análisis almacenado
en el formato estándar XMI [36], el cual manejan la mayoría de herramientas de modelado
que utilizan los ingenieros software y que, por tanto, permite al experto iniciar el proceso
cómodamente. A continuación, se realiza la extracción de la información referida a las
clases que intervienen en el modelo, así como las relaciones entre ellas. La herramienta de
modelado utilizada ha sido Magic Draw 1, mientras que el proceso de extracción ha sido
automatizado mediante un intérprete de XMI.
1http://www.nomagic.com/products/magicdraw.html
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Inicio
     Extraer modelo
- Extracción de clases
- Extracción de relaciones
Generar individuos
Evaluar individuos
¿Máximo Nº de
generaciones ?
Seleccionar individuos
Mutar individuos
Evaluar individuos
Reemplazar individuos
Devolver al mejor 
individuo
Fin
Sí
No
Modelo de
análisis XMI
Arquitectura
candidata
Figura 3.1: Diagrama de ﬂujo del proceso de identiﬁcación de componentes
El método de búsqueda comienza con la ejecución del algoritmo evolutivo, iniciado
con la creación de una población de n soluciones generadas aleatoriamente a partir de
la información del modelo (véase la Sección 4.3). Estas soluciones deben ser evaluadas
mediante una función de ﬁtness que permitirá determinar su calidad, tal y como se detallará
en la Sección 4.4. El resto del algoritmo es un proceso iterativo que ﬁnaliza cuando la
condición de parada es alcanzada (un número máximo de generaciones en este caso). En
cada una de ellas se crea una nueva población de soluciones a partir de los individuos
de la generación anterior, que toman el rol de padres. Para ello, los operadores genéticos,
detallados en la Sección 4.5, son aplicados sobre dichos individuos, generando otros nuevos.
Tras la evaluación de las nuevas soluciones se dispone de n padres y n hijos entre los cuales
debe seleccionarse aquellos que continuarán en la siguiente generación. El mecanismo de
reemplazo, explicado en la Sección 4.6, establece los criterios de supervivencia entre padres
e hijos. Finalmente, la mejor solución encontrada es devuelta, indicando la arquitectura
resultante y los valores de las medidas consideradas.
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3. Modelo propuesto
3.2. Descripción del problema
El problema que aquí se plantea puede ser deﬁnido como la búsqueda de la conﬁguración
óptima de un conjunto de elementos (componentes, interfaces y conectores) que permitan
representar la arquitectura de un sistema software. De forma más precisa, se trata de
descubrir la existencia de estos elementos a partir de otro tipo de información, los modelos
de análisis del software, de forma que de ellos se abstraiga un modelo arquitectónico basado
en componentes. Estos modelos pueden ser procesados directamente desde herramientas
de modelado con las que trabajan los ingenieros software.
En este punto resulta necesario deﬁnir adecuadamente algunos de los conceptos re-
lacionados con el alcance del problema propuesto, el cual ha sido enfocado siguiendo la
deﬁnición de Szyperski [2]. Un componente es «una unidad de composición que especiﬁ-
ca contractualmente interfaces y solo hace explícitas dependencias del contexto». En este
sentido, el modelo arquitectónico contempla la deﬁnición de las interfaces, que determinan
el conjunto de operaciones que pueden ser invocadas y que permiten separar su especiﬁca-
ción funcional de la implementación real. Dicha implementación es realizada en el interior
del componente mediante otros elementos. Finalmente, los conectores enlazan dos o más
puntos de interacción entre interfaces.
Las deﬁniciones anteriores son recogidas en la especiﬁcación del estándar UML 2 [37],
que ofrece una semántica bien deﬁnida para el análisis arquitectónico. Esta notación ha
sido considerada en este trabajo a la hora de representar el problema, de forma que se
utilizan los modelos y artefactos deﬁnidos por UML 2.
Por otro lado, las métricas disponibles para evaluar los diferentes modelos permiten
establecer los criterios de calidad exigidos a las soluciones propuestas. Conceptos genéricos
como la funcionalidad, reusabilidad, ﬂexibilidad o comprensión del software son traducidos
en medidas cuantiﬁcables y ampliamente extendidas como la presencia de abstracción,
el uso de la herencia y el polimorﬁsmo [24]. Concretamente, los conceptos de cohesión
y acoplamiento están aceptados en el ámbito del diseño basado en componentes como
criterios básicos y fundamentales de diseño. La cohesión se deﬁne como el grado en el
cual el componente desarrolla una funcionalidad bien deﬁnida. El acoplamiento mide la
interdependencia entre componentes a causa de las interacciones entre sus módulos y los
ﬂujos de datos.
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Capı´tulo4
Diseño del algoritmo evolutivo
4.1. Fenotipo y genotipo
La identiﬁcación de componentes constituye una tarea muy compleja, de forma que es
conveniente realizar una descomposición en problemas de menor envergadura cuya resolu-
ción pueda ser abordada mediante técnicas computacionales. Por tanto, la resolución del
problema es aquí formulada en términos de las siguientes consideraciones:
Un componente es deﬁnido como un grupo cohesionado de clases, de forma que entre
ellas llevan a cabo el comportamiento del componente de manera conjunta.
Una relación navegable entre clases pertenecientes a diferentes componentes repre-
senta una interfaz candidata, pues establece una interacción entre tales componentes.
En función de la navegabilidad de la relación, se considerará una interfaz requerida
o proveída.
Los conectores describen la unión de una pareja de interfaces, una requerida y otra
proveída, entre dos componentes.
Los elementos anteriores son presentados gráﬁcamente en la Figura 4.1, la cual muestra
el fenotipo del problema, esto es, lo que representa la solución, aquí modelado con UML 2
pero que en realidad es tratado de forma genérica en formato XMI.
A continuación puede deﬁnirse el genotipo del problema, esto es, la representación inter-
na del fenotipo tal cual es manejada por el algoritmo de búsqueda. Trasladar los conceptos
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anteriores a una estructura de datos eﬁciente desde el punto de vista computacional es
uno de los aspectos clave para el éxito de este tipo de algoritmos. A su vez, otro factor
importante es que dicha representación sea interpretable por parte de usuarios no expertos
en Computación Evolutiva, como puede ser el caso de los ingenieros software.
A_prov_E
E_req_A
Figura 4.1: Fenotipo del problema
Este último aspecto es una de las principales diferencias de esta propuesta frente a otros
trabajos basados en SBSE, donde la representación lineal de las soluciones, esto es, vectores
de valores binarios o numéricos, ha venido siendo la codiﬁcación más habitual. Sin embargo,
a medida que los problemas son más complejos, este tipo de codiﬁcación se complica y su
interpretación se vuelve tediosa. La utilización de otro tipo de estructuras, especialmente si
han sido aplicadas con éxito en otros ámbitos, se convierte en una alternativa interesante.
En este sentido, una de las representaciones habituales de los modelos de análisis es
en forma de árbol, donde se establece una relación jerárquica entre los elementos que
intervienen en el modelo así como referencias entre los nodos. La representación en árbol
ofrece las dos características deseables, interpretabilidad y eﬁciencia, al tratarse de una
estructura de datos comprensible y computacionalmente manejable.
La Figura 4.2 muestra la codiﬁcación en forma de árbol del problema representado en la
Figura 4.1. El nodo raíz comprende el modelo arquitectónico completo, compuesto por un
conjunto de componentes y conectores, los cuales se muestran sombreados para indicar que
se trata de elementos preﬁjados. Estos, a su vez, son nodos no terminales del árbol, pues
pueden ser descompuestos en otros de menor abstracción. Los componentes son deﬁnidos
a partir del conjunto de clases que implementan su funcionalidad y las interfaces que
requiere y provee. Por otro lado, los conectores se descomponen en la pareja de interfaces
que enlazan. Finalmente, las clases e interfaces conforman el último nivel de descomposición
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del árbol, de forma tal que las distintas agrupaciones que se hagan de ellas representarán
arquitecturas de un número determinado de componentes y conectores.
Arquitectura
Componentes Conectores
Componente_1 Componente_2 Conector_1
Clases Clases
Interfaces
requeridas
Interfaces
proveídas
Interfaces
requeridas
Interfaces
proveídas
Interfaz
proveída
Interfaz
requerida
B A_prov_E E_req_A A_prov_EE_req_AA C D FE G H
Figura 4.2: Genotipo del problema
4.2. Restricciones
El problema de optimización propuesto presenta varias restricciones que deben ser con-
sideradas durante el proceso evolutivo. En primer lugar, cada una de las clases que compo-
nen el modelo inicial deben pertenecer a un único componente, proceso que es controlado
en la inicialización del algoritmo.
Otros aspectos relacionados con la composición de los individuos resultantes también
deben ser tenidos en cuenta. Por un lado, no pueden existir componentes vacíos, ya que
no implementarían ninguna funcionalidad. Por otro lado, todos los componentes deben
presentar, al menos, una interfaz que le permita interactuar con el resto de componen-
tes. Finalmente, la presencia de componentes mutuamente dependientes, esto es, donde
uno provee y requiere al otro (y viceversa), no son admitidas desde el punto de vista del
análisis arquitectónico. Estas características tienen que ser consideradas no solo durante
la creación de los individuos pertenecientes a la población inicial, sino que también han
de ser cumplidas cuando se apliquen los operadores genéticos, tal y como se detalla en la
Sección 4.5.
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4.3. Inicialización de la población
Tras abordar la representación del problema, es posible concretar la forma en la que se
crean las soluciones que conforman la población inicial del algoritmo. Este proceso consis-
te en la generación aleatoria de diferentes arquitecturas válidas a partir de la información
extraída del diagrama de clases. Concretamente, las clases son distribuidas de manera alea-
toria en un número, también aleatorio, de componentes, el cual varía entre un mínimo y un
máximo conﬁgurable. Tras realizar este proceso, se determinan las interfaces y conectores
establecidos entre los componentes y se comprueba el cumplimiento de las restricciones.
4.4. Función de ﬁtness
La evaluación de los individuos está basada en criterios de diseño ampliamente exten-
didos en el desarrollo basado en componentes. La cohesión hace referencia a la obtención
de componentes con funcionalidades bien deﬁnidas. Por otro lado, el acoplamiento indica
la interrelación existente entre componentes. Finalmente, otro aspecto interesante a con-
siderar es el tamaño de los componentes, directamente relacionado con la complejidad de
los mismos. Estos tres conceptos han sido traducidos a tres métricas cuantiﬁcables sobre
el problema propuesto, tal y como se detalla a continuación.
La cohesión global de la arquitectura se obtiene como la media de la cohesión calculada
sobre cada componente (cohi) mediante la Ecuación 4.1. Esta expresión se compone de dos
términos ponderados que cuantiﬁcan dos características: el grado de unión entre las clases
presentes en el interior del componente y el número de agrupaciones que lo conforman. El
primero, que varía entre 0 y 1, contabiliza el número de relaciones establecidas entre las
clases, clasiﬁcadas en función de los distintos tipos de relaciones UML y ponderadas en
función de su importancia relativa: asociaciones (nas, was), dependencias (nde, wde), agre-
gaciones y composiciones (nag, nco, wco) y generalizaciones (nge, wge). El segundo término,
deﬁnido en el rango [-1,0], representa una penalización por el número de agrupaciones (ngr)
en el interior del componente, fundamentado en el concepto de componentes conexas en
la Teoría de Grafos y bajo la idea de que varias agrupaciones representan dispersión en
cuanto a la funcionalidad del componente. En dicha ecuación, ncl representa el número
de clases en el interior del componente, mientras que los pesos presentes en ella han sido
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ﬁjados experimentalmente.
cohi =
wc1
(was + wde + wco + wge)  (ncl   1) 
h
was  nas + wde  nde +
+ wco  (nag + nco) + wge  nge
i
+ wc2  1  ngr
ncl   1 (4.1)
El siguiente término a considerar es el exceso de interrelaciones entre los componentes,
lo cual se reﬂeja en la medida de acoplamiento (acopl) propuesta en la Ecuación 4.2. En ella
se contabilizan las relaciones existentes entre clases pertenecientes a distintos componentes
que no son especiﬁcadas a través de las interfaces. Por ejemplo, esta situación puede ocurrir
durante el proceso evolutivo ante una relación de generalización en la que la clase padre y las
subclases no están ubicadas en el mismo componente. C indica el número de componentes,
mientras que R, deﬁnido en la Ecuación 4.3, establece una penalización por la presencia de
este tipo de relaciones. Concretamente, R acumula, para cada par de componentes i y j,
el peso de la relación más fuerte entre las k relaciones (k = 0:::m), rki;j , establecidas entre
ellos. La normalización de la métrica se consigue mediante el término Rmax, pues representa
la peor conﬁguración posible (todos los componentes están mutuamente conectados por
medio de la relación más fuerte). Por tanto, la medida toma valores entre 0 (no existen
relaciones entre los componentes salvo las deﬁnidas a través de las interfaces) y 1 (todos
los componentes están fuertemente acoplados).
acopl =
1
Rmax
 2 R  (C   2)!
C!
(4.2)
R =
CX
i=1
CX
j=i+1
max rki;j (4.3)
El coeﬁciente de variación, CV , mide la dispersión en el tamaño de los componentes,
deﬁnido como el número de clases que los conforman. Su cálculo se obtiene por medio de
la Ecuación 4.4, donde  y  representan la media y la desviación estándar del tamaño de
los componentes, respectivamente. Esta medida puede tomar valores entre 1 y 8.
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CV =


(4.4)
Finalmente, la función de ﬁtness es construída a partir de la suma ponderada de los
tres términos anteriores. Puesto que el acoplamiento y el coeﬁciente de variación deben
ser minimizados y esta última, a su vez, normalizada, se han aplicado las correspondientes
transformaciones aritméticas con los límites superiores de cada medida, tal y como se
observa en la Ecuación 4.5.
fitness = wcoh 
Pn
i=1 cohi
n
+ wacopl  (1  acopl) + wcv 

8  CV
8

(4.5)
Figura 4.3: Individuo de ejemplo a evaluar por el algoritmo evolutivo
A modo de ejemplo, la Figura 4.3 muestra una solución no óptima de la arquitectura
presentada en la Sección 4.1. El cálculo del valor de ﬁtness es recogido en la Tabla 4.1,
donde se ha considerado was = 1, wde = 1, wco = 3, wge = 5, wc1 = 0; 5 y wc2 = 0; 5. El
primer componente presenta cinco clases, de las cuales dos, H y F, no están relacionadas
con ninguna otra clase en el interior del componente. Entre el resto se establece una genera-
lización y una asociación. El segundo presenta tres clases, dos agrupaciones y una relación
de dependencia. En ambos casos la penalización por el número de grupos es alta mientras
que el número de relaciones internas es baja, de forma que se alcanzan valores negativos
para la cohesión. En cuanto al acoplamiento, puede verse cómo existen dos relaciones entre
clases de ambos componentes, una generalización entre A y C y una composición entre E
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y F. Como wge = 5 y wco = 3, R toma el valor 5. A su vez, Rmax también es igual a 5
pues la peor situación posible para dos componentes es que entre sus clases se establezca
una relación de generalización (la de mayor peso). La media y la desviación estándar del
número de clases por componente son fácilmente obtenidas. Finalmente, las tres medidas
son combinadas según la conﬁguración de los pesos wcoh = 0; 3, waco = 0; 4 y wcv = 0; 3.
Tabla 4.1: Cálculo del ﬁtness sobre el individuo de ejemplo
Cohesión Acoplamiento CV
ngr1 = 3,ncl1 = 5,nas1 = 1,nge1 = 1 r
1
1;2 = wco = 3  =
5+3
2
= 4
cohcomp_1 =  0; 1750 r21;2 = wge = 5
ngr2 = 2,ncl2 = 3,nde2 = 1 R = max(3; 5) = 5  =
p
(5  4)2 + (3  4)2 = 1; 4142
cohcomp_2 =  0; 2250 Rmax = wg = 5
coh =
 0;1750+( 0;2250)
2
=  0; 2000 acopl = 1
5
 251
2
= 1 CV = 1;4142
4
= 0; 3536
fitness = 0; 3  ( 0; 2) + 0; 4  (1  1) + 0; 3 

8 0;3536
8

= 0; 2267
4.5. Operadores genéticos
Los operadores genéticos están destinados a realizar alteraciones sobre unos individuos,
denominados padres, para producir otros nuevos, sus descendientes. En Programación Evo-
lutiva, donde no existe operador de cruce, las modiﬁcaciones genéticas se realizan por medio
del operador de mutación de forma que, habitualmente, cada padre genera un único des-
cendiente. En este sentido, la ausencia de operador de cruce es provocada por la presencia
de varias restricciones en el problema, lo cual diﬁculta la obtención de soluciones válidas
tras recombinar a los individuos que ejercen como padres.
En este trabajo se han desarrollado varios operadores de mutación con el ﬁn de obtener
un conjunto variado de transformaciones arquitectónicas que permitan modiﬁcar tanto el
número de componentes como sus elementos internos. De esta forma, algunos de ellos impli-
can alteraciones más profundas que otros, permitiendo que sea el experto el que conﬁgure
la importancia de cada uno de ellos. Esta conﬁguración se traduce en una probabilidad de
selección del operador, de forma que, para cada individuo, se genera una ruleta basada en
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probabilidades entre los distintos operadores.
Por otro lado, en función de las características de cada individuo es posible que algunas
de las transformaciones propuestas no puedan realizarse, pues se obtendrían individuos
no válidos. En este sentido, para cada individuo se crea un ruleta especíﬁca con aquellos
operadores que se le pueden aplicar. Finalmenre, si tras la transformación se genera un
individuo no válido, se repite el proceso de selección del mutador hasta que se obtenga un
individuo válido o se alcance un número máximo de intentos, en cuyo caso se retorna el
individuo original.
Para facilitar la comprensión del funcionamiento de los operadores propuestos se ha
elaborado un ejemplo gráﬁco que acompañará a la explicación de cada operador. El indivi-
duo mostrado en la Figura 4.4 se corresponde con el individuo padre al que se le aplicarán
los distintos operadores.
Figura 4.4: Individuo de ejemplo para actuar como padre
4.5.1. Operador de mutación Añadir Componente
El objetivo de este operador es incluir un nuevo componente en la arquitectura original.
Para ello es necesario seleccionar algunas de las clases pertenecientes a otros componentes,
que pasarán a formar parte del nuevo componente. Dado que esta operación implica el
aumento en el número de componentes, solo puede ser aplicado cuando el número actual
de componentes no sea el máximo conﬁgurado.
Puesto que se trata de una operación que implica un cambio importante en la estruc-
tura de la solución, se ha considerado una heurística a la hora de seleccionar las clases que
conformarán el componente añadido. Esta heurística se basa en la idea de que es impor-
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tante mantener unidas aquellas clases que parecen estar funcionalmente relacionadas, esto
es, forman un grupo dentro de algún componente. Por tanto, no interesa disociar estos gru-
pos pero sí separar dos grupos independientes que actualmente estén asignados al mismo
componente, pues inﬂuye negativamente en su cohesión. A su vez, existe una probabili-
dad asociada a la participación de cada componente como suministrador de clases para
el nuevo componente. Esta probabilidad viene determinada por la Ecuación 4.7, según la
cuál existe una mayor probabilidad de que el componente proporcione clases cuantas más
agrupaciones presente en su interior. En dicha ecuación, grupos(Componentei) devuelve
el número de grupos del componente i, mientras que maxgrupos indica el número mayor de
grupos presentes en un componente, tal y como reﬂeja el segundo término de la expresión,
donde C indica el número de componentes que existen en una determinada solución.
Probabilidad(Componentei ! Nuevo) = grupos(Componentei)maxgrupos (4.6)
maxgrupos = max(grupos(j)) j 2 [1; C] (4.7)
A continuación, si el componente es seleccionado, se contabiliza el número de clases que
conforman cada uno de sus grupos, de forma que se elige uno entre los que contienen el
número mínimo de clases. Finalmente, si no ha sido posible encontrar ningún grupo aislado
de clases se realiza un proceso alternativo, completamente aleatorio, que selecciona algunas
de las clases presentes en los distintos componentes. Para este segundo mecanismo debe
considerarse la restricción de que de en cada componente no pueden seleccionarse todas
sus clases, pues el componente quedaría vacío. El Algoritmo 4.1 recoge el pseudocódigo de
este proceso, donde se utilizadan son las siguientes funciones:
grupos(i) calcula el número de grupos de clases en el interior del componente i.
aleatorio(min;max) devuelve un número aleatorio entre min y max.
contarClases(i; j) obtiene el número de clases que conforman el grupo j para el
componente i.
elegirGrupo(indice) retorna el conjunto de clases dado el índice del grupo.
elegirClase(j) devuelve la j-ésima clase del modelo.
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Algoritmo 4.1 Heurística del operador de mutación Añadir Componente
max = 0
for i = 1:::C do
if grupos(i) > max then
max = grupos(i)
end if
end for
for i = 1:::C do
nGrupos = grupos(i)
prob = aleatorio(0; 1)
if prob > (nGrupos=max) then
if nGrupos > 1 then
minClases =1
for j = 1:::nGrupos do
nClases[j] = contarClases(i; j)
if nClases[j] < minClases then
minClases = nClases[j]
end if
end for
candidatos = 0
for j = 1:::nGrupos do
if nClases[j] == minClases then
candidatos++
end if
end for
if candidatos > 0 and nGrupos > 1 then
indice = aleatorio(0; candidatos)
clases elegirGrupo(indice)
elegidos++
end if
end if
end if
end for
if elegidos == 0 then
while elegidos == 0 do
for i = 1:::C do
for j = 1:::nClases do
prob = aleatorio(0; 1)
if prob > 0; 5 then
clases elegirClase(j)
elegidos++
end if
end for
end for
end while
end if
return clases
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La Figura 4.5 muestra un ejemplo gráﬁco del funcionamiento de este operador, donde las
clases B y F, las cuales estaban aisladas del resto de clases en el interior de los componentes
2 y 3 repectivamente, son seleccionadas para construir el componente 4. Este movimiento
implica la identiﬁcación de una nueva interfaz candidata entre el componente creado y el
componente 1, establecida por la relación entre las clase D y B.
Figura 4.5: Individuo resultante tras aplicar el operador Añadir Componente
4.5.2. Operador de mutación Eliminar Componente
El objetivo de este operador es eliminar un componente de la arquitectura, de forma
que se selecciona uno entre aquellos con mayor acoplamiento, intentando así favorecer
la reducción de esta medida. El proceso consiste pues en determinar el componente con
mayor acoplamiento, o en seleccionar uno al azar si todos ellos tienen el mismo grado
de acoplamiento, tal y como se recoge en el Algoritmo 4.2. En dicho código, la función
acoplamiento(i) devuelve el valor de acoplamiento para el componente i, mientras que la
función aleatorio(min;max) es equivalente al procedimiento explicado en la Sección 4.5.1
y C representa el número de componentes.
Es necesario indicar que este operador podrá ser aplicado sobre aquellas soluciones
cuyo número de componentes actuales no sea el mínimo ﬁjado. Finalmente, las clases
pertenecientes al componente seleccionado son distribuidas de manera aleatoria entre el
resto de componentes.
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Algoritmo 4.2 Heurística del operador de mutación Eliminar Componente
max = 0
componente =  1
for i = 0:::C do
if acoplamiento(i) > max then
max = acoplamiento(i)
componente = i
end if
end for
if componente ==  1 then
componente = aleatorio(1; C)
end if
return componente
En la Figura 4.6 se puede apreciar un ejemplo de aplicación de este mutador, donde
se ha seleccionado al componente 2 como el componente a eliminar, pues es el que tiene
mayor acoplamiento. Sus clases se han distribuido entre los dos componentes restantes.
Como resultado se obtienen dos componentes para cuya interacción se deﬁne una interfaz
identiﬁcada únicamente a partir de la relación entre A y E, pues las clases D y B pertenecen
ahora al mismo componente.
Figura 4.6: Individuo resultante tras aplicar el operador Eliminar Componente
26
4. Diseño del algoritmo evolutivo
4.5.3. Operador de mutación Unir Componentes
La unión de componentes consiste en la selección de dos componentes del modelo
arquitectónico para conformar un nuevo componente que una las funcionalidades de ambos.
Puesto que esta transformación implica la reducción del número de componentes, solo podrá
ser aplicada si el número actual de componentes es mayor que el mínimo conﬁgurado.
Algoritmo 4.3 Heurística del operador de mutación Unir Componentes
max = 0
componentes = null
candidatos = null
componente1 =  1
componente2 =  1
for i = 1:::C do
if acoplamiento(i) > max then
max = acoplamiento(i)
candidatos i
end if
end for
if tam(candidatos) > 1 then
componente1 = aleatorio(1; tam(candidatos))
while componente1 == componente2 do
componente1 = aleatorio(1; tam(candidatos))
end while
else
componente1 = candidatos(0)
while componente1 == componente2 or acoplamiento(componente2) == 0 do
componente2 = aleatorio(1; C)
end while
end if
componentes componente1
componentes componente2
return componentes
La heurística utilizada para la selección de los dos componentes a unir también está ba-
sada en la intención de reducir el acoplamiento entre componentes. Para ello se identiﬁcan
aquellos con el máximo acoplamiento. Si existe más de un componente con el valor máximo
de acoplamiento, se eligen dos de ellos para ser unidos. En caso contrario, se selecciona al
de mayor acoplamiento y a otro elegido de manera aleatoria, tal y como reﬂeja el Algorit-
mo 4.3. En este código candidatos y componentes son dos listas donde se almacenan los
índices de los componentes candidatos a ser unidos y los ﬁnalmente seleccionados, respec-
tivamente. La función tam(l) devuelve el tamaño de la lista l, mientras que las funciones
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acoplamiento(i) y aleatorio(min;max) se deﬁnen en los mismos términos que para los
operadores anteriores.
Gráﬁcamente, la Figura 4.7 recoge un ejemplo del funcionamiento de este operador.
En él se ha seleccionado al componente 2 por ser el que presenta mayor acoplamiento y al
componente 3, elegido al azar, para ser unidos.
Figura 4.7: Individuo resultante tras aplicar el operador Unir Componente
4.5.4. Operador de mutación Dividir Componente
Este operador de mutación realiza el proceso inverso al del operador anterior, pues
consiste en la partición de un componente para generar dos nuevos. En este caso, al igual
que en el caso del operador Añadir Componente, existe la precondición de que el número
actual de componentes sea inferior al máximo conﬁgurado.
La idea subyacente al proceso de selección del componente a transformar consiste en la
búsqueda de los componentes que presentan más de un grupo en su interior, de forma que,
como estos grupos podrían estar representando funcionalidades diferentes del componente,
resultaría interesante separar dichas funcionalidades en dos nuevos componentes.
El Algoritmo 4.4 recoge, de forma detallada, el procedimiento utilizado. En él se rea-
liza la búsqueda de los componentes con más de un grupo diferenciado de clases en su
interior (almacenados en la lista candidatos) para, a continuación, distribuir estos grupos
entre aquellos que permanecen en el componente actual y los que serán enviados al nuevo
componente.
En el caso de que no existan componentes con estas características (al menos dos para
que no siempre sea elegido el mismo en sucesivas aplicaciones del operador), se procede a
realizar una selección aleatoria de uno de ellos. El procedimiento aleatorio debe, por otro
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lado, garantizar que no se seleccionan todas las clases del componente, para impedir que
quede vacío. La variable clases es una lista en la cual se almacenan las clases pertenecientes
a los grupos seleccionados para formar el nuevo componente, mientras que las clases de
los grupos restantes se mantendrán en el componente actual, representado por la variable
componente.
Algoritmo 4.4 Heurística del operador de mutación Dividir Componente
max = 0
clases = null
componente =  1
grupo =  1
for i = 1:::C do
if grupos(i) > 1 then
candidatos i
end if
end for
if tam(candidatos) > 1 then
componente = aleatorio(1; tam(candidatos))
grupo = aleatorio(1; grupos(componente))
clases elegirClases(componente; grupo)
else
componente = aleatorio(1; C)
nClases = clases(componente)
elegidas = 0
for j = 1:::nClases do
prob = aleatorio(0; 1)
if prob > 0; 5 and elegidas < nClases then
clases j
elegidas++
end if
end for
end if
return clases
La Figura 4.8 muestra el resultado de aplicar este operador sobre el individuo original
de la Figura 4.4. Como puede observarse, el componente 2, que presentaba dos grupos
de clases (uno con B y otro formado por E y G), es dividido en dos componentes, el
propio componente 2 y el 4, de forma que cada uno de ellos mantiene uno de los grupos
originales. Esta transformación implica no solo el movimiento de las clases pertenecientes
a cada grupo, sino también de las interfaces vinculadas a estas clases, como es el caso de
la clase B, la cual permite la identiﬁcación de una interfaz entre el componente 4 y el 1.
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Figura 4.8: Individuo resultante tras aplicar el operador Dividir Componente
4.5.5. Operador de mutación Mover Clase
Este operador realiza el movimiento de una clase de un componente origen hacia uno
destino. Dado que se trata de una transformación que no implica grandes alteraciones en
las soluciones generadas, la selección tanto de la clase a reubicar como de los componentes
implicados se realiza de manera aleatoria.
Respecto a las restricciones a considerar, no será posible seleccionar como componente
origen a ninguno en cuyo interior solo se aloje una clase, pues resultaría en un componen-
te vacío. Una vez excluídos del proceso dichos componentes, la selección del componente
origen también es realizada de manera aleatoria sobre el resto de componentes. Por tan-
to, únicamente no podría aplicarse este operador si todos los componentes del modelo
arquitectónico estuviesen conformados por una única clase en su interior.
El proceso de selección de los componentes afectados y de la clase a mover se recoge
en el Algoritmo 4.9. Una vez seleccionado el componente origen y la clase a mover, si
C = 2, entonces el componente destino será el otro componente, mientras que si C > 2,
el componente destino se elige de forma aleatoria. Finalmente, la variable movimiento, de
tipo lista, almacena el movimiento que se va a realizar, indicando el componente origen,
el destino y la clase elegida. Un ejemplo de la aplicación de este proceso se recoge en la
Figura 4.9, donde la clase B es desplazada desde el componente 2 hasta el 1.
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Algoritmo 4.5 Heurística del operador de mutación Mover Clase
movimiento = null
origen = aleatorio(1; C)
nClases = clases(origen)
clase = aleatorio(1; nClases)
if C==2 then
if origen == 1 then
destino = 2
else
destino = 1
end if
else
while destino == origen do
destino = aleatorio(1; C)
end while
end if
movimiento origen; destino; clase
return movimiento
Figura 4.9: Individuo resultante tras aplicar el operador Mover Clase
4.6. Selección y reemplazo
Las técnicas de selección y reemplazo indican el mecanismo mediante el cual se eligen
los individuos que actúan como padres y la estrategia utilizada para actualizar la población
de una generación a otra, respectivamente. En el primer caso, el proceso de selección es
determinista, como es habitual en Programación Evolutiva, de forma que cada individuo
de la población toma el rol de padre. El reemplazo se realiza mediante una competición
entre cada padre y su descendiente, de forma que aquel con mejor ﬁtness es incluido en la
población de la siguiente generación.
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4.7. Desarrollo de un ejemplo
A continuación se desarrolla un pequeño ejemplo sobre la ejecución del algoritmo evo-
lutivo, de forma que se podrá comprobar cómo las soluciones iniciales generadas son opti-
mizadas progresivamente.
En la Figura 4.10 se recogen cuatro momentos del proceso de identiﬁcación de com-
ponentes. En primer lugar se dispone de un modelo de análisis (un diagrama de clases)
del cual se han extraído las clases participantes y sus relaciones (a). Esta información es
utilizada para la creación y evaluación de los individuos de la población inicial (b). Se
puede observar cómo el mejor individuo de la población inicial presenta varias relaciones
externas entre las clases. Tras 5 generaciones (c), el mejor individuo de la población ha
mejorado en cuanto a la distribución de las clases, aunque mantiene el número de compo-
nentes. Alcanzadas las 10 generaciones (d), el mejor individuo presenta una arquitectura
simpliﬁcada en la cual se han distribuido de forma óptima las clases del modelo.
(a) Diagrama de clases
fitness=0,6031
coh=-0,0250
acopl=0,2000
CV=0,2500
(b) Individuo de la población inicial
fitness=0,7158 acopl=0,0000
CV=0,4677coh=0,1100
(c) Mejor individuo (generación 5)
fitness=0,7400
coh=0,1300
acopl=0,0000
CV=0,0000
(d) Mejor individuo (generación 10)
Figura 4.10: Ejemplo de funcionamiento del algoritmo evolutivo
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5.1. Software utilizado e instancias del problema
El algoritmo de Programación Evolutiva propuesto ha sido desarrollado en Java con el
framework JCLEC [38]. Se han utilizado dos librerías Java públicas para el preprocesado de
la información procedente de los modelos de análisis: SDMetrics Open Core 1 y Datapro4j 2.
Para realizar la experimentación del algoritmo se han considerado los modelos de aná-
lisis de tres sistemas software, cuyas características se recogen en la Tabla 5.1. En ella se
muestran el número de clases (#Clases) y el número de apariciones de cada tipo de relación
UML: asociaciones (#Asoc), dependencias (#Depen), agregaciones (#Agreg), composicio-
nes (#Compos) y generalizaciones (#Gener).
Tabla 5.1: Instancias del problema y sus características
#Clases #Asoc #Depen #Agreg #Compos #Gener
NekoHTML 24 16 5 0 0 10
Aqualush 58 69 6 0 0 20
Datapro4j 59 4 18 1 4 50
1http://www.sdmetrics.com/OpenCore.html
2http://www.uco.es/grupos/kdis/datapro4j
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5.2. Conﬁguración de parámetros
En la Tabla 5.2 se detallan los parámetros del algoritmo y los valores asociados a
cada uno de ellos, obtenidos tras haber efectuado una serie de experimentos previos. Se
han realizado 30 ejecuciones con diferentes semillas aleatorias sobre los tres problemas
considerados con el objetivo de obtener resultados no sesgados.
Puesto que no existen otras propuestas ante las cuales comparar, se ha realizado tam-
bién una búsqueda aleatoria (RS, Random Search). Dada la conﬁguración anterior, el
algoritmo evolutivo genera un máximo de 100 individuos válidos en cada una de las 100
generaciones, por lo que la búsqueda aleatoria debe generar 10.000 soluciones válidas para
realizar una comparación justa.
Tabla 5.2: Conﬁguración de parámetros
Parámetro Valor Parámetro Valor
Tamaño de la población 100 Prob. Mut. Añadir componente 0,250
Número de generaciones 100 Prob. Mut. Eliminar componente 0,125
No máx. mutaciones/ind. 10 Prob. Mut. Dividir componente 0,125
Wcoh 0,300 Prob. Mut. Unir componentes 0,250
Waco 0,400 Prob. Mut. Mover clase 0,250
Wcv 0,300 Número de componentes Entre 2 y 8
5.3. Resultados y discusión
La Tabla 5.3 recoge los resultados obtenidos tras la ejecución de ambos algoritmos. En
ella se muestran los valores medios de ﬁtness, así como de las tres métricas consideradas
para su cálculo: cohesión (coh), acoplamiento (acopl) y CV. Cabe recordar que tanto el
ﬁtness como la cohesión deben ser maximizados, mientras que el acoplamiento y el CV son
minimizadas.
Como puede observarse, el algoritmo de EP es capaz de alcanzar mejores valores de
ﬁtness que los aportados por la búsqueda aleatoria, de forma que el proceso evolutivo
propuesto permite alcanzar arquitecturas más adecuadas según los criterios de diseño con-
siderados.
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Tabla 5.3: Resultados del algoritmo de EP y la búsqueda aleatoria
NekoHTML AquaLush Datapro4j
EP
Fitness 0; 7301 0; 0014 0; 6793 0; 0254 0; 4780 0; 0206
Cohesión 0; 1977 0; 0105 0; 1262 0; 0446 0; 0767 0; 0991
Acopl. 0; 0000 0; 0000 0; 0600 0; 0899 0; 9868 0; 2571
CV 0; 7806 0; 1208 0; 9222 0; 0754 0; 9868 0; 2571
RS
Fitness 0; 6198 0; 0402 0; 4640 0; 0112 0; 3316 0; 0102
Cohesión  0; 0390 0; 0828  0; 2510 0; 0401 0; 0541 0; 0980
Acopl. 0; 1420 0; 0776 0; 3694 0; 0346 0; 9522 0; 1001
CV 0; 3129 0; 2576 0; 3460 0; 1014 0; 1008 0; 0963
Analizando los resultados en cuanto a la métrica de cohesión, cabe destacar la habilidad
del algoritmo para encontrar agrupaciones de clases funcionalmente relacionadas. Este
hecho queda reﬂejado al observar que la búsqueda aleatoria obtiene en algunos casos valores
negativos, lo cual indica que las relaciones entre las clases ubicadas en los componentes no
son lo suﬁcientemente fuertes frente al número de agrupaciones generadas, que constituyen
una penalización en esta métrica.
Respecto al acoplamiento se puede apreciar cómo el algoritmo encuentra soluciones
con el mínimo valor de esta medida para el primer problema considerado, mientras que
encuentra más diﬁcultades para Datapro4j. La diferencia de complejidad entre los siste-
mas software considerados permite explicar esta circunstancia, pues Datapro4j presenta
un número muy superior de relaciones de generalización, las cuales implican la máxima
penalización en el cómputo del acoplamiento.
Aunque la búsqueda aleatoria obtiene arquitecturas más balanceadas en cuanto al ta-
maño de los componentes, obtiene valores muy inferiores para el resto de métricas. En este
sentido, el algoritmo de EP es capaz de mantener un mejor compromiso entre todas las
medidas consideradas.
Otro aspecto interesante a comparar es el tiempo de ejecución necesario para cada al-
goritmo, tal y como se recoge en la Tabla 5.4. En ella puede apreciarse como el algoritmo
evolutivo es mucho más efectivo que la búsqueda aleatoria, sobre todo en el segundo proble-
ma considerado, AquaLush. La presencia de restricciones juega aquí un papel importante
debido a la diﬁcultad de crear de manera totalmente aleatoria un número de soluciones vá-
lidas equivalente al total de soluciones que explora el algoritmo evolutivo. Por el contrario,
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una vez creada una población de soluciones de menor tamaño es más fácil generar otras
nuevas a partir de ellas, que también cumplan las restricciones del problema.
Tabla 5.4: Tiempo medio de ejecución (s) del algoritmo de EP y la búsqueda aleatoria
NekoHTML AquaLush Datapro4j
EP 14; 4062 0; 7761 888; 2714 69; 2335 32; 6848 1; 5754
RS 759; 6504 31; 5627 83;410; 2443 929; 6426 1;125; 8845 13; 9348
También es posible destacar otros aspectos relacionados con la tipología de las solucio-
nes generadas. En primer lugar, esta propuesta es capaz de manejar arquitecturas software
de diferentes características, esto es, número de componentes y conectores, permitiendo al
experto decidir entre soluciones de diversa naturaleza. A su vez, los componentes de las
arquitecturas resultantes se asemejan a las soluciones reales. En concreto, para el sistema
Aqualush, basado en capas, el algoritmo es capaz de obtener las agrupaciones de clases que
constituyen algunas de estas capas.
Finalmente, con el objetivo de comparar estadísticamente los resultados obtenidos por
ambos procedimientos [39, 40], se ha realizado el test de Wilcoxon bajo la hipótesis nula,
H0, de que ambos algoritmos tienen un rendimiento similar. Con un 90% de conﬁanza, H0
puede ser rechazada, por lo que existen diferencias signiﬁcativas entre la propuesta de EP
y la búsqueda aleatoria.
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6.1. Conclusiones
En este trabajo se ha presentado un modelo de Programación Evolutiva para la iden-
tiﬁcación de arquitecturas basadas en componentes a partir de modelos de análisis. Esta
tarea es una de las principales a realizar en el análisis arquitectónico cuando se modelan
sistemas software de gran envergadura, de forma que abordar su automatización constituye
un reto de gran interés.
La problemática ha sido formulada como un problema de búsqueda y optimización,
de forma que se han deﬁnido los componentes básicos de este tipo de propuestas: una
representación adecuada, que además de ser eﬁciente es interpretable por los expertos en
análisis arquitectónico; una función de ﬁtness, basada en criterios de diseño como la cohe-
sión y el acoplamiento; y un conjunto de operadores genéticos que representan diferentes
transformaciones arquitectónicas.
Tras analizar los resultados obtenidos, es posible destacar la adecuación de la propuesta
al problema planteado. La obtención de los modelos arquitectónicos anteriores permiten al
analista abordar la identiﬁcación de las unidades funcionales que constituyen el software,
proceso difícil de lograr cuando se trabaja con sistemas software complejos. Mediante las
métricas aquí consideradas se consigue un compromiso entre distintos aspectos deseables en
el diseño basado en componentes, es más, el propio experto puede determinar la necesidad
de optimizar uno u otro en mayor o menor medida según el problema concreto. Además, el
tiempo de cómputo necesario no es excesivo, lo cual ofrece al ingenierio la posibilidad de
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realizar varias ejecuciones para obtener diferentes soluciones arquitectónicas. En deﬁnitiva,
el método propuesto consigue apoyar la labor del ingeniero software, de forma que le aporta
una nueva herramienta, ﬂexible y potente, con la que abordar su trabajo.
Finalmente, la novedad de la propuesta y del problema abordado han sido resaltados
tanto por la comunidad investigadora enfocada en el ámbito de las metaheurísticas como
en el área de la Ingeniería del Sofware y SBSE, lo cual desmuestra que se trata de un
campo de interés en la actualidad.
6.2. Trabajo futuro
El algoritmo propuesto supone una primera aproximación a la optimización de arqui-
tecturas software mediante técnicas metaheurísticas. Como trabajo futuro se plantea, en
primer lugar, la extensión del modelo para incluir otro tipo de información de análisis que
pueda ser de interés, como la descomposión de clases en atributos y métodos o la presencia
de subcomponentes. La inclusión de otras métricas para la evaluación de las soluciones
bajo más criterios de diseño o para la comparación con las soluciones diseñadas por los
propios expertos constituye otra línea de trabajo interesante. Además, existen otras ta-
reas relacionadas con el análisis y diseño del software susceptibles de ser tratadas desde la
perspectiva de SBSE.
Por otro lado, el campo de las metaheurísticas aporta muchas técnicas que pueden ser
combinadas con el algoritmo evolutivo diseñado para mejorar su rendimiento. En especial,
la hibridación con métodos de búsqueda local podría ser interesante para reﬁnar las so-
luciones generadas por el algoritmo a lo largo de la evolución. A su vez, la inclusión de
mecanismos de interacción que permitan al ingeniero software participar activamente en
el proceso de optimización puede ser otra línea de trabajo a considerar. Finalmente, la
variedad dentro del conjunto de metaheurísticas, en constante evolución, es otro aliciente
para la creación de nuevos algoritmos para la optimización de arquitecturas software.
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ABSTRACT
Component identication is a critical phase in software ar-
chitecture analysis to prevent later errors and control the
project time and budget. Obtaining the most appropriate
architecture according to predetermined design criteria can
be treated as an optimization problem, especially since the
appearance of the Search Based Software Engineering, and
its combination with bio-inspired metaheuristics. In this
work, an evolutionary programming (EP) algorithm is used
to identify components, based on a novel and comprehensi-
ble representation of software architectures.
Categories and Subject Descriptors
D.2.11 [Software Engineering]: Software Architectures;
I.2.8 [Articial Intelligence]: Problem Solving, Control
Methods, and Search -Heuristic methods
General Terms
Algorithms, Software design
Keywords
Component-based architecture, Search Based Software En-
gineering, Evolutionary Programming
1. INTRODUCTION
Architectural analysis places an important role in current
software developments. It is mainly considered a human-
centered decision process, where the abilities and prior ex-
periences of software engineers have a marked inuence on
the end product quality and reusability. Therefore, during
the high level analysis, components identication is a criti-
cal approach for dealing with complex systems [1], allowing
to identify the dierent system elements, as well as their
functionalities and interactions.
Recently, the appearance of SBSE (Search Based Software
Engineering) [2] brings a new perspective for solving specic
problems in Software Engineering through search and opti-
mization approaches. Focusing on architecture optimiza-
tion [3], aspects like the architecture denition, the quality
attributes to be measured and the global objective (refac-
toring, deployment, etc.) reects a variety of applications.
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In this paper we propose a novel evolutionary program-
ming algorithm for software architecture optimization from
analysis models. In a more precise way, a novel encoding
of component-based software architectures closest to the ex-
pert domain comprehension, a tness based on design con-
cepts and specic genetic operators are presented.
2. ALGORITHM DESIGN
A component-based architecture can be described as a set
of three elements: components, dened as a cohesive group
of classes working together to satisfy its expected behaviour;
interfaces, identied from relationships between classes be-
longing to dierent components that exchange services (re-
quired by one and provided by the other); and connectors,
the linkage between a pair of required-provided interfaces.
A representation close to the expert domain has been
selected, resulting in a trade-o between performance and
comprehensibility. The hierarchical composition of these
artefacts allows the translation into a tree structure (see
Figure 1).
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Figure 1: Genotype and phenotype
The initialization process begins with a random distribu-
tion of classes into a random number of components. Then,
candidate interfaces and connectors are identied.
After their creation, individuals must be evaluated. Co-
hesion, the degree to which a component performs a well
dened functionality, and coupling, related to the interde-
pendence between components, are well-known design crite-
ria. The distribution of classes among components is also
important, as architectural solutions tend to look for bal-
anced components in terms of size and inner complexity.
Thus, these concepts are translated into quantiable mea-
sures used to dene the tness function, f (see Equation 1).
cohi =
wc1
(wa + wd + wac + wg)  (ncl   1) 
h
wa  na + wd  nd+
+ wac  nac + wg  ng
i
+ wc2  1  ngr
ncl   1
cop =
1
Rmax
 2 R  (C   2)!
C!
;R =
CX
i=1
CX
j=i+1
max rki;j
cv =


f = wcoh 
Pn
i=1 cohi
n
+ wcop  (1  cop) + wcv 

8  cv
8

(1)
The global cohesion is calculated as the average cohesion
of each component (cohi), reecting the strength of their
internal structures. It considers a weighted sum of rela-
tionships among classes, based on the number of dierent
types of UML relationships: associations (wa, na), depen-
dencies (wd, nd), aggregations and compositions (wac, nac),
and generalizations (wg, ng). The presence of unconnected
clusters of classes (ngr) is penalized, since it might imply
internal dispersion. ncl is the number of internal classes.
Coupling (cop) concerns the relationships among classes
belonging to dierent components, based on the number of
combinations of C components. It varies between 0 (compo-
nents only related through interfaces) and 1 (all components
are mutually connected). R accumulates a penalty rate for
each pair of linked components based on the strongest re-
lationship between them (max rki;j). Rmax represents the
worst situation, i.e. all components are related with the rest
by means of the strongest relationship.
The coecient of variation, cv, provides a normalized
measure of the component size dispersion.  and  rep-
resent the mean and standard deviation of the component
internal size, respectively. In opposition to coh, cv and cop
must be minimized, so arithmetical transformations using
its maximum values are realised in order to maximize f .
Finally, each individual in the population is selected to
act as parent, generating a new solution. A probabilistic
roulette with ve mutators is applied in order to obtain o-
springs. Each one represents an architectural transforma-
tion: add and remove components, split and merge them or
move classes from one component to another one. The re-
placement strategy establishes a competition between each
parent and its ospring, so only the best individual survives.
3. EXPERIMENTATION
The complete approach has been written in Java using the
Datapro4j library 1 and JCLEC framework [4]. To analyse
the performance and accuracy of this proposal, 30 execu-
tions were performed over three diverse problems, i.e. archi-
tectural specications. In absence of other proposals to com-
pare with, a random search (RS) has been also performed.
Table 1 shows the average of tness values of the best so-
lutions found. The parameter conguration used was: 100
individuals as population, 100 generations, 2-8 components,
wcoh = 0:3, wcoupl = 0:4 and wcv = 0:3.
In general terms, the EP algorithm obtains better solu-
tions in all problem instances. Special attention must be
1http://www.uco.es/grupos/kdis/datapro4j
placed in the rst instance, where all solutions obtained
achieve the minimum value for the coupling measure. Even
when RS is able to nd a set of components with similar
sizes, the rest of measures are signicantly worse. As for the
EP approach, a more appropriate trade-o between size dis-
persion and the rest of measures has been achieved, which
mainly benets the cohesion. Finally, the EP algorithm is
able to evolve and keep architectures with dierent number
of components and connectors during the search.
Table 1: Results for EP and RS algorithms
NekoHTML AquaLush Datapro4j
EP
Fitness 0.7216 0.6483 0.4690
Cohesion 0.1762 0.1430 0.0586
Coupling 0.0000 0.1411 0.5162
CV 0.8333 1.0175 1.1218
RS
Fitness 0.6198 0.4640 0.3316
Cohesion -0.0390 -0.2510 0.0541
Coupling 0.1420 0.3694 0.9522
CV 0.3129 0.3460 0.1008
TheWilcoxon signed-rank statistical test has demonstrated
that the EP algorithm performs signicantly better than RS
with 90% condence.
4. CONCLUSIONS
This paper presents a novel approach for the identication
of component-based architectures from analysis models. The
proposed encoding uses trees structures, similar to the one
used by the underlying specication models, which brings
the approach closer to the software architect. Specic ge-
netic operators simulating architectural transformations and
a tness function inspired in cohesion and coupling concepts
conform the core of the evolutionary search.
Experimentation has shown very promising results in terms
of cohesion and coupling. Furthermore, our approach can
generate and evolve individuals with dierent number and
congurations of components and connectors, showing a ex-
ible handling of software architectures.
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Resumen La aplicacion de tecnicas metaheursticas para la resolucion
de tareas de la Ingeniera del Software se engloba dentro del area deno-
minada SBSE (Search Based Software Engineering). Por otra parte, el
analisis y dise~no del software y, en concreto, el analisis arquitectonico son
fases importantes en el desarrollo de proyectos, ya que permiten prevenir
errores en el futuro. No obstante, este tipo de tareas no ha sido muy tra-
tada en SBSE a pesar de que la obtencion de la arquitectura del software
puede ser abordada como un problema de busqueda y optimizacion. En
este trabajo se presenta un algoritmo de programacion evolutiva para
la optimizacion de arquitecturas basadas en componentes. Para ello se
ha desarrollado una nueva representacion del problema, una funcion de
tness basada en metricas de dise~no y un conjunto de operadores geneti-
cos. La propuesta ha sido validada con arquitecturas reales, mostrando
resultados interesantes y prometedores.
Keywords: Programacion evolutiva, arquitecturas software, Search Ba-
sed Software Engineering
1. Introduccion
La utilizacion de tecnicas de optimizacion y busqueda en el dominio de la
Ingeniera del Software, denominada Search Based Software Engineering (SBSE),
ha experimentado un gran crecimiento en los ultimos a~nos [1], donde las tecnicas
bio-inspiradas han sido las metaheursticas mas empleadas [2].
En este dominio, los problemas a resolver estan fuertemente vinculados a
decisiones humanas, especialmente en las fases de analisis, dise~no y pruebas.
El analisis arquitectonico constituye un ejemplo de un proceso centrado en el
experto que, a su vez, tiene una gran repercusion en la calidad y reusabilidad del
software. En concreto, la identicacion de componentes es el proceso mediante
el cual se detectan los bloques constituyentes del software y sus funcionalidades,
enfoque util cuando se trabaja con sistemas complejos [3].
Este proceso puede ser abordado a partir de la informacion disponible en
los modelos de analisis, pues en ellos se detallan las clases y las relaciones entre
ellas, representando conjuntamente la estructura global del sistema. Habitual-
mente, estos modelos son los mas utilizados pero, a medida que el sistema crece,
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se vuelven demasiado complejos y es necesario realizar un analisis a nivel arqui-
tectonico. De este modo, los componentes son identicados a partir de conjuntos
de clases que denen funcionalidades especcas. En este punto, el problema
puede ser enfocado como un proceso de optimizacion de estos componentes a
partir de la busqueda de agrupaciones de clases funcionalmente relacionadas.
En este trabajo se propone el desarrollo de un algoritmo de programacion
evolutiva para la identicacion de arquitecturas software basadas en componen-
tes, el cual es orientado como un metodo de apoyo a la decision del ingenierio.
El problema es enfocado desde un nivel de abstraccion elevado, a diferencia de
otras propuestas existentes, mas cercanas a la refactorizacion de codigo y el man-
tenimiento del software. Se ha denido una representacion cercana al experto,
donde se consideran los elementos (componentes, clases, etc.) con los que este
trabaja. La funcion de tness propuesta se basa en criterios de dise~no, mientras
que los operadores geneticos representan transformaciones arquitectonicas.
El resto del artculo esta estructurado de la siguiente manera. En la Seccion 2
se describen propuestas relacionadas con este trabajo, centrandose en la aplica-
cion de tecnicas bio-inspiradas. El dise~no del algoritmo evolutivo se detalla en
la Seccion 3. A continuacion, la Seccion 4 incluye la experimentacion realizada
y los resultados obtenidos. Finalmente, las conclusiones y el trabajo futuro se
discuten en la Seccion 5.
2. Trabajo relacionado
En el ambito del analisis y dise~no del software existen multitud de aspectos
que pueden ser optimizados mediante la utilizacion de metaheursticas [4]. En
estos casos, el principal objetivo es apoyar al ingeniero en la toma de decisiones,
de forma que se ofrecen diferentes alternativas entre las cuales elegir.
En [5] se desarrolla un algoritmo genetico interactivo donde las funcionali-
dades identicadas en los casos de uso son traducidas en un conjunto de clases,
atributos y metodos.
La introduccion de patrones de dise~no en el contexto de la refactorizacion
del software ha sido estudiado en [6], donde se hace uso de la programacion
genetica para manejar grafos y arboles que codican la arquitectura resultante y
el conjunto de transformaciones realizadas, respectivamente. En [7], un algorit-
mo genetico es combinado con tecnicas de clustering para extraer arquitecturas
basadas en componentes a partir de codigo fuente.
La presencia de enfoques multi-objetivo tambien es frecuente en SBSE cuando
se deben optimizar conjuntamente varios factores de dise~no. La busqueda de
arquitecturas alternativas basandose en aspectos como la disponibilidad y el
coste [8] o la modicabilidad y la eciencia [9] son ejemplos de ello.
Aunque las propuestas anteriores trabajan a nivel de arquitecturas software,
abarcan problemas diferentes al aqu considerado. La refactorizacion y busqueda
de alternativas de dise~no requieren la existencia de una arquitectura inicial,
aspecto que no es necesario en esta propuesta. Por otro lado, la extraccion de
componentes a partir de codigo fuente utiliza otro tipo de informacion al que
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aqu se propone, pues los modelos de analisis estan centrados en aspectos de alto
nivel, permitiendo abordar el problema en una fase temprana del desarrollo.
3. Dise~no del algoritmo
3.1. Genotipo y fenotipo
El problema que aqu se plantea puede ser denido como la busqueda de la
conguracion optima de un conjunto de elementos (componentes, interfaces y
conectores) que permitan representar la arquitectura de un sistema software. De
forma mas precisa, se trata de descubrir la existencia de estos elementos a partir
de otro tipo de informacion, los modelos de analisis del software, de forma que
de ellos se abstraiga un modelo arquitectonico basado en componentes. Estos
modelos pueden ser procesados directamente desde herramientas de modelado
con las que trabajan los ingenieros del software y que, habitualmente, utilizan
la notacion UML.
En este punto resulta necesario denir adecuadamente algunos de los con-
ceptos relacionados con el alcance del problema propuesto [3]. Los componentes
son unidades de composicion que presentan una funcionalidad bien denida y
que es puesta a disposicion de otros mediante sus interfaces. La implementa-
cion del componente es realizada en su interior por un conjunto de clases, que
permanece oculto e inaccesible desde el exterior del componente. Las interfaces,
por tanto, son el medio de interaccion entre los componentes, pues en ellas se
especica el conjunto de operaciones que un componente provee al resto y que
pueden identicarse a partir de la interaccion entre clases pertenecientes a dis-
tintos componentes. Finalmente, los conectores representan la union de varios
puntos de interaccion entre componentes, habitualmente pares de interfaces pro-
vedas y requeridas. La Figura 1 representa un ejemplo de arquitectura modelada
con UML, que constituye el fenotipo del problema.
E_req_A
A_prov_E
Figura 1. Fenotipo del problema
La seleccion de una codicacion apropiada es un aspecto clave en el desarrollo
de cualquier algoritmo de busqueda, ya que inuye en su eciencia y, a su vez,
debe ser interpretable, especialmente cuando el proceso esta destinado a usuarios
no expertos en computacion evolutiva. A diferencia de la mayora de propuestas
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en el area de SBSE, que utilizan codicaciones lineales, se ha optado por una
representacion en arbol, donde los elementos denidos anteriormente constituyen
los nodos del mismo en funcion de su nivel de composicion.
Como se puede apreciar en la Figura 2, que representa el genotipo correspon-
diente al fenotipo anterior, la raz del arbol representa la arquitectura completa,
compuesta por un conjunto de componentes y conectores. Cada componente,
a su vez, es desglosado en los tres elementos prejados que lo describen (som-
breados en la gura): el conjunto de clases que implementa su funcionalidad,
las interfaces provedas y las interfaces requeridas. Finalmente, los conectores se
componen de un par de interfaces, una proveda y otra requerida.
Arquitectura
Componentes Conectores
Componente_1 Componente_2 Conector_1
Clases Clases
Interfaces
proveídas
Interfaces
requeridas
Interfaces
proveídas
Interfaces
requeridas
Interfaz
proveída
Interfaz
requerida
B A_prov_E E_req_A A_prov_EE_req_AA C D FE G H
Figura 2. Genotipo del problema
El problema de optimizacion propuesto presenta varias restricciones que de-
ben ser consideradas durante el proceso evolutivo. En primer lugar, cada una de
las clases que componen el modelo inicial deben pertenecer a un unico compo-
nente, proceso que es controlado en la inicializacion del algoritmo.
Otros aspectos relacionados con la composicion de los individuos resultantes
tambien deben ser tenidos en cuenta. Por un lado, no pueden existir compo-
nentes vacos, ya que no implementaran ninguna funcionalidad. Por otro lado,
todos los componentes deben presentar, al menos, una interfaz que le permita
interactuar con el resto de componentes. Finalmente, la presencia de componen-
tes mutuamente dependientes, esto es, donde uno provee y requiere al otro (y
viceversa), no son admitidas desde el punto de vista del analisis arquitectonico.
3.2. Inicializacion de la poblacion
La poblacion inicial se crea mediante la generacion aleatoria de un conjunto
de individuos validos. Cada individuo de la poblacion es construdo realizando
una distribucion aleatoria de las clases del modelo inicial de analisis en un numero
tambien aleatorio de componentes, obteniendo as una poblacion diversa respec-
to al numero de componentes. Una vez realizada esta distribucion, es posible
determinar las interfaces y los conectores establecidos entre estos componentes.
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3.3. Funcion de tness
La evaluacion de los individuos esta basada en criterios de dise~no amplia-
mente extendidos en el desarrollo basado en componentes. La cohesion hace re-
ferencia a la obtencion de componentes con funcionalidades bien denidas. Por
otro lado, el acoplamiento indica la interrelacion existente entre componentes.
Finalmente, otro aspecto interesante a considerar es el tama~no de los compo-
nentes, directamente relacionado con la complejidad de los mismos. Estos tres
conceptos han sido traducidos a tres metricas cuanticables sobre el problema
propuesto, tal y como se detalla a continuacion.
La cohesion global de la arquitectura se obtiene como la media de la cohesion
calculada sobre cada componente (cohi) mediante la Ecuacion 1. Esta expresion
se compone de dos terminos ponderados que cuantican dos caractersticas: el
grado de union entre las clases presentes en el interior del componente y el
numero de agrupaciones que lo conforman. El primero, que vara entre 0 y 1,
contabiliza el numero de relaciones establecidas entre las clases, clasicadas en
funcion de los distintos tipos de relaciones UML y ponderadas en funcion de su
importancia relativa: asociaciones (nas, was), dependencias (nde, wde), agrega-
ciones y composiciones (nag, nco, wac) y generalizaciones (nge, wge). El segundo
termino, denido en el rango [-1,0], representa una penalizacion por el numero
de agrupaciones (ngr) en el interior del componente, fundamentado en el concep-
to de componentes conexas en la Teora de Grafos y bajo la idea de que varias
agrupaciones representan dispersion en cuanto a la funcionalidad del componen-
te. ncl representa el numero de clases en el interior del componente. Todos los
pesos presentes en la Ecuacion 1 han sido prejados experimentalmente.
cohi =
wc1
(was + wde + wac + wge)  (ncl   1) 
h
was  nas + wde  nde +
+ wac  (nag + nco) + wge  nge
i
+ wc2  1  ngr
ncl   1 (1)
El siguiente termino a considerar es el exceso de interrelaciones entre los
componentes, lo cual se reeja en la medida de acoplamiento (acopl) propuesta
en la Ecuacion 2. En ella se contabilizan las relaciones existentes entre clases
pertenecientes a distintos componentes que no son especicadas a traves de las
interfaces. Por ejemplo, esta situacion puede ocurrir durante el proceso evolutivo
ante una relacion de generalizacion en la que la clase padre y las subclases no
estan ubicadas en el mismo componente. C indica el numero de componentes,
mientras que R, denido en la Ecuacion 3, establece una penalizacion por la
presencia de este tipo de relaciones. Concretamente, R acumula, para cada par
de componentes i y j, el peso de la relacion mas fuerte entre las k relaciones
(k = 0:::m), rki;j , establecidas entre ellos. La normalizacion de la metrica se
consigue mediante el termino Rmax, pues representa la peor conguracion posible
(todos los componentes estan mutuamente conectados por medio de la relacion
mas fuerte). Por tanto, la medida toma valores entre 0 (no existen relaciones
entre los componentes salvo las denidas a traves de las interfaces) y 1 (todos
los componentes estan fuertemente acoplados).
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acopl =
1
Rmax
 2 R  (C   2)!
C!
(2)
R =
CX
i=1
CX
j=i+1
max rki;j (3)
El coeciente de variacion, CV , mide la dispersion en el tama~no de los com-
ponentes, denido como el numero de clases que los conforman. Su calculo se
obtiene por medio de la Ecuacion 4, donde  y  representan la media y la des-
viacion estandar del tama~no de los componentes, respectivamente. Esta medida
puede tomar valores entre 1 y 8.
CV =


(4)
Finalmente, la funcion de tness es construda a partir de la suma ponde-
rada de los tres terminos anteriores. Puesto que el acoplamiento y el coeciente
de variacion deben ser minimizados y esta ultima, a su vez, normalizada, se
han aplicado las correspondientes transformaciones aritmeticas con los lmites
superiores de cada medida, tal y como se observa en la Ecuacion 5.
fitness = wcoh 
Pn
i=1 cohi
n
+ wacopl  (1  acopl) + wcv 

8  CV
8

(5)
3.4. Operadores geneticos
Dada la presencia de varias restricciones en el problema, la recombinacion de
individuos no ha sido considerada ante la dicultad de generar soluciones validas.
El unico operador considerado es la mutacion, para el cual se han dise~nado dife-
rentes variantes que representan las siguientes transformaciones arquitectonicas:
A~nadir un componente: Se crea un nuevo componente, mediante la seleccion
aleatoria de clases e interfaces pertenecientes a otros componentes.
Eliminar un componente: Se selecciona el componente con mayor acopla-
miento para ser eliminado de la arquitectura. Una vez identicado, se realo-
jan sus clases e interfaces en el resto de componentes.
Unir dos componentes: Se seleccionan dos componentes, aquel con mayor
acoplamiento y otro aleatorio, para ser fusionados en uno solo.
Dividir un componente: Se selecciona aleatoriamente un componente entre
aquellos que presentan varios grupos diferenciados de clases, los cuales son
distribuidos en dos nuevos componentes.
Mover una clase: Se selecciona de forma aleatoria una clase del modelo para
ser transferida desde su componente actual hacia otro elegido aleatoriamente.
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La seleccion de un operador u otro esta basada en una ruleta probabilstica,
la cual es creada para cada padre en funcion de los operadores que se le pueden
aplicar y la probabilidad asociada a cada mutador, congurable por el usuario.
Finalmente, la presencia de restricciones (ver Seccion 3.1) debe ser considera-
da tambien a la hora de generar nuevos individuos. Los mutadores que extraen
clases de unos componentes para ubicarlas en otros comprueban previamente
que el movimiento a realizar no implique la ausencia de clases en el componente
origen. La creacion de individuos con componentes aislados o mutuamente de-
pendientes es tambien identicada tras la evaluacion del individuo, de forma que
si el descendiente creado no es valido, se realiza un numero maximo de intentos
que, si es alcanzado, retorna al individuo inicial.
3.5. Seleccion y reemplazo
En este trabajo, el metodo de seleccion utilizado consiste en la actuacion de
cada individuo de la poblacion como padre, produciendo un unico descendiente
mediante la aplicacion de un operador de mutacion. Por otro lado, la estrategia
de competicion entre padres e hijos para formar parte de la nueva poblacion
consiste en la seleccion del mejor individuo entre cada padre y su descendiente.
La eleccion de ambos procedimientos se ha llevado a cabo tras la realizacion de
una experimentacion previa, de forma que se controla y mantiene la diversidad
introducida por los mutadores. A su vez, una seleccion determinista suele ser el
metodo de seleccion mas habitual en EP.
4. Experimentacion
El algoritmo de programacion evolutiva propuesto ha sido desarrollado en
Java con el framework JCLEC [10]. Se han utilizado dos libreras Java publicas
para el preprocesado de la informacion procedente de los modelos de analisis:
SDMetrics Open Core 1 y Datapro4j 2.
Tabla 1. Instancias del problema y sus caractersticas
#Clases #Asoc #Depen #Agreg #Compos #Gener
NekoHTML 24 16 5 0 0 10
Aqualush 58 69 6 0 0 20
Datapro4j 59 4 18 1 4 50
Para realizar la experimentacion del algoritmo se han considerado los mo-
delos de analisis de tres sistemas software, cuyas caractersticas se recogen en
1 http://www.sdmetrics.com/OpenCore.html
2 http://www.uco.es/grupos/kdis/datapro4j
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la Tabla 1. En ella se muestran el numero de clases (#Clases) y el numero de
apariciones de cada tipo de relacion UML: asociaciones (#Asoc), dependencias
(#Depen), agregaciones (#Agreg), composiciones (#Compos) y generalizacio-
nes (#Gener).
4.1. Conguracion del algoritmo
En la Tabla 2 se detallan los parametros del algoritmo y los valores asociados
a cada uno de ellos, obtenidos tras haber efectuado una serie de experimentos
previos. Se han realizado 30 ejecuciones con diferentes semillas aleatorias sobre
los tres problemas considerados con el objetivo de obtener resultados no sesgados.
Puesto que no existen otras propuestas ante las cuales comparar, se ha realiza-
do tambien una busqueda aleatoria (RS, Random Search). Dada la conguracion
anterior, el algoritmo evolutivo genera un maximo de 100 individuos validos en
cada una de las 100 generaciones, por lo que la busqueda aleatoria debe generar
10.000 soluciones validas para realizar una comparacion justa.
Tabla 2. Conguracion de parametros
Parametro Valor Parametro Valor
Tama~no de la poblacion 100 Prob. Mut. A~nadir componente 0,250
Numero de generaciones 100 Prob. Mut. Eliminar componente 0,125
No max. de intentos en la mutacion 10 Prob. Mut. Dividir componente 0,125
Wcoh 0,300 Prob. Mut. Unir componentes 0,250
Waco 0,400 Prob. Mut. Mover clase 0,250
Wcv 0,300 Numero de componentes Entre 2 y 8
4.2. Resultados experimentales
En la Tabla 3 se recogen los resultados medios de tness, cohesion, aco-
plamiento y CV obtenidos por los dos algoritmos. Se puede observar como el
algoritmo de EP consigue mejores soluciones en terminos de medias para todas
las instancias consideradas. Ademas, para el primer problema seleccionado se ha
alcanzado el menor valor de acoplamiento en todas las ejecuciones.
Aunque la busqueda aleatoria es capaz de obtener individuos que representan
arquitecturas balanceadas en cuanto al tama~no de los componentes, los valores
obtenidos para el resto de metricas son muy inferiores a los proporcionados por
el algoritmo de EP. Por tanto, es posible alcanzar un compromiso entre cohesion
y acoplamiento mediante la evolucion de soluciones generadas aleatoriamente.
Mas aun, el algoritmo de EP siempre encuentra soluciones con valores de
cohesion positivos. Esto resalta la dicultad de generar soluciones donde el nume-
ro y tipologa de las relaciones entre las clases pueda contrarrestar la penalizacion
por la presencia de varias agrupaciones.
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Estos resultados tambien ofrecen informacion interesante en funcion de los
problemas considerados. Como puede observarse, el valor de tness para la ar-
quitectura de Datapro4j es algo inferior al de los otros problemas debido a la
diferencia entre los valores de acoplamiento alcanzados. Este hecho es signicati-
vo, pues este sistema presenta un numero elevado de relaciones de generalizacion,
las cuales implican la maxima penalizacion en el calculo del acoplamiento.
Tabla 3. Resultados del algoritmo de EP y la busqueda aleatoria
NekoHTML AquaLush Datapro4j
EP
Fitness 0; 7301 0; 0014 0; 6793 0; 0254 0; 4780 0; 0206
Cohesion 0; 1977 0; 0105 0; 1262 0; 0446 0; 0767 0; 0991
Acopl. 0; 0000 0; 0000 0; 0600 0; 0899 0; 9868 0; 2571
CV 0; 7806 0; 1208 0; 9222 0; 0754 0; 9868 0; 2571
RS
Fitness 0; 6198 0; 0402 0; 4640 0; 0112 0; 3316 0; 0102
Cohesion  0; 0390 0; 0828  0; 2510 0; 0401 0; 0541 0; 0980
Acopl. 0; 1420 0; 0776 0; 3694 0; 0346 0; 9522 0; 1001
CV 0; 3129 0; 2576 0; 3460 0; 1014 0; 1008 0; 0963
Considerando la estructura de las soluciones proporcionadas por el algoritmo
se pueden apreciar otros aspectos interesantes. En el caso del sistema Aqualush,
cuya solucion arquitectonica original esta basada en capas, se han identicado
las agrupaciones de clases que conforman algunas de estas capas. A su vez, cabe
destacar la habilidad del algoritmo para generar y mantener diferentes tipos de
arquitecturas en cuanto al numero de componentes y conectores a lo largo de
toda la evolucion. Este hecho es importante, pues permite presentar al experto
diferentes alternativas, entre las cuales tomara su decision de dise~no.
Finalmente, con el objetivo de comparar estadsticamente los resultados ob-
tenidos por ambos procedimientos, se ha realizado el test de Wilcoxon bajo la
hipotesis nula, H0, de que ambos algoritmos tienen un rendimiento similar. Con
un 90% de conanza, H0 puede ser rechazada, por lo que existen diferencias
signicativas entre la propuesta de EP y la busqueda aleatoria.
5. Conclusiones y trabajo futuro
En este artculo se presenta un algoritmo de programacion evolutiva aplica-
do al ambito de la identicacion de componentes software a partir de modelos
de analisis. Se ha denido una codicacion en arbol que permite manejar e-
cientemente las soluciones generadas por el algoritmo, a la vez que ofrece una
representacion comprensible para usuarios no expertos en tecnicas metaheursti-
cas. La denicion de una funcion de tness basada en criterios de dise~no y la
creacion de operadores geneticos especcos constituyen el resto del modelo.
La aplicacion de algoritmos bio-inspirados en el dominio del analisis arqui-
tectonico constituye a su vez una novedad, pues la mayora de propuestas para
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la optimizacion de arquitecturas en SBSE estan orientadas a la refactorizacion
de codigo o el despliegue.
En este sentido, extender la denicion del problema con otros aspectos del
analisis y dise~no del software constituye una lnea de trabajo futura. Finalmen-
te, el algoritmo propuesto puede ser mejorado mediante la inclusion de nuevos
operadores que exploren mas variantes arquitectonicas. La aplicacion de otras
metaheursticas, as como la hibridacion de alguna de ellas con EP, constituyen
otros retos a considerar en el futuro.
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Resumen El analisis arquitectonico constituye una tarea indispensable
en los grandes sistemas software, pues dedica su esfuerzo a encontrar
soluciones de dise~no de alto nivel que cumplan requisitos de desempe~no,
acoplamiento, cohesion o reutilizacion, entre otros. Sin embargo, aspectos
como la experiencia del arquitecto software o la complejidad del siste-
ma repercuten en el resultado. La Inteligencia Articial (IA) aporta un
marco novedoso para el desarrollo de herramientas semi-automaticas en
este dominio. En general, el area de SBSE (Search-Based Software Engi-
neering) plantea considerar los retos de la Ingeniera del Software como
problemas de optimizacion y busqueda. Este trabajo presenta una nueva
propuesta para la identicacion de arquitecturas basadas en componen-
tes a partir de representaciones cercanas al experto y haciendo uso de
la metaheurstica de Programacion Evolutiva (EP). Ademas, discute los
principales retos a los que se enfrenta este tipo de soluciones y desarrolla
un estudio experimental que aporta resultados prometedores.
Keywords: Arquitecturas basadas en componentes, SBSE, Programa-
cion Evolutiva
1. Introduccion
La identicacion de componentes, una de las principales actividades del anali-
sis arquitectonico, permite abordar el desarrollo de sistemas complejos mediante
la determinacion de las distintas unidades funcionales del software y sus inter-
acciones [1]. Realizar el analisis del software a un nivel de abstraccion elevado
durante las primeras fases del proyecto aporta benecios en su posterior desa-
rrollo, tanto en esfuerzo como en coste. Por tanto, se trata de una tarea de gran
importancia donde la experiencia y habilidad del arquitecto son determinantes.
Disponer de herramientas que apoyen al ingenierio en esta actividad es un
campo de trabajo interesante en el cual puede resultar beneciosa la inclusion de
tecnicas de IA que hagan uso del conocimiento de los expertos para automatizar
el proceso. En este sentido, el crecimiento en los ultimos a~nos del area denomina-
da SBSE [2] muestra el interes de la comunidad investigadora en el tratamiento
de las tareas de la Ingeniera del Software como problemas de busqueda y op-
timizacion, susceptibles de ser resueltas por tecnicas computacionales. Aspectos
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como la planicacion de proyectos [3] o el desarrollo de casos de prueba [4] han
sido ya abordados en el area de SBSE haciendo uso de diferentes metaheursti-
cas, las cuales constituyen una alternativa eciente cuando no es posible aplicar
tecnicas exactas. En este sentido, la Computacion Evolutiva (EC, Evolutionary
Computation) y mas concretamente, la Programacion Evolutiva (EP, Evolutio-
nary Programming), son metaheursticas muy conocidas que aplican conceptos
inspirados en la evolucion natural para explorar el espacio de soluciones.
En este trabajo se presenta un estudio experimental para la identicacion
de componentes en arquitecturas software mediante un modelo de Programa-
cion Evolutiva. A traves de un proceso orientado al experto, se ha abordado la
optimizacion de arquitecturas basadas en componentes a partir de modelos de
analisis. Para ello se ha dise~nado una representacion exible y comprensible, una
funcion de evaluacion que incluye criterios de dise~no deseables y un conjunto de
transformaciones que permiten explorar diferentes tipos de arquitecturas.
El resto del artculo esta estructurado como sigue. La Seccion 2 recoge el
estado actual de la problematica, especialmente en lo referido a la presencia de
propuestas en el ambito de SBSE. A continuacion, en la Seccion 3 se describe
de forma detallada el ambito del problema, centrandose en la codicacion de
arquitecturas utilizada. El dise~no del marco de trabajo y, en concreto, del al-
goritmo evolutivo, se detallan en la Seccion 4. En la Seccion 5 se presenta un
ejemplo del funcionamiento del algoritmo mientras que la Seccion 6 aborda la
experimentacion y discusion del proceso. Para nalizar, la Seccion 7 recoge las
conclusiones obtenidas y el trabajo futuro.
2. Problematica y estado actual
La identicacion sistematica de componentes software es un area de investiga-
cion en la que se dan cabida desde procedimientos generales y recomendaciones,
hasta metodos estructurados y algoritmos [5]. La utilizacion de tecnicas basadas
en clustering para la extraccion de la arquitectura han sido las primeras propues-
tas destacadas en el area. En estos casos, el problema de recuperar o identicar
la arquitectura del software es enfocado como un problema de particion de grafos
en el cual se representan sus dependencias funcionales [6].
Recientemente, la optimizacion de arquitecturas tambien ha sido tratada
desde la perspectiva de SBSE bajo diferentes enfoques [7]. La mayora de estas
propuestas han estado centradas en aspectos cercanos al codigo fuente, como
la refactorizacion e inclusion de patrones de dise~no [8]. En [9], la extraccion de
arquitecturas basadas en componentes tambien es realizada a partir de codigo
fuente, donde se utiliza un algoritmo genetico para optimizar una arquitectura
inicial obtenida tras el analisis de un grafo de dependencias. Sin embargo, el
analisis arquitectonico a un nivel de abstraccion mas elevado, donde se utilice
informacion de los propios modelos de analisis, no ha sido abordado hasta la
fecha. Este tipo de propuestas y, en general, todas las de SBSE, estan orientadas
a dar soporte al experto, de forma que le ayuden en la toma de decisiones,
responsabilidad que nalmente recae en el ingeniero software.
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Por otro lado, tambien ha existido variedad en cuanto a las tecnicas me-
taheursticas aplicadas, destacando la Computacion Evolutiva [10]. En ella se ma-
nejan simultaneamente varias soluciones al problema, que son ((evolucionadas))
mediante la aplicacion de operadores geneticos como el cruce y la mutacion.
Habitualmente, cada solucion, tambien denominada individuo, es representa-
da mediante un vector de valores numericos, cuyas posiciones son denominadas
genes, que codican una posible solucion al problema. La Programacion Evoluti-
va [11] se caracteriza por la ausencia de operador de cruce y una representacion
adaptada al dominio del problema.
3. Denicion del problema
La solucion propuesta al problema de identicacion de componentes ha sido
enfocada siguiendo la denicion de Szyperski [1], segun la cual ((un componente
es una unidad de composicion que especica contractualmente interfaces y solo
hace explcitas dependencias del contexto)). En este sentido, el modelo arqui-
tectonico contempla la denicion de las interfaces, que determinan el conjunto
de operaciones que pueden ser invocadas y que permiten separar su especica-
cion funcional de la implementacion real. Dicha implementacion es realizada en
el interior del componente mediante otros elementos. Finalmente, los conectores
enlazan dos o mas puntos de interaccion entre interfaces.
Las deniciones anteriores son recogidas en la especicacion del estandar
UML 2 [12], que ofrece una semantica bien denida para el analisis arquitectoni-
co. Esta notacion ha sido considerada en este trabajo a la hora de representar el
problema, de forma que se utilizan los modelos y artefactos denidos por UML 2.
Puesto que la identicacion de componentes constituye una tarea muy com-
pleja, es necesario realizar una descomposicion en problemas de menor enver-
gadura cuya resolucion pueda ser abordada mediante tecnicas computacionales.
Por tanto, la resolucion del problema es aqu formulada en terminos de las si-
guientes restricciones:
Un componente es denido como un grupo cohesionado de clases, de forma
que entre ellas llevan a cabo el comportamiento del componente.
Una relacion navegable entre clases pertenecientes a diferentes componen-
tes representa una interfaz candidata, pues establece una interaccion entre
tales componentes. En funcion de la navegabilidad de la relacion, se consi-
derara una interfaz requerida o proveda.
Los conectores describen la union de una pareja de interfaces, una requerida
y otra proveda, entre dos componentes.
Por otro lado, las metricas disponibles para evaluar los diferentes modelos
permiten establecer los criterios de calidad exigidos a las soluciones propues-
tas. Conceptos genericos como la funcionalidad, reusabilidad, exibilidad o com-
prension del software son traducidos en medidas cuanticables y ampliamente
extendidas como la presencia de abstraccion, el uso de la herencia y el poli-
morsmo [13]. Concretamente, los conceptos de cohesion y acoplamiento estan
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ampliamente aceptados en el ambito del dise~no basado en componentes como
criterios basicos y fundamentales de dise~no. La cohesion se dene como el grado
en el cual el componente desarrolla una funcionalidad bien denida. El acopla-
miento mide la interdependencia entre componentes a causa de las interacciones
entre sus modulos y los ujos de datos.
4. Dise~no del modelo de identicacion de componentes
En esta seccion se describe el procedimiento propuesto para realizar la identi-
cacion de componentes a partir de modelos de analisis. Tras una vision general
del mismo, se detallaran los aspectos de mayor interes en la resolucion de cual-
quier problema de SBSE: la representacion de las soluciones, las metricas de
evaluacion de la calidad y las transformaciones de las soluciones propuestas.
Inicio
     Extraer modelo
- Extracción de clases
- Extracción de relaciones
Generar individuos
Evaluar individuos
¿Máximo Nº de
generaciones ?
Seleccionar individuos
Mutar individuos
Evaluar individuos
Reemplazar individuos
Devolver al mejor 
individuo
Fin
Sí
No
Modelo de
análisis XMI
Arquitectura
candidata
Figura 1: Diagrama de ujo del modelo propuesto
La Figura 1 muestra la secuencia de tareas que componen el proceso. Como
entrada al sistema, el experto dispone de un modelo de analisis en el forma-
to estandar XMI [14]. El uso de recomendaciones estandares facilita que no se
dependa de representaciones propias, as como la posible integracion con he-
rramientas externas. A continuacion, se realiza la extraccion de la informacion
referida a las clases que intervienen en el modelo, as como las relaciones entre
ellas. La herramienta de modelado utilizada ha sido Magic Draw 1, mientras que
el proceso de extraccion se ha automatizado mediante un interprete de XMI.
El metodo de busqueda comienza con la ejecucion del algoritmo evolutivo,
el cual es iniciado con la creacion de una poblacion de n soluciones generadas
1 http://www.nomagic.com/products/magicdraw.html
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aleatoriamente a partir de la informacion del modelo, cuya representacion se
aborda en la Seccion 4.1. El proceso de inicializacion consiste en la creacion de
un numero aleatorio de componentes en los cuales se ubican, tambien de forma
aleatoria, las clases e interfaces candidatas extradas del modelo de analisis. A
continuacion, estas soluciones deben ser evaluadas para determinar su calidad,
tal y como se detalla en la Seccion 4.2.
El resto del algoritmo es un proceso iterativo que naliza cuando la condicion
de parada es alcanzada (un numero maximo de iteraciones). En cada una de ellas,
denominada generacion, se crea una nueva poblacion de soluciones a partir de
los individuos de la generacion anterior, que toman el rol de padres. Para ello,
los operadores geneticos, detallados en la Seccion 4.3, son aplicados sobre dichos
individuos, generando otros nuevos. Tras la evaluacion de las nuevas soluciones
se dispone de n padres y n hijos entre los cuales debe seleccionarse aquellos
que continuaran en la siguiente generacion. En este caso, se mantiene al mejor
individuo entre cada padre y su hijo. Finalmente, la mejor solucion encontrada
es devuelta, indicando tanto la arquitectura resultante como los valores de las
diferentes medidas consideradas.
4.1. Representacion del problema
Tras denir el marco de la propuesta es posible abordar la codicacion de las
arquitecturas para ser manejadas por el algoritmo de busqueda. Los conceptos
anteriores deben ser trasladados a una estructura eciente desde el punto de vista
computacional, puesto que es uno de los aspectos clave para el exito de este tipo
de propuestas. A su vez, mantener una representacion cercana al experto es otro
factor importante, pues inuye en la interpretabilidad del proceso.
Este ultimo aspecto es una de las principales diferencias de esta propuesta
frente a otros trabajos basados en SBSE, donde la representacion lineal de las
soluciones, esto es, vectores de valores binarios o numericos, ha venido siendo
la codicacion mas habitual. Sin embargo, a medida que los problemas son mas
complejos, este tipo de codicacion se complica y su interpretacion se vuelve
tediosa. La utilizacion de otro tipo de estructuras, especialmente si han sido
aplicadas con exito en otros ambitos, se convierte en una alternativa interesante.
Una de las representaciones habituales de los modelos de analisis es en forma
de arbol, donde se establece una relacion jerarquica entre los elementos que in-
tervienen en el modelo as como referencias entre los nodos. La representacion en
arbol ofrece las dos caractersticas deseables, interpretabilidad y eciencia, al tra-
tarse de una estructura de datos comprensible y computacionalmente manejable.
Gracamente, la Figura 2 muestra la equivalencia entre el modelo arquitectonico
o fenotipo, esto es, lo que representa la solucion (aqu modelado con UML 2 pero
que en realidad es tratado de forma generica en formato XMI), y la codicacion
en forma de arbol o genotipo, su representacion interna. El nodo raz comprende
el diagrama completo, compuesto por un conjunto de componentes y conectores.
Estos, a su vez, son nodos no terminales del arbol, pues son denidos en funcion
de otros de menor abstraccion. Finalmente, las clases e interfaces conforman el
ultimo nivel de descomposicion del arbol.
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Arquitectura
Componentes Conectores
Componente_1 Componente_2 Conector_1
Clases Clases
Interfaces
requeridas
Interfaces
proveídas
Interfaces
requeridas
Interfaces
proveídas
Interfaz
proveída
Interfaz
requerida
B A_prov_E E_req_A A_prov_EE_req_AA C D FE G H
E_req_A
A_prov_E
Figura 2: Codicacion propuesta del problema (fenotipo y genotipo)
4.2. Funcion de evaluacion
Como se menciono en la Seccion 3, la determinacion de las metricas de interes
para evaluar la calidad de los modelos arquitectonicos es un aspecto clave para
el ingenierio del software. Por otro lado, las metaheursticas requieren de un
mecanismo para decidir cuando una solucion es mejor que otra, de forma que
utilizan esta informacion para dirigir el proceso de busqueda. La funcion de
evaluacion aqu denida (denominada funcion de tness) esta basada en dos
caractersticas arquitectonicas deseables por el experto, cohesion y acoplamiento,
a la vez que sirve como base para establecer una comparacion numerica objetiva
entre las diferentes soluciones creadas a lo largo del proceso evolutivo.
En primer lugar, la cohesion global de la arquitectura es expresada como la
media de la cohesion de cada componente (cohi), calculada mediante la Ecua-
cion 1. En ella se evaluan dos aspectos: las relaciones entre las clases contenidas
en el componente y el numero de agrupaciones que lo conforman. El primer
termino mide el grado de relacion entre las clases que implementan la funcio-
nalidad del componente, considerando los distintos tipos de relaciones denidas
en UML. El segundo termino esta fundamentado en el concepto de componentes
conectadas en la Teora de Grafos, bajo la idea de que la presencia de distin-
tos grupos o nucleos de clases puede ser indicativo de la existencia de varias
funcionalidades poco relacionadas entre s. En la Ecuacion 1, ncl representa el
numero de clases dentro del componente y ngr el numero de grupos de clases no
conectadas entre s. Los terminos nx indican el numero de relaciones internas,
clasicadas en asociaciones (as), dependencias (de), agregaciones (ag), compo-
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siciones (co) y generalizaciones (ge). Los dos terminos considerados, que varan
entre 0 y 1 y entre -1 y 0, respectivamente, son ponderados mediante los pesos
wc1 y wc2. Tanto estos pesos como los correspondientes a los distintos tipos de
relaciones han sido prejados experimentalmente.
cohi =
wc1
(wa + wd + wc + wg)  (ncl   1) 
h
wa  nas + wd  nde
+ wc  (nag + nco) + wg  nge
i
+ wc2  1  ngr
ncl   1 (1)
A continuacion, el calculo del acoplamiento esta enfocado a la cuanticacion
de las relaciones entre componentes que no son reejadas por la conexion de sus
interfaces. Este tipo de relaciones ocurren a lo largo del proceso evolutivo cuando
el agrupamiento de clases no es optimo y, por tanto, pueden existir relaciones
entre clases de diferentes componentes que, en realidad, deberan formar parte
del mismo (piensese en una generalizacion donde la clase padre y sus respectivas
subclases han sido ubicadas en diferentes componentes). La Ecuacion 2 dene el
valor de acoplamiento (acopl), que reeja el numero de relaciones existentes entre
C componentes, variando entre 0 (no existen relaciones fuera de las denidas por
las interfaces) y 1 (todos los componentes estan conectados con el resto).
De forma equivalente a la expresion de cohesion, el tipo de relacion UML es
considerada a la hora de penalizar la presencia de conexiones entre componentes.
Mediante el termino R, denido en la Ecuacion 3, se evaluan las relaciones esta-
blecidas entre clases pertenecientes a cada par de componentes, contabilizando
la mas fuerte de todas ellas. Dados dos componentes, i y j, conectados por m
relaciones entre las clases alojadas en cada uno, rki;j , k = 0:::m, representa el
peso del tipo de la relacion k-esima entre ellos, establecidos en las mismas con-
diciones que para la cohesion. El termino Rmax permite normalizar la metrica,
de forma que representa la peor situacion posible (todos los componentes estan
acoplados por medio de la relacion mas fuerte).
acopl =
1
Rmax
 2 R  (C   2)!
C!
(2)
R =
CX
i=1
CX
j=i+1
maxrki;j (3)
Finalmente, se ha considerado una tercera caracterstica relacionada con el
tama~no de los componentes resultantes, con la cual se intentan obtener arqui-
tecturas balanceadas en cuanto al tama~no y complejidad de los componentes. El
coeciente de variacion, CV , calculado mediante la Ecuacion 4, ha sido intro-
ducido como medio para controlar la dispersion en el tama~no de los mismos. En
dicha ecuacion,  y  representan la media y la desviacion estandar del tama~no
interno del componente (medido como el numero de clases), respectivamente.
CV =


(4)
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Finalmente, es posible construir una funcion de tness mediante la suma
ponderada de las tres componentes anteriores (vease la Ecuacion 5). Mientras
que la cohesion es una medida a maximizar, el acoplamiento y el coeciente de
variacion deben ser minimizados. Para que todas ellas se maximicen, es necesario
aplicar las modicaciones aritmeticas simples que se observan, donde se utilizan
los lmites superiores de cada termino.
fitness = wcoh 
Pn
i=1 cohi
n
+ waco  (1  acopl) + wcv 

8  CV
8

(5)
Figura 3: Individuo de ejemplo a evaluar por el algoritmo evolutivo
Tabla 1: Calculo del tness sobre el individuo de ejemplo
Cohesion Acoplamiento CV
ngr1 = 3,ncl1
= 5,nas1 = 1,nge1 = 1 r
1
1;2 = wco = 3  =
5+3
2
= 4
cohcomp 1 =  0; 1750 r21;2 = wge = 5
ngr2
= 2,ncl2
= 3,nde2
= 1 R = max(3; 5) = 5  =
q
(5   4)2 + (3   4)2 = 1; 4142
cohcomp 2 =  0; 2250 Rmax = wg = 5
coh =
 0;1750+( 0;2250)
2
=  0; 2000 acopl = 1
5
 251
2
= 1 CV =
1;4142
4
= 0; 3536
fitness = 0; 3  ( 0; 2) + 0; 4  (1  1) + 0; 3    8 0;3536
8

= 0; 2267
A modo de ejemplo, la Figura 3 muestra una solucion no optima de la arqui-
tectura presentada en la Seccion 4.1. El calculo del valor de tness es recogido en
la Tabla 1, donde se ha considerado wa = 1, wd = 1, wc = 3, wg = 5, wc1 = 0; 5
y wc2 = 0; 5. El primer componente presenta cinco clases, de las cuales dos, H
y F, no estan relacionadas con ninguna otra clase en el interior del componen-
te. Entre el resto se establece una generalizacion y una asociacion. El segundo
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presenta tres clases, dos agrupaciones y una relacion de dependencia. En ambos
casos la penalizacion por el numero de grupos es alta mientras que el numero
de relaciones internas es baja, de forma que se alcanzan valores negativos para
la cohesion. En cuanto al acoplamiento, puede verse como existen dos relacio-
nes entre clases de ambos componentes, una generalizacion entre A y C y una
composicion entre E y F. Como wg = 5 y wc = 3, R toma el valor 5. A su vez,
Rmax tambien es igual a 5 pues la peor situacion posible para dos componentes
es que entre sus clases se establezca una relacion de generalizacion (la de mayor
peso). La media y la desviacion estandar del numero de clases por componente
son facilmente obtenidas. Finalmente, las tres medidas son combinadas segun la
conguracion de los pesos wcoh = 0; 3, waco = 0; 4 y wcv = 0; 3.
4.3. Operadores geneticos
Los operadores de mutacion son desarrollados para realizar alteraciones so-
bre unos individuos (padres) para producir otros nuevos (descendientes). En este
problema, los operadores representan transformaciones arquitectonicas que mo-
dican el numero de componentes y su distribucion interna. Observese que es
posible que estas operaciones produzcan arquitecturas invalidas, por lo que debe
jarse un maximo de intentos que, si es alcanzado, naliza el proceso devolviendo
al individuo inicial. A su vez, la utilizacion de un operador u otro estara condi-
cionada a su factibilidad y a una probabilidad asociada a cada uno de ellos. Cabe
destacar que el movimiento de componentes y clases puede implicar la reasigna-
cion de otros elementos asociados a ellos, como clases, interfaces y conectores, en
funcion de la nueva estructura denida. En la Figura 4 se muestra el comporta-
miento de los mutadores propuestos, donde la primera arquitectura corresponde
al individuo inicial o padre. De forma mas detallada, el funcionamiento de estos
operadores es el siguiente:
A~nadir un componente: Se crea un nuevo componente extrayendo agrupa-
ciones de clases de otros componentes, seleccionadas aleatoriamente. En el
caso (b) se muestra un posible resultado de su aplicacion.
Eliminar un componente: Se selecciona el componente con mayor acopla-
miento para ser eliminado de la arquitectura. Sus elementos internos (clases,
relaciones e interfaces) son realojados en el resto de componentes de forma
aleatoria, tal y como se representa en el caso (c).
Unir dos componentes: Se seleccionan dos componentes, el de mayor acopla-
miento y uno aleatorio, para formar un nuevo componente. En el ejemplo
del caso (d) se han unido los componentes 1 y 3 de la aquitectura inicial.
Dividir un componente: Se selecciona aleatoriamente un componente entre
aquellos que presentan mas de un grupo diferenciado de clases en su interior,
resultando en dos nuevos componentes donde cada uno de ellos mantiene
alguno de estos grupos, tal y como se aprecia en el caso (e).
Mover una clase: Tras seleccionar aleatoriamente dos componentes, se pro-
duce el movimiento de una clase (tambien aleatoria) de un componente a
otro. En el ejemplo del caso (f), la clase B ha sido desplazada desde el
componente 2 hasta el 1.
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(a) Arquitectura inicial (b) A~nadir un componente
(c) Eliminar un componente (d) Unir dos componentes
(e) Dividir un componente (f) Mover una clase
Figura 4: Operadores de transformacion denidos
5. Desarrollo de un ejemplo
A continuacion se desarrollara un peque~no ejemplo sobre la ejecucion del al-
goritmo evolutivo, de forma que se podra comprobar como las soluciones iniciales
generadas son optimizadas progresivamente.
En la Figura 5 se recogen cuatro momentos del proceso de identicacion de
componentes. En primer lugar se dispone de un modelo de analisis (un diagrama
de clases) del cual se han extrado las clases participantes y sus relaciones (a).
Esta informacion es utilizada para la creacion y evaluacion de los individuos de la
poblacion inicial (b). Se puede observar como el mejor individuo de la poblacion
inicial presenta varias relaciones externas entre las clases. Tras 5 generaciones (c),
el mejor individuo de la poblacion ha mejorado en cuanto a la distribucion
de las clases, aunque mantiene el numero de componentes. Alcanzadas las 10
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generaciones (d), el mejor individuo presenta una arquitectura simplicada en
la cual se han distribuido de forma optima las clases del modelo.
(a) Diagrama de clases
fitness=0,6031
coh=-0,0250
acopl=0,2000
CV=0,2500
(b) Individuo de la poblacion inicial
fitness=0,7158 acopl=0,0000
CV=0,4677coh=0,1100
(c) Mejor individuo (generacion 5)
fitness=0,7400
coh=0,1300
acopl=0,0000
CV=0,0000
(d) Mejor individuo (generacion 10)
Figura 5: Ejemplo de funcionamiento del modelo propuesto
6. Experimentacion y discusion
La implementacion de todos los aspectos del proceso ha sido realizada en
Java. Para ello se han utilizado diversas libreras publicas: SDMetrics Open
Core 2 para el manejo de archivos XMI, Datapro4j 3 para el preprocesado y
manejo de las estructuras de datos intermedias y el framework JCLEC [15] para
la implementacion del algoritmo evolutivo.
Para analizar el rendimiento del algoritmo, se han considerado algunos mode-
los de analisis correspondientes a sistemas software de diferentes caractersticas
y complejidad (vease la Tabla 2). NekoHTML 4 y Datapro4j son sistemas reales,
mientras que AquaLush 5 es un sistema creado con propositos educativos.
2 http://www.sdmetrics.com/OpenCore.html
3 http://www.uco.es/grupos/kdis/datapro4j
4 http://nekohtml.sourceforge.net
5 http://www.i.uzh.ch/rerg/research/aqualush.html
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Tabla 2: Instancias del problema y sus caractersticas
#Clases #Asoc #Depen #Agreg #Compos #Gener
NekoHTML 24 16 5 0 0 10
AquaLush 58 69 6 0 0 20
Datapro4j 59 4 18 1 4 50
6.1. Conguracion del algoritmo
La Tabla 3 detalla los parametros del algoritmo evolutivo y los valores que
han sido considerados tras realizar experimentos preliminares. Estos parametros
son comunes para las tres instancias del problema. A su vez, dada la aleatoriedad
del algoritmo, se han realizado 30 ejecuciones con diferentes semillas aleatorias.
Puesto que no se dispone de procedimientos similares con los cuales comparar
esta propuesta, se ha realizado tambien una busqueda aleatoria (RS, Random
Search), proceso habitual en el ambito de las metaheursticas.
Tabla 3: Conguracion de parametros
Parametro Valor Parametro Valor
Tama~no de la poblacion 100 Prob. Mut. A~nadir componente 0,250
Numero de generaciones 100 Prob. Mut. Eliminar componente 0,125
No de intentos en la mutacion 10 Prob. Mut. Dividir componente 0,125
Wcoh 0,300 Prob. Mut. Unir componentes 0,250
Waco 0,400 Prob. Mut. Mover clase 0,250
Wcv 0,300 Numero de componentes Entre 2 y 8
6.2. Ejecucion y discusion de resultados
La Tabla 4 recoge los valores medios de tness, cohesion, acoplamiento y CV
obtenidos sobre las tres arquitecturas propuestas. Cabe recordar que, mientras
que el tness y la cohesion deben ser maximizadas, el acoplamiento y el CV son
minimizadas. Como puede apreciarse, el algoritmo es capaz de obtener mejo-
res resultados que la busqueda aleatoria, especialmente en lo que a cohesion y
acoplamiento se reere.
Un resultado rese~nable es la diferencia en la medida de acoplamiento entre
las dos primeras arquitecturas propuestas y Datapro4j. La arquitectura de este
ultimo presenta un numero de generalizaciones muy superior al resto, lo cual tie-
ne un impacto notable en el acoplamiento, pues este tipo de relaciones acumulan
la maxima penalizacion en esta medida.
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Tabla 4: Resultados del algoritmo evolutivo (EP) y la busqueda aleatoria (RS)
EP RS
Problema Fitness Cohesion Acopl. CV Fitness Cohesion Acopl. CV
NekoHTML 0,7301 0,1977 0,0000 0,7806 0,6198 -0,0390 0,1420 0,3129
AquaLush 0,6793 0,1262 0,0600 0,9222 0,4640 -0,2510 0,3694 0,3460
Datapro4j 0,4780 0,0767 0,5200 0,9868 0,3316 0,0541 0,9522 0,1008
En general, las arquitecturas obtenidas por el algoritmo presentan agrupa-
ciones interesantes de clases. A su vez, el algoritmo es capaz de encontrar com-
ponentes presentes en la arquitectura real, as como mantener soluciones con
diferente numero de componentes y conectores a lo largo de toda la evolucion.
Estos resultados permiten mostrar al ingeniero software diferentes alternativas
entre las cuales tomar una decision.
Ademas, para validar la propuesta se ha realizado un test estadstico para
analizar el rendimiento de ambos algoritmos. Se ha utilizado el test de Wilcoxon,
el cual permite comparar dos algoritmos bajo la hipotesis nula (H0) de que
ambos obtienen un rendimiento similar. Con un 90% de conanza, H0 puede ser
rechazada, de forma que existen diferencias signicativas entre los dos algoritmos.
7. Conclusiones y trabajo futuro
En este artculo se ha presentado un modelo de identicacion y optimizacion
de arquitecturas basadas en componentes mediante un algoritmo evolutivo. La
problematica planteada ha sido reformulada como un problema de busqueda, de
forma que se han trasladado los conceptos y modelos que maneja habitualmente
el arquitecto del software. En este sentido, este trabajo representa una novedad
en el nivel de abstraccion considerado, pues no existen propuestas de SBSE que
utilicen modelos de analisis para la extraccion de componentes.
Mediante la denicion de una representacion apropiada, un conjunto de
metricas que permiten guiar la busqueda y un conjunto de operadores de mu-
tacion que codican transformaciones comprensibles, se ha obtenido un proceso
de analisis arquitectonico que combina la comprension del experto y la potencia
de la Programacion Evolutiva.
Como trabajo futuro, pretendemos extender la informacion utilizada en el
proceso, por ejemplo, con la denicion de atributos y metodos o de subcompo-
nentes. Por otro lado, las metaheursticas ofrecen una gran variedad de tecnicas
y procedimientos que pueden ser explorados para mejorar el funcionamiento del
algoritmo propuesto.
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