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Abstract
In recent years, traumatic brain injury (TBI) has received an increase in attention
as an “invisible wound”–where mild injuries are difficult to detect non-invasively and
remain undiagnosed until postmortem analysis. As most of our knowledge comes
from neuropathological evaluation of cellular damage, there is a need for relating the
injurious loading to damage at the level of cellular networks. For example, recent
analysis of postmortem samples from former football athletes, as well as military per-
sonnel, show peculiar damage surrounding arterioles–the small vessels of the arterial
vasculature that feed into the capillary bed of the brain. The locations and extent of
damage are largely dependent on heterogeneity of brain tissue, which at the length
scale of interest ( 1-100 µm), is poorly defined.
Glial cells–which encompass astrocytes, oligodendrocytes, and microglia–are con-
ventionally believed to comprise the softer “isotropic matrix” which surround axons
in previous multiscale models. However, heterogeneity at smaller length scales im-
plies that this might no longer be the case, as the brain appears more as a fibrous
network. To simplify the extremely dense and complex structure of brain tissue at
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the mesoscale, we aim to answer the question, Is there a length scale at which brain
tissue constituents have homogeneous mechanical properties?
To obtain local mechanical properties of glial cell processes, conventional tech-
niques for obtaining cellular mechanical properties are mostly limited to probing cells
grown on 2D substrates, which are shown to provide an unrealistic morphology for
glial cells. In order to obtain mechanical properties of glial cell processes with a realis-
tic morphologies, we devised a new experimental platform to probe cellular processes
grown in a 3D polymeric scaffold via indentation by optically trapped silica beads.
Due to the soft nature of glial cell processes, small forces can generate significantly
large deformations–often exceeding the linear elastic regime described by classical
Hertzian contact. In light of this observation, we developed a force-displacement rela-
tionship for the elliptical contact loading on a hyperelastic cylindrical body. Through
our experiments, we demonstrate the glial cells have some mechanical properties that
are predominantly homogeneous at small length scales, although their behavior is
largely affected by strain-rate. Our findings provide a contribution to our under-
standing of mesoscale material properties of brain tissue. In the future, we hope
this will aid in the development of accurate relationships between the mechanics and
neuropathological observations following TBI.
Thesis advisor and Primary Reader: K.T. Ramesh
Secondary Readers: Arun Venkatesan and Christian Franck
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3.1 (A) Schematic behind the principles of optical trapping on a spherical
particle in the case of a particle size that is much greater than the
wavelength of incident light. Ai and Bi are incident light rays, while
At and Bt are the transmitted rays. The particle will experience a
momentum that is equal to the momentum change but in the opposite
direction, resulting in FA and FB on the particle. In order to maintain a
stable trap, the net gradient force acting on the trap (Fg) must balance
the net forces from scattering (Fs) in the the (forward) direction of light
propagation. (B)Schematic of optical trap instrumentation. A laser
beam is collimated and expanded in order to flood the back aperature
of an objective with a high numerical aperture. After being focused
into a small waist beam above the objective, the beam is transmitted to
a quadrant photodiode (QPD) sensor which measures any deflections
of the beam by looking at changes in voltages between the quadrants.
Although other bead detection methods exist, the QPD sensor allows
for high temporal and spatial resolution of bead deflection. . . . . . . 62
xxii
LIST OF FIGURES
3.2 Schematic of the OT restoring force. Imagine that a “spring” with
stiffness ki attaches the a spherical bead to the center of the optical
trap, and that the force needed to pull the bead from the trap increases
with the distance dx. Although this example shows the bead being
translated from the OT center in the x-direction only, any arbitrary
displacement vector will have forces in the X-, Y-, and Z-directions to
move the bead back to its stable position in the center of the trap . . 64
3.3 Comparison of cells growing on the cover slip glass underneath of the
scaffold fibers (red box) and cells grown within the polymer scaffold
(blue box). Left panel shows light confocal microscopy image overlaid
with fluorescence stain of calcein (green) while the right image shows
only the fluorescence image for clarity. Note that the cells which mi-
grated to the glass substrate developed a large polygonal morphology,
while cells in the scaffold contained processes which grew along the
fibers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.4 Schematic of specimen and loading configuration for OT experiments.
(A) A cover slip with the PVDF scaffold containing cells is flipped
upside-down into direct contact with a droplet of diluted silica beads on
a clean cover slip. (B) Schematic showing scaffold sandwiched between
two cover slips. A thick microscope slide is used as a rigid support as
the objective is brought into contact with the bottom cover slip. A
specimen holder presses the microscope slide and cover slips together
(not shown) and applies a reaction force to the objective which moves
upward into the bottom cover slip. The specimen holder couples the
specimen with the translation stage. . . . . . . . . . . . . . . . . . . 69
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3.5 Schematic for optical trap indentation setup. (A) Cells are grown for
7-10 days in an electrospun PVDF scaffold in order to grow cellular
processes. Cells are stained in calcein to verify viability during mechan-
ical testing. Scale bar =50µm (B) Scaffolds with cells are inverted onto
coverslips with 10 µL of Silica beads diluted in deionized water. Spec-
imens are clamped into a translational piezoelectric stage at the focal
point of the trapping laser. A quadrant photodiode at the back-focal
plane is used to detect deflection of the 975 nm laser, thereby providing
X,Y, and Z changes of bead displacement. (C) Example image of glial
process (gp) grown along a scaffold fiber (sf). An optically trapped
streptavidin-coated silica bead (Si) is brought into contact with the
biotinylated surface of the cell. (D) Transmission electron microscopy
shows the cross-sectional view of the scaffold fiber outline (blue circle)
and glial cellular process (diameter of 2Rc). (E) The specimen stage
is translated in the direction perpendicular to the fiber (+X-direction
in the example shown). The cross-sectional view depicts the scaffold
translation (∆z), measured bead deflection (∆d), and cell indentation
(δ = ∆z −∆d). The bead deflection (∆d) is related to force through
prior calibration of the OT. . . . . . . . . . . . . . . . . . . . . . . . 72
3.6 Examples of voltage histories from (A) the stage controller (obtained
from internal strain gauge readings) and (B) the quadrant position
detector (QPD). In this case, the specimen stage was moved in the
y-direction. Voltage readings from the stage controller correspond to
the measured ∆ψy, while voltages from the QPD correspond to ∆dy
(and therefore, the indentation force Fy). . . . . . . . . . . . . . . . 73
3.7 Microscopy images of scaffold fibers before (A) and after (B) stage
translation in the x-direction. Grayscale images were read into Matlab
and the intensity values were plotted for a line sweeping the x-direction
(C). From the peak intensity values, we could obtain the translation
distance of the fiber, and compare the distance to the measured stage
displacement reading (D). Microscopy images were taken before (E)
and after (F) stage translation in the y-direction. Intensity peaks from
the grayscale images were used to calculate the fiber translation (G)
and compared to the measured stage displacement reading in the y-
direction (H). Results showed that the fibrous scaffold translation was
equivalent to the measured stage displacement readings to within 26
nm (the minimum distance distinguishing between pixels in the inten-
sity plots). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
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3.8 Effects of indentation misalignment. (A) Schematic of the finite ele-
ment model dimensions and boundary conditions. (Rs is the radius of
the spherical indenter, Rc is the radius of the cellular process, and β is
the perpendicular distance which quantifies the offset of the indenter
from the centerline of the specimen. (B) Finite element simulation of
resulting pressure distribution when β = 0. (C) Pressure distribution
when β/Rc = 1 shows a decrease in peak pressure at the point of con-
tact. (D) Plot of normalized root-mean-square error (NRMSE) of the
force obtained by varying the value of C10 in a simplified Mooney Rivlin
material (C01 = 0) under indentation. X-axis is a non-dimensional
measure of indent depth. An NRMSE value greater than .049 is asso-
ciated with ¿10% error in the material stiffness. (E) Normalized force
versus non-dimensional displacement for various amounts of offset in
the case of Rs/Rc = 1. (F) Computational models provide a mea-
sure of tangential force (Fz) to force magnitude for various amounts
of offset for different values of Rs/Rc. The shaded area of the plot
encompasses the region where the NRMSE > 0.049. A threshold of
Fz/||F|| = .41 results in an experiment being deemed unreliable for
obtaining material properties. . . . . . . . . . . . . . . . . . . . . . . 79
3.9 Normalized root-mean-square error (NRMSE) plotted over the nor-
malized indentation depth for Rs/Rc = 0.6 (A) and Rs/Rc = 10 (B).
NRMSE is plotted for 3 different offset values (β/Rc = 0.6, .08, and 1). 83
4.1 (A) Example of a cylindrical body (e.g. axon) subjected to indenta-
tion by a spherical indenter. (B) Experiment is simplified as a sphere
indenting a cylindrical body (C) A finite element model of spherical
indentation. Note that due to symmetry, only one-fourth of the model
needed to be simulated. The indenter was modeled as a rigid body and
displaced along the negative x-direction by δ. . . . . . . . . . . . . . . 94
4.2 Generalized case of two ellipsoidal volumes (‘Body S’ and ‘Body C’)
and their respective geometries. The equivalent radii of curvature are
given in equations 4.3 and 4.4. In the case of a spherical indenter
(Body S), Rs,y = Rs,z. For a cylindrical specimen (Body C) with the
longitudinal axis aligned in the y-direction, Rc,y → ∞. . . . . . . . . 95
4.3 (A) Non-dimensional plot of the force-displacement relationship for dif-
ferent ratios of Rs/Rc. Solid lines show F−δ curves using the elliptical
contact formulation of Eqn. 4.16, whereas dashed lines show the F − δ
relationships with a circular contact area (classical Hertz theory). (B)
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centricity (k, blue) as a function of varying Rs/Rc (and hence, Ry/Rz).
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4.5 (A) Non-dimensional forces (both simulations and theoretical) plotted
over non-dimensional indentation depth for various values of Rs/Rc
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correction factors calculated from the simulations (circles) are plotted
alongside the corresponding fitted power-law functions (solid lines).
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The logarithmic functions fitted to the simulation results (circles) showed
an excellent fit, with R2 values, or coefficients of determination, greater
than 0.90. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
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5.1 (A)Specimens are clamped into a translational piezoelectric stage at
the focal point of the trapping laser. A quadrant photodiode at the
back-focal plane is used to detect deflection of the 975 nm laser, thereby
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A recent study estimates that 69 million individuals worldwide sustain a traumatic
brain injury (TBI) each year, with the majority of cases being considered mild TBI
[21]. Since mild TBI detection methods are still in their infancy, postmortem analysis
of human brain tissue is needed to definitively diagnose neurodegenerative disease
following injury [22]. As public awareness of TBI rises, postmortem brain donations
to “brain bank” repositories also continue to rise [23,24], allowing researchers to have
access to thousands of injured human brain tissue specimens. With these specimens,
neuropathologists can observe cellular-level damage and disease, often invisible with
non-invasive imaging on living patients.
Understanding the relationship between the physics of the initial injury event and
1
CHAPTER 1. INTRODUCTION AND MOTIVATION
the subsequent neuropathological observations is a critical step for future strategies in
protection, diagnosis, and treatment for TBI patients. However, relating the mechan-
ics of brain injury to neuropathology is a non-trivial task. The challenges include:
• The range of time scales involved (e.g., the duration of loading versus the time
scales of biological processes)
• The lack of a comprehensive understanding of injury thresholds
• The variations in mechanical properties of brain tissue with location and at
different length scales
• A scarcity of smaller length scale physics-based computational models of brain
tissue to quantify cellular damage following an injurious event
Although the initial injury event is over within milliseconds, the biological events
that lead to a neurodegenerative state can occur over hours, days, and weeks (well
beyond the time scales examined with conventional computational mechanics model-
ing) [25]. Furthermore, there is limited knowledge regarding the correlations between
tissue-level deformations and functional injury. In recent years, progress has been
made using strain-based thresholds for brain injury [26–29]. However these thresholds
are often for specific cell types, and are based on empirical observations alone. The
relationship between mechanical loading at the cell-level and the ensuing cytoskeletal
events that could lead to neurodegeneration is an area of ongoing research [30,30–32].
2
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Computational models provide a promising avenue for understanding how macroscale
strains can result in damage to cell membranes, cytoskeletal structures, and intercel-
lular adhesion complexes. However, we are far from the realization of accurate models
of injury in part because our knowledge of the mechanical properties at this length
scale is incomplete. Furthermore, it is necessary to know when and how to simplify
models at each length scale due to the complexity of brain tissue microstructure and
heterogeneity (discussed in the following sections).
1.1.1 Background: hierarchical structure of brain
tissues
A schematic overview of the various structures of the central nervous system (CNS)
at different lengthscales is shown in Figure 1.1. Although we have omitted a few
structures from the schematic (ventricular structures, deep gray matter, etc.), the
majority of the cerebrum and cerebellum can generally be divided into the outer gray
matter and inner white matter regions. Throughout the thesis, the macroscale refers
to tissue level structures (0.5 mm and larger), while the mesoscale is defined here as
the scale at which various cytoarchitectures (i.e., arrangements of cells) are observed
(1 µm - 500 µm). Both gray and white matter contain neurons, glial cells, and the
endothelial and smooth muscle cells that comprise the vascular network.
In the white matter, myelinated axons align into fiber bundles. Although the
3
















































































































































































































































































































































CHAPTER 1. INTRODUCTION AND MOTIVATION
number of axons can vary across white matter tracts and within a white matter
tract, the range is roughly between 1,000 to 13,000 axons in a 2 mm x 2 mm x 2 mm
voxel [33]. Glial cells–which encompass astrocytes, oligodendrocytes, microglia, and
sometimes ependymal cells– surround the axons in the white matter, and typically
align themselves along the axonal directions as well [33]. In contrast, the neocortex
(comprising the outer gray matter layers) contains cell bodies, unmyelinated axons,
and axon terminals which radiate in a more isotropic manner. The various cytoarchi-
tectures within the neocortex correspond to unique functional areas. The vasculature
system persists throughout most regions of the brain, with arterioles and capillaries
contributing to the meso-/microscale architectures.
Finally, at the microscale ( 10 nm - 1 µm), the subcellular components (nuclei,
cytoskeletal components, etc.) and the extracellular matrix (proteoglycans, lecticans,
etc.) help provide cells with structural rigidity as well as assist in a wide range of
biological functions. The cytoskeleton in all eukaryotic cells can be classified into
three categories: actin (7-9 nm in diameter), microtubules ( 24 nm in diameter), and
intermediate filaments (10 nm in diameter), as depicted in Fig. 1.2. While actin
and microtubules are present in all brain cells, the specific types of intermediate fil-
aments present will depend on the cell type. F-actin is a filamentous protein that is
formed by the polymerization of monomeric G-actin subunits. Microtubules (MTs)
are hollow cylindrical structures assembled from dimers of α-tubulin and β-tubulin.
Intermediate filaments (IFs) come in a diverse group of cell-specific molecules. For ex-
5
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ample, keratins are expressed in epithelial cells, glial fibrillary acidic protein (GFAP)
is expressed in astrocytes, and neurofilaments (NF) are expressed in neurons [34].
Unlike most organs of the body, brain tissue contains virtually no “stromal space”
[35]. The fluid-filled regions outside of the plasma membrane of brain cells are col-
lectively referred to as the extracellular space (ECS). Although the ECS makes up
roughly 20% of brain tissue [36], the average spacing between cells is roughly 20-60
nanometers [37]. In other words, narrow but convoluted paths allow a continuous
interconnection of the ECS. This allows the fluid within the ECS to maintain an
ionic balance for Ca2+, Na+, K+ and Cl− across the cell membranes [38]. Unlike
most organs of the body, the extracellular matrix (ECM) of brain tissue contains
relatively small amounts of fibrous proteins like collagen and fibronectin. Instead, it
contains high amounts of glycosaminoglycans (GAGs), which are highly polymerized
unbranched polysaccharide chains composed of repeating disaccharide units. These
GAGs are either bound to proteins (forming proteoglycans) or unbound in the form
of hyaluronic acid [35,39,40].
The compactness of brain tissue is demonstrated in Fig. 1.3A-B, where fragments
of at least 1600 cells are shown to exist in a volume of 1500 microns cubed [41] within
the neocortex. Within the “3-cylinder” volume, there are 193 dendrites and 1,407
unmyelinated axons. Neurites (e.g., axons and dendrites) occupy 92% of the cellular
volume, whereas glial processes occupy the remaining 8%. Note that since this study
examined a piece of the neocortex (an area that is part of the gray matter), there is a
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CHAPTER 1. INTRODUCTION AND MOTIVATION
(A) (B)
Figure 1.3: Volume reconstruction from high-throughput electron microscopy around
two central dendritic spines in the neocortex. (A)Three 600 µm3 cylinders, two of
which are centered on a “red” neuron’s dendrite and one on the “green” dendrite,
provided a total reconstructed volume of 1500 µm3. Diameter of each cylinder is
roughly 5-10 µm. (B) Segmentation into axons (left), glia (middle), and dendrites
(right). (Adapted from Kasthuri et al. 2015).
higher ratio of number of neurons to non-neuronal cells than in comparison to white
matter [42]. Overall however, the nonneuronal/neuronal ratio in the whole human
brain is close to 1 [42,43].
1.1.2 Mechanical properties of CNS cells
A summary of previously reported mechanical properties of CNS cells (for both
neurons and glial cells) is shown in Fig. 1.4. There is an enormous disparity in the
reported values of Young’s modulus, ranging from < 100 Pa to > 100kPa. However,
the majority of studies seem to report a relatively low Young’s modulus (< 1 kPa).
Note that at the macroscale, the measured shear modulus for various regions of brain
tissue is 0.4-1.4 kPa [20], which corresponds to an elastic modulus of roughly 3 kPa
8
CHAPTER 1. INTRODUCTION AND MOTIVATION
Figure 1.4: Summary of measured brain cell elastic modulus in previous reports
[1–10]. When a complex Young’s modulus is provided, only the value for the elastic
storage modulus is shown. The corresponding technique used is shown in parentheses:
atomic force microscopy (AFM), optical tweezers (OT), magnetic tweezers (MT), and
microneedle bending (µneedle). Colors correspond to the specimen type probed.
in the small strain regime.
The large deviation in cellular mechanical properties is not only attributed to the
heterogeneity between cellular compartments, but also the experimental method and
analysis used [44]. The studies with the highest reported stiffness in Fig. 1.4, where
E >> 10 kPa, are all taken with indentation testing using a sharp pyramidal tip–
an approach which has been shown to consistently overestimate stiffness values by
incorporating measurable contributions from the underlying hard substrate [45] and
9
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Figure 1.5: The mechanical properties of brain cells are a function of the underlying
cytoskeleton. Proximal processes, which are larger and closer to the cell body, contain
a mix of actin, intermediate filaments, and microtubules. For smaller, distal glial cell
processes, there exists less variety in cytoskeletal components. The average effective
mechanical response of the proximal components (“material 1”) would presumably
behave different than the average response of the distal components (“material 2”).
also probing a smaller localized area [46]. Additionally, some of these experiments
apply small strain theories to experiments where there is large deformation. In most
cases, this would overestimate the Young’s modulus.
When reporting on the mechanical properties of cells, it is important to do so with
respect to both cell type as well as specific cell compartments [47], as demonstrated in
the studies summarized in Fig. 1.4. For glial cells and neurons, the mechanical prop-
10









































































































































































































































































































































































































































































































































































CHAPTER 1. INTRODUCTION AND MOTIVATION
erties in various cell compartments (cell bodies versus cell processes) differ [1, 48].
Within the individual studies presented in Fig. 1.4, it appears that some studies
demonstrate neuronal and astrocytic processes are slightly less stiff than their soma
counterparts (e.g. Lu et al.), while other studies indicate the opposite (Grevesse et
al.). Several studies have shown that regions closer to (or including) the cell nucleus
show higher stiffness values [49–51]. However, other studies have shown that subcel-
lular heterogeneities can contribute to higher overall elastic moduli in regions farther
away from the cell soma [52]. In summary, there is agreement in the community that
cells exhibit heterogeneous mechanical properties between their compartments, but
the relative stiffness between these compartments is still an ongoing area of research.
Figure 1.5 shows a schematic of how the heterogeneity of mechanical properties in
brain cells is a function of location (or compartment) within a cell since the composi-
tion of cytoskeleton constituents at the microscale will influence mechanical properties
at the mesoscale. For both glial cells and neurons, the proximal cell processes (closer
to the cell body) are larger and contain a mix of microtubules, intermediate filaments,
and actin. For smaller and more distal processes/neurites, there are less microtubules
and intermediate filaments. Therefore, compartmental properties are also likely to be
heterogeneous across length scales due to variations in the underlying cytoskeleton.
Examples of heterogeneity in the cytoskeletal components of brain cells are shown
in Figures 1.6 and 1.7. Fig. 1.6 shows the variation of cytoskeletal components in
smaller processes of oligodendrocytes (Fig. 1.6A) and astrocytes (Fig. 1.6B). In
13
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both oligodendrocytes and astrocytes, for example, microtubules are less prevalent
in smaller and more peripheral processes and mainly localize to the soma and main
processes. Fig. 1.6A demonstrates the lack of microtubules in the finer, distal process
of an oligodendrocyte. Additionally, certain intermediate filaments are co-localized
with microtubules near the cell bodies and larger processes, as shown by the lack of
GFAP expression in distal astrocytic processes in Fig. 1.6B.
In neurons, the axonal, dendritic, and cell body cytoskeletons also differ in com-
position from one another. Although both types of neurites (axons and dendrites)
have microtubules, neurofilaments are largely excluded from the dendritic compart-
ments (Fig. 1.7A). Neuronal growth cones, which are very small extensions of neurites
seeking new synapses, are essentially filopodia and lamellipodia comprised of mostly
actin [13] (Fig. 1.7B).
Figure 1.8: Various experimental techniques used to obtain mechanical properties
of cells [14].
14
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1.1.3 Conventional experimental techniques
An overview of previously used techniques for measuring mechanical properties of
cells is shown in Fig. 1.8. Cell poking, cytoindentation, and atomic force microscopy
(AFM) are indentation techniques where a known applied force is measured simulta-
neously with the deformation (indentation depth) response of a cell [53,54]. Based on
the indenter geometry [55], specimen geometry [56], and potential interface interac-
tions [57,58], an appropriate theoretical model is fit to the measured force-indentation
data in order to obtain the material properties.
In a similar manner, magnetic tweezers and optical tweezers can also be utilized in
an indentation approach by applying a known force with a trapped bead (i.e., inden-
ter) to a cellular body [59]. In many cases, magnetic tweezers are applied to magnetic
twisting cytometry, which rotates a bead that is biochemically adhered to the cell sur-
face [60,61]. Magnetic microbead rheometry has an advantage over other techniques
since it can provide mechanical properties of multiple locations simultaneously [59].
Optical tweezers, which will be discussed in more detail in Chapter 3, utilize a
highly focused laser beam to trap particles in three-dimensional space with a known
amount of force. They can also be modified by combining two laser traps, as shown
in Fig. 1.8. This arrangement, also called an optical stretcher, works by placing
cells between two nonfocused laser beams and stretching them with a known force
[62,63]. In the case of using a trapped silica bead as an indenter [64], the optical trap
must contain one highly focused laser beam (instead of two nonfocused laser beams).
15
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Although the optical stretcher can achieve higher overall loading forces ( 100’s of pN)
than an optical trap ( 30 pN), the optical stretcher is applied to non-adherent cells
in suspension [62,63].
Another alternative to indentation-type mechanical measurements is micropipette
aspiration (MA). This technique involves applying a suction pressure to a cell while
monitoring the deformation of the cell into the micropipette [65, 66]. MA can be
used to obtain mechanical properties of cells, both in local regions and as a whole-
cell measurement, although it is usually limited to measuring viscoelastic creep-like
responses of cells over long time scales [67].
Finally, fluid-based deformation cytometry utilizes a pressure gradient to pass cells
through microchannels, while monitoring the deformation behavior [14]. Although
this technique has potential for high-throughput applications, it requires more work
in validation and verification to improve its accuracy [13].
1.1.4 Thesis aim and organization
In the following chapter (Chapter 2), we describe a specific example in which
a computational model of the mechanical response of brain tissue can be used to
help explain the neuropathological observations of perivascular damage patterns sur-
rounding arterioles in postmortem TBI patients exposed to football and military head
injuries. Chapter 2 demonstrates that it is important to incorporate the heterogene-
ity and anisotropy of brain tissue at the mesoscale in order to improve quantitative
16
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accuracy.
Given the complexity of cellular networks and the heterogeneity within cells, we
aim to further our understanding of the mechanical response of cellular constituents
in order to simplify mechanical models of the brain at the mesoscale ( 1 − 102 mi-
crons). In order to simplify the complexity of brain tissue mechanical properties, we
seek to answer the question:
Is there a maximum length scale at which cellular compartments in brain tissue
have homogeneous mechanical properties?
To address this question, we developed a system which performs indentation via
optical trapping to probe the mechanical properties of glial cells grown in a 3D scaf-
fold environment at various strain rates ( 1-300 s−1). Chapter 3 provides an in-depth
description of the novel experimental platform we created. As glial cells take on
extremely different morphologies when grown on 2D substrates versus a 3D environ-
ment (shown in Fig. 1.9), we grow the cells in a porous polymer scaffold, and perform
indentation with an optically trapped bead to obtain nonlinear mechanical properties
within a more native environment. Although optical trapping has been used in the
past to obtain mechanical properties of non-adherent cells in a 3D environment (see
work on red blood cells by Dao et al. [62]), this is the first time that an experiment has
been designed to obtain mechanical properties of adherent cells in a 3D environment.
17
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(A) (B)
2D 3D Scaffold
Figure 1.9: Comparison between astrocytes grown on a 2D substrate versus 3D
scaffold. Astrocytes show a more polygonal morphology with smaller processes when
grown on 2D substrates. Green= intermediate filament GFAP, red = glutamate
synthetase, blue = DAPI. Scale bar=30 µm. Adapted from [15].
Chapter 4 provides the theoretical framework to evaluate the optical trap experi-
ments by developing a modified force-displacement relationship that is useful for the
indentation of hyperelastic cylindrical bodies. As discussed in the preceding section,
the vast majority of experimental data on CNS cells (and all biological cells, for that
matter) only report values for an elastic modulus or viscoelastic parameters, which
are parameters that are only useful for small deformations. Since cells are soft mate-
rials which are often subjected to large deformations, a measure of the hyperelastic
properties of the cell is more appropriate for future mesoscale models. Although
sphere-cylinder linear elastic contact models exist, and hyperelastic indentation for-
18
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mulations exist for indentation of flat specimens, there were no previously developed
theories for the contact between a spherical indenter and a hyperelastic cylindrical
specimen. The nonlinear contact theory developed in Chapter 4 is then applied to
the indentation experiments described in Chapter 5.
The hyperelastic properties obtained from our experiments are discussed in Chap-
ter 5. Glial cells are conventionally characterized as the the softer cells [1] which
surround and support neurons (as an “isotropic matrix”). We seek to better un-
derstand their relative contribution to the mechanical response at the mesoscale by
obtaining the hyperelastic material properties found for glial cell processes at different
indentation depths and strain rates.
Finally, Chapter 6 provides a summary of the key findings and discusses limitations
and potential future work. The hyperelastic material properties from our experiments
provide a possible length scale, although perhaps not the maximum length scale, at




Cerebral arteriole inflation: the
importance of mesoscale material
properties
An increase in arterial pressure within the cerebral vasculature appears to coincide
with ischemia and dysfunction of the neurovascular unit in some cases of traumatic
brain injury. In this study, we examine a new mechanism of brain tissue damage
that results from excessive cerebral arteriole pressurization. We begin by consid-
ering the morphological and material properties of normotensive and hypertensive
arterioles, and present a computational model that captures the interaction of neigh-
boring pressurized arterioles and the surrounding brain tissue. Assuming an axonal
strain-induced injury criterion, we find that the injury depends on vessel spacing,
20
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proximity to an unconfined free surface, and the relative difference in stiffness be-
tween the arterioles and the surrounding tissue. We find that a steeper heterogeneity
(stiffer vessels surrounded by softer brain tissue) causes larger axial strains to develop
at some distance from the arteriole wall, within the brain parenchyma. For a more
gradual heterogeneity (softer vessels), we observe more larger strain fields close to the
arteriole walls. Both deformation patterns are comparable to damage seen in previous
pathology studies on post mortem TBI patients. Finally, we use an analytical model
to approximate the interplay between internal pressure, arteriole thickness, and the
variation in mechanical properties of arterioles.
2.1 Introduction
The high energy demands of the human brain require a complex and extensive
vascular architecture to deliver the nutrients necessary to maintain normal neuronal
and glial function. The cerebral arterioles—which carry oxygenated blood from the
larger arteries to the capillary bed—can create a pressurized bottleneck following
injury or disease states [68], [69], partially attributed to the fact that penetrating
and parenchymal arterioles are largely unbranched vessels with a high resistance to
flow [70]. Although capillaries individually demonstrate high flow resistance due
to their small diameters, the number of capillaries greatly exceeds the number of
arterioles, causing the pressure drop across the arterioles to be larger the pressure
21








































































































































































































































































































































































































































































































































































































































































































































































CHAPTER 2. CEREBRAL ARTERIOLE INFLATION
drop across the capillaries due to a larger total cross sectional area [71]. While
larger arteries can possess anywhere from 2-20 layers of circumferentially oriented
smooth muscle cells (SMCs) [70], most arterioles have only one layer that surround
the endothelial layer. Pericytes replace smooth muscle cells as the cerebral arterioles
gradually branch into capillaries, although the transition is not well-defined [72].
Hereafter, we will refer to arterioles as the arterial vessels having diameters in the
10-200 µm range.
A transient rise in arterial blood pressure following brain injury is known to be
responsible for functional, morphological, and metabolic abnormalities in cerebral ar-
terioles and arteries [73]. In some cases of TBI, the blood-brain barrier function is
compromised [74,75] and the process of autoregulation is disturbed such that normal
arteriolar constriction does not occur [76]. This may be due to loss of a pressure-
induced myogenic response, since in cases when the rise in blood pressure is elim-
inated, these abnormalities are no longer seen [77]. Although it is intuitive that
increased arteriole pressurization will generate mechanical loads on the the arteriole
wall itself, the extent and consequences of this loading are relatively uninvestigated.
Post-mortem studies of traumatic brain injury patients demonstrate that in addition
to changes in arteriole vessel morphology [73, 78, 79], damage to perivascular regions
surrounding small vessels can also occur [16, 17, 80–83] as shown in Fig. 2.1. Due
to the clinical relevance of cerebral arteriole pressurization, we aim to address the
following questions: Could a state of pressurized arteriole inflation lead to the dam-
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age patterns shown in the pathological findings of Figure 2.1? What determines if
neuronal damage occurs close to the vessel wall (Figure 2.1a-d) versus farther from
the wall (Figure 2.1e,f)?
We address these questions using well-accepted concepts on strain-based damage
thresholds for brain tissue [26, 84–86]. Stretching of tissue could result in cellular
dysfunction by 1) creating a biochemical imbalance due to non-specific cell mem-
brane openings and 2) directly damaging the cytoskeletal structure within the cells.
Our interest is in understanding the likelihood of such deformation-induced injury
as a result of arteriole overpressurization. If we idealize the arteriole pressurization
problem as the inflation of a cylindrical void in a homogeneous medium, we expect
the largest strains at the interface closest to the cylindrical void. However, due to
the mechanical differences between the arteriole wall and surrounding brain tissue,
as well as interacting deformation fields, it is possible that larger strains may also
develop at some distance offset from the cylindrical void.
We begin by presenting a 3D finite element model (FEM) to observe the three-
dimensional nature of the mechanical interactions between neighboring arterioles. We
consider two cases of arteriole inflation (a healthy arteriole versus an arteriole with a
high sclerotic index) to see how the variation of stiffness and thickness of the arteriole
wall affect the deformation of surrounding tissue. Next, we discuss how greater het-
24
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erogeneity generates higher strains away from the arteriole wall, potentially leading
to neuronal dysfunction. Finally, we extend our analysis to an analytical model to




We performed 3D simulations that incorporate the interactions of arterioles using
the commercially available software, Abaqus (Dassault Systemes Simulia Corp.). For
simplicity, we only consider the scenario of similar arterioles interacting (i.e. arteriole-
arteriole pairs, rather than arteriole-venule interactions) as shown in Fig.2.2d. To
capture the interaction between arterioles, the FE model includes a single repeat-
ing unit containing a central arteriole surrounded by four other arterioles, equally
separated by a distance λ, as shown in Fig. 2.2b.
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Figure 2.2: Schematic of model geometry and boundary conditions for the two solu-
tion procedures (analytical and FEM) presented. (a) Histology of vasculature from
the macaque primary visual cortex and identification of arterioles (red) versus venules
(blue) from Adams et al. (2015) [18]. (b) Idealized array of parallel arterioles em-
bedded in brain tissue with spacing λ and traction-free surfaces normal to the axial
direction(t = 0, front and back). Each arteriole is subjected to an internal pressure
p applied at the inner arteriole wall. (c) Schematic of the physical constants and
boundary conditions of the 2D analytical arteriole inflation model. (d) The repeat-
ing unit used in the FE model with depiction of symmetry boundary conditions. Blue
arrows indicate the direction of fixed rotations, while black arrows indicate the di-
rections of fixed translation. All FE models in this study used an identical arteriole
inner diameter, while the spacing λ was varied.
26
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2.2.2 Morphological and material property consid-
erations
For all simulations, we chose an inner arteriole diameter of 35 µm based on pathol-
ogy studies of cerebral arteriole diameters found in humans. Arteriole diameters in
the white matter range from approximately 10 - 100 microns, with the most frequent
diameters in the 30 - 40 micron range [87]. Following injury or disease, the arteri-
ole walls can thicken and lose stiffness. Studies show that hypertension can increase
the elastic components (smooth muscle and elastin) whereas collagen and basement
membrane either decrease or remain unchanged [19,88,89]. To obtain realistic values
of wall thickness, we utilized previously reported values for the sclerotic index (SI)
of arterioles, which is defined as SI=1-(internal diameter/outer diameter). In healthy
subjects, SI values are in the range of 0.2 to 0.3 in cerebral arterioles [90], while
moderate small vessel disease shows an SI in the range of 0.3 to 0.5. For our finite
element model of the healthy arteriole, we used a wall thickness of t = 6 µm, or SI
of 0.25. For the case of a thickened (unhealthy) wall, we used a wall thickness of 10
µm, or SI of 0.36 (see Fig. 2.3a).
2.2.3 Arteriole spacing
Since the interaction between arterioles is a function of the spacing λ, three dif-
ferent spacings were investigated. High-throughput histology has shown that the
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probability density function for the distance between pairs of nearest penetrating ar-
terioles is centered between 80 - 120 microns in the cortex of mice (Blinder et al.
2013). Three different “proximity ratios,” defined as the ratio of the arteriole inner
diameter (2a) to the distance (λ) between arteriole centers, were used: 0.2, 0.3, and
0.4 (corresponding to λ =175, 116, and 88 µm for an inner arteriole diameter of 35
µm).
Experimental data describing the mechanical response of arterioles from human
brain tissue is limited. The most extensive experimental data on human cerebral
vasculature (Monson et al. 2005 [91]) describes larger vessels (arteries with diameters
greater than 0.6 mm), which are expected to have much stiffer material properties.
Arteries contain several layers of smooth muscle cells (SMCs) with ECM, while arteri-
oles contain only 1-2 layers of SMCs. Since arterioles are expected to have extremely
different mechanical properties than arteries due to their lack of SMC and extracel-
lular matrix layers, and cerebral arterioles from rats have a similar ultrastructure
to human cerebral arterioles, rat cerebral arterioles are a better choice in terms of
available data than large human cerebral arteries. The mechanical properties of the
arterioles were determined from the experimental data of Baumbach et al. (1988c) [19]
, where in vivo inflation tests were performed on rat pial arterioles of normotensive
and previously hypertensive rats (all subjected to SMC deactivation). Normotensive
rat cerebral arterioles show greater strain stiffening than cerebral arterioles previously
subjected to hypertension. Stress-strain curves from the Baumbach et al. data were
28
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Figure 2.3: (a) FE model of a normal arteriole with thickness t (red elements) of 6
microns (SI=0.25) for healthy arterioles, and thickness t = 10 microns (SI=.36) for
hypertensive arterioles. The inner diameter (2a = 35 microns) remained the same
across models. For modeling healthy arterioles, elements within the wall thickness
(t = 6 microns) were assigned material properties for normal healthy arterioles as
shown in Table 1. For hypertensive arterioles, elements within t = 10 microns were
assigned materials properties for hypertensive arterioles shown in Table 1. (b) De-
piction of perfectly aligned “fiber directions” (black lines) implemented into the FE
model for axons oriented parallel to arterioles.
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Figure 2.4: Parameter fitting for cerebral arterioles based on experimental inflation
tests of rat pial arterioles from [19]). A hyperelastic Ogden model (solid lines) is fit
to the experimental data (‘*’ line) in both normotensive and hypertensive specimens
using Abaqus.
fit to an Ogden model using Abaqus (shown in Fig. 2.4). Details of the Ogden model
are found elsewhere [92], but in brief, this hyperelastic model for large deformations
has a strain energy W of the form:









3 − 3) (2.1)
The mechanical properties of brain tissue vary as a function of anatomical loca-
tion [20, 93, 94] as well as loading direction [95]. When modeling the brain as an
30
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isotropic material, a one-term Ogden model can represent the hyperelastic behavior
of brain tissue under tension, shear, and compression loading [20]. Previous works
in computational modeling of brain tissue mechanics also employ anisotropic models,
typically in order to capture the additional stiffness generated when loading in the di-
rection of axons [96–100]. In this study, we will use instantaneous shear moduli found
from the corona radiata [94], and will add stiffness parameters that can incorporate
the anisotropic response of cellular orientations (herein referred to as “fibers”) within
the tissue (see Fig. 2.3b). We chose a hyperelastic Holzapfel-Gasser-Ogden (HGO)















− ln J) (2.2)
with
Eα = κ(I1 − 3) + (1− 3κ)(I4α − 1) (2.3)
Here, µ is the shear modulus of the isotropic material around the fibers, K is the
bulk modulus, k1 is a fiber reinforcement parameter, k2 controls the nonlinearity of
the fiber reinforcement, I1 is the modified first invariant of C (the distortional part
of the right Cauchy-Green tensor), J is the elastic volume ratio, and I4α is a pseu-
doinvariant that is a function of C and the fiber directions. The fiber reinforcement
parameter is derived from experimental tensile data on brain tissue [95] by recalcu-
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Part Material model Properties Ref.
normal arteriole Ogden µ1 = 2.7 kPa, α1 = 10.38 Baumbach et al. 1988c*
hypertensive arteriole Ogden µ1 = 2.4 kPa, α1 = 6 Baumbach et al. 1988c*
corpus callosum (CC) Ogden µ1 = .43 kPa, α1 = −22.8 Budday et al. 2017*
corona radiata (CR) Ogden µ1 = .85 kPa, α1 = −20.5 Budday et al. 2017*
cortex (CX) Ogden µ1 = 1.61 kPa, α1 = −16.6 Budday et al. 2017*
anisotropic model for CR Holzapfel-Gasser-Ogden µ = .85 kPa Lee et al. 2014*, Miller and Chinzei 2002*
k1 = 356 Pa, Velardi et al. 2006*
k2 = 1× 10−9 MPa
κ = 1/3 (isotropic)
or
κ = 0 (perfectly aligned)
ν = .5
Table 2.1: Table of material properties used in the finite element model. *Experi-
mental values obtained with quasi-static loading rates.
lating the fiber reinforcement parameter with the same k1/G0 ratio, as done in our
previous computational studies of white matter [103–105]. As an example, we chose
to orient the fibers perfectly aligned and parallel to the arterioles (see Fig. 2.3b).
2.2.4 Boundary conditions
The pressurized three-dimensional arterioles are arranged in an array as shown in
Fig. 2.2d. The interface between the arteriole wall and surrounding tissue elements is
tied with shared nodes, such that no slip or separation can occur between the arteriole
and brain tissue. The model was given symmetric boundary conditions along surfaces
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normal to the X- and Y- directions and the negative Z-direction, while it remained
traction free (t = 0) in the positive Z direction. These boundary conditions are similar
to the conditions of arterioles which run parallel to one another and perpendicular to
the surface of the brain. Symmetric boundary conditions for a face normal to direction
i were: ui = 0, ur,i ̸=j = 0, where ui is the displacement in the i
th direction and ur,i ̸=j
are the rotational displacements in the remaining two directions (see Fig. 2.2d). A
mesh convergence study was performed to ensure an adequate distribution of elements
surrounding each arteriole. The mesh size was varied from 2 to 7 µm, corresponding
to 15 to 50 circumferential hexahedral elements surrounding the cylindrical cavity,
respectively. It was found that a mesh size of 2.75 µm (40 circumferential elements)
could achieve less than 1% error of the maximum principal strain (for the finest mesh
resolution) at the tissue-arteriole interface.
Although the pressure magnitudes in individual arterioles may vary, we assume
that arterioles of equal radii, in close proximity to each other, will have equal internal
pressures. In the simulations presented, a pressure of p = 1 to 5 kPa was applied to
each arteriole wall surface. We do not consider the case of a single arteriole under
pressurization (q = 0) in our simulations, since this case is well described by an ana-
lytical model (see Appendix A.2). All finite element models in the study, regardless
of arteriole spacing, have a thickness along the z-direction of 100 microns from the
traction-free surface. The z-depth of 100 microns was found to be sufficient with re-
spect to our simulations, but larger depths should be considered for simulations with
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larger applied loading (p >> 1 kPa) due to potential interactions of displacements
with the z-symmetry boundary. If we define the z-depth as a parameter w, as shown
in Fig. 2.3b, the ratio of w/a = 5.71 remained constant across all simulations.
2.2.5 FE model results
2.2.6 Effect of material parameters on damage pat-
tern
For each proximity ratio, simulations were performed using brain tissue properties
of either the corpus callosum (CC), or the corona radiata (CR), or the cortex (CX).
Figures 2.5a and 2.5b demonstrate the importance of the relative stiffness between
the arteriole wall and brain tissue. In both simulations the proximity ratio, internal
pressurization, and material properties of the surrounding brain tissue were equal
(2a/λ = 0.3, p=2.5 kPa, and CX tissue properties). In Figure 2.5a, the thickness and
stiffness of the arteriole wall are normal, while the arteriole wall of Figure 2.5b has
the thickness and properties of a hypertensive arteriole. If we consider a strain injury
threshold of 10% [86], the stiffer arteriole results in a “honeycomb” damage pathology
similar to that seen in post mortem TBI patients of Fig. 2.1e,f, while the softer
arteriole results in a “normal” perivascular damage similar to Figures 2.1c,d. The
“honeycomb pattern” describes neuronal damage at a remote distance surrounding
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cerebral arterioles, but not around venules or capillaries [17].
Fig. 2.5c shows a plot of axial strain as a function of the distance from the arteriole
center for the simulations of 2.5a and 2.5b. In comparison to the normal arteriole,
the hypertensive arteriole generates relatively larger strains across all values of r. Let
ρth equal the distance from the arteriole center at which strains exceed an injurious
threshold. Using an injury threshold of 10% strain, the brain tissue surrounding a
normal arteriole reaches injurious strains at ρth = 97 µm, while strains > 10% occur
much closer to the hypertensive arteriole (ρth = 55 µm).
A summary of the maximum axial strains for each brain region and proximity
ratio are shown in figure 2.5d. As expected, the highest strains (18%) can be seen
for the largest proximity ratio, with the softest brain tissue (CC) and the softest
(hypertensive) arteriole walls. Comparing the stiffest material properties (CX, normal
arteriole) with the same proximity ratio, we see that the strains reduce from 0.18 to
0.13. For a given type of brain tissue (CC, CR, or CX), hypertensive arterioles will
result in larger brain tissue strains (in comparison to normal arterioles), regardless of
the proximity ratio.
2.2.7 Comparison to pathology images
Although we demonstrated that injurious strains can arise in a “honeycomb pat-
tern,” it remains to be determined if this type of injury can occur with the large
spacing of arterioles shown in the histology image of the frontal cortex (Fig. 2.1f,
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Figure 2.5: (a) A proximity ratio of 0.3, material properties of the cerebral cortex,
and an internal pressurization of 2.5 kPa applied to a normal arteriole (steeper het-
erogeneity), create a damage pattern similar to the “honeycomb” pattern in some
pathology studies. (b) Using the same conditions, except applied to a hypertensive
arteriole (gradual heterogeneity), created a damage pattern similar to the “normal”
perivascular pattern in previous pathology studies. (c) Axial strain as a function
of distance from the arteriole center for the simulations shown in (a) and (b). The
dashed lines for ρth demonstrate the radially position at which strains exceed the
injury threshold (ϵth = .10). Both simulations are looking at a slice located at 5 µm
from the free surface. (d) Comparison of results from 3D FEM simulations of the
corpus callosum (CC), corona radiata (CR), and cortex (CX) subjected to an arte-
riole pressurization of 2.5 kPa. Each simulation compares normal and hypertensive
arterioles. Material properties used from [20].
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Figure 2.6: Maximum axial strain found in FEM simulations as a function of pres-
sure for the cortex (CX) and corpus callosum (CC) for a proximity ratio similar to
the pathology images of Fig. 2.1f (2a/λ = 0.2). For both the softest and stiffest
types of brain tissue, a reasonable amount of internal pressure can still generate the
“honeycomb” perivascular damage for largely separated arterioles.
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2a/λ ≈ 0.2) given a reasonable amount of pressurization. Simulations of compara-
ble geometry and material properties to Fig. 2.1f ( 2a/λ = 0.2, CX tissue, normal
arterioles) were subjected to increasing amounts of internal pressure, as summarized
in Fig. 2.6. Again, assuming a strain threshold of 10%, an internal pressure of 3
kPa is required for the CC tissue, while an internal pressure of 5 kPa is required in
the CX tissue. The magnitude of arteriole pressurization in the physiological state
following injury remains unknown, however, the simulated boundary conditions (1-5
kPa) in this study are within the limit of deleterious mean arterial pressure (MAP=14
kPa) [106]. The MAP only provides an average pressure across the arterial compart-
ments, but it is not unreasonable to assume that pressure in the arterioles would
possess a similar magnitude, since a normotensive blood pressure of 15 kPa in the
brachial artery corresponds to 8 kPa in the smaller parietal arterioles [107]. Thus,
using a strain injury criteria of 10%, it is possible to achieve the damage pattern of
Fig. 2.1f with a reasonable amount of pressurization (about 30-60% increase from the
baseline pressure).
2.2.8 Effects of brain tissue anisotropy
To investigate the effects of brain tissue anisotropy, we begin by considering nor-
mal arterioles embedded in brain tissue with isotropic parameters (κ = 1/3) and
a shear modulus equivalent to the corona radiata as shown in Fig. 2.7a-c. Three
different arteriole spacings were simulated with an internal pressurization of 1 kPa.
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Figure 2.7: Simulations of arteriole inflation for different spacing in case of greater
(t = 6µm) heterogeneity with isotropic brain tissue (κ = 1/3). Proximity ratios
(defined as inner diameter/spacing) are 0.2 (a), 0.3 (b), and 0.4 (c). Z-depth (w)
of the model is 100 microns for all cases. The internal pressure applied to the inner
surface of the arteriole walls is 1 kPa.
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Figure 2.8: Simulations of arteriole inflation for different spacing in case of greater
(t = 6µm) heterogeneity with isotropic brain tissue (κ = 1/3). Proximity ratios
(defined as inner diameter/spacing) are 0.2 (a), 0.3 (b), and 0.4 (c). Z-depth (w)
of the model is 100 microns for all cases. The internal pressure applied to the inner
surface of the arteriole walls is 1 kPa.
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For the largest arteriole spacing (λ = 175µm, Fig. 2.7a), the strains are relatively
homogeneous and ϵzz < .03 throughout the brain tissue. For the intermediate arte-
riole spacing (λ = 116µm, Fig. 2.7b), the axial strains are larger (ϵzz = .08), but
relatively constant throughout the tissue. In the case of the smallest arteriole spacing
(λ = 88µm, Fig. 2.7c), axial strains reach up to ϵzz = .15. Axial strains vary along
the z-depth, since the tissue can expand more easily near a free surface. Immediately
at the front surface, however, the axial deformation is restricted due to the tied nodes
between the tissue and stiffer arterioles, which will expand less in the axial direction.
This is non-physical, and would likely not occur at the surface of the brain since the
arteriole would transition into a larger artery within the subarachnoid space of the
brain. Thus, we are more interested in the solutions that exist at a z-depth below
these constrained elements at the immediate surface.
Results for a steep heterogeneity (“normal” arterioles) and perfectly aligned trans-
verse isotropic fibers (κ = 0) are shown in Fig. 2.8a-c. For the largest arteriole spacing
(λ = 175µm, Fig. 2.8a), axial strains are close to zero. In the intermediate arteri-
ole spacing (λ = 116µm, Fig. 2.8b), ϵzz = .06, although strains are approximately
homogeneous throughout the tissue. For the smallest arteriole spacing (λ = 88µm,
Fig. 2.8c), axial strains reach 0.10. In comparison to the isotropic tissue simulations
of Fig. 2.7a-c, the peak axial strains were reduced by 30% in all cases (λ = 175µm,
λ = 116µm, λ = 88µm). This is because in the isotropic limit where κ = 1/3, there
is a smaller stiffness contribution in the direction of axial strain.
41
CHAPTER 2. CEREBRAL ARTERIOLE INFLATION
In the case of normal arterioles in close proximity (Fig. 2.7c), the axial strains
between the arterioles reach higher strains closer to the arteriole walls. In other words,
a steep heterogeneity does not necessarily produce a “honeycomb” distribution of
damage when the arterioles are in close proximity to each other. The extent of strain
concentration is more complex than simply being a function of heterogeneity between
the arteriole and brain tissue. In order to quantify the relative effects of internal
pressure, arteriole thickness, mechanical properties, and arteriole spacing, we use a
simplified analytical model (presented in the next section).
2.3 Analytical solution for arteriole pres-
surization
2.3.1 Analytical approach
As mentioned in the last section, the strain concentration between arterioles is
a function of both material properties and arteriole spacing. An analytical solution
can be used to to provide a simplified mathematical expression that quantifies the
complex interplay between heterogeneity and arteriole spacing. The analytical solu-
tion presented in the following section can describe the various possible deformation
fields of brain tissue surrounding either a normal arteriole (thin with high stiffness)
or hypertensive arteriole (thick with low stiffness) based on the choice of model pa-
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rameters.
The arteriole inflation can be idealized as an axisymmetric problem of a hollow
circular disk or cylinder with a spatially varying stiffness function subjected to uniform
pressure on the inner (r = a) and outer (r = b) surfaces (Fig. 2.2c). The value of r = a
is determined by the inner radius of the arteriole, while r = b represents a distance
r from the arteriole wall at which the nearby vessels create an additional pressure
field q (≤ p) that restricts radial expansion of the arteriole (Fig. 2.2c). Referring to
Fig. 2.2c, we designate the inner radius of the cylinder wall (representing the inner
edge of the arteriole wall) as r = a and the outer edge of the cylinder wall as r = b.
The space occupying the region between r = a and r = b is a combination of both
the arteriole wall and the surrounding tissue, with the arteriole wall existing closer
to r = a.
For a thick hollow cylinder under inflation, we expect from basic mechanics prin-
ciples that the radial stresses are always compressive (σrr < 0) and the tangential
stresses are always tensile (σθθ > 0). For the homogeneous hollow cylinder case, we
also expect that the maximum value of σθθ occurs at the inner boundary r = a, and
decreases as 1
r2
[108]. For the case of a heterogeneous cylinder, σrr and σθθ are de-
pendent on the material properties, and the highest strains may not necessarily be
restricted to the region immediately adjacent to the boundaries with applied pressure.
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2.3.2 Stresses and strains with radial dependence
A spatially varying Young’s modulus (E(r)) is used to represent a continuous
medium that transitions smoothly from the stiffer arteriole wall and then decays to
a final value of lower stiffness, representing the properties of the surrounding brain
tissue (neurons, glia, and capillaries). With a slight adaptation of the work of Horgan
and Chan (1999) [109], we can suppose that the Young’s modulus varies spatially as





where n is an arbitrary constant ≤ 0 and E0 has units similar to E. We have
modified Horgan and Chan’s solution to include a lower bound E0 for the modulus
at a distance r = r0 (see Fig. 2.9a). As the value selected for n becomes more
negative, the function E(r) begins at a higher value and drops off more quickly
with respect to r. Thus, when using n values close to zero, one can approximate a
“hypertensive” arteriole–a thicker arteriole wall with material properties that more
closely match the softer surrounding brain tissue [19]. The derivation and final form
for the radial and tangential stresses can be found in the Appendix (Section A.1).

























m1 + C3(1 + C5)r
m2) (2.7)
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where m1 = (−n−k)/2 and m2 = (−n+k)/2 for k =
√
n2 + 4− 4nν. The constants
C1, C2, C3, C4,C5, which are dependent on Ea,Eb, ν, m1, and m2, are given in the
Appendix (Section A.1). For most cases, we can use the simplified expression of the
analytical solution (derivation in Text S3) to determine when the axial strains begin
















Whether or not these strain fields will induce damage depends on the cellular architec-
ture surrounding the arterioles. Realistically, axonal directions can be oriented either
parallel, perpendicular, or off-axis to the direction of cerebral arterioles, depending
on the location in the brain. For example, the arterioles of the corpus callosum are
perpendicular to axons, while the arterioles of the centrum semiovale run parallel to
axons [110].
From Eqn. 2.8 one can see that the axial strains will depend on: 1)the distance
between r = a and r = b , 2) the pressures p and q applied at the locations r = a and
r = b, and 3) how the stiffness of the cylinder decreases from the arteriole wall (i.e.,
the parameters that define E(r)). Since C1∗ and C3 are the only constants which
depend on the arteriole spacing in Eqn. 2.8, we see that ϵzz is linearly proportional
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Figure 2.9: (a) Function describing a spatially varying Young’s Modulus. In this
example, the Young’s modulus reaches a plateau of E0 at a distance of r0 = b, where
b = 5a. The constant n = −0.5 corresponds to a more “gradual” heterogeneity
(hypertensive, thick arteriole with a lower stiffness wall), while n = −1.5 corresponds
to a more “steep” heterogeneity (healthy, thin arteriole with a stiffer wall).
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to the spacing, for a given value of n. The dependence of strain on the heterogeneity
is much more complicated, since m2, C
∗
1 , and C5 are all functions of n. Equation 2.8
can also be used to approximate the range at which strains become large and require
the nonlinear computational model.
2.3.3 Analytical solution
To approximate the surrounding pressure field (q) from neighboring arterioles
acting on the brain tissue, we will assume that the arterioles are surrounded by an
“effective” field of pressurized cylindrical inclusions that occupy a volume fraction
ϕA, where ϕA = vol. of cylinders
total vol.
. For the case of 35 micron diameter arterioles sepa-
rated by b = 3a = 116 microns between the arteriole centers, this corresponds to
ϕA = 0.15. The effective pressure (qeff ) acting at r = b will be approximately ϕ
Ap
where p is the internal pressure acting in each arteriole. Although this approximation
does not take into account the stress concentrations arising around each void, Figure
2.11 shows that the expression for qeff is a good approximation, given the similar
magnitudes of pressure at the locations of strain concentration in the corresponding
Abaqus simulation.
For the homogeneous case shown in Fig. 2.10a, the tensile and tangential stresses
are independent of E0/p. For the case of E0/p = 2 and E0/p = 0.5 (Fig. 2.10b),
the axial strains are positive and independent of r. For smaller external pressures
(p >> qeff ), the axial strains can be negative as one approaches the q = 0 case (not
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(a) (b)
(c) (d)
Figure 2.10: Results for a single cylinder with internal pressurization p and external
pressurization q (q = qeff = ϕ
Ap) for the case of ϕA = 0.2. The top row (a-b) shows
stresses and strains in the homogeneous case (n = 0) for two different ratios of E0/p,
while the bottom row (c-d) shows heterogeneous cases. For all cases, a=17.5 microns,
b=5a, and Poisson’s ratio ν = 0.5. The parameter n was changed to simulate the
variation in arteriole wall thickness and stiffness. For a steep heterogeneity, n = −1.5,
while for a gradual heterogeneity n = −0.5.
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shown).
Fig.2.10d shows that for a greater heterogeneity (n = −1.5, i.e., stiffer arterioles) the
positive axial strains develop at a distance farther away from the arteriole wall and
are larger in magnitude than the compressive strains near the arteriole wall (r = a,
or r/r0 = .2 in this case). For the more gradual heterogeneity, larger axial strains
occur close to the arteriole wall.
2.3.4 Comparison of analytical and computational
approach
The analytical and computational models both demonstrate that a steeper hetero-
geneity results in injurious strains developing farther from the arteriole wall. Further-
more, the analytical model shows that heterogeneity is required for generating positive
axial strains. The material properties and proximity ratios of the analytical solution
presented in Fig. 2.10d for n = −.5, correspond to similar properties (utilizing the
relationship E = 2µ(1 + ν)) of the simulation shown in Fig. 2.5d (2a/λ = 0.3). The
analytical solution underpredicts the axial strains (0.06 versus .10 maximum strain),
although the results qualitatively agree. The discrepancy between the simulation and
analytical solution could be attributed to several differences: 1.) the simulation ex-
ceeds small strain elasticity, 2.) the finite element model has a discretized boundary
between the arteriole wall and surrounding tissue instead of being described by a spa-
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Figure 2.11: FEM simulation (greater heterogeneity, isotropic brain tissue, and prox-
imity ratio of 2a/λ = 0.4) comparing simulated pressure with the effective pressure
(qeff ) used in the analytical solution. The arteriole spacing in the simulation corre-
sponds to a volume fraction of ϕA = 0.2, and therefore, qeff = ϕ
Ap = 0.2 kPa
tially varying Young’s modulus, 3.) the analytical solution approximates the solution
for plane stress, and 4.) the analytical solution approximates a uniform qeff .
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2.4 Discussion
2.4.1 Implications for injury
The analytical model reiterates an important result seen in the FEM simulations:
heterogeneity between the vessels and brain tissue determines the location of damage
in surrounding tissue. A gradual heterogeneity will generate larger strains close the
arteriole wall, while a steeper heterogeneity causes strains to happen farther from
the arteriole wall. Both the analytical and finite element models demonstrate that
the largest strains occur halfway between internally pressurized arterioles due to a
Poisson effect.
For very close arterioles (i.e, large proximity ratio) undergoing significant deforma-
tion, large strains will appear near the arteriole walls regardless of the heterogeneity.
This could potentially explain cases when cellular damage is more uniformly dis-
tributed between small vessels, as shown in Fig. 2.1c. The work of Goldstein et al.
(2012)(Fig. 2.1a-d) and Shively et al. (2017) show damage, in the form of phosphory-
lated tau, near the walls of small blood vessels from post-mortem chronic traumatic
encephalopathy patients.
Regardless of the arteriole wall thickness, all of the simulations showed that a large
proximity ratio (2a/λ > 0.3) resulted in axial strains greater than 10% when sub-
jected to an internal pressure of 2.5 kPa. Although DiPietro et al. (2013) [86] showed
that a Lagrangian strain of 10% and strain rate of 20 s−1 of rat organotypic slice cul-
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tures produced a hypometabolic state and an abnormal pattern of gene modulation,
other studies have defined a 14-18% axonal strain (parallel to the axon orientation)
to produce an injurious or dysfunctional state [26]. However, it should be noted that
thresholds for cellular injury might be smaller at this length scale due to the lesser
extent of dissipative mechanisms such as fiber straightening or sliding. Our simu-
lations for the soft isotropic brain tissue (CC) with close spacing (2a/λ = 0.4) and
hypertensive arterioles showed axial strains of 18%, which is well above the threshold
set by DiPietro et al. (2013) [86] and equal to the commonly cited average threshold
identified by Bain and Meaney (2000) [26]. Strain levels below theses thresholds may
still be important since vessel dilation and contraction create increase or decrease
synaptic density, respectively, near the vessel walls [111].
Due to the long time scales involved in secondary injury mechanisms, the accu-
mulation of phosphorylated tau over time is affected by several biological mechanisms
in addition to the strain fields imparted on the surrounding tissue. The tau protein
stabilizes microtubules (MTs) in healthy axons, but undergoes abnormal phosphory-
lation following injury, eventually leading to accumulation of p-tau which contributes
to neurodegeneration [112, 113]. It is believed that during axonal elongation in TBI,
MTs (normally aligned in bundles along the axon) will detach from the bundle by
breaking the connecting tau proteins [31,32,114]. The sequence of events leading from
disassembly of the MT-tau complexes to the accumulation of phosphorylated tau in
axons and surrounding glial cells, remains an ongoing research effort [113]. In the
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future, more research should be done in modeling tau association/dissociation under
damage from macroscale stretching, and obtaining a “p-tau accumulation threshold”
for neurodegeneration.
2.4.2 Limitations and future work
Although rat cerebral vasculature posses a similar ultrastructure to human cere-
bral vasculature [115], their mechanical response may be different. However, since
human cerebral arteriole data is not available, and would presumably be much less
stiff than the available data on cerebral arteries, we decided to adopt the properties
of rat cerebral arterioles. Although we briefly considered the anisotropic behavior of
brain tissue in two extreme limits (perfectly aligned versus isotropic), it would be use-
ful to implement realistic fiber orientations between neighboring arterioles in future
studies. Previous tissue-level models of brain tissue mechanics define the direction of
axons to be the fiber alignment direction, and consider the glial cellular networks to
be isotropic; however that may not be true at the smaller length scales examined in
this model.
The model does not include the active response of SMCs on the arteriole wall, al-
though this is consistent with recent work which showed that the myogenic response
seems dysfunctional following TBI [77]. The lack of SMC contractility might exist
following TBI [77], however the consideration of active myogenic responses might be
necessary when modeling arteriole inflation in other scenarios. In normal function-
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ing arterioles, increased pressurization can depolarize smooth muscle cells to elicit
constriction [116], which would presumably reduce the generation of strains in sur-
rounding brain tissue.
For the sake of simplicity, the analytical and computational models presented here
ignored several time-dependent factors. Previous studies have shown that the loss of
myogenic response begins 24 hours after the initial TBI event [77], although the exact
duration of this pathology might vary based on the severity. We have ignored the
long term behavior of brain tissue such as bulk interstitial fluid flow, viscoelasticity,
and stress-softening following cyclic loading.
2.5 Summary and key findings
We propose a new mechanism for injury to brain tissue during cerebral arteriole
inflation and showed that the resulting deformation fields are sufficient to cause injury
(> 10% strains). Although cerebral arteriole heterogeneity might also contribute to
nonuniform strain fields during primary traumatic brain injury events (at the time
of impact or head acceleration), this study focuses on localized strain in brain tissue
following small vessel inflation, a known pathology during secondary brain injury
mechanisms. We demonstrate that the relatively high stiffness of arteriole walls,
combined with external loading from pressurized neighboring arterioles, creates the
possibility of large axial strains occurring halfway between pressurized arterioles, as
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shown in the pathology of some TBI cases. In summary, our analysis demonstrates:
1) A “honeycomb pattern” of damage is more likely to occur around normal ar-
terioles (i.e., steep heterogeneity) while a “normal” pattern of perivascular damage
is more likely to occur with hypertensive arterioles (i.e, gradual heterogeneity) when
surrounded by similar brain tissue.
2) For pressurization in excess of 2.5 kPa, a large proximity ratio (2a/λ > 0.3)
resulted in axial strains greater than 10% across all FEM simulations with isotropic
tissue.
3) Regardless of differences in arteriole spacing or brain region, hypertensive ar-
terioles caused larger maximum strain values than normal arterioles.
4) The strain fields presented in this study are consistent with the perivascular
cellular damage seen in post-mortem neuropathology of both military personnel and




In the last chapter, we discussed how understanding the mechanics of arteriole
inflation can shed light on cellular damage observed with neuropathological findings
from TBI patients. Arteriole spacing, heterogeneity between the arteriole and brain
tissue, and anisotropy within the tissue all contribute to strain concentrations in brain
tissue. In order to create more realistic models, we need to better understand the
mechanical response and heterogeneity of brain tissue at small length scales (i.e., the
mesoscale). For example, what is the extent of variation in mechanical properties
across the various compartments in glial cells, and can we use this information to
approximate the glial cellular network as a mechanically homogeneous material? In
this section, we outline a novel experimental platform for probing the mechanical
properties of glial cells in a 3D scaffold.
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3.1 Introduction
Current techniques to probe the regional mechanical properties of adherent cells
(cells–such as glial cells–that grow attached to a surface rather than in suspension)
are limited to indentation using Atomic Force Microscopy (AFM), magnetic tweezers,
or optical tweezers, on flat two-dimensional (2D) substrates [117, 118]. Biomicrorhe-
ology techniques can been used to probe the mechanical properties of cells in 3D
substrates [119, 120], however, this technique can only probe internal properties at
the local nano-/microenvironment. Since 2D substrates are not representative of the
cellular microenvironment found in tissues [121,122], adherent cells often express un-
realistic morphologies and phenotypes when grown on flat substrates [15]. Given the
same stiffness substrate, different cell morphology can result in different cell stiff-
nesses [123]. We demonstrate, for the first time, an experimental setup that allows
probing the bulk mechanical properties of local compartments of adherent cells (in
this case, glial cells) grown in a three-dimensional scaffold. Using optical trapping,
we can perform indentation testing on cells at precise locations, and then use the
nonlinear contact mechanics formulations developed in Chapter 4, to obtain the local
hyperelastic mechanical properties while the cells exist in a more favorable three-
dimensional microenvironment.
With 3D culture systems, cell surface receptors can become spatially organized in
a more biologically relevant configuration, allowing cells to undergo the mechanical
cues and cell-cell communication which can be lost with cultures grown on flat plastic
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and glass substrates [124], [125]. Differences in cell morphology and phenotype in
3D cultures have been shown across various cell types such as chondrocytes [126],
hepatocyes [127], [128], epithelial cells [129], and astrocytes [130,131].
Conventional techniques in the mechanical testing of cells, such as atomic force
microscopy (AFM) or scanning force microscopy (SFM), require cells grown on a flat
substrate so that the cell surface can be vertically indented with an AFM probe tip of
a selected geometry. The applied vertical force is measured from the bending of the
AFM cantilever, which has a pre-determined stiffness. For a given indenter tip shape,
the measured forces and indentation data can provide measurements of the specimen
material properties. The length scale at which the specimen is probed depends on
the indenter tip shape and overall dimensions.
Previous efforts to probe the mechanical properties of cells in a more native en-
vironment have used computational modeling to estimate the elastic properties of
heterogeneous samples containing cells embedded in a three-dimensional extracellu-
lar matrix (ECM) [132, 133] by measuring an overall “apparent stiffness.” Since the
Young’s modulus of the ECM gel is known, a computational model is used to decouple
the Young’s modulus of the cell from the overall apparent stiffness, with the assump-
tion that the ECM is an isotropic and homogeneous matrix surrounding a perfectly
spherical cell. Although this technique enables the measurement of cell properties in
a 3D culture, it cannot be applied to local cell compartments or non-spherical cells
grown in porous scaffolds.
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Another technique in which the mechanical properties of cells can be probed in
a 3D scaffold environment is through intracellular particle-tracking microrheology–a
technique in which spherical particles are internalized by the cell and the movement
of the particles is tracked over time [134]. The “active” motion (through externally
applied forces on the particle) or “passive” motion (from thermal effects) of the par-
ticle is monitored and related to the nonbulk viscoelastic properties by comparison
with the known theoretical Brownian motion of a submicron particle entangled in a
filamentous protein network [119, 135]. Previous studies have utilized microrheology
to obtain mechanical properties of cells grown in a 3D scaffold [120, 136], however,
these measurements do not incorporate effects of plasma membrane tension, as an
indentation test does [119].
Since the measured mechanical response of cells depends on the underlying cy-
toskeleton, it is desirable to obtain mechanical properties with respect to specific cell
compartments [47]. In neurons and glial cells, previous work demonstrates that soma,
neurites, and processes, each exhibit different mechanical properties [48], [1] (Fig.
1.4). In addition to AFM, bead-based techniques such as optical tweezers (OTs),
magnetic twisting cytometry (MTC), and particle-tracking microrheology (PTM),
have the capability of obtaining mechanical property measurements of local cellular
compartments. Here we present a new technique using an optically trapped silica
bead to perform indentation testing on cells grown in an electrospun scaffold. Opti-
cal trapping allows the three-dimensional measurement of small forces (on the order
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of tens of piconewtons), and precise positioning of a bead, to obtain the mechanical
response of specific cellular compartments within a scaffold. Although it is common
to use an optically trapped silica bead as a “handle” to apply tensile forces to cells and
surface-tethered molecules, it is also possible to use the bead as a spherical indenter
tip [137–139].
3.2 Fundamentals of optical trapping
Optical traps, also referred to as optical tweezers, were invented by Arthur Ashkin
in 1986 [140]. With this instrument, a highly focused laser beam is used to precisely
position microscopic dielectric objects and measure small forces (on the order of 1-100
pN). Objects ranging in size from 20 nm to several microns [59] can be physically
levitated (or “trapped”) in three-dimensions, as long as the object is able to transmit
light.
A ray optics schematic illustrating the principles of optical trapping through con-
servation of the photon momentum is shown in Fig. 3.1A. When an object (such as
the sphere in Fig. 3.1A) is outside of the trap focus, the net momentum change from
photons can draw the object towards the center of the trap gradient. The change
of momentum from individual rays of light (e.g., the vectorial difference between Ai
and At) when striking the object results in an equal, opposite momentum change on
the particle. This is known as the gradient force (Fg) since it relies on an intensity
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gradient (usually in the form of a Gaussian beam profile). The gradient force must
be strong enough to counteract the scattering force (Fs) produced by the photons
striking the object along their propagation direction.
The mechanism of optical trapping can only be explained using the ray optics
approach when the particle size is larger than the wavelength of the incident light,
also known as the Mie Regime. When the particle size is substantially smaller than the
wavelength, also referred to as the Rayleigh regime, a different theoretical approach
using electromagnetic field vectors must be used. For a more detailed explanation
of optical trapping in the Rayleigh regime, the reader is referred to Harada and
Asakura (1996) [141]. For particle sizes that are comparable with the wavelength of
the trapping laser, the physics of neither the Mie or Rayleigh regime are completely
accurate [142].
For a dielectric object trapped by the gradient force, any displacement of the
object from center of the trap focus will result in a restoring force towards the trap
focus. A depiction of the optical trap restoring force is shown in Fig. 3.2. In order to
use an OT to measure forces precisely, one must measure the “stiffness” of the optical
trap. In other words, one must calibrate how much force is required to move a given
object by a given distance from the center of the intensity gradient. The force from
the OT in the i-th direction (denoted as Fi) acts as a “restoring force” and can be
deduced by:
Fi = ki∆di (3.1)
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(A) (B)
Figure 3.1: (A) Schematic behind the principles of optical trapping on a spherical
particle in the case of a particle size that is much greater than the wavelength of
incident light. Ai and Bi are incident light rays, while At and Bt are the transmit-
ted rays. The particle will experience a momentum that is equal to the momentum
change but in the opposite direction, resulting in FA and FB on the particle. In order
to maintain a stable trap, the net gradient force acting on the trap (Fg) must balance
the net forces from scattering (Fs) in the the (forward) direction of light propaga-
tion. (B)Schematic of optical trap instrumentation. A laser beam is collimated and
expanded in order to flood the back aperature of an objective with a high numerical
aperture. After being focused into a small waist beam above the objective, the beam
is transmitted to a quadrant photodiode (QPD) sensor which measures any deflec-
tions of the beam by looking at changes in voltages between the quadrants. Although
other bead detection methods exist, the QPD sensor allows for high temporal and
spatial resolution of bead deflection.
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where ki is the trap stiffness in the i
th direction, and ∆di is the bead deflection
in the ith direction (shown as ∆dx, ∆dy, and ∆dz in Fig. 3.2). The stiffness of the
OT will be slightly different in each direction, with the axial direction (z-direction)
typically having the lowest stiffness since this is the primary direction of scattering
forces. Additionally, different sized particles and different laser power will create
different values of ki since these parameters alter the gradient and scattering forces,
respectively. Therefore, it is important to calibrate the stiffness of the trap using the
same bead size and power that will be used in the experiment.
3.3 Experimental setup
3.3.1 Overview
A schematic of the optical trap setup used in our experiment is shown in Fig.
3.1B. When building a successful optical trap (OT), a laser beam is aligned into the
back of a microscope objective and is focused to a diffraction-limited beam waist
(shown in the focus plane of Fig. 3.1B). An objective with a high numerical aperture
is required to allow for a maximum amount of light going into the objective, thereby
creating the largest possible intensity gradient. As water is a major component in
biological tissue, and has low absorption in the infrared range of light (λ=700 nm-
1µm), utilizing a laser source within the infrared region helps minimize damage to
cells [59]. However, even at infrared wavelengths, laser adsorption by the specimen
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Figure 3.2: Schematic of the OT restoring force. Imagine that a “spring” with stiffness
ki attaches the a spherical bead to the center of the optical trap, and that the force
needed to pull the bead from the trap increases with the distance dx. Although this
example shows the bead being translated from the OT center in the x-direction only,
any arbitrary displacement vector will have forces in the X-, Y-, and Z-directions to
move the bead back to its stable position in the center of the trap
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can still result in some photodamage from thermal effects [143,144].
3.3.2 OT details
A 975 nm laser operating at 200 mW at the back aperture of a Nikon 100X
oil immersion objective (NA=1.25) was used to optically trap 5-micron diameter
streptavidin-coated silica beads (Bangs Laboratories, Fishers, IN). Back focal plane
detection of the transmitted laser light was obtained with a quadrant position de-
tector (Thorlabs, # PDQ80A) in order to provide three-dimensional displacement
information on the bead, as depicted in Fig. 3.1B.
Silica beads (which act as the indenter tip) were optically trapped in the vicinity of
a cell of interest and gently pressed against the cell surface for 3-5 minutes to ensure a
sufficient bond between the streptavidin-coated bead and the biotinylated cell surface.
The determination of the initial contact point is non-trivial for indentation into soft
materials, and if identified incorrectly, can create an inaccurate force-displacement
relationship during indentation testing [145]. To ensure that our initial contact point
is known, we utilized streptavidin-coated silica beads to adhere to the biotinylated
cell membrane surfaces. The biotin itself is incorporated into the glycocalyx layer
(or “cellular brush”) surrounding the cell membrane. In reality, the first 10-50 nm
of the indentation is probing the cellular brush, which can be accounted for using a
“brush model” during indentation analysis [57, 146]. For the cells in this study, the
thickness of the cellular brush is negligible, and is within the the error in tracking the
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positional data of the bead (which was found to be approximately 20 nm and 30 nm
in the x- and y- directions, respectively).
The z-depth (along the laser propagation, above and below the bead) was visually
examined by focusing the objective throughout the scaffold thickness to ensure that
the optical path was unobstructed for the transmitted laser light.
3.3.3 Trap calibration
An overview of possible OT stiffness calibration techniques is provided in the
Appendix B.2.2. Out of the available techniques, we used the power spectral density
(PSD) roll-off technique, which is the most commonly used technique since it does not
require prior position calibration of the QPD sensor [147]. The PSD method relates
the observed frequencies of particle motion in the trap to the theoretical frequencies
of a damped massless oscillator in a fluid of known viscosity. The trap stiffnesses in
the x-, y-, and z-directions were found to be kx = 34.9 pN/µm, ky = 34.2 pN/µm,
and kz = 24.1pN/µm. Additionally, the PSD method is useful for detecting sources
of noise in the system. Note that this method does not readily provide information
on the maximum holding force of the trap (the maximum force that the trap can
provide before the bead can be pulled out of the trap). In order to calculate the
maximum allowable deflection (and thus maximum holding force), the Stokes flow
technique can be used (see Appendix B.3.1). With the Stokes flow technique, the
fluid velocity surrounding the bead is increased until the measured drag force is large
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enough to remove the bead from the trap. For the 5 µm diameter silica beads used
in the experiments, the maximum holding force magnitude of the trap was 22.1 pN,
and the maximum allowable deflection was found to be .61 µm.
3.3.4 Preparation of experimental samples
3D cellular scaffolds were produced by electrospinning polyvinylidene fluoride
(PVDF) directly onto glass coverslips (22 mm x 22 mm). Glial cells from mouse
pups were grown for 7-10 days on electrospun polyvinylidene fluoride (PVDF) scaf-
folds (for more details see Sec. 3.6). Before indentation testing, cells were stained
with calcein to verify cell viability.
Glial cells grew processes along the PVDF fibers. Fig. 3.3 demonstrates that glial
cells exhibited a more stellate-like appearance when grown on electrospun polymer
scaffolds in comparison to the polygonal morphologies seen on glass substrates.
Prior to mechanical testing, scaffolds were carefully removed with tweezers from
the 6-well culture plates. A small 15 µl drop of diluted streptavidin-coated silica beads
was placed on a fresh coverslip (22 mm x 40 mm), and the cell-laden scaffolds were
placed upside down onto the drop of silica beads (Fig. 3.4A). This was performed
because the coverslips exposed to cell culture media could contaminate the surface
of the objective and cause misalignment in the optical trap beam. The assembled
coverslips were then backed by a 1 mm thick microscope slide to prevent bending due
to contact with the 100X oil-immersion objective. Within 5-10 minutes, the majority
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Figure 3.3: Comparison of cells growing on the cover slip glass underneath of the
scaffold fibers (red box) and cells grown within the polymer scaffold (blue box).
Left panel shows light confocal microscopy image overlaid with fluorescence stain of
calcein (green) while the right image shows only the fluorescence image for clarity.
Note that the cells which migrated to the glass substrate developed a large polygonal
morphology, while cells in the scaffold contained processes which grew along the fibers.
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Figure 3.4: Schematic of specimen and loading configuration for OT experiments. (A)
A cover slip with the PVDF scaffold containing cells is flipped upside-down into direct
contact with a droplet of diluted silica beads on a clean cover slip. (B) Schematic
showing scaffold sandwiched between two cover slips. A thick microscope slide is used
as a rigid support as the objective is brought into contact with the bottom cover slip.
A specimen holder presses the microscope slide and cover slips together (not shown)
and applies a reaction force to the objective which moves upward into the bottom
cover slip. The specimen holder couples the specimen with the translation stage.
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of silica beads fall to the bottom surface of the coverslip, where they can be trapped
and subsequently brought into contact with a nearby cell for indentation testing, as
shown in Fig. 3.4B. An additional schematic outlining the entire experimental process
along with the assigned coordinate system is shown in Fig. 3.5.
3.3.5 Force-indentation acquisition
A 3-axis high precision piezo actuator specimen stage (Nanomax stage, Thorlabs
#MAX311D) in closed-loop mode with internal strain gauges for positional feedback
(Thorlabs, #KSG101) was translated in the direction perpendicular to the long axis
of the cell process (and its supporting PVDF fiber). Thus, the relatively rigid scaffold
with the embedded cells is displaced by a known distance towards the direction of
the trapped bead in the x- and y-directions (Fig. 3.5B-C). The distance of stage
translation, which is provided by the stage controller (through feedback from an
internal strain gauge), is denoted as ∆ψ, where ∆ψi = ∆ψx or ∆ψy, since the stage is
translated in either the x- or y-directions, depending on the cell process orientation.
Upon the applied collision of the cell into the bead, the resulting deflections of
the bead measured by the QPD (denoted as ∆di) enable the determination of the
applied force (Fig. 3.5E). In other words, the restoring force associated with the bead
deflection is a consequence of the bead getting pushed by the prescribed specimen
displacement. The indentation depth (or displacement, δ) from the cell surface is
then simply:
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δi = ∆ψi −∆di (3.2)
Here, the usage of ∆di refers to a displacement from the optical trap center in the
ith direction (the direction of stage translation). Therefore, ∆di is equivalent to ∆dx,
∆dy, and ∆dz in Fig. 3.2. The force applied to the cell is therefore determined from
the bead deflection by: Fi = ki∆di, where ki is the known calibrated stiffness of the
optical trap calibrated in the ith direction. Due to the high stiffness of the scaffold
fibers, we can assume that the fiber remains rigid during the indentation testing
(shown explicitly in Section 3.4.3).
Position data of the trapped bead, as well as the stage translation data in the
x- and y- directions, were recorded as voltage histories with a National Instruments
Data Acquisition system ( #USB-6212 BNC) and a custom-built Labview program.
A sampling rate of 36 kHz with the data acquisition system was sufficient to capture
bead deflection during the movement of the specimen stage over roughly 50 ms.
Examples of the stage controller and QPD voltage output histories are shown in
Fig. 3.6A,B, respectively. Fig. 3.6A shows the stage controller voltage output,
which corresponds to an applied “jump” in stage displacement to about 500 nm.
The resulting bead deflection at the cell surface is shown in voltage history of Fig.
3.6B. For all tests, the stage displacement should be slightly less than the maximum
allowable trap deflection with a 5 µm bead, which was calibrated to be 610 nm to
ensure that the bead is not removed out of the trap during the experiment. The
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(A) (B)
Figure 3.6: Examples of voltage histories from (A) the stage controller (obtained
from internal strain gauge readings) and (B) the quadrant position detector (QPD).
In this case, the specimen stage was moved in the y-direction. Voltage readings from
the stage controller correspond to the measured ∆ψy, while voltages from the QPD
correspond to ∆dy (and therefore, the indentation force Fy).
maximum allowable trap deflection is determined by the laser power at the back
aperture of the objective, as well as the size of the silica bead.
3.4 Assumptions and quantification of un-
certainty
3.4.1 Uncertainty in bead position
From the example voltage history signal from the QPD output (Fig. 3.6B), the
position data of the bead (∆d) shows a signal containing some fluctuations from the
baseline position, even before the stage begins to move (shortly after 0.5 seconds).
The additional noise in bead position measurement is partially attributable to:
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• The inherent “damped oscillator” behavior
• Small nearby molecules getting drawn into the optical trap and colliding onto
the bead surface
• Fluctuations at the surface of the membrane due to Brownian motion of bio-
logical processes
By calculating the average fluctuation in the QPD signal for the bead positioned
on the cell surface before stage movement (when δ is presumably zero), an average
uncertainty error in bead displacement for each experiment is determined. Although
Fig. 3.6B shows the raw data, in later analysis of the force-displacement curves
presented in Chapter 5, a moving average differentiation was performed for every
2.5 ms on the QPD signal. The standard deviation from the mean value of bead
position during the 2.5 ms interval before stage translation provided an appropriate
average value for the uncertainty in bead position. The uncertainty in bead position
measurement due to noise in the example data from Fig. 3.6B corresponded to
+0.018 µm in the x-direction, +0.032 µm in the y-direction, and +0.005 µm in the
z-direction. Across all experiments, the average uncertainty in bead position due to
noise along the direction of loading was approximately +0.038 µm. Since the error of
the prescribed stage displacement was 5−10 nm 1 due to the minimum voltage change
output by the stage controller, we consider the noise in bead position measurement
1Theoretical resolution provided in specifications for Thorlabs NanoMax stage MAX311D:
www.thorlabs.com/NewGroupPage9.cfm?ObjectGroup ID=2386
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to be the primary contributor of uncertainty in our force-displacement curves.
3.4.2 Quantifying compliance of the piezoelectric
stage
The extent of cell deformation is calculated using the measured bead deflection
and stage translation (Eqn. 3.2). Thus it was necessary to ensure that the measured
applied stage translation was sufficiently equivalent to the actual scaffold movement.
Image analysis was used to compare to stage controller voltage histories to the stage
movement observed in microscopy images taken with a Nikon 100X oil immersion
objective (NA=1.25) and CMOS camera (Thorlabsm Item #DCC1240C). Figures
3.7A-B show the microscope images of fibers before and after translation in the x-
direction, while Figures 3.7E-F show the microscope images of fibers before and after
translation in the y-direction. By reading the grayscale intensity values, the distance
change in pixels between the peak intensity values can be used to determine the
position change of the fiber along the x- or y-directions. Differences between the
image analysis and stage displacement measurements were < 5 nm, well within the
accuracy of the image analysis itself ( 25 nm between pixels along the intensity peaks).
In other words, the accuracy to which we can verify the stage movement (25 nm) is
comparable to the error in bead position uncertainty (18 to 32 nm).
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3.4.3 Assumption of fiber rigidity
Since our indentation formulation in Chapter 4 assumes that the fiber is a rigid
substrate beneath the glial cell process, we performed a quick calculation to ensure
that the selected polymer fibers were sufficiently stiff. To check if it is possible for
the fiber to bend from the small indentation forces of a trapped silica bead, we can
consider an Euler Bernoulli beam of length L, simply supported at both ends, and
under a point load at L/2. It is assumed that the “ends” of a single fiber are simply






Where F is the applied load at L/2, E is the Young’s modulus of the polymer fiber,




. The diameter of a single PVDF fiber is approximately 1 µm, and the stiffness
can be approximated as E = 2.2 GPa [148]. The maximum applied force of F = 22
pN, is the maximum force allowable by the optical trap. Since it is undesirable to
have scaffold fiber deflections greater than δmax = 38 nm (the mean experimental
uncertainty in bead displacement due to noise), then it is possible to calculate the
minimum required length of the fiber that can undergo central deflections larger than
38 nm using the aforementioned values of F ,E, and I. The approximation for fiber
length resulted in a spacing of L >200 µm, which far exceeds the spacing between
fibers in our scaffold. In other words, the PVDF fiber is stiff enough, and closely
77
CHAPTER 3. EXPERIMENTAL TECHNIQUES
packed enough, such that the maximum force of the optically trapped bead will not
cause significant deflections (> 38 nm) in the fiber.
3.5 Alignment effects
The cell is translated and aligned in the x-y plane since this is the imaging plane
observable by the camera. Precise alignment of the bead in the z-direction (along
the laser light propagation) was not possible by visual inspection in the OT setup
presented here. In the following section, we present a computational model we use to
quantify the extent to which misalignment of the bead in the z-direction would affect
the force-displacement curves for different combinations of indenter and specimen
sizes. Fig. 3.8 shows an overview of the effects of misalignment found with the
computational model. To help mitigate misalignment errors, it is possible to measure
the displacement components of the bead in the x-, y-, and z- directions, and relate
this to the “misalignment offset” (referred to as β in Fig. 3.8A) in the z-direction.
Measurements of the tangential force (designated as Fz in the coordinate system
shown in Fig. Fig.3.8B) are proportional to an increase in offset, β.
3.5.1 Modeling misalignment effects
We use a computational model to estimate the errors due to increasing misalign-
ment offset (β in Fig. 3.8A) in order to obtain error bounds for the experimental
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data. Transmission electron microscopy showed approximately circular cross-sections
for the cells (example shown in Fig. 3.5D), which justified modeling the experiment
as a rigid sphere in contact with a soft cylindrical cell. Let Rs refer to the radius
of the spherical indenter, while Rc refers to the cylindrical radius of the cell. Since
errors due to β would likely be dependent on the ratio of Rs/Rc, simulations were
performed to encompass the values of Rs/Rc (in the range of 0.6 to 10) observed in
the experiments.
Finite element simulations were performed with the commercial package Abaqus
(Dassault Systemes) to obtain the force-displacement relationships for each combina-
tion of Rs/Rc and β. A rigid spherical indenter was prescribed a normal displacement
of 0.75 µm into a hyperelastic cylindrical specimen using a frictionless contact. For
each value of Rs/Rc, individual simulations were performed with varying amounts of
β (β/Rc = 0, 0.4, 0.6, 0.8, 1).
A mesh convergence study was initially performed to obtain the minimum neces-
sary element size at the contact interface. Several simulations were performed with
the smallest element size at the center of contact varying between 2.5 × 10−5 mm
and 5× 10−4 mm. It was observed that all simulations (including the coarsest mesh)
were able to accurately capture the theoretical force-displacement curves for a linear
elastic material at small strains, although, a minimum element size of 1 × 10−4 mm
was necessary for the convergence of the total internal energy.
In order to reduce computational costs, a symmetric plane was enforced transverse
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to the cylinder length. Effects from the free boundary end were avoided by making
the total length of the cylindrical specimen in the model at least twice the length
of the major axis of the elliptical contact area. The bottom face of the model was
given a fixed displacement boundary condition (ux = uy = uz = 0). In reality, a
smaller surface area would adhere to the PVDF fiber, as shown in the TEM image
of Fig. 3.5D, allowing for more expansion in the out-of-plane directions. Here we
are exclusively interested in the relative effect of misalignment, and therefore not
largely concerned with replicating the wide range of possible cell adhesion boundary
conditions.
Since biological materials often undergo large deformations (δ/Rc > 0.05) and
demonstrate a strain stiffening behavior [149, 150], it is desirable to obtain material
parameters that can describe the cell as a hyperelastic material. A commonly used
hyperelastic model for soft materials is the Mooney Rivlin model, described by the
strain energy density function:
W = C10(Ī1 − 3) + C01(Ī2 − 3) +
K
2
(Jel − 1)2 (3.4)
Where Ī1 and Ī2 are the modified first and second invariants of C̄ (the distortional
part of the right Cauchy-Green tensor), K is the bulk modulus, and Jel is the elastic
volumetric strain. C10 and C01 are material constants. For the case of small deforma-
tion, C10 and C01 are related to the elastic modulus by E = 4(1+ν)(C10+C01). Since
we are only interested in using the model to quantify the effects of misalignment, C01
was set equal to zero, so that Equation 3.4 reduces to a simpler neo-Hookean strain
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energy density function. However, the full Mooney Rivlin model will be used later in
Chapters 4 and 5 when obtaining the mechanical properties from the experimental
data.
As shown in the pressure distribution contour plots of Fig. 3.8B-C, as one increases
the misalignment offset, the cell experiences smaller stresses than the perfectly aligned
case (β = 0). This is due to the smaller area of contact associated with larger β values.
In order to quantify differences between misaligned indentation force (F (β)) versus
normal (F (β = 0)) indentation, we calculated the normalized root-mean-square error
(NRMSE), which is defined as:
NRMSE =
RMSE





ΣTt=1(F (β)t − F (β = 0)t)2
T
(3.6)
The summation in the second expression is performed at T values (sample points)
of normalized indentation depth δ/RC . Note that the root-mean-square error is nor-
malized by the forces of a perfectly aligned sphere at the maximum indentation depth
(F (β = 0, δmax).
Figure 3.8D shows that for β = 0, the NRMSE value greater than .049 is associated
with > 10% error in the estimated material stiffness, C10. This provides a threshold
for an acceptable NRMSE value. Figure 3.8E shows a comparison of normalized
force-displacement curves for various values of β alongside the theoretical curve for
82
CHAPTER 3. EXPERIMENTAL TECHNIQUES
(B)(A)
Figure 3.9: Normalized root-mean-square error (NRMSE) plotted over the normalized
indentation depth for Rs/Rc = 0.6 (A) and Rs/Rc = 10 (B). NRMSE is plotted for 3
different offset values (β/Rc = 0.6, .08, and 1).
a linear elastic material when Rs/Rc = 1. With increasing indenter misalignment,
greater depths of indentation were observed for a given magnitude of force.
Note that an offset value of β/Rc = 1 corresponds to forces that are of similar
magnitude to a linear elastic approximation (with no offset) as shown in Fig. 3.8E.
Since a 10% error in moduli resulted in an NMRSE of 0.049, we used the computa-
tional model to seek the range at which NRMSE > 0.049. The NRMSE threshold was
found to be exceeded when the ratio of tangential force (Fz) to force magnitude (||F||)
was greater than 0.41 as seen by the shaded region in Fig. 3.8F. Any experiments
with measured forces of Fz/||F|| > 0.41 were discarded since they could generate
significant errors in the determination of moduli.
The effect of the misalignment was quantified for different ratios of Rs/Rc (Fig.
3.9) by comparing the force-displacement curves to the perfectly aligned case (β = 0).
Figures 3.9A-B show the NRMSE for Rs/Rc = 0.6 and Rs/Rc = 10, respectively.
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From our simulations, smaller ratios of Rs/Rc showed larger normalized root-mean-
square errors than larger ratios of Rs/Rc. Consequently, for a given indenter size,
relatively small cells (Rs/Rc = 10), are less affected by misalignment, while larger
cells (Rs/Rc < 1) are more sensitive to misalignment. Note that for Rs/Rc = 10, the
NRMSE remained < 0.049 for the entire range of tested β values.
3.6 Materials and Methods
3.6.1 Fabrication of electrospun scaffolds
Electrospinning is a method which uses a sufficiently high voltage to draw charged
threads of polymer solution towards a collector plate, resulting in a mat of nano-
/microfibers (we call this the scaffold). The applied voltage, polymer viscosity, and
flow rate of the drawn polymer threads, are parameters which can be altered to fine-
tune the average fiber diameter and scaffold porosity. PVDF solution was prepared
to a final PVDF concentration of 15% w/w by adding the polymer pellets to DMF
and acetone (1:1). Random fibrous mats were collected on coverslips taped to a
grounded metal collector plate located 12-13 cm from the electrospinning syringe tip.
Electrospinning was performed at a voltage of 10-12 kV at 3-5 ml/hr flow rate from
the syringe.
The resulting PVDF fiber diameters were 1-4 microns and the final overall scaffold
thicknesses ranged between 50-100 microns. Scaffolds needed to be thin and porous
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to allow sufficient spacing for unobstructed transmission of the trapping laser along
the Z-axis. Scaffolds were carefully removed from the collector plates and adhered
along the edges of the coverslips with “liquid bandaid” glue to ensure continued
attachment during cell culturing. The coverslips were then placed in 6-well culture
plates. Prior to introducing cell cultures, the wells containing the coverslips were
UV-sterilized and immersed in 1X PBS at 37 °C in an incubator overnight [151].
Although PVDF is a piezoelectric polymer fiber, we were not concerned with the
traction forces of cells creating significant charges since the piezoelectric coefficient
for PVDF is approximately 20-30 pC/N [152] and peak cellular tractions are typically
on the order of 100-300 pN/µm2 [153,154].
3.6.2 Cell culture
For primary mixed glia culture, cortices of mouse pups (Jackson Laboratory) P3-6
were isolated and plated on the PLL (Poly-L-Lysine)-coated T-75 culture flasks in
DMEM/F12 50:50 media (Corning,15-090-CV) with 10% FBS and 1% antibiotics as
per our previous protocol ( [155]). The primary glia culture was maintained with
a media change every three to four days. After 14 days of culture, glial cells were
isolated by shaking the flask at 180 rpm at 37°C overnight. Cells were maintained
for at least 3-4 days at 5% CO2 and 37°C incubation before seeding cells into the
electrospun scaffold at a density of 1 × 106 cells per 100 µL of media. Once cells
were added to the scaffolds at a high density, the scaffolds were incubated for 30
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minutes for better attachment prior to adding more media. Once seeded on the cell
scaffolds, cells were given 7-10 days to grow processes before performing indentation
experiments. Although cell attachment and process growth was faster during the first
few days for the PVDF scaffolds with a positive surface charge, after 7 days there
was no significant difference in morphology between the cells grown in positively or
negatively charged scaffolds. The glial cells grew processes along the length of the
electrospun fibers, consistent with previous reports of glial cells grown in electrospun
polymer scaffolds ( [156], [131]).
Two hours prior to the indentation experiments, media from the scaffold culture
plate was removed and washed once with 1X PBS. Cell surfaces were biotinylated
with EZ-link Sulfo-NHS-Biotin at a final concentration of 2 mM (ThermoFisher: Cat
# 21217). Cells were then washed three times with 100mM Glycine-PBS (VWR:
Cat # VW1479-02) to remove excess biotin. Finally, cells were incubated in 500
nM of Calcein-AM (Life Technologies: Cat # C1430) in plain DMEM/F12 50/50
media in order to ensure cells were alive during mechanical testing, as well as to help
distinguish cellular processes from the scaffold fibers.
3.6.3 Electron microscopy
Transmission electron microscopy (TEM) was used to obtain a cross sectional
view showing the cellular morphology. In order to approximate the cellular specimen
as a cylinder adhered to the scaffold fiber, we wanted to make sure that the cell
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processes exhibited a circular profile (and not a flattened surface in contact with the
indenter). TEM samples were fixed with 2.5% glutaraldehyde and 3mM magnesium
chloride in 0.1M sodium cacodylate (SC) for 1 hour. Cells were washed in a 0.1M SC,
3mM magnesium chloride (CaCl2), and 3% sucrose buffer in three 10 minute rinses
and incubated (on ice and in the dark for 1 hour) in reduced 1% osmium with 0.8%
potassium ferrocyanide in 0.1 M sodium cacodylate. This was followed by three 0.1M
maleate buffer rinses and en bloc stained with 2% uranyl acetate (0.22 µm filtered,
1hr, dark) in 0.1M maleate buffer. Cells were dehydrated in a graded series of ethanol
before embedding in EPONATE 112 resin (Ted Pella). Samples were incubated at
37°C for 2-3 days before moving to a 60°C oven overnight. Regions of interest were
selected and sections picked up on 2x1 mm copper slot grids (Ted Pella, Inc., Redding,
CA, USA). Sections were triple stained with 1% tannic acid (aqueous) (Mallinckrodt
Pharmaceuticals, St. Louis, MO, USA), aqueous 2% uranyl acetate (Polysciences,
Inc., Warrington, PA, USA) and 0.04% lead citrate (aqueous-filtered). Samples were
imaged on a Philips CM120 TEM with a 16-bit, 8 megapixel AMT XR80 CCD.
3.6.4 Cell immunostaining
In order to identify the glial cell types, immunostaining of cells was performed on
fixed cells. The cells were cultured for 6-7 days in scaffolds at 300k cells per well (lower
than previous experimental conditions) for better observation of cellular processes.
Cultures were washed with phosphate-buffered saline (PBS) and fixed for 20 minutes
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at room temperature with 4% paraformaldehyde (PFA). Cells were washed twice in
PBS following fixation and incubated in blocking solution, containing 0.25% Triton-X
and 5% normal donkey serum for 1 hour at room temperature.
Different combinations of primary antibodies for separate wells were prepared:
rabbit GFAP (1:1000, Dako, Cat Z0334) with mouse-microtubule MT (1:500, Invit-
rogen, Cat 322700), rabbit-Oligodendrocytes (1:1000, Millipore, Cat 371726) with
mouse-microtubule, and finally a combination of rabbit-IBA1(1:1000, Wako Chemi-
cals, Cat 019-19741) and mouse-microtubule diluted in blocking solution. Blocking
solution was applied overnight at 4°C. Cultures were washed three times in PBS and
incubated with Alexa Fluor 555-conjugated donkey anti-rabbit (1:250, Invitrogen)
and Alexa Fluor 488-conjugated donkey anti-mouse (1:250, Invitrogen) for 2 hours
at room temperature. Wheat germ agglutinin, Alexa Fluor 647 conjugated (Invit-
rogen, Cat W32466), was added at 5 µg/ml in 1X HBSS for 10 minutes at room
temperature, washed 2X with 1X HBSS followed by incubation for 5 minutes with 1
µM of DAPI ((4’, 6-diamidino-2-phenylindoldihydrochloride, Invitrogen) as a nuclear
counter-stain. The coverslips were mounted in slides post drying and images were
taken in confocal LSM-800. Results from the immunostaining are presented in Chap-
ter 5.
88
CHAPTER 3. EXPERIMENTAL TECHNIQUES
3.7 Concluding remarks
Here we have provided a description of the principles behind our experimen-
tal setup, and an analysis of the limitations due to alignment issues, optical trap
holding strength, and noise within the experiment. The final aspect of the experi-
ment that needs further consideration is the accurate analysis of the measured force-
displacement relationship to provide nonlinear material properties. Although some
papers describe hyperelastic indentation formulations for flat cells, none have con-
sidered hyperelastic indentation on cylindrical-shaped cells. The following chapter
considers the latter geometry, and uses computational modeling to develop the ap-
propriate force-displacement relationships for use with cylindrical bodies having non-
linear hyperelastic material properties.
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Measuring the mechanical response of biological cells is an important key to de-
veloping new biomedical materials [157], understanding injury or disease progression
[34] [158] [159], and potentially improving clinical diagnostic technologies [160] [14].
Commercially available indenters such as the atomic force microscope (AFM) have
made it possible to estimate the elastic moduli of cells by applying the well-known
Hertzian contact theory to experimentally measured forces and displacements. Al-
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though the elastic moduli of cells are accurately found for small indentations, some
cells can be subjected to large deformations due to their soft nature, often surpassing
the linear elastic regime associated with classic Hertz theory [161] [58] [162]. Since the
usefulness of the elastic modulus is limited, it is desirable to obtain hyperelastic pa-
rameters that can account for the finite deformations [149] [150] and strain stiffening
behavior [163] of biological materials.
In classical Hertz theory [164], aside from assuming an isotropic linear elastic
material, the solution is limited to small deformations since the shape of the spherical
indenter is given by a parabolic function approximated as r2/2Rs, where r is the radial
coordinate and and Rs is the indenter radius [165], [166]. It is possible to model
larger indentation depths (up to 0.8 times the indenter radius) by using a higher
order function to describe the spherical indenter [167]. However, such a solution will
still be limited by providing only the linear elastic modulus from the experimentally
found forces and displacements.
In recent decades, several approaches have been taken to modify the Hertz so-
lution, in order to obtain parameters that describe the material of the specimen as
hyperelastic. The first approach involves the derivation of an approximate analytical
expression, and validation of the expression with a finite element calculation [56] [168].
A second approach is to use a finite element model to investigate the effects of hy-
perelasticity on indentation and then create correction factors to use in conjunction
with the equations of Hertzian theory [169] [170]. Finally, if the sole purpose of a
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study is to determine the material properties in a specific experiment, it is possible
to disregard the classical Hertzian solution, and parametrically run a series of finite
element simulations, varying the material properties for a given constitutive model,
until the experimentally found force-displacement relationships are obtained [4] [171].
However, the aforementioned solutions are for the case of a rigid sphere indenting
a half space or another spherical body. There are no force-displacement relationships
that exist for finding hyperelastic parameters in structures with a cylindrical morphol-
ogy. Quantifying these relationships is essential for finding properties of cylindrical
cellular structures—neuronal axons, cell processes, filopodia, and certain types of
bacteria, to name a few—that undergo large deformations during indentation testing.
Here we only consider a spherical indenter, as previous works have found that pyrami-
dal indenters produce stresses and indent depths that are too large for cells [172] [146].
The ratio of length scales between the indentation depth, indenter radius, and
specimen radius is important for selecting the appropriate indentation formulation.
The indentation depth is given by δ, Rs is the radius of a spherical indenter tip, and Rc
is the radius of the cell. For indenter tips with a radius much smaller than the radius
of the cell (Rs << Rc), one can approximate that the cell is a half space, and it is
no longer necessary to consider the cylindrical morphology. Although AFM indenter
tips with small radii (<100 nm) are readily available, a larger indenter tip might be
desirable in applications where it is necessary to probe mechanical properties over a
larger area [173], [174], [175], to avoid nonlinear effects [176], [57], or create loads over
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a larger area when studying cellular injury [177] and mechanotransduction [178].
In this paper we use a computational model to investigate the force-displacement
relationships for spherical indentation into hyperelastic cylindrical bodies (Figure
4.1). We provide analytical expressions, with the calculated corrective functions,
that can be used to obtain hyperelastic material properties from indentation testing
on flat and cylindrical bodies (using both flat and spherical indenters). The force-
displacement relationships were found to be dependent on the ratio of indenter to
specimen radius (Rs/Rc), as well as the ratio of indentation to indenter size (δ/Rs).
We observe the strains at which the indentation is large enough that the solution
deviates from linear elastic theory. Finally, we evaluate the proposed hyperelastic
corrective functions for large indentations in order to quantify the extent of error due
to interactions with the substrate.
4.2 Methods
4.2.1 Elliptical contact onto linear elastic bodies
In the case of a rigid spherical indenter in contact with a flat half-space made
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Figure 4.1: (A) Example of a cylindrical body (e.g. axon) subjected to indentation by
a spherical indenter. (B) Experiment is simplified as a sphere indenting a cylindrical
body (C) A finite element model of spherical indentation. Note that due to symmetry,
only one-fourth of the model needed to be simulated. The indenter was modeled as
a rigid body and displaced along the negative x-direction by δ.
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Figure 4.2: Generalized case of two ellipsoidal volumes (‘Body S’ and ‘Body C’) and
their respective geometries. The equivalent radii of curvature are given in equations
4.3 and 4.4. In the case of a spherical indenter (Body S), Rs,y = Rs,z. For a cylindrical
specimen (Body C) with the longitudinal axis aligned in the y-direction, Rc,y → ∞.
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Where FH is the magnitude of the force applied to the indented body (e.g., a cell),
Rs is the effective radius of the spherical indenter, ν is the Poisson’s ratio of the cell,
and E is the Young’s modulus of the cell. This relationship is for a spherical contact
area, and can only be used when probing the somal (spherical) compartment of a cell,
or a large, flat cell with a radius of curvature much larger than the indenter.
In the case of the silica bead indenting an axon or cell process, this can be idealized
as a rigid sphere (with radius Rs) indenting a cylindrical body (with radius Rc), and
thus an elliptical contact area is formed. A schematic of two generalized ellipsoidal
shaped bodies and their respective geometries is shown in Fig. 4.2. To account for
the eccentricity in the contact area, correction factors are used to modify Equation
4.1. We will also introduce the parameters Rz and Ry which are the effective radii of
curvature in the z-plane and y-plane, respectively. The effective curvature sum R, a





























For a cylinder where Rc,y goes to infinity, the last expression simplifies to Ry = Rs,y.
For a spherical indenter, Rs,z = Rs,y. Now, the relation for force-displacement during
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Where χellip is a product which is solely dependent on the ratio between the indenter
radius Rs and the cylinder radius Rc and can be written as:
χellip = kF (−3/2)E1/2 (4.6)
where k is the eccentricity parameter of the contact area (given as the ratio of semi-
major to semiminor axis), F is the complete elliptic integral of the first kind, and
E is the complete elliptic integral of the second kind. The eccentricity parameter is
related to the elliptic integrals of the first and second kind [165], [180]:
k =
√





















) sin2 ϕ]1/2dϕ (4.10)
One can numerically evaluate the elliptical equations using iterative procedures
or utilizing lookup tables [181]. Here, in order to provide the most useful result to
the reader, we will utilize the algebraic approximations from Brewe and Hamrock
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(1977) [179] to replace the elliptical integrals of F and E with numerically found
approximations of F and E . These are given by:
F = 1.5277 + .6023 ln Ry
Rz
(4.11)
E = 1.0003 + 0.5968Rz
Ry
(4.12)
The approximate eccentricity parameter is now approximated:
k ≈
√
2F − E(1 + γ)
E(1− γ)
(4.13)
It follows that the approximate expression for χellip is now given by:
χellip ≈ kF
(−3/2)E1/2 (4.14)
Thus, we can rewrite the relation for force-displacement during an elliptical con-
tact as a product of the classic Hertzian force relationship (FH) and a correction






















The superscript LE denotes that these expressions are for linear elastic bodies. Note
that the force-displacement F − δ relationship retains the 3/2 power, arising out of
linear elasticity.
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(A)
(B)
Figure 4.3: (A) Non-dimensional plot of the force-displacement relationship for dif-
ferent ratios of Rs/Rc. Solid lines show F − δ curves using the elliptical contact
formulation of Eqn. 4.16, whereas dashed lines show the F − δ relationships with a
circular contact area (classical Hertz theory). (B) Plot of the elliptical contact cor-
rection factor ΩLEellip (orange) and eccentricity (k, blue) as a function of varying Rs/Rc
(and hence, Ry/Rz).
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A comparison between the force-displacement relationships of Equations 4.1 and
4.16 is shown in Figure 4.3A. The ratio between the indenter tip size versus specimen
size will effect the ellipticity of the contact area, determining the usefulness of Equa-
tion 4.16. Figure 4.3A shows that for sufficiently small indenter tips (Rs/Rc ≤ 0.4),
the elliptical contact solution differs from the circular contact solution (Equation 4.1)
by < 6% for extremely large indentations (δ/Rc = 0.9). In other words, if the radius
of the cylindrical specimen is at least 2.5 times larger than the indenter tip, the ellip-
tical contact solution approaches the classic Hertzian solution (analogous to a sphere
indenting a half-space). For large values of the size ratio Rs/Rc, the eccentricity
will become large enough that the behavior will approach a line contact formulation
(k ≈ 10).
Figure 4.3B plots the eccentricity parameter k and the elliptical contact correction
factor ΩLEellip as a function of Rs/Rc. Note that if Ry/Rz=1, then F = E = π/2, k = 1,
and there is no need to use ΩLEellip ( Ω
LE
ellip = 1) since it is a circular contact area. As
Rs/Rc becomes large, k also becomes large, and will eventually approach the limit
of a rectangular line contact. For all values of Rs/Rc, Ω
LE
ellip must be ≤ 1 (and hence
FLEellip<FH).
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4.2.2 Elliptical contact on hyperelastic neo-Hookean
bodies
The preceding section considered a linearly elastic material subjected to small de-
formation. In the case of biological materials subjected to large deformation, a hyper-
elastic material model is more appropriate. We begin by considering a neo-Hookean
material (perhaps the simplest constitutive model within the class of hyperelastic
models). The neo-Hookean model for an incompressible material uses a strain energy
density of the form:
WNH = C10(I1 − 3); (4.18)
where C10 is a material property and I1 is the first invariant of C (the right Cauchy-
Green deformation tensor). In the small strain regime, the material constant C10 can
be related to the linear elastic shear modulus µ and linear elastic Young’s modulus
through C10 = µ/2 =
E
4(1+ν)
, where ν is the Poisson’s ratio. For an incompressible
material, ν = 0.5.
For the case of a neo-Hoookean body subjected to spherical indentation, we pro-
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is solely dependent on the ratio between the indenter radius and specimen radius
(Rs/Rc), the correction factor for the neo-Hookean material will have an additional
dependence on the extent of deformation since hyperelastic materials exhibit stiffen-
ing at larger strains. Here, the extent of deformation is characterized by the ratio
between indentation depth and the indenter radius (δ/Rs). Thus, ΩNH will be de-
pendent on (δ/Rs) and (Rs/Rc). For simplicity in calculating the material property
C10 (explained in later sections), the following sections will obtain expressions for the





4.2.3 Elliptical contact on hyperelastic Mooney Rivlin
bodies
A Mooney-Rivlin material model is another hyperelastic constitutive model that
is considered an extension of the neo-Hookean model since it incorporates a second
invariant of the left Cauchy-Green tensor. For an incompressible material, its strain
energy takes the form:
WMR = C10(I1 − 3) + C01(I2 − 3) (4.22)
where C10 and C01 are material constants. Generally speaking, expressions which in-
clude the dependence on the second invariant can model the stress response of rubber-
like materials and soft biomaterials more accurately [182]. For small deformations, the
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constants C10 and C01 are related to the elastic modulus by E = 4(1+ ν)(C10 +C01).
For C01 = 0, Equation 4.22 reduces to the neo-Hookean strain energy. Similar to the
correction factor for the neo-Hookean body ΩNH , an expression for a Mooney Rivlin








In this case, the corrective function will have an additional dependence on the ratio
between the parameters C10 and C01. Therefore, ΓMR will be a function of (δ/Rs),





Note that κ = 1 corresponds to a neo-Hookean material.
4.2.4 Computational model
4.2.4.1 Geometry considerations
3D finite element simulations of spherical indentation on cylindrical specimens
were performed with the commercially available software Abaqus (Dassault Systèmes
Simulia Corp.). The indentation was simulated as frictionless contact between a rigid
sphere (with Rs varying between 2 to 100 µm), and a cylindrical specimen (Rc = 5µm)
with either linear elastic or hyperelastic material properties. Figure 4.1C shows the
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Figure 4.4: Example of finite element simulations which demonstrate the effect of
Rs/Rc ratios on the ellipticity of the contact area. For Rs/Rc = 0.4 (top simulation),
the contact area is almost circular, while for Rs/Rc = 10, the contact area has greater
eccentricity (k).
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computational model with the applied boundary conditions. Taking advantage of
symmetry, a quartered section of the model, with approximately 200-400k ten-node
quadratic tetrahedral elements, was utilized to reduce computational costs. The
magnitude of indentation strain (δ/Rc) remained constant across all simulations, while
a different Rs/Rc value was used for each simulation. A total of six indenter sizes
were simulated, with Rs equal to 2, 3, 5, 7, 10, 20, 30, 50, 75, and 100 µm. These
correspond to Rs/Rc ratios of 0.4, 0.6, 1, 1.5, 2, 4, 6, 10, 15, and 20, respectively.
Consequently, the maximum value of δ/Rs will be different across each simulation.
The range of Rs/Rc values were determined by considering the appropriate amount
of ellipticity. It was shown in the previous section that for Rs/Rc < 0.4, the ellipticity
parameter k → 1, and the indentation can be approximated by a circular contact
formulation, such as those provided by Lin et al. 2009 [56]. At the upper limit, a line
contact exists for large values of k, or when Rs/Rc ≈ 20 (see Fig. 4.4). This range
is also applicable to experimental data since commonly used silica bead indenter tips
range from 5-100 microns while probing cellular components with cylindrical radii on
the order of 1-10 microns.
For simulations with larger ellipticity in the contact area (larger indenters), the
cylindrical specimens were made to be geometrically longer along the longitudinal
direction (y-axis) so that the free boundary normal to the y-axis would not affect the
solution. Across all models, the length of the specimen was made to be approximately
twice as long as the major axis of the contact area during the maximum indentation
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depth.
4.2.4.2 Material parameters
For each of the seven indenter sizes, three different types of material models were
implemented for the cylindrical specimen: linear elastic, neo-Hookean, and Mooney
Rivlin. For the linear elastic material model, we used a Young’s modulus of E = 100
Pa and assumed that the specimen was incompressible (ν = 0.5). Note that the
correction factors for Ωellip, ΓNH , and ΓMR are dimensionless functions that do not
depend on the specific material parameters. For the Mooney Rivlin models, additional
simulations with varying κ values (κ=0.1, 0.2, 0.3, ...1.0) were performed for each ratio
of Rs/Rc.
4.2.4.3 Mesh convergence
The mesh size of the cylindrical specimen was biased to be more refined near the
area of contact with the indenter. A mesh convergence study was performed for the
linear elastic model of the smallest Rs/Rc ratio, since this was the case that corre-
sponded to the largest indentation strains. To find the necessary minimum element
size, several simulations were performed with the smallest element size at the center
of contact varying between 2.5 × 10−5 mm and 5 × 10−4 mm. Although all simu-
lations (including the coarsest mesh) were able to accurately resolve the theoretical
force-displacement curves at small strains (FLEellip of Eq. 4.16), it was found that a
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minimum element size of 1× 10−4 mm was necessary for the convergence of the total
internal energy.
4.2.4.4 Boundary conditions
The rigid sphere was displaced by δ = 700 µm in the negative x-direction in 100
ms. This loading rate is comparable to some AFM experiments [56], however, it
should be noted that viscoelastic effects are not considered in these computations.
The interface between the indenter and specimen was assumed to be frictionless. The
model was given symmetric boundary conditions along surfaces normal to the positive
y- and z-directions and the negative x-direction, while it remained free to expand in
the negative y-direction. A schematic of the fixed translational and rotational degrees
of freedom which create the symmetric boundary conditions is shown in Figure 4.1C.
In summary, the negative x-normal plane of symmetry was not allowed to move in the
x-direction, the positive y-normal plane was not allowed to move in the y-direction,
and the z-normal plane of symmetry was not allowed to move in the z-direction.
4.2.5 Calculation of corrective functions
Since analytical expressions are known for FH and Ωellip, our aim is to utilize the
results from the following sections to obtain expressions for the correction functions
ΓNH and ΓMR. After obtaining these correction functions, simplistic algebraic ex-
pressions are provided and can be used to extract hyperelastic material properties
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from experiments of cylindrical specimens undergoing spherical indentation.
In order to obtain algebraic expressions for the corrective functions, we obtained
the simulated corrective factors Γ̂NH(δ/Rs) and Γ̂MR(δ/Rs) from various Rs/Rc values
over a useful range. Hereafter we will use the symbol ( −̂ ) to denote the values
obtained with the finite element model. Each simulation provides a total reaction
force (FNH or FMR ), which can be divided by the analytical expression of F
LE
ellip
(Equation 4.16) in order to obtain the corrective factors Γ̂NH(δ/Rs) and Γ̂MR(δ/Rs)
, respectively. From Γ̂NH(δ/Rs) and Γ̂MR(δ/Rs) it is possible to deduce the final
expressions for ΓNH(δ/Rs, Rs/Rc) and ΓMR(δ/Rs, Rs/Rc, κ).
Results
Linear elastic specimen simulations
Although the aim of this study is to obtain corrective functions to describe the
specimen with a nonlinear constitutive model, an analogous “corrective factor” (Γ̂LE)
can be computed which compares the FEM simulation of a linear elastic (LE) spec-
imen with the theoretical curve for FLEellip. The analytical solution of F
LE
ellip can be
divided by the total reaction force obtained during a given simulation (FLE) in order
to obtain Γ̂LE such that:
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(A)
(B)
Figure 4.5: (A) Non-dimensional forces (both simulations and theoretical) plotted
over non-dimensional indentation depth for various values of Rs/Rc with a linear
elastic (LE) specimen. Each curve corresponds to a value of Rs/Rc. Finite element
simulations (dashed lines) are compared to the linear elastic theory of elliptical contact
(solid lines) given in Equation 4.16. (B) The calculated correction factors (Γ̂LE ) from
the simulations of a linear elastic specimen. Γ̂LE measure the deviation from the linear
elastic theory of elliptical contact, and is plotted over the non-dimensional indentation
δ/Rs.
109










Due to the discretization of surface elements in the finite element model, the
simulation will be inherently inaccurate for very small indentations. In order to find
the minimum indentation depths that allow for an accurate FEM solution, we began
by performing simulations with a linear elastic material model for the cylindrical
specimen. At the indentation depth where the linear elastic simulation matches the
elliptical contact theory, the simulation matches the theoretical curve for FLEellip, and
we therefore only consider fitting the corrective functions beyond this indentation
depth.
A comparison between the theoretical force-displacement relationship of Equation
4.16 for various values of Rs/Rc and simulations with linear elastic specimens is shown
in Figure 4.5. In Figure 4.5A, the non-dimensional forces (for both the simulation and
theoretical FLEellip) are plotted against δ/Rs. For small values of Rs/Rc (approaching
the behavior of spherical contact), the linear elastic theory for elliptical contact (Eq.
4.16) predicts the behavior quite accurately, even for fairly large indentation (δ/Rc >
0.1). For larger values of Rs/Rc and larger indentations (δ/Rc > 0.1), the simulations
deviate farther from Equation 4.16, as shown more clearly in Figure 4.5B. This is due
to a decrease in accuracy of the algebraic expressions in Equations 4.7, 4.9, and 4.10
for larger values of eccentricity k [179].
For a given Rs/Rc, when Γ̂LE = 1, the indentation is large enough for the sim-
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ulation to be considered accurate enough for obtaining corrective functions. Figure
4.5B plots Γ̂LE over the relative indentation δ/Rs. The divergence of Γ̂LE from 1 is
a result of two causes: 1) larger indentations creating a deviation from small strain
theory and 2) larger ratios of Rs/Rc (and consequently, larger eccentricity values)
impart less accuracy in Γellip. The values of δ/Rs at which Γ̂LE = 1 are smallest for
the largest values of Rs/Rc, since a larger indenter will impart a larger area of contact
onto the specimen (therefore, the limiting mesh size within the contact area becomes
less significant).
Neo-Hookean specimen simulations
Figure 4.6A compares Equation 4.16 to the force-displacement response obtained
from simulations with neo-Hookean (NH) specimens across various ratios of Rs/RC .
The neo-Hookean contact also shows increased deviation from the theoretical elliptical
contact theory (FLEellip) at higher values of Rs/Rc and at higher relative indentations
(δ/Rs). For comparison, the elliptical contact theory curves used a Young’s modulus
of E = 4C10(1+ ν). These results are in agreement with previous indentation studies
on hyperelastic materials which have shown that the indentation response is stiffer
than that predicted by linear elasticity [168]. As expected, FNH is similar to FLE at
small indentation, but begins to differ from FLE at larger indentations (Figure 4.6B).
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(A)
(B)
Figure 4.6: (A)Non-dimensional forces (both the simulations of the neo-Hookean
specimen as well as the theoretical curve for FLEellip) plotted over non-dimensional
indentation depth for various values of Rs/Rc. Finite element simulations (dashed
lines) are compared to the linear elastic theory of elliptical contact (solid lines) given
in Equation 4.16. (B) The calculated correction factors (Γ̂NH ) from the simulations
of a neo-Hookean specimen. Each curve corresponds to a value of Rs/Rc. The
correction factors calculated from the simulations (circles) are plotted alongside the
corresponding fitted power-law functions (solid lines). Only selected values of Rs/Rc
are shown for clarity. A complete list of the power-law function coefficients is provided
in Table 4.1.
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The corrective factors for the neo-Hookean specimen (shown in Figure 4.6B) are
plotted as a function of indentation and follow a similar trend to the Γ̂LE factors. That
is, it is apparent that the neo-Hookean correction factors are a function of δ/Rs. A







For a given Rs/Rc, the power law functions were fitted to Γ̂NH for values of δ/Rs
that were greater than the indentation at which Γ̂LE<1. For clarity, only selected
values of Rs/Rc are shown, however a complete list of the fitted power-law function
coefficients is provided in Table 4.1.
Figure 4.7 shows that A(Rs/Rc) and m(Rs/Rc) logarithmically decay with in-
creasing the size ratios Rs/Rc. For smaller ratios of Rs/Rc the solution becomes
analogous to circular contact with a half-space, and therefore A → 1, m → 0, and
Γ̂NH(δ/Rs) → 1 for all values of Rs/Rc. The corrective function for a neo-Hookean












A summary of the coefficients for the neo-Hookean corrective function are given in
Table 4.2. Note that the function m(Rs/Rc) remains small and negative over the
range of Rs/Rc.
113
CHAPTER 4. HYPERELASTIC CYLINDRICAL BODIES
(A)
Figure 4.7: A) Logarithmic functions found for curve fitting of ΓNH (solid lines). The
logarithmic functions fitted to the simulation results (circles) showed an excellent fit,
with R2 values, or coefficients of determination, greater than 0.90.
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Table 4.1: Summary of power-law coefficients, A and m for the corrective functions
of Equation 4.28 (neo-Hookean model) for various values of Rs/Rc. The power law















4.2.6 Mooney Rivlin specimen simulations
In order to obtain a correction function for the Mooney Rivlin model (MR), sim-
ulations with varying parameter ratios (κ=0,0.1, 0.2, 0.3, ...1.0) were performed for
each size ratio of Rs/Rc. Since ten different size ratios were considered, this resulted
in 110 total simulations analyzed for a Mooney Rivlin specimen. Similar to the previ-
ous approach with the linear elastic and neo-Hookean materials, the corrective factors
115
CHAPTER 4. HYPERELASTIC CYLINDRICAL BODIES





For each value of κ, the calculated value of ΓMR plotted over δ/Rs still follows a
power-law behavior, however, in contrast to the neo-Hookean simulations, the func-
tions A and m now have an additional dependence on the parameter ratio κ such
that:






We begin by finding an expression for the functionA for the ten simulations (Rs/Rc =0.4,
0.6, 1, 1.5, 2, 4, 6, 10, 15, 20) for each specified value of κ. The simulations show that
the function A can be rewritten as:






where A1(κ) and A2(κ) are functions determined after comparing the functional
A(Rs/Rc, κ) across all values of κ. Similarly, the equation for the functional ex-
pression m, at a given value of κ, is described by:






Likewise, m1(κ) and m2(κ) are functions determined following a comparison of the
functional m(Rs/Rc, κ) across all values of κ.
As shown in Figure 4.8, the parameters A1 and m1 can be approximated as
constant values across κ. The functions A2 and m2, however, show some dependence
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Figure 4.8: Plot of ΓMR coefficients as functions of κ found in simulations (circles) and
the corresponding fitted linear functions (solid lines). The R2 values, or coefficients
of determination, are 0.50, 0.99, 0.81, and 0.99 for A1, A2, m1, and m2, respectively.
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on κ, and can be described with the linear functions:
A2 = .117806κ+ .635907 (4.33)
m2 = .0417κ− .1159 (4.34)












Table 4.2: Summary of coefficients for the generalized corrective functions of Equation
4.28 (NeoHookean Model) and Equation 5.1 (Mooney Rivlin model)
NH coefficient values MR coefficient values
A1 −0.162 −0.143
A2 0.756 0.115κ+ 0.638
m1 −0.031 −0.027
m2 −0.074 0.040κ− 0.115
A summary of the calculated parameters for the Mooney Rivlin corrective function
is given in Table 4.2. In theory, the calculated model parameters for κ = 1 (the
parameter C01 = 0) should be identical to the parameters found with the neo-Hookean
form. One can see that while the coefficients for A2 and m2 show excellent agreement
between the neo-Hookean and Mooney Rivlin forms (when κ = 1), the coefficients
A1 and m1 are slightly different. This is most likely due to the fact that the linear
functions that describe A1 and m1 have a poorer fit to the data (R
2 = 0.50 and 0.81,
respectively) in comparison to the functions describing A2 and m2 (R
2 > 0.99). Note
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(A)
(B)
Figure 4.9: (A) Contour plot of corrective function ΓMR over the nondimensional
variables (Rs/Rc and δ/Rs) for κ = 0.1. (B) ΓMR over the nondimensional variables
(Rs/Rc and δ/Rs) for κ = 1. Both contour plots show Equation 5.1 with the
coefficients specified in Table 1.
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that Equation 5.1 can be further simplified by approximating m1 = 0, although m1
remains included in the assessment for accuracy.









Therefore, our nonlinear solution deviates from linear elastic theory (FLEellip ∝ δ3/2)
by increasing the indentation power term. For the range of Rs/Rc examined in this
study, the additional indentation power term varies from 0.053 (Rs/Rc = 0.4, κ = 1)
to 0.1772 (Rs/Rc = 20, κ = 0). Consequently, the force (FMR) is proportional to the
indentation within the range of δ1.55 to δ1.68.
Comparison of corrective functions
Smaller values of ΓMR (i.e., ΓMR << 1) indicate stronger deviation from the linear
elastic elliptical contact theory. Figure 4.9 shows contour plots of the corrective
functions for ΓMR against the non-dimensional variables of size ratio (Rs/Rc) and
indentation ratio (δ/Rs) for the two extreme cases: κ = 0 (Fig. 4.9 A) and κ = 1
(Fig. 4.9 B). For values of small Rs/Rc and δ/Rs, the corrective function approaches a
value of 1 (ΓMR ≈ 1), and linear elasticity theory may be used. For a given set of δ/Rs
and Rs/Rc, a comparison between Figure 4.9A and B shows that when κ = 0, ΓMR
is smaller (ΓMR deviates farther from 1). Therefore the material demonstrates an
increase in nonlinear behavior. As expected, the corrective function deviates farthest
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from linear elasticity (ΓMR = .025) when κ = 0, Rs/Rc is large, and δ/Rs is large.
One can see the most variation in ΓMR across Rs/Rc. For a given value of Rs/Rc
the corrective function changes slowly with respect to the extent of indentation δ/Rs.
This is explained by the fact that m1 and m2 are small across all values of κ, and
therefore Eqn, 5.1 will demonstrate greater dependence on Rs/Rc.
4.3 Discussion
Effects of large deformations and accuracy of cor-
rective functions
In this section we discuss the accuracy of our corrective functions. For incom-
pressible thin specimens under large deformation (large values of indentation strain,
δ/Rc), the specimen experiences restricted deformation in the direction of applied
loading, and will therefore experience more expansion along the sides and length of
the cylinder. In the previous section, all simulations for computing ΓMR utilized an
indentation strain of 0.14, however, in this section we extend the analysis to larger
indentation strains (δ/Rc > 0.30) to assess the accuracy of our solution.
Figure 4.10A shows the force-displacement curves calculated with the proposed
corrective functions (Equation 5.1) in comparison to additional finite element simu-
lations performed at a larger indentation depth. A plot of the corresponding sum-
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of-squares error (SSE) is shown in Figure 4.10B (SSE values are given by SSE =
Σ(ŷ − y)2, where ŷ are the forces obtained through the new simulations, and y are
the force values calculated using the corrective function of Eqn. 5.1). One can
see that for smaller values of Rs/Rc, the corrective function provides an excellent
fit (SSE < 0.25) up until δ/Rc = 0.45. For larger ratios of Rs/Rc, the corrective
function only seems suitable for indentation strains less than 0.25, after which the
SSE values exceed 0.25.
As expected, the theoretical curves from linear elastic theory (‘+’ curves) show
a much larger error. For Rs/Rc = 1, the linear elastic theory provides a reasonable
estimate for δ/Rc < 0.28. For Rs/Rc = 20 the linear elastic theory of elliptical contact
shows significant errors (SSE > 0.25) for δ/Rc < 0.08.
4.3.1 Substrate effects
As mentioned in the preceding section, one way in which substrate interactions
affect the solution is by restriction of deformation along the direction of loading. An-
other way in which the substrate interactions affect the solution is by modifying the
boundary conditions between the specimen and substrate. For the ease of creating a
symmetric model (Figure 4.1C), we chose to use a boundary condition that allows the
specimen to slip along the longitudinal direction, while being restricted in the direc-
tion normal to the loading (i.e., “non-adhered” boundary condition). Alternatively,
one could also examine the effects of a “fully adhered” boundary condition, which is
122
CHAPTER 4. HYPERELASTIC CYLINDRICAL BODIES
expected to to behave differently than the “non-adhered” boundary condition at large
values of δ/Rc. In reality, the boundary condition between a cell and its substrate
is not entirely fully adhered or entirely non-adhered. As described by Mahaffey et
al. 2004, cell membranes will often have a higher abundance of focal adhesion sites
around the edges. A combination of full-adhesion and no-adhesion modeling can be
used to obtain material properties for different regions of the cell [183].
4.3.2 Regimes for Rs/Rc
The correction factors provided in this study were found using computational
models with Rs/Rc between 0.4 and 20. This range of Rs/Rc was sufficient to en-
compass the lower bound of elliptic contact (rigid spherical indenter on a deformable
half-space specimen) and the upper bound of elliptic contact (rigid half-space inden-
ter on a deformable cylinder). The lower bound of elliptic contact becomes a circular
contact area, while the upper bound becomes a rectangular/line contact area. As
mentioned previously, for values of Rs/Rc < 0.4, the cylindrical specimen is rela-
tively “flat”, and the conventional formulations for circular contact areas (spherical
indentation on a half-space) can be utilized. Previous works have also considered the
effects of large indentation and substrate interaction for spherical indentation on a
half-space. For a spherical indentation on a flat cellular specimen (Rs/Rc < 0.4) of
finite thickness h (h ≥ 0.1Rs), one can use the analytical expressions provided by
Dimitriadis [145]. However, they assume linearity, and the result is meant for small
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indentations (δ ≤ 0.1h). For very thin flat specimens (Rs/Rc < 0.4, h ≤ 0.1Rs), an
analytical expression is provided by Chadwick [184].
Here, we do not specify a theoretical upper bound for Rs/Rc, although Rs/Rc = 20
is the maximum value used in fitting the expression of the corrective function. For
very large values of Rs/Rc, the behavior is expected to approach the theoretical limit
for the indentation of a half-space on a cylinder. This is also equivalent to the case
of two parallel cylinders in contact (although with one cylinder having a radius that
tends to infinity). The two parallel cylinders brought into contact will result in a
rectangular contact area. Precise equations for the contact between two cylinders are
provided in previous works [165] [181] (although a major drawback of these models
is that the contact force cannot be explicitly defined as a function of indentation in
closed form [185]). The indentation depth for a rigid half space with a linear elastic















. Equation 4.37 is plotted in Figure
4.10A (circles). It is observed that the theoretical force-displacement curve for the
elliptical contact of Rs/Rc = 20 is very close to the upper bound where Rs approaches
infinity (i.e., rigid half-space indenter), indicating that the range of Rs/Rc values we
selected for our computational studies is sufficient for capturing both the lower and
upper bounds of ellipticity.
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CHAPTER 4. HYPERELASTIC CYLINDRICAL BODIES
4.3.3 Limitations and future considerations
This study examined two simple and well-known hyperelastic (neo-Hookean and
the Mooney-Rivlin) models, although these are not the only possibilities for hyper-
elastic strain energy functions. More sophisticated material models, however, might
require more material parameters, and could result in more complex corrective func-
tions.
For values of Rs/Rc less than 0.4, one can expect ΓMR ≈ 1 for fairly large inden-
tation depths (until δ/Rc = 0.45). For larger size ratios (Rs/Rc > 20), the correction
factors are precise until values of δ/Rc > 0.25. Errors at larger indentation depths
should be considered, as discussed in the previous section. Large values of δ/Rc could
also result in large errors when applying the model to experimental data where the
observed interaction between the specimen and substrate is fully adhered.
4.3.4 Potential applications
In order to obtain the hyperelastic material properties from the experimental data,
one could use the following procedure:
1. Multiply the experimental data (Fexp) by the corrective function for the neo-
Hookean model (FexpΓNH).




















ν = 0.5, and the constants are given by: A1 = −0.162, A2 = 0.756, m1 =
−0.031, and m2 = −0.074.
3. Calculating k, F , and E with the known dimensions of Rs and Rc, and assuming
ν = 0.5, use the preceding expression to obtain C10.
An equivalent result can also be obtained by using ΓMR (setting κ = 1) instead
of ΓNH . Once C10 is obtained, one can use ΓMR and find an appropriate value for κ
by numerically solving for the minimization of squared errors between the estimated
FMR curves and the experimental results. Therefore, an initial value of C10 should
be determined first, otherwise, κ cannot be uniquely determined [186].
The formulations provided in this study can be applied to several cylindrical-
shaped specimens that appear in biological materials. In Fig. 4.1 we showed an
example of spherical indentation on a neuronal axon (cylinders with diameters on
the order of a few microns). In addition to axons, the vast majority of brain cells
contain cylindrical-like morphologies in their processes (glial cell processes, neurites,
dendrites, etc.).
Examples of other cells that exhibit a stellate-like morphology (i.e., have processes)
include osteocytes, mesenchymal stem cells, pericytes, and fibroblasts. Due to the
heterogeneity of the mechanical properties of cells, it is important to obtain properties
with respect to specific cellular compartments [47] [187] (and not just measuring the
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response of the spherical somal body with classical Hertz formulations). Aside from
probing fibrous cellular components, other uses of this work include probing other
types of cylindrical-shaped biological specimens such as certain strains of bacteria
(i.e., bacilli), as well as fibrous materials of the extracellular matrix (such as fibrin,
collagen, and elastin). With respect to non-biological applications, this work can be
applied to measuring hyperelastic properties of cylindrical synthetic polymer fibers
and natural fibers that can be used in fiber-reinforced composites (provided that they
can be approximated as incompressible).
4.4 Conclusions
Our approach provides a generalized formulation that can be used to extract me-
chanical properties from indentation into soft cylindrical bodies. The generalized
corrective function ΓMR of Equation 5.1 with the corresponding coefficients of Table
4.2 can be applied to force-displacement relationships for cylindrical incompressible
hyperelastic materials subjected to spherical indentation. These corrective functions
are valid for a wide range of specimen and indenter sizes: with small values of Rs/Rc
approaching the limit of a flat specimen subjected to spherical indentation, and large
values of Rs/Rc approaching the limit of a flat indenter with a cylindrical speci-
men. For large values of Rs/Rc and large indentations (δ/Rs), the force-displacement
behavior deviates farther from linear elastic elliptical contact theory.
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Although the motivation of this study was to provide a theoretical framework
for obtaining useful mechanical properties of cylindrical cellular bodies subjected to
large indentation and deformation, the results can be applied to experimental data
of non-cellular soft specimens (collagen, fibrin, biomimetic polymer strands, etc.)
where a hyperelastic model is also required. Given the availability of indentation
experiments over various length scales, the corrective functions provided in this study
are a promising tool for measuring the hyperelastic properties of soft materials in a
wide range of applications.
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Mechanical properties of glial cells
5.1 Introduction
Using the indentation formulations presented in Chapter 4, the experimental tech-
niques presented in Chapter 3 provide the necessary measured forces and indentations
which can be used to obtain the hyperelastic mechanical properties of cells. Due to
the soft nature of the glial cells, this can result in large strains. If we define the in-
dentation strain as the indent depth over the specimen radius, the preceding section
demonstrates that although the linear elastic approximation can be surprisingly accu-
rate up until δ/Rc = 0.25 for large cells, the linear elastic approximation is inaccurate
as early as δ/Rc > 0.05 for smaller cells (Rs/Rc = 20).
Since the majority of the specimens probed in our experiments are small cellu-
lar process (Rc < 2.5µm) subjected to large indentations strains, it is necessary to
130
CHAPTER 5. MECHANICAL PROPERTIES OF GLIAL CELLS
consider the hyperelastic correction factors presented in Chapter 4. There is a lack
of experimental characterization of hyperelastic properties of brain cells in literature.
Nonlinear material properties obtained in this way are useful for implementation into
future computational models of brain tissue, especially in the case of TBI models,




We start with the example of the raw data curves shown in Section 3.3.2, where
the specimen stage was translated in the y-direction towards the cell. A schematic of
the experimental setup and corresponding coordinate systems is shown in Fig. 5.1.
The raw data from all experiments (strain gauge readings, QPD readings, and images
of the cell specimens) can be accessed from the HEMI Craedl website. Plots of the
processed indentation history and force histories obtained from the raw data curves
of Fig. 3.6 in Section 3.3.2 are shown in Fig. 5.2A,B.
Indentation was calculated as δ = ∆ψ−∆d, where ∆ψ is the scaffold translation,
and ∆d is the bead deflection measured from the QPD sensor. The indentation
history (δ) was plotted for (t > 0), where t = 0 was determined as the time at which
the indentation velocity (δ̇) reached a maximum value. The initial “jump” from the
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(A) (B)
(C)
Figure 5.1: (A)Specimens are clamped into a translational piezoelectric stage at the
focal point of the trapping laser. A quadrant photodiode at the back-focal plane is
used to detect deflection of the 975 nm laser, thereby providing X,Y, and Z changes
of bead displacement. (B) Example image of glial process (gp) grown along a scaffold
fiber (sf). An optically trapped streptavidin-coated silica bead (Si) is brought into
contact with the biotinylated surface of the cell. (C) The specimen stage is translated
in the direction perpendicular to the fiber (+x direction in the example shown). The
cross-sectional view depicts the scaffold translation (∆ψ), measured bead deflection
(∆d), and cell indentation (δ = ∆ψ − ∆d). The bead deflection (∆d) is related to
force through prior calibration of the OT.
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(A)
(B)
Figure 5.2: (A) Measured displacement of the specimen stage (∆ψy) over time and
the computed indentation (δ = ∆ψy − ∆dy) over time. (B) Force components and
magnitude measured by bead deflection (Fi = ki∆di) over time. Error bars are
plotted at increments of every 100 data points for clarity.
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actuator stage (∆ψy shown in Fig. 5.2A) corresponds to an initial rapid movement of
the actuator followed by a slower approach to the final stage position. Consequently,
this results in a “jump” in the bead displacement and indentation histories.
The force components in the x-, y-, and z- directions were calculated as Fi = ki∆di
(i=x, y, z), where the trap stiffness ki was calibrated to be kx = 34.9 pN/µm, ky = 34.2
pN/µm, and kz = 24.1pN/µm, as discussed in Section 3.3.3. A moving average
differentiation was performed on the raw QPD data over a window of 2.5 ms in order
to improve clarity of the force data. Figure 5.2B shows the corresponding force history
calculated from the bead deflection. Error bars were calculated from the uncertainty
in bead deflection in the x-, y-, and z-directions, as described previously in Section
3.4.1. The ratio of tangential to force magnitude (Fz/F) was calculated across all
time points to verify that the indenter bead was adequately aligned with the cellular
specimen along the z-axis . Any experiment with an average ratio of Fz/F exceeding
0.41 (see Section 3.5.1) was not used for further analysis.
The final force-displacement relationship is plotted in Fig. 5.3. Note that the
data appears discontinuous over δ, which is due to the fact that the actuator stage
produces small jumps in displacement, as was shown in Fig. 5.2A. There are two
sources of error which are overlaid on Fig. 5.3: error from random fluctuations in
the bead position, and the error from the stiffness calibration of the trap. The trap
stiffness values kx, ky, and kz had an uncertainty of 3.75, 3.85, and 3.81 pN/µm,
respectively. The calculated errors from the random fluctuations in bead position
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Figure 5.3: Comparison of errors due to trap stiffness uncertainty (shaded red) versus
uncertainty in bead position (purple error bars). For clarity, error bars for bead
displacement (∆d) are plotted at increments of every 100 and 25 data points.
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measurements dominate any uncertainty in trap stiffness. At larger indent depths,
the uncertainty of trap stiffness generates significant errors, but these errors remain
slightly less than the errors generated by bead position uncertainty.
In Fig. 5.3 there is a higher density of data points near the maximum indenta-
tion depth (δmax). This is the result of the actuator moving the specimen with an
initial “jump” followed by slower approach to its final position. Thus a constant sam-
pling rate generates a different density in data points based on different indentation
velocities, which will be discussed more in depth in the following section.
5.2.2 Parameter fitting
As discussed in Chapter 3, the determination of the initial contact point is impor-
tant for characterization of the force-displacement relationship [145]. Therefore, to
ensure that the initial contact point is known, we utilized streptavidin-coated silica
beads that could adhere to biotinylated cell membrane surfaces. This allows us to
specify that the bead is in contact with the cell membrane when δ = 0.
The strain rate was calculated using the conventional definition of indentation
velocity over indentation depth (ϵ̇ = δ̇/δ) [188]. Across all experiments, an initial
“jump” in the displacement of the piezo stage resulted in a high apparent initial
strain rate, while the slower approach to the final position resulted in a slower strain
rate (Fig. 5.4A,B). The initial and strongly varying high strain rate regime (ϵ̇1 ≈ 50−
400s−1) is substantially larger than the later low strain rate regime (ϵ̇2 ≈ 2− 40s−1)
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Figure 5.4: Depiction of force-displacement relationship obtained from a single ex-
periment. (A)The piezo stage initially jumps (green line) to a large displacement
during ϵ̇1 resulting in a large jump in indentation depth (blue line). The piezo stage
then slows down to its final position during ϵ̇2. (B) The average initial strain rate
(ϵ̇1) is at least one order of magnitude larger than the second strain rate (ϵ̇1). The
time at which the strain rate transitions from high (> 100s−1) to low (< 10s−1) is
calculated for each test. Strain rate is defined as δ̇/δ. (C) The displacement at which
the strain rate transitions is found (vertical dashed gray line) so that a hyperelastic
force-displacement curve is fit to each strain rate regime.
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as shown in in Fig. 5.4B. The desired material properties can be fitted separately
for the two strain rate regimes (denoted as ϵ̇1 and ϵ̇2 in Fig. 5.4A-C). The second
strain rate regime has an essentially constant strain rate and thus provides a better
measure of material behavior. The end of the first strain rate regime was defined at
the first point in time where the instantaneous strain rate dropped below 20s−1.
Although details of the hyperelastic indentation formulae are described in Chapter
4, a brief version is provided below for convenience. The corrective function for














A2 = 0.115κ+ 0.638
m1 = −0.027
m2 = 0.040κ− 0.115
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In the above expression, the Young’s modulus E of Equation 5.4 has been replaced
by 4C10(1 + ν). χellip is a product which is solely dependent on the ratio between
the indenter radius Rs and the cylinder radius Rc, and can be approximated by an
algebraic expression found in previous work [179, 180] and is provided in Equation
4.14.
Note that although we are less interested in the Young’s modulus due to its limi-
tation to small strains, our hyperelastic formulation is essentially a correction factor
to the linear elastic formulation, as shown in Equation 5.3. The ratio of our indenter
tip (Rs) to cell process radius (Rc) varied from 0.85 to 14.83 across all experiments
(well within the appropriate range of Rs/Rc examined in Chapter 4).
Since we are considering short time scales, we approximated the cell as an in-
compressible material (ν = 0.5). For each of the two strain rate regimes of our
experiment, the force-displacement curves are fit to a Mooney Rivlin model by min-
imizing the squared error between the theoretical curve and data in the following
steps:
1. An initial guess for the hyperelastic constant (C010) is defined based on the
maximum force and displacements observed.
2. A range of possible constants (C10 ∈ [0.5C010, 1.5C010]) is specified.
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3. Setting κ = 1 (first enforcing the neo-Hookean case), the theoretical curves
for Fellip and FMR were calculated with the range of C10 across all indentation
depths (δ ∈ [0, δmax]).
4. The root-mean-square errors between the experimental data and the theoretical
FMR curves found in the previous step were calculated. The theoretical curve
with the smallest RMSE across the range of δ within the strain rate regime is
the best fit approximation for C10.
5. The range of κ ∈ [0, 1] is used to calculate FMR using the fitted C10 value
6. Again, the minimum RMSE between the theoretical FMR curves and the exper-
imental data is calculated across the range of δ within the strain rate regime.
The theoretical curve with the smallest RMSE at δmax is the best fit approxi-
mation for κ.




To quantify how well our hyperelastic parameters fit the experimental force-
displacement data, the RMSE values from Steps 4 and 7 were normalized by the
maximum force found in each experiment. The normalized RMSE between the exper-
imental and theoretical curves was greater during the higher strain rates. It should
also be noted that the range of δmax/Rc observed in our experiments varied from
Rs/Rc ∈ 0.083, 0.86. In the cases of large δmax/Rc, the hyperelastic formulae are less
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accurate (especially in the case of smaller cells). For Rs/Rc = 1, the hyperelastic
formulae are only accurate until δ/Rc = 0.45 (as discussed in Chapter 4).
5.3 Strain rate and indentation velocity
effects
5.3.1 Effect of strain rate
Fig. 5.5A and B show the parameters C10 and κ as a function of strain rate for
both strain rate regimes. Since the strain rates vary within the strain rate regime,
the reported strain rate values in Fig. 5.5 were computed as the mean value of strain
rate within their respective time intervals. At the high strain rate regime (ϵ̇1), the
strain rate varies significantly, and therefore the reported strain rate values are less
meaningful. For this reason, plots showing the parameters as a function of rate in the
second strain rate regime (ϵ̇2) is shown in more detail in Fig. 5.6.
A paired-sample two-tailed t-test was performed on the values of C01 and κ be-
tween the high and low strain rate (Fig. 5.5A,B). It was found that both C01 and κ
were significantly higher at high strain rates (p-value<< .05). Larger deviations are
found for both C01 and κ during the high strain rate regime, although this could be
attributed to variations between specimens at the membrane surface since ϵ̇1 probes
the smaller indentation depths. Note that since κ = 1 corresponds to a neo-Hookean
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model, the higher values of κ correspond to a response that is more similar to a linear
elastic material.
Taking a closer look at the parameters within the second strain rate regime (Fig.
5.6), it is again evident that C10 and κ increase at higher strain rates ( ϵ̇ > 10s
−1).
When comparing the lowest strain rates (< 10s−1) to the higher strain rates (>
30s−1), the stiffness C10 increases approximately by a factor of 2. A one-tailed t-test
showed that C10 is significantly lower for ϵ̇ < 10s
−1 (p-value=0.041). A stiffer cellular
response is expected at higher strain rates, which will be discussed more in Section
5.6. At lower strain rates, κ was also significantly lower (t-test, p-value=0.045).
A summary of the material properties for various strain rates is shown in Table
5.3.1. It should be noted that for strain rates > 40s−1 (comprised of the ϵ̇1 regime),
all of the strain rates were grouped into a single wide range (40-360 s−1) since the
strain rates were nonuniform with large deviations during the first strain rate regime.
Therefore, the large standard deviation from the mean values in the range of 40-360
s−1 is mostly attributed to the fact that it is a comprised of a wide range of strain
rates.
5.3.2 Maximum forces and indentation depth
Figure 5.7 shows that the majority of the tests (with the exception of a single
outlier) were well below the maximum holding force of the OT of 22.1 pN. No linear
correlation was found between Fmax and δmax (p-value=0.698). Since the maximum
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(A)
(B)
Figure 5.5: Comparison of the fitted hyperelastic constants to the strain rates within
the second strain rate regime (ϵ̇2). (A) Comparison of the obtained material parameter
C10 across the varying calculated strain rates. (B) Comparison of the parameter κ
across the varying calculated strain rates (n=44 for each plot).
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(A)
(B)
Figure 5.6: Comparison of the fitted hyperelastic constants to the strain rates exam-
ined within the second strain rate regime ϵ̇2. (A) Comparison of the obtained material
parameter C10 across the varying calculated strain rates. A linear regression analysis
showed that the response could not be fit to a linear fit (p-value> 0.05). However,
the higher strain rates ϵ̇ > 10s−1 showed a stiffer response (t-test, p-value= 0.041).
(B) Comparison of the parameter κ across the varying calculated strain rates showed
a linear fit (linear regression, p-value<< 0.05) and statistical significance for higher
κ values when ϵ̇ > 10s−1 (t-test,p-value= 0.045).
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strain rate mean C10(Pa) mean κ *E (Pa) sample size
0-10 s−1 2.7 +1.2 0.30 + 0.09 52.8 n=17
10-40 s−1 3.9 +2.4 0.36 + 0.09 64.3 n=30
40-360 s−1 6.3 +5.3 0.50 + 0.11 74.3 n=41
Table 5.1: Table of hyperelastic material properties with respect to ϵ̇. Results are
presented as the mean value with standard deviations. *Elastic moduli values (E)
are given by the small strain approximation, E = 4(1 + ν)(C10 + C01).
indentation depth is limited by the prescribed stage translation, no global conclusions
regarding cell stiffness can be drawn by the trends of Fig. 5.7B. However, since it is
known that 590 nm is close to the upper limit of maximum bead deflection allowed by
the trap, we can see that a 590 nm indentation depth did not necessarily correspond
to maximum allowable forces. Therefore, cells were soft enough such that the bead
did not deflect to its maximum limit, even though the cellular indentation reached
almost to 600 nm depths. Consequently, this ensures that we do not need to worry
about losing the trap during the larger stage displacements.
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Figure 5.7: No correlation was found between the maximum force and maximum
indent depth (p-value> 0.05).However, our our results indicate that the experiments
were within the working limits of the optical trap
146
CHAPTER 5. MECHANICAL PROPERTIES OF GLIAL CELLS
5.4 Effects of length scales and indenta-
tion depth
5.4.1 Effect of cell size on stiffness
Since one motivation of this experimental study is to find possible length scales
at which mesoscale models can be homogenized, we began by attempting to correlate
the material parameters C10 and κ to the observed cell process diameter in each
test. We hypothesized that there might be a noticeable increase in stiffness for larger
processes since smaller glial cell processes lack certain cytoskeletal components, such
as microtubules [11,12]. Across all cell process sizes, we expected that the beginning of
the force-indentation curves should behave similarly since shallow indentation depths
are mostly probing the cell membrane and actin.
The actin cortex is a specialized actin network localized to a layer just underneath
the cell membrane. Although the primary function of the actin cortex is to help regu-
late migration and morphogenesis [189], it has also been shown to greatly contribute
to cell stiffness, especially in the case of indentation testing [46, 190, 191]. Approxi-
mately the first 200 nm of indentation is the actin cortex [192]. Larger indentation
depths (> 500 nm) would presumably probe the underlying cytoskeletal components.
Vargas-Pinto et al. showed with computational modeling that a spherical indenter
tip is able to probe a more global response outside of the actin cortex, while sharp
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indenter tips are probing the local properties of the actin cortex only [46].
A plot of the calculated material parameter C10 against glial process diameter
is shown in Fig. 5.8A. The cell process diameter here refers to the total height of
the specimen directly underneath the initial contact point of the indenter. Using
light microscopy images taken during each experiment, the cell process diameter was
measured as the perpendicular distance between the edge of the scaffold fiber and
the contact point with the bead. Diameters ranged from about 700 nm to 12 µm. A
one-way ANOVA test followed by Bonferroni’s multiple comparison test was used to
determine the significance (p-value<< 0.05) between the calculated values of C01 and
glial process diameter for the higher and lower strain rate regimes (Fig. 5.8B and C).
Although we expected to see differences between small cellular processes < 1µm and
larger processes, we found that no groups had means significantly different from each
other. The sample size within the groups of < 1µm, 1− 2µm, 2− 3µm, and > 3µm
were n=6, n=9, n=18, and n=11, respectively.
5.4.2 Effect of indentation depth on stiffness
In order to understand where heterogeneities due to cytoskeletal constituents
might occur along the indentation depth, a statistical comparison was performed
between the maximum indent depth locations (δmax) and the material properties.
Figure 5.9A-B compares material properties for the higher strain rates (ϵ̇1, red) and
the lower strain rates (ϵ̇2, blue) with the maximum indentation depth δmax. For
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Figure 5.8: (A) Comparison of the fitted hyperelastic constants to the glial process
diameters for the higher strain rate (ϵ̇1, red) and slower strain rate (ϵ̇2, blue). (B). A
multiple comparison Bonferroni test showed no significant (n.s.) differences between
C10 in the high strain rate regime (significant if p-value<< 0.05) . (C) A multiple
comparison Bonferroni test also showed no significant differences (n.s.) between C10
in the slower strain rate regime. Outliers in (B) and (C) are indicated with ‘+’ signs
for clarity.
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Figure 5.9: Comparison of material properties at (A) high strain rates (ϵ̇1, red) and
(B) lower strain rates (ϵ̇2, blue) and the maximum indentation depth δmax. (C) A
multiple comparison Bonferroni test shows that although there was no significant
difference between intermediate and large values of δmax, the high strain rate regime
showed that C10 values within δmax < 300 nm were significantly different (p < 0.05)
to the other two groups. (D) Although there was no significant difference between
intermediate and large values of δmax, the low strain rate regime showed that C10
values within δmax < 300 nm were significantly different (p < 0.05) to the other two
groups. (E-F) Comparison of the parameter κ across the varying calculated strain
rates (n=44 for each strain rate). No statistically significant difference was found
between δmax and κ in neither the high strain rate (E) or low strain rate (F) regime.
Outliers are indicated with ‘+’ signs in (C).
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Fig. 5.9C,D,E, and F, a one-way ANOVA test followed by Bonferroni’s multiple
comparison test was used to determine the significance (p-value<< 0.05). Although
no significance was found between intermediate and large indentation depths for C10
at both strain rate regimes (indicated by “n.s.” in Fig. 5.9B-C), there existed a sig-
nificant difference between δmax < 300nm and the two other groups (δmax = 300−400
and δmax = 400). Thus, for both strain rate regimes, differences in stiffness can occur
within the first 300 nm of the surface.
In each box shown ( Fig. 5.9C,D,E, and F), the central mark indicates the median,
while the bottom and top edges of the box indicate the 25th and 75th percentiles,
respectively. Looking at the 25th and 75th percentiles in Fig. 5.9D, we see that
there was small variation in C10 within each group (especially for the two groups of
largest δmax). This demonstrates that for the majority of cells (n=36), there remained
a homogeneously low stiffness value which allowed for large maximum indentations
(300 - 600 nm).
We did not see any correlation between κ and the indentation depth δmax (Fig.
5.9E-F). Furthermore, κ shows significant variations across each of the indentation
δmax groups. In other words, large variations in κ exist across variation indentation
depths.
Figure 5.10 shows the effects of κ on the force displacement curves in comparison
to the average experimental uncertainty in bead position. Note that changes in κ
create subtle changes in the force-displacement curves at small indentation strains,
151
CHAPTER 5. MECHANICAL PROPERTIES OF GLIAL CELLS
and the experimental uncertainty in bead position could make it difficult to accurately
reflect differences in κ, as shown in Fig. 5.10. The error bars between the curves for
κ = 1 and κ = 0 show some overlap, but only at small indentation strains. Fig. 5.10
also demonstrates how the neo-Hookean case (κ = 1) is slightly closer to the linear
elastic approximation. As κ→ 0, the force-displacement curve deviates farther from
linear elastic theory for an elliptical contact.
Figure 5.11 shows the values of C10 for ϵ̇2 with the corresponding cell process
diameters and maximum indentation depths. With the exception of a few specimens
showing a high stiffness (and hence a small maximum indentation depth), the values of
C10 remained relatively constant across the various cell process diameters. For a given
maximum indentation depth, the stiffness C10 also appears uniform (independent of
cell process diameter).
5.5 Identification of cell types
Although we were unable to distinguish between glial cell types during the exper-
iment, we performed immunostaining on fixed specimens to have an idea of the cell
type populations present in our scaffolds. As shown in Fig. 5.12, microglia, oligoden-
drocytes, and astrocytes were identified in the cell cultures. Although astrocytes were
the most prevalent in the cell cultures, the experimental results contain a mix of these
cell types, and thus no conclusions should be drawn regarding differences between cell
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Figure 5.10: Non-dimensional theoretical force-displacement curves that compare the
error from bead position uncertainty to effects of κ on the behavior of the force-
displacement curve. We have superimposed error bars that correspond to errors in
the force magnitude due to bead position uncertainty. Differences between κ = 1 and
κ = 0 are small when compared to the predicted errors. Note that κ = 1 is closer to
the linear elastic approximation, as expected.
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Figure 5.11: Comparison of maximum indentation depth (δmax) and C10 for ϵ̇2 across
various cell process diameters.
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type and properties. Figure 5.12 also demonstrates the different morphologies shown
between 2D cell cultures and the PVDF 3D scaffold cell cultures across all cell types.
On flat substrates, the glial cells showed a larger, more polygonal morphology in
comparison to the 3D cultures.
Aside from staining for identification of cell types, we also stained for microtubules
in all three cell types, since microtubules are believed to have a large influence on
the compressive stiffness of cells [193], and have also been shown to be less preva-
lent in small processes of astrocytes [12] and oligodendrocytes [11]. Interestingly, it
was observed that the microglia showed very little microtubule expression, although
the amount of microtubule expression in microglia is dependent on reactivity/pheno-
type [194]. It is expected that microglia, oligodendrocyes, and astrocytes are expected
to have some slight variations in mechanical response due to differing underlying cy-
toskeletons, although the extent of variation could be insignificant. Since fluorescence
microscopy is compatible with the experimental OT platform, future work could con-
sider isolating the glial cell cultures into specific cell types with endogeneously ex-
pressed fluorescent proteins that identify the cell types to investigate the possibility
of material property differences between cell types.
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- scaffold + scaffold
Figure 5.12: Immunostaining of glial cell cultures to determine cell type: first
row=microglia, second row=astrocytes, last row=oligodendrocytes. Left col-
umn:Cells grown for 7 days on a glass substrate. Right column: Cells grown for 7
days on electrospun PVDF scaffolds. Cells were stained for plasma membranes (A1,
A2, A3, F1, F2, F3), microtubules (C1, C2, C3, H1, H2, H3), and nuclei (D1, D2,
D3, I1, I2, I3). For cell identification, Iba1 was used for microglia (B1, G1), GFAP
was used for astrocytes (B2,G2) and Olig2 was used for oligodendrocytes (B3,G3).
Merged fluorescence images are shown in E1, E2, E3, J1,J 2, and J3.
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5.6 Discussion
5.6.1 Strain rate sensitivity
Biological materials, such as cells, often exhibit strain rate sensitivity, demonstrat-
ing a higher stiffness at higher strain rates [187]. This is believed to be partially due
to the fact that when forces are applied slowly, crosslinkers in the cytoskeleton have
sufficient time to rearrange, offering little resistance [195,196]. At higher strain rates,
there is not enough time for crosslink rearrangement, and the cytoskeletal networks
(e.g., actin networks) behave more rigid [195, 196]. Cells posses a variety of actin
filament crosslinkers that bind with various affinities, which will ultimately cause
variations in the strain-rate response in different types of actin networks (e.g., the
actin cortex versus actin bundles associated with focal adhesions ) [196].
5.6.2 Comparison to previously reported values
Our Young’s moduli are comparable to some of the values reported by others [1,2].
The most comprehensive examination of the compartmental mechanical properties of
glial cells was done by Lu et al. [1], where the Young’s modulus of glial cell processes
was found to be between 0.1-1 kPa. Using a small strain approximation, our experi-
mental results show equivalent Young’s moduli that are slightly lower (∼50-100 Pa).
The difference in our softer values of Young’s modulus could be attributed to the fact
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that Lu et al. used 2D substrates and AFM, as well as a linear elastic theoretical
force-indentation relationship for finding the material parameters. Assuming that
cells exhibit hyperelastic behavior due to their biopolymeric composition, a linear
elastic formulation could overestimate the Young’s moduli by not considering strain
stiffening effects.
There are also previously reported values of Young’s moduli of glial cells that are
orders of magnitude higher (> 10, 000 kPa). The experiments used to obtain these
high moduli shared in common the use of a sharp pyramidal indenter tip [8,10]. There
are several reasons that could potentially cause sharper indenter tips to demonstrate
higher stiffness, including: strain stiffening [56], substrate interactions from large
deformation [145], contact area uncertainty [197], and the fact that sharp tips probe
a more local region of the cell [46].
5.6.3 Limitations of the experimental platform and
future work
The OT setup presented here is capable of high temporal and spatial resolution.
However, it is limited by the maximum force (∼22 pN) and maximum allowable
deflection (∼610 nm) of the trap. With the particular laser beam intensity and silica
beads used in our experiment, the maximum allowable deflection limited us to probing
only the first 600 nm from the cell membrane surface. It is uncertain if the majority
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of our results only reflect the actin cortex, although we did see evidence of variation in
stiffness values within the first 300 nm. It should also be noted that, even though our
results show nearly homogeneous values of stiffness for the first 600 nm of indentation,
there could be a higher limit (> 600 nm) that also shows relative homogeneity.
As mentioned earlier, the experimental uncertainties make it difficult to determine
how accurately κ can be determined. Obtaining clean force-displacement curves was
also a challenge since the OT will draw nearby floating molecules into its center.
Thus, experiments could not be repeated for an extended amount of time since the
trap would bring in nearby molecules that would stick to the bead and generate more
noise. Furthermore, even in the case of minimal noise, it was not possible to precisely
check for alignment until post-processing the tangential forces from the QPD sensor
data.
This experiment provides a more realistic morphology, but the underlying sub-
strate is not the same as in vivo conditions, which could alter the underlying cy-
toskeleton and mechanical behavior. Nevertheless, it allows us to probe glial cellular
processes, a morphological feature that is nearly lost when cells are grown on flat
2D substrates. The smallest processes probed in our experiments were roughly 700
nm in diameter, but this setup can be used to probe smaller processes (as small as
270 nm), as defined by the Rayleigh criterion: d = 1.2λ
2N.A.
(where d is the minimum
resolved feature size, λ ≈ 550 nm, and N.A.=1.25 in our experimental setup).
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5.6.4 Implications for homogenization length scales
in mechanics-based models
Our results demonstrate that C10 values did not correlate with glial cell process
diameter across the range observed (600 nm to 12 µm). However, since our exper-
iments only probe the first 600 nm of indentation depth from the cell membrane,
it is possible that C10 values become larger at greater indentation depths for large
processes. Our experiments suggest that even though some heterogeneities within
300 nm of the membrane can result in a slightly stiffer response (with an average
C10 = 7 − 10 Pa), the majority of cells showed a homogeneous response (with an
average C10 = 3− 5 Pa).
Our analysis also suggests that for glial cell processes < 600 nm, one can ho-
mogenize the mechanical properties of the glial cellular network using the strain-rate
dependent material properties provided in Table 5.3.1. A schematic showing the pro-
posed homogenization scale is shown in Figure 5.13. For small cell processes with
Rc < 600 nm (“material 2” in Fig. 5.13), the mechanical response can be charac-
terized by the properties of Table 5.3.1. For large cell processes with Rc > 600, the
first 600 nm layer from the cell surface also exhibits homogeneous properties, but no
conclusions can be drawn regarding homogeneity at this length scale since our exper-
iment only probed the first 600 nm. Therefore, at length scales where cell processes
possess radii > 600 nm, the bulk behavior of the material (“material 1” in Fig. 5.13)
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could be attributed to both an outer “material 2” and deeper cytoskeletal structures
with varying stiffnesses.
5.7 Summary
By obtaining positional data during the indentation of an optically trapped bead
on cells grown in scaffolds, we have developed a new method to obtain local mechanical
properties of cells grown in a 3D environment. Although, this technique is developed
specifically for glial cells grown on a relatively rigid 3D polymeric scaffold, it can be
used to probe the strain-rate dependent and nonlinear properties of various adherent
cell types in a more native environment. Our key findings are summarized below:
• The hyperelastic constant C10 ranged from 1-20 Pa across all experiments and
strain rates, while κ ranged from .17 to .75
• As expected of a biopolymeric material, our cells exhibited a statistically sig-
nificant stiffer response at higher strain rates (2-3 times higher than the slower
strain rates). The higher strain rates also showed significantly higher values of
κ.
• Our results also show that although there are occasional inhomogeneities within
the first 300 nm of the cell surface that can cause differences in stiffness, the
first 600 nm of indentation depth into the cell surface show overall homogeneous
material properties for a given strain rate.
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Figure 5.13: Schematic showing the homogenization scale examined in this study.
The low standard deviation in hyperelastic material properties during the second
strain rate regime (0 to 40 s−1) suggest that we can homogenize the material (yellow
region indicated as “material 2”) at length scales smaller than Rc < 600 nm. Note
that since our experiments only probe the first 600 nm of indentation depth from
the cell membrane, it is possible that homogenization can be applied at larger length
scales (> 600nm) which are outside the scope of this work.
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In summary, we have demonstrated that glial cellular features that are smaller
than 600 nm in diameter can be approximated as a homogeneous material with the
strain-rate dependent hyperelastic properties provided herein. Given the structural
complexity of glial cellular networks in the brain, we hope that this can help simplify




6.1 Contributions of the work
Our simulations of cerebral arteriole inflation in Chapter 2 demonstrated a prac-
tical example where heterogeneity observed at the mesoscale is important for quan-
tifying the cellular injury seen in neuropathology. Since mild TBI is typically unde-
tectable with current in vivo imaging methods, it is necessary to rely on post mortem
analysis of specimens at the mesoscale. However, as the heterogeneity within the
mesoscale is not fully characterized to date, we sought to obtain experimental data to
aid in simplifying future mechanics-based models of complex CNS structures. This
work provides a starting point for characterizing the mechanical properties of glial
cells for future mesoscale models of traumatic brain injury, as well as improvements
to conventional techniques in characterizing the mechanical properties of any type of
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cell. The following are the key contributions from this thesis:
• Chapter 2 provides an example of the importance of studying the mechanical
properties at the mesoscale. It was demonstrated that the heterogeneity in ma-
terial properties between the arterioles and surrounding brain tissue determined
the type of resulting damage pattern (“normal” or “honeycomb”).
• Chapter 3 presented a novel experimental platform that allowed for probing the
mechanical properties of cells in a 3D fibrous polymer network. To our knowl-
edge, this is the first reported experimental method that can probe mechanical
properties of adherent cells in a 3D environment.
• We developed a nonlinear contact formulation for the indentation of hyperelastic
cylindrical bodies in Chapter 4. This was not only useful for our own particular
experiment, but can be used in the future for a wide variety of applications
(e.g., indentation testing on collagen, bacteria, neurites, etc.)
• In Chapter 5 we presented various findings on the mechanical properties of
glial cells. We found that the hyperelastic material properties were similar at
indentation depths up to 600 nm, with some inhomogeneities that can occur
within the first 300 nm. Although there was a statistical difference of C10 when
δmax < 300nm, the actual difference was C10 = 10 Pa instead of C10 = 5 Pa




• Contrary to what we expected, no correlation was found between hyperelastic
properties and cell diameters in the range of cell process diameters examined
(0.8-12 µm).
• Cell stiffness was largely dependent on strain rate, with moduli being approx-
imately 2 times larger for high strain rates (> 30 − 40s−1) in comparison to
lower strain rates (< 10s−1).
Results from our experimental data suggest that glial cellular networks are roughly
homogeneous for feature sizes < 600 nm. Thus, future mesoscale models can be great
simplified with this length scale in consideration. It should be noted however, that
600nm was the maximum testable limit of our experiment, and that a larger upper
limit for a homogenization scale might exist.
6.2 Suggestions for future work
Due to the importance of linking the mechanics of brain tissue with post mortem
pathology, as well as the increased availability of mesoscale structural connectome
datasets [41,201–203], it is likely that computational models at smaller length scales
will emerge. The work provided herein is a contributor to one small aspect in the
development of future computational models–the homogenization (and therefore, sim-
plification) of glial cellular networks. In our experiments we only probed compart-
mental properties of glial cells, which as previously stated, only comprise about half
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of the non-vasculature content of the brain. Some possible extensions of this work
towards the realization of mesoscale physics-based models are summarized below:
• Since neurons are also known to grow on electrospun PVDF scaffolds [198,199],
this experimental setup could be applied to obtain mechanical properties of
neurites, such as axons and dendrites, as well. Based on previous reports [1], it
is expected that neurons would be stiffer than glial cells, while soft enough to
still probe with the OT platform.
• The OT platform, as established in this work, would most likely not be use-
ful for probing mechanical properties of capillaries, which are shown to have a
high density throughout brain tissue (roughly 100 capillaries/mm3 [200]). As
discussed in Chapter 2, there is a scarcity of data on human cerebral vascula-
ture, which includes not only arterioles, but capillaries as well. Incorporation of
accurate mechanical properties of cerebral microvasculature would presumably
be very important in mesoscale models of TBI.
• It remains to be determined whether or not homogenization of the mechanical
properties of glial cell feature sizes < 600 nm would successfully simplify a real-
life 3D dataset of mesoscale CNS structures. It is possible that the majority of
glial cell process volume is larger than this feature size. However, examination
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of a 3D electron microscopy dataset would be able to provide an idea of the vol-
ume fractions of glial cell processes and neurites that are are sufficiently small
enough to have homogeneous material properties. With the growing availability
of cellular connectomics data [41, 201–203], this might also be readily tested in
the near future.
• As the mechanical properties of glial cells could be important for studying CNS
regeneration, one could also expand this work into considering the changes
in stiffness of glial cells as a function of reactivity following injury. In more
severe cases of TBI, there is the formation of a glial scar, a relatively stiffer
area comprised of reactive astrocytes which inhibits neural regeneration [204].
Studying the mechanical properties of reactive astrocytes could aid in the design
of future scaffolds to promote neuronal regeneration, as well as assisting in the
development of future diagnostic technologies.
• As shown in the comparison between cellular mechanical properties across the
literature (Fig. 1.4), there is a need in the field of cellular biomechanics for
establishing more uniformity and standardization during testing. Even within
the same cell type, different types of mechanical testing procedures can result
in elastic moduli which vary 1,000-fold due to the extent of deformation, the
rate of deformation, the geometry of the probe, the location probed in the
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cell, and the extracellular microenvironment [44]. Therefore, it could be useful
to perform additional testing with the setup presented here to probe different
cellular compartments at different loading rates.
Although we have left out the mechanical properties of neurons in this exper-
imental study, simplifying glial cell networks at the mesoscale might be sufficient
for modeling white matter regions, which are comprised primarily of a single neu-
rite type (axons). Since previous studies have examined the mechanical properties
of axons, and since they are roughly similar cross-sectional sizes, the white matter
would presumably be an easier starting point for modeling the mesoscale. Expanding
the experimental work to obtain mechanical properties of various dendrites and cell
bodies, is something that would be critical for more complex gray matter mesoscale
models.
Herein we focused on obtaining collective microscale properties in order to infer
homogenization at the mesocale. We did not discuss how future mesoscale models
will be bridged to the macroscale. In the future, the mechanical behavior at the
macroscale could be used to help understand the collective behavior of cells (e.g., cell-
cell adhesion and sliding). However, relating these two length scales would require a




Due to the difficulties in detecting mild TBI with non-invasive imaging techniques,
it is critical to improve our knowledge of mesoscale mechanics of brain tissue in or-
der to understand the mechanisms surrounding cellular-level injury. Cellular damage
surrounding arteriole inflation, blood-brain-barrier (BBB) rupture, accumulation of
phosphorylated tau proteins, and astrocyte reactivity, are just a few examples of in-
jury caused by damage to mesoscale structures during TBI. We hope this work will
aid in the creation of models that help relate how macroscale brain injury events
translate to damage in cellular networks. With a better understanding of the me-
chanical response of the cellular constituents that comprise the CNS, we might gain
new physics-based insights on neuropathological observations following TBI events.
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A.1 Derivation of the analytical solution
for heterogeneous tissue under infla-
tion
The equilibrium equations for a cylinder subjected to internal/external pressures







Although soft tissues exhibit nonlinear large deformation responses, we will only con-
sider a heterogeneous linear elastic material for simplicity. The strain-displacement













To represent the heterogeneity between the relatively stiff arteriole wall and softer
brain tissue, we will assume a Young’s modulus E(r) that varies radially through-
out the cylinder, as considered in previous work with pressurized functionally graded
cylinders (Horgan and Chan 1999). To further simplify the problem, we consider
the plane stress state (σzz = 0) and assume that the Poisson’s ratio ν is constant























One can obtain the plane strain idealization by replacing E(r) with E(r)
1−ν2 and re-
placing ν with ν































+ (nν − 1) u
r2
= 0 (A.6)
which is an Euler differential equation with roots m1 = (−n − k)/2 and m2 =
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(−n+ k)/2 for k =
√
n2 + 4− 4nν. Solutions will take the form:
u(r) = Arm1 +Brm2 (A.7)
Substituting Equation A.7 into Equations A.3 and A.4, we can rewrite the Cauchy











m1 + (1 + νm2)Br
m2 ] (A.9)
After applying the inner and outer boundary conditions, σrr(r = a) = −p and
σrr(r = b) = −q, one obtains the constants A and B:
A =
(−abm2Ebp+ am2bEaq)(ν2 − 1)
(am2bm1 − am1bm2)(m1 + ν)EaEb
(A.10)
B =
(abm1Ebp− am1bEaq)(ν2 − 1)
(am2bm1 − am1bm2)(m2 + ν)EaEb
(A.11)
Where we have defined Ea = E(r = a) and Eb = E(r = b). Note that Ea ≥ Eb.
Using Equations A.10 and A.11 in Equations A.8 and A.9, we obtain the final form





































The well-known solution for the homogeneous case (E(r) = E0) can be retrieved
by setting n = 0 (and therefore k = 2, m1 = −1, and m2 = 1) in equations A.12 and
A.13:
σrr =



















































m1 + C3(1 + C5)r
m2) (A.26)










Thus for a constant Young’s modulus, the axial strains for a homogeneous cylinder
under applied pressures p and q, are independent of r. The distance r at which
strains transition from negative to positive depends on the choice of parameter n.
The locations at which the axial strain becomes positive, are simply calculated as the
values ρ at which ϵzz(r = ρ) = 0 in Equation 2.7:
ρ =
[
(m1 + ν + 1 + νm1)A
(−1− νm2 −m2 − ν)B
](1/k)
(A.28)
Where the constants A and B are given in Appendix A. Real solutions to equation
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A.2 Analytical solution results (no exter-
nal pressure)
Here we will discuss the analytical solution for homogeneous and heterogeneous
cylinders in the case of no external pressure (q = 0, i.e., isolated arterioles). We
first reiterate the standard solutions for the case of a homogeneous cylinder under
internal inflation only (q = 0), where the radial and tangential stresses ( Fig. A.1a)
are equal in magnitude, opposite in sign, and independent of E0/p. Although the
radial and circumferential strains will vary across r, the axial strains remain constant
across all values of r (Fig. A.1b). When we consider the heterogeneous case of
q = 0 (Fig. A.1c), the radial and tangential stresses now become dependent on the
choice of n. For illustrative purposes, two values for the parameter n were chosen:
n = −1.5 and n = −0.5. For q = 0, the stronger heterogeneity (n = −1.5) results
in a steeper decrease in stress with respect to the radial distance r (Fig. A.1c). The
axial strains (Fig. A.1d) are negative (compressive), and gradually decay towards






Figure A.1: Results for a single cylinder with internal pressurization p and no external
pressurization (q = 0). Top row (a-b) shows stresses and strains in the homogeneous
case (n = 0) for two different ratios of E0/p, while the bottom row (c-d) shows the
heterogeneous case. For all cases, a=17.5 microns, b=5a, and Poisson’s ratio ν = 0.5.
The parameter n was changed to simulate the variation in arteriole wall thickness




In the heterogeneous case of Fig.A.1c, we see similar behavior as before, although
now the radial stresses plateau to the value of q0 instead of q = qeff . In the case of no
effective external pressure (q = 0, Fig. A.1b and Fig. A.1d), only compressive strains
arise in the case of a single cylinder, for both homogeneous or heterogeneous materials.
A.3 Simplified expression of analytical so-
lution
Fig. A.2a shows the dependence of m1 and m2 on the chosen value of n. Note that
m1 is nearly independent of n (for the range of n chosen), and we can therefore ap-
proximate m1 = −1 if we wish to simplify the solution. The solution for displacement


























Figure A.2: (a) Linear dependence of exponents (m1,m2) for the displacement solu-
tion in Equation A.7. (b)Comparison of analytical model used in this study (m1 as
a function of n, solid lines), versus a simplified model that approximates a constant
value of m1 (dashed lines). A steeper heterogeneity (n = −1.5, red lines) is compared
to a gradual heterogeneity (n = −0.5, blue lines).
solution using m1 = −1 for the case of a hetergeneous cylinder subjected to external
pressure. Although both cases (n = −0.5 and n = −1.5) demonstrate poor agree-
ment of axial strain at the arteriole wall (r/r0 = 0.2), the solutions converge to similar
magnitudes when r/r0 is greater than 0.5.
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B.1 Practical considerations while “trap-
ping”
B.1.1 Sample preparation for calibration of OT
1. To prepare a sample, begin with a regular microscope slide and apply two pieces
of double sided tape (roughly a half-inch apart).
2. Place a rectangular coverslip (thickness of .17 mm needed for most high NA
objectives) directly over the two pieces of tape, and perpendicular to the mi-
croscope slide). This results in a microchannel, approximately 100 microns in
depth.
3. Prepare the microbead solution. Vortex the silica bead solution (Bangs Lab-
oratories) and add 5 µl from the stock container to 1 ml of filtered DI water.
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Although this dilution is sufficient for trapping, it is recommended to dilute
it further (about 10x more) so that only one bead exists in the microscope
field of view. This will prevent the trapping of multiple beads, which can ruin
the calibration process. The bead solution should be placed in the refrigerator
for storage. If it is desirable to have more beads “stuck” to the coverslip for
calibration purposes, the DI water in this step can be replaced with sterilized
phosphate buffer solution (PBS).
4. Pipette approximately 20-40 µl of the bead solution into the microchannel until
the channel is filled.
5. The bead solution in the microchannel can dry out quickly, so it is important
to seal the two channel openings with either vacuum grease or clear nail polish.
6. Place a drop of immersion oil onto the 100x (1.2 NA) objective. Make sure to
remove any tiny microbubbles within the oil by gently popping them with the
corner of a wipe. Before and after each experiment, make sure the objective is
thoroughly cleaned with an ethanol soaked lens cleaning tissue
7. Place the specimen into the specimen holder stage, with the coverslip side down.
The specimen stage should be in the highest z-position and roughly positioned in
the proper X,Y location of interest. Slowly lower the z-position until it touches
the oil objective. You should see the spot of oil spread as the slide moves into




8. If the camera screen is too dark, the sample is not being illuminated properly.
Try adjusting the relative distance between the illumination source and the
objective and make sure the illumination source is properly aligned.
B.1.2 Recognizing trapping
1. Focus in the z-direction until a few beads appear within the field of view.
2. For 2-5 micron diameter silica beads, trapping is easily achieved with 200-600
mA of applied current to the laser diode. Set the current limit for the laser
diode at 400 mA, and slowly move the stage in the x and y directions.
3. If the current is too high, and lighter beads (like polystyrene) are being used, it
is possible that the scattering force will be too high and a stable trap cannot be
achieved. Note that for our particular laser diode, the lowest current possible
to provide a stable laser spot is set at 50 mA.
4. A trapped bead will “jump” into the laser trap focus and stay in the trap’s same
X and Y location, even as you translate the stage. If trapping only happens in
the X and Y directions, the laser is probably not properly aligned, or the laser




B.2.1 Calibration of QPD
Using our strain gauges on the actuator stage, the QPD sensor is calibrated to
determine how the QPD voltage output corresponds with the bead position. This
is done by “scanning” the transmitted laser over the area of a bead stuck on the
bottom glass by moving the stage accordingly. After plotting the voltages over the
measured strain gauge distances, a conversion factor (units volts/µm) is obtained. A
QPD calibration in the x-, y-, and z-directions should be done for each type of bead
required for the experiment. It is important that the bead remains adhered to the
bottom glass and does not get pulled into the laser trap. To promote adhesion to
the glass substrate, the bead can be suspended in 10X PBS solution (or any saline
solution), as mentioned in the previous section.
B.2.2 Stiffness calibration: PSD (power spectral
density) method
The stiffness of an optical trap can be calibrated by any of the following techniques:
• Stokes flow. By applying a constant velocity to the sample, the drag force on
the particle is given by Fd = 6πηRvs = kixi where xi is the observed displace-
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ment. R is the radius of the bead, and vs is the flow velocity. The effective
dynamic viscosity, η, can be measured experimentally from the mean squared
displacement of particles in solution (see Appendix B.3 for more details).
• Equipartition theorem. Uses the principle that each degree of freedom in a








ki is the stiffness and < x
2
i > is the statistical variance of the particle position.
• PSD roll-off method. Relates the observed frequencies of particle motion in
the trap to the theoretical frequencies of a damped massless oscillator.
The power spectrum density (PSD) roll-off analysis of the position of a trapped
bead is usually considered to be the most reliable method for optical tweezer calibra-
tion [147]. The main principle is that the frequency of the particle motion is related
to the strength of the trap: as the stiffness increases, high frequency movements dom-
inate. Typically the frequencies of the particle motion go up to several kHz, so one
must use photodetectors which have a large bandwidth. Since the sampling frequency
should be at least twice as large as the largest expected frequency in our system, the
sampling rate for the photodiode (in this case, set through a Labview program) should
be > 12 kHz.
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Figure B.2: two-sided power spectrum
The power spectrum for a signal over time S(t), such as figure B.1 can be repre-
sented as:
P = |S(f)2| (B.1)
Where S(f) is the Fourier transform (FT) of the original signal over time S(t).




Figure B.3: one-sided power spectrum
Since the power spectrum is symmetric, it is common to ignore the redundant
information of the negative frequencies, and look at the one-sided spectrum instead
(Figure B.3).
It is more useful to plot the power spectrum on a log-log axes, as shown in figure
B.4. The power spectrum can be fit with an overall scaling factor and a rolloff
frequency to a Lorentzian curve which describes the equation of motion of a damped
oscillator with Brownian motion. The mass of the bead is small and thus inertial
forces are much weaker than those of hydrodynamic drag. The equation of motion
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for a massless damped oscillator is given by:
F (t) = βẋ(t) + kx(t) (B.2)
Where x is the position of the bead, β is the drag coefficient, and F (t) is the fore
induced by the thermal fluctuations of water molecules surrounding the bead. The
drag coefficient, β = 6πηr, is a function of the bead radius r and the viscosity of the
surrounding fluid (η = 8.9 × 10−4Pa s for water at room temperature). The Fourier
transform of the equation of motion is




Where the Brownian noise source is given by |F̃ (f)|2 = 4βkbT . Rearranging the last








π2β[f 2c + f
2]
(B.5)
Where fc is also referred to as the corner frequency of the power spectrum. Thus by
fitting one’s data to the proper corner frequency, the trap stiffness can be determined,
k = 2πβfc. Note that this stiffness corresponds only to stiffness in the X-direction
(one must measure displacement fluctuations in the y-direction y(t), in order to also
get the trap stiffness in the y-direction). Axial stiffness can also be measured from
the power spectrum of the z-direction QPD signal, but wall effects create larger drag
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Figure B.4: Power spectrum roll-off overlaid with examples of the theoretical
Lorentzian curves of two different corner frequencies (stiffness values given in N/m).
Note that the stiffer trap has a higher corner frequency. The data shown is in its
raw form, without taking into account the effects of hydrodynamic interactions and
acquistion instrumentation filters.
forces in the axial direction than in the lateral directions, and should be accounted
for [205]. With the PSD method, it is not necessary to convert the photodiode voltage
to displacement, therefore no position calibration is required (although an assumption
is made on the drag coefficient).
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B.2.3 Fitting PSD data to the Lorentzian
As one can see, the spectrum falls significantly lower than the Lorentzian curve for
higher frequencies. A more precise calibration method was investigated by [206] and
[147], which accounts for frequency-dependence of hydrodynamic effects, interaction
with the nearby coverslip, effects of finite-sampling (aliasing), and possible anti-alias
filtering in the data acquisition electrons. Trap stiffness was calibrated in the x, y,
and z-directions through power spectrum density calibration with these considerations
[147,206].
B.3 Calculating the maximum trap hold-
ing force
We can relate the maximum holding force of the trap to the frictional force ob-
served on beads moving at a velocity v. Stokes’ law can be used to calculate the
frictional force on spherical objects with a small Reynolds number in a viscous fluid.
The frictional force, or drag force Fd, is given by:
Fd = 6πηeffRv (B.6)
where ηeff is the effective dynamic viscosity of the fluid, R is the radius of the bead,
and v is the flow velocity relatively to the object. Although one can measure R and
v directly, the effective viscosity of the water and bead suspension must be measured
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experimentally from the mean squared displacement of particles in solution. The
mean squared displacement (MSD) can be related to the diffusion constant D:
MSD(t) = 2dDt (B.7)
where d is a dimensionality constant (e.g. d=2 for two-dimensional range of motion),
and t is time. Using the Stokes-Einstein equation, the diffusion constant of a particle





where kB is the Boltzmann constant, and T is the temperature.
The MSD can be calculated from using the FIJI plugin TrackMate and computing:
MSD(ti) = (x(ti)− x(0))2 + (y(ti)− y(0))2 (B.9)
If we plot the MSD over time for our silica beads, the slope of this line (which we will
call m) is given by:




B.3.1 Example of maximum trap holding force
To find the effective viscosity ηeff , 40 to 60-second duration videos were taken at
100x magnification of silica beads subjected to the Brownian motion of the surround-
ing water molecules. Tracking of particle displacements over time were analyzed with
the Trackmate plugin of FIJI and exported into Matlab. Examples of MSD(t) curves
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Figure B.5: mean squared displacements for 5 micron diameter silica beads plotted
alongside a linear fit for the averaged displacements.
for a set of 5 micron silica beads suspended in filtered deionized water is shown in
Figure B.5.
Note that although the average displacement due to Brownian motion should be
zero, the mean-squared displacement is not zero, and increases as a function of time.
In the case of the 5 um beads, the effective viscosity, which is found from equation
B.10, is found as ηeff =
2kBT
3πRm
= .0014 Ns/m2. In comparison, the dynamic viscosity
of water is typically .0009 Ns/m2.
Now that we have obtained the effective viscosity, we can now compute the drag
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force for different applied velocities. To achieve this, a single bead is trapped at a
fixed laser power, and then the fluid velocity is increased until the bead is dragged
out of the trap. The velocity of the surrounding particles is also measured using the
Trackmate plugin of FIJI.
For 5 micron beads at 200 mW power at the back aperture, the velocity at which
the bead is dragged out of the trap was demonstrated to be 335 microns/sec. Plug-
ging this into our equation for drag force, Fd = 6πηRv = 6π0.0014Ns/(m2)(2.5 ×
10−6m)(335 × 10−6m/s) = 22.1pN. The maximum holding distance is the distance
that the bead can be pulled away from the bead center (i.e., the distance when the
maximum force is applied). In most cases, increasing the power of the optical trap




For each indentation experiment, a separate folder (named by a unique experiment
identification number) is saved on the Hopkins Extreme Materials Institute (HEMI)
Craedl website which contains:
• Voltage history raw data sets in the form of an Excel sheet (ExperimentID.xlsx).
The columns are indicated by “SGX” (stage translation in the x-direction),“SGY”
(stage translation in the y-direction), “QPDX” (bead deflection in x-direction
measured by QPD detector), “QPDY” (bead deflection in y-direction measured
by QPD detector), and “SUM” (bead deflection in z-direction measured by
QPD detector).
• An image (or video) of the cell that was probed during the experiment. The




• A custom-built Matlab code (v3fdExperimentID.m) that 1.) converts the volt-
age histories to forces and indentation depths and 2.) calculates the hypere-
lastic material properties from the force-displacement curves of the two strain
rate regimes. The code also outputs several images, including the experimental
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