The Concurrent Subspace Design (CSD) framework has been used to conduct a preliminary design optimization of an aircraft landing gear subsystem. The application required the implementation of the MDO framework with existing industrial analysis software. The CSD framework employs artificial neural networks to provide approximations to the design space, which are the means of coordinating design decisions in the individual disciplines. This approach was applied to the design of an aircraft brake actuation system which contains continuous and discrete design variables. The results demonstrate that the mixed CSD framework was able to efficiently identify improved designs. This study also demonstrated that the CSD framework can be exploited using existing engineering analysis methods.
INTRODUCTION

Current research in Multidisciplinary Design
Optimization (MDO) focuses on improvements in automated analysis (developing information to assist in decision making) and optimization methods (decision making processes) and methods to integrate these activities into the engineering design process using appropriate computing technologies. The eventual goal of all of these activities is to improve design engineering practice and this can only be done by attempting to apply the results of research to specific design problems.
The purpose of the current work is to describe an MDO application of a basic framework in which model-based design decisions can be applied using existing analysis tools and application is made to the design of component hardware for aircraft landing systems.
At the onset the authors wish to emphasize an attempt on their part to differentiate between engineering system design and mathematical optimization. Though it would be the goal of any designer to develop the global "optimum" design, in most practical situations this is generally not possible. Therefore, one is often satisfied with a design which meets the primary constraints or performance goals and is more effective by some quantifiable measure (i.e. merit function) than other designs which have been considered. It is also important that this design be identified in a reasonable amount of time using available resources. The framework used in this work represents a method for the efficient selection of a feasible design for a complex system and to demonstrate issues of problem formulation and implementation using a specific aircraft hardware application.
Terminology
In order to present the discussion in this paper a number of terms or concepts need to be developed.
Design variables,{x}: The set of independent parameters which can be "controlled" by the designer. The complete set of design variables defines the design. Some design variables maybe continuous(real-valued), others discrete (integers), and others may not be "numeric" at all, such as material selection.
State variables, {y}: A set of parameters which are used to describe the performance or characteristics of a specific design. Design decisions are based upon state information. States are functions of design variables and are often determined using computer-based models.
System analysis, SA: That process whereby the complete set of state variables associated with a specific set of design variables is determined by satisfying a set of state equations.
{ } { } y x = F (1) For multidisciplinary systems the SA involves a variety of different engineering disciplines and their associated analyses methods and corresponding models.
Consistent design: A set of design variables and associated states which satisfies all of the conditions set forth in the system analysis. Not every set of design variables may result in a consistent design.
Feasible design : A consistent design which satisfies a set of explicit requirements or constraints, in addition to the state equations, which are imposed on either design variables or states. In most optimization problems the constraints are explicit functions of design variables and system states.
Optimum design: A feasible design with the best performance as quantified by some measure of merit relative to all other designs proximate to the optimum. This measure of merit is usually some combination of system states and design variables. The optimum can either be local or global and for most practical problems it occurs on constraint boundaries.
As the MDO discipline matures, more widely accepted notation will evolve but until that time individual groups and organizations will establish their own working vocabulary.
CONCURRENT SUBSPACE DESIGN FRAMEWORK
The MDO framework presented in this paper has evolved from the fundamental structure of the Concurrent Subspace Optimization (CSSO) proposed by Sobieski 1 and it exploits the use of neural network based response surface approximations [2] [3] . The integration of automated decision making processes, i.e. optimization, with the system analysis is the eventual goal in the development of any MDO framework. The purpose is to provide a rational process for selecting a design from the usually overwhelming number of potential designs.
For the framework presented herein individual subspace "experts" can each contribute to the design process by suggesting candidate designs. These designs can be developed using whatever methods or tools are best suited for the particular subspace and can be based upon the system level merit and constraints. This allows the discipline experts the opportunity to explore the design space as they see fit and suggest new candidate designs to populate the design data base. It also attempts to exploit the response surface approximation approaches in order to provide a means for consistency during subspace design and system level coordination. The response surface approximations of the class used in the current implementation also allow for the simultaneous use of both continuous and discrete design variables. The CSD formulation as implemented in this paper uses three-layer, feed-forward, sigmoid activation neural networks for subspace-level response surface approximations and system coordination.
A schematic of the basic CSD algorithm is shown in Figure 1 . The process flow in the CSD algorithm begins with the selection of a group of baseline designs. A system analyses is performed on each of these designs to initially populate the design data base with design variable and associated state information. A set of response surface approximations is then formed using this data base of designs. These approximations are used to provide non-local state information to the subspace experts for their use while they are performing concurrent design/optimization studies. The independent and concurrent design activities of the subspace experts yield additional members of the design data base. Subsequently updated system approximations are developed using this extended data base. The response surface approximations are then used to provide system coordination through a single, approximate, system-level optimization. The ability of this approach to provide improved or optimum designs is directly related to the accuracy of the response surface approximation used for system level coordination. The CSD algorithm is initiated from a design data base that can contain a baseline design, perturbations about the baseline or information from other design studies or data sources. This algorithm allows discipline designers to be creative in arriving at new candidate designs. The solutions obtained by discipline-level designers can be very different from the current design being considered (not restricted by move-limits) and the subspace designers can suggest as many designs as time and resources will permit. It is desirable to allow designers to propose unique concepts, particularly in the preliminary design phase. The CSD algorithm does not stipulate how the subspace designers select new designs to add to the design data base. Designers at the subspace level are not required to optimize at all, but rather provide new designs by any available means.
In order to effectively participate in the design process, subspace designers in the CSD algorithm are given the ability to change a subset of the system design variables. A given design variable maybe controlled by a single designer or shared by subspace designers. Designers have available to them information which can be used to approximate the impact of their decisions on non-local states at little computational expense once the approximations have been parameterized. It should be noted that not all subspaces need to develop new design candidates at each step in the process. Some subspaces may not contribute new designs nor do they need to use the full fidelity analysis "tools" during this process. More efficient analysis methods or simpler models could be considered during the subspace optimization. The issues related to the role of the subspace expert are also influenced by the level of "automation" desired in the process.
The result of the Concurrent Subspace Design phase of the CSD algorithm is a set of new designs. These new designs are analyzed and added to the design database from which an updated system approximation is constructed. The design database continues to expand with each iteration of the algorithm; each time a new approximation is formed using all of the available design database information. The CSD algorithm relies solely on data which results from system analyses of designs and forms global approximations using all appropriate design data. The primary cost of this approach is the computational and personnel time and effort required to perform a system analysis on each of the resulting designs from the disciplinary design phase.
The next step in the process is the fully approximate system coordination problem. It has the benefit of using all of the system design variables and of removing certain restrictions on the optimization algorithm. Since the cost of performing the approximate system analysis is quite small, optimization algorithms such as those associated with discrete system optimization, or hybrid approaches, can be used. An additional benefit of the global approximations is apparent when the design requirements or constraints change during the design process. Because the response surface approximations are re-formed using all available design space data and they approximate states, rather than constraints or the merit function, the rapid reevaluation of designs, based on a change in design criteria, is possible. It is even possible to initiate the system coordination problem from multiple starting locations so that one can identify and avoid local optimum.
This framework is similar to the more traditional design methods based upon "carpet" or "thumbprint" plots. In CSD the multidimensional "carpet" plots have been parameterized in the form of neural network approximations and the most appropriate optimization strategies are used to seek the best design. Other issues related to the development of this response-surface-based MDO framework are detailed in References 4 and 5.
Mixed Continuous Discrete Optimization A fundamental issue in the implementation of the CSD framework is how the optimization, at both the subspace and system coordination steps, is performed. To allow for the most general problem formulation an optimization technique that accounts for both continuous and discrete variables is required in the current application. This was accomplished by combining two distinct optimization strategies, one suitable for purely discrete and the other for purely continuous optimization, to create a hybrid technique. Details on the development of this hybrid technique and its application to a number of demonstration problems are included in References 6 and 7. The following highlights a number of key issues associated with the current application.
In the current application, the optimization process performed at the system level is of primary importance as discussed below. Since the system analysis performed at the system level is fully approximate, it provides certain flexibility in the selection of the optimization algorithm. The system level optimization in the mixed CSD algorithm was therefore initially transformed into a fully discrete one. This is accomplished by discretizing each of the continuous variables, allowing a discrete optimizer, simulated annealing, to control all the design variables. This enables it to effectively explore any region of the space and helps avoid local minimum.
Continuous optimization follows simulated annealing in the hybrid scheme employed by the mixed CSD framework, it is therefore important that the discrete optimizer be one that will likely yield a design point near the global solution. The main drawback of simulated annealing, as is common among discrete optimization methods, is the large number of merit function evaluations often required. Since the optimization performed at the system level is based solely upon information gained from the response surface approximations, the large number of approximate function evaluations is not a drawback.
In performing constrained optimization by simulated annealing, the constraints were formulated as penalty functions and added to the objective function. The reason for this is that design selection in simulated annealing is based solely on objective function values at the design points considered. The form of these penalty functions can affect the performance of the optimizer. Reference 6 details alternatives for the penalty functions and describes the methods used in CSD.
Continuous optimization in the current formulation of the CSD framework is performed using the generalized reduced gradient (GRG) method 8 . It is a gradient-based technique that is suitable for constrained optimization.
CSD in an Non-automated application All of the applications to date of the CSD framework have been fully automated and in some ways that has not allowed for the full exploitation of the approach. In the current application it was impractical to fully integrate the system analysis into the CSD framework as indicated below. This resulted in an approach more like that which would occur in engineering practice. In this application the system analysis was performed "manually" using a stand-alone analysis tool and information was exchanged between the optimization algorithm and system analyzer on an as-needed basis.
The flowchart in Figure 2 illustrates the information and process flow. To initiate the process, the initial database was selected and, using that database, a starting set of response surfaces developed. A system level fullyapproximate, mixed continuous-discrete optimization was then performed resulting in a new baseline design. Convergence of this iterative process is determined by the designers who monitor the design progression and determine when a suitable design has been achieved.
At this point the subspace experts are invoked. Each expert was allowed to use whatever method seemed most appropriate to suggest new designs to add to the database. In the current application the subspace designs were not the result of automated optimization analyses but were based on experience or resulted from "what if" type logic. In the current study the subspace "experts" had available the full system analysis tool to perform their manual subspace design studies as well as the response surface approximations to determine the impact of their decisions on "non-local" states or constraints. These experts were not limited to suggesting single designs to add to the database and at certain points in the process they actually selected multiple designs.
These candidate designs were then analyzed using the full system analysis tool and added to the database. The response surfaces were updated and the process continued until convergence was achieved or an "appropriate" design selected.
The primary framework was invoked on a Unix workstation with process control developed using TCL/TK. The system analysis was performed using a PC based spreadsheet (detailed below) and design information exchanged between the "framework manager" and the "subspace experts" using email. The System Analysis (SA) is the source for the information used to predict system performance and make design decisions. With increasing design detail and the desire to include the influence of more complex, modelbased discipline-specific analyses, the process of conducting the system analysis becomes much more difficult, computing resource intensive and time consuming. Another issue is that system analyses are often based upon existing computational tools and modification or adaptation of these tools to a particular MDO framework can be difficult and timeconsuming.
The artifact designed in the current application was the piston/spring apparatus used to activate aircraft brake assemblies. The SA was developed by the staff of the AlliedSignal, Aircraft Landing Systems.
Brake Assembly Description
The brake assembly is made up of several components which work together to provide safe and adequate braking for the aircraft. A brief description of each of the components is as follows (see Figure 3 ): − Piston Dome: Located as part of the piston housing to provide a hydraulic fluid reservoir and structure to withstand brake pressures. − Piston Bushing: Screwed into the piston dome to act as a seal and structural member to retain the piston components. The bushing has a stop to prevent the piston from extending outside of the brake actuation system. − Piston Spring: Compressed during brake actuation. Allows for adequate piston return after brake is released. − Piston Stop: Ensures piston will be positively retained under all operating conditions. Prevents fluid leakage. − Piston Seals: Prevent fluid leakage. − Adjuster Tube: Device which automatically maintains proper clearance between the brake stack pressure plate and the piston. − Piston: Component which applies force to the brake stack to generate brake stopping torque. − Torque Tube: Stationary structure which the stationary disks of the brake stack are keyed to. Also provides structure to react the torsional and axial loads during brake actuation. − Retaining Pin: Retains the spring/adjuster tube assembly within the piston dome. − Stationary disks: Part of the brake stack which remains stationary during brake actuation. Keyed to the torque tube. Brake Actuation System Description The purpose of the aircraft brake actuation system is to apply pressure to the aircraft brake in order to slow or stop the plane during runway maneuvers such as taxis and landings. The aircraft brake control system supplies hydraulic fluid to the brake through a brake line. As the pilot depresses the brake pedal, the hydraulic fluid compresses, which produces pressure on the brake actuation system. This pressure causes the pistons to extend and apply a force on the pressure plate, which compresses all the brake disks together between the stationary torque tube and the pressure plate. The resulting friction between the stationary disks (keyed to the torque tube), and the rotating disks (keyed to the wheel) supply the necessary braking force to slow and stop the aircraft. When the brake is released, the spring (which has been compressed as a result of applying pressure to the brake), now extends forcing the piston away from the brake stack.
The brake has an automatic adjusting system which works to maintain adequate clearance (called running clearance) between the pistons and the brake stack. This ensures that the brake won't hang-up or drag when brake pressure is not applied. It also accounts for necessary clearance to allow for such things as thermal expansion, brake frame structural deflection, and design tolerances. The adjuster tube is swaged during a stop which ensures that the piston maintains the proper running clearance as the brake wears down. Therefore, the piston has to be long enough to extend to the point that the brake reaches it's maximum wear. Piston travel is limited through means of a piston stop which positively retains the piston in the event of a loss of brake stack components.
Seals and back up rings are also incorporated into the brake assembly to preclude brake fluid leakage under any operating conditions.
Design Philosophy
The brake actuation system is designed such that it meets specific customer requirements. These requirements include envelope constraints, maximum temperature, brake service life, maximum hydraulic fluid volume, acceptable braking force, and maximum brake system weight.
The envelope constraint can be satisfied by ensuring that the brake system fits in a space prescribed by the aircraft wheel well, and the wheel itself. The outer diameter (OD) of the wheel usually constrains the maximum OD of the brake system (defined by the OD of the brake stack), whereas the maximum length (in the axial direction) is determined by available envelope and interference with landing gear components, and the total thickness of the brake stack.
The maximum temperature produced by the brake during brake application is usually determined by the total mass of the brake stack and the amount of energy being absorbed by the brake (a function of aircraft speed, and aircraft weight).
The brake service life is an indicator of how many landings the aircraft can perform before replacing the brake stack. It influences the total thickness of the heat stack. The airline usually desires to maximize this.
The aircraft usually defines some maximum limit on the volumetric displacement of the brake hydraulic fluid. This requirement is driven by the brake control system.
The acceptable braking force is determined by the number of brake disks being used and the mean radius of the brake stack.
The aircraft customer is always concerned about minimizing total aircraft weight. The brake system is a major component of the weight, and thus it is usually desirable to minimize the weight of the brake system. This is difficult to do when considering the other constraints that have been mentioned. For instance, the brake service life determines the total thickness of the brake stack, which also contributes to the total weight. Often the design approach is to choose materials that have lower density, but still have sufficient strength. Also, manual design iterations are performed where the section thickness are minimized, without exceeding material stress allowable, etc. This aircraft component is truly a multidisciplinary system.
System Analysis Description
The analysis and design of the brake actuation system is accomplished by defining pertinent customer requirements, performing design and analysis so that all constraints and conditions are satisfied, and producing geometry definition of the various brake system components. The design and analysis is performed using a model that captures all the rules, equations, and information that go into defining the geometry. The model is defined using an Excel workbook 9 , that is organized such that each worksheet within the workbook performs a certain design task, and the inter-relationship and integration between the various components (i.e. adjuster tube, spring, piston bushing), and disciplines (i.e. stress analysis, design, weight) has been established automatically. This extensive workbook contains 40 worksheets, many containing hundreds of active cells. The traditional design approach involves inputting specific customer requirements, and user defined constraints, then manually running the Excel based model until compatibility with the design goals is reached. Adaptation or integration of this worksheet into traditional optimization methods seems impractical.
Since the Excel application does not include design optimization, the typical design approach is to iterate through the routine until a satisfactory design is reached. However, this does not mean that the design itself is optimized. The design organization within AliiedSignal Aircraft Landing Systems (ALS) has identified design optimization techniques and tools as a significant element of the design process. An overall organizational goal is to reduce the design cycle time, and still ensure that the best possible design is defined for the customer. As previously mentioned, one of the airlines primary objectives is to minimize weight. Therefore, for this initial application of the CSD framework a design goal was identified for the design optimization study that would minimize the overall brake actuation system weight, by setting appropriate upper and lower bounds on the design variables used in the system analysis. The specific intention of this preliminary study was to determine if the CSD framework would meet the design goal of minimizing the weight and satisfying selected constraints.
AIRCRAFT BRAKE ACTUATION SYSTEM APPLICATION STUDY
The system analysis described above provided the foundation for the designoptimization study. Twelve primary design variables were identified for this initial application. The design variables, their nominal values, their upper and lower bounds, variable types and subspace allocation are given in Table 1 .
Three of the variables are discrete and if one simply discretizes the remaining continuous variables into 3 levels (high, medium, low) there are almost 1.9 million potential designs associated with this component. The SA produces a significant amount of information but for this study 18 system states were identified as critical in this application. Selected states were used to determine the design merit function and 8 constraints. The constraints were all component margins of safety.
The design/optimization problem for the CSD formulation can be stated as Minimize:
( ) Qualitative review of the resulting design space indicates that in general the states vary monotonically with each design variable. In order to determine the appropriate forms for the response surface approximations to the states and constraints a study was performed to determine which design variables influenced which states. This was accomplished by varying each design variable across its allowable range while all the others were fixed at their nominal values. Approximately 4 values were selected across the range of each design variable. The resulting 58 designs formed the initial database and were used to develop the information in Table 2. This Table  illustrates the states (s1 -s18) and the design variables (dv1-dv12) on which they depend. Thus the neural network response surface for state 2 was a 7xNx1 network where the number of hidden layers, N, was determined using the techniques outlined in Reference 6.
The subspace optimization allows for the concurrent design of the system by allowing designers to solve approximate optimization problems at the subspace level. The design variable allocation for each of the subspace design (optimization) problems were selected. Two subspaces were identified, one corresponding to the "spring" and the other to the "pistons". Each subspace "expert" was responsible for a subset of the system design variables as identified in Table 1 . This allocation resulted in both shared and stateunique design variables for the subspace design problems.
Each subspace design problem takes the same form as Equation 2 and were performed in a "quasi-heuristic" fashion using both the SA and response approximations to provide design guidance . s1  s2  s3  s4  s5  s6  s7  s8  s9 s10 s11 s12 s13 s14 s15 s16 s17 s18  dv1  x  dv2 x 
RESULTS
The initial database contained 58 designs. In one of these designs the stress in the spring was an order of magnitude larger than any of the other designs and deemed to be impractical. Since a single outlier would most likely reduce the accuracy of the approximation to that state elsewhere in the space, this design was eliminated from the initial database. The total weight in this set of designs ranged from 548 lb to 1009 lb with the average value of 739 lb and a standard deviation of 76 lb. None of these design were feasible (i.e. at least one constraint was violated for each of these designs.) Eighteen response surface approximations, one per state, were trained using this initial database. A fully-approximate, system level optimization was then conducted using these initial approximations. The resulting design had a weight predicted by the SA of 442.9 lb and was feasible though none of the constraints were exactly satisfied. This represented a 19.3% reduction in weight over the best design in the database. The response surface approximation had predicted the weight of this design to be 496.6 lbs.
The initial subspace design phase resulted in three new candidate designs. Two were developed by the "spring" expert (S2) and the other by the "piston" expert (S1). The design selected by S1 had a weight of 424.3 lb and the two designs selected by S2 had weights of 442.1 lb and 388.4 lb. All of these designs were feasible though none were on constraint surfaces.
Each of the three subspace design phase candidates were added to the data base along with the system coordination design and the neural networks were retrained. In this case the network weights were retained from the first training session. The resulting design weighed 381.3 lb and all but one of the constraints had moved closer to the constraint boundary. The weight convergence history and that of two of the constraints (spring and bushing stop) are shown in Figures 4-6 .
At the completion of third cycle, the weight dropped to 356.0 lb and there was a marked change in a number of the constraints. This was the result of the fact that a new material, #3, was selected for the spring and it was only the second occurrence of that material in the database, thus the response surface was not particularly accurate in that region of the space. At the end of the fourth cycle, material #2 was active. By the fifth cycle the weight had ceased to decrease and it remained within 0.5 lb of 356 lb. and material #4 was selected.
The "best" design achieved during this study was actually the result of one of the designs developed by the "piston" expert during the fifth subspace design phase. This design had a weight of 352.1 lb and all constraints were satisfied. In this implementation the subspace experts were actually at an advantage since they were allowed to use the complete system analysis in their design selection where the system level coordination step used performed its design selection using the only the response surface approximations.
It was determined that a number of the final designs were realistic, practical, and representative of the best weight that could be achieved for the imposed requirements. The final design was achieved with only 77 system analyses. There were 58 performed to populate the initial database and 5 cycles of the CSD algorithm which required a total of 19 additional system analyses.
During the third iteration it was discovered during the neural network training process that "state 9" was a function of an additional design variable. This dependence was not manifest in designs used in the original database and was not obvious to the designers. This required a modification of the neural network structure for that state and a new training cycle. It was also decided at the third iteration to reinitialize all of the neural network weights prior to training in order to eliminate any bias that may have been built into the networks based upon the form of the original database. The decision to use the weights from the previous design cycle as starting weights for training as opposed to reinitializing all the network weights with random numbers is a practical implementation issue and does influence network training times. 
CONCLUSIONS
A practical implementation of the CSD framework has been demonstrated using a current, industry-developed engineering system analysis methodology. The application involved a "non-automated" implementation of this framework which may more accurately represent the approach that could be invoked to use this type of MDO framework in an industry setting. In this implementation individual discipline experts were allowed to directly interact via the CSD algorithm and use their judgment and experience to influence the design evolution.
This example demonstrated that it was possible to adapt the CSD framework to an existing multidisciplinary system analysis in a fashion which did not require modification of the system analysis software or excessive code development. This is a key issue in the practical implementation of emerging MDO methods in engineering practice.
The initial implementation resulted in designs which reflected significant improvement over those which populated the initial data base. Convergence was achieved in 5 design cycles and a very reasonable number of complete system analyses. The hybrid optimization algorithm in the CSD framework was able to effectively identify improved designs for this mixed discretecontinuous design variable problem. In this application the process converged to an "expected" solution so the next step in the evaluation of this MDO framework is a reformulation of the design problem to exploit a wider range of requirements and constraints.
