We present and compare several many-body methods as applied to two-dimensional quantum dots with circular symmetry. We calculate the approximate ground state energy using a harmonic oscillator basis optimized by Hartree-Fock (HF) theory and further improve the ground state energy using two post-HF methods: in-medium similarity renormalization group (IM-SRG) and coupled cluster with singles and doubles (CCSD). With the application of quasidegenerate perturbation theory (QDPT) or the equations-of-motion (EOM) method to the results of the previous two methods, we obtain addition and removal energies as well. Our results are benchmarked against full configuration interaction (FCI) and diffusion Monte Carlo (DMC) where available. We examine the rate of convergence and perform extrapolations to the infinite basis limit using a power-law model. 
I. INTRODUCTION
The behavior of strongly confined electrons is a major problem for many-body theory.
The prototypical system is that of quantum dots, also known as "artificial atoms", in which electrons are confined within artificially constructed semiconducting heterostructures. Such nanoscale systems are highly relevant as both theoretical models and experimental observations can readily probe quantum phenomena such as tunneling, entanglement, magnetization, and symmetry breaking [1] [2] [3] . Moreover, unlike many physical systems, quantum dots enjoy the benefit of being highly tunable through changes in the external field or the structure of the confining material. This allows experiments to quantify the impact of quantum effects at different levels of correlation.
The ground states of quantum dots exhibit shell structures and magic numbers similar to those of atoms and nuclei 4 . Thus, they provide a rare opportunity to study electronic systems without the influence of atomic nuclei. They also provide a testbed for the development of many-body methods for other systems with similar geometry, such as nuclei or neutron drops 5 .
Beyond their theoretical relevance, there are numerous potential applications of quantum dots. The electrical and optical properties of quantum dots are particularly useful for solar cells 6, 7 and laser technology 8, 9 . They have potential medical applications in diagnosis and treatment 10 . And of course, quantum dots are also promising candidates for the physical realization of quantum computing 11 .
In general, quantum dot systems are not analytically solvable, with the exception of two-electron systems or systems with specific strengths of the external field 12, 13 . Hence, in practical applications one can only hope for a numerical solution through some many-body method or a combination thereof.
One of the most accurate techniques for solving many-body systems is that of exact diagonalization, also known as the full configuration interaction method. Unlike most methods, it is assured to converge to the exact answer as the size of the finite basis is increased to infinity (the so-called infinite-basis limit). Despite this significant advantage, it is often not possible to perform exact diagonalization due to its factorially increasing cost with respect to the basis size and the number of particles. This led to the development of more cost-effective methods that trade varying amounts of accuracy for varying amounts of speed.
In this paper, we analyze the application of several methods to the quantum dot systems, including the Hartree-Fock (HF) method 14, 15 , Møller-Plesset (MP) perturbation theory 16 , the in-medium similarity renormalization group (IM-SRG) method 17 , coupled cluster (CC) theory [18] [19] [20] , quasidegenerate perturbation theory (QDPT) 21, 22 , and equations-of-motion (EOM) methods [23] [24] [25] . We compare them against variational and diffusion Monte Carlo (VMC and DMC) 20, [26] [27] [28] and full configuration interaction (FCI) theory [29] [30] [31] [32] [33] results, where available, from existing literature.
Of these methods, IM-SRG is a recently developed technique that has shown significant promises. Similarity renormalization group (SRG) methods 34, 35 are a family of methods that transform the Hamiltonian into a band-or block-diagonal form through a continuous sequence of unitary transformations. The goal of such a transformation is to reduce the coupling between a subspace of interest -such as the ground state or a set of low-lying states -and the remaining Hilbert space. It has successfully been applied to systems with various underlying potentials to calculate their binding energy and other observables, especially in nuclear theory [36] [37] [38] . The in-medium SRG (IM-SRG) method adapts the SRG approach to evolve Hamiltonians in a truncated Fock space that is centered around an approximate reference state rather than the physical vacuum, which substantially reduces the importance of the computationally costly higher-body operators.
This article is organized as follows: Section II introduces first (II A) the Hamiltonian and basis we use to model circular quantum dots, and gives afterwards an overview of the ab initio many-body methods used in this paper: HF, IM-SRG, CCSD, QDPT, EOM. Our results are presented in Section III. We analyze and compare the differences between the various methods and also between different quantum dot systems. We examine the utility of extrapolation techniques in improving the precision of our results. Section IV concludes our work and gives perspectives for future work.
II. FORMALISM A. The model Hamiltonian
We shall model the circular quantum dot system as a collection of N nonrelativistic electrons of mass m in two-dimensional space, trapped by an external harmonic-oscillator potential of the form mω 2 r 2 /2, where ω is its angular frequency and r is the radial distance from the center. The electrons interact with each other through the standard Coulomb interaction e 2 /(4π R), where e is the electron charge, is the permittivity of the medium, and R is the distance between the two interacting electrons.
For simplicity, we will use atomic units, choosen such that ≡ m ≡ e ≡ 4π ≡ 1, reducing the parameters of the system from (N, m, ω, e, ) to just (N, ω). Hence, all energies and frequencies are presented in hartrees and hartrees per respectively.
In these units, the many-body problem is described by the Hamiltonian
whereĤ 1 andĤ 2 are its one-and two-body parts respectively and, for the α-th particle,r α is its position operator andĥ α is its single-particle harmonic-oscillator Hamiltonian,
The noninteracting HamiltonianĤ 1 can be solved as N independent single-particle problems involvingĥ with easy analytic solutions in Cartesian form. However, to exploit circular symmetry, we use instead the Fock-Darwin states F nm , which favor polar coordinates r = (ρ, ϕ) and conserve orbital angular momentumL z ≡ −i ∂ ∂ϕ
. They are defined as
where
n denotes the generalized Laguerre polynomial 40 of degree n and parameter α,
The states are distinguished by two quantum numbers: the principal quantum number n, a nonnegative integer related to the degree of the Laguerre polynomial, and the orbital angular momentum projection m , the integer eigenvalue ofL z .
Single-particle states of spin-
electrons also contain a spin component, where
is the spin projection quantum number and δ is the Kronecker delta.
The energy of each single-particle state |nm m s is given by
They are degenerate with respect to both spin projection m s and shell index k,
which labels each shell from zero. The shell structure is illustrated in Fig. 1 
where the quantities p|Ĥ 1 |q and pq|Ĥ 2 |rs are referred to as matrix elements and fully characterize the two operators in the basis. Specifically, pq|Ĥ 2 |rs are antisymmetrized matrix elements, which should not to be confused with the (non-antisymmetric) interaction integral,
where for the standard Coulomb interaction we would have V (r, r ) = 1/|r − r |. In practice, antisymmetrized matrix elements are often computed from interaction integrals by antisymmetrization, pq|Ĥ 2 |rs = v pqrs − v pqsr .
We now discuss the various techniques we use to solve the interacting many-body problem.
The principal difficulty stems from the fact that, due to the presence of interactions, the exact solution is in general not a single Slater determinant built from the single-particle states. However, for closed-shell systems, if we assume the interaction alters the behavior of the system only mildly, we can use a Slater determinant of the noninteracting system as a starting point and apply various methods to improve the accuracy of the solution. The single-particle states ofĤ 1 serve as the single-particle basis of the many-body methods that we shall describe.
B. Hartree-Fock method
One of the simplest corrections is that of the Hartree-Fock (HF) method, also known as the self-consistent field (SCF) method. Using the variational principle, one can obtain an approximate ground state of a closed-shell system by minimizing the energy expectation value E Φ with respect to some Slater determinant |Φ in an unknown single-particle basis.
We shall denote each state |p in this unknown basis by a primed label p . We assume each unknown state |p is built from a linear combination of known basis states |p with an unknown unitary matrix of coefficients C pp .
The goal is to find the coefficients C pp that minimize the Hartree-Fock energy E Φ ,
Using the method of Lagrange multipliers, the minimization problem reduces to a nonlinear equation -the self-consistent Hartree-Fock equations:
where the Fock matrix F pq is defined as
and ε p is a vector of Lagrange multipliers. The Coulomb and exchange terms are both contained in the second term of Eq. (12) due to the use of antisymmetrized matrix elements.
Besides trivial cases, the HF equation is generally solved numerically using an iterative algorithm that alternates between the use of Eq. (12) HF does not provide an exact solution to problems where multi-particle correlations are present even if the single-particle basis is not truncated (infinite in size). The discrepancy between the HF energy and the exact ground state energy is often referred to as the correlation energy. The focus of post-HF methods such as IM-SRG or CC is to add corrections that recover parts of the correlation energy.
To make use of the HF solution as the reference state for post-HF calculations, we transform the matrix elements via Eqs. (9) and (10) . In effect, this means we are no longer operating within the harmonic oscillator single-particle basis, but rather a HF-optimized single-particle basis. However, we will omit the prime symbols as the post-HF methods are generally basis-agnostic.
C. The IM-SRG method 
where U (s) is a unitary operator that describes the product of all such transformations since s = 0. Taking the derivative with respect to s, we obtain:
If we define an operatorη(s) asη
we find that it is antihermitian as a result of the unitarity ofÛ (s):
From this property we can derive a differential equation known as the SRG flow equation:
This equation allowsĤ(s) to be evaluated without explicitly constructing the full transformationÛ (s). The focus is instead shifted to the operatorη(s), the generator of the transformation. Whenη(s) is multiplicatively integrated (product integral ), the full unitary
where s i ≡ i∆s, n ≡ s /∆s , and x denotes the floor of x. This is the formal solution to the linear differential equation Eq. (13) . The product integral in Eq. (15) may also be reinterpreted as s-ordering 47 in analogy to time-ordering from quantum field theory.
The power of SRG methods lies in the flexibility of the generatorη, which is usually chosen in an s-dependent manner. In particular, it is often dependent on the evolving Hamiltonian H(s). The operatorη determines which parts of the Hamiltonian matrix would become suppressed by the evolution, which are usually considered "off-diagonal" in an abstract sense. The "off-diagonal" parts could be elements far away from the matrix diagonal, in which case the evolution drives the matrix towards a band-diagonal form. Or, the "offdiagonal" parts could be elements that couple the ground state from the excited state, in which case the evolution drives the matrix towards a block-diagonal form that isolates the ground state. Or, the "off-diagonal" could be literally the elements that do not lie on the diagonal, in which case the evolution would simply diagonalize the Hamiltonian. Through different choices ofη, the SRG evolution can be controlled and adapted to the features of a particular problem.
Evolving the flow equation in medium
The SRG flow equation Eq. (14) 
The colons in :â † pâq : and :â † pâ † qâsâr : denote strings of creation and annihilation operators normal-ordered with respect to |Φ .
If Φ is a state optimized by the HF method, then H ∅ is simply the HF energy E Φ in Eq. (8) and H pq is the Fock matrix F pq in Eq. (12) . The operatorĤ in Eq. (16) is completely equivalent toĤ in Eq. (6). The only difference is that the meaning of a "k-body" operator has been redefined with respect to |Φ rather than the vacuum state | , causing matrix elements to be reshuffled among the the k-body components. This makes a critical difference when operator expressions are truncated, i.e. higher-body operators discarded from the computation for efficiency reasons. By normal-ordering with respect to an approximate state |Φ , we reshuffle higher-body contributions into the lower-body terms, significantly reducing the importance of the higher-body operators.
Higher-body operators arise from integrating the flow equations of Eq. (14), which is one of the major challenges of the SRG method. With each evaluation of the commutator, the Hamiltonian gains terms of higher order, and these induced contributions will in subsequent integration steps feed back into terms of lower order. Thus, the higher-body contributions are not irrelevant to the final solution even if only the ground state energy (zero-body component) is of interest.
Computationally, higher-body terms rapidly become unfeasible to handle: the amount of memory required to store a k-body operator grows exponentially with k. Moreover, the flow equations are capable of generating an infinite number of higher-body terms as the Hamiltonian evolves. Thus, to make the method tractable, the IM-SRG flow equations must be closed by truncating the equations to a finite order.
In this paper, we truncate bothĤ andη at the two-body level, leading to an approach known as IM-SRG(2). This normal-ordered two-body approximation appears to be sufficient in many cases and has yielded excellent results for several nuclei 17, 49, 50 . The IM-SRG (2) ground state energy is third-order exact, with the most prominent error terms corresponding Despite the fortuitous result, the cancellation is nonetheless accidental. A more controlled restoration of the missing error terms can be performed perturbatively. In Ref. 51 , the difference between IM-SRG(2) and perturbative approximations to IM-SRG(3) was investigated in nuclei, the homogeneous electron gas, and several molecules. In nuclei, differences in binding energies were typically on the order of hundreds of keV, whereas the binding energies themselves are on the order of 8 MeV per nucleon. This is within the tolerances prescribed by the accuracy of contemporary inter-nucleon interactions. For electronic systems, the differences were typically less than a few millihartrees.
Note that the loss of three-and higher-body terms (operator truncation) is only one out of the two sources of error in this method. The other source of error is due to the basis truncation, a concern for any approach that relies on a finite single-particle basis, including HF, IM-SRG, CC, and many others. This second source of error can be reduced by increasing the size of the basis at the expense of greater computational effort, albeit the cost increases much less rapidly in this direction. The CPU cost of IM-SRG methods is polynomial with respect to N b , the number of states in the single-particle basis. For IM-SRG (2) where η pq and η pqrs respectively are its one-and two-body matrix elements normal ordered with respect to Φ, subject to the antihermittivity constraint.
By expanding the commutator in Eq. (14) and discarding the three-body term, we obtain the matrix-element form of the IM-SRG(2) flow equation:
The equations can be derived directly from the anticommutation relations of the creation and annihilation operators, but it is more convenient to use Wick's theorem 53 or, even more An accurate and robust ODE solver is required to solve Eq. (14) . In particular, the solver must be capable of handling the stiffness that often arises in such problems. For our numerical experiments, we used a high-order ODE solver algorithm by L. F. Shampine and M. K. Gordon 55 , which is a multistep method based on the implicit Adams predictorcorrector formulas. Its source code is freely available 56 .
With an appropriate choice of the generatorη, the evolved stateÛ (s)|Φ will gradually approach a more "diagonal" form. If the "diagonal" form decouples the ground state from the excited states, thenÛ (∞)|Φ would yield the exact ground state solution of the problem if no operator or basis truncations are made. In particular, H ∅ (∞) would be the exact ground state energy.
The original choice of generator suggested by Wegner 57 readŝ
whereĤ d denotes the "diagonal" part of the Hamiltonian andĤ −Ĥ d denotes the "offdiagonal" part. This is in the abstract sense described at the end of Section II C 1.
Sinceη
Wg is a commutator between two Hermitian operators, it is antihermitian as required for a generator. Additionally, it can be shown that the commutator has the property of suppressing off-diagonal matrix elements as the state evolves via the flow equation 45 , as we would like. Matrix elements "far" from the diagonal -i.e. where the Hamiltonian couples states with large energy differences -are suppressed much faster than those "close" to the diagonal.
There exist several other generators in literature. The White generator is explicitly constructed in the following way 49, 58 . Let
and the Epstein-Nesbet energy denominators∆ 41 are defined as
It is also possible 17 to use ∆ (also defined above), the same energy denominators from
Møller-Plesset perturbation theory, which leads to a slightly different variant of the White generator. For our calculations, we use exclusively Epstein-Nesbet denominators.
Compared to the Wegner generator, where the derivatives of the final flow equations contain cubes of the Hamiltonian matrix elements (i.e. each term contains a product of 3 one-body and/or two-body matrix elements), the elements in White generators contribute only linearly. This reduces the stiffness in the differential equation, providing a net increase in computational efficiency as stiff ODE solvers tend to be slower and consume more memory.
Lastly, we note that from the above discussion it is clear that the IM-SRG is closely related to several other well-known methods of quantum chemistry such as coupled cluster theory 41 , canonical transformation theory 58, 59 , the irreducible (or anti-Hermitian) contracted Schrödinger equation approach 60, 61 , and the driven similarity renormalization group method 62 . We refer the reader to Ref. 63 for a discussion of similarities with and differences from these approaches.
D. Coupled cluster theory
Coupled cluster (CC) theory is based on expressing the N -particle correlated wave function |Ψ using the exponential ansatz,
where |Φ is the reference state as before. The cluster operatorT ≡T 1 +T 2 + · · · +T N , is composed of k-particle k-hole excitation operators,T k ,
where the unknown matrix elements, t a 1 ...a k i 1 ...i k , are known as cluster amplitudes 41 .
Using the CC ansatz, the Schrödinger equation,
can be rewritten by left-multiplying by Φ| e −T as,
where we define a coupled cluster effective Hamiltonian,
in which the wave operator, eT , acts as a similarity transform on the Hamiltonian in the same way thatÛ (s) acts to transform the Hamiltonian in SRG methods. An important difference, however, is that the wave operator in CC, which contains no de-excitations, is not unitary, and thusH is not Hermitian.
The effective Hamiltonian in Eq. (26) can be rewritten with commutators according to the Baker-Campbell-Hausdorff expansion as,
which terminates at four-nested commutators due to the two-body nature of the interaction. Like with IM-SRG, this commutator expression ensures that CC is size-extensive and contains only connected terms. In addition, becauseT is an excitation operator, terms of the formTĤ are disconnected and thus vanish 41 . Therefore the CC effective Hamiltonian can be further reduced toH
where the subscript "c" indicates that only connected terms are used.
0-body

1-body
2-body Lines connected toT are always directed upward because they represent an excitation operator while the directions of external lines connected toĤ 2 are unconstrained.
In practice, the cluster operatorT must be truncated for calculations to be computationally feasible. In this work, we use only single and double excitations,
This is known as coupled cluster with singles and doubles (CCSD), with an asymptotic computational cost that scales like IM-SRG(2). This truncation has been successfully applied to many problems in quantum chemistry 64 and nuclear physics 65 . In addition, we also truncate the three-body effective Hamiltonian terms that are induced by the similarity transformation. Fig. 3 shows the diagrammatic representation of Eq. (27) in CCSD. 
Φ|:â † iâ † jâ bâa :H CC |Φ = 0.
After the Fock matrix has been diagonalized, the diagonal components of Eq. (28) can be separated and, after expanding the exponent in Eq. (27) , the non-vanishing terms of the CCSD amplitude equations become, 
E. Quasigenerate perturbation theory
The IM-SRG method provides a means to calculate the ground state energy of any system that is reasonably approximated by a single Slater determinant. This works well for closedshell systems, but it does not provide a direct means to obtain the ground state energy of open-shell systems. While there exist more complicated multi-reference approaches to IM-SRG that seek to tackle the general problem 17 , we opted to use a perturbative approach, which is simple, inexpensive, and as we shall see from the results, quite effective for many problems.
Quasidegenerate perturbation theory (QDPT) is an extension to the traditional perturbation theory framework that incorporates multiple reference states. It provides us with a simple means to extract ground state energies of open-shell systems that are only a few particles away from a closed-shell system. In particular, it allows us to calculate addition energies ε a and removal energies ε i of such systems, which we define as:
where i is restricted to labels of occupied states, a is restricted to labels of unoccupied states, 
The statesΨ There is some freedom in the choice of the wave operatorΩ. We assume it has the following form:Ω =P +QΩP , 
defines the resolvent andP u is the projection operator that projects any state onto Ψ o u . As is standard in perturbation theory, we now assumeΩ can be expanded as a series of terms of increasing order, as quantified by the power of the
This leads to a recursion relation ofΩ that enablesΩ to be calculated up to any order, at least in principle. Up to third order, we have: To make the equations more concrete, we further assume that each reference state
e. each reference state is simply a Slater determinant constructed by adding or removing a single particle u to a closed-shell reference state Φ, which itself may have been obtained earlier from HF and/or IM-SRG. Thus, the number of reference states for QDPT is equal to the number of particles in either the lowest unfilled shell or the highest filled shell of |Φ , depending on whether we are considering addition or removal energies.
We can then express the perturbation expansion in terms of summations over matrix elements as we did for the IM-SRG flow equation, again with the aid of Wick's theorem or diagrammatic techniques. This leads to the following expression for the second-order correction:
where the Møller-Plesset denominators ∆ are defined in Eq. (23) . The above expression is depicted in Fig. 4 . Since there are numerous terms in the third-order correction ε
p , they are listed in diagrammatic form in Fig. 4 . We will refer to QDPT to third order as "QDPT3".
Taking into account the perturbation corrections, one can extract reasonably accurate addition and removal energies for single-particle states near the Fermi level via: There is some degree of synergy between IM-SRG and QDPT: a generator that decouples the ground state energy will necessarily drive certain classes of matrix elements to zero. This means certain kinds of vertices in the diagrams become forbidden, reducing the number of nonzero diagrams at third order from 18 to only four.
F. Equations-of-motion methods
Particle attached and particle removed equations-of-motion (EOM) methods can be coupled with either IM-SRG or CC calculations. The principal idea is that one may construct a ladder operatorX that promotes the N -particle ground state to any state in the N + 1 or N − 1 spectrum,
whereX is in principle a linear combination of excitation (+) and de-excitation (−) operators that change particle number by one,
Here, x 
Substitution of Eq. (34) into the energy eigenvalue problem
which constitutes a generalized eigenvalue problem for the amplitudes x, where ε 
Equations-of-motion IM-SRG
After a single-reference ground state IM-SRG calculation, the Hamiltonian has been rotated such that the reference state is an eigenfunction with corresponding eigenvalue E
0 , which is the correlated N -particle ground state energy. The EOM equation is therefore
where bars denote rotated operators. Now the reference state is used in place of the bare correlated ground state. The ground state IM-SRG procedure has implicitly re-summed contributions from higher order excitations (3-particle-2-hole, 2-particle-3-hole, 2-particle-3-hole, 4-particle-3-hole, . . . ) into the lower order amplitudes of the ladder operators (1-particle-0-hole, 0-particle-1-hole, 2-particle-1-hole, 1-particle-2-hole).
Despite these gains, the EOM calculation is still a partial diagonalization method, limited by the truncation to 2-particle-1-hole and 1-particle-2-hole operators. We expect N + 1 (or N − 1) states to be described appropriately by EOM-IM-SRG if their wavefunctions are dominated by 1-particle-0-hole (or 0-particle-1-hole) contributions in the rotated frame. We use partial norms of the EOM ladder operators to estimate these contributions:
Large single particle partial norms indicate that the EOM truncation is reasonable for the relevant state. States with lower single particle norms should be treated with a higher EOM approximation, which can be accomplished directly or perturbatively 66 .
Equations-of-motion coupled cluster theory
Like EOM-IM-SRG, the equations-of-motion technique can be applied after a CC groundstate calculation, by using the CC effective Hamiltonian. Here, the non-Hermitian nature of In this paper, because the effective Hamiltonian is real, the corresponding left-and righteigenvalues are equal. In addition, while the the left-and right-eigenvectors are generally not equivalent, the differences in their single-particle Eq. (39) or single-hole Eq. (40) natures are, in practice, not significant. Therefore, only the right-eigenvectors are used in this paper.
III. RESULTS
A. Methodology
There is significant flexibility in the application of many-body methods. The approaches we use are shown in Fig. 5 . Applying the methods in this order maximizes the benefits of each method: HF acts as an initial, crude procedure to "soften" the Hamiltonian, followed by IM-SRG or CC to refine the ground state energy, and then finally QDPT or EOM to refine the addition and removal energies. We expect single-reference IM-SRG and CC to recover a substantial part of the dynamical correlations, while QDPT and EOM help account for static correlations.
The general process begins with the input matrix elements Eq. (7), computed exactly using the OpenFCI software library 32 . Internally, OpenFCI calculates the interaction integrals in the center-of-mass frame using Gauss-Hermite quadrature and transforms them back into the laboratory frame to produce matrix elements suitable for use in our many-body methods.
In principle, one could also compute Eq. (7) analytically 67 , but the computational cost of the analytic expression grows much more rapidly than OpenFCI's quadrature-based approach.
Afterward, there are several paths through which one can traverse It is possible to omit some steps of the process. For example, one can omit HF, but continue with the remaining two steps. While this is doable, from our experience HF significantly improves the results of the later post-HF methods at very low cost compared to the post-HF methods. Therefore, in practice there is little reason to omit HF. We will however investigate the effects of removing one or more of the post-HF methods.
Since every calculation in this paper begins with the HF stage, we will not explicitly state "HF" unless there is no post-HF method used at all, in which case we write "HF only".
All calculations of ground state energy E N in this paper are restricted to cases where the number of particles N is a magic number, i.e. a closed shell system (see Fig. 1 for an illustration of the shell structure). This is a limitation of the many-body methods used in this paper and while there are ways to overcome this limit they are beyond the scope of this paper (see Section IV for some ideas). Addition/removal energies ε (±) are similarly restricted in that we only calculate the energy difference between E N of a closed shell system and E N ±1 of the same system but with one particle added/removed:
Ideally, ground state energies should be characterized entirely by the two system parameters (N, ω), where N is number of particles and ω is the oscillator frequency. However, the methods that we study are limited to a finite (truncated) basis and the results depend on the level of truncation. This is characterized by K, the total number of shells in the single-particle basis. Thus, results are generally presented as a graph plotted against K. In Section III D we discuss how to estimate results as K → ∞ (infinite-basis limit) through extrapolations.
The addition and removal energies are similar, but they require an additional parameter:
the total orbital angular momentum M , defined as the sum of the m of each particle. This is due to the presence of multiple states with near-degenerate energies. For this paper, we will consider exclusively the addition/removal energies with the lowest |M | subject to the 
B. Comparison between methods
Ground state energy
Fig . 6 and Table I display a selection of ground state energies calculated using HF + IM-SRG(2) and HF + CCSD as described in Section III A. We include results from Møller-Plesset perturbation theory to second order (MP2), DMC 68 , and FCI 29 (see Table II ) for comparison where available.
We do not include results from "HF only" to avoid overshadowing the comparatively smaller differences between the non-HF results in the plots. Some HF results can be found in Fig. 9 instead. Generally, the HF ground state energies differ from the non-HF ones by a few to several percent, whereas non-HF energies tend to differ from each other by less than a percent.
With respect to the number of shells, both IM-SRG(2) and CCSD appear to converge slightly faster than second order perturbation theory (MP2), mainly due to the presence of higher order corrections in IM-SRG(2) and CCSD. There are a few cases where the IM-SRG over-corrects the result, leading to an energy lower than the quasi-exact DMC results. This is not unexpected given that, unlike the HF results, the IM-SRG method is non-variational in the presence of operator truncations, which in turn results in small unitarity violations. This over-correction tends to occur when the frequency is low (high correlation), or when few particles are involved. 
Addition and removal energies
The results of our addition and removal energy calculations are summarized in Fig. 7 and Fig. 8 respectively. The figures show the the addition/removal energies for using the approaches mentioned in Section III A. Where available, results from diffusion Monte Carlo (DMC) 20 are shown as a dashed line.
As before, we do not include results from "HF only" in these plots as they are significantly further from the rest. Analogously, we also exclude results from pure IM-SRG (i.e. without QDPT nor EOM) or pure CCSD, as QDPT or EOM both add significant contributions to addition and removal energies. Some HF only and pure IM-SRG results can be seen in Fig.   9 .
There is strong agreement between IM-SRG(2) + QDPT3 and IM-SRG(2) + EOM2 in many cases, and slightly weaker agreement between the IM-SRG and CCSD families. This suggests that the EOM2 corrections are largely accounted for by the inexpensive QDPT3 method. However, in some cases, most notably with few particles and high correlations (low frequency), the IM-SRG(2) + QDPT3 result differs significantly from both IM-SRG(2) + EOM2 and CCSD + EOM2. 
C. Rate of convergence
To analyze the rate of convergence more quantitatively, we define ρ K as the relative backward difference of the energy (relative slope):
The denominator allows the quantity to be meaningfully compared between different systems. We expect this quantity to become increasingly small as the calculations converge towards the complete basis set limit. In Fig. 10 , we plot the ρ 15 for IM-SRG(2) + QDPT3. The many-body methods were tested against a modified Coulomb-like interaction, parametrized by two lengths σ A and σ B that characterize the range of the interaction: we considered the following four combinations of (σ A , σ B ): (0, ∞), (
, 4).
Reducing the short-range part of the interaction appears improves the rate of convergence substantially. Many of the cases have reached the precision of the ODE solver (10 −5 to 10 −6 ).
In contrast, eliminating the long-range part of the interaction had very little effect. This suggests that the main cause of the slow convergence lies in the highly repulsive, shortranged part of the interaction, which leads to the presence of nondifferentiable cusps (the so-called Coulomb cusps) in the exact wave functions that are difficult to reproduce exactly using linear combinations of the smooth harmonic oscillator wave functions.
The convergence is negatively impacted at lower frequencies and, to a lesser extent, by the increased number of particles. Both are expected: lower frequencies increase the correlation in the system, while higher number of particles naturally require more shells to converge.
In general, there does not appear to be any difference between the convergence behavior of addition energies as compared to that of removal energies.
D. Extrapolation
To reduce errors from the basis set truncation, one can either use explicitly correlated R12/F12 methods that account for the correct cusp behavior in many-electron wave functions [69] [70] [71] , or one can use basis extrapolation techniques. In the present work, we focus on the latter. As derived by Kvaal 72, 73 , the asymptotic convergence of quantum dot observables in a finite harmonic oscillator basis can be approximately described by a power law model:
where ∆E is the difference between the finite-basis result and the infinite-basis result, K is the number of shells in the single-particle basis, and β is some positive real exponent. The smoothness of the exact wave function determines the rate of the convergence: the more times the exact wave function can be differentiated, the higher the exponent β.
We note that this model was derived under the assumption that all correlations are included in the calculation (i.e. FCI), thus we are making an assumption that our selection of methods approximately obey the same behavior. The validity of this assumption will be assessed at the end of this section.
In general, the exponent β cannot be determined a priori, thus we will empirically compute β by fitting the following model through our data:
As a nonlinear curve fit, it can be quite sensitive to the initial parameters. Therefore, good guesses of the parameters are necessary to obtain a sensible result. For this, we first fit a linear model of log |∂E/∂K| against log K:
This is useful because linear fits are very robust and will often converge even if the initial parameters are far from their final values. It also provides a means to visually assess the quality of the fit. The derivative is approximated using the central difference:
The process of numerically calculating the derivative can amplify the noise in the data and distorts the weights of the data points. Moreover, it does not provide a means to compute γ, the extrapolated energy. Thus a second accurate nonlinear curve fit is necessary.
The parameters α and β are extracted from the linear fit and used as inputs for a powerlaw fit of E against K. It is necessary to estimate the infinite-basis energy γ as well, which is done by fitting Eq. (42) while the parameters α and β are fixed to the initial guesses.
The fixing ensures that the fit is still linear in nature and thus highly likely to converge. perturb the result too much, whereas if the range is too small, there would be more noise and less confidence in whether the trend is legitimate rather than accidental. Empirically, we chose to fit the last 5 points of our available data. The results are shown in Tables V,   VI , and VII. A specific example of the fit is shown in Fig. 11 The LM fitting procedure also computes uncertainties for the parameters from an approximate Hessian of the model function. It is therefore tempting to use the uncertainty of the fit to quantify the uncertainty of the extrapolated energy. We certainly would not expect this to account for the error due to the operator truncation, but how accurately does it quantify the discrepancy of our extrapolated result from the true infinite-basis energy?
We investigated this idea by performing a fit over all possible 5-point fit ranges [K stop − 4, K stop ]. By comparing the extrapolated results at varying values of K stop with the extrapolated result at the highest possible K stop and treating the latter as the "true" infinite-basis result, we can statistically assess whether the fit uncertainties are a good measure of the discrepancy from the true infinite-basis result. Our results show a somewhat bimodal distribution: when the relative fit uncertainty is higher than 10 −3.5 , the fit uncertainty quantifies the discrepancy well; otherwise, the fit uncertainty underestimates the discrepancy by a factor of 10 or less.
Unlike the other methods, HF energies are somewhat unusual in that they generally do not conform to the power-law model. In fact, the plots indicate an exponential convergence with respect to the number of shells, which has also been observed in molecular systems.
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We surmise that HF is insensitive to the Coulomb cusp.
Nonetheless, despite the poor fits that often arise, the extrapolated energies are often quite good for HF. This is likely due to its rapid convergence, which leaves very little degree of freedom even for a poorly chosen model. Moreover, we found that the fit uncertainties of the energy are fairly good measures of the true discrepancy.
Not all fits yield a positive value of β for addition and removal energies, which suggests that the data points do not converge, or require a very high number of shells to converge.
This affects exclusively IM-SRG(2) + QDPT3 for systems with few particles and low frequencies, indicating that perturbation theory is inadequate for such systems.
IV. CONCLUSIONS
We have demonstrated calculations of ground state, addition, and removal energies of two-dimensional circular quantum dots using a variety of many-body methods: ranging from the basic HF method, to more sophisticated combinations of IM-SRG, CC, QDPT and/or EOM. Many closed-shell quantum dot systems have been explored, ranging from 2 to 56 particles and frequencies between 0.1 and 1.0. All such results show good agreement with one another.
We note that the HF + IM-SRG + QDPT combination provides a reasonable moderatecost approach to the calculation of addition and removal energies for many systems in comparison to the somewhat more expensive and complicated EOM calculations. Both IM-SRG and CC are reasonably accurate compared to the near-exact but factorial-cost FCI method, allowing exploration of much higher number of particles than would otherwise be possible. EOM-IM-SRG does have more flexibility over perturbative approaches: in particular, it could be more readily used to construct excited states 66 , which is more difficult for methods such as DMC.
There are several directions in which the calculations may be improved. One can attempt to improve the IM-SRG approximation by incorporating some of the missing higher-body terms in the commutator. This would also provide some insight into the rate of convergence with respect to the operator truncation, providing a sense of how large the truncation error is. While a full 3-body treatment of IM-SRG would be extremely costly, it is possible implicitly track for a portion of the induced 3-body forces by computing certain diagrams that are either lower cost or could be approximated at lower cost 17 .
The application of IM-SRG eliminates a large number of the QDPT diagrams of Fig. 4 , which is beneficial as it increases the efficiency of the QDPT calculations. Thus it may be more feasible to perform higher orders of QDPT on IM-SRG evolved Hamiltonians. Moreover, the remaining diagrams at third order can be eliminated through infinite resummation techniques, which would incorporate higher order terms and therefore further increase the accuracy of the result.
We note that this calculation was done entirely using the traditional approach of using a high-order ODE solver to solve the flow equation. A new technique developed by Morris et al. 79 uses an alternative approach based on the Magnus expansion that obviates the need for a high-order ODE solver, leading to much more efficient computations and also allowing operators of other observables to be evolved at lower cost, which presents a significant advantage over CC methods. Implementing this approach would allows us to study the accuracy and convergence of other possibly more sensitive observables.
The IM-SRG method can be extended to support multiple reference states (multireference IM-SRG or simply MR-IM-SRG) 80,81 through the generalized normal ordering formalisms 82 , which opens the possibility of calculating quantum systems that are far from the magic numbers (open-shell systems). This is a territory that few many-body methods can tackle and is one of the major strengths of the IM-SRG approach.
By transforming of the operator-SRG rather than the wave function, IM-SRG is more amenable to the construction of softened effective interactions than CC 17 . Such interactions can be used to lower the cost of other methods such as full configuration interaction theory.
Implementation-wise, our current code constructs the two-particle states as simple Slater determinants of their one-particle states. This approach is often referred to as m-scheme in nuclear physics. It is straightforward to implement and works well for general systems, but it fails to exploit all the symmetries in the quantum dot system: not only is spin projection S z conserved, the Casimir operatorŜ 2 is as well. A more efficient approach is to couple the spins of the single-particle states to form two-particle states with goodŜ 2 , an approach analogous to j-scheme in nuclear physics. A combination of this with the Wigner-Eckart theorem could reduce the computational cost significantly, albeit at the cost of increased implementation complexity.
We hope to apply these theoretical and technical enhancements not only to the study of quantum dots, but to studies of nuclear and atomic systems, opening up an even greater range of applications.
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