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Due to geometric complexity, each structural component is ﬁrst discretized by applying the ﬁnite ele-
ment method. Frequently, this leads to models with a quite large number of degrees of freedom. In addi-
tion, the composite system may also possess nonlinear properties. The method applied overcomes these
difﬁculties by imposing a multi-level substructuring procedure, based on the sparsity pattern of the stiff-
ness matrix. This is necessary, since the number of the resulting equations of motion can be so high that
the classical coordinate reduction methods become inefﬁcient to apply. As a result, the original dimen-
sion of the complete system is substantially reduced. Subsequently, this allows the application of numer-
ical methods which are efﬁcient for predicting response of small scale systems. In particular, a systematic
method is applied next, leading to direct determination of periodic steady state response of nonlinear
models subjected to periodic excitation. An appropriate continuation scheme is also applied, leading to
evaluation of complete branches of periodic solutions. In addition, the stability properties of the located
motions are also determined. Finally, respresentative sets of numerical results are presented for an inter-
nal combustion car engine and a complete city bus model. Where possible, the accuracy and validity of
the applied methodology is veriﬁed by comparison with results obtained for the original models. More-
over, emphasis is placed in comparing results obtained by employing the nonlinear or the corresponding
linearized models.
 2009 Elsevier Ltd. All rights reserved.1. Introduction
There are many occasions in engineering practice, where there
is a strong interest in determining and studying the long term
behavior of a structural or mechanical system, which is subjected
to periodic excitation. In such cases, the main interest lies mostly
in locating and investigating periodic steady state response. A typ-
ical example is the production of response spectra, which are used
in order to detect structural or acoustical resonances (Craig, 1981;
Kropp and Heiserer, 2003) or to predict fatigue failure of critical
structural parts (Lutes and Sarkani, 1997; Benasciutti and Tavo,
2005). When the dynamical system resulting after the modeling
possesses linear characteristics, there are standard methods that
can lead to this information (Rao, 1990). In cases where the dimen-
sion of the models considered becomes excessive, due to the many
geometrical details that need to be included in order to cover crit-
ical design needs, the volume of the calculations can become pro-
hibitive quite frequently. In such cases, application of appropriate
dimension reduction methods in either the time or the frequency
domain becomes necessary (Craig, 1981; Cuppens et al., 2000).ll rights reserved.However, more difﬁculties arise when nonlinearities are present.
In particular, for small scale nonlinear systems subjected to peri-
odic external excitation there is a lot of analytical and numerical
work referring to their long term response (Doedel, 1986; Nayfeh
and Balachandran, 1995). Among other things, it is well known
by now that these systems can exhibit many types of periodic
motion as well as more complex behavior, including quasi-periodic
and chaotic response. On the other hand, little is still available on
capturing long term dynamics for large scale nonlinear systems
(Fey et al., 1996; Verros and Natsiavas, 2002).
The main objective of the present work is to develop and apply
a systematic methodology leading to a direct determination of
periodic steady state response of periodically excited complex
mechanical systems. Here, the term complex refers to two charac-
teristic properties of the class of systems examined. The ﬁrst level
of complexity is related to the large number of the corresponding
equations of motion. In fact, the detailed geometrical discretization
of some of the structural substructures, based on the application of
the ﬁnite element method (Zienkiewicz, 1986), leads to a large
number of equations of motion. As a consequence, in many cases
it may not be feasible even to carry over the evaluation of the
dynamic quantities needed for the transformations leading to the
classical dimension reduction methods (Fey et al., 1996; Chen
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linearities associated with the system response. This poses severe
restrictions in the applicability of most of the available and com-
monly employed methods. On the positive side, a good feature of
the class of systems examined is that the nonlinear characteristics
are associated with a relatively small number of degrees of free-
dom of the class of dynamical systems examined.
Based on the localized nature of the nonlinear action, the basic
idea of this work is to ﬁrst reduce the dimension of all the linear
components of the structural system examined by applying an
appropriate coordinate transformation. In particular, the reduction
method applied is based on an automatic multi-level substructur-
ing (Bennighof et al., 2000; Bennighof and Lehoucq, 2004). Apart
from increasing the computational efﬁciency and speed, the reduc-
tion of the system dimensions makes amenable the subsequent
application of numerical techniques for determining the dynamic
response of complex systems, which are applicable and efﬁcient
for low order systems. For instance, this method has already been
applied successfully to the solution of the real eigenproblem and
the prediction of periodic response of large scale linear models
with nonclassical damping (Kim and Bennighof, 2006; Papalukopo-
ulos and Natsiavas, 2007), large order gyroscopic systems (Elssel
and Voss, 2006) and broadband vibro-acoustic simulations of vehi-
cle models (Kropp and Heiserer, 2003). In addition, the same meth-
od has also facilitated determination of the transient response of
large scale nonlinear models (Papalukopoulos and Natsiavas,
2007; Theodosiou and Natsiavas, 2009).
In the present work, the same multi-level substructuring meth-
od is coupled with an appropriate numerical procedure in order to
determine periodic steady state motions of the models examined,
resulting in response to periodic excitation in a direct manner
(Doedel, 1986). This coupling takes into account and exploits the
characteristics of the general class of mechanical systems consid-
ered. Moreover, a suitable method is also applied, based on classi-
cal Floquet theory and leading to determination of the stability
properties of the located periodic motions (Nayfeh and Mook,
1979). Finally, the methodology developed is complemented by a
continuation method, yielding complete branches of periodic mo-
tions over a speciﬁed frequency interval (Ragon et al., 2002). The
ﬁnal outcome is expected to provide valuable information and in-
sight to engineers dealing with the analysis and design of complex
mechanical systems.
The validity and effectiveness of the methodology developed is
illustrated and veriﬁed by presenting a selected set of numerical
results. More speciﬁcally, some typical results are presented ﬁrst
for a detailed ﬁnite element model of a crankshaft, belonging to
an internal combustion engine of a commercial car. Then, response
spectra for a quite involved city bus model are also determined and
presented. The results obtained are useful in assessing the dynamic
response of the mechanical systems examined. In both cases, par-
ticular emphasis is placed on identifying and evaluating effects
caused by the nonlinear action in the dynamics, in comparison
with similar predictions of the linear theory.
The organisation of this paper is as follows. First, the character-
istics of the class of mechanical models examined are presented in
the following section. Then, the basic steps of the methodology
developed, including both the application of the coordinate reduc-
tion and the direct determination of the periodic steady state
response, are summarised in the third and fourth section, respec-
tively. Next, the dynamic response of two example models sub-
jected to periodic external excitation is investigated. Where
possible, the accuracy and effectiveness of the present methodol-
ogy is established by comparison of results obtained for the
reduced and the corresponding complete dynamical models. The
work is completed by summarizing the highlights in the last
section.2. Class of mechanical models examined
Accurate prediction of the dynamic response of mechanical
systems requires frequently the development and examination of
geometrically detailed dynamical models. On the one hand, this
leads to a quite large set of equations of motion. The situation be-
comes more complicated when the systems are forced to operate
in conditions involving activation of nonlinear characteristics. On
the other hand, the information extracted from the systematic
prediction of the dynamic response is essential and valuable in per-
forming efﬁciently other useful studies, as well, related to fatigue,
acoustics, identiﬁcation, optimization and control of a system.
Typically, a complex mechanical system is composed of several
structural components. Based on strict design requirements on
accuracy, these components are usually discretized geometrically
by a relatively large number of ﬁnite elements (Bathe, 1982;
Hughes, 1987). In many cases, this gives rise to a dynamical system
with an excessive number of degrees of freedom. For all practical
purposes, the model of each mechanical substructure can be as-
sumed to possess linear properties. However, the elements con-
necting the system substructures are typically characterized by
strong nonlinear action. Taking all the above into account, the
equations of motion of the general class of dynamical systems con-
sidered in this work can be put in the compact matrix form
M
_
€xþ C
_
_xþ K
_
xþ p_ðx; _xÞ ¼ f
_
ðtÞ; ð1Þ
where all the unknown coordinates are included in the vector
xðtÞ ¼ ð x1 x2 . . . xn ÞT ;
whileM
_
; C
_
and K
_
are the mass, damping and stiffness matrix of the
system, respectively. These quantities include contribution from all
the structural components of the system. Moreover, the elements of
vector p
_ðx; _xÞ include the contribution of the nonlinear terms arising
from the action of the coupled dynamical system, while vector f
_
ðtÞ
represents the action arising from the external forcing.
Besides the large number of degrees of freedom, the level of dif-
ﬁculty in determining the dynamic response of the class of systems
examined increases considerably when nonlinearity effects be-
come important. However, an attractive feature of these systems
is that their nonlinearities usually appear mainly at a relatively
small number of places, involving a small portion of the degrees
of freedom. This makes possible the application of special tech-
niques, which are appropriate for systems with local nonlinearities.
Namely, for such systems it is possible to reduce signiﬁcantly the
number of the original degrees of freedom by applying suitable
coordinate reduction methods (Craig, 1981; Fey et al., 1996; Verros
and Natsiavas, 2002). Apart from increasing the computational efﬁ-
ciency and speed, the reduction of the system dimensions makes
amenable the application of several numerical techniques, which
are applicable and efﬁcient for low order dynamical systems.
The dimension of the class of systems examined in the present
work can be so high, that ordinary coordinate reduction methods
may not be numerically efﬁcient to apply. For this reason, a special
coordinate reduction method is applied instead (Bennighof et al.,
2000; Bennighof and Lehoucq, 2004), whose basic steps are pre-
sented in the following section. This reduction leads to a substan-
tial acceleration of the subsequent calculations. More speciﬁcally,
the emphasis of the present study is placed on locating periodic
steady state motions, when the mechanical models examined are
subjected to periodic external excitation.
In general, the long term response of a nonlinear dynamical sys-
tem to periodic excitation can be either regular (periodic or quasi-
periodic) or irregular (chaotic) (Nayfeh and Balachandran, 1995).
Typically, such motions are determined by a direct integration of
the equations of motion, starting from some selected set of initial
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such a method can possibly lead to determination of stable peri-
odic solutions only. Difﬁculties arise when unstable periodic
motions or many, periodic or nonperiodic, motions coexist for
the same set of technical parameters. As a consequence, this brute
force method can not create a global picture of the system reso-
nances and dynamics. In the present study, the emphasis is placed
on developing a systematic method leading to a direct determina-
tion of complete branches of periodic steady state motion, includ-
ing their stability properties. More details on this method are
presented in the fourth section.
3. Substructuring method
Besides the classical methods, which are available and have
been employed successfully in the past for reducing the original
number of degrees of freedom of a complex mechanical system,
a new class of coordinate reduction methods has also been devel-
oped recently, which presents certain computational advantages
(Kropp and Heiserer, 2003; Kim and Bennighof, 2006; Elssel and
Voss, 2006; Papalukopoulos and Natsiavas, 2007). The basic steps
of these methods are brieﬂy illustrated in this section.
First, the damping and nonlinear forces are neglected temporar-
ily from the equations of motion. Then, taking into account the
sparsity pattern of the stiffness matrix, the original set of equations
of motion of the system examined is reordered and split into a
number of mathematical substructures (Karypis and Kumar,
1995). As a result, the equations of motion for the ith substructure
alone appear in the following linear form:
Mi€xi þ Kixi ¼ f iðtÞ ð2Þ
At the same time, the displacement vector of the substructure con-
sidered is split in the form
xiðtÞ ¼
xðiÞI
xðiÞB
 !
;
where the vectors xðiÞI and x
ðiÞ
B include the so called internal and
boundary degrees of freedom of the ith substructure (Fey et al.,
1996). Then, Eq. (2) is partitioned accordingly and is put in the form
MðiÞII M
ðiÞ
IB
MðiÞBI M
ðiÞ
BB
" #
€xðiÞI
€xðiÞB
 !
þ K
ðiÞ
II K
ðiÞ
IB
KðiÞBI K
ðiÞ
BB
" #
xðiÞI
xðiÞB
 !
¼ f
ðiÞ
I ðtÞ
f ðiÞB ðtÞ
 !
:
Next, through a suitable coordinate transformation with form
xiðtÞ ¼ TiqiðtÞ; ð3Þ
the original set of equations (2) is replaced by a considerably smal-
ler set of ordinary differential equations, expressed in terms of the
generalized coordinates qi. More speciﬁcally, application of the Ritz
transformation (3) into the set of equations (2) yields the smaller
dimension set
Mi
_
€qi þ Ki
_
qi ¼ fi
_
ðtÞ; ð4Þ
where
Mi
_
¼ TTi MiTi; Ki
_
¼ TTi KiTi and fi
_
¼ TTi f i:
Following the classical Craig–Bampton approach, the ﬁrst columns
of the transformation matrix Ti are selected to coincide with a num-
ber of ﬁxed interface normal modes, complemented by a number of
static correction modes (Craig, 1981). Consequently, Eq. (3) can be
expanded in the form
xðiÞI
xðiÞB
 !
¼ Ui Wi
0 IðiÞBB
  gi
xðiÞB
 !
;where the columns of submatrix Ui are determined by solving the
eigenvalue problem
KðiÞII Ui ¼ MðiÞII UiKi ð5Þ
and include the modes corresponding to the lowest natural fre-
quencies of the component up to a speciﬁed level. The squares of
these frequencies are placed at the diagonal of the diagonal matrix
Ki. On the other hand, the columns of submatrixWi represent static
correction modes and are determined by solving the following sys-
tem of linear algebraic equations:
KðiÞII Wi ¼ KðiÞIB ; ð6Þ
while IðiÞBB is an identity matrix with appropriate dimension.
By applying an analogous treatment, a similar set of equations
of motion is obtained for all the components of the system. In fact,
the multi-level substructuring method applied is a generalization
of the classical Craig–Bampton method. Its main advantage is that
the order of the eigenvalue and linear problems, deﬁned by Eqs. (5)
and (6), is much smaller than the dimension of the original system.
For large order systems, this makes feasible and efﬁcient the calcu-
lation of the coordinate reduction transformation. In particular,
after performing the necessary algebra associated with the trans-
formation and synthesis stages, the linear undamped terms of
the equations of motion can eventually be put in the form
‘ ¼ M€qþ Kq f ðtÞ;
with
q ¼
g1
g2
..
.
xB
0
BBBBB@
1
CCCCCA; M ¼
I1 l1;2    l1;B
I2    l2;B
. .
. ..
.
sym MB;B
2
666664
3
777775 and
K ¼
K1 0    0
K2    0
. .
. ..
.
sym KB;B
2
66664
3
77775:
The upper part of the transformed stiffness matrix is diagonal,
while the corresponding diagonal blocks of the mass matrix are
occupied by identity matrices. Also, from the off diagonal blocks
of the mass matrix, only those involving coupling between the sub-
structures are nonzero. Finally, the last part of vector q, repre-
sented by xB, includes all the boundary degrees of freedom of the
system. The corresponding parts of the mass and stiffness matrix,
represented by MB,B and KB,B, respectively, are full. However, the
dimensions of these submatrices are usually much smaller than
the dimensions of matricesM and K, which in turn are much smal-
ler than the dimension of the mass and stiffness matrices of the
original system.
When damping effects are present, the transformed damping
matrix has a form similar to that of the transformed mass matrix.
However, the diagonal blocks are full and become diagonal only
when the corresponding substructure exhibits classical damping.
In practical applications, the deviation from classical damping is
caused frequently by the existence of a relatively small number
of discrete dampers. This situation has already been handled efﬁ-
ciently in previous work, by including the degrees of freedom in-
volved with these discrete dampers in the set of the boundary
degrees of freedom (Kim and Bennighof, 2006; Papalukopoulos
and Natsiavas, 2007). In a similar fashion, the set of the boundary
degrees of freedom xB is selected in this study so that it includes all
the interconnection points as well as the points where nonlinear
3568 C. Theodosiou et al. / International Journal of Solids and Structures 46 (2009) 3565–3576action is present. In this way, the exact nonlinear characteristics of
the system are preserved in the reduced system. This leads to sub-
stantial numerical improvements, which have already been dem-
onstrated in previous work on direct integration of mechanical
systems with smooth and nonsmooth characteristics (Papalukopo-
ulos and Natsiavas, 2007; Theodosiou and Natsiavas, 2009). There-
fore, after adding all these effects, the equations of motion can
eventually be cast in the general form expressed by
M€qþ C _qþ Kqþ pðq; _qÞ ¼ f ðtÞ; ð7Þ
As a consequence of the applied transformations, the order of
the ﬁnal set of the equations of motion is reduced substantially,
while maintaining numerical accuracy up to a suitably selected
forcing frequency level. Moreover, since the individual transforma-
tions are performed on many small dimensional systems instead of
one larger dimensional system, a drastic reduction in the computa-
tion time is achieved. Besides, this approach leads to other impor-
tant numerical beneﬁts, since it is associated with a much smaller
volume of data transfer and causes a tremendous reduction in the
computer memory required for the execution of the overall
computations. Finally, apart from increasing the computational
efﬁciency and speed, the reduction of the system dimensions
resulting after employing the multi-level substructuring process
described makes amenable the application of several numerical
techniques, which are efﬁcient for low order dynamical systems.
Here, this is exploited in accelerating the determination of periodic
motions of the complex mechanical models examined, resulting
from externally imposed periodic excitation, as explained in the
following section.
4. Direct determination of periodic steady state response
The drastic reduction of the original model dimension order
makes possible the application of special methods, which are
applicable for capturing periodic steady state motions of low order
systems (Doedel, 1986; Nayfeh and Balachandran, 1995). More-
over, the special coordinate reduction technique applied in the
present study makes amenable the application of these methods
to systems of much larger dimension than those investigated in
the past in the area of engineering applications (Nataraj and Nel-
son, 1989; Fey et al., 1996; Verros and Natsiavas, 2002).
In particular, a shooting method has been developed for the
purposes of the present study, leading to direct determination of
periodic steady state response of the class of dynamical systems
examined. For this purpose, the velocity vector
_q ¼ v;
is ﬁrst introduced and the reduced set of equations of motion (7) is
rewritten in the ﬁrst order form
_u ¼ hðu; tÞ; ð8Þ
with
u ¼ q
v
 
and hðu; tÞ ¼ v
M1½f ðtÞ  Cv  Kq pðq;vÞ
 !
:
When the external forcing is periodic, that is
f ðt þ TEÞ ¼ f ðtÞ;
it is reasonable to expect that, among the different possible types of
long term response, the system may also reach a periodic steady
state, with
uðt þ TÞ ¼ uðtÞ:
The period T of the response is in general a commensurate multiple
of the forcing period TE, with the most common case being T =mTE,corresponding to harmonic (m = 1) or subharmonic (m = 2,3, . . .) re-
sponse. The main objective of the present study is to apply a suit-
able method for determining such motions in a direct and
systematic way. In brief, this method is based on the fact that if
uð0Þ ¼ qT0 _qT0
 T  u0
corresponds to a set of initial conditions leading to a periodic mo-
tion of the dynamical system represented by (8), then the following
condition is also satisﬁed:
uðTÞ ¼ u0: ð9Þ
The method employed takes into account that an arbitrary initial
estimate of vector u0 will not satisfy in general the last condition
to within a speciﬁed numerical tolerance. Therefore, in order to im-
prove this choice, the following vectorial function is introduced:
gðu0Þ ¼ uðTÞ  u0: ð10Þ
This converts the original initial value mathematical problem exam-
ined to a two point boundary value problem with unknowns
included in vector u0. Clearly, the correct set of initial conditions
must lead eventually to satisfaction of the following system of alge-
braic equations:
gðu0Þ ¼ 0: ð11Þ
This last system is nonlinear and an appropriate Newton–Raphson
type method is needed for its numerical solution (Bathe, 1982;
Pozrikidis, 1998). All these methods are based on an iterative pro-
cess deﬁned by the scheme
u½iþ10 ¼ u½i0 þ Du½i0 :
In particular, the correction Du½i0 imposed on the ith iteration is
determined by solving the linear system of algebraic equations
J u½i0
 	
Du½i0 ¼ g u½i0
 	
; ð12Þ
where
J u½i0
 	
¼ @g
@u0
u½i0
 	
is the corresponding Jacobian matrix.
Numerically, the computation of vector g u½i0
 	
in Eq. (12) is ob-
tained by performing direct integration of Eq. (8) over a response
period. In addition, the Jacobian matrix of the dynamical system
examined is also needed in the calculations and computed by
employing Eq. (10) in the form
J ¼ @u
@u0
ðTÞ  @u0
@u0
¼ UðTÞ  I; ð13Þ
where I is an identity matrix with appropriate dimension, while
UðTÞ ¼ @u
@u0
ðTÞ ð14Þ
is the so-called monodromy matrix of the dynamical system repre-
sented by Eq. (8). The evaluation of this matrix starts with the
deﬁnition of the corresponding transfer matrix
UðtÞ ¼ @u
@u0
ðtÞ: ð15Þ
Then, employing this deﬁnition and the equations of motion in the
ﬁrst order form Eq. (8), it turns out that the elements of this matrix
can be evaluated from
_UðtÞ ¼ @ _u
@u0
ðtÞ ¼ @h
@u0
ðu; tÞ ¼ @h
@u
ðu; tÞ @u
@u0
ðtÞ;
or eventually by solving the system
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with
AðtÞ  @h
@u
ðu; tÞ: ð17Þ
Therefore, the determination of the transfer matrix U(t) and conse-
quently of the monodromy matrixU(T) and of the Jacobian matrix J,
deﬁned by Eq. (13), is achieved by integrating the system of linear
ordinary differential equations (16), subject to the initial conditions
Uð0Þ ¼ I: ð18Þ
In order to avoid costly operations, related to determination and
inversion of the Jacobian matrix, a suitable quasi-Newton method
has been developed for solving Eq. (11) and consequently for locat-
ing periodic motions of Eq. (8), or equivalently of Eq. (7) (Broyden,
1965; Golub and van Loan, 1996). The numerical process ends
when the vector u0 is computed with sufﬁcient accuracy.
Once a periodic motion is located, it is equally important to
determine its stability properties, since only stable motions are
observable in practice. As usual, the stability analysis of a located
periodic motion, say up(t), starts by introducing a small perturba-
tion into this motion. The idea is to examine how this perturbation
evolves with time. More speciﬁcally, let
uðtÞ ¼ upðtÞ þ eyðtÞ;
with —e— 1. Substituting the last expression in Eq. (8), Taylor-
expanding around up(t) and keeping only up to ﬁrst order terms,
it turns out that the perturbation introduced satisﬁes the following
linear set of equations:
_yðtÞ ¼ AðtÞyðtÞ; ð19Þ
where the matrix A(t) is deﬁned by Eq. (17). It is easy to verify that
this matrix satisﬁes the periodicity condition
AðtÞ ¼ Aðt þ TÞ:
Therefore, taking into account the last condition and applying clas-
sical Floquet theory in Eq. (19), it turns out that the stability prop-
erties of the periodic motion up(t) depend on the magnitude of the
eigenvalues of the monodromy matrix U(T) (Nayfeh and Mook,
1979). In particular, if all the eigenvalues of this matrix have mag-
nitude less than one, the original perturbation dies out gradually
and the motion examined is stable. However, if there exists at least
one eigenvalue of the monodromy matrix with magnitude larger
than one then the original perturbation grows with time and the
located periodic motion is unstable. Finally, for parameter combina-
tions leading to at least one eigenvalue of matrix U(T) with magni-
tude equal to one bifurcations occur, signaling qualitative changes
in the system response (Wiggins, 1990).
In many practical applications, it is frequently required to locate
complete branches of periodic motions of a mechanical system, as
an important parameter of the system is varied. For instance, in
periodically excited dynamical systems, a typical such parameter
is the fundamental forcing frequency. In such cases, it is useful to
apply a proper continuation technique. In the most commonly
employed category of path following methods, the complete pro-
cess is split into a prediction and a correction stage (Fried, 1984;
Walker, 1999). For instance, according to the arclength continua-
tion scheme, both the solution and the system parameter, say l,
are expressed as a function of a new parameter, representing the
arclength, say s, of the solution path in the corresponding phase
space, so that
u ¼ uðsÞ and l ¼ lðsÞ:
Then, if (um,lm) is the m-th located solution of the branch, an initial
estimate of the next solution is determined from the schemeumþ1 ¼ um þ ug;mDsm and lmþ1 ¼ lm þwmDsm;
where the tangential vector ug,m is evaluated from
ug;m ¼ @u
@l
ðum;lmÞ;
while Dsm and wm are weighting scalars selected in an appropriate
manner for each problem.
Introduction of parameter l in the set of unknowns necessitates
the consideration of an additional algebraic condition. This extra
equation is provided in the correction step. For instance, when
the Riks–Wempner scheme is applied (Wempner, 1971; Riks,
1979), the corresponding new equation is expressed in the form
uTg;mDu
½i
m þw2mDl½im ¼ 0: ð20Þ
This reﬂects the fact that the correction imposed to the solution is
perpendicular to the prediction. Addition of the last condition to
the original system of Eq. (10) leads to a new system of algebraic
equations, equal in number to the unknowns, including the ele-
ments of vector u0 and parameter l. In general, addition of this ex-
tra equation causes difﬁculties in the convergence of Newton’s
method. Therefore, care should be exercised so that this is done
only in the vicinity of some special points, like bifurcation points,
of a frequency–response diagram.
5. Numerical results
In this section, some typical numerical results are presented for
two selected mechanical models. Speciﬁcally, the ﬁrst example
focusses on periodic steady state response of the crankshaft of a
car engine, subjected to periodic gas loading. Likewise, the second
example investigates periodic response of the complete structure
of a city bus subjected to harmonic excitation. In both cases, the
main objective is to explore the accuracy and efﬁciency of the
methodology developed. At the same time, the effect of some
important technical parameters on the dynamics of the example
systems is also investigated. For convenience in the presentation,
these two examples are treated separately in the following
subsections.
5.1. Results for a car engine crankshaft
The ﬁrst example model is the crankshaft of a four-cylinder in-
line internal combustion engine, belonging to a car. In fact, besides
the shaft, the model examined includes the engine pulley at the left
end and the ﬂywheel at the right end, as shown in Fig. 1a. A ﬁnite
element model of this system was obtained after discretizing its
geometry by solid (mostly hexahedral) ﬁnite elements, leading to
a mechanical model with more than 16,800 degrees of freedom.
The crankshaft interacts with the engine block at ﬁve positions
(indicated by Latin numbering in Fig. 1a) through oil journal bear-
ings, possessing strongly nonlinear characteristics. In particular,
the qualitative form of the restoring forces developed at those
bearings is depicted in Fig. 1b. The corresponding damping forces
exhibit similar characteristics also. In addition, the forcing is
caused by the gas pressure developed within the engine cylinders
and is a periodic function of time, as shown in Fig. 1c. In the last
ﬁgure, the numbers in parentheses correspond to the position of
the cylinders of the engine, which are assembled through the con-
necting rods with the crankshaft at the positions depicted in
Fig. 1a. Therefore, they indicate the ﬁring order of the cylinders.
Moreover, in all the subsequent calculations the forces applied
are assumed to have the same form for all the values of the funda-
mental forcing frequency. Finally, the inertia forces developed due
to the pure rigid body rotation of the shaft were neglected (Morita
and Okamura, 1995). More speciﬁcally, the rigid body rotation of
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Fig. 1. (a) Geometry of the crankshaft. (b) Characteristics of the restoring force developed at the bearings. (c) Force due to the gas pressure developed within the engine
cylinders over a forcing period.
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tem of springs at its right end (on the ﬂywheel side).
During the coordinate transformation phase, the highest
response frequency of interest was set equal to 7000 Hz, due to
the high frequency content of the gas forcing, while the cutoff fre-
quency for the substructure eigenvalue problems was selected as
3. As a result, the original model was divided into 31 substructures,
lying on four levels and the dimension of the substructures ranged
from 567 to 1100. Eventually, this transformation led to a reduc-
tion in the size of the dynamical model from the original 16,822
degrees of freedom to only 208 degrees of freedom. Moreover, 54
of these were boundary degrees of freedom.
Since the forces applied to the mechanical model examined are
periodic, it is natural to expect that the corresponding dynamical
system will exhibit periodic steady state motions after a sufﬁ-
ciently long initial time interval. Indeed, Fig. 2 shows frequency–
response diagrams obtained directly by applying the methodologyFig. 2. Effective value of the periodic acceleration history, recorded at: (a) the connecti
bearing of the crankshaft.developed, for a periodic forcing corresponding to an effective gas
pressure equal to peff = 1 bar. In particular, the effective (root mean
square) value of the periodic acceleration history signals recorded
at two selected positions are displayed in Fig. 2, over a frequency
range extending from 600 to 6000 rpm.
First, in Fig. 2a are shown acceleration spectra obtained at the
position where the ﬁrst connecting rod, based on the numbering
of Fig. 1a, is connected to the shaft. The continuous lines were
obtained from the nonlinear model, while the broken lines repre-
sent similar results, obtained by considering a linearized model,
instead. Speciﬁcally, since there is no substantial static loading in
the case examined, the linearized model was deﬁned by consider-
ing the potential energy of the equivalent bearing springs at the
given forcing level, so that the maximum displacements at the
bearing locations of the fully nonlinear and the linearized model
are about the same at 3000 rpm. Direct comparison conﬁrms that
signiﬁcant differences are observed between the results of theon position of the crankshaft with the ﬁrst connecting rod and (b) the ﬁrst journal
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Fig. 3. Effective value of the periodic: (a) displacement and (b) acceleration history, recorded at the connection position of the ﬁrst connecting rod and the crankshaft.
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were found to be ampliﬁed considerably at other positions, espe-
cially at points close to the bearing nonlinearities. For instance,
in Fig. 2b are shown similar acceleration spectra, obtained at the
position where the crankshaft is connected to the ﬁrst journal
bearing. These results demonstrate that the acceleration levels
are about one order of magnitude smaller than those recorded in
the previous position. Also, the nonlinear effects can have a sub-
stantial effect on the system response and may be completely
different than those predicted by applying linear analyses, some-
thing that is done in practice quite frequently (Morita and
Okamura, 1995).
The lowest natural frequency of the linearized model examined
was computed to be 9876 rpm. Obviously, this frequency is well
above the maximum fundamental forcing frequency examined.
This implies that the peaks observed in Fig. 2 correspond to super-
harmonic resonances induced by either the periodic nature of the
forcing or the system nonlinearities (Nayfeh and Mook, 1979). In
order to isolate the effects due to the action of the nonlinear forces,
in Fig. 3 are shown results obtained by imposing a uniform in-
crease in the original forcing amplitude by a factor of two and
three, respectively. For instance, Fig. 3a shows the displacement
spectra obtained at the position where the ﬁrst connecting rod is
attached to the crankshaft. Likewise, Fig. 3b presents a similar
comparison for the acceleration amplitude values obtained at the
same point. In both cases, the increase in the response amplitude
is nonuniform and a frequency shifting occurs, which is in contrast 0.006
 0.008
 0.01
 0.012
 0.014
600 2400 4200 6000
[m
m
]
[rpm]
a
Fig. 4. Effective value of the periodic: (a) displacement and (b) acceleration history, recto predictions obtained based on linear models (Craig, 1981; Rao,
1990). Moreover, more resonances become apparent as the forcing
is increased.
Again, the situation becomes more intensiﬁed at points close to
the nonlinear bearings. For instance, in Fig. 4 are shown similar re-
sults with those presented in Fig. 3, obtained at the position where
the ﬁrst journal bearing is connected to the crankshaft. Speciﬁcally,
Fig. 4a shows the displacement spectra, while Fig. 4b presents the
corresponding acceleration spectra. Once again, the effect of the
bearing nonlinearities are quite pronounced.
Finally, similar differences were also observed in both the form
and the amplitude of the periodic histories captured for the model
response quantities. For instance, in Fig. 5 is presented the history
obtained for the acceleration recorded over a response period at
the same two points examined above, at steady state conditions.
More speciﬁcally, these results were obtained at 3000 rpm and
for the largest forcing level examined, corresponding to peff = 3 bar.
First, direct comparison with the results obtained by the corre-
sponding linearized model (represented by the broken curves)
demonstrates that an acceptable agreement level is reached for
the acceleration recorded at the position where the ﬁrst connecting
rod is connected to the crankshaft (Fig. 5a). On the other hand, sub-
stantial differences are observed in both the form and the maxi-
mum values for the same signals, recorded at the position of the
ﬁrst oil journal bearing (Fig. 5b). Among other things, it is again
apparent that much smaller response amplitudes are developed
in the latter case. 0
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Fig. 5. One response period of the acceleration history recorded at the connection of the crankshaft with: (a) the ﬁrst connecting rod and (b) the ﬁrst oil journal bearing, at
3000 rpm and for peff = 3 bar.
Table 1
Comparison of numerical efﬁciency by running the reduced and original models.
Reduction method used CPU time (m:s) Elapsed time (m:s) I/O (GB)
MLDS 01:12 01:31 2.1
CMS 02:14 02:25 2.5
No reduction 13:45 14:02 3.5
3572 C. Theodosiou et al. / International Journal of Solids and Structures 46 (2009) 3565–3576The following set of results is included in an effort to illustrate
the numerical accuracy and efﬁciency of the methodology devel-
oped. First, in Fig. 6 are presented selected results, assessing the
numerical accuracy of the coordinate reduction method applied.
Speciﬁcally, in Fig. 6a is shown the periodic steady state displace-
ment history obtained over a response period, developed at the
connection position of the crankshaft with the ﬁrst connecting
rod. This response was caused by a periodic forcing corresponding
to an effective gas pressure equal to peff = 1 bar, with a fundamental
forcing frequency of 3000 rpm. The continuous line represents
results obtained from the original model, while the broken curve
corresponds to results obtained from the reduced model. Since
the two curves are virtually indistinguishable, Fig. 6b is also in-
cluded, illustrating the numerical error deﬁned by
en ¼ xorin  xredn


 

=jxmaxj:
In the last expression, xorin and x
red
n represent the displacement value
obtained from the original and the reduced model, respectively, at
the time instant tn, while xmax corresponds to the maximum value
of the signal. Among other things, these results verify the accuracy
of the coordinate reduction method and especially the exact incor-
poration of the nonlinear terms in the reduced model.
Likewise, the results of Table 1 are presented in an effort to as-
sess the numerical efﬁciency of the methodology developed. More
speciﬁcally, these results refer to calculation of the same periodic
steady state motion, obtained at 3000 rpm for peff = 1 bar. Due to
the relatively small size of the problem examined, in addition to-0.4
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a
Fig. 6. (a) Comparison of displacement history signals and (b) numericrunning the calculations after application of the multi-level
dynamic substructuring method (MLDS), it was also possible to
run similar calculations after application of the classical single-le-
vel component mode synthesis method (CMS) as well as the origi-
nal model, without prior application of any coordinate reduction
method. All the numerical results of this work were obtained on
a workstation (CPU: Intel Pentium 4, 3.2 GHz, RAM: 2 GB, OS:
GNU Linux 2.6 i586) and the results of Table 1 refer to the CPU
time, the ellapsed time and the volume of the input/output calcu-
lations performed for the particular case examined. Obviously, the
results obtained after application of either of the coordinate reduc-
tion methods are much better than those obtained by employing
the original model.
The last set of results referring to the crankshaft example are
shown in Table 2. The results presented are similar to those of
Table 1, with the emphasis placed now on the comparison of the
performance of the multi-level substructuring method and the sin-
gle-level component mode synthesis method. The results demon-
strate that the performance of the multi-level substructuring10-4
10-2
1
0 T/2 T
%
 E
rro
r
b
al error en in the calculations, over a response period at 3000 rpm.
Table 2
Comparison of numerical efﬁciency between MLDS and CMS.
Method used CPU time (m:s) Elapsed time (m:s) I/O (MB)
MLDS 00:12 00:14 206
CMS 01:01 01:04 223
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Fig. 8. Comparison of natural frequencies, obtained for three reduced linearized bus
models.
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system examined becomes larger. In addition, after a critical size of
the original model, it may not be feasible to apply the single-level
method at all, as veriﬁed by results presented in the following
example.
5.2. Results for a city bus model
The numerical methodology developed is applicable to large
models, with dimension in the order of millions of degrees of free-
dom. For instance, a mechanical system with a much bigger origi-
nal dimension is considered next. More speciﬁcally, in Fig. 7a is
shown the mechanical model of a city bus. Besides the bus upper
body structure (superstructure) and chassis frame, the front and
the rear suspensions are included among the other important
structural subsystems. The main parts of the bus superstructure
were geometrically discretized by a relatively large number of shell
ﬁnite elements, so that the models examined can also be used at a
later stage in order to produce results for vibro-acoustics studies as
well (Kropp and Heiserer, 2003). As a result, the ﬁnite element dis-
cretization of the vehicle superstructure led to a model possessing
955,866 degrees of freedom. On the other hand, the bus chassis
frame was also discretized by shell ﬁnite elements, leading to a
model with 337,260 degrees of freedom. In addition, the driver
and the passengers as well as the tire subsystems were modeled
by appropriate sets of discrete masses, springs and dampers. Final-
ly, special added mass elements were also employed in modeling
systems like the air-condition unit, the fuel tanks, the bus ﬂoor
including the passenger seats and the baggage store compartment.
As a result, the ﬁnal model possesses a total of 1,372,699 degrees of
freedom.
For all practical purposes, the model of the bus body can be
assumed to possess linear properties. However, the (bushing)
elements connecting the system substructures are typically char-
acterized by strong nonlinear action. Furthermore, strongly nonlin-
ear characteristics are also encountered in the action of the shock
absorber and spring units. In particular, the restoring force devel-
oped at the shock absorber unit of a typical bus, connecting the
body with the wheels, can be represented by a combination of a[N
]
a b
Fig. 7. (a) Finite element model of the bus structure. (b) Force developed in the mainlinear and two nonlinear and asymmetric springs with hardening
characteristics (Verros and Natsiavas, 2002). Likewise, the damping
force developed in the suspension dampers can be represented by
piecewise linear characteristics. For instance, Fig. 7b presents the
damping force developed at the shock absorbers of all the suspen-
sion units of the vehicle examined. Clearly, all the main suspension
dampers exhibit different behavior in tension than in compression,
which is also typical in automotive engineering practice (Gillespie,
1992). Moreover, the equivalent damping coefﬁcient (slope) is
reduced as the relative speed increases.
The above description makes clear that the model examined is
an ideal example for the methodology developed. The ﬁrst set of
numerical results, depicted in Fig. 8, were obtained for the linear-
ized model obtained around the static equilibrium position, result-
ing by applying the weight of the structure, for three reduced
models of the bus. More speciﬁcally, during the coordinate trans-
formation phase, the dimensions of the reduced dynamical models
were selected to include linear modes up to 20, 50 and 100 Hz,
respectively, while the cutoff frequency for the substructure eigen-
value problems was selected equal to 3. As a result, the original
model was divided into 842 substructures, lying on nine different
levels and the dimension of the substructures varied from 2118
to 3600. This transformation led eventually to a reduction in the
size of the dynamical model to only 201, 308 and 523 degrees of
freedom, from which 177, 249 and 277 were boundary degrees
of freedom, respectively.-1500
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Fig. 9. Frequency–response diagrams: (a) at the driver seat position and (b) at a selected point of the bus roof, for three reduced linear models.
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while the vertical axis presents the value of the natural frequencies
predicted by the aforementioned models. These results demon-
strate that the accuracy of the natural frequencies of each reduced
model depends strongly on the pre-selected frequency range. In
addition, a rapid and strong deviation is observed to occur in the
results outside the pre-speciﬁed range, which is in accordance with
similar observations in an earlier study (Papalukopoulos and
Natsiavas, 2007). Finally, it is worth mentioning that in terms of
numerical performance, application of the CMS method was not
possible for any of the cases considered here, due mainly to the
large dimension of the eigenvalue problem, deﬁned by Eq. (5), that
needs to be solved.
Moving along the same direction, Fig. 9 presents the spectra
of the acceleration obtained at two speciﬁc points of the linear-
ized bus models considered. The ﬁrst set of them is shown in
Fig. 9a and refers to the point where the driver seat is mounted
to the bus frame, while the second is a selected point at the bus
roof. The response was caused by applying a vertical harmonic
excitation at the front left wheel of the bus, which is close to
the driver position. The effective (root mean square) value of
the acceleration history is presented within the forcing fre-
quency interval 0–30 Hz, which is typical for ride studies refer-
ring to ground vehicles (Ellis, 1969; Gillespie, 1992). The
results demonstrate that the accuracy level obtained is sufﬁcient
within the frequency range examined, at least for the last two
reduced models. In fact, considering models with even more
degrees of freedom causes virtually no change in the results
obtained within the selected frequency range. 0
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Fig. 10. Frequency–response diagrams: (a) at the driver seNext, Fig. 10 displays frequency-response diagrams obtained for
the acceleration at the same two speciﬁc points of the bus consid-
ered. In all the results reported from here on, the reduced model
employed in the calculations is sufﬁciently accurate within the
range from 0 to 50 Hz. For comparison purposes, the broken curves
represent similar results, obtained by running the model resulted
by linearizing the equations of motion around the static equilib-
rium position of the bus. Clearly, there appear signiﬁcant devia-
tions between the predictions of the fully nonlinear and the
linearized model employed, at least within certain frequency
ranges.
Among other things, the results of the last ﬁgure demonstrate
the fact that the methodology developed extends the classical fre-
quency response analysis (FRA) from the linear to the nonlinear
domain. In this respect, the information extracted from Fig. 10 is
useful in assessing the forcing frequency ranges where the re-
sponse quantity examined exhibits high level vibrations. In gen-
eral, the deviations observed between the predictions of the
nonlinear and the corresponding linearized models are ampliﬁed
as the forcing amplitude is increased. Similar diagrams are also
useful in predicting the effect of the important system parameters,
like the horizontal velocity or the equivalent stiffness and damping
parameters of the suspension, on the system response. This pro-
vides the basic information needed in selecting these parameters
in an optimummanner. In addition, such information is also useful
in health monitoring studies (Metallidis et al., 2008). For instance,
Fig. 11 presents similar frequency–response diagrams, obtained
after introducing a damage in one of the main suspension springs.
Speciﬁcally, according to the damage scenario adopted, the stiff- 0
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at position and (b) at a selected point of the bus roof.
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Fig. 11. Frequency–response diagrams: (a) at the driver seat position and (b) at a selected point of the bus roof.
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half of its original value. As conﬁrmed by the results of Fig. 11,
the results are affected signiﬁcantly, especially around the range
of 10 Hz, which is the range affected mostly by the wheel action.
6. Synopsis and conclusions
A complete methodology was presented for determining peri-
odic steady state response of a class of periodically driven mechan-
ical models in a direct and computationally efﬁcient way.
Speciﬁcally, the models examined involve a relatively large num-
ber of degrees of freedom and may possess nonlinear characteris-
tics. However, the nonlinear action is conﬁned to a relatively
small number of degrees of freedom. Therefore, the basic idea
was to ﬁrst apply a multi-level dynamic substructuring method,
in order to condensate the original dimension of the system signif-
icantly, so that the reduced model is sufﬁciently accurate up to a
pre-speciﬁed level of forcing frequencies. This was achieved by
employing an appropriate sequence of coordinate transformations,
based on the sparsity pattern of the stiffness matrix. The analysis
was then completed by a systematic method leading to a direct
determination of steady state response of nonlinear systems sub-
jected to periodic external excitation by exploiting the characteris-
tics of the class of systems examined. A method for determining
the stability properties of the located periodic motions was also
developed, in conjunction with a continuation technique, yielding
complete branches of periodic motions over a speciﬁed frequency
interval.
The accuracy and effectiveness of the methodology developed
was illustrated by presenting numerical results for an involved
model of the crankshaft of a car engine under periodic excitation
as well as for a quite complex ﬁnite element model of a city bus un-
der harmonic base excitation. First, frequency spectra of several
response quantities related to the crankshaft dynamics were con-
structed for steady state motions resulting from periodic gas exci-
tation. Special emphasis was put on examining the deviations
arising between predictions of the nonlinear and the correspond-
ing linearized models. The effect of increasing the forcing ampli-
tude on changing the qualitative form of the response spectra
was also investigated. Then, the attention was shifted to examining
ride dynamic performance of a detailed ﬁnite element model of a
city bus. Initially, a comparison of response diagrams obtained by
employing reduced models with a different number of linear nor-
mal modes and consequently with a different level of accuracy
was performed. For the sufﬁciently accurate reduced model
selected, the effect of the system nonlinearities on the response
was investigated. Also, it was illustrated that the analysisdeveloped can be useful in many areas, including optimal selection
of critical parameters. In closing, it is worth mentioning that a
great advantage of the present methodology may be realized by
extending it to other important areas, such as identiﬁcation, diag-
nostics and vehicle control.
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