Two-dimensional (2D) materials are strongly affected by the dielectric environment including substrates, making it an important factor in designing materials for quantum and electronic technologies. Yet, first-principles evaluation of charged defect energetics in 2D materials typically do not include substrates due to the high computational cost. We present a general continuum model approach to incorporate substrate effects directly in density-functional theory calculations of charged defects in the 2D material alone. We show that this technique accurately predicts charge defect energies compared to much more expensive explicit substrate calculations, but with the computational expediency of calculating defects in free-standing 2D materials. Using this technique, we rapidly predict the substantial modification of charge transition levels of two defects in MoS2 and ten defects promising for quantum technologies in hBN, due to SiO2 and diamond substrates. This establishes a foundation for high-throughput computational screening of new quantum defects in 2D materials that critically accounts for substrate effects.
Two-dimensional (2D) materials are strongly affected by the dielectric environment including substrates, making it an important factor in designing materials for quantum and electronic technologies. Yet, first-principles evaluation of charged defect energetics in 2D materials typically do not include substrates due to the high computational cost. We present a general continuum model approach to incorporate substrate effects directly in density-functional theory calculations of charged defects in the 2D material alone. We show that this technique accurately predicts charge defect energies compared to much more expensive explicit substrate calculations, but with the computational expediency of calculating defects in free-standing 2D materials. Using this technique, we rapidly predict the substantial modification of charge transition levels of two defects in MoS2 and ten defects promising for quantum technologies in hBN, due to SiO2 and diamond substrates. This establishes a foundation for high-throughput computational screening of new quantum defects in 2D materials that critically accounts for substrate effects.
I. INTRODUCTION
Point defects such as vacancies and substitutional impurities play a central role in determining the optoelectronic properties of 2D materials desirable for electronic devices and quantum information applications.
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Their versatile functionality ranges from providing free carriers for charge transport in 2D semiconductors [7] [8] [9] to encoding information in spin states for compact solidstate qubits. [10] [11] [12] [13] [14] The complexity of controllably synthesizing, identifying and measuring properties of point defects necessitates first-principles computational predictions based on density-functional theory (DFT) to first screen for desirable defects and predict experimental signatures to aid their identification. In 2D materials, calculating energies of charged defects is complicated by the weak and highly anisotropic screening in these systems. 15 The energy of a 2D supercell containing a charged defect diverges with cell size due to strong Coulomb interactions of the defect charge with its periodic images and compensating background. 16 Several complementary approaches specialized for charged defects in 2D materials [15] [16] [17] have made it possible to reliably predict charge transition levels and engineer defects in freestanding 2D materials.
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However, 2D materials in most experiments and device configurations are not free-standing and are instead deposited, grown or transferred onto a substrate. The substrate is typically an integral part of developing and utilizing 2D materials, critical for nucleation during synthesis and mechanical stability in operation, and it is an unavoidable modification introduced to tune its properties. A thorough understanding of defect properties in 2D materials would therefore be unattainable without taking substrate effects into account. Yet, most computational studies of defects in 2D materials to date ignore substrates primarily due to the extremely high computational cost. Taking the example of monolayer MoS 2 on an SiO 2 substrate here, a typical 6×6 defect supercell calculation of a free-standing monolayer would require 108 atoms, but including a substrate with a minimal slab of SiO 2 (0001) with six atomic layers increases this to 428 atoms with a 60× increase in computational cost of planewave DFT calculations. Repeating such calculations for a large number of substitutional or interstitial impurities with different elements, vacancy configurations and complexes there-of in order to identify ideal defect candidates on specific substrates remains a formidable challenge.
One approach to eliminate this problem would be to remove the substrate atoms from the DFT calculations, and instead approximately capture their effect on the 2D material and defect. Electronic structure calculations in liquid and electrochemical environments have long had to deal with large numbers of environment atoms: practical approaches replace the liquid environment with the response of an appropriately determined dielectric cavity. [25] [26] [27] Recent developments of such techniques have facilitated accurate first-principles calculations of complex chemical processes in electrochemical environments, with virtually insignificant computational expense beyond conventional DFT calculations in vacuum. [28] [29] [30] [31] [32] [33] [34] Analogously, continuum models of substrates could enable rapid computational design of defects in realistic 2D material configurations that include substrates.
In this paper, we present a continuum model approach for capturing substrate effects in DFT calculations of the 2D material alone, which combined with charged defect correction schemes, provides an efficient and general method for evaluating charged defects in realistic 2D material configurations. We benchmark this methodology by predicting ionization energies of Re and Nb substitution defects (Re Mo and Nb Mo ) in MoS 2 on substrate SiO 2 (MoS 2 /SiO 2 ) and find the lowering of ionization energy due to increased screening from the substrate to be in excellent agreement with DFT calculations that explicitly include the substrate. We then use the so-proven method to predict the transition levels of ten promising defects in hBN on SiO 2 and diamond substrates (hBN/SiO 2 and hBN/Diamond), and show that these defect levels remain deep enough for applications in quantum technologies. 
where E tot (q) and E host are the total energies of the material with and without the defect, involving an exchange of N i atoms of each species i with chemical potential µ i . The electron chemical potential µ e ranges from the valence band maximum ε VBM to the conduction band minimum ε CBM . The calculation of E tot (q) involves a supercell with a net charge, which requires a scheme for correcting the diverging Coulomb interaction energy with periodic images. We employ the model-charge correction scheme described in detail in Refs. 17 and 18. Briefly, this technique corrects the energy and potential of the periodic DFT calculation by comparing Poisson equation solutions for a spherical Gaussian model of the defect charge interacting with a planar model for the anisotropic dielectric response of the material in periodic versus isolated boundary conditions. The anisotropic dielectric function of the 2D material is also calculated from first principles as described in Ref. 18 . (See Supplemental Material for details.) We previously showed this technique to be the most robust for 2D materials, requiring no empirical parameters or cell-size extrapolation, and with all quantities extracted purely from DFT calculations of the material.
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Once we can calculate individual charged defect formation energies using this scheme, we can evaluate the charge transition level (CTL) of the defect, defined as the electron chemical potential µ e at which two adjacent charge states q and q have equal formation energy. Solving for µ e from E f (q) = E f (q ) using (1) yields
For donor defects which transition from q = +1 to q = 0, the transition level relative to the CBM is the donor ionization energy,
while for acceptor defects which transition from q = 0 to q = −1, the transition level relative to the VBM is the acceptor ionization energy,
Substrates strongly influence these ionization energies of defects in 2D materials, and we evaluate these in selected test cases by directly computing E tot of a system containing the 2D material, defect and the substrate. However, such calculations are extremely expensive and we need a technique to account for substrate effects at reduced computational expense. 
B. Continuum model for substrate effects
The challenge of accounting for a large number of atoms in an environment, analogous to the substrate in the present case, has been addressed extensively using continuum methods for capturing solvent effects in liquidphase electronic structure calculations.
25-27,32-34 While these continuum solvation techniques vary greatly in details, they share one common aspect: they capture the dominant electrostatic interaction of the environment by placing the 'solute' system in a dielectric cavity. The dielectric bound charge induced at the surface of this cavity then approximates the induced charges in the environment atoms, which are now removed from the electronic structure calculation. These models parametrize the cavity, often described in terms of a smooth cavity shape function s(r) that goes from 0 in the solute region to 1 in the solvent (environment) region, 32 and constrain parameters by fitting to solvation free energies determined from temperature-dependent solubility measurements.
We can similarly replace the dielectric effect of the substrate by replacing it with a dielectric slab described by a smooth shape function ( Fig. 1(a) ),
which modulates the environment dielectric constant
, where b is the bulk dielectric constant of the substrate. Note that the appropriate value of the bulk dielectric constant is the optical dielectric constant ( ∞ ) if the substrate atoms are not allowed to relax, and the low-frequency value if atomic relaxations are allowed. Here, we used the optical value for all cases, because we do not relax substrate atomic geometry for each defect configuration for computational expediency. In the example of MoS 2 on SiO 2 shown in Fig. 1 , the MoS 2 monolayer is centered at z = 0, the substrate dielectric function smoothly 'turns on' centered at z = z 0 over a width controlled by σ, to the bulk value of b = 2.65 deep within the substrate. (The resulting thicknesses of the vacuum and dielectric slab regions are L z /2 + z 0 and L z /2 − z 0 respectively, where L z is the length of the calculation cell normal to the 2D material, as shown in the figure S1 of the Supplemental Material.) Self-consistent solution of the modified Poisson equation with this dielectric profile replaces the Hartree term in the DFT calculation, 32 and produces the bound charge at the surface of the continuum substrate shown in Fig. 1(c) .
This substrate continuum model involves as-yet undetermined parameters σ and z 0 which both affect the proximity of the substrate dielectric response to the 2D material. We then constrain the continuum model parameters to reproduce the response of an explicit DFT substrate to charge distributions in the 2D material. First, we calculate the interaction energy of the Gaussian test charge with the DFT substrate,
where E s+g and E s are DFT energies of the substrate alone, with and without an external Gaussian test charge placed at z = 0 (the center of the 2D material), and E g is the electrostatic self energy of the Gaussian charge alone. Note that we use the model-charge-based correction scheme to handle the net charge in the supercell calculation of E s+g , exactly as for the charged defects.
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Next, for a given dielectric profile based on the cavity shape function s(z), we can directly calculate the interaction energy E s(z)
int of the test charge with the continuum dielectric by solving the modified Poisson equation in cylindrical coordinates, which we do using a Bessel function expansion as described in detail in Ref. 17 . Finally, we select the cavity parameters such that E
However, we have two parameters σ and z 0 , so we fix σ and determine z 0 to satisfy the above condition. (The resulting values of z 0 are listed in Table S1 of the Supplemental Material.) Fortunately, we find that the predictions for charged defects are independent of σ once it is smaller than ∼ 0.3Å, as detailed below in the discussion of Fig. 2 . In summary, we use two DFT calculations of the substrate alone to determine the continuum model parameters, which can then be used for systematically studying the impact of that substrate on several charged defect configurations in 2D materials.
Beyond the electrostatic interaction of the defect captured by the substrate continuum model, the substrate modifies the electronic band structure of the 2D material itself, which is vital to capture because the defect ionization energies given by (3) and (4) depend on the CBM and VBM energies respectively. Fig. 1(d) summarizes our approach to capture this effect. First, the continuum model accounts for the overall electrostatic potential shift at the location of the 2D material due to the substrate, which shifts the CBM and VBM equally, but does not change the band gap. Next, by aligning core levels (which are sensitive only to electrostatic potential) in density-ofstates calculations of the substrate and substrate + perfect 2D material, we can identify the shifts of the VBM and CBM that are beyond electrostatic potential effects. Putting these together, we get the VBM and CBM shifts in the 2D material due to both the overall electrostatic potential and electronic effects beyond it. In the specific example of MoS 2 /SiO 2 shown in Fig. 1(d) , we find the offsets to be ∆ε VBM = +0.056 eV and ∆ε CBM = -0.008 eV for a net band gap reduction of 0.064 eV due to the SiO 2 substrate. We illustrate this process in greater detail below for hBN on SiO 2 and diamond, including with projected band structures to isolate the 2D material band structure on a substrate. Once again, our overall calculation procedure using the continuum methodology proposed here involves only two calculations of the substrate alone and one of the substrate with a perfect 2D material. Importantly, these calculations are required only once for the 2D material and substrate combination, and no explicit substrates are included in the large supercell calculations per defect configuration.
C. Computational details
We implemented the above technique and performed all calculations below in the open-source plane-wave DFT software, JDFTx. 37 We used the Garrity-Bennett-RabeVanderbilt ultrasoft pseudopotentials at their recommended kinetic energy cutoffs of 20 and 100 Hartrees for the electronic wave function and charge density respectively. 38 All supercell calculations below additionally employ Brillouin zone sampling with a 2×2 Monkhorst-Pack k-mesh, and truncated Coulomb interactions to eliminate interactions with periodic images along the slab normal 'z' direction.
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We use a 6×6 supercell with 30Å and 16Å lengths in the z direction for MoS 2 and hBN respectively, which is sufficient to completely converge results with the truncated Coulomb interactions. (For example, the ionization energy of the C B defect in hBN/SiO 2 changes only by 20 meV when this length is increased from 16Å to 30Å.) We employ the local-density exchange-correlation functional for the MoS 2 systems in order to benchmark against previous explicit calculations, 40 and the PerdewBurke-Ernzerhof generalized gradient functional 41 with DFT-D2 dispersion correction 42 for the hBN systems. While the technique developed here applies readily to any DFT functional or many-body method, we employed semi-local exchange-correlation functionals to rapidly explore several systems for developing and testing our new method, including with large calculations of explicit substrates. Hybrid DFT and many-body perturbation theory, which typically predict the band edge positions and the gap with greater accuracy, 43,44 may update the ab-solute values of ionization energies. In particular, manybody perturbation theory techniques capture more substantial changes in the band edge positions and gap due to substrate screening that is not captured in DFT, 8 which then impacts the ionization energies referenced to the band edges. However, semi-local DFT predicts the correct trends in the defect transition levels, as shown previously for free-standing hBN,
18,23 and we restrict our focus to the DFT level for this initial test of the continuum methods.
For optimal lattice matching, the explicit-substrate MoS 2 /SiO 2 and hBN/SiO 2 calculations respectively used 4×4 and 3×3 supercells of α-SiO 2 (0001) slabs with six Si atomic layers, while the hBN/Diamond calculations used a 6×6 supercell of diamond(111) with eight C atomic layers. In each case, the lateral lattice constants were set to the optimal values for the 2D material, resulting in a 5.16%, 0.04% and 0.50% substrate strain in the MoS 2 /SiO 2 , hBN/SiO 2 and hBN/Diamond cases respectively. All dangling bonds on the substrate surfaces were passivated with H atoms. The atomic geometry of the substrate is optimized initially, and then held fixed for the defect supercell calculations for computational efficiency, while the atoms within the 2D material are fully relaxed in all calculations. (Note that this is a convenient benchmark for the continuum model calculations with the substrate dielectric constant set to ∞ , as discussed above. The continuum model can be used to predict results corresponding to full relaxation by replacing ∞ with the low-frequency dielectric constant at no additional computational cost.)
III. RESULTS AND DISCUSSION

A. Defects in MoS2 on SiO2
We start by testing our technique on the only charged defects in 2D materials for which previous calculations have explicitly included substrate effects: Re Mo and Nb Mo in MoS 2 /SiO 2 . Re and Nb have one more and less electron relative to Mo, so that these substitution defects act as a donor and an acceptor respectively. Fig. 2(a) shows the prediction of the charge transition level of these defects using the continuum methodology above. Both defects exhibit a reduction of the defect ionization energy by around 0.10-0.15 eV due to the SiO 2 substrate, which is a significant effect for defects that have initial ionization energies of 0.4-0.5 eV. (See Table S2 in the Supplemental Material for a listing of calculated ionization energies.) These continuum model results (in terms of ionization energy reduction) are in excellent agreement of within 0.05 eV with previous results from much more expensive explicit substrate calculations, 40 demonstrating the reliability of our method. Note that here and below, we present charge transition levels and defect ionization energies instead of the closely related charged defect formation energies because these are easier to standardize and compare across defects; the latter also depend on reference chemical potentials for each atom removed or added by the defect. Fig. 2(b) shows the variation of the results with the one free parameter σ that sets the smoothness of the transition from vacuum to substrate dielectric constant. (As discussed above, z 0 , which sets the center of the transition of s(z), is constrained using the response of a DFT substrate to a Gaussian test charge, for a given σ.) The results are insensitive to σ as long as it is small enough, with variations in the predicted ionization energies far below 0.01 eV for σ < 0.3Å. We recommend σ = 0.2Å for subsequent calculations, which is small enough to avoid overlap of 2D material charge density with the substrate dielectric response, and yet large enough to exhibit a smooth dielectric constant variation that is easily resolvable on a charge density grid with resolution ∼ 0.1Å (kinetic energy cutoff ∼ 100 Hartrees).
Intuitively, the substrate dielectric screening stabilizes charged states of defects, making them easier to ionize and thereby shifting the charge transition levels closer to the corresponding band edges (VBM for acceptor and CBM for donors). The strong decrease of defect ionization energies in semiconductor MoS 2 is desirable for dopants for 2D electronics, as it makes it possible to introduce charge carriers to the bands at lower temperatures. Yet, the same effect can be undesirable for defect levels sought after for quantum information, where dis-
Optimized atomic configurations of promising hBN defects considered here using the standard notation that CB denotes C substituting a B atom, VN denotes a vacancy of N, and compound defects such as CBVN indicates that such substitutions / vacancies occur on adjacent atoms.
tance from band edges enhances life time of defect excited states, as we discuss next for hBN.
B. Defects in hBN on SiO2 and diamond
Defects in hBN are the subject of increasing recent interest as candidates for single-photon emission in a 2D analogue of the long-studied nitrogen-vacancy center in diamond. While several recent studies have characterized the properties of spin and charge states in hBN, 10, 11, 18, 23, 45, 46 none so far account for the effect of the substrate. We therefore take advantage of the method established above to systematically and rapidly investigate substrate effects on several promising hBN defects, with atomic configurations shown in Fig. 3 .
First, we determine the band position changes of hBN, when placed on SiO 2 (0001) and diamond(111) substrates, which is required for ionization energy calculations using (3) and (4). For hBN/SiO 2 , we do this by calculating the density of states (DOS) and unfolding the band structure of the 6×6 hBN/3×3 SiO 2 supercell to the Brillouin zone of hBN unit cell. 47 The unfolding clearly picks out the hBN bands that are commensurate with the unit cell, as shown by the red lines in Fig. 4 . The resulting band gap is 4.64 eV, 0.04 eV smaller than in free-standing hBN. On the other hand, hBN and diamond unit cells are already lattice matched within 0.5%, requiring no supercell calculations for determining band alignments. We therefore do not require band structure unfolding in this case, and instead use orbital projections to weight the band structure and identify hBN contributions as shown in Fig. 5 . Stronger dielectric screening in diamond reduces the band gap further to 4.60 eV, as shown in Fig. 5(b) . Next, after identifying the band gap modifications, we also need to determine the band edge offsets, ε VBM and ε CBM . As discussed above, these offsets consist of an overall electrostatic potential shift due to the substrate that is captured by the solvation model, specifically shifting both VBM and CBM up by 0.94 eV in hBN/SiO 2 and by 1.00 eV in hBN/Diamond relative to free-standing hBN (dashed lines in Fig. 6 ). Further, by aligning the core levels in the DOS of isolated hBN and hBN with substrates, we can identify the shifts in the VBM and CBM beyond the overall electrostatic potential shift. The band edge offset is not determined from the continuum model and requires explicit DOS calibration. This yields a ∆ε VBM = −0.006 eV and ∆ε CBM = −0.042 eV for hBN/SiO 2 , and ∆ε VBM = −0.02 eV and ∆ε CBM = −0.10 eV for hBN/Diamond. Adding these offsets yields the final reference band edges for ionization energy calculations within the continuum model (solid lines in Fig. 6 ).
The total energy calculations using the continuum model along with the band edge positions determined above are now all we need to determine the defect ionization energies, which are the charge transition levels relative to the appropriate band edge. Fig. 7 (a) displays the calculated donor ionization energies for several defects in hBN, hBN/SiO 2 and hBN/Diamond, while Fig. 7(b) shows acceptor ionization energies for several defects, all of whose geometries are shown in Fig. 3 . Note that many defects are shown in both panels because they can act as both donors and acceptors. The defects are all deep in hBN with ionization energies in the range of 2.14-4.01 eV. Compared to free-standing hBN, ionization energies decrease by 0.27-0.33 eV in hBN/SiO 2 , and 0.47-0.64 eV in hBN/Diamond due to increased dielectric screening by the substrate. However, even with this systematic reduction in ionization energies, all these defect levels remain deep -much larger than thermal and phonon energies in the material -indicating that they are viable to exhibit a long coherence time even after substrate modifications to their energetics.
To confirm the accuracy of these results, we also carried out explicit 2D material + substrate calculations for a few test cases. Specifically, we performed explicit calculations for the C B , V N and N B V N donor ionization energies in hBN/SiO 2 , and the donor ionization energies of C B and V N as well as the acceptor ionization energy of V N in hBN/Diamond. We find that our continuum model predictions are accurate to within 0.10 − 0.12 eV for the hBN/SiO 2 cases, and to within 0.11 − 0.16 eV for hBN/diamond (see Table S3 in the Supplemental Material for individual values). While the absolute errors are greater than in the MoS 2 case, note that the overall magnitudes of the substrate effects are larger for hBN, resulting in a similar relative accuracy. Similarly, Table S4 in the Supplemental Material), with the difference arising mainly from effects beyond the dielectric response such as Pauli repulsion from substrate electrons. Overall, this accuracy is remarkable considering that the continuum model calculations required at most 72 atoms compared to 252 and 432 atoms for hBN/SiO 2 and hBN/Diamond (in addition to just 30 bohrs vacuum size compared to 56.7 and 47.2 bohrs respectively). This amounts to a 40−200× reduction in computational effort, making it now possible to rapidly explore defect energetics with realistic treatment of substrate effects.
C. Ionization energy reduction estimates
We have so far presented predictions of the ionization energy of several donor and acceptor defects in three 2D material/substrate combinations, and compared against explicit substrate calculations to establish the accuracy of our technique. Table I summarizes the reduction in ionization energy ∆IE from the free-standing 2D material to the 2D material on the substrate in each of these combinations. Note that the reduction in ionization energy is almost the same across all defects within each material/substrate combination.
The reason for this equivalence in ionization energy reduction is that most charged defects have a fairlylocalized charge distribution which does not change appreciably upon the introduction of a substrate. The charged defect corrections schemes already take advantage of this fact to remove the periodic interaction between defects by computing the self-energy of a Gaussian model charge in periodic and isolated boundary conditions. 15, 17 We could then similarly estimate the reduction in ionization energy of charged defects as the electrostatic stabilization of a Gaussian model charge,
where E iso g (2D) and E iso g (2D/sub) are the self energies of the Gaussian model charge in isolated boundary conditions in the dielectric model of the 2D material alone and of the 2D material on the substrate. (These quantities are already used in the charge defect correction for the free-standing 2D material and 2D material on continuum model substrate respectively.) The second term in Eq. 7 accounts for the change in ionization energy due to the substrate-induced shift of the corresponding band edge position, which serves as the reference for defining ionization energies (Eqs. 3 and 4) . Note that all quantities in Eq. 7 depend on the 2D material and substrate combination alone, and not on a specific defect.
The final column of Table. I shows the results of applying Eq. 7 to each of the three 2D material/substrate combinations studied above. We find that this simple estimate agrees with a typical accuracy of 0.02 eV with the continuum model predictions and a maximum deviation of about 0.04 eV. (See Table S5 in Supplemental Material additionally shows individual results for each defect, compared with this estimate.) This now makes it possible to rapidly estimate the ionization energy of any defect without even performing self-consistent DFT + continuum model calculations of each defect separately. We only need to calculate the ionization energy of all defects of interest in a free-standing 2D material, construct the continuum model for a substrate of interest as described above, and compute a single number using Eq. 7 to shift all free-standing defect ionization energies to the corresponding values on substrates.
IV. CONCLUSIONS
We have demonstrated a general framework to efficiently and accurately calculate energies and related properties of charged defects in 2D materials on substrates. We resolve the challenge of first-principles evaluation of such systems by treating the substrate as a continuous medium, with its electrostatic response replaced by a continuum dielectric function. Results obtained by this method agree very well with explicit calculations that directly include substrate atoms, but at a small fraction of the computational effort.
This methodology applies to arbitrary combinations of defects, 2D materials and substrates, potentially enabling high-throughput screening of not only defects with unique properties, but also material-substrate combinations targeting desired defect properties. As an example, application of this method to defects in MoS 2 and hBN on SiO 2 and diamond substrates reveals that enhanced screening from surrounding environments can significantly change transition levels. This provides an invaluable input for the experimental identification of 2D defects for quantum information applications such as single photon emission, fully accounting for monolayer 2D materials on realistic substrates, as well as in multilayer 2D materials and 2D heterostructures in future work.
