I. INTRODUCTION
In many processes, a system has to perform a task repetitively. Due to the repetitive nature of the operation, errors occurring in one trial will also be present in other trials. If these errors lead to an unacceptable performance, one effective control strategy to improve the performance is to apply Iterative Learning Control (ILC).
ILC is a control strategy used to iteratively improve the performance of a repeated batch process by updating the command signal from one trial to the next. This command signal is updated using measurement data from previous trials. Treatment of different topics in ILC and surveys can be found in, e.g., [1] - [6] .
Although the command signal is constructed using measurement data, the ILC controller itself is based on a model of the system. Depending on the accuracy of the model, i.e., depending on the amount of model uncertainty, the designed ILC controller can make the ILC controlled system unstable, rendering ILC useless.
To avoid instability due to trial invariant model uncertainty, different ILC design approaches have been proposed in ILC literature. First of all, it is stated that ILC controllers whose design is based on norm-optimality have some robustness against model uncertainty, [7] , [8] . However, no quantitative statements can be made about robustness of the ILC controller, because no uncertainty model is used in the control design. A second suggestion is based on the introduction of a (zero-phase) low-pass filter in addition to an original ILC controller, [9] , [10] . This approach is based on the idea that model uncertainty is located at higher frequencies, and in practice it does provide some robustness. However, no theoretical basis seems to exist for tuning the cut-off frequency of the low-pass filter. And furthermore, expressing the ILC control problem in frequency domain assumes an infinite time span of a single trial, thereby ignoring the finite time aspect of the ILC control problem. A third suggestion uses an uncertainty model in the design of an ILC controller, [11] , [12] . With this model based on interval uncertainty of the impulse response of the system, it can lead to a very conservative result. Furthermore, the actual calculation of the optimal ILC controller is very laborious. Finally, different H ∞ control strategies have been proposed: The H ∞ ILC controllers designed in frequency domain, e.g., [13] , [14] , have as a limitation that the obtained ILC controllers are causal, while the advantage of ILC over other control strategies is found in non-causality of the controllers, [15] , [16] . And the H ∞ ILC controller discussed in [12] studies robust ILC control design for trial varying model uncertainty, instead of trial invariant uncertainty. As a result, it studies a different ILC control problem.
In this paper, we propose a new robust ILC control strategy that exploits existing modern robust control theory, which has none of the discussed disadvantages. First of all, our proposed controller explicitly takes into account the fact that a trial has a finite time span. Second, the finite-time robust controller is noncausal. And third, model uncertainty in the proposed finite-time robust ILC strategy can be quantified by an additive or multiplicative uncertainty model, similar to modern robust control theory.
Before discussing the various steps required for obtaining our finite-time robust ILC controller, we introduce some notations in Section II. In Section III, a general finite-time robust control problem is defined, its noncausal finite-time Hamiltonian system solution derived, and criteria for robust stability formulated. This finite-time robust control result is combined with ILC in Section IV, giving the desired noncausal finite-time robust ILC controller. Implementation issues are discussed in Section V, together with a summary of the various steps required in finite-time robust ILC control design. In Section VI we present an example to illustrate a number of design and analysis issues. Finally, this paper ends with concluding remarks in Section VII.
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in (1) .
with the command signal f (t) ∈ R m , the state x p (t) ∈ R np and x p (0) = x p,0 , the measured output y(t) ∈ R ℓ , and the system matrices A p , B p , and C p of appropriate dimensions.
Without loss of generality, in the remainder of this paper it is assumed that the sample time T s equals 1. Furthermore, since a trial k has a finite time interval, the time index t spans t = 0, 1, . . . , N − 1 with N the total number of samples in a trial. Finally, the error signal e(t) in trial k is defined as the difference between a known reference signal r(t) and the measured output in trial k, i.e., e k (t) = r(t) − y k (t).
The ILC control strategy used in this paper is based on (2).
The challenge in ILC is to design L(e k (t)) such that the command signal f k+1 (t) generates an error e k+1 (t) which is smaller than e k (t) in an appropriate norm. The applied norm ||e(t)|| 2 used in this paper is given by (3) .
Finally, the induced 2-norm of a system y(t) = N u(t) operating in finite time is defined by (4), and of a system y(z) = N (z)u(z) by (5) .
with σ the maximum singular value.
III. FINITE-TIME ROBUST CONTROL
To define our finite-time robust control problem, we use the closed loop system structure presented in Fig. 1 . The signal w o (t) is referred to as exogenous input, and can include reference signals, noise signals, disturbance signals, etc. The signal z o (t) contains the performance variables, e.g., command signals and error signals. The signal y(t) corresponds to the controller input, and u(t) is the controller output. Finally, p(t) and q(t) are the input and output variables of the uncertainty block ∆(t), respectively. The underlying structure of the generalized plant G(t) is given in (6), with
Without loss of generality, D 22 can be set equal to zero, [17] , [18] . 
A. General finite-time robust solution
Our finite-time robust control problem can be formulated as the minimization of the induced 2-norm of the mapping from w(t) to z(t), ||N || i2 , subject to a worst case disturbance, (7), [19] .
Note that the optimal solution is a saddle point: ||N || i2 has a minimum for u(t) and a maximum for w(t).
Since the solution of the optimal problem involves the asymptotic solution to a sub-optimal problem, we focus on the sub-optimal solution with γ > γ opt . For a given γ > γ opt , ||N || i2 can be presented by (8) .
Based on (8), the control objective of the finite-time robust optimization problem can be expressed by (9) .
sub. to
By introducing the Lagrange multipliers λ(t) and λ 2 (t), the constraints in (9) can be incorporated in the cost function. Consequently, the constrained objective J ′ can be replaced by the unconstrained objective function J , (10) .
The solution for (10), i.e., the saddle point, is found by differentiating J with respect to x(t), u(t), w(t), λ(t), and λ 2 (t), and setting the expressions equal to zero. To simplify the result, we assume the following properties of G(t) to hold, (11) .
These assumptions are shown to hold for the finite-time robust ILC problem studied in Section IV.
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After some algebraic manipulations, Appendix A, the solution can be given by (12) .
with
. B. Robust stability
With robust stability of (12) being difficult to prove directly, we transform the various systems to frequency domain, (13) , to find a sufficient condition for robust stability of the finite-time problem.
Robust stability of the robust controller now corresponds to a γ ≤ 1 with
with N (e jω ) the lower Linear Fractional Transformation (LFT), F l , of G(e jω ) and L(e jω , e −jω ), [20] ,
IV. FINITE-TIME ROBUST ILC
In this Section, we focus on the application of the finitetime robust solution, (12), on the ILC problem presented in Fig. 2 . In Fig. 2 , P (z) corresponds to the nominal system under study and ∆(z) = W i (z)δ(z)W o (z) represents the dynamic additive uncertainty. The set of perturbed plants Π is given by
with W i (z) and W o (z) stable, minimum-phase filters. The goal is to find an L(z, z Fig. 2 . ILC control problem, including dynamic uncertainty ∆(z).
To tackle the problem in Fig. 2 with the finite-time robust approach of Section III, a corresponding generalized plant G(t) is required. Therefore, we first specify the uncertainty ∆(z), (16), with β ∈ R an additional scaling factor.
In time domain, W i (z) can be expressed by (17) .
with x u (t) ∈ R nu . Secondly, we define w(t), u(t), z(t), and y(t) as:
(18) Now using Fig. 2, (16) , (17) , and (18), the generalized plant can be expressed by (19) .
An expression for the finite-time robust ILC controller L(t) : e k (t) → u k (t) is obtained by substituting (19) in (12) , resulting in the different matrices given in (21) .
To verify if the obtained controller is robustly stabilizing for a given γ and β, we have to study
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(22) The well known expression N 11 (z) = I − J(z)L(z, z −1 ) is related to nominal stability of the ILC controlled system, i.e., nominal stability requires ||N 11 (e jω )|| i2 < 1. In contrast, in this paper we desire robust stability given by (14) , hence nominal stability alone is not sufficient anymore.
Remark 1:
Note that the structure of (21) is similar to that of a finite-time LQG control problem in which e k+1 (t) is penalized by −Q and u k (t) by −R, [21] . The difference in minus signs in R and Q is due to the definition of (20) . The general solution of the LQG problem with Q = −I and R = −αI is given by A h = A p , B h = B p , and C h = C p .
Remark 2:
We have chosen W o = I and D u = 0 in (16) to simplify the finite-time robust control solution. Note, though, that the derived finite-time robust control theory is equally applicable to cases in which W o = I and/or D u = 0. Other choices in the definition of ∆(z), e.g., describing the uncertainty dynamics by W o (z) instead of by W i (z), can result in less conservative solutions (faster convergence of the controlled system, while still being robustly stable). The study of the relation between convergence properties and the problem definition, however, is subject for future research.
Remark 3:
Initially, we defined β as merely a scaling factor. However, a closer look at β reveals that it can be associated with a constant D-scaling gain, used in µ-synthesis, [20] . As a consequence, we can use β to decrease ||N (z)|| i2 , after a γ min has been found with β = 1. Simulations suggest that robust stability and fast convergence speed are achieved for smaller β. Using (23), a lower bound for β equals β > ||W i (z)|| i2 .
Solution (12) is not implementable in its current form, since the causal and noncausal dynamics are not separated. In subsection V-A, an implementable counterpart of (12) is derived, followed by existence conditions of this solution in subsection V-B. In subsection V-C, we present an iterative algorithm which is capable of finding a γ min which can approximate γ opt arbitrarily close. Finally, the various steps required for finite-time robust ILC controller design are recited in subsection V-D.
A. Implementable finite-time robust controller
The implementation issue of (12) can be resolved by performing a state transformation which separates the causal part of the Hamiltonian system from the anti-causal part.
Although different state transformations are possible, see, e.g., [22] , [23] , in this paper we use (24) .
Based on (20) and (24), (12) can be represented by
with the various matrices given by
The expression for Y (t) follows from the state transformation and corresponds to the time varying Riccati equation (27) .
with Y (0) = 0. For implementation of (25), first determine Y (t) and (26) for t = 0, 1, . . . , N − 1. Next, calculate g(t), followed by λ(t). Finally, determine u k (t).
B. Existence conditions
Before being able to focus on finite-time robust control synthesis, the generalized plant (6) must satisfy the conditions given in (28), [20] .
6)
A − e jω C 1 has full column rank ∀ω ∈ [0, π].
To check the existence of a robustly stabilizing controller, we require (14) to hold for γ ≤ 1.
C. Bisection algorithm
To find an approximation of γ opt , i.e., γ min , we apply the bisection algorithm given by Algorithm 1. For initiation of the algorithm, an upper and lower bound on the possible values for γ should be defined. The upper bound γ ≥ γ must be chosen sufficiently large to ensure a solution to the 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 WeA09.3
algorithm. The lower bound is defined by γ > σ(D
is guaranteed to exist. Furthermore, ε > 0 is used as a tolerance for the distance between γ and γ.
D. Summary
The various steps required to design a finite-time robust ILC controller for a system with additive uncertainty are summarized below.
1) Formulate a discrete-time standard plant G(t), (6), using a nominal plant model P (t) and additive uncertainty model ∆(z).
2) Check the conditions (28).
3) Define γ, γ, ε, and determine γ min using Algorithm 1. This requires repeated calculation of (20) and (13), since R −1 = R −1 (γ). 4) Define β, β and ε and determine β min using Algorithm 1 with γ = γ min . 5) If ||N (γ min , β min )|| i2 < 1, use γ min and β min to calculate the time varying matrices (26). If not, the system is not robustly stabilizing with this ∆(z). 6) Between trials, determine f k+1 (t), (2), using u k (t) from (25). Note that all but the last step has to be executed only once. The computational burden between trials is limited to calculating u k (t) and f k+1 (t) = f k (t) + u k (t).
VI. EXAMPLE
In this Section we present results of the finite-time robust ILC controller applied to the SISO system discussed in [24] . The nominal model of the system P (z) and additive uncertainty ∆(z) are presented in Fig. 3 . At lower frequencies, the plant uncertainty is 2% of |P (z)|. Around the resonance frequency (≈ 52Hz) the uncertainty increases to 80% of |P (z)|. Given the nominal plant model and additive uncertainty model, a finite-time robust ILC controller is determined. In this case we found γ min = 1.08 and β min = 1.092, resulting in ||N (e jω )|| i2 = 1 − ǫ, with N (e jω ) from (22) . Monte-Carlo simulations of the system performing a servo task indicate that the ILC controlled system is indeed robustly stable.
Algorithm 1 Bisection algorithm
Initiation: γ := γ, Ω := 1. Determine (12) .
Determine ||N ||i2 for given γ, (15) . Using (13), in Fig. 4 the final controller is plotted together with the original plant P (z) and its inverse P −1 (z). It can be seen that at lower frequencies L(z, z −1 ) ≈ P −1 (z), while at higher frequencies |L(z, z −1 )| ≈ |P (z)|. Reducing β would increase the frequency band in which L(z, z −1 ) ≈ P −1 (z), however in that case we can not guarantee robust stability anymore.
The singular values and transfer functions of N (e jω ) are presented in Fig. 5 . Note that the larger singular value is comparable to the transfer function N 11 (z) : e k (z) → e k+1 (z), while the smaller singular value approximates the transfer function q(z) → e k+1 (z). The main differences are visible at the low frequencies and around the resonance frequency. Simulations indicate that, as might be expected, the frequency at which the robust stability criterium would be violated first equals the resonance frequency.
To compare finite-time robust ILC to LQG ILC control, a robustly stabilizing LQG controller is designed with α = 0.69 and β = 1.16 (in accordance with Remark 1 in Section IV). In contrast to the robust controller, there is no systematic approach in tuning α and β. Furthermore, although the LQG results for ||N 11 (e jω )|| i2 are slightly better than those of the finite-time robust controller, i.e., have a smaller gain over a larger frequency band, the corresponding norm ||N (e jω )|| i2 is worse.
VII. CONCLUDING REMARKS
In this paper, a new robust Iterative Learning Control (ILC) strategy has been presented. In contrast to infinite- time interval (frequency domain) robust ILC solutions, the designed robust ILC control strategy has explicitly taken into account the finite time span of a single experiment. Furthermore, the presented finite-time robust ILC control strategy has exploited noncausal feedback in its controller. It has been shown in ILC literature that it is exactly the non-causality in ILC which makes ILC capable of achieving superior performance over other control strategies. With the finite-time robust ILC controller based on modern robust control theory, it not only provides guaranteed robust stability for uncertain systems, it also provides the possibility to quantify model uncertainty by additive or multiplicative uncertainty models. Multiple control and analysis issues related to finite-time robust ILC have been illustrated by means of an example.
Future research will focus on the relation between convergence properties and the definition of the uncertainty model, and on implementation of the proposed finite-time robust ILC control strategy on an experimental set-up.
APPENDIX
A. Derivation of (12) Given (10) 
To arrive at (12): 1) Use (30) to describe w(t) as function of (x(t), λ(t + 1), λ 2 (t + 1)). 2) Substitute this w(t) in (33) to obtain λ 2 (t) as function of (x(t), λ(t+1), y(t)). 3) Substitute this λ 2 (t + 1) in (30) to find w(t) as function of (x(t), λ(t + 1), y(t)). 4) From (31) we get u(t) as function of (x(t), λ(t+ 1)). 5) Use w(t) from 3) and u(t) from 4) in (29) and (32).
