In the present paper, we propose elliptic curve scalar multiplication methods on pairing-friendly elliptic curves. The proposed method is efficient on elliptic curves on which Ate i pairing or optimal pairing is efficiently computed.
Introduction
Efficient computation of elliptic curve scalar multiplication has been a significant problem since Koblitz [13] and Miller [14] independently proposed elliptic curve cryptography, and several efficient methods of scalar multiplication have been proposed (e.g., [8] , [9] , [12] ).
A standard approach for computing scalar multiplication is to use the Frobenius endomorphism. If we compute the s-multiplication on a point Q, denoted by [s]Q (see Sect. 2.1), on an elliptic curve E over a finite field F q of characteristic p, we expand s in base q and apply [q]Q = −π 2 q (Q) + [t]π q (Q) (where t is the trace of the Frobenius endomorphism π q ). This approach is very useful for small characteristic p (e.g., p = 2, 3). Kobayashi et al. [12] proposed an efficient method for the relatively large characteristic case.
Since Boneh et al. [2] and Sakai et al. [17] independently proposed ID-based cryptosystems using pairings, pairing-based cryptography has been a subject of great interest in cryptography. The fundamental components of several pairing-based cryptosystems are pairing computation and elliptic curve scalar multiplication.
The standard approach using the Frobenius endomorphism is useful for supersingular elliptic curves over small characteristic finite fields (e.g., F 2 m or F 3 m ). However, the Frobenius endomorphism is difficult to apply directly to elliptic curves over prime finite fields of large characteristic p because p is generally larger than the scalar s. Therefore, it is necessary to find a good "base" in which to expand s.
In the present paper, we propose elliptic curve scalar multiplication methods using the concepts of Ate i pairing [21] and optimal pairing [22] . We can reduce the number of group operations over an elliptic curve by using these pro- posed methods. The remainder of the present paper is organized as follows. Section 2 presents a brief description of elliptic curves and pairings and related research. Section 3 describes efficient scalar multiplication using the concepts of Ate i pairing and optimal pairing. Finally, conclusions are presented in Sect. 4.
Preliminaries

Elliptic Curves
In this subsection, we present a brief description of elliptic curves and pairings. See [7] or [23] for details.
Let E : Y 2 = X 3 + aX + b be an elliptic curve over a finite field F q with characteristic p 2, 3. We denote the point at infinity of E as O. For an extension field F q i , the set of F q i -rational points on E, denoted by E(F q j ), is defined by E(F q j ) = {(x, y) ∈ E : x, y ∈ F q j } ∪ {O}, and E(F q j ) is a group under addition on elliptic curves. We denote the inverse of Q ∈ E as −Q.
For a point Q ∈ E and an integer n, n-multiplication of Q, denoted by [n]Q, is defined by
We denote by π q the q-th Frobenius endomorphism on E, that is, π q : (x, y) → (x q , y q ). Then, #E(F q ) = q + 1 − t, where t is the trace of π q .
Let r be a large prime number with r|#E(F q ) and (r, q) = 1. We denote by E[r] the group of r-torsion points on E. In this case, E[r] Z/(r) × Z/(r), because (r, q) = 1.
The embedding degree k with respect to q and r is the smallest positive integer with r|(q k − 1). We denote by μ r (⊂ F * q k ) the group of r-th roots of unity.
Related Research
In this section, we briefly review the techniques used in scalar multiplication.
GLV Multiplication
Gallant et al. [9] proposed an efficient scalar multiplication Copyright c 2011 The Institute of Electronics, Information and Communication Engineers on elliptic curves having endomorphisms of a certain form.
Let E 1 : Y 2 = X 3 + aX be an elliptic curve over a prime finite field F p with p ≡ 1 (mod 4). Choose α ∈ F * p of order 4. Then, the map φ 1 : (x, y) → (−x, αy) is an endomorphism on E 1 over F p . The action of φ 1 on E[r] corresponds to λ-multiplication, where, λ is a scalar that satisfies λ 2 + 1 ≡ 0 (mod r).
Similarly, we can consider an elliptic curve E 2 : Y 2 = X 3 +b over F p with p ≡ 1 (mod 3) having an endomorphism φ 2 : (x, y) → (βx, y) for β ∈ F * p of order 3 that corresponds to λ such that λ 2 + λ + 1 ≡ 0 (mod r) † .
χ-Based Multiplication
Nogami et al. [16] and Sakemi et al. [18] proposed efficient pairing computation and scalar multiplication methods for the BN curves [4] . As they reported, their techniques can be applied for other pairing-friendly elliptic curve families. In the present paper, we briefly review their methods, particularly those of Nogami et al. [16] . These methods treat the following parameter family of embedding degree k = 12, as reported by Barreto et al. [4] :
(Polynomials p(X) and r(X) are slightly different from those in [4] . See Example 2 in Sect. 3.1.1.) The monomial 6X is written as 
Primary Result
In this section, we explain the primary result of the present paper. As mentioned in Sect. 1, we consider scalar multiplication on pairing-friendly elliptic curves.
For applications to pairing cryptosystems, we usually consider points P and Q, which are elements in the following groups:
We hereinafter assume that P ∈ G 1 and Q ∈ G 2 .
Scalar Multiplication on
. Therefore, due to its simplicity, we first consider scalar multiplication on G 2 . We begin with the results.
Theorem 1
Let E be an elliptic curve over a finite field F q . Let r be a prime number of #E(F q ) with (r, q) = 1, and let k be the embedding degree with respect to r and q. For 
. If the size of T n is sufficiently smaller than that of the scalar s, s can be written as
where d is the largest integer less than log T n (s) and 0
. Let s max := max{s j } 1≤ j≤d . In the proposed method, the number of group operations over an elliptic curve is log 2 (s max ), as compared with that of the usual scalar multiplication, log 2 (s) ≈ log 2 (r). Therefore, the proposed method can be performed faster than the usual binary method.
Example 1 (A parameter family with k = 24) We apply † The curve E 2 has another endomorphism: φ 2 : (x, y) → (βx, −y) for β ∈ F * p of order 3 that corresponds to λ such that
the proposed method to a parameter family with k = 24 reported in [6] .
In this case, T n = T 1 = X. Therefore, the number of group operations over the elliptic curve is approximately 1 8 log 2 (r).
Example 2 (BN elliptic curves)
In this case, T n = T 1 = 6X 2 . Therefore, the χ-based method of Nogami et al. is more efficient.
Method 2: Scalar Multiplication Using the Concept of Optimal Pairing
If we can compute the optimal pairing on E, then
and hence we can compute [s]Q efficiently by expanding s in base c w .
Example 3 Consider the BN curves given in (1) again. In this case, we find a coefficient vector
. Therefore, c w = c 0 and
Example 4 (A parameter family with k = 10 in [5])
Freeman [5] found the following parameter family, such that k = 10:
. Therefore, c w = c 3 and In the case of G 1 , some powers of q give eigenvalues of some endomorphisms. According to a previous study [11] , if #Aut(E) = 4, 6, d = 3, 4, 6, and By the definitions of q, r, and e, the above implies that r | Φ d (q e ), where Φ d is the d-th cyclotomic polynomial, and ϕ(3) = ϕ(4) = ϕ(6) = 2. Thus, if there exists i ∈ Z such that log 2 (q ei mod r) = log 2 T ei ≈ 1 2 log 2 r, then we can decompose an integer x ∈ Z/(r) into two approximately equal parts as x = x 0 + x 1 T ei , where 0 ≤ x 0 , x 1 < T ei , and we can then perform scalar multiplication by the GLV method,
Example 5
We obtain the following parameter (p, r, t) with k = 6 and discriminant Δ = 3 using Construction 6.6. in [6] .
In this case, we can set d = 6 because Δ = 3. Therefore, we have e = 1. Hence,
The condition that there exists i ∈ Z such that log 2 T ei ≈ 1 2 log 2 r is not always satisfied in general, for example, in the case of BN curves. Sakemi et al. [18] proposed a method by which to achieve almost half decomposition for BN curves using the skew Frobenius endomorphism.
Application for Elliptic Curves Generated by the Cocks-Pinch Method
Generally, the ratio of elliptic curves generated by the Cocks-Pinch method suitable for Ate i pairing or optimal pairing is very small. The proposed method can be applied for elliptic curves generated by the Cocks-Pinch method if the curves have sufficiently small T n or "good" vectors
Example 6
We use the following parameters (r, p, t) with embedding degree k = 16 generated by the Cocks-Pinch method: r = 0x00000001 08182010 00000000 00000000\ 00000000 00000001 p = 0x20f6894a e7a636cf b82f1104 ee299407\ 9181cafa d1d4b59a f929bbb5 631dfc13\ 3824a88d da16e98d t = 0x70b70de7 d3a02e1b 4c6300e7 fb06d82c\ 69285d86
The sizes of primes p and r are 318 bits and 161 bits, respectively. We first consider multiplication on G 2 . In this case, T n = T 14 = 1108101562368 is a 41-bit integer, and the number of group operations over the elliptic curve is approximately 
Remark 2 (1) The Cocks-Pinch method enables group order to be input in advance. If we find an integer
Implementation
In order to demonstrate the advantage of the proposed method, we implemented experimental programs on a software platform based on the method described in Sect. 3.1.1 and selected Example 6 for scalar multiplication over G 2 and Example 6 for scalar multiplication over G 1 . The software platform is as follows. The processor is an Intel Core i7 970 (3.2 GHz). The OS is 64-bit Linux 2.6.35, and the compiler is gcc 4.5.1. The experimental program is written in the C++ programming language using the NTL library 
if (s (3,l) , s (2,l) , s (1,l) , s (0,l) ) 2 0 then 7:
end if 9: end for 10: return T ; version 5.5.2 [20] . No optimization techniques were used.
Algorithms
We decided to implement the scalar multiplication using the binary method and simultaneous multiple point multiplication [10] . Simultaneous multiple point multiplication requires a look-up table for input points Q over G 2 and P over G 1 as well as a decomposition of an input scalar s.
In Example 6, the implemented binary method is given by Algorithm 1, and the simultaneous multiple point multiplication is given by Algorithm 2 over G 2 and Algorithm 4 over G 1 . Look-up table construction is performed using Algorithms 3 and 5. Integer decomposition is straightforward, i.e., the division and the remainder are iterated by the divisor T 14 over G 2 and T 12 over G 1 .
Efficiency Analysis
The look-up table in simultaneous multiple point multiplication requires 2 n entries, where n is the number of partitions. In the algorithms of the present study, all of the values at even position 2i entries are computed by values at position i entries using π p 14 over G 2 , and [ξ 4 ] over G 1 . Therefore, there are only 2 n−1 − 1 even position computations and 2 n−1 − 1 additions.
Algorithm 3 Look-up table construction of Q
Input: Q ∈ G 2 . Let p, T 14 ∈ Z be as defined in Example 6 in Sect. 3.1.1, and let π p 14 be a p 14 -Frobenius endomorphism on E.
Algorithm 4 Simultaneous multiple point multiplication over if (s (1,l) , s (0,l) ) 2 0 then 7:
T ← T + Tbl P ((s (1,l) , s (0,l) ) 2 ); 8: end if 9: end for 10: return T ; Algorithm 5 Look-up table construction of P Input: P ∈ G 1 . Let p, T 12 ∈ Z, and let and [ξ 4 ] : G 1 → G 1 , all as defined in Examples 6. Output: Tbl P .
1:
Let s ∈ Z be an input scalar, and let s be a bitwiseor of all of the decompositions of s. This means that if s is decomposed as s = 
where DBL and ADD are the costs of point doubling and addition, respectively, EvenPos is the cost of π p 14 over G 2 and [ξ 4 ] over G 1 . We assume that s is a uniformly distributed integer from 1 to r − 1. Approximately, the expectation of len(s) is len(r). In average cases, hw(s) ≈ len(s)/2, len(s ) ≤ len(s)/n, and hw(s ) ≥ len(s )/2. In addition, we assume that len(s ) = len(s)/n, and hw(s ) = len(s ). Then, based on these assumptions, we obtain the following inequality using Equations (2) and (3):
In this inequality, the left-hand side denotes the improvement and the right-hand side denotes the overhead of the simultaneous multiple point multiplication, as compared with the binary method for average cases. Finally, if s is close to or smaller than divisor T 14 over G 2 or T 12 over G 1 , then the values given by Equation (2) would be smaller than the values given by Equation (3) by the overhead. However, we can neglect these cases. Because, from a cryptographic point of view, s must be large and uniformly distributed.
Experimental Results
We constructed the extension field
, and base points of G 1 ,
Based on the experimental programs of the preset study, the timings of DBL, ADD, and EvenPos are 0.15 msec, 0.15 msec, and 0.02 msec over G 2 and 3.71 μsec, 4.32 μsec, and 0.52 μsec over G 1 , respectively. Additionally, timings of decomposition of input scalars are 2.0 μsec in Algorithm 2, and 0.7-1.6 μsec in Algorithm 4. These parts are cheaper than the others in both cases, hence, their costs are negligible. Then, in the case of G 2 , by inequality (4), we obtain: On the other hand, in the case of G 1 :
RHS = 1 · (0.52 + 4.32) = 4.84.
In the both cases, inequality (4) is satisfied. There are many dependencies on software platforms, e.g., CPUs, compilers, libraries, etc. As such, we measure the actual running times of the binary method and simultaneous multiple point multiplication for scalars of various length in order to demonstrate the validity of the experimental programs.
For these experiments, we generated eight different bitlength positive integers at random for input into Algorithms 1, 2, and 4. Table 1 shows the properties of the generated integers. The "Max bitlength over G 2 " and "Max bitlength over G 1 " rows show the bitlengths of max{s i :
where s is an input scalar. These maximum integers correspond to the loop length in Algorithms 2 and 4. The "Hamming weight over G 2 " and "Hamming weight over G 1 " rows show the Hamming weights of s 0 |s 1 |s 2 |s 3 over G 2 and s 0 |s 1 over G 1 , which correspond to the number of point additions in Algorithms 2 and 4 for an input scalar s. Tables 2 and 4 give the running times over G 2 and G 1 of our experimental program for generated scalars. Tables 3   Table 3 Ratio of timings of Algorithms 2 and 1 over G 2 . and 5 show the ratios of the time required for Algorithm 1 to the time required for Algorithm 2 and the time required for 4, respectively. Based on Table 3 , with scalar Nos. 1 through 6 in Table 1 , Algorithm 2 is faster than Algorithm 1, whereas Algorithm 2 is slower than Algorithm 1 with scalar Nos. 7 and 8. Based on Table 5 , with scalar Nos. 1 through 4, Algorithm 4 is faster than Algorithm 1, whereas the opposite is true for scalar Nos. 5 through 8. Based on the experimental results, Algorithms 2 and 4 are faster than Algorithm 1 in many cases, and the advantage of G 1 scalar multiplication is slightly less than the advantage of G 2 scalar multiplication.
No
Conclusion
We proposed elliptic curve scalar multiplication methods using the concepts of Ate i pairing and optimal pairing. We can reduce the number of group operations over an elliptic curve by using the proposed methods. The proposed methods can also be applied to elliptic curves generated by the Cocks-Pinch method if the Ate i pairing or optimal pairing is efficiently computed over these curves.
