Harnessing previously issued queries to facilitate collaborative querying is an approach that can help users in digital libraries and other information systems better meet their information needs. Here, the kernel step is to identify and cluster similar queries by mining the query logs. However because of the short lengths of queries, it is relatively difficult to cluster queries effectively using only the terms since they cannot convey enough information. This paper introduces a hybrid method to cluster queries by utilizing both the query terms and the results returned to queries. Experiments show that this method outperforms existing query clustering techniques.
Introduction
People have now come to depend more on the Web or digital libraries (DLs) to search for information. However the amount of information and its growth is a double-edged sword because of the problem of information overload, exacerbated by the fact that not all content on the Web or DLs is relevant nor of acceptable quality to information seekers. Information overload has thus led to a situation where users are swamped with too much information, resulting in difficulty sifting through the material in search of relevant content.
The problem of information overload has been addressed from different perspectives. The study of information seeking behavior has revealed that interaction and collaboration with other people is an important part in the process of information seeking and use [7] [8] [17] . Given this idea, collaborative search aims to support collaboration among people when they search information on the Web or in DLs [5] . Work in collaborative search falls into several major categories including collaborative browsing, collaborative filtering and collaborative querying [14] . In particular, collaborative querying seeks to help users express their information needs properly in the form of a question to information professionals, or formulate an accurate query to a search engine by sharing expert knowledge or other users' search experiences with each other [14] . Query mining is one of the common techniques used to support collaborative querying. It allows users to make use of other users' search experiences or domain knowledge by analyzing the information stored in query logs (query analysis), grouping (query clustering) and extracting useful related information on a given query. The extracted information can then be used as recommendation items (used in query recommending systems) or sources for automatic query expansion. An example is given below.
Consider a user A that is interested in novel human computer interfaces for information exploration, and she wants to look for research papers related to this field. Due to her limited domain knowledge, she enters "Human Computer Interface" as the query to her preferred search engine and gets lists of results. However nothing in the top 50 results contains the desired information and she does not know how to modify her query. At the same time, another user B may know that the paper "Reading of electronic documents: the usability of linear, fisheye and overview+detail interface" is a helpful paper that reviews novel interfaces and knows that good search results can be obtained by using "overview detail interface" as the query. Note that B's search history is usually stored in the query logs. Different search engines have query logs in different formats although most contain similar information such as a session ID, address of user, submitted query, etc. Thus, by mining the query logs, clustering similar queries and then recommending them to users, there is an opportunity for the first user to take advantage of previous queries that someone else had entered and use the appropriate ones to meet her information need.
From this example, we can see that the query clustering is one of crucial steps in query mining and the challenge here is to identify the similarities between different queries stored in the query logs. The classical method in information retrieval area suggests a similarity calculation between queries according to query terms (content-based approach) [13] . However the precision of this approach will likely be low due to the short length of queries and the lack of the contextual information in which queries are used [20] . An alternative approach is to use the results (e.g. result URLs in Web search engines) to queries as the criteria to identify similar queries (results-based approach) [5] [10] . However one result might cover different topics, and thus queries with different semantic meanings might lead to the same result.
In this paper, we explore query similarity measures of query clustering by using a hybrid content-based and results-based approach. The basic principles of this approach are: (1) if different queries share a number of identical keywords in query terms, then these queries are similar; and (2) if different queries share some number of identical query results, then these queries are similar. As discussed, queries are often too short to convey enough information to deduce their semantic meaning. Thus by using the results to queries, our proposed combined method overcomes the lack of contextual information in which the queries are used. However the results-based approach will be affected greatly by the fact that queries representing different information needs might lead to the same results since one result can contain information in several topics. Hence, in order to compensate for this drawback, query terms are considered as complementary information for similarity calculations. Although traditional content-based methods are not suitable for query clustering by themselves, query terms do provide some useful information for query clustering as demonstrated in [20] . Consequently, we assume that a combination of both methods will help us detect similar queries more effectively and thus generate better query clusters. Our experimental results indicate that this hybrid approach generates better clustering results than using content-based or results-based methods separately. This work will benefit information retrieval systems and DLs in better meeting the information needs of users through collaborative querying. Specifically, the hybrid approach proposed in this paper can be used to improve the performance of the algorithms adopted by query recommending systems to identify high-quality query clusters given a submitted query. Note that cluster quality encompasses coverage, precision and recall, and this will be discussed in detail in Section 4.
The remainder of this paper is organized as follows. In Section 2, we review the literature related to this work. Next, we describe our approach to clustering queries and report experimental results that assess the effectiveness of this approach. Finally, we discuss the implications of our findings for collaborative querying systems and outline areas for further improvement.
Related Work

Collaborative Search
Collaborative search can be divided into three types according to the ways that users search for information: collaborative browsing, collaborative querying and collaborative filtering [14] . Collaborative browsing can be seen as an extension of Web browsing. Traditional Web browsing is characterized by distributed, isolated users with low interactions between them while collaborative browsing is performed by groups of users who have a mutual consciousness of the group presence and interact with each other during the browsing process [6] . In other words, collaborative browsing aims to offer document access to a group of users where they can communicate through synchronous communication tools [12] . Examples of collaborative browsing applications include "Let's Browse" [6] , a system for co-located collaborative browsing using user interests, and "WebEx" [19] , a meeting system that allows distributed users to browse a Web pages.
Collaborative filtering is a technique for recommending items to a user based on similarities between the past behavior of the user and that of likeminded people [1] . It assumes that human preferences are correlated and thus if a group of likeminded users prefer an item, then the present user may also prefer it. Collaborative filtering is a beneficial tool in that it harnesses the community for knowledge sharing and is able to select high quality and relevant items from a large information stream [4] . Examples of collaborative filtering applications include Tapestry [4] , a system that can filter information according to other users' annotations; GroupLens [12] , a recommender system using user ratings of documents read; and PHOAKS [18] , a system that recommends items by using newsgroup messages.
Collaborative querying on the other hand, assists users in formulating queries to meet their information needs by utilizing other people's expert knowledge or search experience. There are generally two approaches used. Online live reference services are one such approach, and it refers to a network of expertise, intermediation and resources placed at the disposal of someone seeking answers in an online environment [9] . An example is the Interactive Reference Service at the University of California at Irvine, which offers a video reference service that links librarians at the reference desk at the University's Science Library and students working one-half mile away in a College of Medicine computer lab [16] .
Although online live reference services attempt to build a virtual environment to facilitate communication and collaboration, the typical usage scenario involves many users depending only on several "smart librarians". This approach inherently has the limitation of overloading especially if too many users ask questions at the same time. In such cases, users may experience poor service such as long waiting times or answers that are inadequate.
An alternative approach is to mine the query logs of search engines and use these queries as resources for meeting a user's information needs. Historical query logs provide a wealth of information about past search experiences. This method thus tries to detect a user's "interests" through his/her submitted queries and locate similar queries (the query clusters) based on the similarities of the queries in the query logs [5] . The system can then either recommend the similar queries to users (query recommending systems) [5] or use them as expansion term candidates to the original query to augment the quality of the search results (query automatic expansion systems) [10] . Such an approach overcomes the limitation of human involvement and network overloading inherent in online live reference service. Further, the required steps can be performed automatically. Here, calculating the similarity between different queries and clustering them automatically are crucial steps. A clustering algorithm could provide a list of suggestions by offering, in response to a query q, the other member of the cluster containing q. There are some commercial search engines that give users the opportunity to rephrase their queries by suggesting alternate queries. These include Lycos and Google.
Query Clustering Approaches
Traditional information retrieval research suggests an approach to query clustering by comparing query term vectors (content-based approach). Various similarity functions are available including cosine-similarity, Jaccard-similarity, and Dice-similarity [14] . Using these functions have provided good results in document clustering due to the large number of terms contained in documents. However, the content-based method might not be appropriate for query clustering since most queries submitted to search engines are quite short [20] . A recent study on a billion-entry set of queries to AltaVista has shown that more than 85% queries contain less than three terms and the average length of queries is 2.35 [15] . Thus query terms can neither convey much information nor help to detect the semantics behind them since the same term might represent different semantic meanings, while on the other hand, different terms might refer to the same semantic meaning [10] .
Another approach to clustering queries is to utilize a user's selections on the search result listings as the similarity measure [20] . This method analyzes the query session logs which contain the query terms and the corresponding documents users clicked on. It assumes that two queries are similar if they lead to the selection of a similar document. Users' feedback is employed as the contextual information to queries and has been demonstrated to be quite useful clustering. However the drawback is that it may be unreliable if users select too many irrelevant documents [20] .
Raghavan and Sever [10] determine similarity between queries by calculating the overlap in documents returned by the queries. This is done by converting documents into term frequency vectors. However this method is time consuming to perform and is not suitable for online search systems [3] . Glance [5] thus uses the overlap of result URLs as the similarity measure instead of the document content, which is quite similar to our approach. However, Glance does not take the query terms themselves into consideration, which can provide useful information for query clustering [20] .
Calculating Query Similarity
As discussed, our approach is a hybrid method based on the analysis of query terms and query results. There are two principles behind our approach of determining query similarity. That is, two queries are similar when (1) they contain one or more terms in common; or (2) they have results that contain one or more items in common.
Content-based Similarity Approach
We borrow concepts from information retrieval [13] and define a set of queries as Q={Q 1 , Q 2 …Q i , Q j …. Q n }. A single query Q j is converted to a term and weight vector shown in (1), where q i is an index term of Q j and w iQj represents the weight of the i th term in query Q j . In order to compute the term weight, we define the term frequency, tf iQj , as the number of occurrences of term i in query Q j and the query frequency, qf i , as the number of queries in a collection of n queries that contains the term i. Next, the inverted query frequency, iqf i , is expressed as (3), in which n represents the total number of queries in the query collection. We then compute w iQj based on (2):
Given D, we define C ij as (4) which represents the common term vector of queries Q i and Q j . Here, q refers to the terms that belong to both Q i and Q j .
Given these concepts, we now can provide one definition of query similarity:
Definition I: A query Q i is similar to query Q j if N(C ij )>0, where the N(C ij ) is the number of common terms in both queries.
A basic similarity measure based on query terms can be computed as follows:
where N(Q i ) is the number of the keywords in a query Q i .
Taking the term weights into consideration, we can use any one of the standard similarity measures [13] . Here, we only present the cosine-similarity measure since it is most frequently used in information retrieval: where cw iQi refers to the weight of i th common term of C ij in query Qi.
As discussed, the effectiveness of using content-based similarity approaches is questionable due to the short lengths most queries. For example the term "light" can be used in four different ways (noun, verb, adjective and adverb). In such cases, content-based query clustering cannot distinguish the semantic differences behind the terms due to the lack of contextual information and thus cannot provide reasonable cluster results. Thus an alternative approach based on query results is considered.
Result URLs-based Similarity Approach
The results returned by search engines usually contain a variety of information such as the title, the abstract, the category, etc. This information can be used to compare the similarity between queries. In our work, we consider the query results' unique identifiers (e.g. URLs) in determining the similarity between queries.
Let U(Q j ) be represented as set of query result URLs to query Q j :
where u i represents the i th result URL for query Q j. We then define R ij as (8) which represents the common query results URL vector between Q i and Q j . Here u refers to the URLs that belong to both U(Q i ) and U(Q j ).
Next, the similarity definition based on query result URLs can be stated as:
Definition II: A query Q i is similar to query Q j if N(R ij )>0, where the N(R ij ) is the number of common result URLs in both queries.
The similarity measure can then be expressed as (9) )) (
where the N(U(Q i )) is the number of result URLs in U(Q i ). Note that this is only one possible formula of calculating similarity using result URLs. Other measures for determining the similarity can be used. For example, overlaps of result titles or overlaps of the domain names in the result URLs.
Hybrid Approach
The content-based query clustering method can mine the relationship between different queries with the same or similar keywords. Nevertheless, a single query term without much contextual information can represent different information needs. The results-based method can find the relationship between different queries using the query results returned by a search engine. This method uses more contextual information for a given query that can be used for clustering. However, the same document in the search results listings might contain several topics, and thus queries with different semantic meanings might lead to the same search results.
On the other hand, while content-based methods are not suitable for query clustering by themselves, query terms have been shown to have the ability to provide useful information for clustering [20] . Therefore, we believe that the content-based approach can augment the results-based approaches and compensate for the ambiguity inherent in the latter. Hence, unlike [5] , we assume that a combination of both methods will provide more effective clustering results than using each of them individually. Based on this assumption we define a hybrid similarity measure as (10):
where α and β are parameters assigned to each similarity measure, with α + β=1.
Determining Query Clusters
Given a set of queries Q={Q 1 , Q 2 ….. Qn} and a similarity measure between queries, we next construct query clusters. Two queries are in one cluster whenever their similarity is above a certain threshold. We construct a query cluster G for each query in the query set using the definition in (11) . Here Sim(Q i , Q j ) refers to the similarity between Qi and Q j which can be computed by using various similarity functions discussed previously.
where 1 < j < n; n is the total query number.
Query Clustering Experiments
This section provides empirical evidence to demonstrate the viability of the hybrid query clustering method proposed in this paper. The metrics used to determine quality are coverage, precision, recall.
Data Source and Data Preprocessing
We collected six-month user logs (around two millions queries) from the Nanyang Technological University (Singapore) digital library. The query logs were in text format and were preprocessed (see Table 1 for examples) as follows:
1.
The submitted queries were extracted, ignoring other information in the logs.
2.
Queries that contained misspellings were removed since such queries will not lead to any results.
3.
Due of the large number of queries, 10000 were randomly selected for our experiments.
4.
Options embedded in the queries were removed. Examples include options for searching by author and title only.
5.
Stop words were removed since they do not convey useful information. Within the 10000 queries selected, 23% of the queries contained one term, 36% contained two terms, and 18% of the queries contained three terms. Approximately 77% of the queries contained no more than three terms. The average length of the queries was 2.73 terms. This observation is similar to previous studies on query characterization in search engines [15] .
Method
We calculated the similarity between queries using the following similarity measures:
• Content-based similarity (sim_cosine) -function (6) • Results-based similarity (sim_result) -function (9) • Hybrid similarity (sim_com) -function (10) Computation for sim_cosine was straightforward using function (6) . For sim_result, we posted each query to a reference search engine (Google) and retrieved the corresponding result URLs. By design, search engines rank highly relevant results higher, and therefore, we only considered the top 10 result URLs returned to each query. The result URLs are then be used to compute the similarity between queries according to (9) . Note that this approach is similar with [5] .
For the hybrid approach (10), the issue was to determine the values for the parameters α and β. Three pairs of values were used, each representing varying levels of contribution a particular method (content-based or results-based) had in determining query clusters. These were: sim_com1 (α =0.25 β=0.75), sim_com2 (α=0.5 β=0.5), and sim_com3 (α=0.75 β=0.25).
In all measures, clustering thresholds (11) were simply set to 0.5. After obtaining the clusters based on the different similarity measures, we first observed the average cluster size and the range of the cluster sizes. This information sheds light on the ability of the different measures to provide recommended queries on a given query. In other words, they can reflect the variety of the queries to a user.
Next, coverage, precision and recall were calculated. Coverage is the ability of the different similarity measures to find similar queries for a given query. It is the percentage of queries for which the similarity function is able to provide a cluster. This value will indicate the probability that the user can obtain recommended queries for his/her issued query.
Precision and recall are used to assess the accuracy of the query clusters generated by different similarity functions. Here, the standard definitions are used:
(1) Precision: the ratio of the number of similar queries to the total number of queries in a cluster.
(2) Recall: the ratio of the number of similar queries to the total number of all similar queries for the query set (those in the current cluster and others).
For precision, we randomly selected 100 clusters and checked each query in the cluster manually. Since the actual information needs represented by the queries are not known, the similarity between queries within a cluster was judged by a human evaluator by taking into account the query terms as well as result URLs. The average precision was then computed for the 100 selected clusters.
Recall posed a problem as it was difficult to calculate directly because no standard clusters were available in the query set. Therefore, an alternative measure to reflect recall was used.
Recall was defined to be the ratio of the number of correctly clustered queries within the 100 selected clusters to the maximum number of the correctly clustered queries across the test collection [20] . In our work, the maximum number of the clustered queries was 577, which was obtained by sim_com1.
Results and Discussion
The three similarity functions led to different cluster characteristics as summarized in Table 2 .
The average cluster sizes of sim_cosine, sim_result, sim_com1, sim_com2 and sim_com3 were 7.86, 4.01, 6.62, 4.10 and 3.96 respectively. The maximum query cluster sizes are 59, 23, 31, 26 and 23 respectively. This indicates that for a query cluster, the content-based approach (sim_cosine) can find a larger number of queries for a given query than the other approaches. Stated differently, the content-based approach can provide a greater variety of queries to a user given his/her submitted query. Here, note that the hybrid approach sim_com1, ranks second in terms of both the average cluster size and the range of cluster sizes. Further, the results show that sim_cosine ranks highest in coverage (77.63%), demonstrating that the content-based approach has a better ability to find similar queries from a given query. In other words, users have a higher likelihood to obtain a recommendation to a given query than using other approaches. Note again that the hybrid approach, sim-com1, ranks second (65.69%) while the results-based approach, sim_result, ranks last (43.93%). Table 2 also indicates that the hybrid approach is better able to cluster similar queries correctly than the other approaches. In terms of precision, sim-com3 (99.00%) performs best, indicating that almost all of the queries in the cluster were considered similar. Close behind are sim_com2 (96.97%), sim_result (92.71%) and sim_com1 (87.13%), while sim_cosine's precision is the worst (66.72%). The good precision performance of the hybrid approach can be attributed to the boost given by the search results URLs since sim_result's precision is much better when compared with sim_cosine. For recall, sim_com1 has the best performance at 100%, indicating that all similar queries were contained in query clusters. This time, sim_cosine (90.92%), sim_com2 (68.93%), sim_com3 (67.97%) rank second to fourth respectively, while sim_result ranks last (64.45%). Note that although the recall used in this experiment is not the same with the traditional definition used in information retrieval research, it does provide useful information to indicate the accuracy of clusters generated by the different similarity functions [20] . That is, the modified recall measure reflects the ability to uncover clusters of similar queries generated by different similarity functions on the sample set queries used in the experiments.
Among the hybrid approaches, the results indicate that sim_com1 is the most promising approach to use because when compared with sim_com2 and sim_com3, its precision and recall performance are only slightly lower than the latter two (87.13% versus 96.97% and 99% respectively) while its coverage performs considerably better than the others (65.69% versus 48.19% and 43.97% respectively). Conversely, although sim_com2 and sim_com3 perform well in terms of precision and recall, they suffer from poor coverage, meaning that if these approaches were used in query recommending systems, users will not be able to get query recommendations in most cases.
Thus taking all three metrics into consideration (coverage, precision and recall), we conclude that sim_com1 provides the best mix of results among the hybrid approaches. Further, when comparing sim_com1 with sim_result and sim_cosine, sim_com1 exhibits the best recall (100%) while ranking second for coverage and precision (65.69% and 87.13% respectively). Hence while sim_cosine and sim_result perform badly either because of the low accuracy of the query clusters (66.72% precision for sim_cosine) or the poor ability to find similar queries from a given query (43.93% coverage for sim_result), sim_com1 provides a balanced set of performance results that suggest its ability to provide query clusters of good overall quality. Table 3 shows example clusters for the submitted query "computer network" based on sim_com1, with the threshold at 0.5. This example illustrates the usefulness of recommending related queries in that users are given opportunities to explore semantically related areas not explicitly covered in the original query. In the example, queries such as "wireless LAN" and "internet" are suggested as alternate queries that might help meet the current information need. In summary, our experiments show that users will have a higher chance of obtaining a recommendation using sim_cosine, although the accuracy of the recommended queries will be poor. The sim_result approach improves average precision significantly but suffers from poor coverage and recall. Finally, the hybrid approach, in particular, sim_com1 with α =0.25 and β=0.75, outperforms the content-based or results-based approaches since it can provide a balanced set of results in terms of coverage, precision and recall. In other words, the query clusters sim_com1 exhibit good overall quality. Thus, users can benefit from query recommending systems adopting sim_com1 in most cases since they will have a higher chance of obtaining high quality recommendations of related queries.
Conclusions and Future Work
In this paper, we compare different query similarity measures. Our experiments show that by using a hybrid content-based and results-based approach, considering both query terms and query result URLs, more balanced query clusters can be generated than using either of them alone.
Our work can contribute to research in collaborative querying systems that mine query logs to harness the domain knowledge and search experiences of other information seekers found in them. The experiment results reported here can be used to develop new systems or further refine existing systems that determine and cluster similar queries in query logs, and augment the information seeking process by recommending related queries to users.
In addition to the initial experiments performed in this research, experiments involving threshold values are also planned. Since the threshold values affect query clustering results, these experiments will determine extent of such effects. Further, alternative approaches to identifying the similarity between queries will also be attempted. For example, the result URLs can be replaced by the domain names of the URLs to improve the coverage of the results-based query clustering approach. In addition, word relationships like hypernyms can be used to replace query terms before computing the similarity between queries. Finally, experiments using other clustering algorithms such as DBSCAN [2] might also be conducted to assess clustering quality.
