Abstract. Rules are a type of human-understandable knowledge, and rule-based methods are very popular in building decision support systems. However, most current rule based classification systems build small classifiers where no rules account for exceptional instances and a default prediction plays a major role in the prediction. In this paper, we discuss two schemes to build rule based classifiers using multiple and negative target rules. In such schemes, negative rules pick up exceptional instances and multiple rules provide alternative predictions. The default prediction is removed and hence all predictions relate to rules providing explanations for the predictions. One risk for building a large rule based classifier is that it may overfit training data and results in low predictive accuracy. We show experimentally that one classifier is more accurate than a benchmark rule based classifier, C4.5rules.
Introduction
Rules are a type of human-understandable knowledge, and therefore rule-based methods are very popular in building decision support systems. Last twenty years saw a lot of rule classification systems, such as, the covering algorithm based systems, e.g. AQ15 [8] , CN2 [2, 3] , decision tree based systems, e.g. C4.5rules [9] , and association rule based systems, e.g. CBA [6] and CMAR [5] .
Apart from some routine processes, such as data preprocessing and result presentation, rule based classification usually involves two stages, training and test. Consider a relational data set where each record is assigned a category (class), called a training data set. In the training stage, a rule set is generated from the training data set. Each rule associates a pattern with a class. In the test stage, rules are used to predict classes of records that have no class information. If the predictive class is the class that a record is supposed to belong to, then the prediction is correct. Otherwise, the prediction is wrong. The proportional of correct predictions on the test data is the accuracy of a classifier.
A classifier refers to a rule set and the mechanism to make predictions. Highly accurate classifiers are generally preferred. One commonly used rule based classifier is ordered rule based classifiers. Rules are organised as a sequence, e.g. in the descending accuracy order. When it classifies a coming record, the first matching rule in the sequence makes the prediction. This sequence is usually tailed by a default class. When there is no rules in the sequence matching the coming record, the class of the record is predicted as the default one. C4.5rules [9] and CBA [6] employ this model.
An ordered rule based classifier is simple and effective. Its predictions are easy to be interpreted and its wrong predictions are easy to be traced down since only one rule is used. It makes a prediction based on the most likelihood. This is because that a rule with higher accuracy usually precede a rule with lower accuracy and the accuracy approximates the conditional probability when a data set is big.
Traditional classification problems normally involve two classes and hence a prediction is either one class or the other class. When the number of classes is big, it is difficult to predict all instances to one class. One reason is that some patterns are association with multiple classes. If we restrict predictive class to one, this results in low accuracy of some rules. These low accurate rules make predictions unreliable and lose their utility significantly. It is desirable to have some multiple target rules to overcome this drawback of single target rules. Practically, predicting an instance to belong to two classes out of ten possible classes with 90% accuracy is more useful than predicting it to belong to one class with 50% accuracy.
In additional, predictions made by the default class may be misleading. For example, in data set Hypothyroid, 95.2% records belong to class Negative and only 4.8 % records belong to class Hypothyroid. So, if we set the default prediction as Negative, then a classifier that has no rule will give 95.2% accuracy. You can see that how accuracy is floated by the default prediction. Further, this distribution knowledge is too general to be useful. For example, a doctor uses his patient data to build a rule based diagnosis system. 95% patients coming to see him are healthy, and hence the system sets the default as healthy. Though the default easily picks up 95% accuracy, this accuracy is meaningless for the doctor.
In this paper, we propose to use negative and multiple rules to build rule based classifiers. Negative rules summarise exceptional instances of low accurate rules and multiple target rules provide alternative predictions. We also drop the misleading default predictions in the classifiers. A risk of building a classifier from a large rule set is that it may reduce the accuracy of the classifier because a large model usually tends to overfit data. We experimentally demonstrate that the new schemes do not overfit data, and can improve accuracy of classifiers over a benchmark rule based classifier, C4.5rules.
Multiple and Negative Rule Based Classifier

Multiple and Negative Rules
Let us start with an example. We observer that 60% customers buying product a also buy product b, and hence summarise this phenomenon as rule a → b.
