We investigate some asymptotic properties of general Markov processes conditioned not to be absorbed by the moving boundaries. We first give general criteria involving an exponential convergence towards the Q-process, that is the law of the considered Markov process conditioned never to reach the moving boundaries. This exponential convergence allows us to state the existence and uniqueness of quasi-ergodic distribution considering either boundaries moving periodically or stabilizing boundaries. We also state the existence and uniqueness of quasi-limiting distribution when absorbing boundaries stabilize. We finally deal with some examples such as diffusions which are coming down from infinity.
Introduction
Let (Ω, A, P) be a probability space and let (X t ) t∈I be a Markov process (where I = Z + or R + ) defined on a state space E. We associate to E a σ-algebra E. For any t ∈ I, denoted by F t = σ(X s , 0 ≤ s ≤ t ∈ I) the σ-field generated by (X s ) 0≤s≤t∈I . Let (P x ) x∈E be the probability distribution of X such that, for any x ∈ E, P x (X 0 = x) = 1 and, for any measure µ on E, define P µ = P x dµ(x). We naturally denote by E x and E µ the corresponding expectations. For any subset F ⊂ E, denote by M 1 (F ) the set of probability measures defined on F and B(F ) the set of the bounded measurable function f : F → R. We define, for each time t ∈ I, a subset A t ∈ E called absorbing subset at time t and we denote by E t the complement set of A t called survival subset at time t. We will call t → A t the moving absorbing subset or the moving absorbing boundary. We denote by τ A the random variable defined as follows τ A := inf{t ∈ I : X t ∈ A t } Moreover, for any s ∈ I, we denote θ s the shift operator, that is the function from I to I defined by θ s : t → s + t
Hence, for any s ∈ I, we define τ A•θs := inf{t ∈ I : X t ∈ A t+s }
In this paper, we will deal with the so-called Q-process, quasi-limiting distribution and quasi-ergodic distribution of X: Definition 1. Definition of Q-process, quasi-limiting distribution and quasiergodic distribution (i) We say that there is a Q-process if there exists a family of probability measures (Q s,x ) s∈I,x∈Es such that for any s, t ∈ I, x ∈ E s , P x (X [0,t] ∈ ·|τ A•θs > t + T )
where, for any u, v ∈ I, X [u,v] is the trajectory of (X t ) t∈I between times u and v and where (d) refers to the weak convergence of probability measures. Then the Q-process is the law of (X t ) t∈I under (Q s,x ) s≥0,x∈Es .
(ii) We say that α ∈ M 1 (E) is a quasi-limiting distribution if, for some µ ∈ M 1 (E 0 ),
t∈I,t→∞ α (iii) We say that β ∈ M 1 (E) is a quasi-ergodic distribution if there exists some µ ∈ M 1 (E 0 ) such that,
In the case where (A t ) t∈I does not depend on the time t, Q-process, quasi-limiting and quasi-ergodic distribution are strongly related to the theory of quasi-stationary distributions, i.e. probability measures α such that P α (X t ∈ ·|τ A > t) = α, ∀t ∈ I
The aim of this article is to provide some results about existence and uniqueness of Q-process, quasi-limiting and quasi-ergodic distribution when (A t ) t∈I does depend on time. It has been already shown in [13] that the quasistationary distributions defined as in (1) do not exist when A is moving under the following assumption of irreducibility:
∀t ∈ I, ∀x, y ∈ E t , ∀ǫ > 0, ∃t 0 ∈ I, P x (X t 0 ∧τ A t ∈ B(y, ǫ)) > 0
where τ At := inf{s ∈ I : X s ∈ A t } and B(y, ǫ) := {z ∈ E : d(z, y) < ǫ}. When (A t ) t∈I does not depend on t, quasi-stationary distributions and quasi-limiting distributions are equivalent. When A depends on time, these two notions are not equivalent anymore and quasi-limiting distributions could exist even if quasi-stationary distributions do not. It is shown in [13] that quasi-limiting distributions do not exist if we assume that A is periodic (still assuming the assumption of irreducibility in (2) ), but a characterization of the existence of quasi-limiting distributions according to the behavior of the moving boundary is still an open question. In what follows, we will deal with quasi-limiting distributions considering converging moving boundaries.
In the non-moving case, existence of quasi-limiting distributions and Qprocesses have been shown for several processes : Markov chains on finite state space and countable space, birth and death processes, diffusion processes and others. See [12, 7, 14] for an overview. In the same way, existence of quasi-ergodic distributions has been also shown for such processes. The reader can see [9, 15, 1] for the study on quasi-ergodic distribution in a very general framework.
In this paper, the study of Q-processes, quasi-limiting and quasi-ergodic distributions will be based on Champagnat-Villemonais type condition : when A does not depend on t, Champagnat and Villemonais show in [4] that if there exists ν ∈ M 1 (E) such that (A1) there exist t 0 ≥ 0 and c 1 > 0 such that ∀x ∈ E 0 , P x (X t 0 ∈ ·|τ A > t 0 ) ≥ c 1 ν (A2) there exists c 2 > 0 such that : ∀x ∈ E 0 , ∀t ≥ 0,
then there is an exponential convergence to a unique quasi-stationary distribution and there exists a Q-process. In the recent paper [6] , they improve significantly their previous results showing an exponential convergence of P x (X [0,s] ∈ ·|τ A > t + s) towards the Q-process, which entails a uniform convergence of the conditioned mean ratio (starting from any initial law) towards the unique quasi-ergodic distribution. We will use this reasoning to study the notions defined in Definition 1 when (A t ) t∈I is moving.
Assumptions and general results
From now we assume that (A t ) t∈I could depend on time and for any s ∈ I and x ∈ E s ,
and, in order to make sense the conditioning, we will assume that for any s, t ∈ I and any x ∈ E s ,
We introduce now the main assumption adapted from the ChampagnatVillemonais conditions introduced in [4] :
There exist (ν s ) s∈I a sequence of probability measures (ν s ∈ M 1 (E s ) for each s ∈ I), and t 0 , c 1 , c 2 > 0 such that 1. ∀s ∈ I, ∀x ∈ E s ,
In this section, the main results and contributions in this paper are presented. For a general behavior of (A t ) t∈I , we will show the following theorem Theorem 1. If Assumption 1 holds, then there exists a Q-process (Definition 1 (i)). Furthermore, for any s, t, T ∈ I and x ∈ E s
where the total variation norm || · || T V is defined as
In what follows, we will specifically study two types of behavior for the boundary. First, we will deal with the case where (A t ) t∈I is a non-increasing nested sequence of subsets (i.e. for any s ≤ t ∈ I, A t ⊂ A s ) and define
Then the notion of convergence for non-increasing sequence of subsets is defined as follows.
Definition 2. We say that the non-increasing sequence (A t ) t∈I converges if A ∞ = ∅. Then A ∞ is the limit of (A t ) t∈I
Denote by E ∞ the complement of A ∞ . Then,
Let us now set the following assumptions :
Assumption 2.
1. Strong Markov property: For any τ stopping time of F t = σ(X s , 0 ≤ s ≤ t) and for any x ∈ E,
2. Convergence in law for the hitting times : For any x ∈ E 0 , (τ A•θs ) s≥0 converges in law towards τ A∞ under P x , where τ A∞ := inf{t ≥ 0 :
3. Continuity at time: For any x ∈ E 0 and s ≥ 0, the functions t → P x (τ A•θs > t) and t → P x (τ A∞ > t) are continuous.
4. Continuity at state: For any t ∈ I, the function x → P x (τ A∞ > t) is continuous.
Then the existence anf the uniqueness of the quasi-limiting distribution for converging boundaries is stated in the following theorem.
Theorem 2. Assume that (A t ) t∈I is a non-increasing nested sequence of subsets converging towards A ∞ = ∅. Assume moreover that Assumption 1 and 2 hold, and that the Champagnat-Villemonais criteria (A1) − (A2) hold for the non-moving boundary A ∞ (we recall that the assumptions (A1) and (A2) are introduced in the section 1). Then there exists a unique probability measure α such that, for any µ ∈ M 1 (E 0 ),
The next results concern quasi-ergodic distribution. We show the existence and the uniqueness of the quasi-ergodic distribution for (X t ) t∈I when (A t ) t∈I is non-increasing and converges, but also when (A t ) t∈I is periodic. The statement is the following : Theorem 3. Assume that Assumption 1 holds. a) If (A t ) t∈I is γ-periodic with γ > 0 and if we can choose t 0 (as defined in Assumption 1) such that t 0 = n 0 γ with n 0 ∈ N.
b) or if the assumptions of Theorem 2 are satisfied
Then there exists a unique probability measure β such that, for any µ ∈ M 1 (E 0 ),
In the last part of this paper, we show that the Assumption 1 are satisfied for some one-dimensional diffusion processes which are coming down from infinity. In particular, Q-process and quasi-ergodic distribution exist for the two behaviors of moving boundaries described above.
3 Exponential convergence towards Q-process and quasi-ergodic distribution First, we recall Proposition 3.1. and Theorem 3.3. of [5] . In their paper, N.Champagnat and D.Villemonais took a time-inhomogeneous Markov process and (Z s,t ) s≤t a collection of multiplicative nonnegative random variables (i.e. satisfying Z s,r Z r,t = Z s,t , ∀s ≤ r ≤ t) such that, for any s ≤ t ∈ I and x ∈ E s , E x (Z s,t ) > 0 and sup y∈Es E y (Z s,t ) < ∞. In our case, (X t ) t∈I is time-homogeneous, however the penalization (Z s,t ) s≤t we shall use is given by
and is time-inhomogeneous because (A t ) t∈I depends on t. Adapting their notation, we define (φ s,t ) s≤t the non-linear semi-group defined by :
Let t 0 ∈ I. For any s ≥ t 0 and x 1 , x 2 ∈ E s−t 0 , define v s,x 1 ,x 2 and v s as follows
v s = min
where the minimum of several measures is understood as the largest measure smaller than all the considered measures. Finally, for any s ≥ t 0 , define
In particular,
We can now state Proposition 3.1. and Theorem 3.3. of [5] in our situation (see [5] for a more general framework) :
). For any s ∈ I such that d ′ s > 0 and y ∈ E s , there exists a finite constant C s,y only depending on s and y such that, for all x ∈ E s and t, u ≥ s + t 0 with t ≤ u,
for all s ≥ 0, there exists a positive bounded function η s : E s → (0, ∞) such that
where, for any fixed y, the convergence holds uniformly in x. η s satisfies for all x ∈ E s and s ≤ t ∈ I,
In addition, the function s → ||η s || ∞ is locally bounded on [0, ∞). 
Then there exists (Q s,x ) s∈I,x∈Es such that
and Q s,x is given by
t∈I is a time-inhomogeneous Markov process. Finally, this process is asymptotically mixing in the sense that, for any s ≤ t ∈ I and x ∈ E s ,
We proceed now with the proof of Theorem 1., hence we assume that Assumption 1 holds for the process (X t ) t∈I . Let t 0 ∈ I as defined in Assumption 1 and, considering such a choice of t 0 , define v s,x 1 ,x 2 , v s , d s and d ′ s as in (4), (5), (6) and (7) respectively. As a result, by Assumption 1, for any
Hence, by Proposition 1, (8) is satisfied and we have for any s < s + t 0 ≤ t ≤ u and x, y ∈ E s ,
From this last equation, we can expect an exponential convergence of the family of probability measures (P x (X [0,t] ∈ ·|τ A•θ > T + t)) T ≥0 towards the Q-process. In the following theorem, we show this exponential convergence and we provide some general assumptions for the existence of quasi-ergodic theorem.
Theorem 5. Let (X t ) t≥0 be a Markov process satisfying Assumption 1.
1. Then, for any s, t, T ∈ I and x ∈ E s ,
where Q s,x is defined by (10) in Theorem 4
2. If moreover
and if the Q-process satisfies a mean ergodic theorem, i.e. there exists a probability measure β such that for any x ∈ E 0 ,
Then for any x ∈ E 0 ,
The statement of this theorem is implicitly written for I = R + . Obviously, the statement holds when I = Z + and, from now, we will confuse integral and sum to deal with quasi-ergodic distributions when the time space I will not be specify.
Proof of Theorem 5. First we will show the exponential convergence towards the Q-process essentially thanks to (12) . In the second step, we will show the existence and uniqueness of quasi-ergodic distribution using a method similar to that used in [6] .
Step 1 : Exponential convergence towards the Q-process
We may extend (12) to general initial law µ and π : putting moreover 1/c 1 c 2 inside the constant, there exists C s,π > 0 only depending on s and π such that, for any s ≥ 0 and any 0 ≤ t ≤ u,
Thus, by Theorem 4 and letting u → ∞,
where, for a general µ ∈ M 1 (E), and for any f ∈ B(E),
Using twice the Markov property, for any s, t, T ∈ I and for any x ∈ E s ,
where
Using this last equality and (10), for any s, t, T ∈ I, for any x ∈ E s and any B ∈ E,
where the last inequality follows from (15) . Moreover, for any s, t ∈ I,
Hence, for any s, t ∈ I, x ∈ E s and B ∈ E,
Note that [5] provides an explicit formula of C s,y in the proof of Proposition 3.1. for s and y fixed. Adapting this formula for a general probability measure π and recalling that we put the term 1/c 1 c 2 inside C s,π , one explicit formula of C s,π for s ∈ I can be
by Assumption 1 for any v ∈ I, then, for any s ∈ I and π ∈ M 1 (E s ),
In our case, by Assumption 1, d ′ v > c 1 c 2 > 0 for any time v, which implies that v s = s + t 0 for any s ∈ I. As a result, for any s ∈ I and π ∈ M 1 (E s ),
According to Markov property, for any s, t ∈ I and x ∈ E s ,
Moreover, by Assumption 1, for any s, t ∈ I and x ∈ E s ,
Hence, combining equations (18), (19) and (22), for any s, t ∈ I and x ∈ E s ,
This conclude the first step
Step 2 : Convergence towards the quasi-ergodic distribution
We just proved that for any 0 ≤ s ≤ t and x ∈ E 0 ,
By the assumption (13), for any x ∈ E 0 , there exists C x < ∞ such that
As a result for any 0 ≤ s ≤ t,
Let β as defined in (14) . Then for any x ∈ E 0 and f ∈ B(E),
where E Q 0,x is the expectation with respect to Q 0,x . Then, using the ergodic theorem for the Q-process,
Some behaviors of moving boundaries and quasiergodicity
In this section, we will focus on two types of behavior for the moving boundaries 1. when A is γ-periodic with γ > 0 2. when A is non-increasing and converges at infinity towards A ∞ = ∅ Under Assumption 1, the existence of the Q-process is provided by Theorem 4 (Theorem 3.3, [5] ) and we get moreover an exponential convergence towards the Q-process provided by Theorem 5. Now we want to investigate on the existence of quasi-ergodic distribution in the two cases described above.
Quasi-ergodic distribution when A is γ-periodic
In this subsection, we will work on periodic moving boundaries and we will assume that the Markov process (X t ) t≥0 satisfies the Assumption 1. In particular, considering Assumption 1 for s = 0, for any x ∈ E 0 and t ∈ I,
and we set the following assumption Assumption 3. We can choose t 0 such that t 0 = n 0 γ with n 0 ∈ N.
Moreover, by periodicity of A, it is easy to see that (ν s ) s≥0 can be chosen as a γ-periodic sequence and, if Assumption 3 holds,
In all what follows, we will consider such a choice of (ν s ) s≥0 . The aim is to obtain the convergence of the conditioned mean ratio towards a quasiergodic distribution which will be unique. Let us state the result. Theorem 6. Assume A is γ-periodic with γ > 0, and assume that Assumption 1 and Assumption 3 are satisfied. Then for any x ∈ E 0 ,
where β γ is the invariant measure of (X nγ ) n∈N under Q 0,· , i.e.
Proof. A is γ-periodic and, by Assumption 3, we can choose t 0 ∈ γN. Thus E 0 = E t 0 and for any x ∈ E 0 and t ∈ I,
Hence the condition (13) is satisfied. Now we want to show an ergodic theorem for the time-inhomogeneous Markov process (
Moreover, for any n ∈ Z + ,
where τ ∂ is defined by
and (Y n ) n∈Z + is the time-homogeneous Markov chain defined by
where ∂ plays the role of an absorbing state for (Y n ) n∈Z + . In other words, τ ∂ is an absorbing time for (Y n ) n∈Z + and, under (Q 0,x ) x∈E 0 , the chain (X nγ ) n∈Z + is the Q-process of (Y n ) n∈Z + . By Assumption 1, Assumption 3 and recalling that we chose (ν s ) s≥0 as γ-periodic, (Y n ) n∈Z + satisfies the following Champagnat-Villemonais type condition :
1.
where n 0 is as the statement of Assumption 3, i.e. n 0 = t 0 γ . Hence, by Theorem 3.1 in [4] , there exists β γ ∈ M 1 (E 0 ), C > 0 and ρ ∈ (0, 1) such that for any n ∈ Z + ,
This implies that, under Q 0,· , (X nγ ) n∈N is Harris recurrent. We can therefore apply Theorem 2.1 in [10] and deduce that, for any nonnegative function f ,
where E Q 0,µ (G) = GdQ 0,µ for any measurable nonnegative function G and µ ∈ M 1 (E 0 ). It extends to f ∈ B(E) using f = f + − f − with f + , f − non negative functions. Thus, by bounded Lebesgue's convergence theorem, for any x ∈ E 0 and for any f ∈ B(E),
Hence the condition (14) is satisfied. We conclude the proof using the second part of Theorem 5 Remark 1. In [10] , Höpfner and Kutoyants claimed their results for Markov processes with continuous paths. It is easy to see using their arguments that the statement in Theorem 2.1. can be generalized to any time-inhomogeneous Markov processes (X t ) t∈I such that the condition of periodicity (25) is satisfied and the chain (X nγ ) n∈Z + is Harris recurrent.
Quasi-ergodic distribution when A converges at infinity
In this subsection, we assume that A is non-increasing and let A ∞ as defined in (3). We assume that A ∞ = ∅.
We recall that E ∞ is the complement of A ∞ . Define
and set the following assumption :
1. there exist t ∞ ≥ 0 and c 1,∞ > 0 such that
In what follows, we will first state the existence and uniqueness of a quasi-limiting distribution under these assumptions. Then we will deal with quasi-ergodic distribution.
Quasi-limiting distribution
First we state the following proposition which will be useful to prove the theorem on the existence and the uniqueness of the quasi-limiting distribution.
Proposition 2. Under Assumptions 1 and 4, for any B ∈ E, the quantities lim sup t→∞ P µ (X t ∈ B|τ A•θs > t) and lim inf t→∞ P µ (X t ∈ B|τ A•θs > t) do not depend on any couple (s, µ) such that µ ∈ M 1 (E s ) Proof. We recall the part of Theorem 2.1 in [5] adapted to our case Theorem 7 (Theorem 2.1., [5] ). For any s ∈ I, for any µ 1 , µ 2 ∈ M 1 (E s ), for any t ≥ s + t 0 ,
Let B ∈ E. First we remark that, for s fixed, lim sup t→∞ P µ (X t ∈ B|τ A•θs > t) does not depend on µ ∈ M 1 (E s ). This is straightforward since, thanks to (26), for any s ≥ 0 and any µ 1 , µ 2 ∈ M 1 (E s ),
Now for any u ≥ 0, denoting
= lim sup
where we used first Markov property, and then (27) with a given probability measure ν ∈ M 1 (E s+u ).
Hence (27) and (28), (29), (30) show that lim sup t→∞ P µ (X t ∈ B|τ A•θs > t) does not depend on any couple (s, µ) satisfying s ∈ I and µ ∈ M 1 (E s ). A similar reasoning shows that lim inf t→∞ P µ (X t ∈ B|τ A•θs > t) does not depend on s and µ either.
Before showing the existence of quasi-limiting and quasi-ergodic distribution, let us state the following proposition providing a uniform-in-time convergence of the time-inhomogeneous conditioned semi-group towards the time-homogeneous limit semi-group . 
Proof. Let x ∈ E 0 . Then for any s, t, T ≥ 0 and B ∈ E,
where we used several times the fact that A ∞ ⊂ A t for any t (in particular to say that P x (τ A•θs > u) ≤ P x (τ A∞ > u) for any u ≥ 0). Hence it is enough to prove that
As a matter of fact, (32) is equivalent to
and it is easy to check that, for general functions (s, t) → f (s, t), (f (s, ·)) s≥0 converges uniformly towards the constant function equal to 1 if and only if 1 f (s,·) s≥0 also converges uniformly towards 1.
Fix t ≥ 0. Since A is non-increasing, for any s < s ′ ,
Moreover, using the convergence in law for the hitting times of Assumption 2, one has, for any t ≥ 0,
Finally, by the strong Markov property of Assumption 2, for any t ≥ 0,
where φ(·, ·, ·) is defined as follows
By Assumption 4, there exists a unique quasi-stationary distribution α ∞ for the process (X t ) t∈I absorbed at A ∞ (Theorem 2.1., [4] ). Then we recall (see [12, 7] ) that there exists λ ∞ > 0 such that
In [4] it is shown (Proposition 2.3.) that there exists a positive bounded function η ∞ defined on (0, ∞) such that
where the convergence holds for the uniform norm on (0, ∞). Thus, by
is uniformly bounded and converges almost surely towards ½ τ A•θs <∞ e λ∞τ A•θs
. Then, by the bounded Lebesgue's convergence theorem, for any s ≥ 0,
For any s ≥ 0, we can therefore define t →
on the Alexandroff extension R + ∪ {∞} setting
Then, like any t ∈ R,
is non-increasing and since η ∞ vanishes on A ∞ and η ∞ is continuous (this is due to the continuity at state of Assumption 2 and the uniform convergence (33)),
We conclude to the uniform convergence (32) using Dini's theorem for a decreasing sequence of functions.
Let us state the theorem on existence and uniqueness of quasi-limiting distribution.
Theorem 8. Assume that (A t ) t≥0 is a non-increasing nested sequence of subsets converging towards A ∞ = 0 and assume Assumptions 1, 2 and 4.
Then there exists a unique α ∈ M 1 (E ∞ ) such that, for any µ ∈ M 1 (E 0 ),
Proof. Fix B ∈ E and note that, by Assumption 4, for any µ ∈ M 1 (E ∞ ) lim sup
where we recall that α ∞ is the quasi-stationary distribution of (X t ) t∈I absorbed at A ∞ . By Proposition 2, for a given s ∈ I, lim sup t→∞ P µ (X t ∈ B|τ A•θs > t) and lim inf t→∞ P µ (X t ∈ B|τ A•θs > t) do not depend on µ ∈ M 1 (E s ). Denote therefore by F sup and F inf the functions defined by, for any s ≥ 0 and any µ ∈ M 1 (E s ) ,
for a given x ∈ E 0 . Then F sup and F inf do not depend on s either (by Proposition 2), hence for any s ≥ 0,
Moreover, by the uniform convergence (31) of Proposition 3,
Similarly, lim
Hence, for any s ≥ 0 and µ ∈ M 1 (E s ),
Quasi-ergodic distribution
Now we can state the existence and uniqueness of the quasi-ergodic distribution :
Theorem 9. Under the assumptions of Theorem 8, for any x ∈ E 0 ,
where β ∞ is the unique invariant measure of the Q-process of (X t ) t≥0 absorbed by A ∞ .
Proof. Since A is non-increasing, for any x ∈ E 0 and t ∈ I,
Hence the assumption (13) in Theorem 5 holds. Now, we will show that the Q-process converges weakly towards a probability measure. Fix B ∈ E. Since we have the following inequality shown in Theorem 3.3 of [5] 
where we recall that d s is defined in (6) . We get therefore that for any
and we can therefore use the reasoning of the proof of Proposition 2 to show that, for any s, u ∈ I, for any µ, ν
In particular, for any s ≥ 0, µ ∈ M 1 (E s ) and
By the uniform convergence (31) of Proposition 3, for any s ≥ 0, µ ∈ M 1 (E s ) and
where for any µ ∈ M 1 (E ∞ )
is well-defined by [Theorem 3.1, [4] ] under Assumption 4. This theorem states moreover that (X t ) t∈I admits under (Q ∞ x ) x∈E∞ a unique invariant measure β ∞ and for any µ ∈ M 1 (E ∞ )
Finally, thanks to the convergence in law of the Q-process we just prove, we can deduce the weak ergodic theorem using Cesaro's rule
Hence the condition (14) holds. As a result we can apply the second part of Theorem 5 and conclude the proof.
5 Example : Diffusion on R Let (X t ) t≥0 be a diffusion on R satisfying the following stochastic differential equation
where (W t ) t∈R + is Brownian motion on R and V ∈ C 1 (R). We assume that, under P x , there exists a strongly unique non explosive solution of (34) such that X 0 = x almost surely. Let h be a positive bounded C 1 -function. We define τ h the random time defined by τ h = inf{t ≥ 0 : X t = h(t)} and more generally, for any s ≥ 0, we define τ h•θs by
Assumptions and preliminaries
We assume that (X t ) t∈R + comes down from infinity (in the sense given in [2] ), that is, there exists y > h max := sup s≥0 h(s) and t > 0 such that
where, for any z ∈ R,
In this case, as remarked in the subsection 4.5.2. of [3] , (X t ) t≥0 satisfies then
where, for any z ≥ 0, Λ z is the scale function of X satisfying Λ z (z) = 0 and defined by
and m is the speed measure of (X t ) t≥0 defined by
In particular, for any z ≥ 0, the process Y z := (Λ z (X t )) t≥0 is a local martingale and, since X is solution of (34), by Itô's formula, for any t ≥ 0,
V (ξ)dξ for any z. So denoting for any x, z ≥ 0
Adapting [Theorem 4.6., [3] ] for general diffusions, we deduce that for any t > 0, there exists A z t < ∞ such that
So let u 1 ≥ 0 arbitrarily chosen. One has for any z ≥ 0,
or, equivalently,
Denoting for any r ≥ 0 and for any process (R t ) t≥0 τ r (R) := inf{t ≥ 0 : R t = r}, one has for any z ≥ 0 and x ≥ r,
is increasing for any x > 0, then, for any x > 0 and for
Thus, using the same reasoning as in the proof of Lemma 4.2. in the paper [5] , it is possible to show that (38) implies that, for any z ≥ z ′ and x ≥ r
Taking z ′ = r = 0, for any x ≥ 0,
In conclusion, one has, for any z ≥ 0,
One set A := A 0 u 1 . Let us now state and prove the following lemma.
Lemma 1. There exists u 0 ≥ 0, κ > 0 a family of probability measures (ψ z ) z∈[0,hmax] such that, for any z ∈ [0, h max ],
The difference between this lemma and [3, Theorem 4.1] is that the time u 0 and the constant κ do not depend on z. The sketch of the proof is inspired from the proof of the Theorem 4.1 presented in [3, Subsection 5.1].
Proof. The following proof is divided into three steps.
Step The aim of this first step is to prove that there exist ǫ, c > 0 not depending on z such that
Since, for any z ∈ [0, h max ], Λ z (X) is a local martingale, one has for any
By the Markov property,
where the following identity is used
As a result, using (40), one has, for any x ∈ (z, Λ −1 z (1)),
, the inequality (39) applied to r = 0 implies that
Thus, using the Markov inequality, 1) ) and c > 0 (not depending on z) such that, for any 1) ) and c > 0 (not depending on z) such that, for any x ≥ z,
Step 2. Mimicking the steps 2 and 3 in the proof of [3, Theorem 4.1]. Now, taking the exact same reasoning as the one presented in the second step of the proof of Theorem 4.1 [3, Subsection 5.1], one can prove that, for any z ∈ [0, h max ], for all x ≥ ǫ,
• u 2,z can be any time satisfying
In particular, for z = 0, one choose u 2,0 such that
Hence, for any z ∈ [0, h max ] and x > z,
In other words, we can set for any z ∈ [0, h max ]
Hence, one can define for any z ∈ [0, h max ],
) As a result, doing the same computation as those presented in Step 3 of the proof of Theorem 4.1 in [3] , and defining u 0 := u 1 + u 2,0 , for any x > z,
In conclusion, to get (almost) (41), one has to set κ := cc ′ 1,0 P Λ −1 hmax (ǫ) (τ hmax > u 2,0 ) and ψ z := P Λ −1 z (ǫ) (X u 2,0 ∈ ·|τ z > u 2,0 ) and one has
Step 3 : Conclusion By (44) one has for any x > z,
Integrating the above equality over µ(dx), we deduce that for any µ ∈ M 1 ((z, ∞)),
that is to say
In particular, using Markov property and denoting ϕ z,u−u 0 ,x := P x (X u−u 0 ∈ ·|τ z > u − u 0 ), for any u ≥ u 0 and x > z,
Remark 2. Since the choice of u 1 is arbitrary, u 0 can be any time u such that u > u 2,0 , where u 2,0 is such that (43) holds. This remark will be relevant when we will assume that h is periodic and we will need to show that Assumption 3 is satisfied.
Before showing that the Assumption 1 is satisfied when h is periodic or converging, we will need to give some hypothesis on the function V as defined in (34). In the both case we will deal with, the absorbing function h will be Lipschitz, i.e.
Now we state the assumption we need on the function V
Assumption 5 (Hypothesis on V ).
• V is such that the process X satisfying (34) comes down from infinity
• V is positive and increasing on [−Lu 0 , ∞) (where u 0 is mentionned in Lemma 1)
Note that the functions V : x → (x − c) α with α > 1 and c > 0 are suitable functions.
Periodic absorbing function
In this subsection, we will assume that h is γ-periodic (γ > 0) and we want to show the existence of Q-process and quasi-ergodic distribution for diffusion processes coming down from infinity.
Proposition 4. Under the assumptions described in Subsection 5.1, Assumption 1 is satisfied. In particular, we obtain the exponential convergence towards the Q-process of Theorem 5.
Proof. We will show that the four points in Assumption 1 are satisfied.
1. Denote by T max the set defined by
where we recall that h max = sup s≥0 h(s). The main part of this proof is to show that there exists C max > 0 such that, for any s ∈ T max and any u ∈ [u 0 , u 0 + γ]
where u 0 and ψ hmax are defined in Lemma 1. Then we will generalize (45) to any s ≥ 0 using Markov property.
First step : Proof of (45) Let s ∈ T max . For any x > h max , for any t ≥ 0,
Using the Champagnat-Villemonais type condition (41) for z = h max , for any u ≥ u 0 ,
Then we obtain for any u 0 ≤ u ≤ u 0 + γ,
Recalling that h is Lispchitz and that we defined L = sup s≤t |h(t)−h(s)| |t−s| , for any x ∈ (h max , ∞),
using a continuity argument, it is enough to show that
and lim inf
Thus let us focus on (46). Our strategy will be to reduce the study to the case of a Brownian motion. Denote by (M t ) t≥0 the exponential local martingale defined by, for any t,
where F is a primitive of V that we choose as a positive function on [−Lu 0 , ∞) (it is possible since F is necessarily non-decreasing by the assumptions on V ). Under P x for x ∈ (h max , h max + 1], W 0 = x almost surely. Moreover denote by τ W hmax and τ W u→hmax−Lu the following random times τ ) t≥0 is also a martingale. By Girsanov theorem,
For any x ∈ (h max , h max + 1],
On the event {sup s∈[0,u 0 +γ] W s ≤ h max + 2},
As a result,
where (W + t ) t≥0 is a Brownian meander (see [8] , Theorem 2.1.), we deduce finally that there exists c > 0 such that for any x ∈ (h max , h max 
As a result, for any (h max , h max + 1],
For any x > h max , denote by p W hmax (x, ·) and p W u→hmax−Lu (x, ·) the density functions of τ W hmax and τ W u→hmax−Lu which are known to be equal to
Then, for any x ∈ (h max , h max + 1],
By l'Hôpital's rule,
In conclusion, inf
Px(τ u→hmax−Lu >u 0 ) > 0 and (45) holds with
Second step : Generalization and conclusion Now let s ≥ 0. Then there exists s ′ ≥ 0 such that s + s ′ ∈ T max . As a result we can construct a function g : R + → R + as follows
In particular, g(s) = 0 if s ∈ T max . Since h is a continuous function, s + g(s) ∈ T max for any s ≥ 0. Moreover, since h is γ-periodic, then for any s ≥ 0, g(s) ≤ γ. Thus for any x ∈ E s ,
thanks to Markov property, where we recall (see (16)) that
Now by (45), for any x > h(s),
As a result the first condition in Assumption 1 holds denoting for any s ≥ 0, Lemma 2 (Lemma 5.1., [3] ). There exists a > h max such that ψ hmax ([a, ∞)) > 0 and, for any k ∈ N,
with ρ > 0.
So let a as in the previous lemma. It is shown in [3] that we can choose b > a large enough such that
Using Markov property,
for any t ≥ 0 and any s 0 = k 0 γ with k 0 ∈ N . Then, for s 0 > 0 fixed, C := 1/P a (X s 0 ∧τ hmax ≥ b) < ∞, and for any t ≥ 0 and any s ≥ 0,
Thanks to Markov property again, for any
According to Markov property, for any u ∈ R + ,
. Gathering all these inequalities and using also Lemma 2, for any x ≥ b,
We deduce from (50) that, for any t ≥ 0,
Since ψ hmax ([a, ∞)) > 0, we conclude the point 2. of Assumption 1 setting
We still have to show that Assumption 3 is satisfied in order to prove the existence and uniqueness of quasi-ergodic distribution.
Proposition 5. Assumption 3 holds. In particular, we have existence and uniqueness of the quasi-ergodic distribution as in Theorem 6 Proof. We refer to Remark 2 : u 0 can be chosen as any time greater than a given threshold u 2,0 > 0 (as defined in (43)). In particular we can choose u 0 > u 2,0 such that there exists n 0 ∈ N such that
In that case, using (49),
The Assumption 3 is therefore satisfied.
When h is decreasing and converges at infinity
Now we consider h as a decreasing C 1 -function going to 0 as t goes to infinity. In particular, h max = h(0).
Since this is a diffusion process on R + , (X t ) t≥0 satisfies the strong Markov property and the two assumptions of continuity presented in Assumption 2. Moreover, since t → X t is continuous almost surely and, for any s ≥ 0, τ h(s) is the hitting time of the closed set [−1, h(s)], then τ h(s) −→ s→∞ τ 0 almost surely, which implies that τ h•θs −→ s→∞ τ 0 almost surely. This entails the convergence in law of the hitting times of Assumption 2. Now let us state and prove the following proposition.
Proposition 6. Assumption 1 holds. In particular, we obtain the exponential convergence towards the Q-process of Theorem 5. Moreover, since Assumptions 2 and 4 hold, there exist a unique quasi-limiting distribution and a quasi-ergodic distribution.
Proof.
1. Adapting exactly the same reasoning as Proposition 4, we can show that for any s ≥ 0 and any x > h(s), P x (X u 0 ∈ ·|τ h•θs > u 0 ) ≥d s κ 0 ψ h(s)
where we recall that u 0 , κ 0 and ψ z are such that (41) holds, and where d s is defined byd According to Markov property again, for any u ≤ t ∈ R + P a (X u∧τ h(s) ≥ a)P a (t − u < τ h•θ s+u ) ≤ P a (t < τ h•θs ) Thanks to Markov property, for any u ∈ R + , P a (X u∧τ h(s) ≥ a) ≥ P a (X ⌊ We deduce from (50) that, for any t ≥ 0, 
