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Povzetek
Naslov: Rekonguracija strojne opreme v casu izvajanja
Rekonguracija v casu izvajanja omogoca spreminjanje dela FPGA vezja
brez prekinitve delovanja ostalih delov sistema. Taksen nacin rekonguracije
omogoca stevilne prednosti, kot so zmanjsanje prostorske porabe, pohitritev
FPGA sistemov in odpravljanje napak med delovanjem sistema. V magistr-
ski nalogi bomo najprej predstavili rekonguracijo v casu izvajanja in njene
prednosti. Sistemi, ki uporabljajo rekonguracijo v casu izvajanja si delijo
skupne lastnosti. Te vkljucujejo staticni del, ki se med izvajanjem ne spre-
minja in skrbi za rekonguracijo in komunikacijo z ostalimi komponentami
sistema. V glavnem delu magistrske naloge bomo predstavili razvito strojno
platformo, ki razvijalcem nudi te skupne lastnosti. Razvita platforma poleg
rekonguracije podpira tudi komunikacijsko vodilo PCIe. S tem je omogocena
uporaba FPGA sistema kot koprocesor v vecjem strojnem sistemu. Platforma
vkljucuje tudi gonilnik in aplikacije, ki omogocajo enostavno uporabo FPGA
vezja kot koprocesor v racunalniskem sistemu, ki uporablja operacijski sistem
Ubuntu.
Kljucne besede
FPGA, Racunalniska vezja, Rekonguracija

Abstract
Title: Runtime hardware reconguration
Runtime hardware reconguration allows developers to change a part
of an FPGA system while it is running. This method of reconguration
provides several advantages. These include reducing the space consumption
of a FPGA system or increasing conguration speed. Another benet is
the ability of such a system to repair certain errors while it is running. In
this thesis, we will rst describe runtime reconguration and its advantages.
FPGA systems that use runtime reconguration share several features. These
include a non-changing static part that is in charge of the reconguration
process, as well as of communicating with other system components. The
main part of the thesis will be focused on the development of a hardware
platform that aims to provide developers with some of those shared features.
In addition to allowing runtime reconguration, the developed platform also
provides support for the PCIe bus, which allows the FPGA system to be
used as a coprocessor in a larger hardware system. Specically, the developed
platform includes a driver and software applications that allow the FPGA
system to be used as a coprocessor in a computer system running the Ubuntu
operating system.
Keywords




Rekongurabilna vezja FPGA (Field-programmable gate array) za razliko od
tradicionalnih vezij omogocajo spreminjanje vezja po njegovi izdelavi. Pri
tradicionalnih vezjih je potrebno ob vsaki spremembi strojne logike izdelati
novo vezje, kar je drago in zamudno opravilo. Z uporabo vezij FPGA to
ni potrebno, saj je ob spremembi logike potrebno le ponovno programiranje
vezja.
Rekonguracija v casu izvajanja omogoca spreminjanje dela FPGA vezja
med njegovim delovanjem. Taksen nacin rekonguracije ponuja razvijalcem
strojne opreme moznost izdelave vezij, ki jih ne bi bilo mogoce implemen-
tirati s tradicionalnimi vezji. V tej nalogi bomo najprej na kratko opisali
vezja FPGA. Nato bomo opisali prednosti rekonguracije v casu izvajanja
ter pregledali nekaj konkretnih primerov uporabe. Predstavili bomo sku-
pne lastnosti, prisotne v vecini resitev, ki uporabljajo rekonguracijo v casu
izvajanja. Glavni prakticni prispevek magistrske naloge je ustvariti resitev
oziroma platformo, ki bo razvijalcem rekongurabilnih sistemov ponujala sto-
ritve, ki si jih taksni sistemi delijo. V magistrski nalogi bomo opisali razvoj
in lastnosti te resitve.
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1.1 Pregled sorodnih del
Rekonguracija v casu izvajanja je uporabljena v mnogih razlicnih aplikaci-
jah. Eden od primerov je odpravljanje napak v casu izvajanja, predvsem
v vesoljskih napravah, kjer soncno sevanje lahko poskoduje FPGA vezje
[1, 2, 3, 4]. Taksen nacin odprave napak brez moznosti popravljanja kon-
guracije vezja med izvajanjem ne bi bil mozen.
Druga moznost je uporaba rekonguracije za izboljsanje ze obstojecih
sistemov. Tu lahko rekonguracija izboljsa prostorsko ucinkovitost mnogih
FPGA algoritmov. Na FPGA vezju je lahko ob dolocenem trenutku nalozen
le tisti del algoritma, ki se trenutno izvaja. Taksen nacin delovanja je mozno
izrabiti v veliko razlicnih FPGA algoritmih. Primeri so gracno izrisovanje
[5, 6], zaznavanje obrazov [7], strojno ucenje z nevronskimi mrezami [8] in
strojno denirani radijski sprejemniki in oddajniki [9].
Vecina taksnih algoritmov si deli nekatere kljucne lastnosti. FPGA vezje
v rekongurabilnem sistemu se zelo pogosto deli na staticni del, ki se med
izvajanjem nikoli ne spreminja in skrbi na primer za komunikacijo z ostalimi
komponentami sistema in za nadzor nad rekonguracijo. Poleg staticnega
dela sistem vsebuje se vec rekongurabilnih delov, ki se med izvajanjem lahko
spreminjajo. [5, 10] podata skupne lastnosti, ki jih morajo podpirati taksni
rekongurabilni sistemi.
Glavni cilj magistrske naloge je izdelava sistema, ki bo razvijalcem po-
nujal te skupne lastnosti. Nekaj taksnih sistemov je ze bilo razvitih, vendar
njihova implementacija velikokrat ni splosno dostopna ali pa ima dolocene
pomanjkljivosti. Primeri dosedanjih implementacij so podani v delih [11, 12,
13, 14, 15].
1.2. PRISPEVKI MAGISTRSKE NALOGE 3
1.2 Prispevki magistrske naloge
Algoritmi, ki uporabljajo rekonguracijo v casu izvajanja, si delijo veliko
skupnih gradnikov oziroma modulov [10]. Primeri so modul za nadzor nad
rekonguracijo in modul za dostop do raznih dodatnih virov, na primer do
pomnilnika. Poleg pregleda in opisa teh skupnih delov je glavni cilj magistr-
ske naloge izdelava platforme, ki ponuja cim vec od teh skupnih modulov.
Razvijalcem algoritmov je z uporabo platforme potrebno razviti le dejanski
algoritem, brez potrebe po razvoju celotne arhitekture, ki omogoca rekongu-
racijo med casom izvajanja. Platforma ponuja tudi moznost uporabe FPGA
sistema kot koprocesorja v vecjem strojnem sistemu (gostitelju). Prenos po-
datkov med gostiteljem in FPGA sistemom je omogocen z vodilom PCIe.
Poleg tega platforma ponuja aplikacije in gonilnik za gostiteljski sistem, ki
omogocajo krmiljenje platforme.
Platforma je sestavljena iz staticnega modula na vezju FPGA ter upo-
rabniku prijaznega vmesnika na gostitelju. Modul, implementiran na vezju
FPGA, skrbi za rekonguracijo in za dostop do raznih virov na vezju FPGA,
na primer do pomnilniskih enot. Ta modul skrbi tudi za komunikacijo z go-
stiteljem. Drugi modul uporabniku ponuja enostaven nacin za nadzor nad
rekonguracijo iz gostiteljevega operacijskega sistema. Cilj izdelanega sis-
tema je olajsanje razvoja rekongurabilnih sistemov, saj izdelana platforma
razvijalcem ponuja ze razvito ogrodje, ki ponuja storitve, skupne mnogim
rekongurabilnim sistemom.
1.3 Zgradba naloge
V poglavju 2 bomo predstavili rekonguracijo v casu izvajanja ter pregle-
dali nekaj konkretnih primerov uporabe taksnih sistemov. Predstavili bomo
lastnosti, ki so skupne pregledanim resitvam.
V poglavju 3 bomo predstavili vmesnik PCIe, ki omogoca hiter prenos
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podatkov med razlicnimi strojnimi napravami. Taksen prenos je pomemben,
ce zelimo FPGA vezje vkljuciti v nek vecji racunalniski sistem, na primer
namizni racunalnik. S tem omogocimo uporabo FPGA vezja kot strojnega
pospesevalnika, kar lahko pohitri delovanje mnogih algoritmov v primerjavi
s tradicionalnimi racunalniskimi procesorji.
V poglavju 4 bomo predstavili glavni prispevek naloge: izdelano plat-
formo, ki nudi nekatere lastnosti skupne resitvam, ki uporabljajo rekongu-
racijo v casu izvajanja. Predstavili bomo tudi konkreten primer uporabe
platforme.
V poglavju 5 bomo predstavili znacilnosti in rezultate izdelane platforme.




Tradicionalen postopek rekonguracije FPGA vezja zahteva, da je vezje med
procesom konguracije v nedelujocem stanju. Tako je potrebno ob kakrsni
koli spremembi vezja zaustaviti cel sistem, nanj prenesti novo konguracijo
in sistem ponovno zagnati. Z rekonguracijo v casu izvajanja je mozno spre-
meniti del vezja, brez zaustavitve ostalih delov sistema. V tem poglavju
bomo predstavili prednosti, ki jih prinasa rekonguracija v casu izvajanja in
lastnosti, katere si delijo sistemi, ki uporabljajo taksen nacin rekonguracije.
Rekonguracija v casu izvajanja omogoca spreminjanje konguracije vezja
med delovanjem sistema. Taksen nacin delovanja omogoca razvoj strojnih
resitev, ki ne bi bile mozne z uporabo tradicionalnega postopka kongura-
cije. Nekatere prednosti, ki jih prinasa rekonguracija v casu izvajanja, so:
Zmanjsanje porabljenega prostora. Velikost FPGA vezja je eden izmed
dejavnikov, ki zelo vplivajo na zmogljivost in ceno koncnega sistema.
Ce je izdelano vezje preveliko za uporabljeno FPGA vezje, potem je
potreben nakup vecjega in s tem drazjega vezja.
Z uporabo rekonguracije v casu izvajanja je mozno sistem razdeliti na
vec delov, kjer je ob nekem trenutku na zicnem vezju prisoten le eden
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izmed teh delov. Primer je kodirnik/dekodirnik podatkov. V tradicio-
nalnem sistemu bi morala biti na sistemu hkrati prisotna tako modul
za kodiranje kot za dekodiranje podatkov. Z uporabo rekonguracije je
mozno na vezje naloziti le tisti modul, ki je trenutno potreben. Primeri
taksnih sistemov so [16, 17, 9, 18].
Hitrejsi cas zacetne konguracije. Za nekatere sisteme je pomembno,
da je FPGA vezje ob zagonu cim prej na voljo za uporabo. Primer
je vodilo PCIe, ki zahteva, da je strojna oprema, ki uporablja to vo-
dilo za priklop na gostitelja, pripravljena za uporabo v casu do 100 ms
po vklopu gostitelja [19], medtem ko lahko konguracija velikih vezij
vzame tudi vec sekund. Z uporabo rekonguracije je mozno ob zagonu
naloziti le majhen del vezja, ki skrbi za vmesnik PCIe, in sele potem
naloziti preostali del vezja. Primera taksnih sistemov sta [20, 21].
Odprava napak v casu izvajanja. Razni zikalni pojavi lahko spreme-
nijo dele FPGA konguracije. Primer je soncno sevanje, ki predsta-
vlja probleme predvsem za vesoljske aplikacije FPGA vezij. Z uporabo
rekonguracije v casu izvajanja je mozno zaznati in odpraviti te na-
pake brez zaustavitve celotnega sistema. Primeri taksnih sistemov so
[2, 3, 22]. Nidhin v [1] ponuja pregled tega podrocja.
2.1 Skupne lastnosti rekongurabilnih prime-
rov
Primeri resitev, opisanih v tem poglavju, si delijo veliko skupnih lastnosti.
Za vse velja, da so razdeljeni na vec delov. Eden od teh delov se med izva-
janjem sistema ne spreminja. Ta del skrbi za naloge, ki so vedno potrebne
za delovanje sistema. Primeri teh nalog so povezljivost z zunanjimi kompo-
nentami in nadzor nad procesom rekonguracije. Poleg staticnega dela vsak
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sistem vsebuje tudi enega ali vec dinamicnih delov. Ti deli se med izvajanjem
sistema lahko spreminjajo in predstavljajo glavni del celotne resitve.
Primeri se razlikujejo v tem, kje hranijo mozne konguracije. V pr-
vem nacinu primer ze ob zagonu vsebuje vse konguracije, ki jih uporablja.
Te konguracije so lahko shranjene ali na FPGA vezju ali na zunanjih po-
mnilniskih enotah in se med izvajanjem ne spreminjajo. Resitev lahko torej
le preklaplja med ze dolocenimi konguracijami. V drugem nacinu je resitev
povezana z neko zunanjo napravo (na primer z namiznim racunalnikom), ki
ji posilja konguracije. V tem primeru lahko zunanja naprava sama ustvarja
in spreminja mozne konguracije. S tem nacinom je mozna vecja eksibil-
nost, saj konguracij ni potrebno poznati ob zagonu sistema. Taksen nacin
hranjenja konguracij prinasa dodatno kompleksnost, saj mora FPGA vezje
znati komunicirati z zunanjo napravo. Taksen nacin je smiseln, ce zelimo
ustvariti bolj splosno resitev. Uporaben je tudi, ce je FPGA naprava upo-
rabljena kot koprocesor v vecjem strojnem sistemu (gostitelju), saj je v tem
primeru komunikacija med FPGA vezjem in gostiteljem ze prisotna.
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Poglavje 3
Vodilo PCIe
Eden izmed nacinov uporabe FPGA vezja je kot koprocesor v nekem vecjem
racunalniskem sistemu (gostitelju) [23]. V tem primeru je potrebna imple-
mentacija prenosa podatkov med FPGA vezjem in gostiteljem. Ker izdelana
platforma, opisana v poglavju 4, podpira taksen nacin delovanja, bomo v
tem poglavju opisali enega izmed nacinov taksnega prenosa podatkov, vodilo
PCIe (Peripheral Component Interconnect Express) [24].
Vodilo PCIe je nastalo leta 2003 kot nadgradnja starejsih vodil PCI in
PCI-X. Danes je vodilo PCIe dalec najbolj priljubljen nacin povezave na-
prav, kot so gracne kartice, zvocne kartice in ostale naprave, ki potrebujejo
nacin za izjemno hiter prenos podatkov na in iz gostiteljevega pomnilnika.
PCIe je serijsko vodilo, v katerem so naprave povezane z gostiteljem preko
komponente, imenovane root complex. Ta komponenta, ki je lahko locena
naprava ali danes bolj pogosto del gostiteljevega procesorja, skrbi za dostop
do gostiteljevega pomnilnika in za komunikacijo z gostiteljevim procesorjem.
Vodilo PCIe si deli lastnosti s sodobnimi omreznimi protokoli. Naprave, ki
se povezujejo z gostiteljem, so organizirane v omrezno topologijo, prikazano
v sliki 3.1, prenos podatkov pa je organiziran v pakete.
PCIe vmesnik za prenos podatkov uporablja podatkovne pasove. PCIe
naprave lahko uporabljajo od enega do sestnajst vzporednih pasov. Uporaba
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vec podatkovnih pasov pomeni vecjo hitrost prenosa podatkov.
Slika 3.1: Topologija PCIe vodila. PCIe naprave se neposredno ali preko
stikal povezejo na gostitelja preko komponenta root complex. Ta komponenta
je lahko ali loceno vezje ali pogosto del gostiteljevega procesorja.
3.1 Naslovni prostori
Naprave, ki uporabljajo vodilo PCIe, hranijo svoje podatke v treh razlicnih
naslovnih prostorih. Vsak od njih ima svoj specicen namen, in platforma,
izdelana v sklopu te magistrske naloge, uporablja vse tri. Spodaj so na kratko
predstavljeni vsi 3 naslovni prostori:
I/O prostor. Podpira le 32-bitne naslove in je namenjen predvsem zdruzljivosti
s starejsimi PCI standardi [25]. Prednost tega prostora je njegova eno-
stavna uporaba. I/O prostor uporablja nacin prenosa podatkov, ime-
novan programmed input/output. V tem nacinu je procesor gostitelja
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zadolzen za celoten postopek prenosa podatkov. Ker procesor med
prenosom podatkov ne more izvajati drugih opravil, je taksen prenos
pocasen.
V izdelani platformi je ta naslovni prostor namenjen za prenos ra-
znih kontrolnih sporocil med gostiteljem in FPGA sistemom. Taksna
sporocila so zelo kratka, zato hitrost prenosa podatkov pri njih ni po-
membna. Ta sporocila vkljucujejo prenos podatkov, ki so potrebni
za sprozitev hitrejsih nacinov prenosa podatkov, opisanih spodaj. Ta
nacin se uporablja tudi za nastavitev zacetnih parametrov FPGA sis-
tema.
Pomnilniski prostor. Podpira tako 32- kot 64-bitne naslove in prenos po-
datkov z neposrednim dostopom do pomnilnika (ang. Direct Memory
Access oziroma DMA). Z uporabo neposrednega dostopa do pomnil-
nika PCIe naprava prevzame nadzor nad prenosom podatkov. PCIe
naprava dostopa do gostiteljevega pomnilnika preko komponente root
complex. PCIe naprava tej komponenti poslje ustrezno sporocilo in od
komponente dobi odgovor, ki vsebuje zelene podatke. Med prenosom
lahko procesor gostitelja izvaja poljubne operacije. Taksen nacin pre-
nosa podatkov je znatno hitrejsi od nacina programmed input/output,
ki ga uporablja I/O prostor, zato je ta naslovni prostor uporabljen za
hiter splosen prenos podatkov. Ta naslovni prostor predstavlja glavni
podatkovni prostor PCIe naprave. V izdelani platformi je ta prostor
uporabljen za hiter prenos podatkov, ki jih obdeluje PCIe naprava.
Konguracijski prostor. Vsebuje razne nadzorne podatke PCIe naprave.
To so na primer identikacijska stevilka naprave ter proizvajalca in
podatki o zmogljivostih, ki jih naprava podpira. Konguracijski prostor
je velik od 256 bajtov do 4 kilobajte. Slika 3.2 prikazuje standardizirane
registre za tip PCIe naprav, ki je uporabljen v nasi izdelani platformi.
Nekateri pomembni registri so:
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Device ID. Identikacijska stevilka PCIe naprave. Ta stevilka je dolocena
s strani PCIe naprave. Nanjo se sklicujejo gonilniki, napisani za
to napravo.
Status. Statusni register PCIe naprave, ki ima dve glavni nalogi. Prva
sporoca gostitelju zmogljivosti PCIe naprave. Druga sporoca pro-
bleme in napake na PCIe napravi.
Command. Nadzorni register, ki omogoca gostitelju nadzor nad dolocenimi
zmogljivostmi PCIe naprave. S pisanjem v ta register je mogoce
na primer omogociti oziroma onemogociti dostop do I/O in po-
mnilniskega prostora, kot tudi PCIe napravi omogociti oziroma
onemogociti prenos podatkov v nacinu DMA.
Slika 3.2: Standardizirani registri v PCIe naslovnem prostoru za tip naprave
0 (non-bridged). Velikost naslovnega prostora je 256 bajtov. Vir: [26]
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3.2 PCIe paketi
Prenos podatkov preko PCIe poteka podobno kot v sodobnih omreznih pro-
tokolih, kot je na primer protokol TCP (Transmission Control Protocol).
Podatki so tako pri prenosu preko vodila PCIe organizirani v pakete. V tem
poglavju bomo okvirno predstavili PCIe pakete. Osredotocili se bomo na
lastnosti, ki smo jih potrebovali za razvoj platforme.
PCIe paketi se delijo v dve vrsti: zahteve (ang. requests) in odgovore
(ang. completions). Paketi za zahteve se nadaljnje delijo na pakete za pisanje
in pakete za branje. Tako PCIe uporablja vsaj tri razlicne pakete: zahtevo za
branje, zahtevo za pisanje in odgovor na branje (ki vrne podatke, po katerih
je poizvedoval zahtevek za branje). Pri pisanju z uporabo neposrednega
dostopa do pomnilnika se odgovor na pisanje ne uporablja. Tako napravi,
ki pise podatke, ni potrebno cakati na odgovor od prejemnika, kar omogoca
hitrejsi prenos. Pri pisanju v naslovni prostor I/O se uporablja odgovor na
pisanje, torej mora naprava, ki pise, cakati na odgovor prejemnika.
Vsak PCIe paket se zacne z glavo, ki je lahko dolga 3 ali 4 32-bitnih
besed. Glave dolzine treh besed se uporabljajo za operacije v 32-bitnem
naslovnem prostoru, medtem ko so 4 besedne glave uporabljene za operacije
v 64-bitnem naslovnem prostoru. Prva beseda glave je enaka za vse pakete
in vsebuje sledeca glavna polja:
Format (Fmt), 2 bita pove, za kaksno obliko paketa gre. Bit 0 pove, ali
paket po glavi vsebuje se dodatne podatke (kot jih pri paketih za pisanje
in pri odgovorih). Bit 1 pove, ali ima glava 3 ali 4 besede.
Tip (Type), 5 bitov bolj podrobno opise tip paketa. Tu je na primer
doloceno, v kateri naslovni prostor se pise/bere (I/O ali pomnilniski
prostor).
Dolzina (Length), 10 bitov pove, koliko besed vsebuje podatkovni del
paketa pri pisanju oziroma koliko besed zelimo prebrati.
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Naslednje besede se razlikujejo glede na tip paketa. Paketi, ki zahtevajo
branje/pisanje podatkov, vsebujejo v teh besedah sledece podatke:
ID Posiljatelja (Requester ID), 16 bitov. To polje sluzi za identika-
cijo posiljatelja. Uporablja se za to, da lahko prejemnik odgovore poslje
pravilni napravi. Prisotna mora biti tudi pri DMA zahtevkih za pisa-
nje, ceprav tu nima kljucne vloge. ID prejemnika ni potreben, ker je
sprejemna naprava pri DMA prenosu ze enolicno dolocena z naslovom.
Znacka (Tag), 8 Bitov. V znacko lahko posiljatelj vkljuci poljubne po-
datke. Odgovori na ta paket bodo vsebovali enako znacko. To lahko
prejemnik uporabi, da poveze poslane pakete s pravilnimi odgovori.
Prvi/Zadnji Omogoceni Bajti (First/Last Byte Enable), 4 bite vsak.
V teh dveh poljih posiljatelj pove, katere bajte prve in zadnje besede
zeli prebrati ali zapisati. To je pomembno, ce zeli posiljatelj pisati/brati
polje dolzine, ki ni veckratnik 4 bajtov. Ce zeli na primer pisati 2 bajta,
bo poslal zahtevek za branje dolzine 1 besede, vrednost polja First Byte
Enable pa bo 0x0F. Zapisana bosta le nizja 2 bajta.
Naslov (Address), 30 ali 62 bitov. Pove naslov prve besede, ki jo posiljatelj
zeli brati ali pisati. Tu je pomembno, da so 32-bitni naslovi oznaceni
le s 30 biti (64-bitni naslovi pa le z 62 biti). To polje ne vsebuje dveh
najnizjih bitov. Za dejanski naslov je to polje potrebno pomnoziti s 4.
Po glavi zahtevki za pisanje vsebujejo polja s podatki. Podatki upora-
bljajo urejenost bajtov po pravilu debelega konca (ang. big endian), medtem
ko sodobni procesorji arhitekture x86 uporabljajo urejenost po pravilu tan-
kega konca (ang. little endian). Podatki so tako v PCIe paketih obrnjeni.
32-bitna beseda, ki je v urejenosti po pravilu tankega konca predstavljena
kot 0x12345678, bo v urejenosti po pravilu debelega konca predstavljena kot
0x78563412. Sam paket ne vsebuje nobenih informacij o tem, kako so bajti
3.2. PCIE PAKETI 15
urejeni v posiljateljevi arhitekturi. Zato je potrebno, da ali posiljatelj ali
prejemnik pravilno uredita bajte.
Na sliki 3.3 je predstavljen paket, ki v naslov 0xfda040 zapise vrednost
0x12345678. Opazimo, da je polje za naslov enako 0x3f6bfc10. Ko to po-
mnozimo s stiri, dobimo dejanski naslov 0xfda040. Na sliki 3.4 je prikazan
paket za branje podatkov dolzine enega bajta iz naslova 0xfda040.
Slika 3.3: Shema PCIe DMA paketa za branje podatkov. Prve tri besede
predstavljajo glavo paketa. Zadnja beseda so podatki, ki jih paket zeli za-
pisati. Polja, oznacena s sivo barvo, predstavljajo polja, ki imajo ali vedno
vrednost 0, ali pa jih vecina PCIe naprav ignorira. Vir: [27]
Slika 3.4: Shema PCIe DMA paketa za pisanje podatkov. Paket je zelo
podoben paketu za branje. Razlika je le polje Fmt (Format), ki pove, da je
to bralni in ne pisalni paket. Manjka tudi zadnja beseda, saj za branje ni
potrebno podati podatkov. Vir: [27]
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Paketi odgovorov so podobni kot paketi zahtev. Polja v njihovi glavi se
razlikujejo v sledecih lastnostih:
Dolzina (Length), 10 bitov. Pomembno se je zavedati, da lahko en zah-
tevek potrebuje vec kot en paket odgovora. To je zato, ker imajo PCIe
paketi omejeno dolzino, odvisno od posamezne PCIe naprave. Ce zah-
tevek zeli prebrati 50 besed, najvecja dolzina podatkov v paketu pa je
10 besed, bo ta zahtevek potreboval 5 paketov odgovorov. Polje dolzina
vsebuje stevilo besed v posameznem paketu odgovora.
Stevilo neprenesenih bajtov (Byte count), 12 bitov . To polje zame-
nja polji Byte Enable pri zahtevkih. Vsebuje stevilo bajtov, ki jih je
se potrebno prenesti, vkljucno s trenutnim paketom. Ce za odgovor
zadostuje en paket, je to stevilo enako stevilu vseh bajtov, ki jih je
zahteval zahtevek. Ce je za odgovor potrebno vec paketov, to polje
vsebuje stevilo besed v prejetem paketu plus stevilo besed v preostalih
paketih.
Spodnji Naslov (Lower Address), 7 bitov. Namesto polnega naslova od-
govori vsebujejo le sedem najmanj pomembnih bitov naslova. Ti stsoa
uporabljeni za ureditev prejetih podatkov, ko je potrebno vec paketov
odgovora za en zahtevek.
Status, 2 bita. To polje ima vrednost 0, ce je bilo branje uspesno. Nenicelne
vrednosti predstavljajo napake pri branju
ID Posiljatelja in ID prejemnika, 16 bitov vsak. Poleg ID-ja naprave,
ki paket posilja (Completer ID), je pri odgovorih potreben tudi ID
prejemnika. Pri zahtevkih je ciljna naprava dolocena s pomnilniskim
naslovom, pri odgovorih pa to ni mozno, zato je uporabljena ID stevilka,
ki jo je naprava prejela v paketu zahtevka.
Tudi pri odgovorih glavi sledijo podatki, za katere veljajo enaka pravila
kot pri zahtevkih. Slika 3.5 prikazuje primer odgovora na paket iz slike 3.4.
3.3. PREKINITVE 17
Slika 3.5: Shema PCIe DMA paketa odgovora na zahtevo po branju podat-
kov. Prve tri besede predstavljajo glavo paketa, zadnja pa podatke, ki jih je
zahteval predhodni paket za branje podatkov. Vir: [27]
3.3 Prekinitve
Poleg zgoraj opisanih sporocil vodilo PCIe za izmenjavo informacij uporablja
tudi prekinitve. Prekinitve lahko naprave uporabljajo za hitro sporocanje
informacij izven podatkovnih prenosov. Izdelana FPGA platforma s prekini-
tvami sporoca gostitelju, da je prenos podatkov koncan.
PCIe protokol za komunikacijo med napravami ponuja dve vrsti prekini-
tev: tradicionalne prekinitve (legacy interrrupts) in MSI prekinitve (Message
Signaled Interrupts). Tradicionalne prekinitve so ponujene za kompatibilnost
s starejsimi PCI napravami.
PCI naprave so vsebovale stiri enobitne zicne linije za sporocanje prekini-
tev. Vsaka naprava je poslala prekinitev tako, da je doloceno linijo nastavila
na logicno vrednost 0. PCIe teh zicnih linij ne vsebuje. Za kompatibilnost
s starejsimi napravami PCIe ponuja prekinitve, ki se obnasajo kot tradi-
cionalne PCI prekinitve. Te prekinitve uporabljajo posebna sporocila, da
oponasajo zicne prekinitvene linije. Ta sporocila povedo, katera navidezna
linija naj se nastavi na katero logicno vrednost. Ko procesor gostitelja (ozi-
roma komponenta procesorja root complex) prejme ta posebna sporocila, jih
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obravnava kot prozenje prekinitev in prekinitev sporoci prekinitvenemu kr-
milniku. Te prekinitve imajo stevilo slabosti. Vsaka naprava je omejena le
na stiri razlicne tipe prekinitev, saj so tradicionalne PCI naprave uporabljaje
le stiri razlicne prekinitvene linije. Poleg tega mora gostitelj po obdelavi pre-
kinitve sporociti napravi, da je prekinitev obdelal, da naprava prekinitveno
linijo nastavi nazaj na neaktivno vrednost.
MSI Prekinitve so nadgrajena implementacija prekinitev, uvedene v PCIe
standardu. Te prekinitve naprava sprozi s pisanjem v vnaprej doloceno lo-
kacijo. Pri sodobnih procesorjih naprava prekinitve sprozi kar z zahtevkom
za pisanje v doloceni register gostiteljevega prekinitvenega krmilnika [28].
Taksen nacin prekinitev prinasa nekatere prednosti. Gostitelju ni vec treba
sporociti PCIe napravi, da je obdelal njeno prekinitev. Poleg tega te pre-
kinitve ponujajo napravi uporabo vecjega stevila tipov prekinitev, saj lahko




V tem poglavju bomo podrobno predstavili glavni prakticni prispevek magi-
strske naloge: FPGA platformo za olajsanje razvoja resitev, ki uporabljajo
rekonguracijo v casu izvajanja. Glavni cilj izdelane platforme je razvijalcem
ponuditi ogrodje, ki ze vsebuje nekatere komponente, skupne sistemom, ki
uporabljajo rekonguracijo v casu izvajanja. Tako se lahko razvijalci posve-
tijo zgolj konkretni resitvi specicnega problema, brez zamudnega razvoja
celotne arhitekture, ki omogoca rekonguracijo v casu izvajanja.
4.1 Cilji in naloge platforme
Cilj izdelane platforme je razvijalcem ponuditi resitve za probleme, skupne
sistemom, ki uporabljajo rekonguracijo v casu izvajanja. Izdelana platforma
je namenjena predvsem algoritmom, ki uporabljajo rekongurabilna FPGA
vezja kot koprocesor. V tem primeru je FPGA sistem povezan z gostiteljem
(na primer z namiznim racunalnikom). FPGA sistem je lahko uporabljen za
pospesitev dolocenih delov algoritma, kjer je FPGA sistem hitrejsi ali bolj
ucinkovit kot procesor gostitelja. Izdelana platforma je lahko uporabljena
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tudi za katero koli resitev, ki zeli prenasati podatke iz gostitelja na FPGA
sistem in obratno.
Konkretne lastnosti, ki jih ponuja izdelana platforma, so:
Prenos podatkov med FPGA sistemom in gostiteljem. Ker je platfor-
ma zasnovana tako, da FPGA sistem deluje znotraj gostitelja, je po-
treben nacin za prenos podatkov med gostiteljem in FPGA sistemom.
Platforma uporablja dve razlicni kategoriji podatkov. Prvi so kontrolni
podatki, s katerimi gostitelj nadzira lastnosti FPGA sistema ali prebere
podatke o FPGA sistemu. Drugi del so podatki, ki jih FPGA sistem
dejansko obdeluje. Glavna razlika med dvema tipoma podatkov je nji-
hova kolicina. Kontrolnih podatkov je naceloma malo, medtem ko je
lahko podatkov, katere mora FPGA sistem obdelati, zelo veliko. Zato
mora biti izbrani nacin prenosa zmozen prenasati tudi velike kolicine
podatkov.
Nadzor nad rekonguracijo FPGA vezja. Platforma mora razvijalcem
ponujati nacin za nadzor nad rekonguracijo FPGA vezja. Sem spada
prenos datotek, ki opisujejo zelene spremembe konguracije vezja iz
gostitelja na FPGA sistem in prozenje procesa rekonguracije. Pro-
ces rekonguracije se mora izvrsiti brez zaustavitve FPGA sistema in
gostitelja.
Aplikacije in gonilniki za nadzor s strani gostitelja. Zelimo, da lahko
zgoraj opisani storitvi uporabniki krmilijo preko operacijskega sistema,
ki je prisoten na gostitelju. Zato je potrebno implementirati tako niz-
konivojske gonilnike kot uporabniku prijazne aplikacije za nadzor nad
platformo. Glavni cilj je, da lahko uporabnik preko ukazne vrstice kr-
mili celoten proces prenosa podatkov in rekonguracije.
Kljucnega pomena za izdelano platformo je komunikacija med vezjem
FPGA in gostiteljem. Zato platforma uporablja vodilo PCIe. Vodilo PCIe
4.2. PRIMER UPORABE PLATFORME 21
je izbrano zaradi dveh razlogov. Prvi razlog je njegova razsirjenost. Vodilo
je prisotno na vseh sodobnih namiznih racunalnikih, kot tudi na veliki vecini
naprednih FPGA sistemih. Drugi razlog je hitrost prenosa podatkov. Stan-
dard PCI Express 1.0 ponuja teoreticno enosmerno hitrost prenosa podatkov
do okoli 250MB/s na podatkovni pas v vsako smer. V praksi so hitrosti
prenosa podatkov manjse zaradi dejavnikov, kot so overhead pri prenosu po-
datkov [29]. Primer so PCIe paketi, opisani v poglavju 3.2, kjer poleg samih
podatkov vsak paket vsebuje se dodatne informacije, kot so naslov in dolzina
podatkov.
Platforma je zasnovana za uporabo na sledeci nacin. Uporabniki najprej
v rekongurabilni del nalozijo zeleno FPGA aplikacijo. Nato tej aplikaciji
iz gostitelja posiljajo podatke. Ko FPGA aplikacija te podatke obdela, jih
uporabnik lahko prebere iz FPGA vezja nazaj v gostitelja. Z rekonguracijo
v casu izvajanja je mozno kadar koli, brez zaustavitve FPGA sistema, zame-
njati nalozeno FPGA aplikacijo. To omogoca neprekinjeno delovanje PCIe
povezave med FPGA sistemom in gostiteljem.
4.2 Primer uporabe platforme
Uporabniki izdelano platformo uporabljajo na sledeci nacin.
1. Ob prizigu gostitelja (namiznega racunalnika) se FPGA platforma preko
PCIe vmesnika poveze z gostiteljem.
2. Ob zagonu na rekongurabilnem delu FPGA vezja ni nalozena no-
bena aplikacija. Uporabnik mora zato najprej naloziti zeleno aplika-
cijo v rekongurabilni del preko ukazne vrstice z ukazom load cong
ime konguracijske datoteke.
3. Ko je v rekongurabilni del nalozena aplikacija, lahko uporabnik preko
PCIe vodila na FPGA vezje prenese podatke, za katere zeli, da jih
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aplikacija obdela. Tudi to lahko stori preko ukazne vrstice z ukazom
load data ime podatkovne datoteke.
4. Ko so podatki obdelani, uporabnik preko vodila PCIe prenese rezultate
z ukazom read data ime podatkovne datoteke. Rezultate je mozno brati
takoj, ko so na voljo, tudi ce istocasno pisemo vhodne podatke.
5. Kadar koli med izvajanjem lahko uporabnik zamenja trenutno nalozeno
aplikacijo tako, da spet uporabi ukaz load cong.
4.3 Struktura izdelane platforme
V grobem se izdelana platforma deli na dva dela. Prvi del je prisoten na
FPGA sistemu, drugi pa na gostitelju (namiznem racunalniku, ki uporablja
operacijski sistem Linux).
Del na FPGA vezju ima dve glavni nalogi. Prva je nadzor nad prenosom
podatkov iz gostitelja na FPGA sistem in obratno. Prenos podatkov je im-
plementiran preko vodila PCIe. Druga naloga je nadzor nad rekonguracijo
FPGA vezja.
Drugi del, ki deluje v operacijskem sistemu Linux, omogoca uporabniku
enostaven nadzor nad procesom rekonguracije. Ta del lahko razdelimo v dve
glavni komponenti. Prva komponenta je gonilnik, ki omogoca, da operacijski
sistem zazna prikljuceno FPGA kartico in z njo izmenjuje podatke. Drugi
del so uporabniske aplikacije, ki omogocajo enostaven nadzor nad prenosom
podatkov na in iz FPGA vezja ter nadzor nad procesom rekonguracije.
Slika 4.1 prikazuje grobo shemo izdelane platforme.
4.4 Uporabljena strojna in programska oprema
Del platforme, izdelan na gostitelju (namiznem racunalniku), deluje na ope-
racijskem sistemu Linux. Pri testiranju platforme smo uporabili razlicico
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Slika 4.1: Shema izdelane platforme za nadzor nad rekonguracijo. Plat-
forma je razdeljen na dva dela. Prvi je del na FPGA sistemu, drugi del na
gostitelju. Dela med seboj komunicirata preko vmesnika PCIe
.
Ubuntu 14.10. Gonilnike in uporabniske aplikacije smo implementirali v pro-
gramskem jeziku C. V nekaterih uporabniskih aplikacijah uporabljamo tudi
programski jezik C++. Za razvoj gonilnikov in uporabniskih aplikacij smo
uporabili zgolj sistemske knjiznice jezika C/C++ in operacijskega sistema
Linux.
Za FPGA sistem smo uporabili sistem Xilinx XUPV5-LX110T [30]. Iz-
brani FPGA sistem ponuja nujni komponenti, ki sta povezljivost z vodilom
PCIe in FPGA vezje z podporo za rekonguracijo v casu izvajanja.
Za opis vezja smo uporabili strojno opisni jezik Verilog. Za razvoj plat-
forme smo uporabili razvojna orodja, ki jih ponuja proizvajalec uporablje-
nega FPGA sistema, podjetje Xilinx. Za implementacijo osnovnih storitev
platforme, ki ne potrebujejo rekonguracije, smo uporabili razvojno orodje
ISE. To orodje ponuja pretvorbo Verilog kode v konguracijske datoteke,
zdruzljive s ciljno FPGA platformo. Za razvoj delne rekonguracije smo do-
datno uporabili orodje PlanAhead. PlanAhead je uradno podprto orodje za
razvoj Xilinoxivh sistemov, ki uporabljajo rekonguracijo v casu izvajanja.
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4.5 FPGA Vezje
V tem delu bomo predstavili del izdelane platforme, ki je prisoten na FPGA
vezju.
4.5.1 Komunikacija z gostiteljem
Ker je izdelana platforma namenjena sistemom, ki FPGA vezje uporabljajo
kot koprocesor, je komunikacija med FPGA vezjem in gostiteljem kljucnega
pomena. Izdelana platforma za prenos podatkov med FPGA vezjem in go-
stiteljem uporablja vodilo PCIe.
Za implementacijo vmesnika vodila PCIe na FPGA vezju smo izhajali iz
Xilinxovega jedra LogiCORE IP Endpoint Block Plus v1.15 [31]. To jedro
ponuja osnovno implementacijo PCIe vmesnika, kompatibilnega s standar-
dom PCIe 1.1. Novejsih verzij PCIe standarda uporabljeni razvojni sistem
(XUPV5-LX110T) ne podpira.
Pri razvoju logike za prenos podatkov smo kot osnovo uporabili Xilinxov
referencni primer Bus Master Performance Demonstration Reference Design
for the Xilinx Endpoint PCI Express Solutions (XAPP1052) [32]. Ta refe-
rencni sistem ponuja osnovno FPGA aplikacijo, namenjeno testiranju hitrosti
prenosa podatkov preko FPGA vodila. Primer ponuja le osnovno logiko za
prenos podatkov med FPGA vezjem in gostiteljem ter vsebuje sledece glavne
napake in pomanjkljivosti, ki smo jih morali odpraviti.
Obdelava in shranjevanje prejetih podatkov. Referencni primer podatke,
ki jih FPGA vezje prejme od gostitelja, takoj zavrze. Razlog za to je,
da referencni primer zanima le hitrost prenosa, ne vsebina podatkov.
Izdelana platforma prejete podatke shrani v vrsto FIFO (First In First
Out) [33], v kateri so podatki shranjeni, dokler jih ne zahtevajo ostali
deli platforme. Za pravilno branje in shranjevanje podatkov smo mo-
rali v referencno aplikacijo vkljuciti sistem za pravilno dekodiranje PCIe
paketov.
4.5. FPGA VEZJE 25
Podatki, ki jih izdelana platforma sprejema, spadajo v tri razlicne ka-
tegorije. Prva kategorija so ukazi za branje in pisanje registrov, ki
se obdelajo takoj in niso shranjeni v vrsto FIFO. Druga kategorija so
podatki o konguraciji, ki so shranjeni v vrsti FIFO, dokler uporab-
nik ne sprozi ukaza za zacetek rekonguracije. Tretja kategorija so
podatki, namenjeni obdelavi v rekongurabilnem delu sistema. Ti so
lahko poljubne oblike in so shranjeni v vrsti FIFO, dokler jih ne zahteva
rekongurabilni del.
Izdelana platforma za hranjenje podatkov o konguraciji in podatkov,
ki jih zelimo obdelati, uporablja le eno vrsto FIFO. Zato je potrebno
pred zacetkom rekonguracije vrsto povsem izprazniti, saj del za nadzor
nad postopkom rekonguracije ne more razlociti vrste prejetih podat-
kov (ali gre za opis konguracije ali za podatke, ki jih mora obdelati
rekongurabilni del). Tip podatkov, ki se nahajajo v vhodni FIFO
vrsti, uporabnik doloci s pisanjem v poseben register.
Vrsta FIFO, v kateri so shranjeni podatki, ima omejen prostor. Vsebuje
lahko najvec 1024 32-bitnih besed. Zato je pomembno, da FPGA vezje
belezi preostali prostor v vrsti in gostitelju sporoci, ko je vrsta polna.
V ta namen je uporabljen statusni register, v katerem doloceni bit
gostitelju pove, da je vrsta polna in da gostitelj FPGA vezju ne sme
posiljati novih podatkov. Gostitelj mora vsakic, ko poslje podatke,
najprej preveriti ta bit.
Posiljanje podatkov iz FPGA vezja. Podobno kot pri prejemanju po-
datkov referencni sistem posilja le vnaprej dolocene podatke. Vsak
poslani paket referencnega sistema vsebuje vnaprej doloceno zaporedje
bajtov. Izdelana platforma mora namesto tega gostitelju posiljati re-
zultate algoritma, ki se nahaja na rekongurabilnem delu. Podobno
kot pri pisanju se izhodni podatki shranjujejo v vrsto FIFO, dokler jih
ne zahteva gostitelj. Pri posiljanju doloceni bit statusnega registra go-
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stitelju pove, ce je izhodna vrsta FIFO prazna. V tem primeru gostitelj
ne sme zahtevati izhodnih podatkov.
Izhodni podatki so le enega tipa. To so rezultati rekongurabilnega
dela sistema. Pri izhodnih podatkih za razliko od vhodnih podatkov ni
potrebno skrbeti, da so razlicne vrste podatkov locene. Podobno kot pri
prejemanju podatkov sistem tu belezi, ce je izhodna vrsta FIFO prazna.
V tem primeru gostitelj ne sme brati podatkov iz FPGA sistema.
Prekinitve. Referencni sistem vsebuje osnovno implementacijo PCIe preki-
nitev. Ta implementacija ima napako, da ob koncu prenosa podatkov
neprekinjeno posilja prekinitve. Pravilna implementacija prekinitev,
ki smo jo vkljucili v izdelano platformo, prozi prekinitev le ob koncu
prenosa in nato caka na potrditev gostitelja, da je prekinitev sprejel in
obdelal. Prekinitve platforma uporablja za sporocanje gostitelju, da je
prenos podatkov koncan.
Registri. Referencni sistem ponuja veliko stevilo registrov za nadzor nad
prenosom podatkov in merjenjem hitrosti. Vecina od njih je za naso
platformo nepomembnih, zato smo za preprostost uporabe platforme
skoraj povsem spremenili podane registre. Registri, ki jih uporablja
platforma, so opisani v Dodatku A. Vsi registri so 32-bitni.
Glavni namen registrov izdelane platforme je nadzor nad procesom pre-
nosa podatkov med gostiteljem in FPGA sistemom. Registri vsebujejo
podatke o pomnilniskem naslovu in dolzini podatkov, ki jih uporab-
nik zeli prenesti. Prav tako se prenos podatkov sprozi s pisanjem v
doloceni register. Poleg registrov za nadzor prenosa podatkov izde-
lana platforma vsebuje tudi dva splosno namenska registra. Ta registra
lahko uporablja rekongurabilni del. Eden od registrov je namenjen
vhodnim nadzornim ukazom, drugi izhodnim statusnim ukazom. Po-
men vsebine teh registrov doloci rekongurabilna aplikacija. Primer
je kodirnik/dekodirnik podatkov, kjer lahko bit 0 v vhodnem registru
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pomeni, da zeli uporabnik kodirati vhodne podatke, bit 1 pa, da zeli
vhodne podatke dekodirati.
4.5.2 Nadzor nad rekonguracijo
Nadzor nad rekonguracijo FPGA vezja je druga glavna naloga izdelane plat-
forme. Modul za nadzor nad rekonguracijo omogoca uporabniku spremi-
njanje dolocenega dela FPGA vezja brez potrebe po zaustavitvi delovanja
celotnega FPGA sistema.
Za pravilno delovanje rekonguracije je potrebno najprej dolociti obmocja
FPGA vezja, za katera zelimo, da jih je mozno spreminjati med izvajanjem.
Te dele imenujemo rekongurabilne particije. Velikost in obliko rekongu-
rabilnih particij je potrebno dolociti vnaprej in jih ni mozno spreminjati.
Primer dolocitve particij z uporabo Xilinxovih programskih orodij je prika-
zan na sliki 4.2. Ker velikosti rekongurabilnega dela ni mogoce spreminjati
v izdelanem sistemu, to obmocje zaseda cim vecji prostor. Rekongurabilna
particija zaseda ves prostor, ki ga ne uporablja staticni deli platforme. Rekon-
gurabilni del tako zaseda okoli 90 % celotne velikosti FPGA vezja, medtem
ko je ostalih 10 % namenjenih staticnemu delu.
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Slika 4.2: Izbira obmocja rekongurabilne particije v orodju PlanAhead.
Beli deli predstavljajo obmocje rekongurabilne particije. V izdelani plat-
formi rekongurabilne particija zavzema okoli 90 % celotne povrsine FPGA
vezja. Neoznaceni modri deli predstavljajo staticni del FPGA vezja. Loka-
cija staticnega dela je deloma dolocena ze v Xilinxovem primeru [32], zaradi
cesar je staticni del nekoliko razdrobljen.
Proces rekonguracije v casu izvajanja poteka v vec korakih. FPGA vezje
najprej preko PCIe vodila prenese konguracijske podatke iz gostitelja. Ti
konguracijski podatki so vsebovani v standardni konguracijski datoteki,
ki se uporablja tudi za obicajen proces programiranja FPGA vezja. Kon-
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guracijsko datoteko je mozno ustvariti z Xilinxovim razvojnim orodjem Pla-
nAhead, kot je opisano v viru [34]. Sama zgradba konguracijske datoteke
je opisana v viru [35]. Po prenosu konguracijske datoteke modul za nad-
zor nad rekonguracijo nalozi to konguracijo na vezje. Celoten postopek se
izvede brez prekinitve izvajanja FPGA sistema.
Za nadzor nad rekonguracijo uporabljamo Xilinxov vmesnik ICAP (In-
ternal Conguration Access Port) [35]. Xilinx ponuja dostop do vmesnika
ICAP preko Verilog in VHDL kode. Verilog koda vmesnika, uporabljena v
izdelani platformi, je prikazana na sliki 4.3.
ICAP VIRTEX5 #(
.ICAP WIDTH( ) // S i r i n a v o d i l a (X8, X16 , X32)
) ICAP VIRTEX5 inst (
.CE( ) , // Clock Enable . 0 V k l j u c i ICAP vmesnik
.CLK( ) , // Ura . Do 100Hz
. I ( ) , // Vhodni p o d a t k i
.O( ) , // Izhodn i p o d a t k i
.WRITE( ) // 0 , ko p i semo podatke
) ;
Slika 4.3: Verilog koda za dostop do vmesnika ICAP
Kot je razvidno iz slike, je dostop do vmesnika ICAP precej enostaven.
Najprej je potrebno dolociti sirino izhodnega in vhodnega vodila (ICAP pod-
pira tri mozne sirine: 8, 16 ali 32 bitov). Sirina vodila doloca, koliko bitov
se bo zapisalo v ICAP vmesnik vsako urino periodo. Vecja sirina zato po-
meni hitrejsi prenos podatkov in s tem krajsi cas rekonguracije. V izdelani
platformi smo uporabili najvecjo mozno sirino 32 bitov, ki je tudi enaka kot
sirina podatkov na PCIe vodilu. Po dolocitvi sirine vodil je potrebno vme-
sniku ICAP samo se podati ustrezno konguracijske podatke za sprozitev re-
konguracije. Podani konguracijski podatki, ki jih ustvari Xilinxovo orodje
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PlanAhead, tako vsebujejo vse potrebne informacije za uspesno izvedbo re-
konguracije. Algoritem 1 prikazuje osnoven postopek rekonguracije preko
vmesnika ICAP.
Algorithm 1 Osnoven postopek pisanja konguracije z vmesnikom ICAP
1: ICAP WRITE  0 (Nacin pisanja)
2: CE  0(vkljuci ICAP)
3: Vsako periodo ure vpisi 32 bitov podatkov na vhod I
4: Ponovi korak 3, dokler ni zapisana celotna konguracijska datoteka.
5: CE  1 (onemogoci ICAP).
6: ICAP Write 1 (prenehaj pisati).
Osnovni algoritem 1 smo morali za pravilno delovanje platforme nadgra-
diti tako, da je resil sledece probleme.
Moznost zacasne prekinitve pisanja. Modul za nadzor nad procesom re-
konguracije sluzi za to, da prenese konguracijske podatke iz PCIe
modula v vmesnik ICAP. PCIe modul konguracijske podatke hrani
v vrsti FIFO, ki ima omejeno kapaciteto podatkov. Kapaciteta FIFO
vrste je precej manjsa od celotne konguracijske datoteke (FIFO vr-
sta ima kapaciteto 32768 bitov, medtem ko so konguracijske datoteke
lahko velike tudi okoli 4 megabajte, odvisno od velikosti rekongura-
bilne particije). Zaradi tega ni mozno na FPGA vezje prenesti celotne
konguracije in sele potem zaceti s postopkom rekonguracije. Name-
sto tega mora gostitelj med procesom rekonguracije konguracijsko
datoteko posiljati v delih.
Med tem prenosom se zaradi razlik v hitrosti prenosa podatkov med
PCIe vodilom in internim prenosom v ICAP vmesnik pogosto zgodi,
da bo vhodna FIFO vrsta prazna (torej je prenos v vmesnik ICAP
hitrejsi kot prenos preko PCIe vodila). V takem primeru je nujno po-
trebno zacasno zaustaviti proces rekonguracije, saj bi vmesnik ICAP
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drugace vsako urino periodo pricakoval nove podatke. Zaustavitev pro-
cesa rekonguracije se izvede z zapisom vrednosti 1 v ICAP vhod CE
(clock enable).
Pravilno urejanje vhodnih podatkov. ICAP pricakuje bite podatkov, ure-
jene v nekoliko drugacnem zaporedju, kot so urejeni v konguracij-
ski datoteki. Pred pisanjem podatkov v vmesnik ICAP jih je po-
trebno pravilno preurediti. V vsakem bajtu posebej je potrebno obr-
niti vrstni red bitov. V bajtu 0 so tako biti obrnjeni na sledeci nacin:
0 <   > 7; 1 <   > 6; 2 <   > 5; 4 <   > 3. Enak postopek je
potreben tudi v preostalih 3 bajtih.
Belezenje dolzine preostalih podatkov. Vmesnik ICAP ne ponuja no-
benih informacij o tem, kdaj je proces rekonguracije koncan. Zato je
potrebno rocno belezenje stevila preostalih podatkov. Da FPGA vezje
ve dolzino celotne konguracijske datoteke, uporabnik pred zacetkom
rekonguracije v dolocen register rocno vpise dolzino konguracijske
datoteke.
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Celoten algoritem za nadzor nad rekonguracijo, ki uposteva zgoraj opi-
sane dodatke, je predstavljen v algoritmu 2.
Algorithm 2 Celoten postopek pisanja konguracije z vmesnikom ICAP
1: len  Dolzina celotne konguracijske datoteke
2: ICAP WRITE  0
3: CE  0 (vkljuci ICAP)
4: while len  0 do
5: if fo empty then
6: CE  1
7: else
8: CE  0
9: word to write flip bits(FIFO[0]) (Obrni bite v FIFO)
10: I  word to write (Zapisi obrnjeno prvo besedo iz FIFO v ICAP)
11: len len  1
12: end if
13: end while
14: CE  1
15: ICAP  1
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Slika 4.4 prikazuje diagram prehajanja stanj avtomata, ki implementira
ta algoritem. Verilog koda avtomata je predstavljena v Dodatku B
Slika 4.4: Diagram prehajanja stanj avtomata, ki nadzira rekonguracijo z
uporabo vmesnika ICAP.
Med procesom rekonguracije FPGA logika, zajeta v rekongurabilni par-
ticiji, ne bo delovalo pravilno. Zato uporabnik med potekom rekonguracije
z branjem podatkov iz rekongurabilnega dela ne bo dobil pravilnih rezulta-
tov. Po koncanem postopku rekonguracije je zelo priporoceno, da se pobrise
vsebina izhodne podatkovne vrste, saj podatki v njej ne bodo pravilni. Ker
platforma uporablja isto vhodno FIFO vrsto za vnos konguracijske datoteke
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in podatkov, uporabnik med procesom rekonguracije v podatkovno vrsto ne
sme pisati podatkov, ki niso namenjeni postopku rekonguracije.
4.5.3 Komunikacija med staticnim in rekongurabil-
nim delom FPGA vezja
Za moznost pravilne komunikacije med rekongurabilnim delom in preostan-
kom FPGA vezja je potrebno, da ima vsaka konguracija, ki jo nalozimo
v rekongurabilno particijo, enak vmesnik, torej enake vhodne in izhodne
signale. Seznam in kratek opis signalov rekongurabilne particije v izdelani
platformi je prikazan na sliki 4.5.
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r e con f i gu rab l e modu l e (
. c l k ( ) , //vhod , ura
. r s t i ( ) , //vhod , r e s e t
. da ta in ( ) , //vhod , vhodni p o d a t k i (32 b i t o v )
. d a t a i n a v a i l a b l e ( ) , //vhod , s t a t i c ni d e l ima vhodne podatke
. da ta in rdy ( ) , // izhod , r e k o n f i g u r a b i l n i d e l
//z e l i b r a t i vhodne podatke
. data out ( ) , // izhod , i z h o d n i p o d a t k i (32 b i t o v )
. d a t a o u t a v a i l a b l e ( ) , // izhod , r e k o n f i g u r a b i l n i
// d e l ima izhodne podatke
. data out rdy ( ) , //vhod , s t a t i c ni d e l l ahko
// bere izhodne podatke
. cmd in ( ) , //vhod , r a z n i k o n t r o l n i p o d a t k i
// (32 b i t o v )
. cmd wr i te in ( ) , //vhod , s t a t i c ni d e l z e l i
// p i s a t i k o n t r o l n e podatke
. s t a t u s o ( ) // izhod , r a z n i s t a t u s n i p o d a t k i
// (32 b i t o v )
) ;
Slika 4.5: Vhodni in izhodni signali rekongurabilnega dela. Vsako vezje, ki
ga zelimo uporabljati v rekongifurabilnem delu, mora uporabljati te signale
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Glavna naloga taksnega vmesnika je sinhronizacija pretoka podatkov med
staticnim in rekongurabilnim delom. Staticni del vsebuje dve vrsti FIFO,
v katerih hrani podatke. V eni vrsti hrani vhodne podatke, ki jih je prejel
od gostitelja in jih mora prenesti v rekongurabilni del. V drugi vrsti hrani
izhodne podatke. Ti predstavljajo rezultate obdelanih vhodnih podatkov.
Staticni del jih prejme od rekongurabilnega dela in jih mora prenesti go-
stitelju. Prav tako rekongurabilni del verjetno vsebuje dve vrsti, v katerih
hrani vhodne in izhodne podatke.
Za vse vrste velja, da imajo omejeno kapaciteto vsebovanih podatkov in
da so lahko prazne. Staticni del ne sme pisati v rekongurabilni del, ce je
njegova vhodna vrsta polna, in iz njega ne sme brati, ce je njegova izhodna
vrsta prazna. Enako velja tudi za rekongurabilni del. Signali rekongura-
bilnega dela zato poleg podatkovnih signalov data in in data out vsebujejo
tudi signale o statusu vhodnih in izhodnih vrst data in rdy, data out rdy,
data in available in data out available.
Zadnja dva signala cmd in in status o FPGA sistem uporabi za izme-
njavo raznih statusnih in kontrolnih sporocil, loceno od glavnih podatkov.
cmd in predstavlja nadzorne ukaze v rekongurabilni del, medtem ko sta-
tus o predstavlja statusne informacije iz rekongurabilnega dela. Signala sta
namenjena splosnim dodatnim informacijam, ki jih bo rekongurabilni del
morda potreboval. Dejanski pomen teh dveh signalov je poljubno dolocen
v rekongurabilnem delu. Signala se preslikata v PCIe registra. Tako ju je
mozno enostavno spreminjati in brati iz gostitelja.
4.6 Gostitelj
Gostiteljev del platforme se deli na dva dela. Prvi del predstavlja PCIe
gonilnik, ki omogoca prenos podatkov med gostiteljem in FPGA sistemom.
Drugi del predstavljajo aplikacije za nadzor platforme. S temi aplikacijami
lahko uporabnik upravlja z rekonguracijo na FPGA sistemu, ter prenasa
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podatke iz gostitelja na vezje in obratno.
4.6.1 Gonilnik
Gonilnik izdelane platforme omogoca komunikacijo med FPGA napravo in je-
drom operacijskega sistema gostitelja. V izdelani platformi smo za operacijski
sistem izbrali Ubuntu 14.10. Izdelani gonilnik omogoca upravljanje s FPGA
sistemom preko programskega jezika C. Glavni cilj gonilnika je uporabniku
omogociti nadzor nad FPGA sistemom. Tako mora gonilnik podpirati pre-
nos podatkov iz in na FPGA vezje ter branje in pisanje v registre FPGA
naprave. Poleg tega mora gonilnik skrbeti za spremljanje in procesiranje
prekinitev FPGA naprave. Uporabnik bo sicer sistem dejansko nadzoroval
preko uporabniskih aplikacij, ki so opisane v poglavju 4.6.2, vendar bodo te
aplikacije komunikacijo s FPGA napravo izvajale preko gonilnika.
Tako kot PCIe modul na vezju FPGA je tudi gonilnik zasnovan po kodi iz
Xilinxovega referencnega primera XAPP1052 [32]. Gonilnik iz referencnega
primera je bil razvit za operacijski sistem Fedora 10, ne za Ubuntu. Za
prilagoditev na ciljni operacijski sistem in za dodatne lastnosti so bile po-
trebne precejsnje spremembe gonilnika iz primera. Te spremembe in dodane
lastnosti so:
Kompatibilnost z operacijskim sistemom Ubuntu 14.10. Referencni go-
nilnik je bil razvit za operacijski sistem Fedora 10. Gonilnik je bilo
potrebno posodobiti na sodobno verzijo Linux jedra, saj je operacijski
sistem Fedora 10 izsel leta 2008. Zaradi tega nekatere funkcije, upora-
bljene v gonilniku, niso delovale pravilno ali pa so bile odstranjene iz
novejsih verzij jedra.
Obravnavanje prekinitev. Kot opisano v implementacij PCIe vodila re-
ferencni FPGA sistem ni pravilno prozil prekinitev. Prav tako gonilnik
referencnega sistema nikoli ni sporocil FPGA sistemu, da je prekinitev
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obdelal. Gonilnik smo popravili tako, da je obdelavo prekinitve sporocil
FPGA sistemu s pisanjem v dolocen bit kontrolnega registra.
Posodobitev registrov. Podobno kot pri referencni FPGA napravi je tudi
gonilnik referencnega sistema vseboval veliko stevilo nepotrebnih regi-
strov. Gonilnik smo spremenili tako, da podpira spremenjene registre
FPGA naprave.
4.6.2 Aplikacije za nadzor platforme
Za lazjo uporabo platforme smo razvili uporabniske aplikacije, s katerimi
lahko uporabnik preko ukazne vrstice enostavno krmili celotno platformo.
Aplikacije omogocajo prenos podatkov na in iz FPGA vezja ter nadzor nad
rekonguracijo platforme. Aplikacijo za pisanje podatkov uporabnik uporabi
tako, da le poda ime datoteke, ki jo zeli prenesti na FPGA vezje. Aplikacija
za branje podatkov vse podatke v FPGA vezju izpise na standardni izhod
ukaznega vmesnika. Za sprozitev rekonguracije uporabnik najprej na FPGA
vezje prenese konguracijsko datoteko. Nato uporabnik klice aplikacijo za
zacetek rekonguracije.
Prenos podatkov aplikaciji za branje in pisanje izvedeta z ustreznim pisa-
njem v PCIe registre FPGA naprave. V registre je potrebno zapisati zacetni
naslov podatkov, velikost posameznega PCIe paketa in dolzino podatkov,
izrazeno v stevilu PCIe paketov. Po vnosu podatkov aplikacija nastavi bit
v nadzornem registru FPGA naprave, ki napravi pove, da naj zacne s pre-
nosom podatkov. Dejanski prenos podatkov v celoti izvede FPGA naprava
s posiljanjem ustreznih PCIe paketov. Pri prenosu podatkov aplikaciji upo-
rabljata pakete dolzine 4 bajtov in v posameznem prenosu posljeta po 32
paketov. V vsakem prenosu je torej prenesenih 128 bajtov podatkov. Po
vsakem prenosu 32 paketov aplikacija za pisanje preveri preko PCIe registra,
ali je vhodna FIFO vrsta FPGA naprave polna. Ce je, aplikacija caka, dokler
se ne izprazni. Psevdokoda aplikacije za pisanje podatkov je predstavljena v
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Algoritmu 3.
Algorithm 3 Psevdokoda algoritma za pisanje podatkov v FPGA naprave
Remaining Data  Velikost podatkov, v bajtih
while Remaining Data > 0 do
Kopiraj podatke najvec dolzine 128 bajtov iz podatkovne datoteke v
DMA medpomnilnik
Remaining Data  Remaining Data - 128 fVsak prenos prenese 128
bajtovg
V PCIe Register 9 (Read Packet Count) zapisi stevilo kopiranih besed
Preveri, ali je vhodni FIFO poln: FIFO Full  Bit 3 PCIe registra 0
while FIFO Full do
Cakaj, dokler FIFO ni vec poln: FIFO Full Bit 3 PCIe registra 0
end while
Zacni Prenos. V Bit 15 registra 1 zapisi vrednost 1
end while
Aplikacija za branje podatkov deluje podobno kot aplikacija za pisanje
podatkov. Aplikacija mora pred branjem podatkov preveriti, ali izhodna
FIFO vrsta na FPGA sistemu vsebuje podatke. Ce jih ne, potem aplikacija
ne sme poslati zahtev po branju podatkov, ampak mora cakati, dokler po-
datki niso na voljo. Kot pri pisanju aplikacija bere po 128 bajtov na enkrat,
zato mora izhodna FIFO vrsta vsebovati vsaj 128 bajtov podatkov, da je
branje mozno. Psevdokoda aplikacije za branje podatkov je predstavljena v
algoritmu 4.
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Algorithm 4 Psevdokoda algoritma za branje podatkov iz FPGA naprave
1: Remaining Data  Velikost podatkov, ki jih zelimo prebrati, v bajtih
2: while Remaining Data > 0 do
3: Remaining Data  Remaining Data - 128 fVsak prenos prenese 128
bajtovg
4: V PCIe Register 4 (Write Packet Count) zapisi stevilo kopiranih besed
5: Preveri, ali ima izhodni FIFO vsaj 128 bajtov podatkov: FIFO Empty
 Bit 5 PCIe registra 0
6: while FIFO Full do
7: Cakaj, dokler FIFO ne dobi dovolj podatkov: FIFO Empty  Bit
5 PCIe registra 0
8: end while




V tem poglavju bomo predstavili zmogljivosti in rezultate izdelane platforme.
Najprej bomo predstavili velikost, ki jo platforma zasede na FPGA vezju in
hitrost prenosa podatkov. Nato bomo predstavili testne rekongurabilne
aplikacije, s katerimi smo preverili pravilno delovanje sistema. Predstavili
bomo tudi, kaksne so strojne in programske zahteve izdelanega sistema in
kaj je potrebno, ce zelimo izdelano platformo prilagoditi za FPGA vezja, ki
se razlikujejo od tistega, na katerem smo platformo razvili. Na koncu bomo
razvito platformo primerjali z obstojecimi resitvami za rekonguracijo v casu
izvajanja.
5.1 Prostorske zahteve
Zazeleno je, da staticni del platforme potrebuje cim manj prostora na FPGA
vezju. Cim manjsi je staticni del, tem vec prostora je na voljo za rekongu-
rabilni del, kar pomeni podporo za vecje uporabniske aplikacije na rekon-
gurabilnem delu.
Staticni del za delovanje potrebuje okoli 4000 vpoglednih tabel (ang.
look-up table oziroma LUT) in ip-opov. Testno vezje Virtex-5 XUPV5-
LX110T vsebuje skupno 69120 vpoglednih tabel in ip opov. Za implemen-
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tacijo FIFO vrst staticni del potrebuje 6 blokovnih pomnilniskih elementov
(BRAM) od skupno 148. Tako staticni del zasede okoli 5 % vezja, rekon-
gurabile aplikacije pa razpolagajo s preostalimi 95 %.
Xilinxova vezja serije Virtex-5, ki podpirajo povezljivost z vodilom PCIe,
vsebujejo od okoli 12000 do 200000 vpoglednih tabel ter ip-opov in od 26
do 324 blokovnih pomnilniskih enot [36]. Tako bi na najmanjsem Virtex-5
vezju staticni del zasedel priblizno 25 % celotnega vezja, na najvecjem pa 2
%.
Izdelana platforma za prenos podatkov uporablja en pas PCIe vodila, saj
uporabljeni FPGA sistem zicno ne podpira vec pasov.
Podroben opis porabljenih komponent je prikazan v tabeli 5.1. V tabeli
5.2 je prikazana poraba referencnega primera XAPP1052 [32], na katerem je
bil zasnovan modul za prenos podatkov preko PCIe vodila.
Komponenta Poraba Poraba (%) Stevilo Vseh Komponent
LUT 3910 6% 69120
Flip Flop 4175 6% 69120
Block RAM (36kb) 8 5% 148
PCIe pasovi 1 100%
Tabela 5.1: Prostorska poraba staticnega dela izdelanega sistema. Staticni
del porabi okoli 5 % vseh komponent FPGA vezja. Tako je preostalih 95 %
vezja na voljo rekongurabilnemu delu
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Komponenta Poraba Poraba (%) Stevilo Vseh Komponent
LUT 3557 5% 69120
Flip Flop 3706 5% 69120
Block RAM (36kb) 6 5% 148
PCIe pasovi 1 100%
Tabela 5.2: Prostorska poraba le referencnega primera, na katerem je za-
snovan modul za prenos podatkov preko PCIe vodila [32]. V primerjavi s
celotno porabo v tabeli 5.1 je razvidno, da ta del zavzame veliko vecino
celotne platforme.
Tabela 5.3 predstavlja porabo zgolj tistih delov sistema, ki niso bili vkljuceni
v referencnem primeru. Sem spada predvsem modul za nadzor nad rekongu-
racijo. Rekongurabilni del potrebuje 353 komponent LUT in 469 ip-opov.
Primerljiv Xilinxov modul za nadzor nad rekonguracijo [37] potrebuje okoli
1000 LUT in 1100 ip-op komponent. Torej je razviti modul za nadzor nad
rekonguracijo prostorsko ucinkovit.
Komponenta Poraba Poraba (%) Stevilo Vseh Komponent
LUT 353 0.5% 69120
Flip Flop 469 0.6% 69120
Block RAM (36kb) 2 1.3% 148
Tabela 5.3: Poraba le delov sistema, ki niso bili vkljuceni v referencnem
primeru [32]. To predstavlja modul za nadzor nad rekonguracijo in popravke
ter nadgradnje referencnega primera. Modul za nadzor nad rekonguracijo
je torej izjemno majhen.
44 POGLAVJE 5. REZULTATI
5.2 Hitrost prenosa podatkov
Preverili smo tudi hitrost prenosa podatkov preko vodila PCIe. Hitrost smo
preverili tako, da smo iz gostitelja na FPGA sistem prenesli doloceno stevilo
podatkov in izmerili preteceni cas od zacetka pisanja do prejema prekinitve,
ki oznacuje konec prenosa. Pri prenosu smo uporabljali pakete dolzine 4
bajte in v vsakem prenosu prenesli 32 paketov. Taksen prenos smo ponovili
100000-krat in izracunali povprecno hitrost prenosa podatkov. Izmerjena
hitrost prenosa podatkov je bila 12,19 MB/s.
Dosezena hitrost je precej nizja od najvisje mozne hitrosti, ki jo ponuja
uporabljeni PCIe standard 1.1 pri enopasovni povezavi (250 MB/s). Razlog
za nizjo hitrost je najverjetneje majhna velikost paketov, saj sistem trenu-
tno ne podpira dekodiranja daljsih paketov. Manjsi paketi namrec povecajo
dodatno kolicino dejansko prenesenih podatkov, saj vsak paket poleg samih
podatkov vsebuje se dodatne informacije, kot sta naslov in dolzina paketa.
Dosezena hitrost je primerljiva s podobnimi sistemi, kot je [38], ko posiljajo
majhno stevilo podatkov.
Hitrost procesa rekonguracije je vezana na vmesnik ICAP. Vmesnik
vsako urino periodo prebere 32 bitov podatkov. Z urino frekvenco 62.5 MHz
to pomeni hitrost prenosa podatkov 250 MB/s. Ker so delne rekonguracijske
datoteke velike okoli 400 kB to pomeni, da se rekonguracija izvede v 1,6 mili-
sekundah. Ker je hitrost prenosa podatkov preko vodila PCIe pocasnejsa kot
hitrost prenosa v vmesnik ICAP, je v praksi hitrost rekonguracije omejena
s hitrostjo prenosa konguracijske datoteke iz gostitelja na FPGA sistem.
Pri prenosu s hitrostjo 12,19 MB/s se rekonguracija izvede v priblizno 32,8
milisekundah.
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5.3 Testne rekongurabilne aplikacije
Delovanje razvite platforme smo preverili na razlicnih testnih FPGA aplika-
cijah. Testiranje procesa rekonguracije je potekalo tako, da je rekongura-
bilni FPGA sistem zacel brez nalozene rekongurabilne aplikacije. Nato je
uporabnik preko ukazne vrstice na sistem zaporedoma nalozil razlicne testne
rekongurabilne aplikacije in s prenosom podatkov preveril, da te delujejo
pravilno.
Delovanje platforme smo preverili s tremi testnimi aplikacijami. Prvi dve
sta bili preprosti aritmeticni aplikaciji, ki sta prejetim podatkom le pristeli
ali odsteli 1. Verilog koda testne aritmeticne aplikacije je prikazana v sliki
5.1.
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module r econ f i g modu le ( c lk ,
data in ,
d a t a i n a v a i l a b l e ,
data in rdy ,
data out ,
d a t a o u t a v a i l a b l e ,
data out rdy ) ;
input c l k ;
input [ 3 1 : 0 ] da ta in ;
input d a t a i n a v a i l a b l e ;
output data in rdy ;
output [ 3 1 : 0 ] data out ;
output d a t a o u t a v a i l a b l e ;
input data out rdy ;
wire data in rdy ;
wire d a t a o u t a v a i l a b l e ;
wire [ 3 1 : 0 ] data out ;
assign data in rdy = d a t a i n a v a i l a b l e ;
assign d a t a o u t a v a i l a b l e =
data out rdy & d a t a i n a v a i l a b l e ;
assign data out=data in + 1 ;
endmodule
Slika 5.1: Verilog koda enostavne aritmeticne testne aplikacije. Aplikacija
vhodnim podatkom pristeje 1 in jih poda na izhod. Aplikacija nenehno bere
podatke in jih takoj zapise na izhod
Po osnovnem preizkusu smo platformo preverili tudi na bolj kompleksnem
primeru. Preizkusili smo FPGA implementacijo kodirnega algoritma AES
[39]. Uporabljeno jedro je zasnovano po [40, 41]. Uporabljeno jedro je poleg
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samih podatkov potrebovalo tudi dodatne informacije, na primer, ali vho-
dni podatki predstavljajo kodirni kljuc ali podatke za kodiranje. Dodatne
informacije, ki jih algoritem potrebuje, lahko uporabnik poda s pisanjem v
namenski PCIe register. Tudi AES algoritem je na izdelani platformi deloval
pravilno.
5.4 Zahteve za uporabo platforme
Rekongurabilna platforma, opisana v magistrski nalogi, je bila izdelana in
preizkusena na FPGA sistemu Xilinx XUPV5-LX110T [30]. V tem poglavju
bomo opisali zahteve, ki jih mora podpirati izbrani FPGA sistem, da na njem
lahko deluje izdelana platforma.
Pri izdelavi sistema smo uporabili sledece obstojece komponente in orodja:
ICAP. Xilinxov vmesnik za nadzor nad konguracijo. Vmesnik ICAP je
prisoten na vseh sodobnih Xilinxovih FPGA vezjih. Dostop do vme-
snika ICAP je pri vecini Xilinxovih vezjih zelo podoben. ICAP se na
razlicnih vezjih razlikuje le po imenih vhodnih in izhodnih signalov in
po sirini podatkovnih signalov. Zato modul za rekonguracijo brez ve-
likih sprememb lahko deluje na vseh sodobnih Xilinxovih FPGA vezjih.
PCIe vmesnik. FPGA sistem, ki zeli uporabljati izdelano platformo nujno
potrebuje povezljivost s PCIe vmesnikom. Izdelana platforma serije
Virtex-5 za implementacijo PCIe vmesnika uporablja Xilinxov refe-
rencni primer XAPP 1052. Referencni primer poleg serije Virtex-5
podpira serije Virtex-6, Kintex-7, Spartan-6 in Spartan-3. Tako bi
PCIe vmesnik brez velikih sprememb lahko deloval na vseh napravah
teh serij.
Razvojno orodje PlanAhead. Orodje PlanAhead je uporabljeno za de-
nicijo rekongurabilnih obmocij in izdelavo ustreznih konguracijskih
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datotek. Uporaba platforme je torej vezana na Xilinxova razvojna
orodja in njihove licence.
Gonilnik in aplikacije. Gonilnik za FPGA napravo je bil razvit za opera-
cijski sistem Ubuntu 14.10. Predvidevamo, da bi deloval tudi na ostalih
sodobnih Linux distribucijah. Same aplikacije za nadzor nad platformo
ne uporabljajo nobenih zunanjih knjiznic ali specicnih sistemskih kli-
cev in bi delovale na vseh platformah, na katerih bi deloval gonilnik.
Izdelana platforma je bila preizkusena na ciljnem FPGA sistemu XUPV5-
LX110T iz serije vezij Virtex-5. Tezave za uporabo platforme na ostalih
FPGA sistemih predstavlja predvsem modul za nadzor nad prenosom po-
datkov preko PCIe vodila. Ta modul namrec uporablja Xilinxovo jedro, ki je
na voljo le na FPGA vezjih serije Virtex-5, Virtex-6, Kintex-7, Spartan-6 in
Spartan-3. Modul za nadzor nad rekonguracijo je lazje prenosljiv na druge
FPGA sisteme. Modul je vezan le na Xilinxov vmesnik ICAP, ki je z majh-
nimi razlikami, kot so razlicna sirina vhodnih podatkov ali imena vhodov,
prisoten v vseh Xilinxov sodobnih FPGA vezjih.
Kot je opisano v poglavju 5.1, prostorska poraba izdelane platforme na
FPGA vezju ni velik problem. Vsa sodobna Xilinxova vezja, ki podpirajo
vodilo PCIe, so dovolj velika za izdelano platformo. Izdelana platforma po-
trebuje za delovanje 2 W elektricne moci, kar ne predstavlja velikih omejitev.
Na primer, napajalnik, prilozen testni platformi XUPV5-LX110t, ponuja 30
W elektricne moci.
5.5 Primerjava z obstojecimi resitvami
V tem poglavju bomo predstavili tri obstojece resitve, ki ponujajo podobno
funkcionalnost kot izdelana platforma in predstavili njihove prednosti in sla-
bosti v primerjavi z naso platformo.
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Prva podobna resitev je RIFFA [42]. RIFFA podobno kot nasa platforma
ponuja povezljivost preko vodila PCIe s prilozenimi gonilniki in knjiznicami
za branje in pisanje podatkov iz FPGA sistema. Prednost te resitve je njena
splosnost, saj je resitev na voljo za operacijska sistema Linux in Windows,
kot tudi za veliko razlicnih FPGA vezij dveh razlicnih proizvajalcev (Altera
in Xilinx). Nasa resitev je omejena zgolj na Linux in Xilinxova FPGA vezja.
Glavna slabost te resitve je, da ne ponuja moznosti za rekonguracijo.
Druga podobna resitev je predstavljena v clanku [14]. Ta resitev ponuja
FPGA modul za nadzor nad rekonguracijo, ki ga je mozno krmiliti preko
namiznega racunalnika, vendar povezavo med racunalnikom in FPGA siste-
mom implementira preko vmesnika UART. UART je znatno pocasnejsi od
vodila PCIe in je v sistemu uporabljen zgolj za prenos ukazov in kongura-
cijskih datotek. Dejanskih podatkov iz racunalnika ni mozno prenasati na
FPGA vezje.
Tretja resitev DyRACT [38] je najbolj primerljiva z naso platformo. DyRACT
ponuja tako prenos podatkov preko vodila PCIe kot nadzor nad rekongu-
racijo FPGA vezja. Od nase platforme se razlikuje v sledecih lastnostih.
DyRACT podpira zgolj Xilinxova vezja od serije Virtex-6 naprej, medtem
ko je nasa platforma osredotocena na serijo Virtex-5. Prednost nase plat-
forme je njena preprostost in s tem manjsa prostorska poraba. DyRACT
za implementacijo na FPGA vezju potrebuje okoli 6600 komponent LUT in
26 komponent BRAM, medtem ko nasa platforma potrebuje le 4000 kom-
ponent LUT in le 8 komponent BRAM. Prav manjsa poraba komponent
BRAM je pomembna, saj manjsa Xilinxova vezja vsebujejo le okoli 25 teh
komponent [36, 43], kar je premalo za uporabo resitve DyRACT. Prednost
resitve DyRACT je boljsa implementacija PCIe prenosa, ki omogoca prenose
podatkov s hitrostjo 1542 MB/s pri stiripasovni PCIe povezavi.
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5.6 Nadaljnje delo
Trenutna izdelana platforma ponuja povsem delujoce osnovne funkcionalno-
sti, opisane v poglavju 4.1. Glavna trenutna slabost platforme je hitrost
prenosa podatkov preko vodila PCIe, kot je opisano v poglavju 5.
Hitrost prenosa bi bilo mozno izboljsati na dva nacina. Platforma trenu-
tno podpira le najmanjse PCIe pakete, ki prenasajo po eno besedo podatkov
na paket. To omogoca enostavno obdelavo in dekodiranje paketov, saj so
podatki vedno enake dolzine. Paketi z vecjim stevilom podatkov bi bili bolj
kompleksni za obdelavo, vendar bi povecali hitrost prenosa podatkov, saj bi
bilo za enako stevilo podatkov potrebno manjse stevilo paketov.
Drugi nacin povecanja prenosa podatkov je uporaba vecpasovnega pre-
nosa preko PCIe vodila. Trenutno platforma uporablja le en PCIe pas. Upo-
raba vec pasov bi mocno povecala hitrost prenosa. Z uporabo osmih pasov bi
bilo mozno hkrati posiljati in brati osem podatkovnih paketov. Vecpasovne
povezave zaradi omejitev FPGA sistema, na katerem smo implementirali




Rekonguracija v casu izvajanja omogoca spreminjanje programske logike
na FPGA vezju med brez zaustavitve celotnega sistema. V magistrski nalogi
smo opisali izdelano platformo za nadzor nad rekonguracijo v casu izvajanja.
Cilj platforme je razvijalcem ponuditi splosno ogrodje, ki ponuja resitve za
probleme, skupne velikemu stevilu aplikacij, ki uporabljajo rekonguracijo v
casu izvajanja.
Platforma ponuja dve glavni lastnosti. Prva lastnost je prenos podatkov
med FPGA vezjem in gostiteljem, druga lastnost pa je nadzor nad izvaja-
njem rekonguracije. Platforma ponuja tudi aplikacije za ukazno vrstico,
preko katerih uporabniki krmilijo prenos podatkov in rekonguracijo. Za po-
vezavo FPGA vezja z gostiteljem smo razvili tudi gonilnik. Tako gonilnik
kot uporabniske aplikacije delujejo na operacijskem sistemu Ubuntu 14.10.
Razvito platformo smo preizkusili na dveh enostavnih testnih FPGA apli-
kacijah (sestevalniku in odstevalniku) in na bolj zapletenem primeru AES
kodiranja. V vseh treh primerih je platforma delovala pravilno. V primerjavi
z obstojecimi resitvami platforma ponuja primerljive zmogljivosti ob manjsi
prostorski porabi, vendar z nizjo hitrostjo prenosa podatkov preko PCIe vo-
dila.
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V tem dodatku so predstavljeni glavni registri izdelanega FPGA sistema. Vsi
registri so 32-bitni. Besedi Write za pisanje in Read za branje sta pri imenih
registrov uporabljeni iz stalisca FPGA sistema. Registri Read se nanasajo na
prenos podatkov iz gostitelja na FPGA sistem, medtem ko se registri Write
nanasajo na prenos iz FPGA sistema na gostitelja.
Register 0: Statusni/Kontrolni Register. Statusni del registra vsebuje
razne podatke o sistemu, medtem ko lahko s pisanjem v bite kontrol-
nega dela registra nadzorujemo delovanje sistema. Uporabljeni biti
registra so:
Bit 0: Reset. S pisanjem vrednosti 1 v ta register ponastavimo sistem
na njegove privzete vrednosti.
Bit 1: Interrupt Done. S pisanjem vrednosti 1 v ta register gostitelj
FPGA vezju sporoci, da je prejelo in obdelalo njegovo prekinitev.
Bit 2: Zacni rekonguracijo. S pisanjem v ta bit gostitelj FPGA
vezju sporoci, da naj zacne postopek rekonguracije. FPGA vezje
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bo nalozilo prejeto konguracijsko datoteko v rekongurabilni del
vezja.
Bit 3: FIFO Full. Ta bit gostitelju sporoci, da je vhodna FIFO vrsta
polna in da gostitelj vanjo ne more pisati podatkov. Ker zaradi
vecje hitrosti gostitelj posilja po 32 32-bitnih besed na enkrat, ima
ta bit vrednost 1, ko je v vhodni vrsti FIFO manj kot 32 prostih
besed.
Bit 4: FIFO reset. S pisanjem vrednosti 1 v ta bit gostitelj zbrise
podatke v vhodni in izhodni FIFO vrsti.
Bit 5: Out FIFO Empty. Ko je vrednost tega bita 1, je izhodna
FIFO vrsta prazna. Ta vrsta vsebuje rezultate, dobljene iz rekon-
gurabilnega dela. Ko je vrsta prazna, gostitelj z branjem iz nje
ne bo dobil smiselnih rezultatov.
Register 1: Statusni/Kontrolni Register za DMA prenos. Statusni del
registra poda informacije o tem, ali se je DMA prenos pravilno zakljucil.
To je namenjeno le preverjanju pravilnega delovanja sistema, saj glavni
nacin sporocanja koncanja prenosa uporablja prekinitve. Kontrolni del
registra omogoca prozenje prenosa podatkov in onemogocanja prozenja
prekinitev. Uporabljeni biti tega registra so:
Bit 0: Start Write. S pisanjem vrednosti 1 v ta bit se sprozi prenos
podatkov iz FPGA vezja na gostitelja.
Bit 7: Write Interrupt Disable. S pisanjem vrednosti 1 v ta regi-
ster so onemogocene prekinitve pri prenosu iz FPGA vezja na
gostitelja.
Bit 8: Write Done. Ko je vrednost tega bita 1, je sistem uspesno
koncal prenos podatkov iz FPGA vezja na gostitelja.
Bit 15: Start Read. S pisanjem vrednosti 1 v ta bit se sprozi prenos
podatkov iz gostitelja na FPGA vezje.
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Bit 22: Read Interrupt Disable. S pisanjem vrednosti 1 v ta regi-
ster so onemogocene prekinitve pri prenosu iz gostitelja na FPGA
vezje.
Bit 23: Read Done. Ko je vrednost tega bita 1, je sistem uspesno
koncal prenos podatkov iz gostitelja na FPGA vezje.
Register 2: Write Address. V ta register gostitelj vnese zacetni naslov
prejetih podatkov. Ta naslov predstavlja lokacijo prve besede, ki jo bo
sistem prejel pri prenosom podatkov v nacinu DMA. Naslov je 32 biten.
Register 3: Write Length. V ta register gostitelj vnese velikost paketa (v
stevilu besed) pri prenosu iz FPGA vezja na gostitelja. V izdelanem
sistemu so podprti le paketi dolzine 1 besede.
Register 4: Write packet count. V ta register gostitelj vpise dolzino po-
datkov pri prenosu iz FPGA vezja na gostitelja. Dolzina je izrazena v
stevilu paketov, kjer je dolzina paketa dolocena v registru 3.
Register 5: Conguration Length. V ta register gostitelj vpise dolzine
konguracije, ki jo zeli naloziti v rekongurabilni del. Ta register tudi
doloca, ali so podatki prejeti iz gostitelja konguracijski podatki. Ce je
vrednost registra vecja od 0, potem platforma vhodne podatke obdeluje
kot konguracijske podatke.
Register 6: Neuporabljen.
Register 7: Read Address. V ta register gostitelj vnese zacetni naslov
poslanih podatkov. Ta naslov predstavlja lokacijo prve besede, ki jo
gostitelj zeli prenesti na FPGA vezje.
Register 8: Read Length. V ta register gostitelj vnese velikost paketa (v
stevilu besed) pri prenosu iz gostitelja na FPGA vezje. V izdelanem
sistemu so podprti le paketi dolzine 1 besede.
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Register 9: Read packet count. V ta register gostitelj vpise dolzino po-
datkov pri prenosu iz gostitelja na FPGA vezje. Dolzina je izrazena v
stevilu paketov, kjer je dolzina paketa dolocena v registru 8.
Splosno namenski registri za rekongurabilni del. Registra stevilka 50
in 51 sta splosno namenska registra, ki ju uporablja rekongurabilni del
sistema. Register 50 je vhodni nadzorni register. Vanj lahko uporabnik
sistema vnese poljubne konguracijske podatke, ki jih potrebuje rekon-
gurabilni del. Register 51 je izhodni statusni register. Vanj lahko
rekongurabilni del zapise poljubne statusne podatke, ki jih lahko upo-
rabnik razbere z branjem tega registra.
Dodatek B
Avtomat za nadzor nad
rekonguracijo
V tem dodatku se nahaja verilog koda avtomata za nadzor nad rekongura-
cijo preko vmesnika ICAP.
ICAP VIRTEX5 #( //ICAP vmesnik
. ICAP WIDTH( "X32" )
) ICAP VIRTEX5 inst (
.CE(CE) ,
.CLK( t r n c l k c ) ,




always@ (negedge t r n c l k c )
begin
// pro z i l e c za za c e t e k r e k o n f i g u r a c i j e
i f (TRIGGER == 1 ' b1 )
begin
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case (NEXT STATE)




ICAP WRITE <= 1 ' b1 ;
CE <= 1 ' b1 ;
I <= 32 ' h00000000 ;
NEXT STATE <= STATE 01 ;
// Dolz ina se do lo c i v namenskem r e g i s t r u
REMAINING WRITE<=ICAP length ;
address <=13'd0 ;
f i f o r e a d <=1'b0 ;
end




ICAP WRITE <= 1 ' b0 ;
CE <= 1 ' b1 ;
I <= 32 ' h00000000 ;
f i f o r e a d <=1'b0 ;
NEXT STATE <= STATE 02 ;
end
STATE 02 : //CE na 0
begin
TRIGGER<=1'b1 ;
ICAP WRITE <= 1 ' b0 ;
CE <= 1 ' b0 ;
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I <= 32 ' h00000000 ;
f i f o r e a d <=1'b0 ;
NEXT STATE <= STATE 03 ;
end




ICAP WRITE <= 1 ' b0 ;
i f (REMAINING WRITE > 32 ' h0 )
begin
i f ( f i f o empty )
begin
CE<=1'b1 ;
f i f o r e a d <=1'b0 ;
NEXT STATE<=STATE 03 ;
end else
begin
CE <= 1 ' b0 ;
NEXT STATE <= STATE 03 ;
f i f o r e a d <=1'b1 ;
// I<=o b r n j e n i p o d a t k i i z FIFO






//Ko j e konec v tem c i k l u , z a p i s i ukaz
//NO OP ( b r e z o p e r a c i j e )
//V naslednjem c i k l u nato v STATE 04 (Konc ni s t a t e )
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CE <= 1 ' b0 ;
I<=32'h04000000 ;
NEXT STATE <= STATE 04 ;





ICAP WRITE <= 1 ' b0 ;
CE <= 1 ' b0 ;
I <= 32 ' h04000000 ;
NEXT STATE <= STATE 05 ;
TRIGGER<=1'b1 ;
f i f o r e a d <=1'b0 ;
end
//Konec , CE na 1 , TRIGGER nazaj na 0
STATE 05 :
begin
ICAP WRITE <= 1 ' b0 ;
CE <= 1 ' b1 ;
I <= 32 ' h04000000 ;
NEXT STATE <= STATE 05 ;





ICAP WRITE <= 1 ' b1 ;
CE <= 1 ' b1 ;
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I <= 32 'hAAAAAAAA;
NEXT STATE <= STATE 00 ;






// Ce spro z i l e c za r e k o n f i g u r a c i j o ni spro z en
//Potem samo c aka j
address<=0;
ICAP WRITE <= 1 ' b1 ;
CE <= 1 ' b1 ;
//Ker ne p i semo , j e I l ahko kar k o l i
I <= 32 'hAAAABBBB;
NEXT STATE <= STATE 00 ;
TRIGGER<=I C AP r ec o n f i g t r i g g e r ;
REMAINING WRITE<=ICAP length ;
address<=0;
f i f o r e a d <=1'b0 ;
end
end
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