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1. Introduction
A homogeneous polynomial p of degreem in the variables t ∈ R, x ∈ Rn, shall be called hyperbolic
in the variable t if p(1, 0) /= 0 and if the polynomial t → p(t, x) hasm real roots for every ﬁxed x ∈ Rn. It
was conjectured by Lax in 1958 thatwhen n = 2, every homogeneous hyperbolic polynomial of degree
mwith p(1, 0) = 1 can be written in the form
p(t, x) = det
⎛⎝tI + n∑
j=1
xjAj
⎞⎠ (1.1)
for some symmetric m × m matrices Aj with real entries. (I is the m × m identity matrix.) While the
conjecture of Lax has been formulated initially in the context of hyperbolic linear partial differen-
tial operators, it has turned out that representations of type (1.1) are also interesting, among others,
in control theory and real semi-algebraic geometry. (See [3,6] for an overview.) The conjecture has
been proved recently by Lewis–Parrilo–Ramana in [10], the argument being based on a paper of Hel-
ton–Vinnikov, [6]. (Also see [5,9].) The paper [6] meanwhile has found applications in many other
problems.
Note that it is known that the polynomial t2 − x2 − y2 − z2 is not of formdet(tI + xA + yB + zC)with
A, B, C, symmetric 2 × 2-matrices, and more generally, it is easy to see by dimensional considerations
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(in combination with a result of Nuij, [13]), that for n > 2, “most” hyperbolic polynomials cannot be
represented in the form (1.1). (See [8,10].)
Given the interest which representations of type (1.1) apparently have, there have however been
attempts to consider modiﬁcations of the conjecture which can hold when the number of space vari-
ables is bigger than 3. (Cf. e.g. [2,3,6].) In particular, it seems reasonable to look for all homogeneous
hyperbolic polynomials p for which we can ﬁnd μ ∈ N and symmetric μ × μ matrices Aj with real
entries such that
{(t, x) ∈ R1+n; p(t, x) = 0} =
⎧⎨⎩(t, x) ∈ R1+n;det
⎛⎝tI + n∑
j=1
xjAj
⎞⎠⎫⎬⎭ . (1.2)
In this paper we shall deal with this kind of problem, narrowing the condition in (1.2) a little bit. In
order to state our result, we consider the following definition.
Deﬁnition 1.1 (see [2, p. 48]).We denote bySH(n) the class of polynomials p in the variables t ∈ R, x ∈
Rn, such that there are n symmetric m × m-matrices Aj , j = 1, . . . ,n, and a natural number  > 0 for
which
det
⎛⎝tI + n∑
j=1
xjAj
⎞⎠ = p(t, x). (1.3)
We also denote ∪∞
n=1SH(n) bySH.
The main result of this note is the following:
Proposition 1.2. Let p be a homogeneous hyperbolic polynomial in the variables t ∈ R, x ∈ Rn, z ∈ R,
which is such that for some polynomial q in three variables we have p(t, x, z) = q(t, |x|, z). We also asume
p(1, 0) = 1. Then p ∈SH.More generally, if p(t, x, z) ∈SH(n + 1) and p(t, x, z) = p(t, x,−z), thenwe have
(with y ∈ Rm) that p(t, x, |y|) ∈SH(n + m).
Remark 1.3. Letp satisfyp(t, x, z) = p(t, x,−z). Then there isapolynomial p˜ such thatp(t, x, z) = p˜(t, x, z2).
(This is standard, but it is also immediate: take Taylor expansion of p in the variable z at 0. The terms in
odd powers of z must then vanish in view of the assumption.) This shows that the function p(t, x, |y|),
which is considered in the second part of Proposition 1.2, is a polynomial in y. (Similar remarks shall
be used later on without mentioning them explicitly.)
Remark 1.4. The ﬁrst part of Proposition 1.2 refers to polynomials which in some sense depend only
on two essential space variables, while the second part is an “if”-theorem. We have no opinion on
which classes of hyperbolic polynomials are inSH, but the proposition may be considered as a hint
in which direction to look next, namely at polynomials which have some symmetries.
To simplify terminology we shall refer to matrices of the form tI +∑nj=1 xjAj , with Aj real-valued
symmetric matrices, (1.1) as to “(ﬁrst degree) symmetric hyperbolic matrices”. This is related to the
fact that such matrices appear in the study of ﬁrst order symmetric hyperbolic systems of partial
differential operators. Such systems have ﬁrst been considered by Friedrichs (a classical reference is
[4]; also see [2,9]), and a good deal of the simple arguments we use below have interpretations in the
theory of hyperbolic partial differential equations and systems. This relation is also the motivation
to call the variables x, z (and similar ones) “space variables”. (In order to associate to a hyperbolic
polynomial or a symmetric hyperbolic matrix a hyperbolic partial differential operator or a symmetric
hyperbolic system of partial differential operators, we just formally replace t by ∂/∂t and xj by ∂/∂xj .)
The reader will possibly recall that ﬁrst order symmetric hyperbolic systems are often associated with
matrices of form tA0 +
∑n
j=1 xjAj with A0 positive definite, symmetric. Sincewe can alwaysmultiply by
A−1
0
, this is not really more general, and, apart from item (c) in Remark 1.5 below, it seemed to us that
the present convention (which leads to “monic” entities) has notational advantages. We also should
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mention that matrices of form tI +∑nj=1 xjAj are sometimes called “pencils” in the context of control
theory. Finally we mention that if c1, c2, . . . , cm are given numbers, or square matrices, we denote by
diag(c1, c2, . . . , cm) the matrix which has the ci on the diagonal, all other entries being 0. (When the ci
are matrices, the resulting matrix is to be written as a matrix with block-structure.)
We now mention the following remarks, which are either obvious, or are results which shall be
obtained during the proof of Proposition 1.2.
Remark 1.5. (a) If pκ ∈SH for some κ ∈ N, κ  1, then also p ∈SH. (This is a direct consequence of
the definitions.)
(b) If p(t, x) ∈SH, then so is p(t, x′,−xn). Here we have written x as x = (x′, xn), x′ ∈ Rn−1, xn ∈ R.
(Also this is trivial.)
(c) If p(t, x) ∈SH and a ∈ R is small, then also p˜(t, x) = p(t, x′, xn − at)/p(1, 0, . . . , 0,−a) ∈SH. (We
need to divide by p(1, 0, . . . , 0,−a) since polynomials inSH are clearly monic in t.)
In fact, the assumption is that there is  1 and real-valued symmetric matrices Aj , j = 1, . . . ,n,
such that p(t, x) = det
(
tI +∑nj=1 xjAj). Now consider the matrix tI + (xn − at)An +∑n−1j=1 xjAj = t(I −
aAn) +∑nj=1 xjAj which has determinant p(t, x′, xn − at) and is, after multiplication with (I − aAn)−1,
symmetric hyperbolic for small a ∈ R. In fact, the only conditionwe need regarding a is that I − aAn be
a strictly positive matrix, and the latter is true when a is small enough. Incidentally, we observe that
how small amust be, does not depend on the matrices Aj , j < n.
(d) If p ∈SH, then so is p(t, x′, xn)p(t, x′,−xn). (See Remark 2.5 below.)
(e) If p(t, x′, xn) = p(t, x′,−xn) and p ∈SH, then p2 ∈SH. (Here we need only observe that for a
polynomial which is even in the variable xn, we must have that p(t, x
′, xn)p(t, x′,−xn) = p2(t, x). At that
point we can apply the result in item (d) in this remark.)
(f) If p ∈SH is a polynomial in the variables (t, x, y), x ∈ R, y ∈ R such that p(t, x, y) = p(t,±x,±y),
then p(t, |s|, |u|) ∈SH, with s ∈ Rσ ,u ∈ Rν , for any natural numbers σ and ν. (In fact, it follows at ﬁrst
that p(t, |s|, y) ∈SH, and then that p(t, |s|, |u|) ∈SH.)
(g) If p ∈SH(n), then its restriction to any linear subspace in Rn is inSH. Also this is trivial.
Item(g) in the last remark,whilevery simple, isneverthelessuseful ifwewant toconstructexamples
which do not have clear rotation-invariant features. (See Section 5.)
A simple example of a polynomial which satisﬁes the conditions of Proposition 1.2 is(
t2 − x2
1
− x2
2
− 2x2
3
− 2x2
4
) (
t2 − 2x2
1
− 2x2
2
− x2
3
− x2
4
)
. Note that this polynomial cannot be reduced
to (t2 − |x|2)2 by a linear coordinate transformation. A more sophisticated example shall be given in
Section 5.
2. Preparations for the proof of Proposition 1.2
During thearguments it is convenient towork temporarilywithcomplex-valuedhermitianmatrices
rather than with symmetric real-valued ones. We shall then consider matrices of form
M(t, x) = tI +
n∑
j=1
xj(Aj + iBj), t ∈ R, x ∈ Rn, i =
√
−1. (2.1)
Here the Aj arem × m symmetricmatriceswith real entries and the Bj arem × m, real-valued and skew
symmetric. Being hermitian, the matrix M(t, x) has only real eigenvalues. We can associate with it a
2m × 2m symmetric matrix with real entries by
M′(t, x) =
(
tI +∑nj=1 xjAj −∑nj=1 xjBj∑n
j=1 xjBj tI +
∑n
j=1 xjAj
)
. (2.2)
Lemma 2.1. detM′(t, x) = [detM(t, x)]2.
Proof. The eigenvalues of the twomatrices are all real andwe shall denote the eigenvalues ofM(t, x) by
τ(t, x). Ifw is an eigenvector forM(t, x) for someﬁxed (t, x) associatedwith someeigenvalue τ(t, x), then
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so is iw. It follows trivially that (Rew, Imw) and (−Imw, Rew) are eigenvectors for the second system
associatedwith the sameeigenvalue.Wealsoobserve that ifw1, . . . ,ws, are linearly independent eigen-
vectors associated with a given eigenvalue τ(t, x), then the (Rewj , Imwj), (−Imwj , Rewj), j = 1, . . . , s,
are linearly independent. Indeed, if we had that
∑s
j=1 λj(Rewj , Imwj) + μj(−Imwj , Rewj) = 0 for some
real numbers λj ,μj , then itwould also follow that
∑s
j=1(λj + iμj)(Rewj + iImwj) = 0. If themultiplicity
of τ(t, x) as an eigenvalue of M(t, x) for some ﬁxed (t, x) is s, it follows that the multiplicity of τ(t, x)
as an eigenvalue of M′(t, x) is 2s. The argument is now concluded by observing that if we denote by
τ1(t, x), τ2(t, x), . . . , τm(t, x) the eigenvalues of M(t, x) (taking into account their respective multiplici-
ties), then the eigenvalues of M′(t, x) must be τ1(t, x), τ1(t, x), τ2(t, x), τ2(t, x), . . . , τm(t, x), τm(t, x) (and
calculating the determinants as the product of the corresponding eigenvalues). 
Corollary 2.2. Assume that p(t, x) = det
[
tI +∑nj=1 xj(Aj + iBj)]with Aj ,Bj as above. Then it follows from
Lemma 2.1 that p ∈SH. In other words, in the definition of SH we may work with complex valued
hermitian matrices and need not restrict attention to real-valued ones.
Our next step is now to consider two symmetric m × m matrices with real entries A and B and to
associate with them the following three symmetric hyperbolic ﬁrst order matrices in the two space
variables (x, z), respectively the three space variables (x, y, z):
Q (t, x, y) = tI + xA + zB, P′(t, x, z) =
(
tI + zB −xA
−xA tI + zB
)
, (2.3)
P(t, x, y, z) =
(
tI + zB −(x + iy)A
−(x − iy)A tI + zB
)
. (2.4)
We are interested in the following relation between these matrices:
Lemma 2.3. Denote det(tI + xA + zB) by q(t, x, z). Then we have
det P(t, x, y, z) = q(t, |(x, y)|, z)q(t,−|(x, y)|, z). (2.5)
In particular, det P′(t, x, z) = det P(t, x, 0, z) = q(t, x, z)q(t,−x, z), and, moreover, det P(t, x, y, z) = q2(t,
|(x, y)|, z) if q(t, x, z) = q(t,−x, z).
Proof. To prove the lemmawemay assume t to bemuch larger than z, so that tI + zBwill be invertible.
Also write λ for (t, x, z). We shall now multiply Q (λ) from the left with (tI + zB)−1 and write detQ (λ)
as det(tI + zB)det(I + (tI + zB)−1Ax). We can then symmetrize (tI + zB)−1A. If the eigenvalues of (tI +
zB)−1A are ν1(z, t), . . . , νm(z, t), then det(I + (tI + zB)−1Ax) = (1 + ν1(z, t)x) · · · (1 + νm(z, t)x).
Moreover, q(λ)=detQ (λ)=det(tI + zB)(1 + ν1(z, t)x) · · · (1 + νm(z, t)x), q(t,−x, z)=det(tI + zB − xA) =
det(tI + zB)(1−ν1(z, t)x) · · · (1−νm(z, t)x), anddet(I + (tI + zB − xA))(I + (tI + zB + xA))=[det(tI + zB)]2
(1 − ν2
1
(z, t)x2) · · · (1 − ν2m(z, t)x2). Now we look at the matrix in (2.4). Multiplying from the left with
the matrix(
(tI + zB)−1 0
0 (tI + zB)−1
)
,
we obtain the matrix(
I −(x + iy)(tI + zB)−1A
−(x − iy)(tI + zB)−1A I
)
and again we can symmetrize (tI + zB)−1A for ﬁxed (t, z). The determinant of P in (2.4) is then det(tI +
zB)2 times the determinant of the matrix(
I −(x + iy)diag(ν1(z, t), . . . , νm(z, t))
−(x − iy)diag(ν1(z, t), . . . , νm(z, t)) I
)
.
(2.6)
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Thedeterminant of (2.6) is noweasily calculated and is
∏
j(1 − ν2j (z, t)(x2 + y2)) =
∏
j(1 − νj(z, t)|(x, y)|)∏
j(1 + νj(z, t)|(x, y)|). In particular, det P(t, x, y, z) = q(t, |(x, y)|, z)q(t,−|(x, y)|, z). (The easiestway to cal-
culate the determinant is perhaps to reduce the matrix in (2.6) to lower-triangular form. This can be
achieved, for example, by substracting the jth column multiplied by νj from the (m + j)th column. On
the (m + j)th column, the element on the diagonal will then have the value 1− ν2
j
and the determinant
is equal to the product of these values. This argument was suggested to the author by the referee: the
initial argument had been somewhat more complicated.)
Putting everything together, we obtain (2.5). 
Remark 2.4. We can also write P deﬁned in (2.4) as
P(t, x, y, z) = t
(
I 0
0 I
)
+ x
(
0 −A
−A 0
)
+ iy
(
0 −A
A 0
)
+ z
(
B 0
0 B
)
. (2.7)
This is an expression of the type considered in (2.1). It is then clear from Corollary 2.2, combined with
Remark 2.4, that det P ∈SH.
Remark 2.5. Assume that we are given n symmetricm × mmatrices Aj , j = 1, . . . ,n, with real entries,
and denote det
(
tI +∑nj=1 xjAj) by q(t, x). Also consider the matrix
P(t, x) =
(
tI +∑n−1j=1 xjAj −xnAn
−xnAn tI +∑n−1j=1 xjAj
)
.
Then det P(t, x) = q(t, x1, x2, . . . , xn−1, xn)q(t, x1, x2, . . . , xn−1,−xn).
This can be shown arguing as in the proof of Lemma 2.3 (essentially by letting
∑n−1
j=1 xjAj play the
role of zB; t must be large when compared with |(x1, . . . , xn−1)|), but we shall omit details. Note that
the remark settles in particular part (d) in Remark 1.5.
3. Proof of Proposition 1.2
We can now prove Proposition 1.2, at ﬁrst in the special case when n = 2.
Lemma 3.1. Let p(t, x, y, z) be a homogeneous hyperbolic polynomial in four variables which on the vari-
ables (x, y)depends only via |(x, y)|, in the sense thatwe canﬁndapolynomial q(t, s, z) such that p(t, x, y, z) =
q(t, |(x, y)|, z). We also assume p(1, 0) = 1. Then p ∈SH.
Proof. We denote by q˜(t, x, z) the polynomial p(t, x, 0, z). We have thus q˜(t, x, z) = p(t, x, 0, z) =
p(t,−x, 0, z) = q˜(t,−x, z). Moreover, q˜ is hyperbolic and homogeneous since p has been assumed hyper-
bolic and homogeneous. Since q˜ is a polynomial in two space variables, we can apply the theorem of
Lewis–Parrilo–Ramana and can therefore ﬁnd real symmetric matrices A and B such that q˜(t, x, z) =
det(tI + xA + zB). Next denote by P(t, x, y, z) the matrix associated in the three space variables (x, y, z)
in (2.4) with A and B. In view of Lemma 2.3 we have det P(t, x, y, z) = q˜(t, |(x, y)|, z)q˜(t,−|(x, y)|, z) =
p2(t, x, y, z). Remark 2.4 now shows that p ∈SH. 
The same argument also proves the following.
Remark 3.2. Let q(t, x1, . . . , xn) ∈SH(n) and assume that q(t, x′,−xn) = q(t, x′, xn). Then
q(t, x′, |(xn, xn+1)|) ∈SH(n + 1). (We recall that since q is even in the variable xn, it depends directly
on x2n and thus q(t, x
′, |(xn, xn+1)|) is a polynomial.) We may in fact argue as in the proof of Lemma 3.1,
by studying the matrix
P(t, x, xn+1) =
(
tI +∑n−1j=1 xjAj −(xn + ixn+1)An
−(xn − ixn+1)An tI +
∑n−1
j=1 xjAj
)
, (3.1)
rather than (2.4). We omit details.
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Proof of Proposition 1.2. We assume that n > 2, otherwise the proposition is already contained in
Lemma 3.1. The proof consists in a, possibly repeated, application of Remark 3.2. Indeed, if p is a poly-
nomial as in the statement of Proposition 1.2, then we can ﬁrst apply Lemma 3.1 for the homogeneous
hyperbolicpolynomialp′(t, x1, z) = p(t, x1, 0, . . . , 0, z) in the twospacevariables (x1, z)andﬁndsymmet-
ricμ × μmatricesA1,A2,Bwith real entries and ′ such thatp(t, x1, x2, 0, . . . , 0, z)′ = p′(t, |(x1, x2)|, z)′ =
det(tI + x1A1 + x2A2 + zB). Here we use of course that p(t, x1, x2, 0, . . . , 0, z) = p′(t, |(x1, x2)|, z). We can
now apply Remark 3.2 for the polynomial p′′(t, x1, x2, z) = p(t, x1, x2, 0, . . . , 0, z). We have, by what we
already know, that p
′′ ∈SH and it is also clear that p′′(t, x1,−x2, z) = p′′(t, x1, x2, z). It follows that
p′′(t, x1, |(x2, x3)|, z) ∈SH. Since
p′′(t, x1, |(x2, x3)|, z) = p′
⎛⎝t,(x21 + (√x22 + x23)2
)1/2
, z
⎞⎠
= p(t, x1, x2, x3, 0, . . . , 0, z),
we see that the polynomial (t, x1, x2, x3, z) → p(t, x1, x2, x3, 0, . . . , 0, z) is inSH. We can now continue
this argument until we obtain that p itself is inSH. 
4. On how to keep  small
Which is the smallest  for which (1.3) holds for some suitable matrices Aj? The theorem of Lewis–
Parrilo–Ramana says that for two space variables it is 1 and the dimension of the matrices Aj is then
of course m, the degree of p. If p is a polynomial in three space variables as in Lemma 3.1, then the
argument of the proof of that lemma gives (1.3) with  = 4, so the best  for which we can have (1.3)
will be smaller than 4 and the dimension of the matrices involved in the representation of p will be
smaller than 4m. It is, on the other hand, known that for the quadratic form t2 − x2 − y2 − z2, the “best”
 is 2. Indeed, it was established by Dirac (whowanted to calculate “square roots” of the Klein–Gordon
operator in the context of quantum mechanics), that for the matrices by A,B,C
A =
⎛⎜⎜⎝
0 0 0 −1
0 0 −1 0
0 −1 0 0
−1 0 0 0
⎞⎟⎟⎠ , B =
⎛⎜⎜⎝
0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0
⎞⎟⎟⎠ ,
C =
⎛⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
⎞⎟⎟⎠ ,
we have det(tI + xA + yB + zC) = (t2 − x2 − y2 − z2)2, which shows that t2 − x2 − y2 − z2 ∈SH, with
“ = 2”. (The A,B,C are special choices of so-called “Dirac matrices”. Also see Section 5 below.)
Remark 4.1. When we replace t, x, y, z by ∂/∂t, ∂/∂x, ∂/∂y, ∂/∂z, then t2 − x2 − y2 − z2 becomes the
wave operator (∂/∂t)2 − (∂/∂x)2 − (∂/∂y)2 − (∂/∂z)2.
Herewe should recall that already Hamilton had calculated “square roots” of the Laplacian in terms
of quaternions, and what Dirac did and what we shall do later on in this section, is closely related to
quaternions.
When we want to prove Proposition 1.2 for large n, then  may increase at every application of
Remark 3.2 by a factor of 4. We have no idea of how to establish which could be the smallest  for
which (1.3) holds in a given situation, but we shall now give an argument with which in the situation
of Proposition 1.2 we obtain for large n a smaller  than the one given by the proof above. We hope
that the argument which follows sheds some light also on what was speciﬁc to our proof of Lemma
3.1 and what was a manifestation of slightly more general ideas.
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Since we just sketch a new proof (with a better “”, when n 3) for Proposition 1.2, we shall be
brief.
We shall in fact at ﬁrst consider the case of ﬁve space variables and operators which have rotational
invariance in fourof them.Moreexplicitlyweshall denote thevariablesby (t, x, y, z, r, s),with (x, y, z, r, s)
the space variables, and let q(t, x, s) = p(t, x, 0, 0, 0, s). (The argument below is also of interest for three
space variables.) The assumption is that p(t, x, y, z, r, s) = q(t, |(x, y, z, r)|, s). As above we start with the
theorem of Lewis–Parrilo–Ramana and write that q(t, x, s) = det(tI + xA + sB) for some real-valued
symmetric matrices A and B, but rather than associating with tI + xA + sB the matrix P ′ considered in
(2.3), we shall associate with it the matrix
P˜(t, x, s) =
⎛⎜⎜⎝
tI + sB 0 −xA 0
0 tI + sB 0 −xA
−xA 0 tI + sB 0
0 −xA 0 tI + sB
⎞⎟⎟⎠ . (4.1)
(Note that the part in the ﬁrst and third row on the ﬁrst and third column is a copy of (2.3). Likewise
for the second and fourth rows and columns.)
Again, we need not explicitly study the matrix in (4.1), but it is the motivation to consider the
following matrix, which in our opinion is the “quaternionic extension” of tI + xA + sB:
T(t, x, y, z, r, s) =
⎛⎜⎜⎝
tI + sB 0 −(x + iy)A −(z + ir)A
0 tI + sB (z − ir)A −(x − iy)A
−(x − iy)A (z + ir)A tI + sB 0
−(z − ir)A −(x − iy)A 0 tI + sB
⎞⎟⎟⎠ . (4.2)
We claim that
Proposition 4.2
det T(t, x, y, z, r, s) = q(t, |(x, y, z, r)|, s)4. (4.3)
The proof of this proposition is similar to that of Lemma 3.1. At ﬁrst we multiply T from the left
with the matrix
diag((tI + sB)−1, (tI + sB)−1, (tI + sB)−1, (I + sB)−1) (4.4)
and then we diagonalize (tI + sB)−1A. We can then argue by induction, the induction step being to
calculate the determinant of the matrix
M˜ =
⎛⎜⎜⎝
1 0 −νm(x + iy) −νm(z + ir)
0 1 νm(z − ir) −νm(x − iy)
−νm(x − iy) νm(z + ir) 1 0
−νm(z − ir) −νm(x + iy)) 0 1
⎞⎟⎟⎠ , (4.5)
with νm an eigenvalue of (tI + sB)−1A. The determinant of M˜ can be calculated explicitly by hand and is
equal to (1 − ν2m(x2 + y2 + z2 + r2))2, which is exactly what we need in the induction.We omit further
details.
We can now also justify our contention that by arguing in this way we shall arrive at a proof of
Proposition 1.2 inwhich, for large n, will be smaller than in the proof given above. Indeed, by using the
argument in this section, we can show that there are hermitianmatrices Ai such that p(t, x, y, z, r, s)
8 =
det(tI + xA1 + yA2 + zA3 + rA4 + sA5): a power “4” comes fromProposition 4.2, andwhenwepass from
the hermitian representation to a real representation using Lemma 2.1, we must increase  by a factor
of “2”. Had we applied the proof of Proposition 1.2 to show that p ∈SH our best guess for  would
have been  = 43. If we nowwant to prove Proposition 1.2 for large n, starting from Proposition 4.2, we
must also prove a variant of Remark 3.2, in which we pass from the information that q(t, x′, xn) ∈SH
to the conclusion that q(t, x′, |(xn, xn+1, xn+2, xn+3)|) ∈SH (using the argument from Proposition 4.2)
and then use this remark repeatedly. Also here we omit details.
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Remark 4.2. To justify the form of the matrix T , we recall that in their complex representation, qua-
ternions are given by matrices of form(
x + iy z + ir
−z + ir x − iy
)
, (4.6)
with x, y, z, r, real numbers.
5. Examples and comments
Consider thepolynomialq(t, x, y) = t2 − x2 − y2 (whichcorresponds inpartialdifferential equations
to the wave equation in two variables). The theorem of Lewis–Parrilo–Ramana says that q admits a
representation of form (1.1), but explicit representations of q are of course known since a long time.
Denote in fact by A′ and B′ the Pauli matrices
A′ =
(
0 1
1 0
)
, B′ =
(
1 0
0 −1
)
. (5.1)
Then a simple (well-known) calculation gives q(t, x, y) = det(tI + xA′ + yB′). We have already recalled
Dirac’s argument to see that p(t, x, y, z) = t2 − x2 − y2 − z2 is inSH, but it is perhapsworthwhile to see
what the proof of Proposition 1.2 gives in this case, when we start from Pauli’s representation of q. In
complex form we shall have in fact that p2(t, x, y, z) = det P(t, x, y, z), where P(t, x, y, z) is given by (2.7)
for A replaced by A′ and B replaced by B′. We obtain then that p2(t, x, y, z) = det(tI + xA′′ + yB′′ + zC ′′),
with
A′′ =
⎛⎜⎜⎝
0 0 0 −1
0 0 −1 0
0 −1 0 0
−1 0 0 0
⎞⎟⎟⎠ , B′′ =
⎛⎜⎜⎝
0 0 0 −i
0 0 −i 0
0 i 0 0
i 0 0 0
⎞⎟⎟⎠ ,
C ′′ =
⎛⎜⎜⎝
1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
⎞⎟⎟⎠ .
This is a “complex Hermitian” representation of p2 in that the A′′,B′′,C ′′ are complex-valued (rather
standard) hermitian Dirac matrices. (Complex Dirac matrices are of course well-accepted in quantum
mechanics. Indeed, these matrices are, apart from a change of coordinates, almost identical with the
initial choice of Dirac.) By applying the procedure in Section 2, we shall obtain that p4 = det(tI +
xA1 + yB1 + zC1) for some real-valued 8 × 8 symmetric matrices. (We do not write the A1,B1,C1 down
explicitly.)
We now also want to show how one can combine the results obtained above to construct a poly-
nomial p ∈SH(n) such that the surface
S = {x ∈ Rn; p(1, x) = 0}, (5.2)
has the following features:
It admits a ﬁnite number of isolated singular points which have a very simple structure, and
theGaussmap on S degenerates in a speciﬁcway. (Recall that theGaussmap, deﬁned on the smooth
part of S, is the map which to a point P in S associates in a smooth way a normal to S. The Gauss map
degenerates precisely at points of vanishing curvature: for explicit and more precise statements, see
any book in classical differential geometry.)
Before going into details, we brieﬂy explain why we were interested in examples of the type we
want to consider.
The initial motivation comes from attempts to study the asymptotic behaviour of solutions to
linear hyperbolic partial differential equations and systems, but herewe insistmainly on related decay
estimates for integrals of form
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I(x) =
∫
S
exp[−i〈x, ξ〉]u(ξ)dσ(ξ), (5.3)
where S is an algebraic surface in Rn, u is a compactly supported density on S and dσ is the surface
element on S. Note that the integral in (5.3) represents the Fourier transform of the density udσ on S.
In order to give a ﬂavor of the type of results one may expect, we mention
Proposition 5.1 (See [12]). Consider U open inR3 and let S ⊂ R3 be a smooth algebraic surface in U given
by a polynomial equation S = {ξ ∈ U; p(ξ) = 0}. Also consider U ′ ⊂⊂ U ⊂ R3 open and assume that the
following assumptions are satisﬁed (∇ = grad) :
(a) ∇ξp(ξ) /= 0 for ξ ∈ S ∩ U and the mean curvature of S ∩ U does not vanish,
(b) there is no plane tangent to S along an entire curve.
Finally, consider some smooth function u : S → C such that u(ξ) = 0 if ξ /∈ U ′. Then there is a natural
number k  2 such that I(x) = ∫S exp[i〈x, ξ〉]u(ξ)dσ(ξ)(dσ the surface element on S) satisﬁes the estimate
|I(x)| c(1 + |x|)−1/2−1/k , ∀x ∈ R3. (5.4)
Moreover, if the total curvature of S vanishes nowhere on S, then the estimate in (5.4) can be replaced by
the stronger estimate
|I(x)| c(1 + |x|)−1, ∀x ∈ R3. (5.5)
(5.5) is a classical estimate of Hlawka: see e.g., [7]. Compared with this estimate, we therefore can
have in (5.4) a loss of decay rate of 1/2 − 1/k. Similar losses of decay rate will in general appear if
we assume that S has singular points and some results in this direction can be found in [1,11]. It is
however interesting to observe that sometimes singularities will lead to less difﬁculties in the case of
symmetric hyperbolic ﬁrst order systemswhen comparedwith the case of scalar equations. Itwould be
too long to explain this in full detail in a note as short as this one (we intend to do this in a forthcoming
paper), but a heuristic reason why this so is the following: when one wants to apply estimates for
integrals of form (5.4) for solutions to hyperbolic pde, then at singular points of S the density u will
also be singular and the singularity for the case of scalar equations will be stronger than in the case
of symmetric hyperbolic systems. On the other hand, the “loss” of decay at an isolated singular point
may depend on how strong the singularity of u at the singular point is. (For an instance when this is
the case, see [1, Proposition 3.2.]) It seemed then interesting to look for examples of polynomials in
SH for which S has the singularities studied in [1] andwhich in their smooth part have the properties
needed in the ﬁrst part of Proposition 5.1. It is in fact an example of this type which shall be given in
the following lemma.
Lemma 5.2. If “b” is small enoughwecanﬁnda ∈ R so that thepolynomialp(t, x, y, z) = [(t2 − (
√
x2 + y2 −
b)2 − ay2 − z2][t2 − (
√
x2 + y2 + b)2 − ay2 − z2], has the following properties:
• p ∈SH.(The fact that p is a polynomial is immediate.)
• The singularpoints of S areprecisely thepoints (0, 0,±
√
1 − b2).Thesepoints are conically singular.(A
point P ∈ S is called “conically singular” if the Hessian of the deﬁning function (x, y, z) → p(1, x, y, z)
at P is a nondegenerate quadratic form of positivity one.)
• The set {(x, y, z) ∈ Sexterior; ∂p(1, x, y, z)/∂r = 0}(∂p(1, x, y, z)/∂r is the radial derivative) is a curve 
on which z is not constant. Moreover, P = (b, 0, 1) lies in  and the total curvature vanishes at P.
• The total curvature vanishes along entire curves, but the mean curvature vanishes nowhere on S if b
has been ﬁxed small enough.
Here Sexterior is the part in {(x, y, z); z > 0} of the geometrically “exterior” sheet of S. It is parametrized
by the map (x, y) → zˆ(x, y), where the function zˆ(x, y) is determined by the condition p(1, x, y, zˆ(x, y)) ≡ 0
and by the fact that p(1, x, y,μ) = 0 implies zˆ(x, y) μ.
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We only show here that p ∈SH. (The other statements are anyway all checked by straightforward
calculations.)We start from the polynomial t2 − x2 − z2 − u2,which is inSH (e.g., byDirac’s represen-
tation, but also in viewof Proposition 1.2 above). It follows frompart (c) in Remark 1.5, that q(t, x, z,u) =
t2 − (x − bt)2 − z2 − u2 ∈SH if b is small enough. But then also q(t, x, z,u)q(t,−x, z,u) = (t2 − (x −
bt)2 − z2 − u2)(t2 − (x + bt)2 − z2 − u2) ∈SH for such b. Since this product is even in the variable x,
we may replace x by
√
x2 + y2 to conclude that the polynomial (t2 − (
√
x2 + y2 − bt)2 − z2 − u2)(t2 −
(
√
x2 + y2 + bt)2 − z2 − u2) ∈SH. We may next replace u by √au to conclude that (t2 − (
√
x2 + y2 −
bt)2 − z2 − au2)(t2 − (
√
x2 + y2 + bt)2 − z2 − au2) ∈SH. Here we have again applied Proposition 1.2.
Finally, we put u = y. The resulting polynomial is then in SH in view of Remark 1.5(g)). (There is
no condition needed on a in this part of the statement, but we need one for the last property in the
statement.)
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