Abstract. BACKGROUND: The effective connectivity refers explicitly to the influence that one neural system exerts over another in frequency domain. To investigate the propagation of neuronal activity in certain frequency can help us reveal the mechanisms of information processing by brain. OBJECTIVE: This study investigates the detection of effective connectivity and analyzes the complex brain network connection mode associated with motor imagery (MI) tasks. METHODS: The effective connectivity among the primary motor area is firstly explored using partial directed coherence (PDC) combined with multivariate empirical mode decomposition (MEMD) based on electroencephalography (EEG) data. Then a new approach is proposed to analyze the connection mode of the complex brain network via the information flow pattern. RESULTS: Our results demonstrate that significant effective connectivity exists in the bilateral hemisphere during the tasks, regardless of the left-/right-hand MI tasks. Furthermore, the out-in rate results of the information flow reveal the existence of the contralateral lateralization. The classification performance of left-/right-hand MI tasks can be improved by careful selection of intrinsic mode functions (IMFs). CONCLUSION: The proposed method can provide efficient features for the detection of MI tasks and has great potential to be applied in brain computer interface (BCI).
Introduction
Brain connectivity analysis aims at describing the interaction between cortical regions by detecting the direction and strength of the information flow in these regions. There are two kinds of brain connec-tivity: functional connectivity and effective connectivity. The functional connectivity is defined as the statistical dependency and the temporal correlation between spatially remote neurophysiological events. The effective connectivity refers explicitly to the influence that one neural system exerts over another by analyzing the characteristics of frequency domains of the two systems [1] . This paper focuses on effective connectivity, as it has been verified that useful information in the brain signals is often coded in frequency. In this regard, to investigate the propagation of neuronal activity in certain frequency can help us reveal the mechanisms of information processing by brain.
However, accurate detection of effective connectivity and analysis of the complex brain network connection mode based on the detected effective connectivity remain challenging. The main challenge of the detection of effective connectivity is that the measured signals have power spectra consisting of numerous broad peaks in different frequency bands. To solve this problem, the recently proposed multivariate empirical mode decomposition (MEMD) method is utilized to decompose multichannel signals into a series of intrinsic oscillatory components called intrinsic mode functions (IMFs) through a sifting process. Due to precise separation of co-existing time scales, IMFs associated with diverse frequency bands can be used to investigate a causal effect between the signals. Compared with existing methods, such as bandpass filtering, short-time Fourier transform, wavelet transform, and Hilbert transform, which apply the time-frequency transformation to inappropriately decompose nonlinear and non-stationary EEG signal into a set of narrow-band signals [5] , MEMD can make use of the multivariate data without the limitation of dealing with bivariate time series and break down a signal without leaving the time domain [6] .
On the other hand, the common methods use graph theory algorithm to compute the various parameters in order to understand the original complex network connection mode. However, there is no widely accepted method for determining the threshold value when transforming the network model to the graph model. A new method is proposed based on the information flow to analyze the brain network. For the construction of the brain network, first MEMD is utilized to extract different frequency components from EEG signals. Then, effective connectivity is detected based on the different frequency components using partial directed coherence (PDC) [4] . The proposed method can simplify the complex network model, helping us to explore brain mechanism. In this paper, this method is employed to discriminate different motor imagery tasks, which has great potentials to be used in brain-computer interface (BCI) applications.
Materials and methods

EEG dataset of motor imagery tasks
The BCI competition IV dataset 2a was employed in our study [7] . The data of nine subjects were acquired from twenty-two Ag/AgCl electrodes sampled at 250 Hz and bandpass filtered between 0.5 Hz and 100 Hz. The electrode positions are shown in Fig. 1 (left) . Each subject performed four MI tasks (left hand, right hand, foot and tongue) according to the experimental paradigm, as shown in Fig. 1 (right) . At the beginning of each experiment, a fixation cross appeared on the black screen with a short acoustic warning tone. After 2 s, a cue in the form of an arrow appeared for prompting the subjects to take the desired MI tasks until the fixation cross disappeared from the screen at t = 6 s. A short break followed when the screen was black again. This study focuses on the data of left-/right-hand MI tasks. As a former study revealed that the most reactive frequency components of left-/right-hand MI varied between 8Hz and 30 Hz [8] , this paper further bandpass filtered the EEG data for the following analysis. Figure 2 shows the workflow of the proposed method, including the acquisition, the pre-processing and the analysis of EEG data. The source EEG signals were reduced from 22 to 9 channels as X1, X2. . . X9. Then, as mentioned, the selected signals of the 9 channels were filtered by 8-30 Hz bandpass. Then the newly proposed MEMD is employed to extract different frequency components from the signals, which were fed into the PDC to more accurately detect the causality connectivity between the electrodes. According to causality connectivity, we further analyzed the information flow pattern in the connections was analyzed further. To estimate the contributions of a specific brain location to a specific MI task via the information flow pattern, the out-in rate at each electrode was computed and sorted in a descending order. After feature selection on these out-in rates using SFFS, SVM was applied to train a classifier and classify the testing data.
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Workflow of the proposed method
Decomposition of EEG signal
The MEMD, a generic extension of the standard EMD, has been recently proposed by Rehman and Mandic [6] . The main advantage of MEMD is that it can more effectively decompose a signal to components with different frequency than traditional standard EMD. To the end, MEMD was employed to decompose the EEG signals. The details of the MEMD algorithm for n-dimensional signals {X (t)} T t=1 = {x 1 (t) , x 2 (t) , ..., x N (t)} decomposition can be summarized as follows: 1. Select a point set for sampling on a (N − 1) 
5. Calculate the local mean m (t) = 1/K K k=1 e θk (t) of the envelopes curves for a set of K direction vectors. 6. Subtract the local mean from X (t),c i (t) = X (t) − m (t) (i is an order of IMF). Test if c i (t) can fulfill the stoppage criterion for a multivariate IMF. If yes, repeat the above procedure to X (t) − c i (t), otherwise apply the procedure to c i (t).
At the end of the decomposition, the original signal {X (t)} T t=1 can be represented as
where M is the number of IMFs, c i (t) is the i th IMF, and r (t) is the remaining residue.
Detection of the causality connectivity with PDC
The causality connectivity between the electrodes was detected using PDC based on the decomposed signals. Given a set {X (t)} T t=1 = {x 1 (t) , x 2 (t) , ..., x N (t)} of simultaneously observed multichannel EEG signals described by the following multivariate autoregressive (MVAR) process:
where E (t) is a vector of multivariate zero-mean uncorrelated white noise process and Λ (r) is the N ×N matrices of model coefficients, the dimension p in the model can be estimated using the Akaike criterion, while the values of coefficients in Eq. (2) can be obtained by the Nuttall-Strand method, which is reported to be the best one among multivariate autoregressive estimators [9] . In order to investigate the spectral properties of the examined process, Eq. (2) is transformed to the frequency domain.
Λ (r)e −j2πf Δtr and Δt is the temporal interval between two samples. The PDC from x i (k) to x j (k) is then defined by:
The PDC provides a measure for calculating the direct influence of x j to x i via the comparison of the linear influence of x j on x i at the frequency f with the influence of x i on the other variables.
After estimation of the PDC, null hypothesis of |π i←j (f )| = 0 tests can be performed for each frequency and each channel pair at 5%. It can be rejected if the estimated PDC exceeds a threshold value calculated by the Patnaik approximation of quantile thresholds, utilizing χ 2 υ distribution with non-integer υ, which can be computed using the gamma function [10] . Fig. 3 . The most ten significant effective connectivity during the left-hand motor imagery and right-hand motor imagery respectively, and the directional connectivity represented by the red arrows.
Estimation of information flow
Given channel k for instance, the input and output of information flow are defined as,
where IN represents the information flow from other channels into the channel k as the destination location, and OU T denotes the information flow sent by channel k as the source location. Then, it is defined that
In addition, it means none or little information output when δ k decreases towards zero, while the contributions of the brain localization in the processing of information flow become more significant with the increase of δ k .
δ k over different frequency bands was calculated. Then the δ k was employed to train the SVM classifier. A 10 × 10 cross-validation procedure was applied to test the performance of the classifier, which may avoid over-fitting and enhance the generalization of classification results. 
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Results and discussion
Effective connectivity analysis
It is well known that hand movements activate primarily contralateral hemispheric areas. According to a recent study, lateralization occurred not only in the neural activity but also in the effective connectivity networks [11] . However, from the Fig. 3 , our results showed that significant effective connectivity existed in the bilateral hemisphere (primary motor area, M1) during the hand MI tasks, regardless of the left/right-hand MI tasks. In addition, the results suggested that the effective connectivity networks could be changed across different frequency bands. Table 1 shows the average out-in rates of nine subjects with different IMF n at different locations. The results of out-in rate with different IMF n primarily showed that the significant contributions of the brain regions were found in contralateral hemispheric localization, regardless of the left-/right-hand MI tasks. δ n represented the location of electrodes. In the Table 1 , for IMF 1 and IMF 3 , the right hemisphere is more active than the ipsilateral hemispheric during left-hand MI tasks, compared to that in the left hemisphere during right-hand tasks. However, our results showed the right hemispheric lateralization in the IMF 2 case. Since the IMF n corresponds to different frequency bands, the out-in rate results of information flow from the brain localizations would be affected by them. Table 2 shows the classification results of left-/right-hand MI tasks in different frequency bands for all nine subjects. It is observed that the best classification results were alone with either IMF 1 or IMF 3 for most subjects, revealing that taking frequency into account could improve the classification performance.
Analysis of information flow
Classification results
Conclusion
This paper investigates the features of the effective connectivity networks in primary motor area during left-/right-hand MI tasks by means of PDC combined with MEMD. Experimental results evidence that significant effective connectivity exists in the bilateral hemisphere during the hand MI tasks. The out-in rates imply that the contralateral lateralization and right lateralization exist during left-/right-hand MI tasks. By calculating the out-in rates of different IMF n , the classification performance of left-/righthand MI tasks can be obviously improved. Future works include testing more activated locations instead of only nine electrodes, extending the current framework to multi-class classification and further investigating the information flow pattern in the effective connectivity networks during various MI tasks.
