Abstract-New results are proved on the convergence of the Shannon lower bound to the rate distortion function as the distortion decreases to zero. The key convergence result is proved using a fundamental property of informational divergence. As a corollary, it is shown that the Shannon lower bound is asymptotically tight for norm-based distortions, when the source vector has a finite differential entropy and a finite (Y th moment for some (Y > 0, with respect to the given norm. Moreover, we derive a theorem of Linkov on the asymptotic tightness of the Shannon lower bound for general difference distortion measures with more relaxed conditions on the source density. We also show that the Shannon lower bound relative to a stationary source and single-letter difference distortion is asymptotically tight under very weak assumptions on the source distribution.
I. INTRODUCTION
The Shannon lower bound (SLB) for difference distortion measures (Shannon [l] , Berger [2] ) is one of the few tools that make possible the explicit evaluation of rate distortion functions. This lower bound actually achieves the rate distortion function only for some special source distributions. However, Linkov [3] showed (see also [2] ), that for vector sources with sufficiently "nice" densities, and distortion measures satisfying some regularity conditions, the lower bound is asymptotically tight as the distortion goes to zero. This result makes it possible to estimate the otherwise unknown behavior of the rate distortion function, and has fundamental importance in analyzing the rate and distortion redundancies of high-resolution quantizers (see, e.g., Gish and Pierce [4] , Gersho [5] , Yamada et al. [6] ). Binia et al. [7] gave lower and upper bounds on the squarederror €-entropy of second-order stochastic processes in terms of their relative entropy with Gaussian processes. Their result implies, in particular, that the SLB is asymptotically tight for squared distortion for vector sources with densities and finite differential entropy and finite second moment.
In asymptotic quantization theory, often more general source distributions or distortion measures are considered than the ones covered by the above results. Bucklew and Wise [8] established the rate of decrease of the minimum rth-power distortion Manuscript received June 28, 1993; revised April 4, 1994 . This research was supported n part by the National Science Foundation under Grant NCR-91-57770 (T.L.) and in part by the Wolfson Research Awards, administered by the Israeli Academy of Science and Humanities at Tel-Aviv University (R.Z.) . This paper was presented in part at the 28th Annual Conference on Information Sciences and Systems, Princeton, NJ, March 16-18, 1994 of a k-dimensional vector quantizer with N codevectors, when N grows to infinity. Their only condition on the distribution of the source vector X was that E((X(I'+' < 30 for some E > 0. Zamir and Feder [9] determined the precise asymptotics of the entropy rate of randomized lattice quantizers for all sources with densities. With the same conditions, Linder and Zeger [lo] gave the exact asymptotics of the entropy rate of tessellating vector quantizers of small rth-power distortion. The Shannon lower bound is an extremely useful tool to relate these asymptotic distortion and rate formulas to the theoretical rate distortion limits. However, the existing results are not applicable since they
give asymptotically tight bounds only for squared distortion or when the source density is from a restricted class.
In this paper, we prove new results on the asymptotic tightness of the SLB for large classes of difference distortion measures and general source densities. Theorem l provides a set of very general conditions under which the SLB is asymptotically tight. The proof of this result is based on a fundamental property of informational divergence (relative entropy). Two corollaries of the main result extend the existing results on the asymptotic tightness of the SLB. First, we consider distortion measures of the form (Ix -y(lr, where I(. 11 is an arbitrary norm on S k and r > 0. Corollary 1 shows that the SLB converges to the rate distortion function, if the source vector X has a finite differential entropy and there exists an (Y 
This means that we can have a tight asymptotic bound on the rate distortion function even if there exists no quantizer with a finite number of codevectors and of finite distortion, i.e., when Next, we deal with a more general class of difference distortion measures. In Corollary 2, we extend Linkov's result for a less restrictive class of source densities, namely, to source densities with finite differential entropy and finite first moment with respect to the given distortion measure. Moreover, the proof given is actually simpler than Linkov's original proof.
In Section IV, the differences between Linkov's theorem and our result are discussed. The fact that we could get rid of Linkov's tail condition on the source density allows us to state in Corollary 3 the asymptotic tightness of the SLB for stationary sources with a finite differential entropy rate relative to a large class of single-letter difference distortion measures. The main point is that our conditions do not involve the multidimensional distributions of the stationary source; only the one-dimensional marginal of the source distribution must satisfy a moment-type condition.
EllXll' = m.
PRELIMINARIES
Let X be an g'-valued random vector with a k-dimensional probability density f. The distortion measure we consider is a so-called difference distortion measure; that is, the measure of dissimilarity between the vectors x, y E A'k is given as p( 
where h ( f ) = -/f log f is the differential entropy of X , and a ( D ) > 0 and s ( D ) > 0 satisfy the following two equations:
These equations mean that, for each D > 0, there exists a probability density g, of the form g,(x) = Ae-'"') which
It is easy to check that (2) can be written as
is a probability density function by (3). Throughout the paper we use base e logarithm, and h ( Z ) as well as h(f,) denote the differential entropy of a random vector Z with density fi.
The Shannon lower bound can be derived in different ways. In An alternative derivation (see, e.g., Linkov [3] ) results in ( 5 ) directly, characterizing g, as the probability density having the largest differential entropy among the family of probability den-
Of course, the above form of R,(D) makes sense only if the integrals in qucstion are finite and the system of equations (3) and (4) 
has solutions for a ( D ) and s(D). Linkov [31 established
precise conditions on f and p under which (2) is valid (see Section IV for details) and proved via a tedious argument that, with some additional tail condition on the source density,
This result is generally referred to as Linkov's theorem. It was independently derived by Gerrish and Schultheiss [13] for mean-squared distortion when the source vector has a finite second moment and finite differential entropy, and its density is bounded and continuous. 
Moreover, a ( D ) and s ( D ) are continuous functions of D. (ii) if Z , is a random variable with density g,(x)
The following theorem is the main result of the paper. It says that the SLB for a difference distortion measure p E d is asymptotically tight if there exists an appropriate auxiliary distortion measure 6 in the set &' .
Theorem 1: Suppose that X has a density, and h ( X ) > -x .
Let p E&, and let Z , be a random vector independent of X and having density given by (6). If there exists a 6 E d with Note that the only conditions in the above theorem concerning the source distribution are h ( X ) > --cc and E 6 ( X ) < to.
There are no tail or smoothness conditions on the density of X . Corollaries 1 and 2 will show how the specific choices of 6 and p result in general classes of distortions and sources for which the SLB converges to the rate distortion function. If we take 6 = p in Theorem 1, then the conditions require 
Now let Z , be independent of X .
O n the other hand, by (5) we have
Thus we can write
and the SLB is asymptotically tight if we can prove that 
Now define A ( D )
and
Note that since the informational divergence is nonnegative by
Jensen's inequality, (18) implies h ( X ) < m. Using (17) and (181, we can write
First consider the term h (YAcD,> -h(YA(,,,) . We have that
h(YA(D,) = A(D)s,(A(D)> -log a , ( A ( D ) ) .
Since 6 E&, the parameters sg(.) and a, (.) But this and (20) imply that, by taking the limsup of the right-hand side of (19), we get
In view of (15), this proves the theorem along with the statement almost surely, and thus also in distribution, and it follows that (IxJIp satisfies (i) and (ii) for all p . In particular, we have p, 6 €d.
Since E 6 ( X ) = EIIXI(" < = by our assumption, it only remains to check the condition E6(X + Z,) + E 6 ( X ) in Theorem 1. From the argument above, we have Z , = D'I'Z,. Also, we can assume that a I min (1, r), since otherwise we can put a = min(1, v ) without violating the condition EIIXI1" < m. Since E~~Z l~l r = 1, this gives EIIZDI1" < E. But then the triangle inequality and the fact a I 1 imply
Next we deal with more general distortion measures. The class we consider is very similar to that considered by Linkov [3] . However, Theorem 1 will allow us to get rid of Linkov's restrictive tail condition on the source density, replacing it with the condition that there exists a y* such that E p ( X + y * ) < x . A detailed discussion of the differences between Linkov's and our conditions is given in Section IV. W e consider the class of difference distortion measures that This proves the corollary. (3) and (4) < 33, and let 2, be independent of X . Then Clearly, Corollaries 2 and 2 are not the only possible applications of Theorem 1. In general, in order to establish the asymptotic tightness of the SLB, first we have to check whether p €d.
Then an auxiliary S E ,M has to be found for which E S ( X + Z,)
+ E S ( X ) .
Let us now compare Corollary 2 with Linkov's result, the only one available for distortion measures other than the square distortion. The differences can be summarized as follows. We replaced this tail condition with the condition that E p ( X + y * ) < x for some y*. This latter condition is equivalent to assuming that there exists a one-level quantizer with finite p distortion. This is a usual assumption for the proof of the source coding theorem, and is assumed in virtually all works dealing with vector quantization.
One of the advantages of replacing a tail condition with a moment condition becomes apparent when single-letter distortion measures and stationary sources are considered. Let p k : S k X Z k + [ 0 , x ) be given as 
R ( D )~~~ lim R , ( D )
(see, e.g., Berger [2] for the proof that the limit exists). Let us suppose that p is a difference distortion measure, and for
Then, taking the k-fold product gk, , ( x h ) = a(D)ke-ks(n)p(ri),
we have 
if X k has a density, and h ( X k > < x. Let h = l i m k , x ( l / k ) h ( X k ) be the differential entropy rate of the source. Then, taking the limit as k + a in (26) implies
and RL ( 0 i.e., the generalized SLB is asymptotically tight. But if the one-dimensional difference distortion measure p and XI satisfy the conditions of Theorem 1, then clearly pk and X k = (XI;.., X,) will also satisfy these conditions, and (28) holds for all n by the proof of Theorem 1. Thus we have proved the following. 
The main point of Corollary 3 is that the tightness of the SLB can be deduced even if we have no information whatsoever about the higher-dimensional distributions of XI, X2;.., other than h > --cc. On the other hand, Linkov's result implies the tightness of the SLB for stationary sources only when the k-dimensional densities of the X k = (XI;.., X,) satisfy the tail condition (C) for all k large enough. But this is a strict restriction on the process statistics. In fact, it is not hard to construct a stationary Markov source for which (C) is satisfied by the one-dimensional marginal, but is violated by all the higher-dimensional densities. Such an example is given in the Appendix. xl, x2 2 1, x1 2 x 2 -+xY4, x 2 2 x1 -$x.;' }. Since iB dx = A < x, we can define the two-dimensional probability density f ( x~, ~2 ) as ;i% ~X l , < p ( x ) y ( s~e -3 p ( " = 0.
(A51 Letting pr = i n f l l L I I I p ( x ) (note that p, > 0 by (b)), we have from (A4) that, for a given so > 0 and all s > so and large
This implies
Let p ( x l ) = l9f(xI, x 2 ) d x , and define the conditional density f ( x 2 \ x l ) = f ( x l , x2)/p(xl>. Then the symmetry of B implies that the first-orderMarkovsource XI, X z , " ' definedbY the marginal p(xl) and the conditional density f ( x 2 1 x l ) is stationary. Since E I X , I 2 < a n d h = h ( X , I X , ) = -/f(xI, x 2 ) log f ( x 2 1 x , ) dx, dx, is finite, it follows by Corollary 3 that the generalized SLB is tight for this source. O n the other hand, for any x 2 1, k 2 2, the joint density fL(x1;.., xL) =
p ( x ) y ( s ) e p s P ( ' ) I p(x)y(s,,)e-S(lP'X)
(A61 for all x with llxll 2 r and s large enough. In view of (A41 and By E p ( X ) < =, the first term in (All) is less than ~/ 2 if r is large enough. Thus lemma is proven. U
