Abstract: This article presents a multidimensional denoising technique of rolling element bearings based on tensor factorization which can model a signal in the high dimensional space so as to solve multi-channel signal filtering. The vibration signal is formulated as a 4-way tensor, temporal signal, frequency and 2 data channels. Tensor model is then factorized via truncated high order singular value decomposition. L-curve criterion is adopted to find the truncation parameters used in tensor factorization. The proposed approach is applied to remove noise of bearing vibration signal on test-rigs. Experimental results showed that the proposed method can well remove noise and keep fine structures of the signal as much as possible. This tensor based multidimensional signal filtering will broaden view for dealing with heterogeneous and multiaspect data in an age of big data.
Introduction
Rolling element bearings are among the most critical components in a rotating machine. However, those key components will inevitably suffer from various faults because of harsh working conditions such as heavy load and high speed. Those failures may lead to costly downtime and catastrophic accidents. Thus, efficient and robust vibration-based fault detection techniques have been attracted considerable research over the last few decades in order to maintain a high degree of availability, reliability and operational safety [1] [2] .
However, measured vibration signals are generally complex and non-stationary in nature, and meanwhile fault signatures of key components are usually immersed in stochastic noise [3, 4] . As a result, it is always a challenge to develop versatile signal processing techniques that can detect crucial fault information buried in signals [5] . dual-tree complex wavelet [1] have been used for vibration signal processing. Those techniques need to select basic function and decomposition level, which partly restricts their practical applications. Nonlocal mean (NLM) has been successfully used for signal denoising in rotating machine in [6] , but it is still unsuitable for signal with large noise variance [7] . Variational mode decomposition (VMD) [8] was recently applied to detect rubbing-caused features in rotary machinery. VMD and majoriation-minization based total variation denoising (TV-MM) [3] has been also developed to remove stochastic noise in raw signal and to enhance the corresponding characteristics. However, most of these techniques severely destroy the structure of original signal during removing noise and enhancing signatures, which go against for the following analysis if the denoised signal should be further used. In addition, it is difficult for most of traditional signal processing techniques to deal with heterogeneous, multiaspect data simultaneously.
With the rapid development of multidimensional data, it is inevitable to deal with large amounts of data in high dimensional space. Tensor and tensor decomposition are very powerful and versatile tools that can model a wide variety of heterogeneous, multiaspect data. Thus, tensor decomposition, which extract useful latent information out of multiaspect data tensors, have witnessed increasing popularity and adoption. Tensors are the high order generalization of vectors and matrices and provide a useful representation of the existing real data that has the natural multi-dimensional structure [8, 9] .
Tensor decomposition has become surprisingly attractive for signal processing [10] . A key problem in tensor analysis tasks is to find a suitable decomposition of the observed tensor when noise exist [11] , and so tensor completion/recovery is important. HOSVD is extension of matrix SVD has been proved, especially for second-order tensor (matrix), both is equivalent. Therefore, it's easy to see that fault diagnosis based on truncated HOSVD is the same as the defect based on tensor decomposition with truncated SVD. Considering n-mode singular vectors corresponding to the larger n-mode singular value in tensor decomposition capture more energy, tensor decomposition with truncated HOSVD is introduced and is applied to signal denoising and fault diagnosis.
This paper attempts to construct a forth order tensor model with 2 data channels, time, and frequency in fault diagnosis of rolling element bearings aiming at analysis of multidimensional data. Tensor decomposition is very suitable for processing multidimensional data, which is also first adopted to signal denoising and fault diagnosis of rotating machine in this work. Moreover, the L-curve method is proposed to find the regularization parameters. The remaining part of the paper is organized as follows: Section 2 introduces background theory of the proposed method briefly. The proposed fault diagnosis method described in Section 3. The proposed approach is then applied to remove noise of bearing vibration signal in Section 4. Concluding remarks are given in Section 5. 
The basic theory of tensor factorization
Multiway arrays, also referred to as tensors, are higher-order generalizations of vectors and matrices. A brief overview of tensor decomposition and its application can be found in [12] . A higher-order array is represented as X ∈ R I 1 ×I 2 ×…I N , where the order of X is N. Each dimension of a multiway array is called a mode. The mode-n unfolding (also called matricization or flattening) of a tensor X ∈ R I 1 ×I 2 ×…I N is defined as unfolding(X, n) = X (n), where the tensor element (i 1 , i 2 , … i n ) is mapped to the matrix element (i n , j), which can be written below
. The n-rank of an N-dimensional tensor X ∈ R I 1 ×I 2 ×…I N , denoted by R(n), is the rank of the mode-n unfolding matrix X(n). The inner product of two
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same-size tensors A, B ∈ R I 1 ×I 2 ×…I N is defined as the sum of the products of their entries, i.e.
The corresponding Frobenius norm is ‖X‖ F = �(X, X). For any 1 ≤ n ≤ N, the n-mode (matrix) product of a tensor A ∈ R I 1 ×I 2 ×…I N with a matrix M ∈ R I N ×J is denoted by A × n M . In terms of flattened matrix, the n-mode product can be expressed as, y = A × n M ⟺ Y (n) = MA (n) (3) Tucker models developed in [12] , [13] and [14] are a common way to express a tensor factorization. Tucker decomposition naturally generalizes orthonormal subspaces corresponding to the left/right singular matrix computed by the matrix SVD [15] . A tensor X ∈ R I 1 ×I 2 ×…I N can be written via the Tucker model, 
Multidimensional denoising with tensor factorization
Signal processing method based on tensor factorization develops multi-way filtering, which is also very helpful for the analysis of big data. Suppose that the multidimensional signal is represented by a tensor T, the signal R with the additional noise N is given by R = T + N (5) in which R, T, N ∈ R I 1 ×I 2 …×I N are all N-order tensor. Therefore, T and N separately represent the clean signal and the noise in this model. The estimated noiseless signal using multidimensional filtering can be thus written below [16] [17] [18] .
where H (N) is denoted as a n-mode filter. Suppose that the interference noise N is independent of the target signal T , and the n-modular rank K n of the tensor R is less than the dimension I n of its nmode ( K n < I n , ∀n = 1: N). The tensor space can be divided into two orthogonal vector spaces which are the signal subspace and the noise subspace, defined as E 1 and E 2 , respectively. E 1 is a subspace of dimension K n , which is obtained by singular vectors corresponding to the maximum K n singular values of T n . E 2 is a subspace of dimension I n − K n , which is obtained by singular vectors corresponding to the maximum I n − K n singular values of T n .
Since a tensor is a multidimensional array, specially, an N-way or Nth-order tensor is an element of the tensor product of N vector spaces [19] . Each tensor has its own coordinate system. Third -order tensor noisy signal X can be represented by the formula
(7) where P (j) ∈ R I j ×R j ( j = 1, 2, 3,4 R j ≪ I j ) is a factor matrix which represents the important components of each module, and G ∈ R R 1 ×R 2 ×R 3 ×R 4 is called the core tensor. In order to reduce the dimension of the signal tensor, the key is to select the proper left singular vector in the factor matrix P (j) , so that the target signal can be best preserved, and the signal distortion is not caused. Assume that the number of vectors to be retained in each factor matrix is known to be λ t , λ c1 , λ c2 , λ s and the matrices are U (1) , U (2) , U (3) , U (4) , thus, a new core tensor can be obtained using
Then the purified signal tensor can be restored by the following reconstruction
(9) Finally, the new channel data is obtained by inverse transformation according to the original tensor construction.
The partial dimension of the data in the tensor high-dimensional space is composed of noisy signals, the target pure signal tensor is thus actually made up of lower dimensions. This allows us to remove the noise redundancy by tensor decomposition. The truncated HOSVD is a popular method for analysis tensor decomposition. The method requires the choice of a truncation index, which affects the quality of the computed approximate solution. When the truncated HOSVD is processed, the truncation parameters are obtained according to the L-curve criterion. Truncation parameters λ t , λ c1 , λ c2 , λ s are separately round to an integer. Then the vibration signal is modeled a tensor X ∈ R λ t ×λ c1 ×λ c2 ×λ s
Bearing vibration signal denoising
In this section, a kind of bearing (inner race defect) signals acquired on MFS-Magnum test-rig are adopted to verify the effectiveness of the proposed method. Type of ER-12K bearings are used in experiments, whose specifications are provided in Table 1 . 
4.1Bearing compound fault detection
As is well known, vibration signal should present the impulsive features due to the presence of defect in the rolling bearing. However, weak signatures in the time domain are often contaminated because of the existing strong ambient noise.
The rotating frequency of the input shaft is set to 29.85 Hz in this experiment. The vibration signal is modeled a forth tensor X ∈ R I t ×I c1 ×I c2 ×I s , which according to 2 channels, time and frequency. where I t represents time, I c represents data channel, I s represents frequency.
When the tensor decomposition is processed, the truncation parameter is obtained according to the L curve criterion in Fig. 2 . Truncation parameters are rounded with their integer, four parameters are set as λ � t =7, λ � c1 =8, λ � c2 =0 and λ � s =1. Then this vibration signal is modeled a tensor X ∈ R 7×8×0×1 after tensor decomposition.
The raw vibration signal of bearing with compound fault defect is shown in Fig. 3(a) . The purified signal using tensor decomposition is shown in Fig. 3(b) . 
Conclusions
A novel multidimensional noise reduction technique of rotating machine is presented in this work based on tensor factorization. The vibration signal is established as a tensor form X ∈ R I c1 ×I c2 ×I t ×I s , denoising problem is thus solved through tensor tool in high dimensional space. Tucker decomposition is applied to filter each module of the tensor so that the noisy signal tensor can be purified and ideal noise component is achieved. L-curve criterion is adopted to find the truncation parameters used in tensor factorization, which guarantees regularized solution be a good approximation of the exact solution in denoising. The effectiveness of the proposed new method was verified for detecting compound fault of bearing. Our future work will consider further optimization which how to optimize formation of tensors on the basis of this study to further improve the proposed method.
Moreover, the power of tensor decomposition in processing heterogeneous, multiaspect data is not brought into full play, which will be investigated in the future work. Now exploring the signal processing method based on tensor analysis will provide a broad stage for the application of multidimensional data processing in an age of big data.
