Recently proposed q-rung orthopair fuzzy set (q-ROFS) is a powerful and effective tool to describe fuzziness, uncertainty and vagueness. The prominent feature of q-ROFS is that the sum of membership and non-membership degrees is allowed to be greater than the one with the sum of qth power of the membership degree and qth power of the non-membership degree, which is equal to or less than 1. This characteristic makes the q-ROFS more powerful and useful than intuitionistic fuzzy set (IFS) and Pythagorean fuzzy set (PFS). The aim of this paper is to develop some aggregation operators for fusing qrung orthopair fuzzy information. As the Muirhead mean (MM) is considered as a useful aggregation technology which can capture interrelationships among all aggregated arguments, we extend the MM to q-rung orthopair fuzzy environment and propose a family of q-rung orthopair fuzzy Muirhead mean operators. Moreover, we investigate some desirable properties and special cases of the proposed operators. Further, we apply the proposed operators to solve multi-attribute group decision making (MAGDM) problems. Finally, a numerical instance as well as some comparative analysis are provided to demonstrate the validity and superiorities of the proposed method.
Introduction
Due to the increasing complexity in economics and management, we have to face decision making problems in different complicated environments. As fuzziness and uncertainty always exist in decision making, one of the most important problems is to represent attribute values appopriately. Recently, quite a few tools have been developed for describing and expressing fuzziness and vagueness. For instance, Zadeh [1] proposed the fuzzy set (FS). Owing to the ability of FSs in modelling fzziness and uncertainty, decision making based on FSs has received much attention [2] [3] [4] [5] . However, the drawback of the FS is that it only has a membership degree but ingores uncertain information in real decision making problems. To overcome the drawback of FS, Atanassov [6] proposed the concept of IFS, characterized by a membership degree and a nonmembership degree. This characteristic makes it more powerful and useful than FS. After the apperance of IFSs, quite a few scholars strated to study them extensively and deeply [7, 8] . For instance, Xu [9] proposed a family of intuitionistic fuzzy simple weighted averaging operators. Xu and Yager [10] , Xia et al. [11] , and Verma [12] proposed several intuitionistic fuzzy Bonferroni mean operators, which can capture the interrelationship among intuitionistic fuzzy numbers (IFNs) respectively. Simarily, Yu [13] extened the classical Heoronian mean to intuitionsitci fuzzy environment and developed a series of intuitionistic fuzzy Heronian mean operators. Considering that in some situations attributes and decision makers are in different priority levels, Verma and Sharma [14] proposed a intuitionistic fuzzy Einstein prioritized weighted average operators. Verma and Sharma [15] presented a novle measure of inaccuracy between IFSs and applied it in intuitionsictic fuzzy MADM. Verma and Sharma [16] proposed an exponential intuitionistic in the setting of IFSs. Wang et al. [17] proposed ordered weighted operators for aggregating intuitionistic linguistic numbers. Xia [18] introduced point operators for intuitionistic multiplicative information, which can redistribute the uncertain information according to different preferences of decision makers. Furthermore, considering that IFSs can effectively cope with fuzziness, they have been successfuly appiled in cluster analysis [19, 20] , medical dignosis [21, 22] and pattern recognition [23, 24] .
The constraint of IFS is that the sum of membership degree and non-membership degree is equal to or less than one. However, there are situations where the sum of membership and non-membership degrees is greater than the one with their square sum is equal to or less than one. For instance, a possible attribute value provided by a decision maker maybe (0.7, 0.6), in which 0.7 is the membership degree and 0.6 is the non-membership degree respectively. As 0.7 + 0.6 = 1.3 > 1, the ordered pair (0.7, 0.6) is not valid for IFNs. To effectively cope with this circumstance, Yager [25] proposed PFS, where the sum of membership degree and non-membership degree is allowed to be greater than one with their square sum being equal or less than one. From the definition of PFS, we can find that PFS can be viewed as a generalized IFS, and IFS can be viewed as a special case of PFS. Therefore, PFS is more useful and can express more information than IFS. Since the introduction of PFS, quite a few successful applications in decision making have been studied and reported. For example, Peng and Dai [26] proposed several novel Pythagorean fuzzy stochastic multi-attribute decision making methods based on prospect theory and regret theory. Wei [27] proposed new operations for Pythagorean fuzzy numbers (PFNs), which can deal with the interrelationship between Pythagorean fuzzy membership and non-membership degrees. Muhammad et al. [28] extended the TOPSIS (technique for order preference by similarity to ideal solution) to decision making with interval-valued Pythagorean fuzzy information based on Choquet integral. Wei et al. [29] , Geng et al. [30] , and Liu et al. [31] investigated decision making problems with Pythagorean 2-tuple linguistic information and Pythagorean fuzzy uncertain linguistic information respectively. More contributions about PFSs in decision making can be found in literatures [32] [33] [34] [35] [36] .
As the complexity in real decision-making problems is increasing, we have to consider the following questions. First there are circumstances where the sum and square sum of membership and nonmembership degrees are greater than one. For example, a decision maker may provide 0.7 and 0.8 as the membership and non-membership degrees respectively. Evidently, the ordered pair (0.7, 0.8) cannot be represented by IFNs or PFNs. Therefore, the fuzzy set theory should be extended to accommodate new circumstances. Second in most real decision-making problems, attributes are related which means the interrelationship between attributes should be considered. Therefore, we should aggregate the attribute values as well we their interrelationship to obtain the overall values for alternatives. To address the first issue, Yager [37] proposed the concept of q-ROFS. The q-ROFSs are also characterized by a membership degree and a non-membership degree, satisfying that the qth power of membership degree and qth power of the degree non-membership are less than or equal to 1. Obviously, q-ROFS relaxes the constraints of both IFS and PFS, and provides more freedom for decision makers. Moreover, the space of uncertain information that q-ROFSs can describe is broader than both IFSs and PFSs. In other words, all intuitionistic fuzzy membership degrees and Pythagorean fuzzy membership degrees are part of q-rung orthopair fuzzy membership degrees. By adjusting the parameter q in q-ROFS, the information expression range can be determined. Thus, q-ROFSs exhibit more usefulness and powerfulness than IFSs and PFSs. Furthermore, Liu and Wang [38] introduced simple weighted averaging operators for aggregating q-rung orthopair fuzzy information. For the second issue, Bonferroni [39] , Sykora [40] , Maclaurin [41] , and Muirhead [42] proposed the Bonferroni mean (BM), Heronian mean (HM), Maclaurin symmetric mean (MSM), and Muirhead mean (MM) respectively. All the aggregation technologies can capture the interrelationship between aggregated arguments. Recently, P.D. Liu and J.L. Liu [43] investigated the BM in q-ROFSs and proposed a family of q-rung orthopair fuzzy Bonferroni mean operators. Liu and Wang [44] developed some novel q-rung orthopair fuzzy Bonferroni mean operators based on Archimedean t-norm and t-conorm. Wei et al. [45] developed series of q-rung orthopair fuzzy Heronian mean operators. More recently, Liu and Li [46] pointed out that as BM and HM only consider the interrelationship between any two arguments while MM can catch the interrelationship among all arguments, MM has advantages over BM and HM. Moreover, MSM is a special case of MM, which means MM is more general than MSM. In addition, MM has a parameter of vector, leading to a flexible aggregation process. Thus, considering the advantages of MM, we should utilize MM to aggregate q-rung orthopair fuzzy numbers (q-ROFNs).
The motivations and goals of this paper are (1) to propose novel aggregation operators to aggregate qROFNs based on MM; (2) to introduce a novel approach to MAGDM based on the proposed method. We also demonstrate the advantages of the proposed operators and method. In order to do this, the remainder of this paper is organized as follows. Section 2 briefly recalls basic concepts such as the q-ROFS and the MM. In Section 3, we develop new q-rung orthopair fuzzy aggregation operators, such as the qrung orthopair fuzzy Muirhead mean (q-ROFMM) operator, the q-rung orthopair fuzzy weighted Muirhead mean (q-ROFWMM) operator, the q-rung orthopair fuzzy dual Muirhead mean (q-ROFDMM) operator and the q-rung orthopair fuzzy weighted dual Muirhead mean (q-ROFWDMM) operator. In addition, we discuss some desirable properties and special cases of the proposed operators. In Section 4, we introduce a novel method to MAGDM problems based on the proposed operators. In Section 5, a numerical instance is provided to show the validity and superiority of the proposed method. The conclusions are given in Section 6.
Basic concepts
In this section, we briefly recall some basic notions such as q-ROFS and MM.
The q-rung orthopair fuzzy set
Definition 1 [29] . Let X be an ordinary set, then a q-ROFS A is defined as follows:
where   
is the degree of indeterminacy. Liu and Wang [30] called
In addition, Liu and Wang [30] proposed some operations for q-ROFNs. Definition 2 [30] . Let   
   
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Muirhead mean
The MM was firstly proposed by Muirhead [34] for crisp numbers. The prominent characteristic of MM is that the interrelationship between aggregated arguments can be captured. 
q-Rung orthopair Muirhead mean operators
In this section, we extend the MM to q-rung orthopair fuzzy environment and propose a family of qrung orthopair fuzzy Muirhead mean operators. Moreover, some desirable properties and special cases of the proposed aggregation operators are studied. 
The q-rung orthopair fuzzy Muirhead mean (q-ROFMM) operator
Proof. According to Definition 2, we have
Thus,
It is easy to prove that 01 u and 01 v .
uv   , we can get
which means the aggregated value by the q-ROFMM operator is also a q-ROFN. Therefore, the proof of Theorem 1 is completed.
The prominent advantage of the q-ROFMM operator is that it can capture the interrelationship between q-ROFNs. In addition, the q-ROFMM operator has a parameter vector which leads to a flexible aggregation process. Moreover, quite a few existing operators are special cases of the q-ROFMM operator. In the following, we will discuss some special cases of q-ROFMM operator regarding to the parameter vector P. 
which is the q-rung orthopair fuzzy arithmetic averaging (q-ROFA) operator. (7) which is q-rung orthopair fuzzy generalized arithmetic averaging (q-ROFGA) operator. (8) which is the q-rung orthopair fuzzy Bonferroni mean (q-ROFBM) proposed by P.D. Liu and J.L. Liu [35] . 
which is the q-rung orthopair fuzzy geometric averaging (q-ROFG) operator. 
which is the intuitionistic fuzzy Muirhead mean (IFMM) proposed by Liu and Li [36] . It is easy to prove that q-ROFMM has the following properties. 
The q-rung orthopair fuzzy weighted Muirhead mean (q-ROFWMM) operator
The advantage of the q-ROFMM is that it considers the interrelationship between the aggregated qROFNs. However, the q-ROFMM does not consider the self-importance of the aggregated arguments. Therefore, we introduce the q-ROFWMM, which can take the corresponding weights of aggregated qROFNs into consideration 
The proof of Theorem 5 is similar to that of Theorem 1. In addition, it is easy to prove that the q-ROFMM has properties of monotonicity and boundedness, but doesn't have the property of idempotency.
The q-rung orthopair fuzzy dual Muirhead mean (q-ROFDMM) operator
In this section, we extend DMM to q-rung orthopair fuzzy environment and propose the q-ROFDMM operator Definition 8. Let The proof of Theorem 8 is similar to that of Theorem 1.
In the followings, we shall discuss some special cases of q-ROFDMM regarding of the parameter vector P. (22) which is the q-rung orthopair fuzzy generalized geometric averaging (q-ROFGG) operator. ... 1
which is the q-rung orthopair fuzzy dual Maclaurin symmetric mean (q-ROFDMSM) operator. 

. (28) where the intuitionistic fuzzy dual Muirhead mean (IFDMM) operator is proposed by Liu and Li [28] . Similarly, q-ROFDMM also has the properties of idempotency, monotonicity and boundedness. Similarly, the q-ROFWDMM operator has the properties of monotonicity and boundedness, but doesn't have the property of idempotency.
The q-rung orthopair fuzzy weighted dual Muirhead mean (q-ROFWDMM) operator

A novel approach to MAGDM based on the proposed operators
In this section, we shall apply the proposed aggregation operators to solve MAGDM problems in qrung orthopair fuzzy environment.
Description of a typical MAGDM problem with q-rung orthopair fuzzy information
The q-ROFSs are effective tools to describe decision makers' fuzziness, uncertainty and indeterminacy. Therefore, they are widely used in MAGDM 
An algorithm to q-rung orthopair fuzzy MAGDM problems
Step 1. In real decision-making problems, attributes can always be classified into two types, the benefit type and the cost type. Therefore, the original decision matrix should be normalized in order to eliminate the impact of different attribute types. We can normalize the decision matrix by the following equation,
where 1 I and 2 I represent the benefit attribute type and the cost attribute type respectively.
Step 2: Utilize the q-ROFWMM operator   12 , ,...,
or the q-ROFWDMM operator   12 , ,...,
to fuse all attribute values to overall preference val-
a with respect to each alternative for each decision maker.
Step 3. Utilize the q-ROFWMM operator   12 , ,...,
to determine the collective overall preference val-
Step 4. According to Definition 3, calculate the scores and accuracy of the overall preference val-
Step 5. Rank the alternatives.
Numerical example
To illustrate the validity of the proposed method, we provide a numerical instance, which is adapted from reference [37] . A person wants to invest his/her money to a company and after primary evaluation, there are five possible companies remained on the candidate list, which can be denoted by   
The decision-making process
In the following, we utilize the proposed method to determine the company that the person should invest his/her money to.
Step 1. Normalize the decision-making matrices. As all the attributes are benefit attributes, they do not need to be normalized.
Step 2. x x x x x , which means that 2 x is the best alternative.
In [35] , PD. Liu and JL. Liu proved the effectiveness of the method based on q-rung orthopair fuzzy weighted Bonferroni mean (q-ROFWBM) operator and the q-rung orthopair fuzzy weighted geometric Bonferroni mean (q−ROFWGBM) operator by using some existing methods to solve the same problem. In most of the results, the ranking order is 2 4 5 1 3
x x x x x , which is the same as the ranking order using our proposed method. Moreover, the ranking result by utilizing the method in [36] based on the intuitionistic fuzzy weighted Muirhead mean (IFWMM) operator and the intuitionistic fuzzy dual weighted Muirhead mean (IFDWMM) operator is also 2 4 5 1 3
x x x x x , which also proves the validity of the proposed method in the present paper.
The influence of the parameters on the ranking results
In this section, we shall discuss the influence of the parameters on the results. First of all, we investigate the effect of the parameter q on the final results. Then we discuss the influence of the parameter vector P on the score functions of the overall assessments and the final ranking results. The influence of the parameter q on the results are shown as Figs 1 and 2. x x x x x . In addition, the score functions of the overall assessments by utilizing the q-ROFWMM operator become smaller with the parameter q increases. Therefore, the parameter q can be viewed as decision makers' attitude to optimism or pessimism. The more optimistic the decision makers are, the smaller value should be assigned to q. The more pessimistic the decision makers are, the greater value should be assigned to q. x x x x x , which is the same as the q-ROFWMM operator. However, score functions of the overall assessments by utilizing the q-ROFWDMM operator become greater with the parameter q increases, which is opposite to the q-ROFWMM operator. Therefore, the more optimistic the decision makers are, the greater value should be assigned to q. The more pessimistic the decision makers are, the smaller value should be assigned to q in the q-ROFWDMM operator.
In the following, we investigate the influence of the parameter vector P on the scores function of the overall assessments and the final ranking results. We assume that 3 q  . Details can be found in Table 4 and 5.
As we can see from Table 4 and 5, the scores of the overall values are different by utilizing different parameter vector P. However, the ranking orders are always the same, that is 2 4 5 1 3
x x x x x . In addition, some special cases can be obtained by assigning some special parameter vectors to the proposed aggregation operators. For instance, if P = (1, 0, 0, 0), then the q-ROFWMM operator reduces to the q-ROFWA operator and the q-ROFWDMM operator reduces to the q-ROFWG operator. Moreover, from Table 4 we can find out that the more interrelationship among arguments are taken into account, the greater of the score values of the overall assessments will become by utilizing the q-ROFWMM operator. However, the more interrelationship among arguments are taken into consideration, the smaller of the score values of the overall assessments will become by utilizing the q-ROFWDMM operator. Therefore, different parameter vector P can be regarded as the decision makers' risk preference.
Comparative analysis
In this subsection, the ranking results by utilizing different methods are always 2 4 5 1 3
x x x x x . Thus, it cannot show the advantages and superiorities of the proposed method. In this section, we conduct a comparative analysis to illustrate the merits of our method. The example is adapted from [35] . , , , ,
x x x x x . They are real estate industry, food industry, education industry, and computer industry. In order to select the best choices, the possible alternatives are evaluated from four attributes, they are ability to compete (G1), ability to grow (G2), influence of surrounding environment (G3), and influence of social-politic (G4 by q-ROFNs. Therefore, a q-rung orthopair fuzzy decision matrix can be obtained in Table 6 . In [35] , PD. Liu and JL. Liu utilized the methods based on the intuitionistic fuzzy weighted averaging (IFWA) operator proposed by Xu [4] , the weighted intuitionistic fuzzy Bonferroni mean (WIFBM) developed by Xu and Yager [5] , the Pythagorean fuzzy weighted geometric (PFWG) proposed by Garg [38] , and the q−ROFWGBM operator. In the present paper, to illustrate the superiorities of the proposed method comprehensively, we also use the method based on the weighted Pythagorean fuzzy geometric Bonferroni mean (WPFGBM) proposed by Liang et al. [39] , the methods base on IFWMM and IFWDMM opera Method based on the IFDWMM operator proposed by Liu and Li [36] 
