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In this paper we establish a number of bounds concerning reduced finite-state 
machines. In particular, we prove that the least upper bound, L, on the length of 
synchronizing sequences i bounded by 
n 2+n-4  n(n-t- 1)(n-- 1) 
<L< 
2 6 
where n is the number of states. We also prove that there exists a machine with a fixed 
number of inputs and outputs which is information lossless of maximal order. Finally 
we prove that for every n there exists a machine that is definitely diagnosable (or 
observable) of order/~ = n(n -- 1)/2. 
THE LENGTII OF SYNCHRONIZING SEQUENCES 
A synchronizing sequence of a finite-state machine M is a sequence which takes M 
to a specified final state, regardless of the output or the initial state. Some machines 
possess uch sequences; others do not. 
An upper bound on the length of synchronizing sequences i given in Kohavi [1], 
where it is shown that if a synchronizing sequence for an n-state machine exists, 
then its length is at most (n - -  1) 8 n/2. It was pointed out in [1] that this bound is not 
the least upper bound, which is probably considerably lower. 
In this paper we shall first show that the upper bound on the length of synchronizing 
sequences can indeed be lowered by a constant factor. We shall next determine a
lower bound for the least upper bound. In other words, we shall establish a range of 
values and show that the value of the least upper bound must be in that range. 
Let the initial uncertainty [1] regarding the state of a machine be its entire set of 
states, (S1S ~ "'" Sn). The uncertainty regarding the state of the machine after the appli- 
cation of an input sequence X consists of a specific subset of the X-successors of the 
states contained in the initial uncertainty. I f the X-successors of all the states in the 
initial uncertainty are identical, X is a synchronizing sequence. In this case the 
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X-successor uncertainty is a singleton uncertainty, that is, an uncertainty consisting 
of only one state. 
TItEOREM 1. I f  an n-state machine has a synchronizing sequence, or sequences, then 
it has one such sequence whose length is at most 
n(n + 1)(n -- 1) 
6 
Proof. A necessary condition for a machine to have a synchronizing sequence is 
that, under at least one input Ik ,  the/k-successors of some two states, S~, S~, will 
be identical. The synchronization of a machine whose initial state is unknown into 
some state S~ can be accomplished by applying I~ to the machine so that, if it is in 
either S~ or S~., it will go to the common successor, then applying a sequence which 
transfers another pair of states, S~, Sq, into Si ,  S~ and again applying I~ to the 
machine to take it into the common successor, and so on. This process actually reduces 
the initial uncertainty ($1S2S 3 ... S,)  to the singleton uncertainty (So). 
Suppose now that k --  l states have already been taken out of the uncertainty which 
presently consists of n -- k + 1 states. We wish to determine an upper bound on 
the length of the sequence needed to reduce the uncertainty by another state, that is, 
to reduce it to n -- k states. Suppose also that Su and S~ are the states that will now 
be taken by this sequence into a common successor. The present uncertainty, U, 
thus, consists of S~, S~ and the remaining n -- k -- 1 states. The length of the required 
sequence depends on the number of pairs of states through which S~S~ pass before 
reaching the common successor. This number will be maximized if SuS~, do not pass 
through any other pair of states contained in the remaining n -- k --  1 states of the 
uncertainty. (Because in such a case we could use that pair of states to reduce the 
uncertainty.) For the same reason S~S~ should not pass through any pair of states 
contained in the successors of these n -- k -- 1 states. 
The length of the sequence to be determined will, thus, be maximized if all the 
uncertainty successors of U will contain the same n -- k --  1 states and only SuS~, 
will pass through various pairs of states. The successors of S~S r may be any pair 
of states not contained in these n --  k --  1 states. Since there are n --  (n --  k --  1) 
k + 1 such states, there are k(k -t- 1)/2 pairs of possible successors to S~S~. Con- 
sequently, at most k(k + I)/2 inputs (which is equeal to 1 + 2 !-3 + " "+ k) 
are needed to take out the kth state from the uncertainty. 
To reduce the initial uncertainty (SaS 2 ... S,~) to a singleton uncertainty, a sequence 
of length 
1" - (1+2)+(1+2+3)+'"+(1- i -2 -4 -3+" '+n- -1 )= ~, k (k - -1 )  
I:=2 2 
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is needed. Since k(k  - -  1)/2 -~ 0 for k -~ 1, we can take the sum from 1 to n, i.e., 
7~=1 ~ k(k 2--1) --21 k=l ~ k2 --21 ~=X " k=~l  [_ n(n +1)(6 2n +1)  3n(n6+l) .] 
= n(n -4- 1)(n --  1) A. 
6 
Theorem 1, thus, establishes an upper bound on the length of synchronizing 
sequences, which is lower by a constant factor from the previously known bounds. 
THEOREM 2. For every n, there exists an n-state machine which has a synchronizing 
sequence o f  length 
n ~ +n- -4  
2 
TABLE I 
A Machine Having a Synchronizing Sequence of Length (n 2 + n -- 4)/2 
P.S. Io I~ 12 13 /4 Ik-3 I~_~ Ik-t I~ I.-4 I.-s I._z 
k -2  
k--1 
k 
k+l  
k+2 
~/- -2  
n--1 
n 
1 3 1 1 1 1 
1 1 2 2 2 2 
3 2 4 3 3 3 
4 4 3 5 4 "" 4 
5 5 5 4 6 5 
6 6 6 6 5 6 
k -2  k--2 k -2  k--2 k--2 k--1 
k - I  k--1 k -1  k--I k--1 k--2 
k k k k k "" k 
k+l  k+l  k+l  k+l  k+l  k+l  
k+2 k+2 k+2 k+2 k+2 k+2 
n -2  n.-2 n -2  n--2 n--2 n--2 
n--1 n--1 n--1 n--1 n-- I  "- n--1 
n n n n n n 
1 1 1 1 1 1 
2 2 2 2 2 2 
3 3 3 3 3 3 
4 4 4 ..- 4 4 4 
5 5 5 5 5 5 
6 6 6 6 6 6 
k-2  k -2  k -2  k - -2  k -2  k - -2  
k k--1 k--1 k--1 k - - I  k--1 
k--I k+ l  k k k k 
k+l  k k+2 k+l  k+l  k+l  
k t-2 k+2 k+l  k+2 k+2 k+2 
n--2 n- -2  n -2  n--3 n - - I  n - -2  
n--1 n--1 n - I  "-" n--1 n- -2  n 
n n n n n n--1 
Proof.  A machine that satisfies the theorem is given in Table I. If the initial 
uncertainty is (1, 2, 3,..., n), only one input, Io, is needed to take the first state, 2, 
out of that uncertainty. Thereafter, we shall show by means of the testing graphs [1] 
in Fig. 1, that after k - -  1 states have been taken out of the initial uncertainty, k + 1 
inputs are required in order to take out the kth state. Suppose that states 2, 3, 4 , . ,  k 
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FIG. l. Testing graph for synchronizing sequences in Table I. 
have been taken out of the uncertainty, which, thus, consist of (1, k + 1, k + 2,...,en). 
To take the next state, Sj,  out of the uncertainty, it is necessary to apply a shortest 
input sequence that will take some pair of states (Si, S~.) to (1, 2) and then apply I 0 . 
An inspection of the testing graph reveals that such a shortest sequence is always 
given by the right-hand path, going from (1, k + 1), (1, k),.., to (2, 3) and (1, 2). 
In this case the shortest input sequence will be the one that takes state k + 1 out of 
the uncertainty by taking the pair (1, k + 1) to (1). The length of the sequence is
given by the level of the pair (1, k + 1) which is k + 1. Note that although state 
k + 1 appears in the pair (2, k + 1) in the kth level in the graph, the required sequence 
cannot be shortened because state 2 is not contained in the uncertainty. 
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Consequently, to reduce the initial uncertainty to a singleton uncertainty, we need 
a sequence of length 
This sum is equal to 
1+3+4+5+. ' .+n.  
nZ+n- -4  n(n + 1) 2 -- A. 
2 2 
The synchronizing sequence for the machine of Table I is given by 
(I0)(II1110)(I2Illli0)(131211II10)"" (IkIk_l ""12Ii1110) "" (In_21n_3 ""121111Io). 
Combining the results in Theorems 1 and 2 we obtain the following. 
COROLLARY. The least upper bound, L, on the length of synchronizing sequences is 
bounded by 
n 2+n-4  n (n+l ) (n - -1 )  A. 
2 ~<L~< 6 
The problem of determining the exact value of L is still open. 
INFORMATION LOSSLESSNESS OF FINITE ORDER 
A machine is said to be information lossless of finite-order if the knowledge of the 
initial state and the first/z output symbols is sufficient o determine uniquely the 
first input symbol. The integer/~ is said to be the order of losslessness if/~ is the least 
integer satisfying the previous definition. 
The upper bound on the order of information losslessness was established by 
Huffman [2] and Even [3], who proved that if an n-state machine is information 
lossless of finite order/z, then 
/z ~ (n -- 1)n 
2 +1.  
Kohavi [1, Problem 14-14] proved that this bound cannot be lowered and, thus, 
is the least upper bound for/~. The proof was accomplished by constructing a machine 
which for any given n is information lossless of order/z, where/~ = 1 + (n -- 1)n/2. 
The number of inputs and outputs of the machine in [1], however, are functions of n. 
In fact, it has n -- 1 inputs and approximately 2n outputs. Our aim in this section is 
to show that for every n there exists a four-input seven-output machine which is 
information lossless of maximal order, that is, for which/z = 1 + (n -- 1)n/2. Such 
a machine is shown in Table II, where [g] is the largest integer not exceeding g.
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TABLE II 
State Table of an Information Lossless Machine of Maximal Order 
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P.S. I1 12 la 14 
1 
2 
3 
i 
J 
n- -2  
n - -1  
n 
2, 0 3, 2 2, 3 2, 5 
3, 0 4, 2 3, 3 3, 5 
4, 0 5, 2 4, 3 4, 5 
." : - . 
i-}- 1,0 i+2,2  i+  1,3 i+  1,5 
" ! ." - 
[2]0 [;], 
[2] +1,0  [2] +2,1 [2] +1,3  [2] +1,5  
j+ l ,0  j+2,1  j+ l ,  3 j+ l ,5  
: : : i 
n- - l ,0  n, 1 n - - l ,  3 n - - l ,5  
n, 0 1,1 1,6 n, 5 
1,4 1,2 n, 3 2,4 
The proof that the machine of Table II is indeed information lossless of maximal 
order, can be accomplished with the aid of the testing graph and table [1, 3]. The 
testing table (shown in Table III), has seven columns corresponding to the output 
symbols of the machine, and n rows corresponding toits states. The entries in row Si ,  
column Oj, are the states that can be reached from Si by single transitions associated 
with the output symbol Oj. Two states, Si and Sj are said to be (output) compatible 
if they can be reached from some state S T by transitions associated with identical 
output sequences. The testing raph G, which is obtained irectly from the testing 
table, is a directed graph such that: 
1. Corresponding to every compatible pair of states there is a vertex in G. 
2. An arc is drawn from vertex SiS ~ to vertex S~Sq, where p :~ q, if and only 
if (S~Sq) is a compatible pair implied by (S~Sj). 
It has been shown in [1, 3] that a machine is information lossless of order/~ = k -}- 2 
if and only if: (1) Its testing graph is loop-free and the length of the longest path in 
the graph is k; (2) There exists no compatible pair of states consisting of repeated 
entries, e.g., SmSm 9 Consequently, toprove that the machine of Table II is information 
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TABLE III 
Testing Table for Information Losslessness for the Machine in Table II 
Output 
P .S .~ 
1 
2 
3 
4 
[~] 1 
[-~] +~ 
n- -3  
n - -2  
n- -1  
n 
0 1 2 3 4 5 6 
2 - -  3 2 - -  2 - -  
3 - -  4 3 - -  3 - -  
4 - -  5 4 - -  4 - -  
5 - -  6 5 - -  5 - -  
[~] - [~1+1 [~] - [~] - 
[~1+~ [~]+~ - [~]+~ - [~]+1 - 
[~1+~ [~]+~ - [~1+~ - [~]+~ - 
: : : : : i : 
n- -2  n - -1  - -  n - -2  - -  n - -2  - -  
n - -1  n - -  n - - 1  - -  n - - 1  - -  
n 1 - -  - -  - -  n 1 
- -  - -  1 n (1 ,  2 )  - -  - -  
lossless of maximal order, it is sufficient o show that its testing graph is loop-free 
and contains no vertex with repeated entries, and that it contains a path of length 
k = (n -  1 )n /2 -  1. 
The testing graph is derived directly from Table I I I .  It is shown for an even n in 
Fig. 2. The graph contains no vertex with repeated entries because all the entries 
in every column of Table I I I  are distinct. It contains n(n -- 1)/2 vertices arranged in 
n -  1 columns. The maximal path which connects all these vertices is shown in 
Fig. 2 by the solid line. It is constructed in the following manner: The first compatible 
pair (1, 2) is introduced in column 4 of Table I I I .  This pair in turn implies pairs 
(2, 3), (3, 4),..., (n - -  2, n - -  1). Because of the arrangement of the entries in column 1 
of Table I I I ,  pair (1, n) is implied by (n - -  2, n - -  1). And because of the entries 
in column 2, pair (1, 3) is implied by (1, n). And similarly for every column of vertices 
in the graph. The path goes from vertex (1, k), for all 2 <~ k <~ n/2, to vertex 
(n - -  k, n - -  1); from which it then goes to vertex (1, n - -  k + 2) as implied by 
the entries in column 1 of the testing table. 
The path continues from vertex (1, h), for all (n /2 )+ 1 < h ~< n to vertex 
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FIG. 2. Tes t ing  graph  for an even n for the lossless mach ine  of  Tab le  II. 
(n - -  h q- 1, n) and from which it goes to (1, n --  h -1- 3) as implied by the entries in 
column 2 of the testing table. Finally, the path goes from vertex (n/2, n) to (n/2 q- 1, n) 
and so on to (n -- 1, n), as implied by the entries in column 3 of Table III. Vertex 
(n -  1, n) is a terminal vertex since the corresponding compatible pair implies no 
other compatible pair. 
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It is evident from the structure of the graph that it has no loops, although it contains 
a number of shorter paths. The testing graph for n odd can be obtained from Table I I I  
in a similar manner, and it too has a path that connects all n(n-  1)/2 vertices. 
Consequently, for any given n, the machine in Table I I  is information lossless of 
maximal order. 
It seems that it may be possible to find an information lossless machine of maximal 
order with fewer inputs or outputs. It is not clear, however, whether there exists such 
a machine with only two inputs and two outputs. 
DEFINITELY DIAGNOSABLE MACHINES 
A machine is defined [4] as a definitely diagnosable machine of order iz iftz is the least 
integer, so that every sequence of length/z is a distinguishing sequence for the machine. 
Definitely diagnosable machines of order /~ are also known in the literature as 
t~-observable machines. 
Necessary and sufficient conditions for a machine to be definitely diagnosable were 
TABLE IV 
A Definitely Diagnosable Machine of Order/z = n(n -- 1)/2 
P.S. I~ I~ la 
1 
2 
3 
i 
J 
n- -2  
n - -1  
n 
2, 0 3, 0 2, 0 
3, 0 4, 0 3, 0 
4, 0 5, 0 4, 0 
9 .. .. 
i+1 ,0  i+2 ,0  i+1 ,0  
[ 10 
j+ l ,0  j+2 ,1  j+ l ,  1 
n - l ,0  n, 1 n - l ,  1 
n, 0 1, 1 n, 0 
1, 1 1, 0 n, 1 
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TABLE V 
Testing Table for the Machine in Table IV 
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Input/Output 
P.s.  
1 
2 
3 
+1 
n- -2  
n - -1  
n 
11/0 11/1 12/0 12/1 13/0 13/1 
2 - -  3 - -  2 - -  
3 - -  4 - -  3 - -  
4 - -  5 - -  4 - -  
[~] - -  [~1+1 - -  [~]  - -  
_ _ _ 
n- -1  - -  - -  n - -  n - -1  
n - -  - -  1 n - -  
- -  1 1 - -  - -  n 
derived by Kohavi and Lavallee in [4], where it has been shown that if a machine is 
definitely diagnosable of order/~, then/z ~< (n - -  1)n/2. We shall now show that this 
bound for/z is tight by proving that for every n there exists a three-input two-output 
machine that is definitely diagnosable of order /~ = n(n -- 1)/2. Such a machine is 
shown in Table IV, where again [g] is the largest integer not exceeding . 
Before proving this assertion, it is useful to define a modified testing table and 
a corresponding testing graph [1, 4]. The testing table for the machine of Table IV is 
shown in Table V. Its column headings consist of all input-output combinations, 
where the pair I~/0~ corresponds to a combination of input I~ and output Oq. The 
row headings are the states of the machine. The entry in column I~/Oq, row S i ,  
is the/k-successor f Si if this successor is associated with an output Oq, and is a dash 
( - - )  otherwise. A testing raph G is now defined in the following way: 
1. Corresponding to every unordered pair of states there is a vertex in G. 
2. A directed arc is drawn from vertex SiSj to vertex S~St, where r 4: t, 
if and only if S~ and St are the successors of Si and Sj in some column of the testing 
table. No arc is necessary for the case where either one or both entries in rows Si 
and St ,  column I~Oq, are dashes. 
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FIG. 3. Testing graph for an even n for the machine in 'Fable IV. 
The testing graph for the machine in question is derived from Table V and is 
shown for the case of n even in Fig. 3. The graph for n odd is similar to that of n even 
and can be derived in a similar manner. 
It has been shown in [4] that a machine is definitely diagnosable of order/~ if and 
only if: (1) Its testing graph is loop-free and the length of the longest path in the graph 
is/~ --  1 ; (2) No column of the testing table will have identical entries in two or more 
of its rows. Following a similar line of reasoning as in the preceding section, we 
conclude that the graph of Fig. 3 is indeed loop-free and it has a path of length 
n(n --  1)/2 --  1. Consequently, the machine in Table IV is definitely diagnosable of 
order n(n --  1)/2. We thus arrive at the following theorem. 
THEOREM 3. For every n there exists an n-state machine which is definitely diagnosable 
of order t~ ~ n(n - -  1)/2. 
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Since n(n  - -  1)/2 is known to be an upper bound on the order of definite diagno- 
sability, we have, thus, proved that it is the least upper bound. 
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