We study the problem of switching-constrained online convex optimization (OCO), where the player has a limited number of opportunities to change her action. While the discrete analog of this online learning task has been studied extensively, previous work in the continuous setting has neither established the minimax rate nor algorithmically achieved it. We here show that T -round switching-constrained OCO with fewer than K switches has a minimax regret of Θ( T √ K ). In particular, it is at least T √ 2K for one dimension and at least T √ K for higher dimensions. The lower bound in higher dimensions is attained by an orthogonal subspace argument. The minimax analysis in one dimension is more involved. To establish the onedimensional result, we introduce the fugal game relaxation, whose minimax regret lower bounds that of switching-constrained OCO. We show that the minimax regret of the fugal game is at least T √ 2K and thereby establish the minimax lower bound in one dimension. To establish the dimension-independent upper bound, we next show that a mini-batching algorithm provides an O( T √ K ) upper bound, and therefore we conclude that the minimax regret of switchingconstrained OCO is Θ( T √ K ) for any K. This is in sharp contrast to its discrete counterpart, the switching-constrained prediction-from-experts problem, which exhibits a phase transition in minimax regret between the low-switching and high-switching regimes. In the case of bandit feedback, we first determine a novel linear (in T ) minimax regret for bandit linear optimization against the strongly adaptive adversary of OCO, implying that a slightly weaker adversary is appropriate. Then by a similar subspace lower bound and mini-batching upper bound, we also establish the minimax regret of switching-constrained bandit convex optimization in dimension n > 2 to beΘ( T √ K ). * First two authors contributed equally. 3 To be precise, we will show that in a T -round OCO game where the player is allowed to make at most K − 1 switches, the minimax regret rate is Θ( T √ K ), while its counterpart in a three-and higher-dimensional switchingconstrained BCO game isΘ( T √ K ) and only differs from that of OCO by additional logarithmic factors in K.
Contents
1 Introduction
Online learning provides a versatile framework for studying a wide range of dynamic optimization problems, with manifold applications in areas such as portfolio selection [LH14] , packet routing [AK08] , hyperparameter optimization [Li+18a] , and spam filtering [SW07] , among others. The fundamental problem is typically formulated as a repeated game between a player and an adversary. In each round, the player first chooses an action; the adversary then responds by revealing the penalty for that action. Formally, in the t th round the player selects an action x t from the set of all possible actions D, and the adversary then responds with a function f t : D → R. Naturally, the player's goal is to minimize the total penalties she receives, while the adversary's goal is to maximize the penalties she assigns to the player's action. The exact formulation of this game-like problem can be modified along several orthogonal dimensions.
• Action Set: D may be discrete, in which case its elements are commonly referred to as "arms". Alternatively, D may be a continuum of possible actions living in R n .
• Feedback: The player may have access to only the penalty for their particular action, f t (x t ), or to the entire loss function f t , from which ∇f t (x t ) may be computed.
• Adversary: Different degrees of power can be allocated to the adversary [BD+94] . In increasing order of strength: a weak or oblivious adversary knows the player's randomized algorithm but not their exact actions, in which case she picks all T loss functions f 1 , . . . , f T before the game begins. A medium or BCO-adaptive adversary knows the player's overarching randomized strategy but not the exact action chosen on each round until it has been played, in which case she picks the loss function f t online based only on the distribution over possible x t values and the known x 1 , . . . , x t−1 . Finally, a strong or OCO-adaptive adversary knows the exact actions chosen by the player up to the present round, in which case she omnipotently picks each f t online as a function of x 1 , . . . , x t . The strength of the adversary is an oftobscured but crucial element of the online game. For example, against an OCO-adaptive adversary, randomization on the part of the player is irrelevant.
The standard benchmark 1 for algorithmic success is regret, the difference between the player's accumulated penalty and that of the best fixed action in hindsight:
Different combinations of these characteristics lead to different classic online learning problems. For example, when D is discrete and the feedback is limited to f t (x t ), we recover the classic "multi-armed bandit" problem. If instead the feedback is all of f t , it becomes the distinct "prediction from experts" task. In both of these settings, a strong, OCO-adaptive adversary is too powerful for any algorithm to achieve sublinear regret [Cov65; SS+12, Section 1.2]. Online convex optimization (OCO) is the continuous analogue of prediction from experts, in which the player receives as feedback the entire function f t . Similarly, bandit convex optimization (BCO) is the continuous analogue of the multi-armed bandit problem. An optimal player can achieve sublinear regret in OCO and BCO, even against the corresponding non-oblivious adversarsies (OCO-adaptive and BCO-adaptive, respectively). Notably, in online convex optimization it is possible to achieve sublinear regret against the OCO-adaptive adversary, despite the impossibility of this feat in the discrete PFE setting. However, the OCO-adaptive adversary remains too strong for bandit convex optimization. In BCO, the player has no way of distinguishing between certain drastically different adversaries, and Agarwal et al. [Aga+10] harnesses this weakness to construct a simple OCO-adaptive adversary with affine functions forcing any player to incur at least linear regret. In fact, we show more directly in Section 7 that even constrained to pick only linear losses, an OCO-adaptive adversary can force linear (in the number of rounds) regret for dimension greater than 1. Thus, as indicated by our chosen terminology, for BCO the correct adaptive adversary to consider is the BCO-adaptive adversary, in which the adversary and player must make their moves simultaneously each round. 2 Minimax rates have been established for both the unembellished online settings of OCO and BCO [Abe+08; Bub+15] .
In many real-world applications, however, we desire an online algorithm to have greater continuity in its actions over the course of many rounds. When a company selects online advertisements, the user experience may be better, and the marketing itself more effective, if the same ad is maintained for longer periods of time. Alternatively, from a caching standpoint, erratic online decisions may induce cache misses, and thus costly memory access procedures [BG14] . More explicitly, the number of times that the player is allowed to switch her action between rounds may be strictly constrained. For example, suppose that the player makes prediction based on an expert's advice. If she would like to hire a new expert, she has to terminate the current contract, pay an early termination fee, and hire and pay a new expert. There are likely to be additional costs due to the transition and agency fees for finding an appropriate expert. If hiring a new expert costs $1000 in total and her budget is $10000 dollars, the number of her switches must be less than 10. This setting is called the switching-constrained or switching-budgeted online learning [AT18] . A closely related setting is online learning with a switching cost. Here, the player has no specific limit on the number of switches. Instead, she has to pay for each switch, and the switching costs are added to the overall regret of the online learning process [CB+13] .
As mentioned previously, in the switching-constrained multi-armbed bandit (MAB) and prediction from experts (PFE) settings, it is necessary to assume an oblivious adversary. This is because an online adaptive adversary can force an algorithm with fewer than K switches to incur linear regret by assigning 0 to a switched action between rounds, and 1 to a repeated action [AT18] . However, much like an adaptive adversary is reasonable for unconstrained OCO but not PFE, in the switching-constrained setting it is possible to achieve sublinear regret against even the OCO-adaptive adversary -the strongest adversary -in the continuous but not the discrete problem.
In this paper, we primarily focus on switching-constrained online convex optimization (OCO) against the strongest adversary, an OCO-adaptive adversary, and additionally prove a very similar minimax rate for switching-constrained bandit convex optimization against a BCO-adaptive adversary provided the dimension is greater than two 3 . Let D denote the action set of the player from which she selects points in a sequential manner. We assume that D is a compact convex subset of R n . Let F be a family of differentiable convex functions from D to R from which the adversary selects her loss functions. The switching-constrained OCO is a multi-round game. At the t-th round, based on her knowledge of previous rounds, the player selects a point x t from D. Having observed the player's choice and in light of information from the previous rounds, the adversary selects a loss function f t from F. The player incurs a loss of f t (x t ). Thus, we consider the strongest adversary model.
In the full-information setting, we assume that the players observes the loss function f t after the adversary decides on it. In the bandit feedback setting, also known as bandit convex optimization (BCO), the only information observed by the player is the loss f t (x t ), which is a single real number.
The key ingredient that marks the difference from typical OCO is that the number of the player's switches is limited. Formally, given a sequence of points x 1 , . . . , x T , let c(x 1 , . . . ,
denote the number of switches. The player's action sequence x 1 , . . . , x T must satisfy c(x 1 , . . . , x T ) < K for some natural number K. 4 Note that K − 1 is the maximum number of switches, for a total of at most K unique actions over the course of all T rounds. Existing switchingconstrained work (such as [AT18] and [Jag+19] ; see Section 2) typically uses a different convention in which K itself is the maximum number of switches, but we are interested in asymptotic behavior and so disregard this distinction.
Given the player's action sequence x 1 , . . . , x T and the adversary's loss sequence f 1 , . . . , f T , the usual regret is defined by the total accumulated loss incurred by the player minus the total loss of the best possible single action in hindsight. We add an additional term and an outermost supremum that drives the regret of any player's sequence that violates the switch limit to infinity:
where 1[·] is the statement function whose value is 1 if the proposition inside the brackets holds and is 0 otherwise. The minimax regret is formally defined in Definition 1.1.
Definition 1.1 (Minimax regret of switching-constrained online convex optimization). The minimax regret of a T -round switching-constrained online convex optimization game where the player selects points from D, the adversary selects loss functions from the function family F, and the player's number of switches must be less than K is defined by
As stated previously, an OCO-adaptive adversary can force linear regret even without a switching constraint and thus is too strong for BCO (see Section 7 and [Aga+10] ). Thus, in the bandit setting we consider the slightly weaker BCO-adaptive adversary, which necessitates a different formulation of the minimax regret. 5 We thus define the minimax regret of BCO against a BCOadaptive adversary explicitly in terms of meta-strategies for the player and adversary, which each decides upon before the game begins.
Definition 1.2 (Meta-strategies of the player and adversary). Let p 1:T denote the player's metastrategy, and a 1:T denote the adversary's meta-strategy. By meta-strategy, we essentially mean a randomized algorithm: p 1:T is a complete enumeration of the player's algorithm for the entire game, where p t describes the way she will play at any round of the game as a function of the previous rounds, and likewise for a 1:T . We thus think of the player and adversary as independently fixing p 1:T and a 1:T in advance, which will determine (up to randomization) the outcome of each round of the game.
Formally, let p 1:T = {p 1 , . . . , p T } denote a sequence of decision rules determining the player's distribution over possible actions at each round. For t > 1 set p t : D t−1 × R t−1 → µ(D), where µ(D) denotes the set of probability measures over D. At each round, the player's action is determined by choosing x t ∼ p t (x 1 , . . . , x t−1 , f 1 (x 1 ), . . . , f t−1 (x t−1 )). For the initial action, p 1 is a constant mapping to a pre-defined probability distribution over D.
Similarly, let a 1:T = {a 1 , . . . , a T } be a sequence of decision rules determining the adversary's distribution over possible loss functions at each round. Again, for t > 1 we have a t : D t−1 × F t−1 → µ(F), where µ(F) denotes the set of probability measures over possible functions F. At each round, the adversary's loss function is determined by setting f t ∼ a t (x 1 , . . . , x t−1 , f 1 , . . . , f t−1 ), with the initial loss function chosen according to the fixed distribution f 1 ∼ a 1 .
With the player and adversary's meta-strategies established, we are now ready to define the player's minimax regret against the adaptive adversary of switching-constrained BCO. Definition 1.3 (Minimax regret of switching-constrained bandit convex optimization). The minimax regret of a T -round switching-constrained bandit convex optimization game where the player selects points from D, the adaptive adversary selects loss functions from the function family F, and the player's number of switches must be less than K is defined by
where {f i } and {x i } are determined sequentially as dictated by p 1:T and a 1:T . The expectation is with respect to all randomness in these meta-strategies.
Intuitively, the minimax regret is the lowest (expected) regret that the player can guarantee against any strategy of the adversary. Note that we again added an additional supremum and penalty term to ensure that the player does not violate the switching constraint. Although this formulation of regret may look different from Definition 1.1 at first glance, we could also have written Definition 1.1 in terms of the player and adversary's meta-strategies. More specifically, in the case where a t (and by extension f t ) may depend on x t , Definition 1.3 reduces exactly to Definition 1.1. 6
Contributions
In this paper, we first show that the minimax regret of switching-constrained online convex optimization is Θ( T √ K ). To derive a lower bound, we focus on the following special case. Let the n-dimensional unit ball B n p {x ∈ R n : x p ≤ 1} be the constraint set, where n is the dimension of the game and 1 ≤ p ≤ ∞. For the lower bound, it is sufficient to assume the adversary chooses functions from the dual unit ball B * n q = {f (x) = w · x : w ∈ R n , w q ≤ 1}, where 1 ≤ q ≤ ∞. Since all p-norms coincide if n = 1, we simply write B 1 and B * 1 and do not specify an explicit p and q.
Theorem 1.1 (Lower bounds). The minimax regret of switching-constrained online linear optimization satisfies the following lower bounds:
2K (Proposition 5.2). We prove part (a) in Proposition 4.1, part (b) in Proposition 5.1 and Proposition 6.3, and part (c) in Proposition 5.2, using only linear functions on the part of the adversary. Combining the one-dimensional and higher-dimensional results in Theorem 1.1, we conclude that the minimax regret of switching-constrained OCO is lower bounded by Ω( T √ K ). We also prove upper bounds to match these lower bounds in the following theorem.
Theorem 1.2 (Upper bounds). If D is a convex and compact set and F is the family of differentiable convex functions defined on D with uniformly bounded gradient, we have R OCO (D, F, K, T ) ≤ O( T √ K ). Specifically, the minimax regret of switching-constrained online linear optimization satisfies the following upper bounds:
K (Proposition 6.6). We prove the upper bound for R OCO (D, F, K, T ) in in Proposition 6.1, part (a) in Proposition 6.5, part (b) in Proposition 6.3, and part (c) in Proposition 6.6. By combining the lower bounds of Theorem 1.1 and the upper bounds of Theorem 1.2, the following corollary establishes the minimax rate of switching-constrained OCO in all dimensions.
Corollary 1.3. The minimax regret of T -round OCO with the number of switches less than K is Θ( T √ K ). Moreover, in Proposition 6.1 we prove that this minimax rate (up to a constant) can be attained by a simple mini-batching algorithm for any n [Aro+12].
Remark 1.1 (No-switch and switching-unconstrained special cases). If the player is not allowed to make any switch once she decides on her first action (K = 1), the minimax regret Θ( T √ K ) = Θ(T ) is linear. If the player is allowed to make more than T − 1 switches, it reduces to the usual switchingunconstrained OCO. Our minimax regret Θ( T
Remark 1.2 (No phase transition). This minimax rate is in sharp contrast to the switchingconstrained prediction-from-experts (PFE) problem, the discrete counterpart of switching-constrained OCO. Altschuler and Talwar [AT18] proved a phase transition in switching-constrained PFE with an oblivious adversary, in which the minimax rate exhibits different asymptotic behavior depending on the order of K. In particular, the minimax behavior is divided into high-switching (K = Ω( √ T log n)) and low-switching (K = O( √ T log n)) regimes. The optimal rate is min{Θ( T log n S ), T } in the low-switching regime, while it becomesΘ( √ T log n) in the high-switching regime. Remark 1.4 (Asymptotic tightness). To prove the one-dimensional minimax lower bound in Section 4, we consider a relaxation of the switching-constrained OLO, termed the fugal game, whose minimax regret lower bounds the minimax regret of interest. In Proposition 4.22, it is shown that the minimax regret of the fugal game not only lower bounds the minimax regret of switchingconstrained OLO, but in fact is equal to it asymptotically. (See Proposition 4.22 for the precise sense in which we use "asymptotic".) Thus, the fugal lower bound is a reasonable quantity to study, as it is actually asymptotically tight.
Remark 1.5 (Exceptional one dimension). The result of Theorem 1.1 exhibits a similar phenomenon to that observed by [MA13] in the minimax behavior of the original OCO without a switching constraint. McMahan and Abernethy [MA13] noted that the one-dimensional minimax value is approximately 0.8 √ T while that of the L 2 game (where both the player and the adversary select from the n-dimensional Euclidean ball) in higher dimensions (n > 2) is exactly √ T . In a switching-constrained OLO game, if the dimension is greater than 1, part (b) of Theorem 1.1 and part (b) of Theorem 1.2 show that the minimax regret is asymptotically T We now move to the bandit feedback setting, and first show that the OCO-adaptive adversary is no longer appropriate, even without a switching constraint, by the following result of independent interest.
Theorem 1.4. The minimax regret of bandit linear optimization (BLO) against an OCO-adaptive adversary is Θ( √ T ) when n = 1, and Ω(T ) for n > 1.
We prove Theorem 1.4 in Proposition 7.1 and Proposition 7.2. As a result of this theorem, the OCO-adaptive adversary is inappropriate for BCO when n > 2. However, non-trivial results are possible for BCO against a BCO -adaptive adversary (see Section 2), and we show in Theorem 1.5 that non-trivial regret bounds are also possible against a BCO-adaptive adversary in switchingconstrained BCO.
Remark 1.6 (Once again, exceptional one dimension). As before, the minimax rate differs between one and higher dimensions, this time for ordinary BLO against an OCO-adaptive adversary. Not only is the minimax regret linear for higher dimensions and sublinear in one dimension, but in fact when n = 1, the choice of adversary does not affect the minimax rate. This is in contrast to higher dimensions, which require the weaker BCO-adaptive adversary to obtain sublinear regret. It is also in contrast to the one-dimensional O(T ) lower bound of Agarwal et al. [Aga+10] for BCO 7 . (rather than BLO) against an OCO-adaptive adversary. In dimension n > 2, the OCO-adaptive adversary can force linear regret whether or not the functions must be linear; in dimension n = 1, however, the choice of adversary is irrelevant to the minimax rate of BLO but not BCO.
In light of Theorem 1.4, we consider the BCO-adaptive rather than the OCO-adaptive adversary for switching-constrained BCO. Given this appropriately weakened adversary, we then obtain the minimax rate of switching-constrained bandit convex optimization (BCO) via a similar upper bound to that of OCO, supplemented with a novel lower bound for BLO (which extends to BCO, as linear functions are a special case of convex functions).
Theorem 1.5. For n ≥ 3, the minimax regret of switching-constrained bandit linear optimization against a BCO-adaptive adversary satisfies R BCO (B n 2 , B * n 2 , K, T ) ≥ T −1 √ K . We prove this theorem in Proposition 8.1. As a result, the minimax regret of unconstrained BCO is lower bounded byÕ( T √ K ) for dimension n > 2. By applying the exact same mini-batching argument of Proposition 6.1 with the bandit algorithm of Bubeck et al. [Bub+17] , we immediately obtain the following upper bound on the minimax rate of switching-constrained BCO. This upper bound holds for arbitrary dimension, and matches the lower bound of Theorem 1.5 up to a logarithmic factor in the number of switches.
Theorem 1.6. For any n, the minimax regret of switching-constrained bandit convex optimization against a BCO-adaptive adversary satisfies
. Combining the previous two theorems immediately yields the following corollary, establishing the minimax regret of switching-constrained BCO against a BCO-adaptive adversary up to a logarithmic factor. Corollary 1.7. If the dimension n is at least three, the minimax regret of T-round BCO with number of switches less than K isΘ( T √ K ).
Our Techniques
Our minimax analysis for the one-dimensional game (OCO) is through what we call fugal games. In a fugal game, the adversary is weakened by being constrained to adhere to the player's switching pattern, and to only select from −1 and 1. Furthermore, the horizon T and the interval between consecutive switches are allowed to take non-negative real values; one way of interpreting this is that we allow the player to switch in the "middle" of a round, provided they still respect the switching budget overall and play for a total of T complete rounds. Note that, because the adversary is forced to maintain the same action until the player switches, allowing non-negative real-valued interval between consecutive switches only strengthens the player. The minimax value of fugal games thus provides a lower bound for the minimax value of the switching-constrained OCO. We provide additional details and motivation for the term "fugal game" in Section 4.
We solve the minimax behavior of fugal games by studying a generalization of the minimax regret function with an initial bias. This generalization is called a fugal function. We first derive the recursive relation of the fugal function and then show that the fugal function is at least the absolute value of the initial bias. To average out the influence of T , we define the normalized minimax regret and show that it is indeed independent of T . The normalized minimax regret inherits a recursive relation from the fugal function. However, it is mathematically challenging to solve the exact values of the normalized minimax regret. In light of this, we consider an alternative quadratic lower bound whose recursive relation can be solved in closed form, although significant technical effort is required. This constitutes the most computationally "hardcore" section of this paper. Our minimax analysis for the one-dimensional game follows immediately from the quadratic lower bound.
For higher dimensional switching-constrained OCO, the lower bound can be attained by an adversary who also follows the switching pattern of the player. However, the difference between one dimension and higher dimensions is that the orthogonal trick introduced by [Abe+08] works in higher dimensions but fails in one dimension.
Related Work
The general framework of online convex optimization (OCO) and online gradient descent were first introduced by [Zin03]. Abernethy et al. [Abe+08] showed that the minimax regret of OCO against a strong adversary is Θ( √ T ). Abernethy et al. [Abe+09] provided a geometric interpretation for the optimal regret and demonstrated that it can be viewed as the Jensen gap of a concave functional. McMahan and Abernethy [MA13] studied the minimax behavior of unconstrained online linear optimization.
Bandit convex optimization (BCO) was introduced by [Fla+05]. Bubeck et al. [Bub+15] presented a non-constructive analysis and proved that the minimax regret of one-dimensional BCO is Θ( √ T ). Here, the adversary was allowed knowledge of the player's randomized strategy, but not her exact actions on a round-by-round basis. However, Hazan and Li [HL16] proposed an algorithm that attained the same minimax regretΘ( √ T ) for BCO even with a BCO-adaptive adversary. The dimensionality dependence and runtime were later improved using kernel-based methods [Bub+17] .
There is a substantial body of literature for switching-constrained and switching-cost online learning in the discrete settings, multi-armed bandit and prediction from experts. Here, Cover's impossibility result indicates that no algorithm can achieve sublinear worst-case regret against a fully omnipotent adversary, i.e., an adversary who can tailor their choice of loss function to the player's exact action round-by-round [Cov65] . Thus, the adversary is always oblivious: they must choose their exact sequence of loss functions before observing the player's round-by-round actions. Assuming potentially unbounded loss per round, Cesa-Bianchi et al. [CB+13] first showed that the minimax optimal rate of the Prediction From Experts (PFE) and adversarial Multi-Armed Bandits (MAB) problem with switching costs is Θ( √ T ) andΘ(T 2/3 ), respectively. Dekel et al. [Dek+14] proved that the minimax regret of MAB with a unit switch cost in the standard setup (losses are bounded in [0, 1]) isΘ(T 2/3 ). Devroye et al. [Dev+13] proposed a PFE algorithm whose expected regret and expected number of switches are both O( √ T log n), where n is the size of the action set. Altschuler and Talwar [AT18] showed that there is a phase transition, with respect to K, in switching-constrained PFE. If the maximum number of switches K is O( √ T log n) (low-switching regime), the optimal rate is min{Θ( T log n K ), T }. If K is Ω( √ T log n) (high-switching regime), the optimal rate isΘ( √ T log n). Once at least √ T log n switches are permitted, the minimax regret surprisingly is not improved at all by allowing even more switches. In contrast to PFE, as we show in this paper, switching-constrained MAB exhibits no phase transition and the minimax rate is min{Θ( T √ n √ K ), T }. The switching-related literature for the continuous OCO setting is less uniform in its conventions. Few works have considered the precise switching-constrained formulation we follow here. Most directly comparable to our setting is the recent paper by Jaghargh et al. [Jag+19] , which proposed a Poisson process-based OCO algorithm against an omnipotent adversary, who can respond at each round based on the player's complete history and most recent action. The algorithm's ex-
may be set to any value provided that E[K] = Ω( √ T ). This is subtly different from both the switching-cost and switching-constrained setting, as the number of switches is guaranteed only in expectation. The expected regret, as a function of consistency, is suboptimal relative to the switching-constrained minimax rate we prove and achieve in this work.
Switching-cost OCO is particular intertwined with literature on learning with memory. In learning with memory, the loss function for each round depends on not only the most recently played action, but also the M most recent actions. Switching-cost OCO can be viewed as a special case of learning with memory, in which M = 1 and the loss functions are g(
introduced the concept of learning with memory, and used a blocking technique to achieve O(T 2/3 ) policy regret (a modification of standard regret for adaptive adversaries) and O(T 1/3 ) switches against an adaptive adversary. Arora et al. [Aro+12] then formally clarified and expanded the notion of policy regret for learning with memory, and presented a generalized mini-batching technique -applied here to achieve the matching upper bound -for online bandit learning against an adaptive adversary, converting arbitrary low regret algorithms to low policy regret algorithms.
Metrical task systems is another broad area that overlaps switching-cost OCO, in which the goal is to minimize both movement and cost per round. However, it fundamentally departs from OCO in that the adversary reveals the loss function first in each round, and that success is measured by competitive ratio rather than regret. Andrew et al. [And+13] considered OCO with a seminorm switching penalty added to the regret, and bridged these two modes by demonstrating that no algorithm can simultaneously achieve both sublinear regret and constant competitive ratio. Along the way, they also showed that gradient descent achieves O( √ T ) regret, even with added seminorm switching costs. (Note, however, that a binary penalization for switching is not a seminorm.)
We here mention assorted results in switching-cost or switching-constrained OCO, although they differ significantly in conventions. Instead of a binary penalization for switching per round, Li et al. [Li+18b] added a quadratic switching cost to the regret,
However, they allowed the player some clairvoyance about future loss functions in the form of a fixed "lookahead" window. This is a fundamentally different online learning paradigm, with an adversary that clearly cannot be fully omnipotent, and thus considers a modified "dynamic" regret (rather than the "static" regret we study here). Badiei et al. [Bad+15] similarly considered a non-binary switching penalization and a finite lookahead window, but instead assumed a hard constraint on the total l 1 distance between the player's consecutive actions. They evaluated performance in terms of the competitive ratio in the tradition of metrical task systems, rather than either dynamic or static regret. Gofer [Gof14] demonstrated that for OCO with linear objectives and any normed switching cost, no algorithm can achieve bounded regret against every loss sequence with a finite quadratic variation. Anava et al. [Ana+15] presented algorithms for OCO with memory against an oblivious adversary, achievingÕ(T 1/2 ) regret andÕ(T 1/2 ) binary switching cost. This result demonstrated that restricting the adversary can lead to regret-switching dependencies stronger than we prove are optimal against an adaptive adversary.
Preliminaries
Throughout this paper, we denote the p-norm by · p . If x and y are two vectors living in R n , we write x · y for their inner product. If x i is a vector, let x i,j denote its j-th coordinate. Let 1[·] denote the indicator function whose value is 1 if the statement inside the brackets holds and is 0 otherwise.
In the special case of switching-constrained online convex optimization that we focus on, the regret is given by
We use the abbreviations OLO for online linear optimization, OCO for online convex optimization, BLO for bandit linear optimization, and BCO for bandit convex optimization, and the OCO-adaptive and BCO-adaptive adversaries are as defined in Section 1.
Moving and Stationary Rounds
We call the first round and every round in which the player chooses a new point a moving round. Formally the i-th round is a moving round if i = 1 or x i = x i−1 . We call every round in which the player sticks to her previous point a stationary round.
Lower Bound for One-Dimensional Switching-Constrained OCO
In this section, we will show the T √ 2K lower bound for the minimax regret of the one-dimensional game.
The proof of Proposition 4.1 can be found in Section 4.7. However, the proof relies on results in all preceding subsections.
Lower-bounding the minimax regret for the one-dimensional case is significantly more involved than for higher dimensions. To aid in the recursive analysis to come, we generalize the minimax regret slightly by introducing an initial bias. Formally, the minimax regret with T rounds, a maximum number of k switches, and an initial bias Z is defined by
We motivate the initial bias Z as follows. When the adversary tries to maximize regret in any given round, her choice is determined by the tradeoff between maximizing the first term and maximizing the second term above. To focus wholly on the first term, the adversary could specifically penalize the player's last action by playing w t = sign(x t ). To focus wholly on the second term, the adversary could instead amplify the term within the absolute value by playing w t = sign( t−1 i=1 w i ). At each round, the adversary chooses a value to optimize this tradeoff given the results of previous rounds. When setting up recursive relations between R k and R k+1 , the first term decouples neatly by round, but the second term does not. Thus, an initial bias term is necessary for deriving a recursive relation, as a sort of state that is passed between R k 's.
Lower Bound via Fugal Games
We will lower bound the minimax regret of online convex optimization by that of what we call a fugal game. At the exposition of a fugue, one voice begins by introducing a particular melodic theme. Afterward, a new voice repeats the same melody for the same duration, but transposed to a new key. This may repeat multiple times as subsequent voices alternate between the introduction of a new melody (sometimes termed the "question"), and its transposed repetition (the "answer"). In the original switching-constrained OCO framework, the adversary is under no obligation to repeat her loss function for the same number of rounds as the player sticks to the same action. However, if we restrict the adversary to copy the switching pattern of the player, their interaction becomes reminiscent of a fugal exposition. The player begins by choosing a duration (M i ) and a key (x i ) for her melody; the adversary necessarily responds for the same duration (M i ) at a new pitch (f i ), and this repeats until all K question-and-answer pairs are done. Thus, we call this relaxation of OCO the fugal game.
Compared to the vanilla switching-constrained game with an initial bias, in a fugal game, we weaken the adversary by forcing her to choose from {−1, 1} and maintain her previous choice at every stationary round until the next moving round. In addition, we empower the player by allowing M i to take non-negative real values, not just integers.
Formally, we define the minimax regret of a fugal game with T rounds (T ∈ R ≥0 ), a maximum number of k − 1 switches, and an initial bias Z by
where M i is the length between two moving rounds, and we have relaxed M i by allowing it to take any non-negative real values. The function r k (T, Z) is a fugal function.
The minimax regret in a fugal game gives a lower bound for the minimax regret of interest. 8 In other words, it holds that r k (T, Z) ≤ R k (T, Z) if T is a natural number. Furthermore, whenever it is the player's turn to play, she must optimize over not only the action, but also the optimal length of time to maintain that action to minimize her ultimate regret. As a result of this basic intuition, the function r k (T, Z) satisfies the following recurrence relation for all k ≥ 1
(3)
Absolute Value Bounds for Fugal Games
In this subsection, we derive basic properties of the fugal functions. Lemma 4.2 shows that the function r k (T, Z) is at least |Z| for all Z ∈ R and that the inequality is tight if |Z| ≥ T . Proof. To prove part (a), it suffices to design an adversary's strategy that satisfies this lower bound. Suppose that the adversary always plays sign(Z), or 1 if
When Z = 0, the expression above is clearly at least −T + T = 0 = |Z|. Therefore the lower bound r k (T, Z) ≥ |Z| holds.
To prove part (b), we will show that r
Since we are certain of the sign of the expression inside the absolute value, we remove the absolute value and obtain
The above expression equals Z if the player always plays −1. Therefore, if Z ≥ T , we obtain
Again, the above expression equals −Z if the player always plays 1. Therefore, if Z ≤ −T , we get r k (T, Z) ≤ −Z = |Z|. In both cases, we show that r k (T, Z) ≤ |Z|, which completes the proof.
Extraspherical Minimax Regret
Recall that in (3), the minimum is taken over all t between 0 and T . Let us consider a subset of
Proof. Let us first expand the maximum operator
As the first step, we study the situation where w = 1.
The second case is impossible since it is equivalent to Z ≤ −T (recall our assumption that |Z| < T ). The first case is equivalent to t ≥ (T − Z)/2. Therefore the range of t over which the minimum is taken is T −Z 2 ≤ t ≤ T . The expression of which we take the infimum becomes
where (a) is due to Lemma 4.2 by recalling |Z + t| ≥ T − t. In this way, since 1 + x ≥ 0, we obtain a cleaner expression for the innermost infimum in the case w = 1 inf 0≤t≤T
The second step is to study the situation where w = −1.
The first case is impossible as it is equivalent to z ≥ 1. The second case is equivalent to t ≥ (T + Z)/2. Therefore the range of t over which the minimum is taken becomes
The expression of which we take the infimum becomes
where we use Lemma 4.2 again in the first equality. Since 1 − x ≥ 0, we obtain a similar clean expression for the innermost infimum in the case
Therefore, the extraspherical minimax can be lower bounded as follows
The first term in the max is greater than the second term if and only if T x > −Z. Therefore, the infimum is attained at x = −Z/T and the extraspherical minimax equals
as promised.
Corollary 4.4. If |Z| < T , the following recursive relation holds
(4)
Note that if |Z +tw| < T −t, it excludes the possibility of T −t = 0. Because T −t > |Z +tw| ≥ 0. We define the normalized regret
for T > 0 (In the rest of this subsection, we assume |z| < 1). Plugging this definition into (4) yields
and thereby −1 < z ′ ≤ z. Combining these two cases, we obtain that |z ′ | < 1 and
where (a) is because we multiply the numerator and denominator by w and use the fact that w = ±1. Therefore, we obtain the following corollary.
Corollary 4.5. If |z| < 1, the following recursive relation holds
Remark 4.1. Since both z and z ′ resides in the open interval (−1, 1) and w is either −1 or 1, the quantity w+z w+z ′ is always positive.
Normalized Minimax Regret
To derive a closed-form lower bound for u k (z), we study the boundary condition when k = 1.
Lemma 4.6 (Boundary condition for r 1 ). The boundary condition of r k (T, Z) when k = 1 is given by
Proof. It can be computed directly as below
We can expand the innermost maximum, which is minimized at x = |z−1|−|z+1| 2 , as follows
Thus, r 1 (T, Z) = |Z−T |+|Z+T | 2 as claimed.
Corollary 4.7 (Boundary condition for u ′ 1 ). If |z| < 1, we have Proof. If |z| ≥ 1, Lemma 4.2 implies that u ′ k (T, z) = 1 T r k (T, T z) = |T z| T = |z|, and thereby we define u k (z) = |z| for |z| ≥ 1.
If |z| < 1, we will prove this lemma by induction on k. If we define u 1 (z) = 1, Corollary 4.7 shows that u ′ 1 (T, z) = u 1 (z). Now we assume that u ′ i (T, z) = u i (z) holds for i ≥ 1. By Corollary 4.5, we have
Note that the rightmost side does not depend on T . If we define u i+1 (z) by the rightmost side of the above equation, we have u ′ i+1 (T, z) = u i+1 (z). The proof is completed.
The function that plays a central role in our minimax analysis is the function u k (z) given in Lemma 4.8. We call it the normalized minimax regret function. By Lemma 4.2, Corollary 4.5 and Lemma 4.8, we have an immediate corollary. 
Lemma 4.10 (Boundary condition for u 2 ). If |z| < 1, we have
Proof. Plugging k = 1 and u 1 (z) = 1 for |z| < 1 into (6) gives
. Differentiating this function yields
Since w = ±1, |x| ≤ 1 and |z| < 1, we have wz + 1 > 0 and that the sign of df dz is the same as − sign(w), or 0 if w = x. Therefore, the function is non-decreasing if w = −1 and is non-increasing if w = 1. The innermost infimum is attained as z ′ → w. As a result, we deduce
The outermost infimum is attained when
Therefore u 2 (z) also equals z 2 +1 2 .
Lemma 4.11 (Monotonicity in k). The sequence of functions u k (z) is non-increasing pointwise on (−1, 1), i.e., u k+1 (z) ≤ u k (z) for |z| < 1.
Proof. By the definition of r k in (2), we see that a player's strategy with k switches can be viewed as a strategy with k + 1 switches. Therefore, we have r k+1 (T, z) ≤ r k (T, z) and therefore u k+1
Combining Lemma 4.10 and Lemma 4.11 implies the following corollary immediately.
Corollary 4.12. For all k ≥ 2 and |z| < 1, u k (z) ≤ z 2 +1 2 . Lemma 4.13 improves the recursive relation in Corollary 4.9 by removing the operation of taking the minimum with z 2 +1 2 . In fact, Lemma 4.13 and Corollary 4.9 are mathematically equivalent since we will show that the first term in the minimum operator in (6) is always less than or equal to the second term z 2 +1 2 .
Lemma 4.13 (Improved recursive relation of u k ). For all k ≥ 1 and |z| < 1, u k (z) obeys the recursive relation
Proof. If k = 1, the desired equation holds due to Lemma 4.10. If k ≥ 2, Corollary 4.12 shows
By Corollary 4.9, we deduce
Fugal Operator and Quadratic Lower Bound
The recursive relation in Lemma 4.13 relates two consecutive u k 's. In light of this recursive relation, we define the fugal operator that sends u k to u k+1 . The fugal operator T :
Remark 4.2. Using this notation, Lemma 4.13 can be re-written in a more compact way 
. This is because 1 + wz ≥ 0 holds for any w = ±1 and |z| ≤ 1, and 1 + z ′ w > 0 holds for any w = ±1 and |z ′ | < 1. As a result, we have (T f )(z) ≥ (T g)(z) for all z ∈ [−1, 1].
Before deriving a lower bound for u k , we study the action of the fugal operator on quadratic lower bound functions. Remark 4.5. If i = 1, 2, the quadratic lower bound functions agree with the normalized minimax regret functions, i.e., a 1 (z) = u 1 (z) = 1 and a 2 (z) = u 2 (z) = z 2 +1 2 .
We will show later in Lemma 4.20 that the quadratic lower bound functions provide indeed a lower bound for u k 's, i.e., a i (z) ≤ u i (z). This result will be proved in two steps. The first step is to obtain the closed-form expression of T a i (Proposition 4.14) and the second step is to show that the fugal operator interlaces a i , in other words, T a i ≥ a i+1 (Lemma 4.19). Then we can argue that u i+1 = T u i ≥ T a i ≥ a i+1 , provided that u i ≥ a i , where the first inequality is due to the monotonicity of the fugal operator and the second inequality is because the fugal operator interlaces a i . Therefore a i ≤ u i for all i can be obtained by induction.
Proposition 4.14 (Fugal operator on quadratic lower bound functions). If i ≥ 2, it holds that
Before presenting the proof of Proposition 4.14, we need several lemmas.
Lemma 4.15. If i ≥ 2 and we define
the following equation holds
Proof. Recalling the definition of the fugal operator gives
We observe that if |z ′ | < 1, the following equations hold
Therefore, we simplify the innermost infima
We define two functions f
First, we assume |z ′ | < 2/i. Differentiating f + gives
The fact that |x| ≤ 1 implies 1
In other words, df
As a result, z + ≥ − 2 i . Since
we obtain the upper bound z + ≤ 2/i, where the second inequality uses the assumption i ≥ 2. Thus we are certain that |z + | ≤ 2/i.
which is non-increasing in z ′ . It follows that f + is non-increasing on (−1, z + ) and non-decreasing on (z + , 1). Therefore we can solve the infimum
Setting the derivative greater than 0 yields
The right-hand side is at least 1 + 2 i − 2 2 i = (1 − 2/i) 2 ≥ 0. Since the right-hand side is non-negative and z < 1, we have
It follows that f − is non-increasing on (−1, z − ) and non-decreasing on (z − , 1). Thus we solve the other infimum
The equation (8) is thereby obtained by combining our results regarding the two infima. Proof. We compute the difference of z + and z −
The left-hand side equals
where the last inequality is because i ≥ 2 and thus 1 − 2 i ≥ 0. Therefore we establish z + ≥ z − . Their inverses are
respectively. Both inverse functions are strictly decreasing. Using the relation z + (x) + z − (−x) = 0, since max{−z, z + (−x)} = max{−z, −z − (x)} = − min{z, z − (x)} and a i is an even function, we have
If z ≥ z + , we have z ′ = z and g + (x, z) = a i (z). In this case, g + is a constant function with respect to x. If z < z + , we have z ′ = z + and g + (x, z) =
which, in turn, implies
). Furthermore, we verify that g + (−1, z) = z and g + (1, z) = a i (z).
In light of the relation (9), we derive the property of g − . The function g − (x, z) is strictly decreasing if −z < z + (−x), or equivalently, z > z − (x) (i.e., x > z −1 − (z)). It stays at a i (z) if z ≤ z − (x) (i.e., x ≤ z −1 − (z)). Furthermore, we have g − (−1, z) = g + (1, −z) = a i (z) and g − (1, z) = g + (−1, −z) = −z.
Let h z (x) g + (x, z) − g − (x, z) be the difference of these two functions. Since g + is nondecreasing in x and g − is non-increasing in x, the function h z is non-decreasing in x. Then we check the value of h z at x = −1 and x = 1. We have h z (−1) = g + (−1, z) − g − (−1, z) = z − a i (z) and h z (1) = g + (1, z) − g − (1, z) = a i (z) + z. Their product is h z (−1)h z (1) = z 2 − a 2 i (z), which is non-positive because |z| ≤ a i (z). The continuity of h z implies the existence of a zero on [−1, 1]. Next, we will show the uniqueness of the zero. Since g + is strictly increasing with respect to x at the initial stage when x < z −1 + (z) and stays constant when x ≥ z −1 + (z), and g − is constant with respect to x at the initial stage when x ≤ z −1 − (z) and strictly decreases when x > z −1 − (z), the only possibility of having more than one zero is that z −1 − (z) > z −1 + (z) and that the set R = [z −1 + (z), z −1 − (z)] ∩ [−1, 1] contains more than one point. The inequality z −1 − (z) > z −1 + (z) is equivalent to |z| > 2/i. A necessary condition for the set R containing more than one point is that both z −1 − (z) > −1 and z −1 + (z) < 1 holds. If i = 2, |z| > 2/i = 1 will never happen. If i > 2, the expression z −1 − (z) > −1 is equivalent to −1 ≤ z < 2 i while the expression z −1 + (z) < 1 is equivalent to − 2 i < z ≤ 1. However, the three inequalities |z| > 2/i, −1 ≤ z < 2 i , and − 2 i < z ≤ 1 cannot be satisfied simultaneously. Therefore, we show that h z (x) has a unique zero on [−1, 1]. Let x 0 (z) denote the unique zero, which is a function of z. By its definition, the two functions g + and g − are equal at x = x 0 . Since h z is non-decreasing with respect to x and x 0 is the unique zero, we know that g + (x) > g − (x) if x > x 0 and g + (x) < g ( x) if x < x 0 . Therefore, by Lemma 4.15, (T a i )(z) equals
We are now ready to prove Proposition 4.14.
Proof of Proposition 4.14. In light of Lemma 4.17, we compute the closed-form expression of T a i by verifying that
is the unique zero of h z (x). We consider two cases |z| ≤ 2/i and |z| > 2/i.
Case 1: |z| > 2/i. Let us begin with the case where |z| > 2/i. In this case, x 0 (z) = − sign(z) and it is indeed on [−1, 1]. We further divide this case into two sub-cases where z > 2/i and z < − 2/i, respectively.
Case 1.1: z > 2/i. If z > 2/i, and since |z + | ≤ 2/i, we know that z > z + and max{z, z + } = z. In this sub-case, we have x 0 = −1 and
Since |z − | ≤ 2/i and z > z − , we have min{z, z − } = z − . Therefore, we can compute
Case 1.2: z < − 2/i. In the second sub-case, we assume that z < − 2/i. In this sub-case, we have x 0 = 1, max{z, z + } = z + = − 2/i, and min{z, z − } = z. The function g + (x 0 , z) equals
where the function g − (x 0 , z) equals
Therefore, x 0 = − sign(z) is indeed the root when |z| > 2/i. Combining these two sub-cases, we deduce that if |z| > 2/i, (T a i )(z) = |z| .
Case 2: |z| ≤ 2/i. The case that needs more work is |z| ≤ 2/i. In this case, the root function is
. First, let us check that x 0 (z) resides on [−1, 1]. Since |z| ≤ 2/i, it holds that (z 2 − 1)(iz 2 − 2) ≥ 0. Expanding it and re-arranging the terms yields z 2 (i + 2 − iz 2 ) ≤ 2 and therefore |x 0 (z)| ≤ 1.
We claim z −1 − (z) ≤ x 0 (z) ≤ z −1 + (z). Notice the following factorization
The first term √ −iz 2 + i + 2 − √ i is a decreasing function with respect to z 2 . Since z 2 ≤ 2/i, the first term is non-negative. Let s(z)
If z ≥ 0, we see that s ′ (z) < 0. Since i ≥ 2, it holds that 2/i ≤ 4(1 + 2/i)/5. In light of the assumption z 2 ≤ 2/i, we get z 2 ≤ 4(1 + 2/i)/5. Re-arranging the terms gives z 2 ≤ 4(1 + 2/i − z 2 ). If z < 0, taking the square root of both sides yields −z ≤ 2 1 + 2/i − z 2 . Re-arranging the terms again proves that if z < 0, s ′ (z) ≤ 0. Since s(z) is a continuous function, we show that s is a non-increasing function on [− 2/i, 2/i] and that for any
. Notice the following factorization
We observe that z −1
In what follows, we compute the exact values of z + (x 0 (z)) and z − (x 0 (z)). We first compute z + (x 0 (z)) z + (x 0 (z)) = 2z −z 2 + 1 + 2 i
The last equality is because −z 2 + 1 + 2 i +z ≥ 0. To see this, we define s 1 (z)
≤ 0. Therefore, for any z ∈ [− 2/i, 2/i], its derivative satisfies s ′ 1 (z) ≥ s ′ 1 ( 2/i) = 1 − 2/i ≥ 0. As a result, for any z ∈ [− 2/i, 2/i], s 1 (z) ≥ s 1 (− 2/i) = 1 − 2/i ≥ 0. On the other hand, we compute z − (x 0 (z))
The last inequality is because −z 2 + 1 + 2 i − z = s 1 (−z) ≥ 0. Now, let us compute g + (x 0 (z), z) and g − (x 0 (z), z). Since max{z, z + (x 0 )} = z + (x 0 ) and a i (z + ) = √ i/2z 2 + + √ 2/i 2 (this is because |z + | ≤ 2/i), plugging z + (x 0 (z)) into the definition of g + (x 0 (z), z) yields
. Plugging it into (11), we obtain
Note that the result remains invariant no matter whether we plug in z =
. We plug in the definition of A and express g + (x 0 (z), z) in terms of z again
which equals g + (x 0 (z), z). Therefore, we conclude that if |z| ≤ 2/i,
Combining (8), (10) and (13), we establish
Exact Values of Normalized Minimax Regret
Recall that u 2 (z) = a 2 (z). Proposition 4.14 implies
Therefore we have u 1 (0) = 1, u 2 (0) = 1 2 , and u 3 (0) = √ 2 − 1. These exact values imply that the minimax regret of a T -round fugal game is exactly T , T 2 , and ( √ 2 − 1)T if the player is allowed to switch at most 0, 1, and 2 times, respectively. In Proposition 4.18, we compute the exact value of u 4 (0). The complicated form of u 4 (0) suggests that it is highly challenging to find a pattern for the general form of u i (0) and that we should consider lower bounds whose behavior under the action of the fugal operator is more amenable to analysis, as what we will discuss in Section 4.7.
Proposition 4.18. The value of u 4 (0) is given by
Proof. By the definition of the fugal operator, we have
If we define f (x, z ′ )
inf 0≤z ′ <1 f (x, z ′ ), the value of u 4 (0) can be re-written as
Note that f (x, z) is non-decreasing with respect to x provided that z ′ ∈ [0, 1]. Therefore, the function g(x) is non-decreasing in x and the inequality g(x) ≥ g(−x) is equivalent to x ≥ 0. As a result, we deduce that
The derivative of f (0, z ′ ) with respect to z ′ is ∂f (0,z ′ )
Setting this derivative greater than or equal to 0 yields a sextic polynomial p(z ′ ) −z ′6 −4z ′5 −4z ′4 +4z ′3 +10z ′2 +4z ′ −2 ≥ 0. By Descartes' rule of signs, this polynomial has two sign differences and thereby has two or zero positive roots. Since p(0) = −2, p(1) = 7 and p(2) = −178, we deduce that there is exactly one root in (0, 1) and (1, 2) respectively. Let z 0 denote the unique root of p(z ′ ) in (0, 1). The function f (0, z ′ ) is decreasing on [0, z 0 ] and increasing on [z 0 , 1]. Thus the desired infimum inf 0≤z ′ <1 f (0, z ′ ) is attained at f (0, z 0 ).
We notice that p(z ′ ) can be factorized in Q( √ 2) as below
Solving the two cubic polynomials with Cardano formula, we obtain the unique root in (0, 1)
Plugging z ′ = z 0 into f (0, z ′ ) yields the desired expression for u 4 (0). Proof. If i = 1, recall that a 1 (z) = 1 and a 2 (z) = u 2 (z) = z 2 +1 2 . Lemma 4.10 implies a 2 (z) = (T a 1 )(z) and therefore the promised inequality holds. In the sequel, we assume that i ≥ 2. In Proposition 4.14, we show that for i ≥ 2,
Interlacing Quadratic Lower Bound Functions
If |z| > 2 i , we have (T a i )(z) = a i+1 (z). If 2 i+1 ≤ |z| ≤ 2 i , we need to show that
Note that in this case, l(z) (T a i )(z) − |z| is an even function. Therefore it suffices to show the inequality for 2 i+1 ≤ z ≤ 2 i . For any y ∈ [0, 1] and i ≥ 2, the following inequality holds
Since i 2 z ∈ [0, 1], setting y = i 2 z in the above inequality gives
Re-arranging the terms, we get
This implies that l(z) is non-increasing if z ≤ 2 i . Therefore, for any
Since in this case the function (T a i )(z) − a i+1 (z) is an even function with respect to z, we assume
is a concave function with respect to z 2 (note that 1 + 2 i − z 2 is concave with respect to z 2 and that the remaining terms are linear in z 2 ), it is sufficient to check its non-negativity when z 2 = 0 and z 2 = 2 i+1 (i.e., when z = 0 and z = 2 i+1 ). Recall that we have shown that (T a i )(z)−a i+1 (z) ≥ 0 holds for any 2 i+1 ≤ z ≤ 2 i . It remains to check the non-negativity of (T a i )(0) − a i+1 (0). We have (
). The concavity of the square root function implies
and the non-negativity of (T a i )(0) − a i+1 (0). We conclude that (T a i )(z) ≥ a i+1 (z) in all three cases.
Lemma 4.20 shows that the quadratic lower bound functions indeed provide a lower bound for u k (z).
Lemma 4.20 (Quadratic lower bound). For all k ≥ 1 and |z| < 1, it holds that a k (z) ≤ u k (z).
Proof. If k = 1, the claim holds by recalling u k (z) = 1 on (−1, 1), as shown in Corollary 4.7. If k = 2, we have a 2 (z) = z 2 +1 2 ≤ u 2 (z) by Lemma 4.10, as promised. For k > 2, we will show the desired inequality by induction. Assume that a i (z) ≤ u i (z) for some i ≥ 2. We will show that a i+1 (z) ≤ u i+1 (z). Since a i (z) ≤ u i (z), by Lemma 4.13, we deduce
where (a) is due to Lemma 4.19. By induction, we know that a k (z) ≤ u k (z) holds for all k ≥ 1 and |z| < 1.
We are in a position to prove the minimax lower bound for the one-dimensional game.
Proof of Proposition 4.1. By Lemma 4.20, plugging z = 0 into u K (z) ≥ a K (z) shows that the normalized minimax regret without initial bias u K (0) ≥ a K (0) = 1 √ 2K . Recall that u K (0) = 1 T r K (T, 0) for all T > 0, where r K (T, 0) is the minimax regret with T rounds, a maximum number of K switches, and without initial bias. Therefore, we have 1 T r K (T, 0) ≥ 1 √ 2K , which implies that R K (T, 0) ≥ T √ 2K (because the minimax regret of switching-constrained online convex optimization is lower bounded by the minimax regret of a fugal game).
Tightness of Lower Bound
In the following two propositions, we validate the one-dimensional lower bound of the previous section in two senses. First, in Proposition 4.21 we show that the constant in Proposition 4.1 cannot be increased for arbitrary K and T . In particular, we demonstrate that when K = 2, the player has a simple strategy -playing 0 in the first half of the rounds, and an appropriately chosen constant in the second half -to guarantee regret no greater than ⌈T /2⌉. Proof. We will show that the lower bound is tight when K = 2 by proving the upper bound R OCO (B 1 , B * 1 , 2, T ) ≤ ⌈T /2⌉. Recall that if K = 2, the lower bound T √ 2K is T /2. To prove the upper bound, we consider the following player's strategy. First, we assume that T is an even number and we will address the situation where T is odd later. The player plays 0 in the first half of the rounds. Let W 1 be the sum of numbers that the adversary plays in the first half of the rounds and W 2 be the sum in the second half. In other words, W 1 = T /2 t=1 w t and W 2 = T t=T /2+1 w t . In the second half of the rounds, the player plays − W 1 T /2 . Since |W 1 | ≤ T /2, the player's choice − W 1 T /2 lies in [−1, 1]. The regret is equal to
where the inequality is because 1 + 2W 1 T ≥ 0 and W 2 ≥ − T 2 . Therefore, the regret is at most T 2 . If T is odd, the player plays 0 at the first round and the number of remaining rounds is T − 1, which is even. The player then uses the previous strategy for an even T . In other words, the player plays 0 from the first round to the T +1 2 -th round and plays − (T +1)/2 t=2 wt (T −1)/2 at all remaining rounds. The regret differs from the regret in the (T − 1)-round game by at most 1. Therefore, the regret is upper bounded by T −1 2 + 1 = T +1 2 = ⌈ T 2 ⌉. The previous proposition demonstrated that the constant 1 √ 2 could not be improved when K = 2, and thus could not be increased for an arbitrary K. In the next proposition, we show that our previous analysis of the fugal game was "tight" in a separate, asymptotic sense. When K = o(T ), the minimax regret of the fugal game relaxation is asymptotically (in T ) equal to that of the original, switching-constrained OCO formulation. To understand the implication of this result, recall that the fugal game departed from the original game in two key ways. First, the player was permitted to choose non-discrete block lengths, M i ≥ 0, rather than only integral M i . It is perhaps unsurprising that, as T grows large, this restriction does not make a difference: intuitively, one can approximate M i T , where M i is non-integral and T is small, arbitrarily well byM ĩ T , whereM i is integral but both it andT are large. However, the fugal game also required the adversary to copy the player's switching pattern, and to play only ±1. It may be surprising that the combination of these various restrictions has no affect on the minimax rate, asymptotically.
To prove the result, we present a reduction which converts the player's optimal algorithm in achieving the fugal minimax rate, to an algorithm (Algorithm 1) for ordinary, switching-constrained OCO. The regret of this algorithm against an optimal adversary necessarily upper bounds the constrained OCO minimax rate by Section 4. Intuitively, the player simulates a fugal game based on the real game, and chooses actions based on the simulated game. The player's strategy in Algorithm 1 "translates" in an appropriate manner from the actual game to a simulated fugal game, and proceeds according to the optimal strategy in the simulated game. In particular, she converts from the received, non-integral w i to an internal, stored set of fugal w ′ i ∈ {±1}, representing the closest approximation to a fugal game of the actual game. Once the adversary's cumulative action since the last switch, W t , exceeds (in absolute value) the equivalent quantity in the fugal game, the player switches actions. She consults the fugal strategy as an oracle to pick which action to play, and the game continues. By some algebraic manipulation, we show that the regret of the "simulated" fugal game, and the real game, stay reasonably close. We can thus upper bound the ordinary minimax rate in terms of the fugal minimax rate and an additive term which disappears in the limit of T , obtaining the stated result. Proof. Let 1 = m 1 < m 2 < · · · < m K T denote all moving rounds. For any integer 1 < t ≤ T , let p(t) be the largest integer such that m p(t) < t. Recall the regret of a T -round fugal game with a maximum number of k − 1 switches and no initial bias is given by
be the optimal strategy of the player in the fugal game, where i = 1, . . . , K. We will use this strategy to construct a player' strategy for the switching-constrained OCO, which is presented in Algorithm 1.
First, we claim that K T ≤ K. According to the algorithm, the instruction K t ← K t−1 + 1 is executed when t > 1 and either W t ≥ U p(t) or W t ≤ L p(t) happens. In both cases, we have
. . , w ′ p(t) ) must hold. Note that the above equality is true only if the t-th round is a moving round. Additionally, notice that for any k, K m k = k and p(m k ) = k−1.
Algorithm 1: Player's strategy for switching-constrained OCO derived from fugal games Output: Player's moves x 1 , . . . , x T . 1 for t = 1, . . . , T do 2 Observe w t−1 ;
where the last equality is because for any given sequence w ′ 1 , w ′ 2 , . . . , w ′ K , the sum K k=1 M * k (w ′ 1 , w ′ 2 , . . . , w ′ k ) must be T . Since we assume K T ≥ K + 1, we deduce T ≥ m K T ≥ m K+1 ≥ T + 1, which is a contradiction. Therefore, we establish K T ≤ K.
Since K T ≤ K, for the purpose of analysis, let us modify Line 1 and wait until K t = K + 1. In other words, the algorithm terminates at the T 0 -th round whenever K T 0 = K + 1 happens. We define m K+1 = T 0 . The algorithm continues running even if t > T , provided that K t ≤ K. We define T ′ = T 0 − 1 ≥ T . The T ′ -th round is the last round such that K T ′ = K. Note that in the following calculations, x t and w ′ t refer to the assignments made in Algorithm 1. Since the adversary can always play 0 at the additional rounds (i.e., w T +1 = w T +2 = · · · = w T ′ = 0), we have
For any 1 ≤ i ≤ K, if w ′ i = 1, since |w t | ≤ 1 for all t, we have 0 ≤
Thus the following upper bound holds
where r K is defined in (2) and denotes the minimax regret of a T -round fugal game with a maximum number of K − 1 switches and no initial bias. Recalling Lemma 4.8 yields
Since the fugal game provides a lower bound for R OCO (B 1 , B * 1 , K, T ), it follows that
By assumption, lim T →∞ 2K T = 0. Thus the limit lim T →∞ 1 T R OCO (B 1 , B * 1 , K, T ) exists and equals u K (0).
Lower Bounds for Higher-Dimensional Switching-Constrained OCO
In this section, we present two lower bound results for higher dimensions. We first show that if both the player and the adversary select from the n-dimensional Euclidean ball (n > 2), the minimax regret is at least T √ K . The adversary's strategy that attains this lower bound is that the adversary follows the switching pattern identical to the player's and selects a point based on the orthogonal trick originally introduced in [Abe+08]. In light of (1), the regret R(B n 2 , B * n 2 , K, T ) has two terms,
The high-level idea of the adversary's strategy is to make both terms non-decreasing as she has more rounds. At the i-th round, if it is a moving round of the player, the adversary is able to choose a point x i whose inner products with w i and j<i w j are both non-negative (which is possible in a dimension great than one). If it is a stationary round, the adversary selects her previous point.
Proposition 5.1 (Lower bound for 2-norm and higher dimensions). The minimax regret R OCO (B n 2 , B * n 2 , K, T ) is at least T √ K for all n > 1.
Proof. Let 1 = m 1 < m 2 < · · · < m K denote all moving rounds. For the ease of presentation, we define m K+1 = T + 1. Let M i = m i+1 − m i denote the length between two consecutive moving rounds. Let us consider this adversary's strategy. For any integer 1 ≤ t ≤ T , let π(t) be the unique integer such that m π(t) ≤ t < m π(t)+1 . Additionally, we define W t = 1[t > 1] t j=1 w j . At the t-th round, if t is a moving round, the adversary chooses w t that obeys
(1) w t = 1,
(2) w t · x t ≥ 0, and
Such a vector w t exists provided that the dimension n ≥ 2. In fact, for n > 2, the subspace of R n such that conditions (2) and (3) are tight is of dimension n − 2 ≥ 1 and we may choose w t from this subspace. For n = 2, conditions (2) and (3) each define a closed halfspace of R 2 and thus must have a non-empty intersection. If t is a stationary round, the adversary chooses w m π(t) , i.e., the same vector that she plays at the moving around. Then the regret becomes
where we set x = − W T W T in the last equality. Now let us lower bound W T . According to the choice of w m i , we know that w m i is perpendicular to i−1 j=1 M j w m j . By iterating this relation, we obtain
Proof. By (1), we have
Both terms are decomposable by coordinates as follows: the j th coordinate of
Therefore by Proposition 4.1, we obtain
6 Upper Bound for Switching-Constrained OCO
In this section, we derive upper bounds for switching-constrained OCO to match the lower bounds of Section 4 and Section 5. We begin with a simple algorithm achieving the correct minimax regret, O( T √ K ), for any player's action set D and the function family F that the adversary chooses from. Proposition 6.1. If D is a convex and compact set and F is the family of differentiable convex functions defined on D with uniformly bounded gradient, the minimax regret
First, we claim that the minimax regret R OCO (D, F, K, T ) is a non-decreasing function in T . To see this, consider the situation where we have more rounds. The adversary can play 0 in all additional rounds and this does not decrease the regret. Therefore, we obtain that R OCO (D, F, K, T ) ≤ R OCO (D, F, K, T 1 ), where T 1 = ⌈ T K ⌉K ≥ T . In the sequel, we derive an upper bound for R OCO (D, F, K, T 1 ). To attain the upper bound, we mini-batch the T 1 rounds into K equisized epochs, each having size T 1 K = ⌈ T K ⌉. Let E i denote the set of all rounds that belong to the i-th epoch. We have E i = { T 1 K (i− 1)+ 1, T 1 K (i− 1)+ 2, . . . , T 1 K i}. The epoch loss of the i-th epoch is the average of loss functions in this epoch, i.e.,f i
If we run a minimax optimal algorithm for unconstrained OCO (for example, online gradient descent [Zin03]) on the epoch lossesf 1 , . . . ,f K and obtain the player's action sequencex 1 , . . . ,x K , our strategy is to playx i at all rounds in the i-th epoch. This method was originally discussed in [Aro+12] . Using this mini-batching method, we deduce that the regret is upper bounded by
is the standard upper bound of the regret of a K-round OCO game.
In the next two propositions, we seek a more precise understanding of the exact minimax ratei.e. the constant in front of T √ K -of switching-constrained online linear optimization, beginning with n = 1. In Section 4, Proposition 4.21 demonstrated that we cannot hope to improve the constant in the lower bound, 1 √ 2 , for arbitrary T and K. Further, Proposition 4.22 showed that the fugal game captures the correct constant, asymptotically. In the following proposition, we seek a direct, non-asymptotic bound on the constant in front of the one-dimensional minimax rate, O( T √ K ). To do so, we more carefully examine the mini-batching technique from Proposition 6.1. We observe that it actually allows reuse of the exact minimax rate (including the constant) of vanilla unconstrained OCO, rather than simply algorithms like projected gradient descent in our original application of the technique. holds.
Proof. If T is divisible by K, we have ⌈ T K ⌉ = T K . Since
. In the sequel, we assume that K cannot divide T . We consider the Euclidean division of T by K. There exists unique positive integers q and r such that T = qK + r and 1 ≤ r ≤ K. The following inequality holds
where the first inequality is because q+1 q+r/K is a decreasing function in r and the second inequality is because q+1 q+1/K is a decreasing function in q. In light of (14), we have
Proposition 6.3 (Upper bound for 2-norm and dimension at least 2). The minimax regret
Proof. Let R(T ) denote the minimax regret of the vanilla T -round n-dimensional OCO without a switching constraint. It is defined by
Using the mini-batching argument that we used to show Proposition 6.1, we have R OCO (B n , B * n , K, T ) ≤ ⌈ T K ⌉R(K). 9 By Theorem 6 of Abernethy et al. [Abe+08] , R(K) = √ K when n > 2. In fact, when n = 2, the upper bound of Lemma 9 carries through, so R(K) = √ K when n = 2 as well. Thus by Lemma 6.2, we have
Proposition 6.4. For any p and q such that 1 ≤ p, q ≤ ∞, the minimax regret R OCO (B n p , B * n q , K, T ) is non-decreasing in the dimension n.
Proof. We will show that for any m < n, it holds that R OCO (B m p , B * m q , K, T ) ≤ R OCO (B n p , B * n q , K, T ). We view B m p (B * m q , respectively) as the subset of B n p (B * n q , respectively) by setting the last n − m coordinates to 0. Next, we show how to convert a minimax optimal player's strategy in the ndimensional game into a player's strategy in the m-dimensional game. Let x * i (x 1 , w 1 , . . . , x i−1 , w i−1 ) :
9 To be concrete, the minimax regret, ROCO(B 1 , B * 1 , K, T ) can only increase when we restrict the player to switch precisely every T K rounds. Then, conditioned on this player strategy, the regret term wtxt + | wt| is unchanged by forcing the adversary to also pick the same function on each T K -sized block. Thus, T K R(K) provides a valid upper bound as claimed. B n p × B * n q × · · · × B n p × B * n q → B n p be the optimal strategy of the player in the n-dimensional game. Note that any adversary's choice w t ∈ B * m q can be viewed as a choice in B * n q . At the t-th round of the m-dimensional game, given the adversary's previous choices w 1 , . . . , w t−1 and the player's previous choices x 1 , . . . , x t−1 , the player computes x ′ t = x * t (x 1 , w 1 , . . . , x t−1 , w t−1 ) and plays x t = P (x ′ t ), where P is the orthogonal projection onto B m p (i.e., setting the last n − m coordinates to 0). Notice that w t · x t = w t · x ′ t . Therefore, in light of (1), the regret of the mdimensional game T t=1 w t · x t + T t=1 w t p/(p−1) equals the regret of the n-dimensional game T t=1 w t · x ′ t + T t=1 w t p/(p−1) , and is thus at most R OCO (B n p , B * n q , K, T ).
Proposition 6.5 (Upper bound for one dimension). The minimax regret R OCO (B 1 , B * 1 , K, T ) satisfies
Proof. As in Proposition 6.3, a more careful inspection of the mini-batching argument reveals that the minimax regret R OCO (B 1 , B * 1 , K, T ) is at most ⌈ T K ⌉ times R(K), the minimax rate of vanilla OCO. If K is even, Theorem 10 of [MA13] implies that R(K) = K
π . McMahan and Abernethy [MA13] did not report the minimax regret if K is odd. If K is odd, according to (10) of [MA13] , we have
The minuend equals
The subtrahend is given by
Putting them together yields
Next, we verify that if K is odd, R(K) = R(K + 1). We have
In other words, the regret R(K) obeys the following pattern
Therefore, if K is odd, it holds that
As a result, for any K, even or odd, the following inequality holds
By Lemma 6.2, we obtain
BLO Against an OCO-Adaptive Adversary
In this section, we motivate the use of a BCO-adaptive rather than OCO-adaptive adversary for switching-constrained BCO by proving a novel minimax rate for vanilla (not switching-constrained) bandit linear optimization against a strong, OCO-adaptive adversary. We show in Proposition 7.2 that in dimension greater than one, an OCO-adaptive adversary can force at least linear regret in BLO. This contrasts a BCO-adaptive adversary, who cannot force more than √ T regret [HL16] . Since BCO is a generalization of BLO, an OCO-adaptive adversary could also force linear regret in switching-constrained BCO, but a BCO-adaptive adversary cannot. Although Agarwal et al. [Aga+10] constructed an OCO-adaptive adversary who could force linear regret in BCO of any dimension, the loss functions were affine rather than linear. Since the lower bound we show in Proposition 8.1 is for BLO, rather than BCO, Proposition 7.2 makes a more direct case for the appropriate adversary strength in our lower bound.
Of independent interest is one-dimensional BLO. Proposition 7.1 shows that the minimax regret against a strong, OCO-adaptive adversary is still Θ( √ T ). This demonstrates both that the minimax rate of BLO changes drastically between n = 1 and n > 1, and that the choice of adversary in 1D is irrelevant for BLO but not BCO.
Next, we compute the norm of h t . Using our shorthand notation W s = W s(t−1) (t − 1) and W l = W l(t−1) (t − 1), if W l = 0, we have
Its norm is given by
Note that if W l = W l(t−1) (t − 1) = 0, W s(t−1) (t − 1) is also zero, thus the last line of the above equation also holds. Thus we conclude that h t = W s(t) (t) sin W s(t) (t), W l(t) (t) holds for all t. By (19) and recalling W s(t−1) (t − 1) = W s(t) (t), we have
By the law of sines, we get sin W l(t−1) (t − 1), W l(t) (t) w ′ t = sin W l(t−1) (t − 1), w ′ t W l(t) (t) .
Since w ′ t = 1, sin W l(t−1) (t − 1), w ′ t ≤ 1 √ 2 , and W l(t) (t) ≥ W l(t−1) (t − 1) 2 + 1 + √ 2 W l(t−1) (t − 1) , we deduce sin W l(t−1) (t − 1), W l(t) (t) ≥ 1/ √ 2 W l(t−1) (t − 1) 2 + 1 + √ 2 W l(t−1) (t − 1)
.
Recalling that W s(t−1) (t − 1) ≤ W l(t−1) (t − 1) holds by their definitions, we lower bound h t − h t−1 as follows:
Putting (18) and (21) together, and using W l(t−1) (t) = W l(t) (t) and another shorthand notation ω = W l(t−1) (t − 1) , we have
. 2 ω 2 + √ 2ω + 1 ≥ 0 .
Therefore, we conclude that φ t − φ t−1 ≥ 1 √ 2 . Case 2. In this case, we define
if W l(t−1) (t) is not a zero vector, and define h + t−1 = 0 otherwise. Using the same analysis in (20), we get h + t−1 = W s(t−1) (t) sin W s(t−1) (t), W l(t−1) (t) . We claim h t ≥ h + t−1 . If s(t − 1) = s(t) and l(t − 1) = l(t), we have h t = h + t−1 . If s(t − 1) = l(t) and l(t − 1) = s(t), we have h t = W s(t) (t) sin W s(t) (t), W l(t) (t) = W l(t−1) (t) sin W l(t−1) (t), W s(t−1) (t) ≥ W s(t−1) (t) sin W l(t−1) (t), W s(t−1) (t) = h + t−1 .
Additionally, we claim W l(t) (t) ≥ W l(t−1) (t) . If s(t − 1) = s(t) and l(t − 1) = l(t), we have W l(t) (t) = W l(t−1) (t) . If s(t − 1) = l(t) and l(t − 1) = s(t), we have 1 √ 2 .
Since h + t−1 · W l = h t−1 · W l = 0, the two vectors h + t−1 and h t−1 are parallel. Thus we obtain
where we use the fact that h + t−1 and h t−1 are parallel in the equality. We have shown in both cases that φ t − φ t−1 ≥ 1 √ 2 . Recalling that φ 0 = 0, we get
Recall that z is a random variable that is either −1 or 1. There must be one value of z, say, z = z 0 ∈ {−1, 1} such that z 0 W s(T ) (T ) · W l(T ) (T ) ≥ 0. Therefore, we have where the inequality is due to a similar analysis as in (20) . The expected value of the regret is E z W l(T ) (T ) + zW s(T ) (T ) ≥ 1 2 W l(T ) (T ) 2 + W s(T ) (T ) 2 + 2z 0 W l(T ) (T ) · W s(T ) (T )
where the third inequality is due to the Cauchy-Schwarz inequality 2 W l(T ) (T ) + h T ≤ W l(T ) (T ) 2 + h T 2 2 2 + 1 .
Lower Bound for Switching-Constrained BCO
The lower bound of Proposition 5.1 on switching-constrained OCO presented a particular adversarial strategy, guaranteeing at least a regret of the desired lower bound ( T √ K ). It relied on choosing a linear loss w i for each block, in the intersection of two well-chosen halfspaces: one to simplify the first term in the regret, T t=1 w t · x t , and the other to simplify the second term in the regret, inf x T t=1 w t · x. We will apply similar ideas to obtain a lower bound for switching-constrained BCO in dimension n > 2. However, as described in Section 1 and motivated in Section 7, the BCO-adversary is necessarily weaker than the OCO-adversary and is not permitted knowledge of x t until after the loss function f t has already been chosen. The adversary thus cannot detect a moving round until the round afterward. As such, we will construct an adversary who plays the same loss function only so long as she does not think that a moving round has been played. In other words, the switching pattern of the adversary we define will lag precisely one round behind that of the player.
The basic idea of the adversary's strategy is as follows. We first attempt to provide as little information to the player as possible by always picking a linear loss functional w i orthogonal to the most recent action of the player. On any round which is not a moving round, the adversary's knowledge of the previous action is actually up-to-date with the current action, so the feedback to the player is always 0 on these rounds. On moving rounds, the adversary's information is outof-date. We thus can only ensure that the player receives bandit feedback of 0 on average by randomly flipping the sign of our vector. This is the full extent of the adversary's randomization. Together, these criteria ensure the player receives expected overall loss of 0 (the first term in the expression for regret). To simplify the second term via the Pythagorean theorem, we apply the same orthogonalization trick as in Section 5 and ensure that the adversary always chooses a linear objective orthogonal to the sum of all previously chosen linear objectives.
Proposition 8.1 (Lower bound for 2-norm and three and higher dimensions). For all n ≥ 3, the minimax regret R BCO (B n 2 , B * n 2 , K, T ) is at least T −1 √ K . Proof. We design an adversary's strategy that attains this lower bound. Again, let 1 = m 1 < m 2 < · · · < m K denote all moving rounds and for ease of presentation, we define m K+1 = T + 1. At the first round, the adversary plays w 1 = 0. After observing the player's first move x 1 , at the
Discussion
In this work we considered switching-constrained online convex optimization and bandit convex optimization, settings which until now have received comparatively little attention relative to switching-constrained multi-armed bandits and prediction from experts. In the OCO setting, we established the minimax regret against the strongest adaptive adversary as Θ( T √ K ). For switchingconstrained BCO, we considered the appropriately weakened adaptive adversary and established the minimax rate for dimension greater than 2 asÕ( T √ K ). The upper bound on minimax regret in both cases was constructive: via the mini-batching paradigm, we presented a meta-algorithm for achieving the minimax rate exactly for OCO, and up to a log factor for BCO. This effectively solves the question of optimal algorithms for switching-constrained online and bandit convex optimization.
Many interesting questions in the gestalt of this paper's investigation remain open, however. For instance, does the true minimax regret for BCO include the log factor present in the upper bound? The proof of the minimax rate for BCO is also restricted to dimension higher than 2, and a natural next step is to prove a lower bound when n = 1, 2 to match the existing upper bound. In addition, an abundance of related variations of the switching-constrained and switchingcost problems have not yet been resolved. For example, it is an open question to determine the minimax regret of switching-cost OCO and BCO. Alternatively, switching restraints in the form of either path length penalties or cutoffs, have not been explored in the case of the strong adversary, without a lookahead window, in terms of regret rather than competitive ratio, etc. Determining the exact constant in the minimax rates by dimension, and comparing the mini-batching algorithm's performance in practice to other low-switching algorithms, may also be fruitful directions for future inquiry.
