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Abstract—In this paper, a free deterministic equivalent is
proposed for the capacity analysis of the multi-input multi-output
(MIMO) multiple access channel (MAC) with a more general
channel model compared to previous works. Specifically, a MIMO
MAC with one base station (BS) equipped with several distributed
antenna sets is considered. Each link between a user and a BS
antenna set forms a jointly correlated Rician fading channel.
The analysis is based on operator-valued free probability theory,
which broadens the range of applicability of free probability tech-
niques tremendously. By replacing independent Gaussian ran-
dom matrices with operator-valued random variables satisfying
certain operator-valued freeness relations, the free deterministic
equivalent of the considered channel Gram matrix is obtained.
The Shannon transform of the free deterministic equivalent
is derived, which provides an approximate expression for the
ergodic input-output mutual information of the channel. The
sum-rate capacity achieving input covariance matrices are also
derived based on the approximate ergodic input-output mutual
information. The free deterministic equivalent results are easy to
compute, and simulation results show that these approximations
are numerically accurate and computationally efficient.
Index Terms—Operator-valued free probability, deterministic
equivalent, massive multi-input multi-output (MIMO), multiple
access channel (MAC).
I. INTRODUCTION
FOR the development of next generation communicationsystems, massive multiple-input multiple-output (MIMO)
technology has been widely investigated during the last few
years [1]–[6]. Massive MIMO systems provide huge capacity
enhancement by employing hundreds of antennas at a base
station (BS). The co-location of so many antennas on a single
BS is a major challenge in realizing massive MIMO, whereas
dividing the BS antennas into distributed antenna sets (ASs)
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provides an alternative solution [7]. In most massive MIMO
literature, it is assumed that each user equipment (UE) is
equipped with a single-antenna. Since multiple antenna UEs
are already used in practical systems, it would be of both
theoretical and practical interest to investigate the capacity
of massive MIMO with distributed ASs and multiple antenna
users.
In [8], Zhang et al. investigated the capacity of a MIMO
multiple access channel (MAC) with distributed sets of corre-
lated antennas. The results of [8] can be applied to a massive
MIMO uplink with distributed ASs and multiple antenna UEs
directly. The channel between a user and an AS in [8] is
assumed to be a Kronecker correlated MIMO channel [9] with
line-of-sight (LOS) components. In [10], Oestges concluded
that the validity of the Kronecker model decreases as the
array size increases. Thus, we consider in this paper a MIMO
MAC with a more general channel model than that in [8].
More precisely, we consider also distributed ASs and multiple
antenna UEs, but assume that each link between a user and an
AS forms a jointly correlated Rician fading channel [11], [12].
If the BS antennas become co-located, then the considered
channel model reduces to that in [13]. To the best of our
knowledge, a capacity analysis for such MIMO MACs has
not been addressed to date.
For the MIMO MAC under consideration, an exact capacity
analysis is difficult and might be unsolvable when the number
of antennas grows large. In this paper, we aim at deriving
an approximate capacity expression. Deterministic equivalents
[14], which have been addressed extensively, are successful
methods to derive the approximate capacity for various MIMO
channels. These deterministic equivalent approaches fall into
four main categories: the Bai and Silverstein method [15]–
[17], the Gaussian method [8], [18], [19], the replica method
[13], [20] and free probability theory [21], [22].
The Bai and Silverstein method has been applied to various
MIMO MACs. Couillet et al. [15] used it to investigate the
capacity of a MIMO MAC with separately correlated channels.
Combining it with the generalized Lindeberg principle [23],
Wen et al. [17] derived the ergodic input-output mutual infor-
mation of a MIMO MAC where the channel matrix consists
of correlated non-Gaussian entries. In the Bai and Silverstein
method, one needs to “guess” the deterministic equivalent of
the Stieltjes transform. This limits its applicability since the
deterministic equivalents of some involved models might be
hard to “guess” [14]. By using an integration by parts formula
and the Nash-Poincare inequality, the Gaussian method is able
to derive directly the deterministic equivalents and can be
applied to random matrices with involved correlations. It is
2particularly suited to random matrices with Gaussian entries.
Combined with the Lindeberg principle, the Gaussian method
can be used to treat random matrices with non-Gaussian entries
as in [8].
The replica method developed in statistical physics [24] is a
widely used approach in wireless communications. It has also
been applied to the MIMO MAC. Wen et al. [13] used it to
investigate the sum-rate of multiuser MIMO uplink channels
with jointly correlated Rician fading. Free probability theory
[25] provides a better way to understand the asymptotic behav-
ior of large dimensional random matrices. It was first applied
to wireless communications by Evans and Tse to investigate
the multiuser wireless communication systems [26].
The Bai and Silverstein method and the Gaussian method
are very flexible. Both of them have been used to handle
deterministic equivalents for advanced Haar models [16], [27].
Although its validity has not yet been proved [14], the replica
method is also a powerful tool. Meanwhile, the applicability of
free probability theory is commonly considered very limited as
it can be only applied to large random matrices with unitarily
invariant properties, such as standard Gaussian matrices and
Haar unitary matrices.
The domain of applicability of free probability techniques
can be broadened tremendously by operator-valued free prob-
ability theory [28], [29], which is a more general version of
free probability theory and allows one to deal with random
matrices with correlated entries [21]. In [21], Far et al.
first used operator-valued free probability theory in wireless
communications to study slow-fading MIMO systems with
nonseparable correlation. The results of [21] were then used by
Pan et al. to study the approximate capacity of uplink network
MIMO systems [30] and the asymptotic spectral efficiency
of uplink MIMO-CDMA systems over arbitrarily spatially
correlated Rayleigh fading channels [31]. Quaternionic free
probability used in [32] by Mu¨ller and Cakmak can be seen
as a particular kind of operator-valued free probability [33].
In [22], Speicher and Vargas provided the free deterministic
equivalent method to derive the deterministic equivalents under
the operator-valued free probability framework. A free deter-
ministic equivalent of a random matrix is a non-commutative
random variable or an operator-valued random variable, and
the difference between the distribution of the latter and the
expected distribution of the random matrix goes to zero in the
large dimension limit. They viewed the considered random
matrix as a polynomial in several matrices, and obtained its
free deterministic equivalent by replacing the matrices with
operator-valued random variables satisfying certain freeness
relations. They observed that the Cauchy transform of the
free deterministic equivalent is actually the solution to the
iterative deterministic equivalent equation derived by the Bai
and Silverstein method or the Gaussian method. Using the
free deterministic equivalent approach, they recovered the
deterministic equivalent results for the advanced Haar model
from [34].
Motivated by the results from [22], we propose a free
deterministic equivalent for the capacity analysis of the gen-
eral channel model considered in this paper. The method of
free deterministic equivalents provides a relatively formal-
ized methodology to obtain the deterministic equivalent of
the Cauchy transform. By replacing independent Gaussian
matrices with random matrices that are composed of non-
commutative random variables and satisfying certain operator-
valued freeness relations, we obtain the free deterministic
equivalent of the channel Gram matrix. The Cauchy transform
of the free deterministic equivalent is easy to derive by using
operator-valued free probability techniques, and is asymptoti-
cally the same as that of the channel Gram matrix. Then, we
compute the approximate Shannon transform of the channel
Gram matrix and the approximate ergodic input-output mutual
information of the channel. Furthermore, we derive the sum-
rate capacity achieving input covariance matrices based on the
approximate ergodic input-output mutual information.
Our considered channel model reduces to that in [8] when
the channel between a user and an AS is a Kronecker corre-
lated MIMO channel, and to the channel model in [13] when
there is one AS at the BS. In this paper, we will show that
the results of [8] and [13] can be recovered by using the free
deterministic equivalent method. Since many existing channel
models are special cases of the channel models in [8] and [13],
we will also be able to provide a new approach to derive the
deterministic equivalent results for them.
The rest of this article is organized as follows. The prelim-
inaries and problem formulation are presented in Section II.
The main results are provided in Section III. Simulations are
contained in Section IV. The conclusion is drawn in Section
V. A tutorial on free probability theory and operator-valued
free probability theory is presented in Appendix A, where
the free deterministic equivalents used in this paper are also
introduced and a rigorous mathematical justification of the free
deterministic equivalents is provided. Proofs of Lemmas and
Theorems are provided in Appendices B to G.
Notations: Throughout this paper, uppercase boldface letters
and lowercase boldface letters are used for matrices and vec-
tors, respectively. The superscripts (·)∗, (·)T and (·)H denote
the conjugate, transpose and conjugate transpose operations,
respectively. The notation E{·} denotes the mathematical
expectation operator. In some cases, where it is not clear
from the context, we will employ subscripts to emphasize the
definition. The notation g◦f represents the composite function
g(f(x)). We use A ⊙ B to denote the Hadamard product of
two matrices A and B of the same dimensions. The N ×N
identity matrix is denoted by IN . The N × N and N ×M
zero matrices are denoted by 0N and 0N×M . We use [A]ij
to denote the (i, j)-th entry of the matrix A. The operators
tr(·) and det(·) represent the matrix trace and determinant,
respectively. diag(x) denotes a diagonal matrix with x along
its main diagonal. ℜ(W) and ℑ(W) denote 12 (W +W
H)
and 12i(W −W
H), respectively. DN (C) denotes the algebra
of N × N diagonal matrices with elements in the complex
field C. Finally, we denote by MN(C) the algebra of N ×N
complex matrices and by MN×M (C) the algebra of N ×M
complex matrices.
II. PRELIMINARIES AND PROBLEM FORMULATION
In this section, we first present the definitions of the
Shannon transform and the Cauchy transform, and introduce
3the free deterministic equivalent method with a simple channel
model, while our rigorous mathematical justification of the free
deterministic equivalents is provided in Appendix A. Then, we
present the general model of the MIMO MAC considered in
this work, followed by the problem formulation.
A. Shannon Transform and Cauchy Transform
Let H be an N ×M random matrix and BN denote the
Gram matrix HHH . Let FBN (λ) denote the expected cumu-
lative distribution of the eigenvalues of BN . The Shannon
transform VBN (x) is defined as [35]
VBN (x) =
∫ ∞
0
log(1 +
1
x
λ)dFBN (λ). (1)
Let µ be a probability measure on R and C+ denote the set
{z ∈ C : ℑ(z) > 0} .
The Cauchy transform Gµ(z) for z ∈ C+ is defined by [36]
Gµ(z) =
∫ ∞
0
1
z − λ
dµ(λ). (2)
Let GBN (z) denote the Cauchy transform for FBN (λ). Then,
we have GBN (z) = 1NE{tr((zIN − BN )
−1)}. The relation
between the Cauchy transform GBN (z) and the Shannon
transform VBN (x) can be expressed as [35]
VBN (x) =
∫ +∞
x
(
1
z
+GBN (−z)
)
dz. (3)
Differentiating both sides of (3) with respect to x, we obtain
dVBN (x)
dx
= −x−1 −GBN (−x). (4)
Thus, if we are able to find a function whose derivative with
respect to x is −x−1−GBN (−x), then we can obtain VBN (x).
In conclusion, if the Cauchy transform GBN (x) is known, then
the Shannon transform VBN (x) can be immediately obtained
by applying (4).
B. Free Deterministic Equivalent Method
In this subsection, we introduce the free deterministic equiv-
alent method, which can be used to derive the approximation
of GBN (z). The associated definitions, such as that of free
independence, circular elements, R-cyclic matrices and semi-
circular elements overDn(C), are provided in Appendix A-A.
The term free deterministic equivalent was coined by Spe-
icher and Vargas in [22]. The considered random matrix in
[22] was viewed as a polynomial in several deterministic
matrices and several independent random matrices. The free
deterministic equivalent of the considered random matrix
was then obtained by replacing the matrices with operator-
valued random variables satisfying certain freeness relations.
Moreover, the difference between the Cauchy transform of the
free deterministic equivalent and that of the considered random
matrix goes to zero in the large dimension limit.
However, the method in [22] only showed how to obtain the
free deterministic equivalents for the case where the random
matrices are standard Gaussian matrices and Haar unitary
matrices. A method similar to that in [22] was presented by
Speicher in [37], which appeared earlier than [22]. The method
in [37] showed that the random matrix with independent
Gaussian entries having different variances can be replaced
by the random matrix with free (semi)circular elements having
different variances. But, it only considered a very simple case,
and the replacement process had no rigorous mathematical
proof. Moreover, the free deterministic equivalents were not
mentioned in [37].
In this paper, we introduce in Appendix A-B the free
deterministic equivalents for the case where all the matrices
are square and have the same size, and the random matrices
are Hermitian and composed of independent Gaussian entries
with different variances. Similarly to [22], the free determin-
istic equivalent of a polynomial in matrices is defined. The
replacement process used is that in [37]. Moreover, a rigorous
mathematical justification of the free deterministic equivalents
we introduce is also provided in Appendix A-B and Appendix
A-C.
In [37], the deterministic equivalent results of [38] were
rederived. But the description in [37] is not easy to follow. To
show how the introduced free deterministic equivalents can
be used to derive the approximation of the Cauchy transform
GBN (z), we use the channel model in [38] as a toy example
and restate the method used in [37] as follows.
The channel matrix H in [38] consists of an N × M
deterministic matrix H and an N × M random matrix H˜,
i.e., H = H + H˜. The entries of H˜ are independent zero
mean complex Gaussian random variables with variances
E{[H˜]ij [H˜]∗ij} =
1
N σ
2
ij .
Let n denote N+M , P denote the algebra of complex ran-
dom variables andMn(P) denote the algebra of n×n complex
random matrices. We define EDn :Mn(P)→ Dn(C) by
EDn


X11 X12 · · · X1n
X21 X22 . . . X2n
.
.
.
.
.
.
.
.
.
.
.
.
Xn1 Xn2 . . . Xnn


=

E{X11} 0 · · · 0
0 E{X22} · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . E{Xnn}
 (5)
where each Xij is a complex random variable. Hereafter, we
use the notations Mn := Mn(C) and Dn := Dn(C) for
brevity.
Let X be an n× n matrix defined by [21]
X =
(
0N H
HH 0M
)
. (6)
The matrix X is even, i.e., all the odd moments of X are
zeros, and
X2 =
(
HHH 0N×M
0M×N HHH
)
. (7)
Let ∆n ∈ Dn be a diagonal matrix with ℑ(∆n) ≻ 0. The
Dn-valued Cauchy transform GDnX (∆n) is given by
GDnX (∆n) = EDn{(∆n −X)
−1}. (8)
4(
zGDNBN (z
2IN ) 0
0 zGDM
HHH
(z2IM )
)
= EDn
{(
zIN − zηDN (G
DM
HHH
(z2IM )) −H
−HH zIM − zηDM (G
DN
BN
(z2IN ))
)−1}
(19)
When ∆n = zIn and z ∈ C+, we have that
GDnX (zIn)
= EDn
{
(zIn −X)
−1}
= EDn
{(
z(z2IN −HHH)−1 H(z2IM −HHH)−1
HH(z2IN −HHH)−1 z(z2IM −HHH)−1
)}
(9)
where the second equality is due to the block matrix inversion
formula [39]. From (7) and (9), we obtain
GDnX (zIn) = zG
Dn
X2
(z2In) (10)
for each z, z2 ∈ C+. Furthermore, we write GDn
X2
(zIn) as
GDn
X2
(zIn) =
(
GDNBN (zIN ) 0
0 GDM
HHH
(zIM )
)
(11)
where
GDNBN (zIN) = EDN {(zIN −BN )
−1}
GDM
HHH
(zIM ) = EDM {(zIM −H
HH)−1}.
Since GBN (z) = 1N tr(G
DN
BN
(zIN )), we have related the
calculation of GBN (z) with that of G
Dn
X (zIn).
We define X and X˜ by
X =
(
0N H
HH 0M
)
(12)
and
X˜ =
(
0N H˜
H˜H 0M
)
. (13)
Then, we have that X = X+ X˜.
The free deterministic equivalent of X is constructed as fol-
lows. Let A be a unital algebra, (A, φ) be a non-commutative
probability space and H˜ denote an N×M matrix with entries
fromA. The entries [H˜]ij ∈ A are freely independent centered
circular elements with variances φ([H˜]ij [H˜]∗ij) = 1N σ
2
ij . Let
H denote H+ H˜, X˜ denote
X˜ =
(
0 H˜
H˜
H
0
)
(14)
and X denote
X =
(
0 H
H
H 0
)
. (15)
It follows that X = X + X˜ . The matrix X is the free
deterministic equivalent of X.
We define EDn :Mn(A)→ Dn by
EDn


x11 x12 · · · x1n
x21 x22 . . . x2n
.
.
.
.
.
.
.
.
.
.
.
.
xn1 xn2 . . . xnn


=

φ(x11) 0 · · · 0
0 φ(x22) · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . φ(xnn)
 (16)
where each xij is a non-commutative random variable from
(A, φ). Then, (Mn(A), EDn) is a Dn-valued probability
space.
From the discussion of the free deterministic equivalents
provided in Appendix A-B, we have that GDnX (zIn) and
GDnX (zIn) are asymptotically the same. Let BN denote HH
H
.
The relation between GDnX (zIn) and G
DN
BN
(zIN ) is the same as
that between GDnX (zIn) and G
DN
BN
(zIN). Thus, we also have
that GDNBN (zIN ) and G
DN
BN
(zIN ) are asymptotically the same
and GBN (z) is the deterministic equivalent of GBN (z). For
convenience, we also call BN the free deterministic equivalent
of BN . In the following, we derive the Cauchy transform
GBN (z) by using operator-valued free probability techniques.
Since its elements on and above the diagonal are freely
independent, we have that X˜ is an R-cyclic matrix. From
Theorem 8.2 of [40], we then have that X and X˜ are free over
Dn. The Dn-valued Cauchy transform of the sum of two Dn-
valued free random variables is given by (130) in Appendix
A-A. Applying (130), we have that
GDnX (zIn) = G
Dn
X
(
zIn −R
Dn
X˜
(
GDnX (zIn)
))
= EDn
{(
zIn −R
Dn
X˜
(
GDnX (zIn)
)
−X
)−1}
(17)
where RDn
X˜
is the Dn-valued R-transform of X .
Let ηDn(C) denote EDn{X˜CX˜}, where C ∈ Dn. From
Theorem 7.2 of [40], we obtain that X˜ is semicircular over
Dn, and thus its Dn-valued R-transform is given by
RDn
X˜
(C) = ηDn(C). (18)
From (17) and the counterparts of (10) and (11) for GDnX (zIn)
and GDn
X 2
(zIn), we obtain equation (19) at the top of this page.
Furthermore, we obtain equations (20) and (21) at the top of
the following page, where
ηDN (C1) = EDN{H˜C1H˜
H},C1 ∈ DM
ηDM (C2) = EDM {H˜
HC2H˜},C2 ∈ DN .
5zGDNBN (zIN ) = EDN
{(
IN − ηDN (G
DM
HHH
(zIM ))−H
(
zIM − zηDM (G
DN
BN
(zIN ))
)−1
HH
)−1}
(20)
zGDM
HHH
(zIM ) = EDM
{(
IM − ηDM (G
DN
BN
(zIN))−H
H
(
zIN − zηDN (G
DM
HHH
(zIM ))
)−1
H
)−1}
(21)
Equations (20) and (21) are equivalent to the ones provided by
Theorem 2.4 of [38]. Finally, the Cauchy transform GBN (z)
is obtained by GBN (z) = 1N tr(G
DN
BN
(zIN )).
In conclusion, the free deterministic equivalent method pro-
vides a way to derive the approximation of the Cauchy trans-
form GBN (z). The fundamental step is to construct the free
deterministic equivalent BN ofBN . After the construction, the
Cauchy transform GBN (z) can be derived by using operator-
valued free probability techniques. Moreover, GBN (z) is the
deterministic equivalent of GBN (z).
C. General Channel Model of MIMO MAC
We consider a frequency-flat fading MIMO MAC channel
with one BS and K UEs. The BS antennas are divided into
L distributed ASs. The l-th AS is equipped with Nl antennas.
The k-th UE is equipped with Mk antennas. Furthermore, we
assume
∑L
l=1Nl = N and
∑K
k=1Mk = M . Let xk denote
the Mk× 1 transmitted vector of the k-th UE. The covariance
matrices of xk are given by
E{xkx
H
k′} =
{
Pk
Mk
Qk, if k = k
′
0, otherwise
(22)
where Pk is the total transmitted power of the k-th UE, andQk
is an Mk×Mk positive semidefinite matrix with the constraint
tr(Qk) ≤ Mk. The received signal y for a single symbol
interval can be written as
y =
K∑
k=1
Hkxk + z (23)
where Hk is the N × Mk channel matrix between the BS
and the k-th UE, and z is a complex Gaussian noise vector
distributed as CN (0, σ2zIN ). The channel matrix Hk is nor-
malized as
E{tr(HkH
H
k )} =
NMk
M
. (24)
Furthermore, Hk has the following structure
Hk = Hk + H˜k (25)
where Hk and H˜k are defined by
Hk =
(
HT1k H
T
2k · · · H
T
Lk
)T
(26)
H˜k =
(
H˜T1k H˜
T
2k · · · H˜
T
Lk
)T
. (27)
Each Hlk is an Nl ×Mk deterministic matrix, and each H˜lk
is a jointly correlated channel matrix defined by [11], [12]
H˜lk = Ulk(Mlk ⊙Wlk)V
H
lk (28)
where Ulk and Vlk are deterministic unitary matrices, Mlk
is an Nl × Mk deterministic matrix with nonnegative ele-
ments, and Wlk is a complex Gaussian random matrix with
independent and identically distributed (i.i.d.), zero mean and
unit variance entries. The jointly correlated channel model
not only accounts for the correlation at both link ends, but
also characterizes their mutual dependence. It provides a more
adequate model for realistic massive MIMO channels since the
validity of the widely used Kronecker model decreases as the
number of antennas increases. Furthermore, the justification of
using the jointly correlated channel model for massive MIMO
channels has been provided in [41]–[43]. We assume that the
channel matrices of different links are independent in this
paper, i.e., when k 6= m or j 6= n, we have that
E
{
H˜kjCjnH˜
H
mn
}
= 0Nk×Nm (29)
E
{
H˜HkjC˜kmH˜mn
}
= 0Mj×Mn (30)
where Cjn ∈ MMj×Mn(C) and C˜km ∈ MNk×Nm(C). Let
W˜lk denote Mlk ⊙Wlk. We define Glk as Glk = Mlk ⊙
Mlk. The parameterized one-sided correlation matrix η˜k(Ck)
is given by
η˜k(Ck) = E
{
H˜kCkH˜
H
k
}
= diag
(
U1kΠ˜1k(Ck)U
H
1k,U2kΠ˜2k(Ck)U
H
2k,
· · · ,ULkΠ˜Lk(Ck)U
H
Lk
)
(31)
where Ck ∈ MMk , and Π˜lk(Ck) is an Nl × Nl diagonal
matrix valued function with the diagonal entries obtained by[
Π˜lk(Ck)
]
ii
=
Mk∑
j=1
[Glk]ij
[
VHlkCkVlk
]
jj
. (32)
Similarly, the other parameterized one-sided correlation matrix
ηk(C˜) is expressed as
ηk(C˜) = E
{
H˜Hk C˜H˜k
}
=
L∑
l=1
VlkΠlk(〈C˜〉l)V
H
lk (33)
where C˜ ∈ MN , the notation 〈C˜〉l denotes the Nl × Nl
diagonal block of C˜, i.e., the submatrix of C˜ obtained by
extracting the entries of the rows and columns with indices
from
∑l−1
i=1Ni+1 to
∑l
i=1Ni, andΠlk(〈C˜〉l) is an Mk×Mk
diagonal matrix valued function with the diagonal entries
computed by[
Πlk(〈C˜〉l)
]
ii
=
Nl∑
j=1
[Glk]ji
[
UHlk〈C˜〉lUlk
]
jj
. (34)
6The channel model described above is suitable for describ-
ing cellular systems employing cooperative multipoint (CoMP)
processing [44], and also conforms with the framework of
cloud radio access networks (C-RANs) [45]. Moreover, it
embraces many existing channel models as special cases.
When L = 1, the MIMO MAC in [13] is described. Let Jlk
be an Nl×Mk matrix of all 1s, Λr,lk be an Nl×Nl diagonal
matrix with positive entries and Λt,lk be an Mk ×Mk diag-
onal matrix with positive entries. Set Mlk = Λ1/2r,lkJlkΛ
1/2
t,lk.
Then, we obtain H˜lk = Ulk(Λ1/2r,lkJlkΛ
1/2
t,lk ⊙Wlk)V
H
lk =
UlkΛ
1/2
r,lk(Jlk ⊙Wlk)Λ
1/2
t,lkV
H
lk [46]. Thus, each H˜lk reduces
to the Kronecker model, and the considered channel model
reduces to that in [8]. Many channel models are already
included in the channel models of [8] and [13]. See the
references for more details.
D. Problem Formulation
Let H denote [H1 H2 · · · HK ]. In this paper, we are
interested in computing the ergodic input-output mutual infor-
mation of the channel H and deriving the sum-rate capacity
achieving input covariance matrices. In particular, we consider
the large-system regime where L and K are fixed but Nl and
Mk go to infinity with ratios MkNl = βlk such that
0 < min
l,k
lim inf
N
βlk < max
l,k
lim sup
N
βlk <∞. (35)
We first consider the problem of computing the ergodic
input-output mutual information. For simplicity, we assume
Pk
Mk
Qk = IMk . The results for general precoders can then be
obtained by replacing Hk with
√
Pk
Mk
HkQ
1
2
k . Let IBN (σ
2
z)
denote the ergodic input-output mutual information of the
channel H and BN denote the channel Gram matrix HHH .
Under the assumption that the transmitted vector is a Gaussian
random vector having an identity covariance matrix and the
receiver at the BS has perfect channel state information (CSI),
IBN (σ
2
z) is given by [47]
IBN (σ
2
z) = E
{
log det(IN +
1
σ2z
BN )
}
. (36)
Furthermore, we have IBN (σ2z) = NVBN (σ2z). For the
considered channel model, an exact expression of IBN (σ2z)
is intractable. Instead, our goal is to find an approximation
of IBN (σ2z). From Section II-A and Section II-B, we know
that the Shannon transform VBN (σ2z) can be obtained from
the Cauchy transform GBN (z) and the free deterministic
equivalent method can be used to derive the approximation
of GBN (z). Thus, the problem becomes to construct the free
deterministic equivalent BN of BN , and to derive the Cauchy
transform GBN (z) and the Shannon transform VBN (x). This
problem will be treated in Sections III-A to III-C.
To derive the sum-rate capacity achieving input covari-
ance matrices, we then consider the problem of maximizing
the ergodic input-output mutual information IBN (σ2z). Since
IBN (σ
2
z) = NVBN (σ
2
z), the problem can be formulated as
(Q⋄1,Q
⋄
2, · · · ,Q
⋄
K) = argmax
(Q1,··· ,QK)∈Q
VBN (σ
2
z) (37)
where the constraint set Q is defined by
Q = {(Q1,Q2, · · · ,QK) : tr(Qk) ≤Mk,Qk  0, ∀k}.(38)
We assume that the UEs have no CSI, and that each Qk is
fed back from the BS to the k-th UE. Moreover, we assume
that all Qk are computed from the deterministic matrices
Hlk,Glk,Ulk and Vlk, 1 ≤ l ≤ L, 1 ≤ k ≤ K .
Since IBN (σ2z) is an expected value of the input-output
mutual information, the optimization problem in (37) is a
stochastic programming problem. As mentioned in [8] and
[17], it is also a convex optimization problem, and thus can
be solved by using approaches based on convex optimization
with Monte-Carlo methods [48]. More specifically, it can be
solved by the Vu-Paulraj algorithm [49], which was developed
from the barrier method [48] with the gradients and Hessians
provided by Monte-Carlo methods.
However, the computational complexity of the aforemen-
tioned method is very high [8]. Thus, new approaches are
needed. Since the approximation VBN (σ2z) of VBN (σ2z) will
be obtained, we can use it as the objective function. Thus, the
optimization problem can be reformulated as
(Q⋆1,Q
⋆
2, · · · ,Q
⋆
K) = argmax
(Q1,··· ,QK)∈Q
VBN (σ
2
z). (39)
The above problem will be solved in Section III-D.
III. MAIN RESULTS
In this section, we present the free deterministic equivalent
of BN , the deterministic equivalents of the Cauchy transform
GBN (z) and the Shannon transform VBN (x). We also present
the results for the problem of maximizing the approximate
ergodic input-output mutual information NVBN (σ2z).
Let H = [H1 H2 · · · HK ] and H˜ = [H˜1 H˜2 · · · H˜K ].
We define X, X and X˜ as in (6), (12) and (13), respectively.
A. Free Deterministic Equivalent of BN
In [50], independent rectangular random matrices are found
to be asymptotically free over a subalgebra when they are
embedded in a larger square matrix space. Motivated by this,
we embed H˜lk in the larger matrix space MN×M (P). Let
Ĥlk be the N ×M matrix defined by
Ĥlk = [0N×M1 · · ·0N×Mk−1Hˇlk 0N×Mk+1 · · ·0N×MK ]
(40)
where Hˇlk is defined by
Hˇlk = [0
T
N1×Mk · · ·0
T
Nl−1×MkH˜
T
lk 0
T
Nl+1×Mk · · ·0
T
NL×Mk ]
T .
(41)
Then, X˜ can be rewritten as
X˜ =
K∑
k=1
L∑
l=1
X̂lk (42)
where X̂lk is defined by
X̂lk =
(
0N Ĥlk
ĤHlk 0M
)
. (43)
7Recall that H˜lk = UlkW˜lkVHlk . Inspired by [21], we rewrite
X̂lk as
X̂lk = AlkYlkA
H
lk (44)
where Ylk and Alk are defined by
Ylk =
(
0N Ŵlk
ŴHlk 0M
)
(45)
and
Alk =
(
Ûlk 0N×M
0M×N V̂lk
)
(46)
where
Ŵlk = [0N×M1 · · ·0N×Mk−1Wˇlk 0N×Mk+1 · · ·0N×MK ]
(47)
Wˇlk = [0
T
N1×Mk · · ·0
T
Nl−1×MkW˜
T
lk 0
T
Nl+1×Mk · · ·0
T
NL×Mk ]
T
(48)
and
Ûlk = diag(0N1 , · · · ,0Nl−1 ,Ulk,0Nl+1, · · · ,0NL) (49)
V̂lk = diag(0M1 , · · · ,0Mk−1 ,Vlk,0Mk+1 , · · · ,0MK ). (50)
The free deterministic equivalents of X and BN are con-
structed as follows. Let A be a unital algebra, (A, φ) be a non-
commutative probability space and Y11, · · · ,YLK ∈Mn(A)
be a family of selfadjoint matrices. The entries [Y lk]ii are
centered semicircular elements, and the entries [Y lk]ij , i 6= j,
are centered circular elements. The variance of the entry
[Y lk]ij is given by φ([Y lk]ij [Y lk]∗ij) = E{[Ylk]ij [Ylk]∗ij}.
Moreover, the entries on and above the diagonal of Y lk are
free, and the entries from different Y lk are also free. Thus,
we also have φ([Y lk]ij [Ypq]rs) = E{[Ylk]ij [Ypq]rs}, where
lk 6= pq, 1 ≤ l, p ≤ L, 1 ≤ k, q ≤ K and 1 ≤ i, j, r, s ≤ n.
Let X˜ denote
∑K
k=1
∑L
l=1 X̂ lk, where X̂ lk = AlkY lkAHlk .
Based on the definitions of Y lk, we have that both the
N × N upper-left block matrix and the M ×M lower-right
block matrix of X˜ are equal to zero matrices. Thus, X˜ can
be rewritten as (14), where H˜ denotes the N × M upper-
right block matrix of X˜ . For fixed n, we define the map
E : Mn(A) → Mn by [E{Y lk}]ij = φ([Y lk]ij). Then, we
have that
E{X˜CnX˜} = E{X˜CnX˜}
where Cn ∈ Mn. Let H denote H + H˜ and BN denote
HH
H
. Finally, we define X as in (15). The matrices X and
BN are the free deterministic equivalents of X and BN under
the following assumptions.
Assumption 1. The entries [MGlk]ij are uniformly bounded.
Let ψlk[n] : Dn → Dn be defined by ψlk[n](∆n) =
EDn{Ylk∆nYlk}, where ∆n ∈ Dn. We define in : Dn →
L∞[0, 1] by in(diag(d1, d2, · · · , dn)) =
∑n
j=1 djχ[ j−1
n
, j
n
],
where χU is the characteristic function of the set U .
Assumption 2. There exist maps ψlk : L∞[0, 1] → L∞[0, 1]
such that whenever in(∆n) → d ∈ L∞[0, 1] in norm, then
also limn→∞ ψlk[n](∆n) = ψlk(d).
Assumption 3. The spectral norms of HkHHk are uniformly
bounded in N .
To rigorously show the relation between GDnX (zIn) and
GDnX (zIn), we present the following theorem.
Theorem 1. Let En denote the algebra of n × n diagonal
matrices with uniformly bounded entries and Nn denote the
algebra generated by A11, · · · ,ALK , X and En. Let m be
a positive integer and C0,C1, · · · ,Cm ∈ Nn be a family of
n× n deterministic matrices. Assume that Assumptions 1 and
3 hold. Then,
lim
n→∞ in(EDn{C0Yp1q1C1Yp2q2C2 · · ·YpmqmCm}
− EDn{C0Yp1q1C1Yp2q2C2 · · ·YpmqmCm}) = 0L∞[0,1]
(51)
where 1 ≤ p1, · · · , pm ≤ L, 1 ≤ q1, · · · , qm ≤ K and the
definition of EDn{·} is given in (16). Furthermore, if Assump-
tion 2 also holds, then Y11, · · · ,YLK , Nn are asymptotically
free over L∞[0, 1].
Proof: From (35) and Assumption 1, we obtain that
the entries [nGlk]ij are uniformly bounded. According to
Assumption 3, the spectral norm of X is uniformly bounded
in n. Furthermore, the matrices Alk have unit spectral norm.
Thus, this theorem can be seen as a corollary of Theorem 6
in Appendix A-C.
Theorem 1 implies that X and X have the same asymp-
totic L∞[0, 1]-valued distribution. This further indicates that
GDnX (zIn) and G
Dn
X (zIn) are the same in the limit, i.e.,
lim
n→∞
in
(
GDnX (zIn)− G
Dn
X (zIn)
)
= 0L∞[0,1]. (52)
Following a derivation similar to that of (10), we have that
GDnX (zIn) = zG
Dn
X 2
(z2In) (53)
where z, z2 ∈ C+. According to (10), (52) and (53), we have
lim
n→∞
in
(
GDn
X2
(zIn)− G
Dn
X 2
(zIn)
)
= 0L∞[0,1]. (54)
Furthermore, from (11) and its counterpart for GDn
X 2
(zIn) we
obtain
lim
N→∞
iN
(
GDNBN (zIN)− G
DN
BN
(zIN)
)
= 0L∞[0,1]. (55)
Since
GBN (z) =
1
N
tr(GDNBN (zIN ))
and
GBN (z) =
1
N
tr(GDNBN (zIN))
we have that GBN (z) is the deterministic equivalent of
GBN (z).
B. Deterministic Equivalent of GBN (z)
The calculation of GBN (z) can be much easier than that of
GBN (z) by using operator-valued free probability techniques.
Let GMNBN (zIN) = E{(zIN − BN )
−1}. Since GDNBN (zIN) =
EDN{G
MN
BN
(zIN)}, where EDN {·} is defined according to
8(16), we can obtain GBN (z) from GMNBN (zIN ). We denote
by D the algebra of the form
D =

MN 0 · · · 0
0 MM1 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . MMK
 . (56)
We define the conditional expectation ED :Mn(A)→ D by
ED


C11 C12 · · · C1(K+1)
C21 C22 . . . C2(K+1)
.
.
.
.
.
.
.
.
.
.
.
.
C(K+1)1 C(K+1)2 . . . C(K+1)(K+1)


=

E{C11} 0 · · · 0
0 E{C22} . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . E{C(K+1)(K+1)}
 (57)
where C11 ∈ MN (A), and Ckk ∈ MMk−1(A) for k =
2, 3, · · · ,K +1. Then, we can write GD
X 2
(zIn) for z ∈ C+ as
GDX 2(zIn) = ED
{
(zIn −X
2)−1
}
=

GMNBN (zIN) 0 · · · 0
0 G1(z) . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . GK(z)
 (58)
where Gk(z) denotes (E{(zIM − HHH)−1})k for k =
1, · · · ,K , and (A)k denotes the submatrix of A obtained
by extracting the entries of the rows and columns with
indices from
∑k−1
i=1 Mi + 1 to
∑k
i=1Mi. Thus, we can ob-
tain GMNBN (zIN ) from G
D
X 2
(zIn), which is further related to
GDX (zIn).
Lemma 1. X˜ is semicircular over D. Furthermore, X˜ and
Mn are free over D.
Proof: The proof is given in Appendix B.
Since X ∈ Mn, we have that X˜ and X are free over D.
Recall that X = X + X˜ . Then, GDX (zIn) and GDX 2(zIn) can
be derived. Moreover, we obtain GMNBN (zIN ) as shown in the
following theorem.
Theorem 2. The MN -valued Cauchy transform GMNBN (zIN )for z ∈ C+ satisfies
Φ˜(z) = IN −
K∑
k=1
η˜k(Gk(z)) (59)
Φ(z) = diag
(
IM1 − η1(G
MN
BN
(zIN )),
IM2 − η2(G
MN
BN
(zIN )), · · · ,
IMK − ηK(G
MN
BN
(zIN))
)
(60)
GMNBN (zIN ) =
(
zΦ˜(z)−HΦ(z)−1HH
)−1
(61)
Gk(z) =
((
zΦ(z)−HHΦ˜(z)−1H
)−1)
k
. (62)
Furthermore, there exists a unique solution of GMNBN (zIN) ∈
H−(MN ) := {b ∈ MN : ℑ(b) ≺ 0} for each z ∈ C+, and
the solution is obtained by iterating (59)-(62). The Cauchy
transform GBN (z) is given by
GBN (z) =
1
N
tr(GMNBN (zIN)). (63)
Proof: The proof is given in Appendix C.
In massive MIMO systems, Nl can go to a very large value.
In this case, Ulk can be assumed to be independent of k, i.e.,
Ul1 = Ul2 = · · · = UlK , under some antenna configurations
[42], [51], [52]. When uniform linear arrays (ULAs) are em-
ployed in all ASs and Nl grows very large, eachUlk is closely
approximated by a discrete Fourier transform (DFT) matrix
[51], [52]. In [42], a more general BS antenna configuration
is considered, and it is shown that the eigenvector matrices of
the channel covariance matrices at the BS for different users
tend to be the same as the number of antennas increases.
Under the assumption Ul1 = Ul2 = · · · = UlK , we can
obtain simpler results. For brevity, we denote all Ulk by Ul.
Consider the Rayleigh channel case, i.e., H = 0. Let Λ˜l(z)
denote (INl −
∑K
k=1 Π˜lk(Gk(z)))
−1
. Then, (59) becomes
Φ˜(z) = diag
(
U1(Λ˜1(z))
−1UH1 ,U2(Λ˜2(z))
−1UH2 ,
· · · ,UL(Λ˜L(z))
−1UHL
)
. (64)
Furthermore, (61) and (62) become
GMNBN (zIN ) = z
−1diag
(
U1Λ˜1(z)U
H
1 ,U2Λ˜2(z)U
H
2 ,
· · · ,ULΛ˜L(z)U
H
L
)
(65)
Gk(z) = z
−1
(
IMk − ηk(G
MN
BN
(zIN ))
)−1
. (66)
From (33) and (34), we have that
ηk(G
MN
BN
(zIN )) =
L∑
l=1
VlkΠlk(UlΛ˜l(z)U
H
l )V
H
lk (67)
where Πlk(UlΛ˜l(z)UHl ) is an Mk × Mk diagonal matrix
valued function with the diagonal entries computed by[
Πlk(UlΛ˜l(z)U
H
l )
]
ii
=
Nl∑
j=1
[Glk]ji
[
UHl UlΛ˜l(z)U
H
l Ul
]
jj
=
Nl∑
j=1
[Glk]ji
[
Λ˜l(z)
]
jj
. (68)
Thus,U1,U2, · · · ,UL can be omitted in the iteration process,
and hence (59)-(63) reduce to[
Λ˜l(z)
]
ii
=
(
1−
K∑
k=1
[
Π˜lk(Gk(z))
]
ii
)−1
(69)
Λ˜(z) = diag
(
Λ˜1(z), Λ˜2(z), · · · , Λ˜L(z)
)
(70)
Gk(z) =
(
zIMk − ηk(Λ˜(z))
)−1
(71)
GBN (z) = z
−1 1
N
L∑
l=1
Nl∑
i=1
[
Λ˜l(z)
]
ii
(72)
9where the diagonal entries of Πlk(〈Λ˜(z)〉l), which is needed
in the computation of ηk(Λ˜(z)), are now redefined by[
Πlk(〈Λ˜(z)〉l)
]
ii
=
Nl∑
j=1
[Glk]ji
[
Λ˜l(z)
]
jj
. (73)
Furthermore, the matrix inversion in (61) has been avoided.
When L = 1, we have that
ηk(Λ˜(z)) = V1kΠ1k(Λ˜1(z))V
H
1k (74)
Gk(z) = V1k
(
zIMk −Π1k(Λ˜1(z))
)−1
VH1k. (75)
Let Λk(z) denote (zIMk − Π1k(Λ˜1(z)))−1. From (32), we
then obtain[
Π˜1k(Gk(z))
]
ii
=
Mk∑
j=1
[G1k]ij
[
VH1kV1kΛk(z)V
H
1kV1k
]
jj
=
Mk∑
j=1
[G1k]ij [Λk(z)]jj . (76)
Thus, we can further omit V11,V12, · · · ,V1K in the iteration
process. We redefine Π˜k(Λk(z)) by[
Π˜k(Λk(z))
]
ii
=
Mk∑
j=1
[G1k]ij [Λk(z)]jj . (77)
Equations (59)-(63) can be further reduced to[
Λ˜1(z)
]
ii
=
(
1−
K∑
k=1
[
Π˜k(Λk(z))
]
ii
)−1
(78)
[Λk(z)]ii =
(
z −
[
Πk(Λ˜1(z))
]
ii
)−1
(79)
GBN (z) = z
−1 1
N
N∑
i=1
[
Λ˜1(z)
]
ii
. (80)
In this case, all matrix inversions have been avoided. Since
U1 andV11,V12, · · · ,V1K have been omitted in the iteration
process, we have that the distribution of BN depends only on
{G1k}.
Consider now the Rician channel case, i.e., H 6= 0. If H
has some special structures, we can still obtain simpler results.
Let L = 1 and H1k = U1Σ1kVH1k, where Σ1k is an N ×Mk
deterministic matrix with at most one nonzero element in each
row and each column. In this case, we have that
HΦ(z)−1HH = U1
(
K∑
k=1
Σ1kV
H
1k
(
IMk −
ηk(G
MN
BN
(zIN))
)−1
V1kΣ
H
1k
)
UH1 (81)
ηk(G
MN
BN
(zIN )) = V1kΠ1k(Λ˜1(z))V
H
1k (82)
Φ˜(z) = U1(Λ˜1(z))
−1UH1 . (83)
Recall from (61) that
GMNBN (zIN ) = (zΦ˜(z)−HΦ(z)
−1HH)−1.
The matrix inversion in (61) can still be avoided, and the
distribution of BN also does not vary with U1. However, the
matrix inversion in (61) can not be avoided even with the
assumption Hlk = UlΣlkVHlk when L 6= 1.
C. Deterministic Equivalent of VBN (x)
In this subsection, we derive the Shannon transform VBN (x)
from the Cauchy transform GBN (z).
According to (55), we have that
lim
N→∞
VBN (x) − VBN (x) = 0. (84)
Thus, VBN (x) is the deterministic equivalent of VBN (x). To
derive VBN (x), we introduce the following two lemmas.
Lemma 2. Let Ek(x) denote −xGk(−x) and A(x) denote
(Φ˜(−x) + x−1HΦ(−x)−1HH)−1, we have that
−tr
(
x−1HHA(x)H
dΦ(−x)−1
dx
)
=
K∑
k=1
tr
((
Φk(−x)
−1 −Ek(x)
) dΦk(−x)
dx
)
(85)
where Φk(−x) = IMk − ηk(G
MN
BN
(−xIN )).
Proof: The proof is given in Appendix D
Lemma 3.
tr
(
d(x−1A(x))
dx
(
Φ˜(−x)− IN
))
=
K∑
k=1
tr
(
dΦk(−x)
dx
x−1Ek(x)
)
. (86)
Proof: The proof is given in Appendix E.
Using the above two lemmas and a technique similar to that
in [38], we obtain the following theorem.
Theorem 3. The Shannon transform VBN (x) of BN satisfies
VBN (x) = log det
(
Φ˜(−x) + x−1HΦ(−x)−1HH
)
+ log det (Φ(−x))
− tr
(
x
K∑
k=1
ηk(G
MN
BN
(−xIN ))Gk(−x)
)
(87)
or equivalently
VBN (x) = log det
(
Φ(−x) + x−1HHΦ˜(−x)−1H
)
+ log det(Φ˜(−x))
− tr
(
x
K∑
k=1
η˜k(Gk(−x))G
MN
BN
(−xIN )
)
. (88)
Proof: The proof of (87) is given in Appendix F. Equation
(88) can be obtained from (87) easily, and thus its proof is
omitted for brevity.
Remark 1. From Theorems 2 and 3, we observe that the
deterministic equivalent VBN (σ2z) is totally determined by
the parameterized one-sided correlation matrices η˜k(Ck) and
ηk(C˜). In [8], each sub-channel matrix H˜lk reduces to
10
R
1
2
lkWlkT
1
2
lk, where Rlk and Tlk are deterministic positive
definite matrices. In this case, η˜k(Ck) becomes
η˜k(Ck) = diag (R1ktr (T1kCk) ,R2ktr (T2kCk) ,
· · · ,RLktr (TLkCk)) (89)
and ηk(C˜) becomes
ηk(C˜) =
L∑
l=1
Tlktr(Rlk〈C˜〉l). (90)
Let elk = tr(Rlk〈GMNBN (−xIN )〉l) and e˜lk = tr(TlkGk(−x)).
Then, it is easy to show that the deterministic equivalent
VBN (σ
2
z) provided by (87) or (88) reduces to that provided
by Theorem 2 of [8] when H˜lk reduces to R
1
2
lkWlkT
1
2
lk.
We now summarize the method to compute the deterministic
equivalent VBN (σ2z) of the Shannon transform VBN (σ2z) as
follows: First, initialize GMNBN (−σ
2
zIN ) with IN and Gk(−σ2z)
with IMk . Second, iterate (59)-(62) until the desired tolerances
of GMNBN (−σ
2
zIN ) and Gk(−σ2z) are satisfied. Third, obtain the
deterministic equivalent VBN (σ2z) by (87) or (88).
When Nl goes to a very large value, we can also obtain
simpler results from Theorem 3 under some scenarios. Con-
sider H = 0. Let λ˜li(x) = 1 −
∑K
k=1[Π˜lk(Gk(−x))]ii. We
can rewrite VBN (x) as
VBN (x) =
K∑
i=1
log det(IMk − ηk(Λ˜(−x)))
+
L∑
l=1
Nl∑
i=1
log(λ˜li(x)) +
L∑
l=1
Nl∑
i=1
1− λ˜li(x)
λ˜li(x)
. (91)
When L = 1, (91) further reduces to
VBN (x) =
K∑
k=1
Mk∑
i=1
log(λki(x)) +
N∑
i=1
log(λ˜1i(x))
+
N∑
i=1
1− λ˜1i(x)
λ˜1i(x)
(92)
where λki(x) denotes 1−[Πk(Λ˜(−x))]ii. In the case of L = 1
and H1k = U1Σ1kV1k, similar results to (91) can still be
obtained and are omitted here for brevity.
D. Sum-rate Capacity Achieving Input Covariance Matrices
In this subsection, we consider the optimization problem
(Q⋆1,Q
⋆
2, · · · ,Q
⋆
K) = argmax
(Q1,··· ,QK)∈Q
VBN (σ
2
z). (93)
In the previous section, we have obtained the expression
of VBN (x) when assuming PkMkQk = IMk . The results for
general Qk’s are obtained by replacing the matrices Hk with√
Pk
Mk
HkQ
1
2
k and H˜k with
√
Pk
Mk
H˜kQ
1
2
k . Let η˜Q,k(Ck) and
ηQ,k(C˜) be defined by
η˜Q,k(Ck) =
Pk
Mk
diag
(
U1kΠ˜1k
(
Q
1
2
kCkQ
1
2
k
)
UH1k,
U2kΠ˜2k
(
Q
1
2
kCkQ
1
2
k
)
UH2k, · · · ,
ULkΠ˜Lk
(
Q
1
2
kCkQ
1
2
k
)
UHLk
)
(94)
and
ηQ,k(C˜) =
Pk
Mk
L∑
l=1
Q
1
2
kVlkΠlk(〈C˜〉l)V
H
lkQ
1
2
k . (95)
The right-hand sides (RHSs) of (94) and (95) are obtained by
replacing H˜k with
√
Pk
Mk
H˜kQ
1
2
k in (31) and (33), respectively.
Let S denote [
√
P1
M1
H1
√
P2
M2
H2 · · ·
√
PK
MK
HK ] and Q =
diag(Q1,Q2, · · · ,QK). Then, (87) becomes
VBN (x) = log det (IM + ΓQ) + log det(Φ˜(−x))
−tr
(
x
K∑
k=1
η˜Q,k(Gk(−x))G
MN
BN
(−x)
)
(96)
with the following notations
Γ = diag
(
−η1(G
MN
BN
(−xIN )),−η2(G
MN
BN
(−xIN )), · · · ,
−ηK(G
MN
BN
(−xIN ))
)
+ x−1SHΦ˜(−x)−1S (97)
Φ˜(−x) = IN −
K∑
k=1
η˜Q,k(Gk(−x)) (98)
Φ(−x) = diag
(
IM1−ηQ,1(G
MN
BN
(−xIN )),
IM2 − ηQ,2(G
MN
BN
(−xIN )), · · · ,
IMK−ηQ,K(G
MN
BN
(−xIN ))
)
(99)
Gk(−x) =
((
−xΦ(−x)−Q
1
2SHΦ˜(−x)−1SQ
1
2
)−1)
k
(100)
GMNBN (−xIN ) =
(
−xΦ˜(−x)− SQ
1
2Φ(−x)−1Q
1
2SH
)−1
.
(101)
By using a procedure similar to that in [8], [15], [17] and [53],
we obtain the following theorem.
Theorem 4. The optimal input covariance matrices
(Q⋆1,Q
⋆
2, · · · ,Q
⋆
K)
are the solutions of the standard waterfilling maximization
problem:
max
Qk
log det(IMk + ΓkQk)
s.t. tr(Qk) ≤Mk,Qk  0 (102)
where
Γk = 〈(IM + ΓQ\k)−1Γ〉k (103)
Q\k = diag(Q1, · · · ,Qk−1,0Mk ,Qk+1, · · · ,QK). (104)
Proof: The proof is given in Appendix G.
Remark 2. When L = 1, we have Hk = H1k +U1k(M1k ⊙
W1k)V
H
1k [13]. Let Gk denote M1k⊙M1k. We define ψk by
[ψk]j = [
Pk
Mk
VH1kQ
1
2
k Gk(−x)Q
1
2
kV1k]jj . Then, we have that
η˜Q,k(Gk(−x)) = U1kdiag(Gkψk)U
H
1k.
Similarly, defining γk by
[γk]j = [
Pk
Mk
UH1kG
MN
BN
(−xIN )U1k]jj
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we have that
ηk(G
MN
BN
(−xIN )) = V1kdiag(G
T
k γk)V
H
1k.
Let Rk = −η˜Q,k(Gk(−x)) and Tk = −ηk(GMNBN (−xIN )).
With
tr
(
x
K∑
k=1
ηk,Q(G
MN
BN
(−xIN ))Gk(−x)
)
= γTkGkψk
and the previous results, it is easy to show that VBN (σ2z)
provided by (96) reduces to that in Proposition 1 of [13], and
the capacity achieving input covariance matrices provided by
Theorem 4 reduce to that in Proposition 2 of [13].
When H˜lk reduces to R
1
2
lkWlkT
1
2
lk , we have shown in the
previous section that VBN (σ2z) provided by (87) reduces to
that provided by Theorem 2 of [8]. It follows naturally that
the capacity achieving input covariance matrices presented in
Theorem 4 also reduce to that provided by Proposition 2 of
[8].
To obtain (Q⋆1,Q⋆2, · · · ,Q⋆K), we need to iteratively com-
pute Γ via (97)-(101). When each Nl goes to a very large
value, we can make these equations simpler with the assump-
tion that Ul1 = Ul2 = · · · = UlK under some scenarios.
Consider H = 0. The diagonal entries of the Nl×Nl diagonal
matrix valued function Λ˜l(z) in (69) become[
Λ˜l(z)
]
ii
=
(
1−
K∑
k=1
Pk
Mk
[
Π˜lk(Q
1
2
k Gk(z)Q
1
2
k )
]
ii
)−1
. (105)
Then, equations (98)-(101) reduce to
GMNBN (zIN ) = z
−1URΛ˜(z)UHR (106)
Λ˜(z) = diag
(
Λ˜1(z), Λ˜2(z), · · · , Λ˜L(z)
)
(107)
Gk(z) = z
−1
(
IMk − ηQ,k(G
MN
BN
(zIN))
)−1
(108)
whereUR denotes diag(U1,U2, · · · ,UL). In the above equa-
tions, we have avoided the matrix inversion in (101). However,
due to the existence of Q, (98)-(101) can not be further
reduced when L = 1. Let λ˜li(x) denote
1−
K∑
k=1
Pk
Mk
[Π˜lk(Q
1
2
k Gk(−x)Q
1
2
k )]ii.
We can rewrite VBN (x) for general Q as
VBN (x) =
K∑
i=1
log det
(
IMk − ηQ,k(G
MN
BN
(−xIN ))
)
+
L∑
l=1
Nl∑
i=1
log(λ˜li(x)) +
L∑
l=1
Nl∑
i=1
1− λ˜li(x)
λ˜li(x)
.(109)
In the case of L = 1 and H1k = U1Σ1kVH1k, similar results
can be obtained and are omitted here for brevity. As shown in
[13], it is easy to prove that the eigenvectors of the optimal
input covariance matrix of the k-th user are aligned with V1k
when L = 1 and H1k = 0. However, for L 6= 1, unless Vlk
for different AS are the same, the eigenvectors of the optimal
input covariance matrix of the k-th user are not aligned with
Vlk even when Hk = 0.
IV. SIMULATION RESULTS
In this section, we provide simulation results to show the
performance of the proposed free deterministic equivalent
approach. Two simulation models are used. One consists of
randomly generated jointly correlated channels. The other is
the WINNER II model [54]. The WINNER II channel model
is a geometry-based stochastic channel model (GSCM), where
the channel parameters are determined stochastically based on
statistical distributions extracted from channel measurements.
Since the jointly correlated channel is a good approximation
of the measured channel [11], [55], we assume that it can
well approximate the WINNER II channel model. In all sim-
ulations, we set Pk = Mk, K = 3 and L = 2 for simplicity.
The signal-to-noise ratio (SNR) is given by SNR= 1Mσ2z .
For the first simulation model, Mlk, Ulk and Vlk are all
randomly generated. The matrices Ulk and Vlk are extracted
from randomly generated Gaussian matrices with i.i.d. entries
via singular value decomposition (SVD), and the entries
[Mlk]ij are first generated as uniform random variables with
range [0 1] and then normalized according to (24). Each
deterministic channel matrix Hlk is set to a zero matrix for
simplicity.
For the WINNER II model, we use the cluster delay line
(CDL) model of the Matlab implementation in [56] directly.
The Fourier transform is used to convert the time-delay
channel to a time-frequency channel. The Simulation scenario
is set to B1 (typical urban microcell) with line of sight (LOS).
The carrier frequency is 5.25GHz. The antenna arrays of both
the BS and the users are uniform linear arrays (ULAs) with 1-
cm spacing. For other detailed parameters, see [54]. When the
simulation model under consideration becomes the WINNER
II model, we extract Hlk, Mlk, Ulk and Vlk first.
A. Extraction of Hlk, Mlk, Ulk and Vlk from WINNER II
Model
We denote by S the number of samples, and by Hlk(s) the
s-th sample of Hlk. Then, each deterministic channel matrix
Hlk is obtained from
Hlk =
1
S
S∑
s=1
Hlk(s) (110)
and each random channel matrix H˜lk is given by
H˜lk(s) = Hlk(s)−Hlk. (111)
Then, we normalize the channel matrices Hlk(s) according to
(24). Furthermore, from the correlation matrices
Rr,lk =
1
S
S∑
s=1
H˜lk(s)H˜
H
lk(s) (112)
Rt,lk =
1
S
S∑
s=1
H˜Hlk(s)H˜lk(s) (113)
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Fig. 1. Ergodic input-output mutual information versus SNRs of the randomly
generated jointly correlated channels with N1 = N2 = 64,M1 = M2 =
M3 = 4. The line plots the deterministic equivalent results, while the circle
markers denote the simulation results.
and their eigenvalue decompositions
Rr,lk = UlkΣr,lkU
H
lk (114)
Rt,lk = VlkΣt,lkV
H
lk (115)
the eigenvector matrices Ulk and Vlk are obtained. Then, the
coupling matrices Glk =Mlk ⊙Mlk are computed as [11]
Glk =
1
S
S∑
s=1
(
UHlkHlk(s)Vlk
)
⊙
(
UTlkH
∗
lk(s)V
∗
lk
)
. (116)
B. Simulation Results
We first consider the randomly generated jointly correlated
channels with N1 = N2 = 64, M1 = M2 = M3 = 4
and Q1 = Q2 = Q3 = I4. The results of the simulated
ergodic mutual information NVBN (σ2z) and their deterministic
equivalents NVBN (σ2z) are depicted in Fig. 1. The ergodic
mutual information NVBN (σ2z) in Fig. 1 and the following
figures is evaluated by Monte-Carlo simulations, where 104
channel realizations are used for averaging. As depicted in
Fig. 1, the deterministic equivalent results are virtually the
same as the simulation results.
We then consider the WINNER II model for the case with
N1 = N2 = 4,M1 = M2 = M3 = 4 and the case with
N1 = N2 = 64,M1 = M2 = M3 = 4, respectively. For
simplicity, we also set Q1 = Q2 = Q3 = I4. In Fig. 2,
the ergodic mutual information NVBN (σ2z) and their deter-
ministic equivalents NVBN (σ2z) are represented. As shown
in both Fig. 2(a) and Fig. 2(b), the differences between the
deterministic equivalent results and the simulation results are
negligible.
To show the computational efficiency of the proposed de-
terministic equivalent NVBN (σ2z), we provide in Table I the
average execution time for both the Monte-Carlo simulation
and the proposed algorithm, on a 1.8 GHz Intel quad core i5
processor with 4 GB of RAM, under different system sizes.
As shown in Table I, the proposed deterministic equivalent
results are much more efficient. Moreover, the comparison
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Fig. 2. Ergodic input-output mutual information versus SNRs of the WINNER
II channel with (a) N1 = N2 = 4,M1 = M2 = M3 = 4 and (b) N1 =
N2 = 64,M1 = M2 = M3 = 4. The lines plot the deterministic equivalent
results, while the circle markers denote the simulation results.
TABLE I
AVERAGE EXECUTION TIME IN SECONDS
N1=N2=4 N1=N2=64 N1=N2=64
M1=M2=M3=4 M1=M2=M3=4 M1=M2=M3=8
Monte-Carlo 9.74 12.9014 24.6753
DE 0.0269 0.3671 0.4655
indicates that the proposed deterministic equivalent provides a
promising foundation to derive efficient algorithms for system
optimization.
Simulations are also carried out to evaluate the perfor-
mance of the capacity achieving input covariance matrices
(Q⋆1,Q
⋆
2,Q
⋆
3). Fig. 3 depicts the results of the WINNER II
channel models with various system sizes. In Fig. 1 and Fig. 2,
we have shown that the deterministic equivalent NVBN (σ2z)
and the simulated ergodic mutual information NVBN (σ2z)
are nearly the same. Since the latter represents the actual
performance of the input covariance matrices, we use it for
producing the numerical results in Fig. 3. In all four subfigures
of Fig. 3, both the ergodic mutual information NVBN (σ2z) for
(Q⋆1,Q
⋆
2,Q
⋆
3) and the ergodic mutual information NVBN (σ2z)
without optimization (i.e., for (IM1 , IM2 , IM3)) are shown. Let
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Fig. 3. Ergodic input-output mutual information versus SNRs of the WINNER II channel with (a) N1 = N2 = 4,M1 = M2 = M3 = 4, (b) N1 = N2 =
32,M1 = M2 = M3 = 4, (c) N1 = N2 = 32,M1 = M2 = M3 = 8 and (d) N1 = N2 = 64,M1 = M2 = M3 = 4. The solid lines plot the simulation
results without optimization. The dashed lines denote the simulation results of the proposed algorithm, while the diamond markers denote the simulation
results of the Vu-Paulraj algorithm.
(Q⋄1,Q
⋄
2,Q
⋄
3) denote the solution of the Vu-Paulraj algorithm.
The ergodic mutual information NVBN (σ2z) for (Q⋄1,Q⋄2,Q⋄3)
are also given for comparison. We note that the ergodic
mutual information NVBN (σ2z) for (Q⋆1,Q⋆2,Q⋆3) and that
for (Q⋄1,Q⋄2,Q⋄3) are indistinguishable. We also observe that
increasing the number of receive antennas decreases the
optimization gain when the number of transmit antennas is
fixed, whereas increasing the number of transmit antennas
provides a larger gain when the number of receive antennas
is fixed. The main reason behind this phenomenon is as the
following: If the number of transmit antennas is fixed, then
more receive antennas means lower correlations between the
received channel vectors from each transmit antenna (columns
of the channel matrices), and thus the performance gain
provided by the optimization algorithm becomes smaller. On
the other hand, if the number of receive antennas is fixed,
then the received channel vectors from each transmit antenna
become more correlated as the number of transmit antennas
increases, and thus a larger optimization gain can be observed.
V. CONCLUSION
In this paper, we proposed a free deterministic equivalent
for the capacity analysis of a MIMO MAC with a more
general channel model compared to previous works. The
analysis is based on operator-valued free probability theory.
We explained why the free deterministic equivalent method for
the considered channel model is reasonable, and also showed
how to obtain the free deterministic equivalent of the channel
Gram matrix. The obtained free deterministic equivalent is
an operator-valued random variable. Then, we derived the
Cauchy transform of the free deterministic equivalent, the
approximate Shannon transform and hence the approximate
ergodic mutual information. Furthermore, we maximized the
approximate ergodic mutual information to obtain the sum-rate
capacity achieving input covariance matrices. Simulation re-
sults showed that the approximations are not only numerically
accurate but also computationally efficient. The results of this
paper can be used to design optimal precoders and evaluate
the capacity or ergodic mutual information for massive MIMO
uplinks with multiple antenna users.
APPENDIX A
PREREQUISITES AND FREE DETERMINISTIC EQUIVALENTS
Free probability theory was introduced by Voiculescu as a
non-commutative probability theory equipped with a notion
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of freeness. Voiculescu pointed out that freeness should be
seen as an analogue to independence in classical probability
theory [57]. Operator-valued free probability theory was also
presented by Voiculescu from the very beginning in [28]. In
this appendix, we briefly review definitions and results of free
probability theory and operator-valued free probability theory,
and introduce the free deterministic equivalents used in this
paper with a rigorous mathematical justification.
A. Free Probability and Operator-valued Free Probability
In this subsection, we briefly review definitions and results
of free probability theory [36], [57] and operator-valued free
probability theory [57]–[61].
Let A be a unital algebra. A non-commutative probability
space (A, φ) consists of A and a linear functional φ : A →
C. The elements of a non-commutative probability space are
called non-commutative random variables. If A is also a C∗-
algebra and φ(a∗a) ≥ 0 for all a ∈ A, then (A, φ) is a C∗-
probability space. An element a of A is called a selfadjoint
random variable if a = a∗; an element u of A is called a
unitary random variable if uu∗ = u∗u = 1; an element a of
A is called a normal random variable if aa∗ = a∗a.
Let (A, φ) be a C∗-probability space and a ∈ A be a
normal random variable. If there exists a compactly supported
probability measure µa on C such that∫
zk(z∗)ldµa(z) = φ(ak(a∗)l), k, l ∈ N (117)
then µa is uniquely determined and called the ∗-distribution of
a. If a is selfadjoint, then µa is simply called the distribution
of a.
Let A1,A2, · · · ,An be a family of unital subalgebras of
A and k be a positive integer. The subalgebras Ai are called
free or freely independent, if φ(x1x2 · · ·xk) = 0 for any k,
whenever φ(xj) = 0 and xj ∈ Ai(j) for all j, and i(j) 6=
i(j + 1) for j = 1, · · · , k − 1. Let y1, y2, · · · , yn ∈ A. The
non-commutative random variables yi are called free, if the
unital subalgebras alg(1, yi) are free, where alg(1, yi) denotes
the unital algebra generated by the random variable yi.
Let (A, φ) be a C∗-probability space, s ∈ A be a selfadjoint
element and r be a positive real number. If the distribution of
s is determined by [62]
φ(sn) =
2
πr2
∫ r
−r
tn
√
r2 − t2dt (118)
then s is a semicircular element of radius r. An element c with
the definition c = 1√
2
(s1 + is2) is called a circular element,
if s1 and s2 are two freely independent semicircular elements
with the same variance.
Let B ⊂ A be a unital subalgebra. A linear map F : A → B
is a conditional expectation, if F [b] = b for all b ∈ B and
F [b1X b2] = b1F [X ]b2 for all X ∈ A and b1, b2 ∈ B.
An operator-valued probability space (A, F ), also called B-
valued probability space, consists of B ⊂ A and a conditional
expectation F : A → B. The elements of a B-valued
probability space are called B-valued random variables. If in
addition A is a C∗-algebra, B is a C∗-subalgebra and F is
completely positive, then (A, F ) is a B-valued C∗-probability
space. Let X be a B-valued random variable of (A, F ). The
B-valued distribution of X is given by all B-valued moments
F [X b1X b2 · · ·X bn−1X ], where b1, b2, · · · , bn−1 ∈ B.
We denote by Mn(P) the algebra of n × n complex
random matrices. The mathematical expectation operator E
overMn(P) is a conditional expectation fromMn(P) to Mn.
Thus, (Mn(P),E) is an Mn-valued C∗-probability space.
Furthermore, (Mn(P),EDn) is a Dn-valued probability space,
and (Mn(P), 1n tr ◦ E) or (Mn(P),
1
n tr ◦ EDn) is a C
∗
-
probability space. Let X ∈ Mn(P) be a random Hermitian
matrix. Then, X is at the same time an Mn-valued, a Dn-
valued and a scalar valued C∗-random variable. The Mn-
valued distribution ofX determines the Dn-valued distribution
of X, which determines also the expected eigenvalue distribu-
tion of X.
Let X 1,X 2, · · · ,X k ∈ (A, F ) denote a family of B-valued
random variables and n be a positive integer. Let Ai denote the
polynomials in some X j(i) with coefficients from B, i.e., Ai ∈
B〈X j(i)〉 for i = 1, 2, · · · , n. The B-valued random variables
X i are free with amalgamation over B, if F (A1A2 · · ·An) =
0 for any n, whenever F (Ai) = 0 for all i, and j(i) 6= j(i+1)
for i = 1, · · · , n− 1.
Let S(n) be the finite totally ordered set {1, 2, · · · , n} and
Vi(1 ≤ i ≤ r) be pairwise disjoint subsets of S(n). A set π =
{V1, V2, · · · , Vr} is called a partition if V1∪V2 · · ·∪Vr = S(n).
The subsets V1, V2, · · · , Vr are called blocks of π. The set of
non-crossing partitions of S(n) is denoted by NC(n).
The B-valued multiplicative maps {fBπ }π∈NC(n) : An → B
are defined recursively as
fBπ1⊔π2(X 1,X 2, · · · ,Xn)
= fBπ1(X 1,X 2, · · · ,X p)f
B
π2(X p+1,X p+2, · · · ,Xn)(119)
fBins(p,π2→π1)(X 1,X 2, · · · ,Xn)
= fBπ1(X 1,X 2, · · · ,X pf
B
π2(X p+1,X p+2, · · · ,X p+q),
X p+q+1,X p+q+2, · · · ,Xn) (120)
where π1 and π2 are two non-crossing partitions, π1 ⊔ π2
denotes the disjoint union with π2 after π1, and ins(p, π2 →
π1) denotes the partition obtained from π1 by inserting the
partition π2 after the p-th element of the set on which π1
determines a partition. Let 1n denote {{1, 2, · · · , n}}, 0n de-
note {{1}, {2}, · · · , {n}} and fBn (X 1,X 2, · · · ,Xn) denote
fB1n(X 1,X 2, · · · ,Xn).
Let νBπ : An → B be defined by νBn (X 1,X 2, · · · ,Xn) =
F (X 1X 2 · · ·Xn). The B-valued cumulants κBπ : An → B,
also B-valued multiplicative maps, are indirectly and induc-
tively defined by
F (X 1X 2 · · ·Xn) =
∑
π∈NC(n)
κBπ (X 1,X 2, · · · ,Xn). (121)
Furthermore, the B-valued cumulants can be obtained from
the B-valued moments by
κBπ (X 1,X 2, · · · ,Xn)
=
∑
σ≤π,σ∈NC(n)
νBσ (X 1,X 2, · · · ,Xn)µ(σ, π) (122)
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where σ ≤ π denotes that each block of σ is completely
contained in one of the blocks of π, and µ(σ, π) is the Mo¨bius
function over the non-crossing partition set NC(n).
Freeness over B can also be defined by using the B-valued
cumulants. Let S1, S2 be two subsets of A and Ai be the
algebra generated by Si and B for i = 1, 2. Then A1 and A2
are free with amalgamation over B if and only if whenever
X 1, · · · ,Xn ∈ S1
⋃
S2,
κBn(X 1, · · · ,Xn) = 0 (123)
unless either all X 1, · · · ,Xn ∈ S1 or all X 1, · · · ,Xn ∈ S2.
Let (A, φ) be a non-commutative probability space and d be
a positive integer. A matrixA ∈Md(A) is said to be R-cyclic
if the following condition holds, κCn([A]i1j1 , · · · , [A]injn) =
0, for every n ≥ 1 and every 1 ≤ i1, j1, · · · , in, jn ≤ d for
which it is not true that j1 = i2, · · · , jn−1 = in, jn = i1 [40].
Let the operator upper half plane H+(B) be defined by
H+(B) = {b ∈ B : ℑ(b) ≻ 0}. For a selfadjoint random
variable X ∈ A and b ∈ H+(B), the B-valued Cauchy
transform GBX (b) is defined by
GBX (b) = F{(b−X )
−1}
=
∑
n≥0
F{b−1(X b−1)n}, ‖b−1‖ ≤ ‖X‖−1. (124)
Let the operator lower half plane H−(B) be defined by
H−(B) = {b ∈ B : ℑ(b) ≺ 0}. We have that GBX (b) ∈ H−(B).
The B-valued R-transform of X is defined by
RBX (b) =
∑
n≥0
κBn+1(X b, · · · ,X b,X b,X ) (125)
where b ∈ H−(B).
Let X and Y be two B-valued random variables. The B-
valued freeness relation between X and Y is actually a rule
for calculating the mixed B-valued moments in X and Y from
the B-valued moments of X and the B-valued moments of Y .
Furthermore, if X and Y are free over B, then their mixed
B-valued cumulants in X and Y vanish. This further implies
RBX+Y(b) = R
B
X (b) +R
B
Y(b). (126)
The relation between the B-valued Cauchy transform and R-
transform is given by
RBX (b) = G
B
X
〈−1〉
(b)− b−1 (127)
where GBX
〈−1〉
: H−(B) → H+(B) is the inverse function of
GBX . According to (127), (126) becomes
GBX+Y
〈−1〉
(b)− b−1 = GBX
〈−1〉
(b)− b−1 +RBY(b). (128)
By substituting GBX+Y(b) for each b, (128) becomes
b = GBX
〈−1〉 (
GBX+Y(b)
)
+RBY
(
GBX+Y(b)
) (129)
which further leads to
GBX+Y(b) = G
B
X
(
b−RBY
(
GBX+Y(b)
))
. (130)
A B-valued random variable X ∈ A is called a B-valued
semicircular variable if its B-valued R-transform is given by
RBX (b) = κ
B
2 (X b,X ). (131)
According to (121) and (125), the higher order B-valued
moments of X are given in terms of the second order moments
by summing over the non-crossing pair partitions.
Let X 1,X 2, · · · ,Xn be a family of B-valued random
variables, the maps
ηij : C→ F{X iCX j}
are called the covariances of the family, where C ∈ B.
B. Free Deterministic Equivalents
In this subsection, we introduce the free deterministic
equivalents for the case where all the matrices are square and
have the same size, and the random matrices are Hermitian
and composed of independent Gaussian entries with different
variances.
LetY1,Y2, · · · ,Yt be a t-tuple of n×n Hermitian random
matrices. The entries [Yk]ij are Gaussian random variables.
For fixed k, the entries [Yk]ij on and above the diagonal are
independent, and [Yk]ij = [Yk]∗ji. Moreover, the entries from
different matrices are also independent. Let 1nσ
2
ij,k(n) denote
the variance of [Yk]ij . Then, we have σij,k(n) = σji,k(n) and
E{[Yk]ij [Yl]rs} =
1
n
σij,k(n)σrs,l(n)δjrδisδkl (132)
where 1 ≤ k, l ≤ t and 1 ≤ i, j, r, s ≤ n. Let A1,A2, · · · ,As
be a family of n× n deterministic matrices and
Pc := P (A1,A2, · · · ,As,Y1,Y2, · · · ,Yt)
be a selfadjoint polynomial. In the following, we will give the
definition of the free deterministic equivalent of Pc.
Let A be a unital algebra, (A, φ) be a scalar-valued prob-
ability space and Y1,Y2, · · · ,Yt ∈ Mn(A) be a family of
selfadjoint matrices with non-commutative random variables.
The entries [Yk]ii are centered semicircular elements, and
the entries [Yk]ij , i 6= j, are centered circular elements. The
variance of the entry [Yk]ij is given by
φ([Yk]ij [Yk]
∗
ij) = E{[Yk]ij [Yk]
∗
ij}.
Moreover, the entries on and above the diagonal of Yk are
free, and the entries from different Yk are also free. Thus, we
have
φ([Yk]ij [Y l]rs) = E{[Yk]ij [Yl]rs}
where k 6= l, 1 ≤ k, l ≤ t and 1 ≤ i, j, r, s ≤ n.
According to Definition 2.9 of [40], Y1,Y2, · · · ,Yt form
an R-cyclic family of matrices. Then, from Theorem 8.2 of
[40] it follows that Mn,Y1,Y2, · · · ,Yt are free over Dn.
According to Theorem 7.2 of [40], we have that
κDnt (YkC1, · · · ,YkCt−1,Yk)
=
n∑
i1,··· ,it=1
[C1]i2i2 · · · [Ct−1]itit
κCt ([Yk]i1i2 , [Yk]i2i3 , · · · , [Yk]iti1)Pi1 (133)
where C1, · · · ,Ct−1 ∈ Dn and Pi1 denotes the n × n
matrix containing zeros in all entries except for the i1-th
diagonal entry, which is 1. Since the entries on and above the
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diagonal of Y lk are a family of free (semi)circular elements
and [Yk]ij = [Yk]∗ji, we have
κCt ([Yk]i1i2 , [Yk]i2i3 , · · · , [Yk]iti1 ) = 0
unless t = 2. Then, we obtain
κDnt (YkC1, · · · ,YkCt−1,Yk) = 0n
unless t = 2. Thus, Y1, · · · ,Yt are Dn-valued semicircular
elements.
In [59], Shlyakhtenko has proved that Y1,Y2, · · · ,Yt
are asymptotically free over L∞[0, 1], and the asymptotic
L∞[0, 1]-valued joint distribution of Y1,Y2, · · · ,Yt and that
of Y1,Y2, · · · ,Yt are the same. However, the proof of [59]
is based on operator algebra and might be hard to understand.
Thus, we present Theorem 5 in the following and prove it
ourselves.
Assumption 4. The variances σij,k(n) are uniformly bounded
in n.
Let ψk[n] : Dn → Dn be defined by ψk[n](∆n) =
EDn{Yk∆nYk}, where ∆n ∈ Dn.
Assumption 5. There exist maps ψk : L∞[0, 1] → L∞[0, 1]
such that whenever in(∆n) → d ∈ L∞[0, 1] in norm, then
also limn→∞ ψk[n](∆n) = ψk(d).
Theorem 5. Let m be a positive integer. Assume that Assump-
tion 4 holds. Then we have that
lim
n→∞
in(EDn{Yp1C1 · · ·Ypm−1Cm−1Ypm}
−EDn{Yp1C1 · · ·Ypm−1Cm−1Ypm}) = 0L∞[0,1] (134)
where 1 ≤ p1, · · · , pm ≤ t and C1, · · · ,Cm−1 is a family
of n × n deterministic diagonal matrices with uniformly
bounded entries. Furthermore, if Assumption 5 holds, then
Y1,Y2, · · · ,Yt are asymptotically free over L∞[0, 1].
Proof: In [36], a proof of asymptotic freeness between
Gaussian random matrices is presented. Extending the proof
therein, we obtain the following results.
We first prove the special case when p1 = p2 = · · · = pm =
k, i.e.,
lim
n→∞
in(EDn{YkC1 · · ·YkCm−1Yk}
−EDn{YkC1 · · ·YkCm−1Yk}) = 0L∞[0,1]. (135)
The Dn-valued moment EDn{YkC1 · · ·YkCm−1Yk} is
given by
EDn{YkC1 · · ·YkCm−1Yk}
=
n∑
i1,··· ,im=1
E{[Yk]i1i2 [C1]i2i2 · · · [Yk]im−1im
[Cm−1]imim [Yk]imi1}Pi1
=
n∑
i1,··· ,im=1
E{[Yk]i1i2 · · · [Yk]im−1im [Yk]imi1}
[C1]i2i2 · · · [Cm−1]imimPi1 . (136)
According to the Wick formula (Theorem 22.3 of [36]), we
have that
E{[Yk]i1i2 · · · [Yk]im−1im [Yk]imi1}
=
∑
π∈P2(m)
∏
(r,s)∈π
E{[Yk]ir iγ(r) [Yk]isiγ(s)} (137)
where P2(m) denotes the set of pair partitions of S(m), and
γ is the cyclic permutation of S(m) defined by γ(i) = i + 1
mod m. Then, (136) can be rewritten as
EDn{YkC1 · · ·YkCm−1Yk}
=
n∑
i1,··· ,im=1
∑
π∈P2(m)
 ∏
(r,s)∈π
E{[Yk]iriγ(r) [Yk]isiγ(s)}

[C1]i2i2 · · · [Cm−1]imimPi1
=
∑
π∈NC2(m)
n∑
i1,··· ,im=1
 ∏
(r,s)∈π
E{[Yk]ir iγ(r) [Yk]isiγ(s)}

[C1]i2i2 · · · [Cm−1]imimPi1
+
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im=1
 ∏
(r,s)∈π
E{[Yk]iriγ(r) [Yk]isiγ(s)}

[C1]i2i2 · · · [Cm−1]imimPi1 (138)
where NC2(m) ⊂ P2(m) denotes the set of non-crossing
pair partitions of S(m). Meanwhile, the Dn-valued moment
EDn{YkC1 · · ·YkCm−1Yk} is given by
EDn{YkC1 · · ·YkCm−1Yk}
=
n∑
i1,··· ,im=1
φ([Yk]i1i2 [C1]i2i2 · · · [Yk]im−1im
[Cm−1]imim [Yk]imi1)Pi1
=
n∑
i1,··· ,im=1
φ([Yk]i1i2 · · · [Yk]im−1im [Yk]imi1)
[C1]i2i2 · · · [Cm−1]imimPi1 . (139)
The entries of Yk are a family of semicircular and circular
elements. From (8.8) and (8.9) in [36], we obtain
φ([Yk]i1i2 · · · [Yk]im−1im [Yk]imi1)
=
∑
π∈NC2(m)
κCπ([Yk]i1i2 , · · · , [Yk]im−1im , [Yk]imi1)
=
∑
π∈NC2(m)
∏
(r,s)∈π
φ([Yk]iriγ(r) [Yk]isiγ(s)). (140)
Then, (139) can be rewritten as
EDn{YkC1 · · ·YkCm−1Yk}
=
∑
π∈NC2(m)
n∑
i1,··· ,im=1
 ∏
(r,s)∈π
φ([Yk]iriγ(r) [Yk]isiγ(s))

[C1]i2i2 · · · [Cm−1]imimPi1 . (141)
If m is odd, then P2(m) and NC2(m) are empty sets.
Thus, we obtain that both EDn{YkC1 · · ·YkCm−1Yk} and
EDn{YkC1 · · ·YkCm−1Yk} are equal to zero matrices for
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odd m. Thus, we assume that m is even for the remainder of
the proof.
According to φ([Yk]irjr [Yk]isjs) = E{[Yk]irjr [Yk]isjs},
(138) and (141), (135) is equivalent to that
in(
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im=1
(
∏
(r,s)∈π
E{[Yk]iriγ(r) [Yk]isiγ(s)})
[C1]i2i2 · · · [Cm−1]imimPi1)
vanishes as n→∞. It is convenient to identify a pair partition
π with a special permutation by declaring the blocks of π to
be cycles [36]. Then, (r, s) ∈ π means π(r) = s and π(s) =
r. Applying (132), we obtain equation (142) at the top of
the following page, where γπ denotes the product of the two
permutations γ and π, and is defined as their composition as
functions, i.e., γπ(r) denotes γ(π(r)). Applying the triangle
inequality, we then obtain∣∣∣∣∣∣n−m2
n∑
i2,··· ,im=1
(
m∏
r=1
δiriγpi(r)
)(
m∏
r=1
σiriγ(r),k(n)
)
[C1]i2i2 · · · [Cm−1]imim
∣∣∣∣∣∣
≤ n−
m
2
n∑
i2,··· ,im=1
(
m∏
r=1
δiriγpi(r)
)(
m∏
r=1
σiriγ(r),k(n)
)
|[C1]i2i2 · · · [Cm−1]imim | (143)
where i1 is fixed. Since the entries of C1, · · · ,Cm−1 and
σij,k(n) are uniformly bounded in n, there must exists a
positive real number c0 such that∣∣∣∣∣∣n−m2
n∑
i2,··· ,im=1
(
m∏
r=1
δiriγpi(r)
)(
m∏
r=1
σiriγ(r),k(n)
)
[C1]i2i2 · · · [Cm−1]imim |
≤ c0n
−m2
n∑
i2,··· ,im=1
(
m∏
r=1
δiriγpi(r)
)
. (144)
In [36] (p.365), it is shown that
n∑
i1,i2,··· ,im=1
(
m∏
r=1
δiriγpi(r)
)
= n#(γπ) (145)
where #(γπ) is the number of cycles in the permutation γπ.
The interpretation of (145) is as follows: For each cycle of γπ,
one can choose one of the numbers 1, · · · , n for the constant
value of ir on this orbit, and all these choices are independent
from each other. Following the same interpretation, we have
that
n∑
i2,··· ,im=1
(
m∏
r=1
δiriγpi(r)
)
= n#(γπ)−1 (146)
when ir on the orbit of one cycle of γπ is fixed on i1. If
π ∈ P2(m), we have #(γπ)− 1− m2 = −2g as stated below
Theorem 22.12 of [36], where g ≥ 0 is called genus in the
geometric language of genus expansion. The result comes from
Proposition 4.2 of [63]. If π ∈ NC2(m), then g = 0 as stated
in Exercise 22.14 of [36]. Furthermore, for π ∈ P2(m) and
π /∈ NC2(m), we have #(γπ)−1− m2 ≤ −2. Thus, the RHS
of the inequality in (144) is of order n−2, and the left-hand
side (LHS) of the inequality in (144) vanishes as n → ∞.
Furthermore, (142) also vanishes and we have proven (135).
Then, we prove the general case that
lim
n→∞
in(EDn{Yp1C1 · · ·Ypm−1Cm−1Ypm}
−EDn{Yp1C1 · · ·Ypm−1Cm−1Ypm}) = 0L∞[0,1]. (147)
The Dn-valued moment EDn{Yp1C1 · · ·Ypm−1Cm−1Ypm}
is given by
EDn{Yp1C1 · · ·Ypm−1Cm−1Ypm}
=
∑
π∈NC2(m)
n∑
i1,··· ,im=1
∏
(r,s)∈π
E{[Ypr ]iriγ(r) [Yps ]isiγ(s)}
[C1]i2i2 · · · [Cm−1]imimPi1
+
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im=1
∏
(r,s)∈π
E{[Ypr ]iriγ(r) [Yps ]isiγ(s)}
[C1]i2i2 · · · [Cm−1]imimPi1 . (148)
To prove (147) is equivalent to prove that the second term on
the RHS of (148) vanishes as n → ∞. Then, according to
(132), we have that
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im=1
 ∏
(r,s)∈π
E{[Ypr ]iriγ(r) [Yps ]isiγ(s)}

[C1]i2i2 · · · [Cm−1]imimPi1
= n−
m
2
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im=1
 ∏
(r,s)∈π
σiriγ(r),pr (n)σisiγ(s),ps(n)
δiriγ(s)δisiγ(r)δprps
[C1]i2i2 · · · [Cm−1]imimPi1 . (149)
The above equation is similar to (142), the only difference
is the extra factor δprps , which just indicates that we have an
extra condition on the partitions π. A similar situation has been
given in the proof of Proposition 22.22 of [36]. Let P(p)2 (m)
and NC(p)2 (m) be defined by
P
(p)
2 (m) = {π ∈ P2(m) : pr = pπ(r) ∀r = 1, · · · ,m}
and
NC
(p)
2 (m) = {π ∈ NC2(m) : pr = pπ(r) ∀r = 1, · · · ,m}.
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∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im=1
 ∏
(r,s)∈π
E{[Yk]iriγ(r) [Yk]isiγ(s)}
 [C1]i2i2 · · · [Cm−1]imimPi1
= n−
m
2
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im=1
 ∏
(r,s)∈π
σiriγ(r),k(n)σisiγ(s),k(n)δiriγ(s)δisiγ(r)
 [C1]i2i2 · · · [Cm−1]imimPi1
= n−
m
2
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im=1
(
m∏
r=1
σir iγ(r),k(n)δiriγpi(r)
)
[C1]i2i2 · · · [Cm−1]imimPi1
= n−
m
2
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im=1
(
m∏
r=1
δiriγpi(r)
)(
m∏
r=1
σiriγ(r),k(n)
)
[C1]i2i2 · · · [Cm−1]imimPi1 (142)
Then, (149) becomes
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im=1
 ∏
(r,s)∈π
E{[Ypr ]iriγ(r) [Yps ]isiγ(s)}

[C1]i2i2 · · · [Cm−1]imimPi1
= n−
m
2
∑
π∈P(p)2 (m)
π/∈NC(p)2 (m)
n∑
i1,··· ,im=1
(
m∏
r=1
σiriγ(r),pr (n)δiriγpi(r)
)
[C1]i2i2 · · · [Cm−1]imimPi1 . (150)
For all partitions π ∈ P(p)2 (m)\NC
(p)
2 (m), we have that
#(γπ)−1− m2 ≤ −2. Comparing (142) with (150), we obtain
that (150) vanishes as n→∞ and furthermore (147) holds.
Since Y1,Y2, · · · ,Yt are Dn-valued semicircular elements
and also free over Dn, their asymptotic L∞[0, 1]-valued
joint distribution is only determined by ψk, 1 ≤ k ≤ t.
Thus, the asymptotic L∞[0, 1]-valued joint distribution of
Y1,Y2, · · · ,Yt exists. Furthermore, the asymptotic L∞[0, 1]-
valued joint moments
lim
n→∞ in(EDn{Yp1C1 · · ·Ypm−1Cm−1Ypm})
include all the information about the asymptotic L∞[0, 1]-
valued joint distribution of Y1,Y2, · · · ,Yt. Thus, we obtain
from (147) that the asymptotic L∞[0, 1]-valued joint distribu-
tions of Y1,Y2, · · · ,Yt and Y1,Y2, · · · ,Yt are the same.
Finally, we have that Y1,Y2, · · · ,Yt are asymptotically free
over L∞[0, 1].
The asymptotic L∞[0, 1]-valued distribution of the polyno-
mial P (Y1,Y2, · · · ,Yt) is the same as the expected asymp-
totic L∞[0, 1]-valued distribution of P (Y1,Y2, · · · ,Yt) in
the sense that
lim
n→∞
in(EDn{(P (Y1,Y2, · · · ,Yt))
k}
− EDn{(P (Y1,Y2, · · · ,Yt))
k}) = 0L∞[0,1]. (151)
When the n×n deterministic matrices A1,A2, · · · ,As are
also considered, we will present Theorem 6 in the following
subsection to show the asymptotic L∞[0, 1]-valued freeness of
{A1,A2, · · · ,As},Y1,Y2, · · · ,Yt.
Furthermore, Theorem 6 implies that the asymptotic L∞[0, 1]-
valued distribution of
Pf := P (A1,A2, · · · ,As,Y1,Y2, · · · ,Yt)
and the expected asymptotic L∞[0, 1]-valued distribution of
Pc are the same. The polynomial Pf is called the free
deterministic equivalent of Pc.
For finite dimensional random matrices, the difference be-
tween the Dn-valued distribution of Pf and Pc is given by the
deviation from Dn-valued freeness of
{A1,A2, · · · ,As},Y1,Y2, · · · ,Yt
and the deviation of the expected Dn-valued distribution
of Y1,Y2, · · · ,Yt from being the same as the Dn-valued
distribution of Y1,Y2, · · · ,Yt. For large dimensional ma-
trices, these deviations become smaller and the Dn-valued
distribution of Pf provides a better approximation for the
expected Dn-valued distribution of Pc.
C. New Asymptotic L∞[0, 1]-valued Freeness Results
Reference [36] presents a proof of asymptotic free indepen-
dence between Gaussian random matrices and deterministic
matrices. We extend the proof therein and obtain the following
theorem.
Assumption 6. The spectral norms of the deterministic ma-
trices A1,A2, · · · ,As are uniformly bounded.
Theorem 6. Let En denote the algebra of n × n diagonal
matrices with uniformly bounded entries and Fn denote the
algebra generated by A1,A2, · · · ,As and En. Let m be a
positive integer and C0,C1, · · · ,Cm ∈ Fn be a family of
n× n deterministic matrices. Assume that Assumptions 4 and
6 hold. Then,
lim
n→∞
in(EDn{C0Yp1C1Yp2C2 · · ·YpmCm}
−EDn{C0Yp1C1Yp2C2 · · ·YpmCm}) = 0L∞[0,1](152)
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where 1 ≤ p1, · · · , pm ≤ t. Furthermore, if Assumption 5 also
holds, then Y1,Y2, · · · ,Yt, Fn are asymptotically free over
L∞[0, 1].
Proof: We first prove the special case when p1 = p2 =
· · · = pm = k, i.e.,
lim
n→∞
in(EDn{C0YkC1YkC2 · · ·YkCm}
− EDn{C0YkC1YkC2 · · ·YkCm}) = 0L∞[0,1].(153)
Using steps similar to those used to derive (138) and (141) in
the proof of Theorem 5, we obtain
EDn{C0YkC1YkC2 · · ·YkCm}
=
∑
π∈NC2(m)
n∑
i1,··· ,im
j0,j1,··· ,jm=1
 ∏
(r,s)∈π
E{[Yk]irjr [Yk]isjs}

[C0]j0i1 · · · [Cm−1]jm−1im [Cm]jmj0Pj0
+
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im
j0,j1,··· ,jm=1
 ∏
(r,s)∈π
E{[Yk]irjr [Yk]isjs}

[C0]j0i1 · · · [Cm−1]jm−1im [Cm]jmj0Pj0 (154)
and
EDn{C0YkC1YkC2 · · ·YkCm}
=
∑
π∈NC2(m)
n∑
i1,··· ,im
j0,j1,··· ,jm=1
 ∏
(r,s)∈π
φ([Yk]irjr [Yk]isjs)

[C0]j0i1 · · · [Cm−1]jm−1im [Cm]jmj0Pj0 (155)
respectively. Furthermore, both
EDn{C0YkC1YkC2 · · ·YkCm}
and
EDn{C0YkC1YkC2 · · ·YkCm}
are equal to zero matrices for odd m. Thus, we also assume
that m is even for the remainder of the proof.
According to φ([Yk]irjr [Yk]isjs) = E{[Yk]irjr [Yk]isjs},
(154) and (155), (153) is equivalent to that
in(
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im
j0,j1,··· ,jm=1
(
∏
(r,s)∈π
E{[Yk]irjr [Yk]isjs})
[C0]j0i1 · · · [Cm−1]jm−1im [Cm]jmj0Pj0)
vanishes as n → ∞. From (132), we then obtain equation
(156) at the top of the following page. Since C0,C1, · · · ,Cm
are not diagonal matrices, (156) is different from (142) in the
proof of Theorem 5. Thus, the method used to prove the LHS
of (142) vanishes is no longer suitable here. In the following,
we use a different method to prove the LHS of (156) vanishes
as n→∞.
If all σirjr ,k(n) = 1, then (156) becomes
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im
j0,j1,··· ,jm=1
 ∏
(r,s)∈π
E{[Yk]irjr [Yk]isjs}

[C0]j0i1 · · · [Cm−1]jm−1im [Cm]jmj0Pj0
= n−
m
2
∑
π∈P2(m)
π/∈NC2(m)
n∑
j0,j1,··· ,jm=1
[C0]j0jpiγ(m) [C1]j1jpiγ(1) · · ·
[Cm−1]jm−1jpiγ(m−1) [Cm]jmj0Pj0 . (157)
Let ρ1, ρ2, · · · , ρu be cycles of πγ and trπγ(C1, · · · ,Cm) be
defined by
trπγ(C1, · · · ,Cm) = trρ1(C1, · · · ,Cm)trρ2(C1, · · · ,Cm)
· · · trρu(C1, · · ·Cm) (158)
where
trρi(C1, · · · ,Cm) =
1
n
tr(Cv1Cv2 · · ·Cva)
if ρi = (v1, v2, · · · , va). Lemma 22.31 of [36] shows that
n∑
j1,··· ,jm=1
[C1]j1jpiγ(1) · · · [Cm−1]jm−1jpiγ(m−1) [Cm]jmjpiγ(m)
= n#(πγ)trπγ(C1, · · · ,Cm). (159)
For example, let m = 8 and π = (1, 4)(3, 6)(2, 7)(5, 8). Then,
we have
πγ(1) = π(γ(1)) = π(2) = 7
πγ(2) = π(γ(2)) = π(3) = 6
· · ·
πγ(8) = π(γ(8)) = π(1) = 4.
Then, we obtain πγ = (4, 8)(1, 7, 5, 3)(2, 6), #(πγ) = 3 and
n∑
j1,··· ,j8=1
[C1]j1j7 [C2]j2j6 [C3]j3j1 [C4]j4j8
[C5]j5j3 [C6]j6j2 [C7]j7j5 [C8]j8j4
=
n∑
j1,j3,j5,j7=1
[C1]j1j7 [C7]j7j5 [C5]j5j3 [C3]j3j1
n∑
j2,j6=1
[C2]j2j6 [C6]j6j2
n∑
j4,j8=1
[C4]j4j8 [C8]j8j4
= n3
1
n
tr(C4C8)
1
n
tr(C1C7C5C3)
1
n
tr(C2C6)
= n#(πγ)trπγ(C1, · · · ,C8). (160)
From Remarks 23.8 and Proposition 23.11 of [36], we have
that #(πγ) = #(γπ). Without loss of generality, let ρ1 =
(w1, w2, · · · , wb) be the cycle of πγ containing m and wb =
20
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im
j0,j1,··· ,jm=1
 ∏
(r,s)∈π
E{[Yk]irjr [Yk]isjs}
 [C0]j0i1 · · · [Cm−1]jm−1im [Cm]jmj0Pj0
= n−
m
2
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im
j0,j1,··· ,jm=1
 ∏
(r,s)∈π
σirjr ,k(n)σisjs,k(n)δirjsδisjr
 [C0]j0i1 · · · [Cm−1]jm−1im [Cm]jmj0Pj0
= n−
m
2
∑
π∈P2(m)
π/∈NC2(m)
n∑
i1,··· ,im
j0,j1,··· ,jm=1
(
m∏
r=1
σirjr ,k(n)δirjpi(r)
)
[C0]j0i1 · · · [Cm−1]jm−1im [Cm]jmj0Pj0
= n−
m
2
∑
π∈P2(m)
π/∈NC2(m)
n∑
j0,j1,··· ,jm=1
(
m∏
r=1
σjpi(r)jr ,k(n)
)
[C0]j0jpiγ(m) [C1]j1jpiγ(1) · · · [Cm−1]jm−1jpiγ(m−1) [Cm]jmj0Pj0 (156)
m. We denote by α the permutation ρ2 ∪ · · · ∪ ρu. Then, we
obtain a result similar to (159) that
n−
m
2
n∑
j1,··· ,jm=1
[C0]j0jpiγ(m) [C1]j1jpiγ(1) · · ·
[Cm−1]jm−1jpiγ(m−1) [Cm]jmj0
= n#(γπ−
m
2 −1)trα(C1, · · · ,Cm)[C0Cw1 · · ·Cwb ]j0j0 .
(161)
Under the assumptions on C0,C1, · · · ,Cm, the limits of all
trα(C1, · · · ,Cm)[C0Cw1 · · ·Cwb ]j0j0
exist. For each crossing pair partition π, we have that #(γπ)−
1 − m2 ≤ −2. Thus, the RHS of (157) is of order n−2, and
the LHS of (157) vanishes as n→∞.
For general σirjr ,k(n), the formula
n−
m
2
n∑
j1,··· ,jm=1
(
m∏
r=1
σjpi(r)jr ,k(n)
)
[C0]j0jpiγ(m)
[C1]j1jpiγ(1) · · · [Cm−1]jm−1jpiγ(m−1) [Cm]jmj0 (162)
is still a product of elements similar to (161) along the cycles
of πγ. For example, let π = (1, 4)(2, 6)(3, 7)(5, 8), m = 8 and
πγ = (4, 8)(1, 6, 3)(2, 7, 5). Then, we obtain equation (163)
at the top of the following page, where
Λjr = diag(σ
2
1jr ,k(n), σ
2
2jr ,k(n), · · · , σ
2
njr ,k(n))
Ξj2j3 = diag([C3Λ1C1Λj2C6]j3j3 , [C3Λ2C1Λj2C6]j3j3
· · · , [C3ΛnC1Λj2C6]j3j3)
Σj2j3 = diag([C2Λj3C7Λ1C5]j2j2 , [C2Λj3C7Λ2C5]j2j2
· · · , [C2Λj3C7ΛnC5]j2j2).
Thus, (162) is still of order n#(γπ)−1−m2 , and the LHS of
(157) is of order n−2. Furthermore, we have proven that (153)
holds.
Then, we continue to prove the situation with more than
one random matrix that
lim
n→∞
in(EDn{C0Yp1C1Yp2C2 · · ·YpmCm}
− EDn{C0Yp1C1Yp2C2 · · ·YpmCm}) = 0L∞[0,1].
(164)
The proof of (164) is similar to that of (147) in the proof of
Theorem 5 and omitted here for brevity.
Since Mn,Y1,Y2, · · · ,Yt are free over Dn and Fn ⊂
Mn, we obtain that Fn,Y1,Y2, · · · ,Yt are free over Dn.
Then, since Y1,Y2, · · · ,Yt are Dn-valued semicircular ele-
ments, we have that the asymptotic L∞[0, 1]-valued joint dis-
tribution of Fn,Y1,Y2, · · · ,Yt is only determined by ψk and
the asymptotic L∞[0, 1]-valued joint distribution of elements
from Fn. Furthermore, the elements of Fn have uniformly
bounded spectral norm. Thus, the asymptotic L∞[0, 1]-valued
joint distribution of Fn,Y1,Y2, · · · ,Yt exists. Then, since
the asymptotic L∞[0, 1]-valued joint moments
lim
n→∞
in(EDn{C0Yp1C1 · · ·Ypm−1Cm−1YpmCm})
include all the information about the asymptotic L∞[0, 1]-
valued joint distribution of Fn,Y1,Y2, · · · ,Yt, we obtain
from (164) that the asymptotic L∞[0, 1]-valued joint dis-
tributions of Fn,Y1,Y2, · · · ,Yt and Fn,Y1,Y2, · · · ,Yt
are the same. Thus, we have that Fn,Y1,Y2, · · · ,Yt are
asymptotically free over L∞[0, 1].
APPENDIX B
PROOF OF LEMMA 1
From Definition 2.9 of [40], we have that Y11, · · · ,YLK
form an R-cyclic family of matrices. Applying Theorem 8.2
of [40], we then obtain Mn,Y11, · · · ,YLK are free over Dn.
The joint Mn-valued cumulants of X̂ 11, · · · , X̂LK are given
by
κMnt (X̂ i1j1C1, X̂ i2j2C2, · · · , X̂ itjt)
= κMnt (Ai1j1Y i1j1A
H
i1j1C1,Ai2j2Y i2j2A
H
i2j2C2,
· · · ,AitjtY itjtA
H
itjt)
= Ai1j1κ
Mn
t (Y i1j1A
H
i1j1C1Ai2j2 ,Y i2j2A
H
i2j2C2Ai3j3 ,
· · · ,Yitjt)A
H
itjt
= Ai1j1κ
Dn
t (Y i1j1EDn{A
H
i1j1C1Ai2j2},Y i2j2
EDn{A
H
i2j2C2Ai3j3}, · · · ,Y itjt)A
H
itjt (165)
where 1 ≤ it ≤ L, 1 ≤ jt ≤ K , C1,C2, · · · ,Ct ∈ Mn, and
the last equality is obtained by applying Theorem 3.6 of [29],
21
n−4
n∑
j1,··· ,j8=1
(
8∏
r=1
σjpi(r)jr ,k(n)
)
[C0]j0jpiγ(8) [C1]j1jpiγ(1) · · · [Cm−1]j7jpiγ(7) [Cm]j8j0
= n−4
n∑
j1,··· ,j8=1
([C3]j3j1 [Λj4 ]j1j1 [C1]j1j6 [Λj2 ]j6j6 [C6]j6j3) ([C2]j2j7 [Λj3 ]j7j7 [C7]j7j5 [Λj8 ]j5j5 [C5]j5j2)
([C0]j0j4 [C4]j4j8 [C8]j8j0)
= n−4
n∑
j0,j2,j3,j4,j8=1
([C3Λj4C1Λj2C6]j3j3) ([C2Λj3C7Λj8C5]j2j2) ([C0]j0j4 [C4]j4j8 [C8]j8j0)
= n−2
n∑
j2,j3=1
1
n2
[C0Ξj2j3C4Σj2j3C8]j0j0 (163)
which requires that Mn and {Y11, · · · ,YLK} are free over
Dn. Since κDnt ∈ Dn, we obtain
κMnt (X̂ i1j1C1, X̂ i2j2C2, · · · , X̂ itjt) ∈ D.
This implies the D-valued cumulants of X̂ 11, · · · , X̂LK are
the restrictions of their Mn-valued cumulants over D by
applying Theorem 3.1 of [29]. Thus, we have that
κDt (X̂ i1j1C1, X̂ i2j2C2, · · · , X̂ itjt)
= κMnt (X̂ i1j1C1, X̂ i2j2C2, · · · , X̂ itjt)
= Ai1j1κ
Dn
t (Y i1j1EDn{A
H
i1j1C1Ai2j2},Yi2j2
EDn{A
H
i2j2C2Ai3j3}, · · · ,Y itjt)A
H
itjt (166)
where C1,C2, · · · ,Ct ∈ D and the last equality is obtained
by applying (165). Since Y11, · · · ,YLK are free over Dn, we
have that
κDnt (Y i1j1EDn{A
H
i1j1C1Ai2j2},Yi2j2
EDn{A
H
i2j2C2Ai3j3}, · · · ,Y itjt) = 0n (167)
unless i1 = i2 = · · · = it and j1 = j2 = · · · = jt. Hence,
X̂ 11, · · · , X̂LK are free over D. Moreover, since each Y ij is
semicircular over Dn, we obtain
κDnt (Y ijEDn{A
H
ijC1Aij},Y ij
EDn{A
H
ijC2Aij}, · · · ,Y ij) = 0n (168)
except for t = 2. This implies each X̂ lk is also semicircular
over D. Furthermore, since X̂ 11, · · · , X̂LK are free over D,
we obtain X˜ is semicircular over D.
According to (165), we obtain
κMnt (X̂ i1j1C1, X̂ i2j2C2, · · · , X̂ itjt)
= ED{κMnt (X̂ i1j1ED{C1}, X̂ i2j2ED{C2}, · · · , X̂ itjt)}.
(169)
Thus, we have that X̂ 11, · · · , X̂LK and Mn are free over D
by applying Theorem 3.5 of [29]. It follows that X˜ and Mn
are free over D.
APPENDIX C
PROOF OF THEOREM 2
Recall that X = X + X˜ . Since X˜ and X are free over D
by Lemma 1, we can apply (130) and thus obtain
GDX (zIn) = G
D
X
(
zIn −R
D
X˜
(
GDX (zIn)
))
= ED
{(
zIn −R
D
X˜
(
GDX (zIn)
)
−X
)−1}
.(170)
Since X = XH and
GDX (zIn) = ED{(zIn −X )
−1} (171)
we have that
ℑ(GDX (zIn))
=
1
2i
(
GDX (zIn)−
(
GDX (zIn)
)H)
=
1
2i
ED
{
(zIn −X )
−1 − (z∗In −X )
−1
}
= −ℑ(z)ED
{
(zIn −X )
−1
(z∗In −X )
−1
}
. (172)
It is obvious that E{(zIn −X )−1(z∗In −X )−1} is positive
definite. Each block matrix of ED{(zIn−X )−1(z∗In−X )−1}
is a principal submatrix of E{(zIn−X )−1(z∗In−X )−1} and
thus positive definite by Theorem 3.4 of [64]. Then ED{(zIn−
X )−1(z∗In−X )−1} is also positive definite. Thus, we obtain
ℑ(GDX (zIn)) ≺ 0 for z ∈ C+.
This implies that GDX (zIn) should be a solution of (170)
with the property that ℑ(GDX (zIn)) ≺ 0 for z ∈ C+. In the
following, we will prove that (170) has exactly one solution
with ℑ(GDX (zIn)) ≺ 0 for z ∈ C+. Replace GDX (zIn) with
−iW, we have that ℜ(W) ≻ 0. Then, (170) becomes
W = iED
{(
zIn −R
D
X˜
(−iW)−X
)−1}
= ED
{(
V +RD
X˜
(W)
)−1}
= ED{FV(W)} (173)
where V = −izIn + iX. Since z ∈ C+ and X is Hermitian,
we have that ℜ(V)  ǫIn for some ǫ > 0.
Let Mn+ denote {W ∈ Mn : ℜ(W)  ǫI for some ǫ >
0}. We define Ra = {W ∈ Mn+ : ‖W‖ ≤ a} for a >
22
0. According to Proposition 3.2 of [65], FV is well defined,
‖FV(W)‖ ≤ ‖ℜ(V)
−1‖, and FV maps Ra strictly to itself
for V ∈Mn+ and ‖ℜ(V)
−1‖ < a. Furthermore, by applying
the Earle-Hamilton fixed point theorem [66], the statement
in Theorem 2.1 of [65] that there exists exactly one solution
W ∈ Mn+ to the equation W = FV(W) and the solution is
the limit of iterates Wn = FnV(W0) for every W0 ∈ Mn+
is proven.
We herein extend the proof of [65]. First, we define
Rb = {W ∈ Mn+ ∩ D : ‖W‖ ≤ b} for b > 0. Using
Proposition 3.2 of [65], we have that ‖FV(W)‖ ≤ ‖ℜ(V)−1‖
and ℜ(FV(W))  ǫI for some ǫ > 0 and W ∈ Rb. Since
‖ED{FV(W)}‖ ≤ ‖FV(W)‖, we obtain ‖ED{FV(W)}‖ ≤
‖ℜ(V)−1‖. Furthermore, because each diagonal block of
ED{FV(W)} is a principal submatrix of FV(W), we also
have that λmin(FV(W)) ≤ λmin(ED{FV(W)}) by applying
Theorem 1 of [67]. Hence, we have that ℜ(ED{FV(W)}) 
ǫI for some ǫ > 0, and that ED ◦ FV maps Rb strictly
to itself for V ∈ Mn+ ∩ D and ‖ℜ(V)
−1‖ < b. Thus,
applying the Earle-Hamilton fixed point theorem, we obtain
there exists exactly one solution W ∈ Mn+ ∩ D to the
equation W = ED{FV(W)} and the solution is the limit of
iterates Wn = (ED ◦FV)n(W0) for every W0 ∈Mn+ ∩D.
Following a derivation similar to that of (10), we have that
GDX (zIn) = zG
D
X 2
(z2In) (174)
where z, z2 ∈ C+. Then, we obtain
zGDX 2(z
2In)
= ED
{(
zIn −R
D
X˜
(
zGDX 2(z
2In)
)
−X
)−1}
(175)
by substituting zGDX (z2In) for GDX (zIn) in (170). Furthermore,
we have that ℑ(z−1GDX (zIn)) ≺ 0 for z, z2 ∈ C+. Thus,
zGD
X 2
(z2In) with ℑ(GDX 2(z
2In)) ≺ 0 for z, z2 ∈ C+ is
uniquely determined by (175).
Since X˜ is semicircular over D as shown in Lemma 1, we
have that
RD
X˜
(C) = ED{X˜CX˜} = ED{X˜CX˜}
=

K∑
k=1
η˜k(Ck) 0 · · · 0
0 η1(C˜) . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . ηK(C˜)
(176)
where C = diag(C˜,C1, · · · ,CK), C˜ ∈ MN and Ck ∈
MMk . Then according to (58) and (176), (175) becomes
zGMNBN (z
2IN ) 0 · · · 0
0 zG1(z
2) . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . zGK(z2)

= ED


zΦ˜(z2) −H1 · · · −HK
−HH1 zΦ1(z
2) . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
−HHK 0 . . . zΦK(z
2)

−1(177)
where
Φ˜(z2) = IN −
K∑
k=1
η˜k(Gk(z
2)) (178)
Φk(z
2) = IMk − ηk(G
MN
BN
(z2IN )). (179)
According to the block matrix inversion formula [39](
A11 A12
A21 A22
)−1
=
(
C−11 −A
−1
11 A12C
−1
2
−C−12 A21A
−1
11 C
−1
2
)
(180)
where C1 = A11 − A12A−122 A21 and C2 = A22 −
A21A
−1
11 A12, (177) can be split into
zGMNBN (z
2IN ) =
(
zΦ˜(z2)−H
(
zΦ(z2)
)−1
HH
)−1
(181)
and
zGk(z
2) =
((
zΦ(z2)−HH
(
zΦ˜(z2)
)−1
H
)−1)
k
(182)
where
Φ(z2) = diag
(
Φ1(z
2),Φ2(z
2), · · · ,ΦK(z
2)
)
. (183)
Furthermore, (181) and (182) are equivalent to
GMNBN (zIN ) =
(
zΦ˜(z)−HΦ(z)−1HH
)−1
(184)
and
Gk(z) =
(
(zΦ(z)−HHΦ˜(z)−1H)−1
)
k
. (185)
Finally, since the solution has the property ℑ(GD
X 2
(zIn)) ≺
0 for z ∈ C+ and GMNBN (zIN ) is a principal submatrix of
GD
X 2
(zIn), we have that ℑ(GMNBN (zIN )) ≺ 0 for z ∈ C
+ by
using Theorem 3.4 of [64].
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Recall that Ek(x) = −xGk(−x). Let E(x) denote(
Φ(−x) + x−1HHΦ˜(−x)−1H
)−1
.
Then, we have that
K∑
k=1
tr
((
Φk(−x)
−1 −Ek(x)
) dΦk(−x)
dx
)
= tr
((
Φ(−x)−1 − E(x)
) dΦ(−x)
dx
)
. (186)
Recall that A(x) = (Φ˜(−x)+x−1HΦ(−x)−1HH)−1. Using
the Woodbury identity [68], we rewrite E(x) as
E(x) = Φ(−x)−1 − x−1Φ(−x)−1HHA(x)HΦ(−x)−1
(187)
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which further leads to
K∑
k=1
tr
((
Φk(−x)
−1 −Ek(x)
) dΦk(−x)
dx
)
= tr
(
Φ(−x)−1x−1HHA(x)HΦ(−x)−1
dΦ(−x)
dx
)
= tr
(
x−1HHA(x)HΦ(−x)−1
dΦ(−x)
dx
Φ(−x)−1
)
− tr
(
x−1HHA(x)H
dΦ(−x)−1
dx
)
. (188)
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From
Φk(−x)− IMk = −ηk(G
MN
BN
(−xIN ))
= ηk(x
−1A(x)) (189)
we have that
dΦk(−x)
dx
= ηk
(
dx−1A(x)
dx
)
. (190)
From Φ˜(−x)− IN =
∑K
k=1 η˜k(Gk(−x)), we then obtain that
tr
(
dx−1A(x)
dx
(
Φ˜(−x)− IN
))
= −tr
(
dx−1A(x)
dx
K∑
k=1
η˜k(Gk(−x))
)
= tr
(
dx−1A(x)
dx
K∑
k=1
η˜k(x
−1Ek(x))
)
=
K∑
k=1
tr
(
ηk
(
dx−1A(x)
dx
)
x−1Ek(x)
)
(191)
where the last equality is due to
tr(A1η˜k(A2)) = tr(E{A1H˜kA2H˜
H
k })
= tr(E{H˜Hk A1H˜kA2})
= tr(ηk(A1)A2).
According to (190), we finally obtain
tr
(
dx−1A(x)
dx
(
Φ˜(−x)− IN
))
=
K∑
k=1
tr
(
dΦk(−x)
dx
x−1Ek(x)
)
. (192)
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We define J(x) by
J(x) = −x−1 −GBN (−x) = −x
−1tr(A(x)B(x)) (193)
where B(x) denotes Φ˜(−x)+ x−1HΦ(−x)−1HH − IN . For
convenience, we rewrite J(x) as
J(x) = J1(x) + J2(x) (194)
where J1(x) and J2(x) are defined by
J1(x) = −
1
x
tr
(
A(x)
(
Φ˜(−x)− IN
))
(195)
and
J2(x) = −
1
x2
tr
(
A(x)HΦ(−x)−1HH
)
. (196)
Differentiating tr(−A(x)(Φ˜(−x) − IN )) with respect to x,
we have that
d
dx
tr
(
xIN − x
−1A(x)
(
Φ˜(−x)− IN
))
= J1(x) +K(x)− xtr
(
dx−1A(x)
dx
(
Φ˜(−x)− IN
))
(197)
where K(x) is defined as
K(x) = −tr
(
A(x)
dΦ˜(−x)
dx
)
. (198)
According to Lemma 3, (197) becomes
d
dx
tr
(
−A(x)
(
Φ˜(−x)− IN
))
= J1(x) +K(x)−
K∑
k=1
tr
(
dΦk(−x)
dx
Ek(x)
)
. (199)
Defining L(x) as
L(x) = −
K∑
k=1
tr
(
dΦk(−x)
dx
Ek(x)
)
(200)
we obtain
d
dx
tr
(
−A(x)
(
Φ˜(−x)− IN
))
= J1(x) +K(x) + L(x). (201)
For a matrix-valued function F(x), we have that
d
dx
log det(F(x)) = tr
(
F(x)−1
dF(x)
dx
)
. (202)
When F(x) = Φ˜(−x) + x−1HΦ(−x)−1HH , we obtain
d
dx
log det
(
Φ˜(−x) + x−1HΦ(−x)−1HH
)
= tr
(
A(x)
dB(x)
dx
)
= tr
(
A(x)
dΦ˜(−x)
dx
)
+ tr
(
A(x)
dx−1HΦ(−x)−1HH
dx
)
= −K(x) + J2(x) + x
−1tr
(
A(x)
dHΦ(−x)−1HH
dx
)
.
(203)
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According to Lemma 2, (203) becomes
d
dx
log det
(
Φ˜(−x) + x−1HΦ(−x)−1HH
)
= −K(x) + J2(x)
−
K∑
k=1
tr
((
Φk(−x)
−1 −Ek(x)
) dΦk(−x)
dx
)
= −K(x) + J2(x)− L(x)
−
K∑
k=1
tr
((
Φk(−x)
−1) dΦk(−x)
dx
)
. (204)
From (201), (204) and
d
dx
log det(Φ(−x)) =
K∑
k=1
tr
(
Φk(−x)
−1 dΦk(−x)
dx
)
(205)
we obtain
J(x) =
d
dx
log det
(
Φ˜(−x) + x−1HΦ(−x)−1HH
)
+
d
dx
log det(Φ(−x))
−
d
dx
tr
(
A(x)
(
Φ˜(−x)− IN
))
. (206)
Since VBN (x) → 0 as x → ∞, the Shannon transform
VBN (x) can be obtained as
VBN (x) = log det
(
Φ˜(−x) + x−1HΦ(−x)−1HH
)
+ log det(Φ(−x))
−tr
(
A(x)
(
Φ˜(−x)− IN
))
. (207)
Furthermore, it is easy to verify that
tr
(
A(x)
(
Φ˜(−x)− IN
))
= tr
(
x
K∑
k=1
ηk(G
MN
BN
(−xIN ))Gk(−x)
)
. (208)
Finally, we obtain the Shannon transform VBN (x) as
VBN (x) = log det
(
Φ˜(−x) + x−1HΦ(−x)−1HH
)
+ log det(Φ(−x))
−tr
(
x
K∑
k=1
ηk(G
MN
BN
(−xIN ))Gk(−x)
)
. (209)
APPENDIX G
PROOF OF THEOREM 4
The way to show the strict convexity of −VBN (x) with
respect to Q is similar to Theorem 3 of [19] and Theorem
4 of [53], and thus omitted here. Let the Lagrangian of the
optimization problem (93) be defined as
L(Q,Υ,µ) = VBN (x) + tr
(
K∑
k=1
ΥkQk
)
+
K∑
k=1
µk(Mk − tr(QK)) (210)
where Υ , {Υk  0} and µ , {µk ≥ 0} are the
Lagrange multipliers associated with the problem constraints.
In a similar manner to [8], [15] and [53], we write the
derivative of VBN (x) with respect to Qk as
∂VBN (x)
∂Qk
=
∂ log det(IM + ΓQ)
∂Qk
+
∑
ij
∂VBN (x)
∂
[
GMNBN (−xIN )
]
ij
∂
[
GMNBN (−xIN )
]
ij
∂Qk
+
∑
ij
∂VBN (x)
∂[η˜Q,k(Gk(−x))]ij
∂[η˜Q,k(Gk(−x))]ij
∂Qk
(211)
where
∂ log det(IM + ΓQ)
∂Qk
=
(
(IM + ΓQ)
−1
Γ
)
k
. (212)
Furthermore, we obtain equations (213) and (214) at the top
of the following page. The problem now becomes the same as
that in [8]. Thus, the rest of the proof is omitted.
ACKNOWLEDGMENT
We would like to thank the editor and the anonymous
reviewers for their helpful comments and suggestions.
REFERENCES
[1] E. G. Larsson, O. Edfors, F. Tufvesson, and T. L. Marzetta, “Massive
MIMO for next generation wireless systems,” IEEE Commun. Mag.,
vol. 52, no. 2, pp. 186–195, Feb. 2014.
[2] C.-X. Wang, F. Haider, X. Q. Gao, X.-H. You, Y. Yang, D. F. Yuan, H. M.
Aggoune, and H. Haas, “Cellular architecture and key technologies for
5G wireless communication networks,” IEEE Commun. Mag., vol. 50,
no. 2, pp. 122–130, Feb. 2014.
[3] Y. Wu, R. Schober, D. W. K. Ng, C. Xiao, and G. Caire,
“Secure massive MIMO transmission with an active eavesdropper,”
accepted by IEEE Trans. Inf. Theory, 2016. [Online]. Available:
http://arxiv.org/abs/1507.00789
[4] A.-A. Lu, X. Q. Gao, Y. R. Zheng, and C. Xiao, “Low complexity
polynomial expansion detector with deterministic equivalents of the
moments of channel Gram matrix for massive MIMO uplink,” IEEE
Trans. Commun., vol. 64, no. 2, pp. 586–600, Feb. 2016.
[5] L. You, X. Q. Gao, A. L. Swindlehurst, and W. Zhong, “Channel ac-
quisition for massive MIMO-OFDM with adjustable phase shift pilots,”
IEEE Trans. Signal Process., vol. 64, no. 6, pp. 1461–1476, Mar. 2016.
[6] D. Wang, Y. Zhang, H. Wei, X. H. You, X. Q. Gao, and J. Wang,
“An overview of transmission theory and techniques of large-scale
antenna systems for 5G wireless communications,” accepted by
Science China Information Sciences, May 2016. [Online]. Available:
http://arxiv.org/abs/1605.03426
[7] K. T. Truong and R. W. Heath, “The viability of distributed antennas
for massive MIMO systems,” in Proc. 47th Asilomar Conf. Sig., Sys.
and Comp., Monterey, CA, Nov. 2013, pp. 1318–1323.
[8] J. Zhang, C.-K. Wen, S. Jin, X. Q. Gao, and K.-K. Wong, “On capacity
of large-scale MIMO multiple access channels with distributed sets of
correlated antennas,” IEEE J. Sel. Areas Commun., vol. 31, no. 2, pp.
133–148, Feb. 2013.
[9] J.-P. Kermoal, L. Schumacher, K. I. Pedersen, P. E. Mogensen, and
F. Frederiksen, “A stochastic MIMO radio channel model with exper-
imental validation,” IEEE J. Sel. Areas Commun., vol. 20, no. 6, pp.
1211–1226, Aug. 2002.
[10] C. Oestges, “Validity of the Kronecker model for MIMO correlated
channels,” in Proc. IEEE VTC 2006-Spring, vol. 6, Melbourne, Australia,
May 2006, pp. 2818–2822.
25
∂VBN
∂
[
GMNBN (−xIN )
]
ij
= tr
(Φ(−x) + x−1Q 12SHΦ˜(−x)−1SQ 12)−1 ∂Φ(−x)
∂
[
GMNBN (−xIN )
]
ij

− tr
x K∑
k=1
η˜Q,k(Gk(−x))
∂GMNBN (−xIN )
∂
[
GMNBN (−xIN )
]
ij

= 0 (213)
∂VBN
∂[η˜Q,k(Gk(−x))]ij
= tr
((
Φ(−x) + x−1Q
1
2SHΦ˜(−x)−1SQ
1
2
)−1 ∂x−1Q 12SHΦ˜(−x)−1SQ 12
∂[η˜Q,k(Gk(−x))]ij
)
+ tr
(
Φ˜(−x)−1
∂Φ˜(−x)
∂[η˜Q,k(Gk(−x))]ij
)
− tr
(
x
∂η˜Q,k(Gk(−x))
∂[η˜Q,k(Gk(−x))]ij
GMNBN (−xIN )
)
= 0 (214)
[11] W. Weichselberger, M. Herdin, H. Ozcelik, and E. Bonek, “A stochastic
MIMO channel model with joint correlation of both link ends,” IEEE
Trans. Wireless Commun., vol. 5, no. 1, pp. 90–100, Jan. 2006.
[12] X. Q. Gao, B. Jiang, X. Li, A. B. Gershman, and M. R. McKay, “Statis-
tical eigenmode transmission over jointly correlated MIMO channels,”
IEEE Trans. Inf. Theory, vol. 55, no. 8, pp. 3735–3750, Aug. 2009.
[13] C.-K. Wen, S. Jin, and K.-K. Wong, “On the sum-rate of multiuser
MIMO uplink channels with jointly-correlated Rician fading,” IEEE
Trans. Commun., vol. 59, no. 10, pp. 2883–2895, Oct. 2011.
[14] R. Couillet and M. Debbah, Random matrix methods for wireless
communications. Cambridge University Press, 2011.
[15] R. Couillet, M. Debbah, and J. W. Silverstein, “A deterministic equiv-
alent for the analysis of correlated MIMO multiple access channels,”
IEEE Trans. Inf. Theory, vol. 57, no. 6, pp. 3493–3514, June 2011.
[16] R. Couillet, J. Hoydis, and M. Debbah, “Random beamforming over
quasi-static and fading channels: a deterministic equivalent approach,”
IEEE Trans. Inf. Theory, vol. 58, no. 10, pp. 6392–6425, Oct. 2012.
[17] C.-K. Wen, G. Pan, K.-K. Wong, M. Guo, and J.-C. Chen, “A deter-
ministic equivalent for the analysis of non-Gaussian correlated MIMO
multiple access channels,” IEEE Trans. Inf. Theory, vol. 59, no. 1, pp.
329–352, Jan. 2013.
[18] W. Hachem, O. Khorunzhiy, P. Loubaton, J. Najim, and L. Pastur, “A
new approach for mutual information analysis of large dimensional
multi-antenna channels,” IEEE Trans. Inf. Theory, vol. 54, no. 9, pp.
3987–4004, Sept. 2008.
[19] F. Dupuy and P. Loubaton, “On the capacity achieving covariance matrix
for frequency selective MIMO channels using the asymptotic approach,”
IEEE Trans. Inf. Theory, vol. 57, no. 9, pp. 5737–5753, Sept. 2011.
[20] G. Taricco, “Asymptotic mutual information statistics of separately
correlated Rician fading MIMO channels,” IEEE Trans. Inf. Theory,
vol. 54, no. 8, pp. 3490–3504, Aug. 2008.
[21] R. R. Far, T. Oraby, W. Bryc, and R. Speicher, “On slow-fading MIMO
systems with nonseparable correlation,” IEEE Trans. Inf. Theory, vol. 54,
no. 2, pp. 544–553, Feb. 2008.
[22] R. Speicher and C. Vargas, “Free deterministic equivalents, rectangular
random matrix models, and operator-valued free probability theory,”
Random Matrices Theory Appl., vol. 1, no. 2, 2012, article id 1150008,
26 pages.
[23] S. B. Korada and A. Montanari, “Applications of the Lindeberg principle
in communications and statistical learning,” IEEE Trans. Inf. Theory,
vol. 57, no. 4, pp. 2440–2450, Apr. 2011.
[24] S. F. Edwards and P. W. Anderson, “Theory of spin glasses,” Journal
of Physics F: Metal Physics, vol. 5, no. 5, pp. 965–974, 1975.
[25] D. Voiculescu, “Free probability theory: random matrices and von
neumann algebras,” in Proc. ICM’94, vol. 1, Zu¨rich, Aug. 1994, pp.
227–242.
[26] J. Evans and D. N. C. Tse, “Large system performance of linear
multiuser receivers in multipath fading channels,” IEEE Trans. Inf.
Theory, vol. 46, no. 6, pp. 2059–2078, Sept. 2000.
[27] L. A. Pastur and M. Shcherbina, Eigenvalue distribution of large random
matrices. American Mathematical Society Providence, RI, 2011.
[28] D. Voiculescu, “Symmetries of some reduced free product c*-algebras,”
in Operator Algebras and their Connections with Topology and Ergodic
Theory, Lecture Notes in Math., vol. 1132. Berlin: Springer, 1985, pp.
556–588.
[29] A. Nica, D. Shlyakhtenko, and R. Speicher, “Operator-valued distribu-
tions. I. Characterizations of freeness,” Int. Math. Res. Not., vol. 2002,
no. 29, pp. 1509–1538, Jan. 2002.
[30] P. Pan, Y. Zhang, X. Ju, and L.-L. Yang, “Capacity of generalised
network multiple-input-multiple-output systems with multicell cooper-
ation,” IET Commun., vol. 7, no. 17, pp. 1925–1937, Nov. 2013.
[31] P. Pan, Y. Zhang, Y. Sun, and L.-L. Yang, “On the asymptotic spec-
tral efficiency of uplink MIMO-CDMA systems over Rayleigh fading
channels with arbitrary spatial correlation,” IEEE Trans. Veh. Technol.,
vol. 62, no. 2, pp. 679–691, Feb. 2013.
[32] R. Mu¨ller and B. Cakmak, “Channel modelling of MU-MIMO systems
by quaternionic free probability,” in Proc. IEEE ISIT’12, Boston, MA,
July 2012, pp. 2656–2660.
[33] A. Nica, R. Speicher, A. M. Tulino, and D. Voiculescu,
“Free probability, extensions, and applications,” in BIRS
Meeting on Free Probability, Extensions, and Applications.,
Banff, Canada, Jan. 2008, pp. 1–7. [Online]. Available:
http://www.birs.ca/workshops/2008/08w5076/report08w5076.pdf
[34] J. Hoydis, R. Couillet, and M. Debbah, “Deterministic equivalents for
the performance analysis of isometric random precoded systems,” in
Proc. ICC’11, Kyoto, June 2010, pp. 1–5.
[35] A. M. Tulino and S. Verdu´, Random matrix theory and wireless
communications. Now Publishers Inc, 2004.
[36] A. Nica and R. Speicher, Lectures on the combinatorics of free proba-
bility. Cambridge University Press, 2006.
[37] R. Speicher, “What is operator-valued free probability and
why should engineers care about it,” in Lectures at
Workshop on Random Matrix Theory and Wireless Commu-
nications, Boulder, Colorado, July 2008. [Online]. Available:
http://www.mast.queensu.ca/∼speicher/papers/Boulder.pdf
[38] W. Hachem, P. Loubaton, J. Najim et al., “Deterministic equivalents
for certain functionals of large random matrices,” Ann. Appl. Probab.,
vol. 17, no. 3, pp. 875–930, 2007.
[39] K. B. Petersen and M. S. Pedersen, The matrix cookbook.
Technical University of Denmark, 2012. [Online]. Available:
http://www2.imm.dtu.dk/pubdb/views/edoc download.php/3274/pdf/imm3274.pdf
[40] A. Nica, D. Shlyakhtenko, and R. Speicher, “R-cyclic families of
matrices in free probability,” J. Funct. Anal., vol. 188, no. 1, pp. 227–
271, Jan. 2002.
[41] C. Sun, X. Q. Gao, S. Jin, M. Matthaiou, Z. Ding, and C. Xiao, “Beam
division multiple access transmission for massive MIMO communica-
tions,” IEEE Trans. Commun., vol. 63, no. 6, pp. 2170–2184, June 2015.
[42] L. You, X. Q. Gao, X.-G. Xia, N. Ma, and Y. Peng, “Pilot reuse for
massive MIMO transmission over spatially correlated Rayleigh fading
channels,” IEEE Trans. Wireless Commun., vol. 14, no. 6, pp. 3352–
3366, June 2015.
[43] A. Adhikary, J. Nam, J.-Y. Ahn, and G. Caire, “Joint spatial division
26
and multiplexing–the large-scale array regime,” IEEE Trans. Inf. Theory,
vol. 59, no. 10, pp. 6441–6463, Oct. 2013.
[44] V. Jungnickel, K. Manolakis, W. Zirwas, B. Panzner, V. Braun, M. Los-
sow, M. Sternad, R. Apelfro¨jd, and T. Svensson, “The role of small cells,
coordinated multipoint, and massive MIMO in 5G,” IEEE Commun.
Mag., vol. 52, no. 5, pp. 44–51, May 2014.
[45] A. Liu and V. Lau, “Joint power and antenna selection optimization in
large cloud radio access networks,” IEEE Trans. Signal Process., vol. 62,
no. 5, pp. 1319–1328, Mar. 2014.
[46] R. A. Hom and C. R. Johnson, “Topics in matrix analysis,” Cambridge
UP, New York, 1994.
[47] A. Goldsmith, S. A. Jafar, N. Jindal, and S. Vishwanath, “Capacity limits
of MIMO channels,” IEEE J. Sel. Areas Commun., vol. 21, no. 5, pp.
684–702, June 2003.
[48] S. Boyd and L. Vandenberghe, Convex optimization. Cambridge
university press, 2009.
[49] M. Vu and A. Paulraj, “Capacity optimization for Rician correlated
MIMO wireless channels,” in Proc. 39th Asilomar Conf. Sig., Sys. and
Comp., Pacific Grove, CA, Oct. 2005, pp. 133–138.
[50] F. Benaych-Georges, “Rectangular random matrices, related convolu-
tion,” Probab. Theory Related Fields, vol. 144, no. 3, pp. 471–515, July
2009.
[51] S. Noh, M. Zoltowski, Y. Sung, and D. Love, “Pilot beam pattern design
for channel estimation in massive MIMO systems,” IEEE J. Sel. Topics
Signal Process., vol. 8, no. 5, pp. 787–801, Oct. 2014.
[52] Y. Zhou, M. Herdin, A. M. Sayeed, and E. Bonek, “Experimental
study of MIMO channel statistics and capacity via the virtual channel
representation,” UW Technical Report, 2007. [Online]. Available:
http://dune.ece.wisc.edu/
[53] J. Dumont, W. Hachem, S. Lasaulce, P. Loubaton, and J. Najim, “On
the capacity achieving covariance matrix for Rician MIMO channels:
an asymptotic approach,” IEEE Trans. Inf. Theory, vol. 56, no. 3, pp.
1048–1069, Mar. 2010.
[54] J. Meinila¨, P. Kyo¨sti, T. Ja¨msa¨, and L. Hentila¨, “WINNER II channel
models,” in Radio Technologies and Concepts for IMT-Advanced. Wiley
Online Library, 2009, pp. 39–92.
[55] E. Bonek, “Experimental validation of analytical MIMO channel mod-
els,” e&i Elektrotechnik und Informationstechnik, vol. 122, no. 6, pp.
196–205, June 2005.
[56] L. Hentila¨, P. Kyo¨sti, M. Ka¨ske, M. Narandzic, and
M. Alatossava, “MATLAB implementation of the WINNER
Phase II channel model ver1.1,” 2007. [Online]. Available:
https://www.ist-winner.org/phase2model.html
[57] R. Speicher, “Free probability and random matrices,” arXiv preprint
arXiv:1404.3393, 2014.
[58] D. Shlyakhtenko, “Gaussian random band matrices and operator-valued
free probability theory,” Banach Center Publications, vol. 43, no. 1, pp.
359–368, 1998.
[59] ——, “Random Gaussian band matrices and freeness with amalgama-
tion,” Int. Math. Res. Not., vol. 1996, no. 20, pp. 1013–1025, 1996.
[60] S. T. Belinschi, T. Mai, and R. Speicher, “Analytic subordination theory
of operator-valued free additive convolution and the solution of a general
random matrix problem,” arXiv preprint arXiv:1303.3196, 2013.
[61] R. Speicher, “Combinatorial theory of the free product with amalga-
mation and operator-valued free probability theory,” Mem. Amer. Math.
Soc., vol. 132, no. 627, pp. 1–88, 1998.
[62] A. Nica and R. Speicher, “On the multiplication of free n-tuples of
noncommutative random variables,” Amer. J. Math., vol. 118, no. 4, pp.
799–837, Aug. 1996.
[63] A. Zvonkin, “Matrix integrals and map enumeration: an accessible
introduction,” Mathematical and Computer Modelling, vol. 26, no. 8–10,
pp. 281–304, Oct.–Nov. 1997.
[64] R. B. Bapat, Linear algebra and linear models. Springer Science &
Business Media, 2012.
[65] J. W. Helton, R. R. Far, and R. Speicher, “Operator-valued semicir-
cular elements: Solving a quadratic matrix equation with positivity
constraints.” Int. Math. Res. Not., vol. 2007, 2007, article id rnm086, 15
pages.
[66] C. J. Earle and R. S. Hamilton, “A fixed point theorem for holomorphic
mappings,” in Proc. Sympos. Pure Math, vol. 16, 1970, pp. 61–65.
[67] R. C. Thompson, “Principal submatrices. VIII. Principal sections of a
pair of forms,” Rocky Mountain Journal of Mathmatics, vol. 2, no. 1,
pp. 97–110, 1972.
[68] N. J. Higham, Accuracy and stability of numerical algorithms. Siam,
2002.
