Reasoning with conditionals has been the focus of much research in Cognitive Psychology, but has attracted comparatively less attention in Artificial Intelligence. However, if you scratch below the surface, it soon becomes apparent that conditionals, in one form or another, are arguably the most common form of knowledge representation in Artificial Intelligence. They are employed in such diverse paradigms as production systems, logic programming, and Baysian networks; and much theoretical and practical experience has been accumulated with their use.
Despite their natural use to implement stimulus-response associations, many applications of production systems use production rules explicitly to reduce goals to sub-goals:
If goal G and conditions C then make H a sub-goal.
Indeed, in ACT-R (Anderson and Bower, 1973) , this is the typical form of production rules used to simulate human problem solving in such tasks as the Tower of Hanoi.
Thagard, in his textbook Mind, an Introduction to Cognitive Science (Thagard, 1996) , also draws attention to this goal-oriented use of production rules and claims that they cannot be represented in logical form. On page 45, he gives the following example of such a rule:
If you want to go home for the weekend, and you have the bus fare, then you can catch a bus.
Here the "action" you can catch a bus is a recommendation. The action can also be expressed as a command:
If you want to go home for the weekend, and you have the bus fare, then catch a bus.
The use of the imperative voice to express actions motives the terminology "conflict resolution" to describe the process of reconciling conflicting commands.
Logic programming
Whereas conditionals of a sort, in the form of production rules, are the main kind of knowledge representation in production systems, conditionals of a logical kind are the only kind of representation in logic programming. Logic programming has been used for many applications in both Artificial Intelligence and other areas of computing. However, except for the work of Stenning and van Lambalgen (2004 , 2005 , 2008 , it has not been used as a descriptive model 2 human reasoning at all.
Normal logic programs are sets of conditionals:
If B 1 and … and B n then H where the conclusion H is an atomic formula and the conditions B i are literals, which are either atomic formulas or the negations of atomic formulas. All variables are implicitly universally quantified in front of the conditional. Facts are the special case where n = 0 and there are no variables. Conditionals in logic programs are also called clauses. Horn clauses 3 are the special case where all of the conditions are atomic formulae. Because conditionals in normal logic programming are used only backwards, they are normally written backwards:
H if B 1 and … and B n .
so that backward reasoning is equivalent to "forward execution" in the direction in which the conditional is written. The Prolog syntax for clauses:
H :-B 1 ,… , B n .
is deliberately ambiguous, so that the clause can be read either as a conditional written backwards or as a goal-reduction procedure executed forwards.
In practice, expert logic programmers use both the declarative reading of clauses as conditionals, so that programs correctly achieve their goals, and the procedural reading, so that programs behave efficiently. However, it seems that few programmers achieve this level of expertise. Many programmers focus entirely on the declarative reading alone and are disappointed when their programs fail to run effectively. Other programmers focus entirely on efficiency and loose the potential benefits of the declarative reading.
This difficulty that many programmers have in combining the declarative and procedural reading of clauses may be due, in part, to the greater complexity of computation in logic programming, compared with more conventional programming languages.
Computation in logic programming = backward reasoning + negation as failure + search (This section can be skipped on a first reading.)
Computation in logic programming generates a search tree whose nodes are labelled by goals and whose branches are possible execution paths. Every goal in the tree is a conjunction 4 of literals:
G 1 and … and G m .
The root of the tree is labelled by the initial goal. A path is a successful computation if it ends in a node labelled by the empty set of sub-goals, where m=0. A path is a failed computation if it ends in a node with non-empty sub-goals to which no inference can be applied.
Given a node with a non-empty set of sub-goals, computation proceeds by first selecting a subgoal G i for solution. If there is more than one sub-goal that can be selected, then as with conflictresolution in production systems a decision needs to be made, selecting only one. Any selection strategy can be used. Prolog selects sub-goals in the order in which they are written. However, more intelligent problem-solving strategies, such as choosing the most constrained sub-goal first, are also possible (Kowalski, 1979) .
In the simple, propositional case 5 , if G i is an atomic formula that is identical to the conclusion H of a clause H if B 1 and … and B n , then backward reasoning is applied, replacing the selected subgoal by the conditions of the clause, obtaining a child of the node labelled by the new goal: … and G i-1 and B 1 and … and B n and G i+1 and … and G m 
.
If G i is the negation not G of an atomic formula G, then negation as failure is applied, performing a subsidiary computation with the same program, but with the initial goal G. The selected subgoal not G succeeds if G fails, and the only child of the node is labelled by the new goal:
G 1 and … and G i-1 and G i+1 and … and G m 
Given a program and an initial goal, the search tree is generated, and its branches are explored to find a successful computation. Prolog uses depth-first search, using the order in which clauses are written, to determine the order in which branches are explored; but other search strategies, such as breadth-first, best-first and parallel search are also possible.
Negation as failure
Negation as failure makes logic programming a non-monotonic logic. For example, given the clauses:
An object is red if the object looks red and not the object is illuminated by a red light. The object looks red.
then the consequence:
The object is red.
follows as a goal, because there is no clause whose conclusion matches the subsidiary sub-goal, the object is illuminated by a red light. However, given the new clause, the object is illuminated by a red light, the subsidiary sub-goal now succeeds and the top-level goal now fails, nonmonotonically withdrawing the consequence The object is red.
Negation as failure can be understood and justified in two main ways (Kowalski, 1979, Chapter 11) , both of which interpret all the clauses of a program in which a given predicate occurs in the conclusion as the only clauses that can be used in establishing that conclusion. This is also known as the closed world assumption (Reiter, 1978) .
The simplest formalisation (Clark, 1978) Given only these sentences, the completion logically implies the conclusion not you get help. However, the conclusion is not implied if the clauses are interpreted as uncompleted conditionals in classical logic.
The other main way of formalising the close world assumption is to interpret the phrase "not G" in the meta-language, literally as "G cannot be shown", "G does not hold", or "G is not believed". Applying this interpretation informally to the two clauses in the example above, the conclusion you get help can not be shown, because both of the conditions in the two alternative ways of showing the conclusion can not be shown using only the given program, and therefore the conclusion not you get help succeeds 7 .
In most cases these two interpretations of the closed world assumption and negation as failure justify the same logical consequences. In many cases, the consequences differ from those sanctioned by classical logic, but they seem to be similar to those observed in psychological studies of human reasoning.
Abductive reasoning with logic programs
Backward reasoning, in the form of SLD-resolution (Kowalski, 1974) , is a sound and complete inference rule for Horn clauses 8 . However, the closed world assumption justifies other inferences, such as negation as failure, as we have just seen.
Negation as failure is an integral feature of normal logic programming. However, the closed world assumption also sanctions other inferences, the most important of which is abduction. Abductive reasoning is a defining feature of abductive logic programming, as we will see later.
For example, given only the clause:
and then told that A holds, it follows that B must hold.
Abductive reasoning can be justified deductively in both interpretations of the closed world assumption: In the case of the clause above, it can be justified at the object level, because given A if and only if B and given also A, it follows that B. It can also be justified at the meta-level, because given A if B as the only way of showing A and given that A can be shown, it follows that it must also be possible to show B.
Notice that the closed world assumption also justifies switching the direction of the implication:
Consider now a similar situation where, however, we are given an additional way of concluding A. Given only the clauses:
and then told that A holds, it no longer follows that B holds, but that B or C holds instead.
It is also possible to switch the direction of the implication, concluding B or C if A. The disjunction in the conclusion of B or C if A can be eliminated by using negation as failure:
B if A and not C. C if A and not B.
Switching the direction of conditionals is a common technique used certain applications, such, as fault diagnosis, where the direct representation uses conditions for causes and conclusions for effects. However, this necessitates the use of abduction to explain observations of faults using the causal model. Since abduction is a more powerful form of inference than deduction, it is common to use deduction with the switched form of the conditionals instead.
The relationship with conditionals in natural language
As Politzer and Bonnefon (this volume) observe, many conditionals in natural language have a truncated form (A -> H) that, to be understood fully, needs to be put into a wider context of the form: But, as we have just seen, in logic programming this wider context is exactly one half of a definition, which, at the object level, can be expressed in if-and-only-if form:
In logic programming, such definitions (and the conditionals that are embedded in them) are used for many purposes, the most important of which is to express means-ends procedures. Such procedures can be used both to generate plans to achieve H as an effect of various alternative causes and conditions, including A. But they can also be used for predicting the likely effects of actions. Definitions can also be used to represent taxonomies, in which an abstract class, such as the class of animals, is defined in terms of less abstract classes, such as the classes of vertebrates and invertebrates.
It is not easy, and therefore not common, in natural language to express definitions in their complete if-and-only-if form; and it is more common to express them incrementally in conditional form. But this leads to a fundamental ambiguity, whether to understand a conditional as a truncated form of the if-direction of a definition, or to understand it as a truncated form of the only-if-direction.
First, consider the case of a conditional of the form (A -> H), which is a truncated form of one of the alternative clauses of the definition of H:
Typically, the condition A is the most significant of the conditions (A & A1 &...An1) in the clause, in which case the conditional (A -> H) can be regarded as a first approximation of the complete clause. The additional conditions are either deemed to hold by default or are spelled out in successively more precise formulations of the clause. This characteristic of conditionals can be viewed as a generalisation of the qualification problem: How to suitably qualify a conclusion so that all its conditions are adequately specified. The qualification problem is one aspect of the notorious frame problem in Artificial Intelligence.
The frame problem is normally solved in logic programming and other approaches to nonmonotonic reasoning by interpreting the conditional (A -> H) as a default conditional, which is deemed to hold provided there is no evidence to the contrary, and by rewriting it in the strict form:
H if A and not abnormal1
where abnormal1 is defined by successive clauses:
It can also be rewritten in the abductive logic programming form:
H if A and normal1.
where the positive condition normal1 is an abducible, "open" predicate, to which the closed world assumption does not apply and which is restricted by suitable integrity constraints. We will investigate the role of integrity constraints later in this paper.
In the meanwhile, it is useful to note that the abductive formulation provides a link with Bayesian networks (Pearl, 1988) , in which assigning a probability p to a conditional (A -> H) is equivalent to assigning the same probability p to the abducible normal1 in the clause H if A and normal1. David Poole (1993 Poole ( , 1997 has shown that abductive logic programs with such probabilistic abducible predicates have the expressive power of discreet Bayesian networks. Now consider the case of a switched conditional of the form (H -> A), which is a truncated form of the only-if direction of the definition:
The disjunction in the conclusion of the switched conditional can be eliminated by using negation as failure and introducing a new predicate, say alternative, to represent the alternative ways of establishing the conclusion H. 9 The resulting sentences have the logic programming form:
A if H and not alternative
If the strict conditional A if H and not alternative is rewritten as a default conditional, it then takes the literally switched form:
These observations about the relationship between natural language conditionals and if-and-onlyif definitions may help to explain some of the problems that people have with conditionals in natural language. In particular, they show, not only that a declarative conditional (X -> Y) may be missing additional conditions, but also that it may correspond to different directions of a definition.
Consider, for example, the ambiguous conditional:
If an object looks red, then it is red.
The further statement:
This object looks red.
"invites" the inference:
This object is red.
However, the direction of the causal relationship between looking red and being red suggests that the conditional is a switched form of a definition specifying the alternative conditions under which an object looks red:
(An object is red & possibly other conditions) or (possibly other alternatives) <-> the object looks red.
Under the closed world assumption, which is equivalent to the assumption that there are no other alternatives, the definition can be rewritten in the completed logic programming form:
An object looks red if-and-only-if it is red and not abnormal.
However, the additional conditional:
If an object is illuminated by red light, then it looks red.
contradicts this closed world assumption and forces it to be reformulated in the new form:
An object looks red if-and-only-if it is red and not abnormal or it is illuminated by a red light and not abnormal'.
The invited inference no longer holds 10 .
These observations about the ambiguity of conditionals have implications for the psychology of logic programming. Not only do programmers have difficulty with combining the procedural and declarative interpretations of clauses, but they almost certainly have at least equal difficulty with the declarative style of programming alone. This may be one of the reasons that many programmers abandon declarative programming altogether, in favour of a purely procedural programming style.
The relationship between logic programs and production rules.
By comparison with logic programming, production systems not only lack a declarative reading, but they have a simpler behaviour, which is both easier to understand and easier to control.
However, in many cases their behaviour is similar. In particular, Stenning and van Lambalgen (2004 , 2005 , 2008 have observed that forward chaining with production rules of the form:
If goal G and conditions C then add H as a sub-goal.
is identical in behaviour to backward reasoning with clauses of the form:
G if C and H.
The production rule and the clause both give rise to the same goal-reduction procedure:
To achieve G, show C, and achieve H as sub-goal.
The production rule represents the procedure subjectively (or intentionally), in terms of the causal effect of the goal G on an agent's state of mind. The clause views it objectively (or extensionally), in terms of causal effects in the agent's environment. However, in both cases, the direction of the conditional is from conditions that are causes to conclusions that are results of those causes. This switching of the direction of the conditional is related to the switching associated with evidential conditionals, epistemic and inferencial conditionals as noted by Pearl (1988) , Dancygier (1998) and Politzer and Bonnefon (2006) . It also seems to be related to the switching of direction associated with the transformation of abduction into deduction.
Viewed in these terms, Thagard's example of the production rule:
is a subjective representation of the goal-reduction procedure:
To go home, check that you have the bus fare, and catch a bus.
which can also be represented objectively by the logic programming clause:
you will go home for the weekend if you have the bus fare and you catch a bus.
Notice that the causal relationship in both formulations of the procedure has as an implicit associated degree of uncertainty. In the case of the production rule, the uncertainty is associated with whether or not the agent's conflict resolution strategy will chose the action of the rule if other rules with other incompatible actions are triggered at the same time.
In the case of the clause, the uncertainty is associated with whether or not other un-stated conditions, which can be summarised as nothing goes wrong, also hold. This condition can be stated explicitly using negation as failure 11 : The relationship between clauses and production rules that are used to represent goal-reduction procedures leaves open the question of the relationship when production rules are used instead to represent stimulus-response associations.
For example, it is unnatural to interpret the condition-action rule:
If it is raining and you have an umbrella, then cover yourself with the umbrella.
as a procedure for solving the goal of covering oneself with an umbrella. It is similarly unnatural, therefore, to reformulate it as the corresponding clause:
you cover yourself with an umbrella if it is raining and you have an umbrella.
I will argue that such production rules are better understood as conditional goals, which can be interpreted as integrity constraints in abductive logic programming. Conditional goals are closer to conditionals in classical logic than they are to clauses in logic programs.
Conditionals in active deductive databases
Integrity constraints in abductive logic programming can perhaps most easily be understood in comparison with integrity constraints in databases, where they are used to prevent unacceptable updates. In active databases, integrity constraints can also be used to compensate for otherwise unacceptable updates, by allowing the updates, but performing corrective actions, to ensure that integrity is maintained.
Thus the condition-action rule for covering oneself when it rains can be understood as an active integrity constraint:
If it is raining and you have an umbrella, then you cover yourself with the umbrella.
which is identical in syntax to the condition-action rule, except for the fact that the action part is not expressed as a command or recommendation, but as a statement in declarative form. Unlike the original condition-action rule, which does not have a logical semantics, the integrity constraint has the semantics of a logical implication.
An agent could use such a constraint as a maintenance goal to maintain the integrity of its "knowledge base", in much the same way that an active database system uses integrity constraints to maintain the integrity of its data. Integrity checking is initiated by forward reasoning, or modus ponens, when an observation that updates the agent's knowledge base matches a condition of a conditional integrity constraint. It proceeds by checking whether the other conditions of the constraint also hold, and if they do, it derives the conclusion of the constraint as an achievement goal.
An achievement goal can be solved by backward reasoning, as in ordinary logic programming. But, unlike ordinary logic programming, instead of failing if a sub-goal cannot be reduced to further sub-goals, if a sub-goal is an action, then an attempt can be made to make it true by executing it successfully. The result of the attempt is added to the knowledge base.
Conditional integrity constraints look like clauses in logic programs, but have a more general syntax 12 . To understand the difference between clauses and integrity constraints, it is useful to consider more closely the difference between data and integrity constraints (Nicolas and Gallaire, 1978) .
In conventional relational databases, data is defined by relationships, which can be viewed in logical terms as facts (variable-free atomic sentences). For example:
The bus leaves at time 9:00. The bus leaves at time 10:00. etc.
However, in deductive databases
13 , which are a database-oriented variant of logic programming, relationships can also be defined by clauses. For example:
The bus leaves at time X:00 if X is an integer and 9 ≤ X ≤ 18.
Given appropriate definitions for the predicates in its conditions, the clause replaces the 10 separate facts that would be needed in a conventional relational database.
Compare this clause with the conditional sentence:

If the bus leaves at time X:00, then for some integer Y, the bus arrives at its destination at time X:Y & 20 ≤ Y ≤ 30.
The existential quantifier in the conclusion of the sentence means that the sentence cannot be used to define any data, but can only be used as an integrity constraint. In a passive database, it would be used to reject any update that records an arrival time earlier than 20 minutes or later than 30 minutes after departure. However, in an active database, it could attempt to make its conclusion true and self-update the database with a record of the arrival.
Obviously, the capability to make such an update lies outside the powers of even an active database. However, it is only a minor extension of a normal production system. In production systems, actions can be executed as soon as all of their conditions are satisfied. In this minor extension, actions have associated times, and they can be executed whenever their associated times are compatible with the actual time.
In addition to the pragmatic distinction between the use of clauses to define data and of integrity constraints to monitor data, there is a further distinction in the way that clauses and constraints are used for reasoning. In logic programming, clauses are used backwards to reduce goals to subgoals. In deductive databases, integrity constraints are used forwards to derive consequences of updates (Kowalski et al, 1987) . Forward reasoning with integrity constraints behaves like forward chaining to execute stimulus-response associations. This combination of backward reasoning with clauses and forward reasoning with integrity constraints facilitates the modelling of agents that combine the ability to plan pro-actively with the ability to behave reactively.
Intelligent Agents and AgentSpeak
The ability to combine planning for a future state of the world with reacting to the present state is a characteristic of both human and artificial agents. In the next section, we will see how these abilities are combined in abductive logic programming agents (ALP agents). ALP agents can be viewed in BDI (Belief, Desire, Intention) ( Bratman, Israel, and Pollack,1988) terms, as agents whose beliefs are represented by clauses, desires (or goals) are represented by integrity constraints, and intentions are collections of actions with associated times to be performed in the future.
Arguably, the most influential of the BDI agent models, is the Procedural Reasoning System (Ingrand, George, and Rao, 1992) , its successor dMARS (d 'Inverno, 1998) , and their abstraction and simplification AgentSpeak (Rao, 1996) . Although the earliest of these systems were specified in multi-modal logics, their procedural implementations could not easily be related to their logical specifications. AgentSpeak abandoned the attempt to relate the implementations to their specifications, observing instead that "…one can view agent programs as multi-threaded interruptible logic programming clauses" (Rao, 1996) . However, the relationship between AgentSpeak and logic programming is restricted to the procedural interpretation of clauses. In fact, AgentSpeak is much closer to production systems than to logic programming. Like production systems, AgentSpeak programs have both a declarative and a procedural component, and the procedural component is an extended kind of production rule that does not have a logical semantics. The declarative component contains both belief literals (atoms and negations of atoms) and goal atoms, whereas the procedural component contains plans of the syntactic form:
Event E: conditions C ⇐ goals G and actions A.
Here the event E can be the addition or the deletion of a belief or the addition of a goal. Plans are embedded in a cycle similar to the production system cycle. Production systems are the special case where the set of goals G is empty. Like production rules, plans are executed in the direction in which they are written, by a kind of forward chaining.
Here are some typical AgentSpeak plans: Observations and actions do not have associated times, and the declarative memory provides only a snapshot of the current state of the world. To compensate for this lack of a temporal representation, the prefixes +,-, !, and ? are used to stand for add, delete, achieve, and test respectively.
Like rules in production systems, plans in AgentSpeak do not have a logical semantics. However, in the special case where the triggering event E is the addition of a goal, and the plan has the form:
Goal E: conditions C ⇐ goals G and actions A.
the plan can be reformulated as a corresponding logic programming clause:
E' if C ' and G' and A'and temporal constraints. where the prefixed predicates of AgentSpeak are reformulated with explicit associated times. The corresponding clause is identical in behaviour to the plan, but also has a logical semantics. Using an (overly) simple, explicit representation of time 14 , the clauses corresponding to first two plans illustrated above are: As in the case of stimulus-response production rules, the case where the triggering event is the addition or deletion of a belief can typically be represented by means of an integrity constraint. For example, the integrity constraint corresponding to the third plan above is:
If rock_seen(R) at time T and not battery_low at time T and location(R,L) at time T then move_to(L) at time T +1 and pick_up(R) at time T+2.
In addition to goal-reduction rules and stimulus-response associations, there is a third kind of production rule and AgentSpeak plan, illustrated by the fourth plan above, in which the event E is an observation and the goals and actions are simply the addition of beliefs. This corresponds to a logic programming clause:
there is an emergency if there is a fire.
that is used to reason forwards in abductive logic programming, rather than backwards in normal logic programming, as we shall see again below.
Abductive logic programming (ALP)
Abductive logic programming (Kakas et al, 1998 ) is an extension of logic programming, which combines predicates that are defined by ordinary logic programs with abducible (undefined) predicates that are constrained by integrity constraints. In theory, integrity constraints can be expressed in full first-order logic, like goals in logic programs. In practice, however, syntactic restrictions are often imposed for the sake of efficiency or for naturalness of expression. The two most common restrictions limit the syntax of integrity constraints to the form of denials or the form of conditionals.
Consider the following abductive logic program (with minimal attention to temporal considerations), in which the integrity constraint is a denial expressed in the form of a conditional:
Program:
Grass is wet if it rained. Grass is wet if the sprinkler was on.
Abducible predicates: it rained, the sprinkler was on, the sun was shining.
Integrity constraints:
If it rained and the sun was shining then false. (i.e. not it rained and the sun was shining.)
Observation:
Grass is wet. Explanation:
the sprinkler was on.
In classical logic, the observation has no deductive consequences. However, using the closed world assumption and reasoning backwards, it is possible to derive two alternative explanations of the observation:
it rained or the sprinkler was on.
As in the case of negation as failure, this argument can be formalised in two ways, either using the completion of the program, in which case the abduction becomes an object-level deduction, or using the autoepistemic semantics, in which case the abduction becomes a metalevel deduction.
Suppose, we are given the additional observation:
Observation:
the sun was shining.
The new observation triggers the integrity constraint, and forward reasoning derives the consequence:
If it rained then false. (i.e. not it rained.) from which it follows that:
is the only acceptable explanation of the observation that the Grass is wet.
This last inference can also be formalised in both the object language and in the metalanguage.
Now suppose that, instead of the additional observation, we have instead information about the relative probabilities of the abducible predicates, e.g.:
it rained (with probability .1) the sun was shining (with probability .5) the sprinkler was on (with probability .05) the sprinkler was off (with probability .95) Then it is possible to derive, in the obvious way, the associated probabilities of the two explanations, with the hypothesis that it rained being the more probable explanation.
ALP agents
In ALP agents (Kowalski and Sadri,1999; Kowalski 2001 Kowalski , 2006 ), abductive logic programming is embedded in an observation-thought-decision-action cycle, which is similar to the production system and AgentSpeak cycles. The agent's beliefs are represented by clauses, goals by integrity constraints, and observations and actions by abducible predicates.
In the ALP agent cycle, reasoning can be interrupted, as in AgentSpeak, both by incoming observations and by outgoing actions. An incoming observation, for example, might trigger an integrity constraint and derive an action that needs to be performed immediately, interrupting the derivation of plans and execution of actions for goals that need to be achieved in the longer-term future. I general, it may be necessary to interleave actions that cannot be delayed with actions and plans for the future. The four sentences all have conditional form. However, for an ALP agent, the first two sentences would function as maintenance goals and would be represented by integrity constraints. The other two sentences would function as beliefs and would be represented by clauses. The predicates "there is a fire" and "you press the alarm signal button" are abducible predicates, representing possible observations and actions respectively. The predicate you study late in the library would be defined by other clauses.
All of the predicates, to be precise, would need to include associated times. These times would reflect the fact that getting help in an emergency is more urgent than studying in the library to write an essay.
Given an update recording an observation that you have an essay to write, forward reasoning with the first sentence would derive the achievement goal you study late in the library and set in train a process of goal-reduction and action execution to solve the achievement goal.
A second update recording an observation that there is a fire would interrupt this process and initiate a chain of forward reasoning to determine the consequences of the new update. Whereas in ordinary logic programming clauses can only be used backwards, in ALP clauses can be used backwards or forwards, depending on the circumstances. In particular, the fourth sentence above can be used forwards to classify the observation of fire as an emergency. (In other circumstances, it could also be used backwards to determine whether there is an emergency by checking whether there is a fire, or backwards to create an emergency by starting a fire!)
Forward reasoning with the fourth sentence derives the consequence there is an emergency. Forward reasoning with the second sentence derives the new achievement goal you get help. Backward reasoning with the second sentence reduces this goal to the abducible sub-goal, you press the alarm signal button. Because the sub-goal is an action abducible, it can be solved only by making it true, executing it successfully in the environment. Because the associated time of the action marks it as urgent, it would interrupt the process of studying late in the library, which could be returned to later.
In production systems and AgentSpeak, all four sentences would be represented uniformly as production rules or plans, and they would all be executed by forward chaining. Different uses of a belief would be represented by different rules or plans. For example, in AgentSpeak, the four sentences above would be represented by such plans as: It seems that this purely procedural, non-declarative representation is easier for many programmers to use than the combined procedural-declarative representation style of logic programming. Perhaps this is a symptom of the general confusion that is associated with the use of conditionals in natural language and of the fact that reasoning can be properly understood only in the context of its use by an agent to regulate its behaviour in the changing environment.
Conflict resolution in ALP agents -another role for probability
There is a growing view in Artificial Intelligence that the only kind of intelligence that makes sense is the intelligence needed by agents to maintain their well-being in co-operation and competition with other agents in their environment. The presence of other agents and the uncertainty of the changing environment complicate the conflict resolution problem of deciding what to do when there are several alternatives to chose from.
Alternative ways of solving a goal may solve the goal with different degrees of utility and may have other desirable or undesirable consequences. Moreover, the consequences may depend upon the uncertain behaviour of other agents and of the environment. Ideally, an agent should choose an alternative that optimises its expected overall utility, including as many of its consequences as possible, as well as the overhead of performing the optimisation itself. However, it is often possible to use an inexpensive, fixed priority ordering of goals and beliefs to approximate the normatively ideal decision-theoretic analysis.
Consider, for example, the following two beliefs about alternative ways of going home for the weekend: However, to do a full-scale decision-theoretic analysis, even if it were possible to determine the probabilities, it would still be necessary to determine the degree to which the alternatives accomplish their intended goal, as well as to the quantify the costs and benefits of other possible consequences. For example, driving the car may be more comfortable than taking the bus, and the bus schedule may be inconvenient. But taking the bus may cost less money, and, by contributing to the reduction of global carbon emissions, help to save the planet.
You could do a PhD on the problems of calculating the probabilities and utilities and on combining them to find the optimal solution. But, the result might be equivalent to just giving preference to the use of one clause over the other. This could be done, for example, with negation as failure, using the clauses Prolog fashion in a fixed order. 
Some conclusions
Artificial Intelligence contains a wealth of practical applications of different knowledge representation formalisms and their associated problem solving mechanisms, as well as theoretical results about the relationships between them. Conditionals in one form or another are a significant feature of many of these formalisms.
Although Artificial Intelligence has a different focus than Cognitive Psychology, it has borrowed many of its tools and techniques from the same background. It seems plausible, therefore, that some of its practical and theoretical results may also be relevant and useful in Cognitive Psychology. Conversely, psychological studies of human reasoning may be helpful in understanding why certain knowledge representation formalisms in Artificial Intelligence seem to be easier for some people to understand and to learn than other formalisms that are formally equivalent or even more powerful.
Production systems and logic programming are an obvious case, where there are well-established formal relationships, but an enormous psychological gap. Similar relationships hold between AgentSpeak and ALP agents, with a corresponding psychological chasm between them. Psychological studies of these gaps might be useful in helping to turn the formal results into practical applications.
The relationship between Bayesian networks and abductive logic programming is possibly an even more obvious case, where similar theoretic results are accompanied by a psychological chasm. This case is potentially of greater interest to cognitive psychologists, because it suggests that the psychological results arguing in favour of a probabilistic interpretation of human reasoning might be compatible with a logical interpretation.
