Let A m,n be the tensor product of the Laurient polynomial algebra in m even variables and the exterior algebra in n odd variables over the complex field C, and the Witt superalgebra W m,n be the Lie superalgebra of superderivations of A m,n . In this paper, we classify the simple weight W m,n modules with finite-dimensional weight spaces with respect to the standard Cartan algebra of W m,0 . Every such module is either a simple quotient of a tensor module or a module of highest weight type.
Introduction
We denote by Z, Z + , N, Q and C the sets of all integers, non-negative integers, positive integers, rational numbers and complex numbers, respectively. All vector spaces and algebras in this paper are over C, and all modules over Lie superalgebras are Z 2 -graded. We denote by U(a) the universal enveloping algebra of the Lie superalgebra a.
Let A = A m,n be the tensor superalgebra of the Laurient polynomial algebra in m even variables t 1 , t 2 , . . . , t m and the exterior algebra in n odd variables ξ 1 , ξ 2 , . . . , ξ n , and the Witt superalgebra W = W m,n be the Lie superalgebra of superderivations of A m,n . Denote by D m = span{t i ∂ ∂t i | i = 1, 2, . . . , m} the Cartan subalgebra of W m,0 . Throughout this paper, a W m,n module M is called a weight module if the action of D m on M is diagonalizable.
Representation theory of Witt algebra W m,0 has been well-developed. Simple weight modules with finite-dimensional weight spaces (also called Harish-Chandra modules) for the Virasoro algebra (which is the universal central extension of W 1,0 ) were conjectured by V. Kac in [11] and classified by O.Mathieu in [15] , see also [21] for another approach. Then similar classification was given for the higher rank Virasoro algebras in [20, 14] . In 2004 Eswara Rao conjectured in [8] that a simple weight module for W m.0 with finitedimensional weight spaces is either a quotient of a tensor module or a module of highest weight type. The weight set of those modules for W m,0 was given in [16] . Finally, Y. Billig and V. Futorny completed the classification for W m,0 in [3] . The A m,0 -cover method developed in [3] turns out to be extremely useful. For more related results, we refer the readers to [4, 7, 8, 19] and the references therein.
The finite-dimensional simple W 0,n modules were classified in [1] . Very recently, the simple weight modules with finite-dimensional weight spaces over the N = 2 Ramond algebra (which is a central extension of W 1,1 ) were classified in [13] .
Hence it is natural to consider the classification of simple weight modules over W m,n which have finite-dimensional weight spaces.
A W m,n weight module is called cuspidal or uniformly bounded if the dimensions of its weight spaces are uniformly bounded by some constant.
This paper is arranged as follows. In Section 2, we collect some notations and results for later use. In Section 3, we classify simple cuspidal W m,n modules by extending the methods and results by E. Rao, Y. Billig, V. Futorny for the Lie algebras W m,0 to that for the Lie superalgebras W m,n , see Theorem 3.11 . This is the main part of this paper, and the ideas in this section are used to solve the classification of simple cuspidal modules for the Lie algebra of vector fields on C n , see [22] . In Section 4, we classify simple cuspidal modules over the extended Witt superalgebra by using the results in Section 3, see Theorem 4.4. In Section 5, we classify simple weight W m,n modules with finite-dimensional weight spaces after proving several auxiliary lemmas as those in [16] for modules that are not cuspidal. Every such module is either a quotient of a tensor module or a module of highest weight type, see Theorem 5.11.
Preliminaries
In this section, we collect some basic definitions and results for our study. A vector superspace V is a vector space endowed with a Z 2 -gradation V = V0 ⊕ V1. The parity of a homogeneous element v ∈ Vī is denoted by |v| =ī ∈ Z 2 . Throughout this paper, when we write |v| for an element v ∈ V , we will always assume that v is a homogeneous element. Denote by |I| the number of elements in the finite set I.
Denote by d i = t i ∂ ∂t i , ∀i = 1, 2, . . . , m. Let ∆ = ∆ m,n = span{d i , ∂ ∂ξ j | i = 1, . . . , m; j = 1, . . . , n}.
Let e 1 , . . . , e m be the standard basis of Z m . For convenience, we will omit ⊗ in A m,n , and write t α := t α 1 1 t α 2 2 · · · t αm m , ξ i 1 ,i 2 ,...,i k :
For any subset I = {i 1 , . . . , i k } ⊆ {1, 2, . . . , n}, we denote I = (l 1 , l 2 , . . . , l k ) if {i 1 , i 2 , . . . , i k } = {l 1 , l 2 , . . . , l k } and l 1 < · · · < l k . Denote ξ I := ξ l 1 ,...,l k . We set ξ ∅ = 1.
Then W m,n = A m,n ∆ has a standard basis
. . . , m; j = 1, 2, . . . , n; α ∈ Z m ; I ⊆ {1, 2, . . . , n}}.
We will also need the extended Witt superalgebraW m,n = W m,n ⋉ A m,n with the brackets [a, a ′ ] = 0, [x, a] = −(−1) |x||a| [a, x] = x(a), ∀a, a ′ ∈ A m,n , x ∈ W m,n .
Let g be any ofW m,n , W m,n or any Lie supersubalgebra ofW m,n that contains D m . A g module M is called a weight module provided that the action of D m on M is diagonalizable. Let M be a weight g module. Then 
. . , µ m are linearly independent over Q. For a given generic µ, we denote by Vir[µ] = A m,0 (µ 1 d 1 + . . . + µ m d m ) the solenoidal Lie algebra (also called the centerless higher rank Virasoro algebra). A Vir[µ] module M is called a weight module if the action of d µ on M is diagonalizable.
Let σ : L → L ′ be any homomorphism of Lie superalgebras or associative superalgebras, and M be any L ′ module. We make M into an L module by
The resulting module will be denoted by M σ . Denote by T the automorphism of L defined by T (x) = (−1) |x| x, ∀x ∈ L. For any L module M, we can make it into a new module Π(M) by a parity-change of M.
Let B be any associative superalgebra. A B module M is called strictly simple if it is a simple module over the associative algebra B (forgetting the Z 2 -gradation), i.e., M has no B invariant subspaces (not necessarily Z 2 -graded) except 0 and M.
We will need the following two results on tensor modules over tensor superalgebras. 
It is clear that K is a B submodule of M and we have (1).
(2) and (3) follow easily from (1) . Let us briefly introduce exp-polynomial Lie superalgebras and exp-polynomial modules as in [5] .
Then L is said to be a Z m -graded exp-polynomial Lie superalgebra if L has a spanning set {g k (α)|k ∈ K, α ∈ Z m } with g k (α) ∈ L α,ī , ∀k ∈ Kī, and there exists a fam-
and the set K is a disjoint union of finite subsets K s such that {g k (α)|k ∈ K s , α ∈ Z m } spans the vector superspace L (s) for each s ∈ Z. Proof. The proof is similar to that of Theorem 1.5 in [5] .
Cuspidal modules
In this section, we will classify simple cuspidal W m,n modules. Let us fix a (m, n) ∈ Z 2 + \{(0, 0)}. Denote A = A m,n , W = W m,n ,W =W m,n , and ∆ = ∆ m,n for short. AW module M is called an AW module if the action of A on M is associative, i.e.,
Denote by τ (i 1 , . . . , i k ) the inverse order of the sequence i 1 , . . . , i k , and τ (I, J) := τ (I, J) = τ (k 1 , . . . , k s , l 1 , . . . , l r ) when I ∩J = ∅, where I = (k 1 , . . . , k s ), J = (l 1 , . . . , l r ).
Then it is easy to see that J is in fact an ideal of U(W ). Now we have the quotient algebraŪ m,n = U(W )/J = (U(A)U(W ))/J . From PBW Theorem, we may identify A, W with their images inŪ =Ū m,n . ThusŪ = A · U(W ). And denote by K m,n the associative supersubalgebra ofŪ generated by A and ∆, which is the Weyl superalgebra, see [18] .
A · W is a Lie supersubalgebra ofŪ with a basis
. . . , m; j = 1, 2, . . . , n; α, β ∈ Z m ; I, J ⊆ {1, 2, . . . , n}} and the brackets
Let T = T m,n be the supersubspace ofŪ with a basis B consisting of
Lemma 3.1. Let I = (l 1 , . . . , l k ) and s ∈ {1, . . . , k}. We have (1) .
we have J⊆K (−1) τ (J,I\J)+τ (K\J,I\K)+|K\J|+τ (J,K\J) = 0, ∀∅ = K ⊆ I. Then
We get (1).
Similarly we have (2) .
So we get (3). Similarly we have (4). Now for any
, from which we may easily deduce (5) and (6).
Proof. From Lemma 3.1 (1) and (2), we know that B∪{d i , ∂ ∂ξ j |i = 1, . . . , m; j = 1, . . . , n} is a generating set of the free left A module A · W . And it is straightforward to verify that B ∪ {d i , ∂ ∂ξ j |i = 1, . . . , m; j = 1, . . . , n} is A-linearly independent. So we have (2) .
It is easy to see that [T , A] = 0, and from Lemma 3.1 (3)-(6), we have [T , ∆] = 0. So T ⊆ T 1 . Using (2) , for any
Lemma 3.3. We have the associative superalgebra isomorphism
Proof. Note that T is a Lie supersubalgebra ofŪ and K m,n is an associative supersubalgebra ofŪ . So the restrictions of ι on K m,n and U(T ) are well-defined. From Lemma 3.2, ι(K m,n ) and ι(U(T )) are super commutative inŪ . Hence ι is a well-defined homomorphism of associative superalgebras. Let
From Lemma 3.1 (1) and (2), it is straightforward to verify that ι ′ = ι| W ′ : W ′ → A · W + A is bijective hence a Lie superalgebra isomorphism. Therefore, the restriction of ι ′ −1 toW = W + A gives a Lie superalgebra homomorphism η :
So we have the associative superalgebra homomorphismη :
And it is clear that J ⊆ Ker(η). Hence we have the induced associative superalgebra homomorphismη :Ū → K m,n ⊗ U(T ). It is clear thatη = ι −1 and ι is an isomorphism.
Let m = m m,n be the maximal ideal of A m,n generated by t i −1, ξ j , i = 1, 2, . . . , m; j = 1, 2, . . . , n. Then m∆ is a Lie super subalgebra of W = A∆. And m∆ has a basis consisting of
In general, the Lie brackets in T is hard to compute out directly even for W m,0 , see [8] . Here we construct a new isomorphism from T to m∆, which we believe is useful for further study on various Lie superalgebras of Cartan type.
Define a linear map ψ :
ψ is clearly an isomorphism of vector superspaces. In fact, we have
(3.5)
Hence we have m∆ ⊆ m · ∆ + A · T . However m · ∆ + m · T is clearly an ideal of m · ∆ + A · T , so we have the Lie superalgebra homomorphism ω :
Hence ψ = ω −1 and ω is a Lie superalgebra isomorphism, so is ψ.
For any λ ∈ C m , let σ λ be the automorphism of the associative superalgebra K m,n with
Lemma 3.5. (1). A(λ) is a strictly simple K m,n module;
(2). Any simple weight K m,n module is isomorphic to some A(λ) for some λ ∈ C m up to a parity-change.
Proof. It is easy to see that A(0) hence A(λ) is a strictly simple K m,n module. Now let V be any simple weight K m,n module with λ ∈ supp(V ). Fix a nonzero homogeneous Proof. From Lemma 3.5 (1) and Lemma 2.2 (3) , we know that A(λ) ⊗ V is a simple K m,n ⊗ U(m∆) module for any λ ∈ C m and any simple m∆ module V . From the definition of Γ(λ, V ), we have (1) . Let M be any simple weight AW module with λ ∈ supp(V ). Then M ϕ −1 1 is a simple K m,n ⊗U(m∆) module. By a same argument as in the proof of Lemma 3.5 (2), we may find a nonzero homogeneous v ′ ∈ M λ with I λ v ′ = 0 and K m,n v ′ ∼ = A(λ) or K m,n v ′ ∼ = Π(A(λ)). From Lemma 2.2 (4), there exists a simple U(m∆) module P such that M ϕ −1
Note that the last isomorphism is due to Lemma 2.1. Thus (2) follows. (2). Let V be any finite-dimensional m∆ module. Then there exists some k ∈ N such that m k ∆V = 0;
(3). Let V be any finite-dimensional simple m∆ module. Then we have m 2 ∆V = 0. Therefore, V can be regarded as a simple gl(m, n) module via the isomorphism in (1) .
Proof. It is easy to verify that the linear map π : m∆/m 2 ∆ → gl(m, n) defined by
is a Lie superalgebra isomorphism. So we have (1) . Let V be any finite-dimensional m∆ module. Let ∆ ′ = span{ ∂ ∂t i , ∂ ∂ξ j |i = 1, 2, . . . , m; j = 1, 2, . . . , n}.
be the characteristic polynomial of d as an operator on V . Then there exists some integer number k > 3 such that 
(3.8)
We therefore have the associative superalgebra homomorphism ϕ :Ū → K m,n ⊗ U(m∆) → K m,n ⊗ U(gl(m, n)) with
For any gl(m, n) module V , we have the AW module Γ(λ, V ) := (A(λ) ⊗ V ) ϕ , which will be called a tensor module or Shen-Larsson module. More precisely, Γ(λ, V ) = A m,n ⊗ V with actions
(3.9)
Recall that the finite-dimensional simple gl(m, n) modules were classified in [10] . We classify the simple cuspidal AW module in the following lemma. Proof. Let M be a simple cuspidal AW m,n module. Then from Lemma 3.6 (2), M ∼ = Γ(λ, V ) for some λ ∈ C m and a simple m∆ module V . Since M is cuspidal, we know that V is a finite-dimensional m∆ module. Thus from Lemma 3.7 (3), V can be regarded as a simple gl(m, n) module. So we have proved the lemma.
Next we are going to define the A-coverM of a cuspida W module M. Consider W as the adjoint W module. We can make the tensor product W module W ⊗ M into an AW module by defining
Then it is easy to see K(M) is a AW submodule of W ⊗ M. Then we have the AW modulê M = (W ⊗ M)/K(M). As in [3] , we callM the cover of M if W M = M.
Clearly, the linear map
is a W module epimorphism. Lemma 3.9. For any cuspidal W m,n module M, there exists some l 0 ∈ N such that
Proof. We only need to prove it for generic µ. It's clear for γ = 0. We assume that γ = 0 and µ is generic. Denote ann(M) = {x ∈ U(W )|xM = 0}. From [3] , there exists some l 0 ≥ 3 such that Ω
We get
We have f (s, p, k)
From (3.12), we have g(s, p, k)
(3.13)
The lemma follows from (3.11), (3.12) and (3.13) . Proof. It is obvious for m = 0. Suppose that m ∈ N.
We are going to prove by induction on α that
for all α, β ∈ Z m , ∂ ∈ ∆, I ⊆ {1, . . . , n}, µ ∈ C m , v ∈ M λ . This is obvious for α ∈ Z m with α ≤ ml 0 . Now we assume that α > ml 0 . Without lose of generality, we may assume that α 1 > l 0 . Then by (3.14) and the induction hypothesis, for any j ∈ {1, . . . , m}, we have
Since M = M 0 + ( m j=1 d j M), we deduce that Proof. Let M be any nontrivial simple cuspidal W module. Then W M = M, and there is an epimorphism π :M → M. From Lemma 3.10,M is cuspidal. HenceM has a composition series of AW submodules: 0 =M (1) ⊂M (2) ⊂ · · · ⊂M (s) =M withM (i) /M (i−1) being simple AW modules. Let l be the minimal integer such that π(M (l) ) = 0. Since M is simple W module, we have π(M (l) ) = M and π(M (l−1) ) = 0. This gives us an epimorphism of W modules from the simple cuspidal AW modulê M (l) /M (l−1) to M. From Lemma 3.8, we haveM (l) /M (l−1) is isomorphic to a tensor module Γ(α, V ) for a finite-dimensional simple gl(m, n) module V and an α ∈ C m . This completes the proof. (1) . We have the associative superalgebra isomorphism Hence V can be regarded as a finite-dimensional simple gl(m − 1, n) ⋉ C m−1,n module via the isomorphism in (3). Now we only need to show that C m−1,n V = 0. Let I be the identity matrix in gl(m − 1, n). Let {λ 1 , . . . , λ s } be the set of all eigenvalues of I on V . Then from [I, x] = x, ∀x ∈ C m−1,n , we have the eigenvalues of I on C m−1,n V are contained in {λ 1 , . . . , λ s } + N. Therefore, C m−1,n V = V . And from the simplicity of V we deduce that C m−1,n V = 0 as required. Now we have the homomorphism ϕ ′ : 1, n) ). Let A m,n (λ) ′ = A m−1,n ⊂ A m,n (λ) be the K ′ submodule of A m,n (λ). Then for any λ ∈ C m and any simple gl(m − 1, n) module V we have the AW ′ m,n module
Simple cuspidal modules over the extended Witt superalgebras
x · (y ⊗ v) = xy ⊗ v, ∀x, y ∈ A m−1,n , v ∈ V, i = 1, 2, . . . , m − 1; j = 1, 2, . . . , n. Proof. By a similar argument as in Lemma 3.5, we have A m,n (λ) ′ is a strictly simple K ′ module and any simple weight K ′ module is isomorphic to A m,n (λ) ′ up to a paritychange. Then by a similar argument as in Lemma 3.6(2), we have any simple cuspidal Consider W ′ m,n as the adjoint W ′ m,n module. We can make the tensor product W ′ m,n module W ′ m,n ⊗ M into an AW ′ m,n module by defining 
Then it is clear that L ∼ = W m−1,n . From [d m , W ′ m,n ] = 0 and M is a simple weight module, we see that d m acts as a scalar on M. Therefore, M is a cuspidal L module and a cuspidal W m−1,n module. Let
Then applying Lemma 3.10 to W m−1,n module M and L module M respectively, we have that (W m−1,n ⊗ M)/K 1 (M) and (L ⊗ M)/K 2 (M) are cuspidal. Therefore, there exists a N ∈ N, such that dim(W m−1, Proof. The proof is similar as that of Theorem 3.11.
Main result
In this section, we are going to classification the simple weight W modules with finite-dimensional weight spaces which are not cuspidal. Let m, n ∈ N, e 1 , . . . , e m be the standard basis of Z m and W = W m,n . Then dim W α = 2 n (m + n), ∀α ∈ Z m .
Proof. Let i ′ ∈ {1, . . . , m} such that β i ′ = 0. For any i ∈ {1, . . . , m}, j ∈ {1, . . . , n}, k ∈ Z + , I ⊆ {1, . . . , n}, we have
Hence the lemma holds.
From now on, we will assume that M is a simple weight W module with finitedimensional weight spaces which is not cuspidal. Let λ be a nonzero weight of M. Now let G be a subgroup of Z m , β be a nonzero element of Z m with Z m = G ⊕ Zβ. Then W has a triangular decomposition
Then M(G, β, X) has a unique simple quotient, which will be denoted by L(G, β, X). We call L(G, β, X) a module of highest weight type if X is a cuspidal g G module.
The following result is well-known. Proof. Since M is not cuspidal, there is a k ∈ Z, such that dim M −k+λ > 2 n (n + 1)(dim M λ + dim M λ−1 ). Without lost of generality, we may assume that k ∈ N. Then there exists a nonzero homogeneous element w ∈ M −k+λ such that W k w = W k+1 w = 0. Hence from Lemma 5.1, W i w = 0, ∀i ≥ k 2 .
It is easy to see that After an appropriate change of variables t 1 , t 2 , . . . , t m and weight λ, we may assume that λ = 0 and that there is a nonzero homogeneous vector w ∈ V λ such that g e i · w = 0, i = 1, . . . , m.
Proof. M as a V ir[µ] module is a weight module but not cuspidal. From [14, Theorem 3.9], we know that every nontrivial cuspidal V ir[µ] module has support set γ + Z m or Z m \{0} for some γ ∈ C m . So V has a simple V ir[µ]-subquotient X that is not cuspidal. Again by [14, Theorem 3.9 ], X is a V ir[µ] module of highest weight type, and after an appropriate change of variables t 1 , t 2 , . . . , t m , X is isomorphic to L V ir[µ] (G, e 1 , Y ), where G is the subgroup of Z m generated by e 2 , . . . , e m , Y is a simple cuspidal Vir[µ] G module. From [14] , dim V −ke 1 +λ , k ∈ N are not uniformly bounded. Fix an integer N > 3, and let B N (λ) = λ + {α ∈ Z m |α i | N, i = 1, . . . , m}. Since B N (λ) is a finite set, there is a k ∈ N such that−ke 1 + λ = 0 and dim M −ke 1 +λ > 2 n (m + n) β∈B N (λ) dim M β .
Set e ′ 1 = (k + 1)e 1 + e 2 , e ′ 2 = ke 1 + e 2 , e ′ j = e ′ 1 + e j for 3 j m. Then {e ′ 1 , . . . , e ′ m } is a new Z-basis of Z m and −ke 1 + λ + e ′ j ∈ B N (λ) for all j. Since dim g e ′ i = 2 n (m + n), there exists a nonzero homogeneous element w ∈ V −ke 1 +λ such that g e ′ i · w = 0 for all i. Then the lemma follows after replacing λ with −ke 1 + λ and e i with e ′ i . Proof. Let M ′ be the subset of M consisting of v ∈ M for which there is a N(v) ∈ N such that W α · v = 0 for any α ∈ Z m with α i > N(v), ∀i = 1, . . . , m. We need to show that M = M ′ . Clearly M ′ is a subspace of M with w ∈ M ′ . Now for any v ∈ M ′ and β ∈ Z m , let N = max{|β 1 |, . . . , |β m |}. Then any α ∈ Z m with α i > N(v) + N, i = 1, . . . , m, we have Proof. Suppose W −α v = 0 for some nonzero homogeneous v ∈ M and α ∈ N m . By Lemma 5.6, there is a N ∈ N such that W e i +N α · v = 0, i = 1, . . . , m. Lemma 5.1 implies that W is generated by W e i +N α , i = 1, . . . , m and W −α as Lie superalgebra. Then W · v = 0. This means that M = Cv, which contradicts with the assumption that M is not cuspidal. So the lemma holds. . , e m , λ and w be as in Lemma 5.5 . Then, after an appropriate change of variables t 1 , t 2 , . . . , t m , we have:
(1). W e 1 · w = 0, i = 1, . . . , m.
(2). λ + α / ∈ Supp(M) for any nonzero α ∈ Z m + . (3). λ − α ∈ Supp(M) for any α ∈ Z m + . (4). For any α, β ∈ Z m such that α i β i , i = 1, . . . , m, we have λ + α / ∈ supp(M) implies that λ + β / ∈ supp(M).
Proof. By Lemma 5.8, there is an integer p 2 such that {k ∈ Z|λ + k(1, . . . , 1) ∈ supp(M)} = Z p−2 . Let e ′ 1 = (p + 1)e 1 + pe 2 + · · · + pe m , e ′ 2 = e 1 + e 2 + e ′ 1 , e ′ i = e ′ 1 + e i , i = 3, . . . , m. Then e ′ 1 , . . . , e ′ m is another Z-basis of Z m . Replace e i with e ′ i for all i ∈ {1, . . . , m}. Then (1) is clear, and (3) follows from Lemma 5.8. (2) and (3) are proved in a similar way to the proof of Lemma 5.7 by noting that λ+(p−1)(1, 1, . . . , 1) ∈ supp(M). There exists α ∈ N m such that G = {γ ∈ Z m |(γ, α) = 0}. In fact, such α exists in Z m . If α i = 0 for some i ∈ {1, . . . , m}, then e i ∈ G. This contradicts with the fact that (λ + G) \ {0} ⊆ supp(M) and λ + γ / ∈ supp(M) for any nonzero γ ∈ Z m + . So α i = 0 for all i. If α i α j < 0 for some i, j ∈ {1, . . . , m}, then α j e i − α i e j ∈ G will also lead to a contradiction. Hence we may assume that α ∈ N m . Case 1. {λ + kβ + G} ∩ supp(M) = ∅ for some k ∈ N. Choose k as minimal as possible. Let X ′ = M λ+(k−1)β+G . Then V ∼ = L(G, β, X ′ ) with X ′ , from Lemma 5.4, being a simple cuspidal W G module.
