Abstract-Based on recent advances on convex design for Large-Scale Control Systems (LSCSs) and robust and efficient LSCS self-tuning/adaptation, a methodology is proposed in this paper which aims at providing an integrated LSCSdesign, applicable to large-scale systems of arbitrary scale, heterogeneity and complexity and capable of: 1) Providing stable, efficient and arbitrarily-close-to-optimal LSCS performance; 2) Being able to incorporate a viarety of constraints, including limited control constraints as well as constraints that are nonlinear functions of the system controls and outputs (sensor measurements); 3) Being intrinsically self-tunable, able to rapidly and efficiently optimize LSCS performance when short-, medium-or long-time variations affect the large-scale system; 4) Achieving the above, while being scalable and modular.
I. INTRODUCTION
Although computing and realizing optimal controllers for general systems is practically infeasible, recently there has been a significant effort and research activity towards designing and implementing controllers that are approximately optimal, i.e., providing a control design that is both practically feasible and approximates the performance of the optimal controller at a satisfactory level. The most popular example of Approximately Optimal Control (AOC) designs is the so-called approximate dynamic programming (also referred as neuro-dynamic programming) approach [1] , employing approximation techniques to come up with a practically feasible control design that effectively approximates the optimal controller. Unfortunately and despite the application of this approach to limited number of real-life applications, there are many practical problems that prevent approximate dynamic programming as well as other existing AOC approaches [12] , from becoming a practical tool for the efficient design of LSCSs:
• Typically, the existing AOC approaches require a timeconsuming off-line control design.
• Most importantly, the existing AOC approaches suffer from the problem of "getting trapped into local minima" as they require the solution of highly non-convex problems. Getting trapped into local minima, on the other hand, may have the result of non-efficient -or, even, unstable -AOC designs.
• Finally, apart from the fact that such an off-line design is time-consuming and subject to getting stuck into local minima, it also requires an accurate model of the system dynamics. In case where such a model is not accurate or changes with time (something that is very likely to happen in practice), the time-consuming design has to be repeated again.
Recently, we have introduced a new control design approach [5] - [9] -abbreviated as ConvCD (Convex Control Design) -which aims at overcoming the above-mentioned shortcomings. Contrary to the existing AOC approaches, the ConvCD methodology does not require a time-consuming off-line design: ConvCD converts the problem of constructing an AOC into a convex optimization problem and as a result it allows for the employment of computationally efficient methodologies for providing AOC designs. Such a conversion is made possible by combining approximation tools, Semi-Definite Programming (SDP) optimization principles and the concept of Control Lyapunov Function (CLF). Moreover, the ConvCD approach allows for its straightforward interconnection with self-tuning/adaptation tools employed to compensate for internal/external system variations and uncertainties. The convex nature of ConvCD guarantees that such an interconnection can be performed without "getting trapped into local minima" situations. Moreover, the overall adaptation can be done by avoiding singularities (loss-ofcontrollability problems) and therefore computational and instability issues.
In this paper, the ConvCD approach is revised in several ways towards the development of a generic and practically implementable tool that can be used for the LSCS design of general nonlinear and uncertain large-scale nonlinear systems. The purpose of this paper is to provide the main features of the revised approach, along with its properties. The paper comprises two parts: firstly, the case where the large-scale system dynamics are perfectly known is treated and then, in the second part, we proceed to the case where there are uncertainties and/or variations in the system dy- ThAT2.1 namics. Please note that due to space limitations the proofs of the theoretical results of this paper are not presented and will be reported elsewhere.
II. CONVEX CONTROL DESIGN FOR LSCS WITH PERFECTLY KNOWN DYNAMICS
In this section, we will assume that the system dynamics are perfectly known and are described by the following set of equationsχ
where χ ∈ n , u ∈ m denote the vectors of system states and control inputs, respectively, F is a nonlinear vector function (assumed to be continuous), Y ∈ k denote the vector of system outputs (available for measurement signals) andh is a smooth vector function. Further to (1) describing the system dynamics, we assume that the system states and controls obey a set of constraints that assume the form
where u min , u max denote the vectors of minimum and maximum, respectively, allowable control signals andC is a smooth nonlinear vector function. The problem at hand is to design an output feedback control law so that the following optimization criterion is minimized [subject to the constraints (2) and (3)], while the closed-loop system is stable:
whereΠ is a bounded-from-below, continuous function of its arguments. Without loss of generallity, we will assume that the minimum ofΠ(χ, u) is attained atΠ(0, 0). In order to have a well-posed problem we will assume the existence of an output feedback control law achieving the above three objectives, i.e., we will assume that (A1) There exists a continuous nonlinear vector functionk such that the output feedback controller
minimizes (4) subject to the constraints (2) and (3), while achieving closed-loop stability. Using the concepts of input/output representations and filtering techniques it can be established [3] that the following holds:
where Λ(s) = (s+ρ), with ρ being a positive design constant and p being the smaller positive integer satisfying p ≥ n/k.
A. Approximations using Mixing Signals
The first step in the proposed design is to approximate the system dynamics as well as the objective criterions using smooth mixing signals. More precisely, we letβ i , i = 1, . . . , L denote a set of smooth mixing signals that satisfy the following properties:
where I(φ) denotes the indicator function I(φ) = 1 if φ > 0 and I(φ) = 0 if φ = 0. We will, moreover, assume that for each possible output measurementȳ, there exists at least one i such that I β i (ȳ) = 1. This last property is essential for employing standard function approximation techniques to approximate the system dynamics and the objective criterion as follows:χ
B. Transformations
The second step in the proposed approach is to impose special transformations that render the system dynamics, the constraints and the objective criterion in an appropriate format that is convenient for our developments. To do so, we define a new fictitious "control" input v that is calculated according tou = v
where
with S(·) being a smooth and invertible function such that
It is worth noticing that by adding the integrator (9) and introducing the function S satisfying (11), the problem of designing the control vector u so that constraint (2) is satisfied is transformed into the problem of designing v that does not need to satisfy a boundedness constraint like (2): while v can take "arbitrary" values, the actual control vector u is restricted -due to the use of function S -to satisfy (2) . By defining the augmented state vector x and augmented output vector y according to
we can rewrite the constraints (3) as follows:
where C(y) ≡C (ȳ, S(ū)).
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Let also β i (y) ≡β i (ȳ). Then, (7) and (8) can be rewritten as follows:ẋ
and
Moreover, let us define the vector z(x,ȳ) as follows:
where σ(y) is defined according to
and α is a large positive constant and η is a positive constant chosen so that if particular constraint C i (y) ≤ 0 is -or is about to be -violated, then the respective σ i (y) takes a very large value, while it is negligible when the constraint is satisfied. Using the above definition for z(x,ȳ) we finally end-up to the following description for the system dynamicṡ
where X = x τ ,ȳ τ f τ and
As a final step, the constrained optimization problem (O1)-(O3) is transformed into an unconstrained one, by incorporating the constraints (3) -or, equivalently, the constraints (12) -as penalty functions into the objective function. This is made possible by making use of (16) and by replacing the objective function (4) by the following one
C. HJB and Controller Approximations
After applying all transformations presented of the previous section, we have that the optimal output feedback design problem can be cast as an unconstrained optimal control problem of the form
and ν stands for the approximation error due to the replacement of the actual system dynamics (1) by (7) . Application of the well-known Hamilton-Jacobi-Bellman (HJB) equation to the above problem results in the following equation
where V is the optimal-cost-to-go function, i.e.,
* denotes the optimal control and ν is the error approximation term that is due to the approximations of the previous sections.
Working similar to [5] - [9] , it can be seen that the optimalcost-to-go function V can be approximated using a Sum-ofSquares (SoS) polynomial as follows:
where P is a constant positive definite matrix with P being symmetric and having the following block diagonal form
where P i are dim(x) 2 -dimensional symmetric and positive definite matrices and p i are positive constants.
Similar to the use of approximations for the optimal costto-go function, we approximate the optimal controller v * as follows:
where G i are constant matrices. Using some straightforward technical analysis it can be seen that due to assumption (A1), approximation (23) makes sense and, moreover, the approximation accuracy in (23) is inversely proportional to the number L of mixing signals. We close this section by noticing that, from the definitions of the vectors ψ and z, we have that
As a result, (23) can be rewritten as follows:
Please note that (25) is not used by the actual control scheme. It will be proven useful, however, for the ConvCD analysis in the next section.
D. The ConvCD Approach
Using the approximations (17), (21) and (25), the HJB Equation (20) can be written as follows:
where M z ≡ M z (x,ȳ) denotes the polynomial matrix whose (i, j)th entry is given by M z,ij (x,ȳ) = ∂z i (x,ȳ)/∂X j andν is the approximation error term that is inversely proportional to the number L of mixing signals, resulting from the approximations (17), (21) and (25). Equation (26) indicates that -provided the approximation error term ν is "small enough" -it suffices to choose P, G so that the term G P,G is as small as possible. In other words, the problem of constructing an approximately optimal performance can be cast as the following optimization problem:
Unfortunately, as the above optimization problem is nonlinear wrt the unknowns P, G, attempting to solve (27) is non-convex -and thus difficult to solve -problem even in the case where the approximation-related termν is negligible. To circumvent this problem we work similarly to [13] , [5] - [9] : by multiplying by P −1 from the left and the right the terms inside the parenthesis of (26) we obtain that
whereν = O(ν),
and F is a matrix satisfying
The following lemma establishes that -in the case wherē ν is negligible -solving the non-convex problem (27) is equivalent to a convex problem related to the function FP ,F,Q defined in (28). Lemma 1: Consider the following optimization problem:
s.t.
where i , i = 1, 2, 3 are some positive design constants (with 2 > 1 ). Let also G * , P * denote the optimal solutions to the optimization problem (27),P * ,F * ,Q * denote the optimal solutions to the optimization problem (31) and
where A H denotes the pseudo-inverse of the matrix A. Then, if the positive constants i are chosen so that 1 I P * −1 2 I, 3 Q P * −1 QP * −1 we have that
♦ In order to prove lemma 1 we need the following lemma which establishes that the mapping F ↔ G defined in (30) is one-to-one.
Lemma 2: Consider the matrix F defined in (30). For each F there is a unique G satisfying (30) and vice versa. ♦ Despite the fact that the optimization problem (31) is a convex problem, its solution requires discretization of the state-space as it is an infinite-dimensional, state-dependent problem. Fortunately, due to the particular form of (31), the number of discretization points does not have to be as large as it is required in a typical state-dependent optimization problem: as it was seen in [5] - [9] the number of discretization points can be as few as the total number of free variables in the matricesP,Q, F. This is contrary to alternative AOC approaches that require an extremelly larger number of discretization points. Table I presents the proposed procedure for solving the optimization problem (31) and, eventually, constructing the proposed LSCS design scheme. Following the same methodology as in [5] - [9] , the key idea of the approach in Table I for solving (31) is to choose randomly many different y, x; as already noticed it suffices to choose the number of random y, x to be equal or larger than the number of free variables in the matricesP,Q, F.
We are ready to present the main properties of the proposed scheme. Before we do so, we need the following lemma.
Lemma 3: Let assumption (A1) hold. Then, the optimal control v * satisfies the following inequality
for some positive constants λ * i , i = 1, 2, 3, where
♦ The reason we need Lemma 3 is in order to be able to compare the efficiency of the proposed scheme with that of the theoretically-optimal controller. Please note that the term ζ in (35) is connected to the optimization criterionJ in (4) through the relationship [see also (14)]:
The next theorem establishes the properties of the overall scheme presented in Table I .
Theorem 1: Fix the number L of mixing signals and the constants i , i = 1, 2, 3 and letP,Q, F be constructed according to the design procedure of Table I . Let also (A1) hold. Then, the following statements hold: Step 1. Calculate the matricesP,Q, F as follows: Let N denote the total number of free variables of these matrices. Select randomly N points y [i] , x [i] , where N is any integer satisfying N ≥ N and solve the following convex optimization problem (here i are user-defined positive constants):
Step 2. By using the solution of the above optimization problem, we can extract the matrices P, G according to
where A H denotes the pseudo-inverse of the matrix A.
Step 3. The proposed control scheme is the MMCM controller given by (23) and (9)- (10).
(a) If the following holds for some positive constant C 1 :
for all i ∈ {1, . . . , N } then
where λ i > 0 and, moreover,
Assume that the positive design constants satisfy the conditions of Lemma 1. Then, for each positive constant C 1 ≥ λ * 3 , there exists a lower bound on the approximators sizeL so that (36) holds for all choices of approximators' size L satisfying L ≥L. ♦ Furthermore to Theorem 1 and by using the same arguments as those of [5] it can be seen that in case (36) holds, then the solutions of the overall system satisfy the following inequality:
What is important about (38) is that the design constants i in the optimization problem (32) can serve as tuning/design parameters in a similar fashion as e.g., the LQ matrices in Linear-Quadratic control design applications: (38) can be used to evaluate the effects and trade-offs of different choices for i on the overshoot, convergence and steady-state closedloop performance and thus it can provide a guide on how to choose i so that the desired performance is obtained.
III. INDUCING ADAPTATION WITHIN CONVCD
As ConvCD assumes perfect knowledge of the system dynamics it may become inefficient in cases of system uncertainties or variations or, even worse, in cases where minor or major faults or anomalies affect the system dynamics. Thus in order for ConvCD to be practically efficient, an adaptive self-tuning/re-design tool is required that will take care of all the above-mentioned factors that may affect the efficiency of ConvCD.
By exploiting the convex nature of ConvCD, an adaptive tuning scheme has been developed in the past [4] , [8] , [9] which overcomes the severe shortcomings of existing adaptive and self-tuning schemes of poor transient performance and controller instability or failure in cases of lossof-controllability.
Coming to the control problem -and the associated ConvCD approach -of the previous section, the adaptive scheme of [4] , [8] , [9] takes the following form: (AD1) Use a standard identification scheme to continuously estimate the system dynamics based on the piecewise linear model (7); (AD2) At each controller time-step a set of many different candidate perturbations of the controller parameters is randomly generated; (AD3) The perturbation that best satisfies (26) -where in (26) the actual system dynamics are replaced by the estimated ones as generated in (AD1) -is chosen in order to update the controller parameters. The resulting control signal is applied to the system; (AD4) ConvCD is re-designed using an estimate for the system dynamics that is generated by the system identification scheme in (AD1).
Stability, convergence and robustness of the scheme (AD1)-(AD4) can be be established in the same fashion as it is done in [4] , [8] , [9] and that the performance of the adaptive scheme (AD1)-(AD4) converges exponentially fast to the same performance as the one of a non-adaptive ConvCD (that assumes perfect knowledge of the system dynamics). The next Theorem summarizes the main features of the adaptive scheme (AD1)-(AD2).
Theorem 2: Suppose that the adaptive scheme (AD1)-(AD4) is either applied for the first time to the large-scale system or there is a minor or major constant change in the large-scale system dynamics. Here the term "constant" change means that the form of the system (1) function F changes instantaneously but remains fixed thereafter. Assume that (A1) holds and, moreover, an additional mild controllability assumption 1 holds. Finally assume that ConvCD requires T ConvCD time-units in step (AD4) to perform its redesign. There exists an upper boundT such that if T ConvCD ≤T , then the following hold:
• The closed-loop system is stable;
• Moreover, the system state trajectories satisfy
where δ i , i = 1, 2, 3 are given in (38) and δ i , i = 1, 2 are bounded nonnegative terms that satisfy
with δ i0 (t) being a term that exponentially decays to zero. In essence the above Theorem states that -provided T ConvCD ≤T -the adaptive scheme's (AD1)-(AD4) performance convergences exponentially fast to the same performance that would have been attained by a ConvCD controller -that assumes perfect system knowledge -disturbed by a term that is proportional to the accuracy (efficiency) of the identifier employed.
We close this section by noticing that as in the adaptive MMCM schemes of [10] , [11] , standard linear robust adaptive identification schemes [2] can be used for realizing step (AD1) of the proposed scheme. Please also note the proposed adaptive scheme requires that at most 3 linear identification schemes are active at each time-instant.
IV. SIMULATIONS
The validity of the proposed scheme (both non-adaptive and adaptive versions) has been tested using a motorway coordinated ramp control application involving a motorway stretch of total length 17 km, 8 on-ramps and 7 off-ramps. Table II summarizes the results obtained for three different daily traffic demand scenarios (these scenarios correspond to actual traffic data collected at three different days) and for the following cases: (a) the "No Control" case, i.e., the case where no ramp metering is imposed at the on-ramps; (b) the ConvCD case, i.e., the case where the design methodology of Table I is imposed by assuming perfect knowledge of the system dynamics and (c) the adaptive (AD1)-(AD4) case where no knowledge of the system dynamics is assumed. The results in Table II exhibit the efficiency of the proposed non-adaptive and adaptive schemes: as compared to the "No Control" case -present in the vast majority of motorway systems -the ConvCD design can achieve very significant improvements that can be as high as 40.38% in case of high traffic demand scenarios (e.g., scenario 2). On the other hand, the adaptive version of ConvCD produces a performance that is about the same as the non-adaptive ConvCD one.
