In the past few years, Global Navigation Satellite Systems (GNSS) based attitude determination has been widely used thanks to its high accuracy, low cost, and real-time performance. This paper presents a novel 3-D GNSS attitude determination method based on Riemannian optimization techniques. The paper first exploits the antenna geometry and baseline lengths to reformulate the 3-D GNSS attitude determination problem as an optimization over a non-convex set. Since the solution set is a manifold, in this manuscript we formulate the problem as an optimization over a Riemannian manifold. The study of the geometry of the manifold allows the design of efficient first and second order Riemannian algorithms to solve the 3-D GNSS attitude determination problem. Despite the non-convexity of the problem, the proposed algorithms are guaranteed to globally converge to a critical point of the optimization problem. To assess the performance of the proposed framework, numerical simulations are provided for the most challenging attitude determination cases: the unaided, singleepoch, and single-frequency scenarios. Numerical results reveal that the proposed algorithms largely outperform state-of-the-art methods for various system configurations with lower complexity than generic non-convex solvers, e.g., interior point methods.
I. INTRODUCTION
T HE attitude of a vehicle refers to the orientation of its body frame relative to a reference coordinate system [1] . Global Navigation Satellite Systems (GNSS) can provide highly precise 3-D attitude information, which can be determined by two or more non-parallel pointing vectors. GNSS-based attitude determination plays a vital role in vehicle attitude measurement thanks to its high accuracy, low cost, stable and real-time performance. As such, it has been widely used in aircrafts, spacecrafts, vessels, automobiles, and many other dynamic platforms [2] - [4] . Furthermore, the recent advances in autonomous driving have ignited a renewed interest in GNSS attitude determination, especially for land vehicles.
Although both GNSS pseudo-range and carrier phase measurements can be utilized for attitude estimation, the high precision of GNSS attitude determination mainly derives from the accurate carrier phase measurements. Indeed, the noise level of the carrier phase measurements is a couple of orders of magnitude lower than that of pseudo-range measurements [5] . On the downside, the primary challenge in GNSS attitude determination stems from the fact that the phase observables are ambiguous by an unknown integer number of cycles ambiguity that needs to be resolved. Hence, carrier phase ambiguity resolution, i.e., the process of resolving these unknown integer values, is a crucial step for GNSS attitude determination and other GNSS applications such as positioning, navigation, and so on.
A number of carrier phase ambiguity resolution methods have been proposed over the years, most of which belong to one of the following two classes: motion-based methods and search-based methods [6] . Motion-based methods incorporate information about the dynamics of the vehicle into the estimation process and resolve the carrier phase ambiguities by exploiting the change in the receiver-satellite geometry with time [7] - [9] . These methods take advantage of multiple epochs of observations collected over a given period of time assuming that the integer ambiguities remain unchanged during this period. As a consequence of their design, these methods are not well-suited for real-time applications [6] .
On the other hand, search-based methods, as their name suggests, search for the optimal solution in different domains. Indeed, the search-based methods are more diverse than the motion-based ones thanks to the use of various cost functions and different information provided by the system. For example, there are search-based methods based on carrier phase only or carrier phase combined with pseudo-range, single frequency versus multi-frequency methods, with or without aid knowledge. As a result of their diversity, these methods differ widely in their efficiency depending on the adopted objective function and the search strategies [10] - [13] . For instance, in [11] , a constraint equation is used, and the search is carried out in the antenna positions domain. In contrast, the authors in [12] solve the ambiguity using an artificial neural network. For a limited number of GNSS observables, a search algorithm based on Gram-Schmidt orthonormalization (GSO) is developed in [13] .
With only four GNSS observables, the algorithm constraints the search space to two dimensions so as to significantly improve the estimation efficiency.
While motion-based methods are not designed for real-time applications, their search-based counterparts are independent of the platform's motion, making them good candidates for instantaneous attitude determination. Among the search-based methods, the LAMBDA approach [10] and its extended versions [14] - [16] received considerable attention in the literature. The main advantage of these methods is that the ambiguity resolution search is performed directly in the integer domain. The LAMBDA method solves an integer least squares problem through an ambiguity transformation that allows for an efficient search for the optimal estimates over a hyper-ellipsoidal region [10] .
Depending on the assumptions on the system, GNSS observations can be preprocessed in numerous ways. In particular, the phase observables are processed as phase single, double, or even triple differences [17] . The phase single-difference, or simply phase difference, is defined as the difference between the simultaneous phase observations (from the same satellite) at two different antennas. The purpose of phase single difference is to eliminate the satellite clock bias. However, such approach would not solve the problem of receiver clock bias which still needs to be estimated. With common receiver clock technology, singledifference models can be used to simplify the complexity and reduce the influence of uncorrelated noise [18] - [20] . The phase double difference refers to the instantaneous difference between the phase (single) difference observations of two different satellites [21] . By applying double-difference, the clock errors, instrumental delays, atmospheric parameters, and other unknown error sources are significantly lowered to levels that they become almost negligible [22] . As a result, most of the existing GNSS attitude determination methods use the phase doubledifference model to carry out baseline settlement. Finally, the phase triple-difference is defined as the difference between the phase double-differences from two successive epochs [17] . Assuming that the integer ambiguity remains unchanged during the time interval between epochs, the use of triple-difference allows the total removal of the carrier phase integer ambiguity.
In this manuscript, we draw on the ambiguity resolution method proposed in [18] , [23] , [24] where a particular receiver configuration leads to a simple solution for the ambiguity problem. The search space is reduced to only three candidate integer values, guaranteeing that the search is highly efficient and performs well even with a minimal number of satellites. A single-difference model is adopted with all the antennas operating using a single common clock, which means that the receiver clock bias is automatically canceled [25] . In [23] , [24] , a triple-antenna configuration is considered, and a solution for the single baseline line pointing direction is developed. This paper considers a more complex configuration of five antennas to obtain the pointing direction vectors of non-parallel baselines for more accurate 3-D attitude determination.
The main contribution of this paper is to provide a highly accurate 3-D GNSS attitude determination by rigorously solving the underlying optimization problem. As pointed out in [26] , the inclusion of the information about the receiver geometry and baseline length as non-linear constraints in the optimization problem improves the quality of the attitude estimate. While previous works, e.g., [4] , [6] , use regularization to deal with the non-convexity indirectly, this paper proposes a more direct method by solving the non-convex optimization problem using a Riemannian optimization approach. The efficiency of the proposed scheme is tested through extensive simulation with a particular focus on the most challenging case of GNSS attitude determination, i.e., the single-epoch single-frequency case. In contrast to previous works that use Riemannian optimization over well-investigated manifolds to solve the attitude determination problem, e.g., [27] , [28] , this paper introduces a new manifold and thoroughly investigates its geometry. To the best of the authors' knowledge, the proposed manifold has not been introduced nor studied in the literature.
Adopting an ambiguity resolution method based on the approach of [18] , [23] , [24] aims at simplifying the presentation of this paper. Namely, the method of [18] , [23] , [24] is capable of delivering unambiguous phase-difference estimates after simple algebraic steps. This allows us to focus on the main objective of the paper, and formulate the optimization problem directly using unambiguous phase-differences. However, generally speaking, the proposed Riemannian optimization method can be paired with any ambiguity resolution method. This will be demonstrated in Section VI by pairing the proposed Riemannian optimization method with the MC-LAMBDA method [29] .
The rest of this manuscript is organized as follows: Section II exploits the ambiguity resolution method of [18] , [23] , [24] to formulate the 3-D GNSS attitude determination problem as a non-convex optimization problem. In Section III, an overview of Riemannian optimization methods over matrix manifolds is presented. Section IV introduces the manifold of interest and derives its geometry. The Riemannian optimization tools along with the geometry of the manifold allow the design of efficient first and second order 3-D attitude determination algorithms that are presented in Section V. Finally, before concluding in Section VII, Section VI presents and discusses numerical results comparing the proposed algorithm with non-convex solvers, the least squares, and LAMBDA methods.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model
As stated earlier, this paper focuses on the problem of determining the attitude of a platform, equipped with GNSS singlefrequency receivers, using the carrier phase measurements. The problem is formulated using the phase differences observed between antenna pairs. Without loss of generality, we assume that the carrier phase and all distances are measured in units of wavelength.
For antenna i, the carrier phase observation equation based on the signal from satellite s is given by
where the ambiguous carrier phase ϕ i,s ∈ [−0.5, 0.5]; ρ i,s is the satellite-to-antenna range; c is the speed of light; λ is the wavelength; τ and τ s are the receiver and satellite clock bias, respectively; I i,s is the ionospheric delay; T i,s is the tropospheric delay; φ 0 and φ 0,s are the initial phase offsets for the receiver and satellite at their zero clock time, respectively; n i,s is the unknown integer ambiguity; e i,s includes noise and other errors. Common receiver clock technology can be realized using the multi-antenna synchronized GNSS receiver. This means that these antennas share identical receiver clock bias and initial phase offset, which can be eliminated by the single-difference operation. The observed phase difference between antenna i and j is given by
where the atmospheric delays are ignored since the baseline for GNSS attitude determination is usually very short compared to the satellite-to-antenna distance. The unambiguous phase difference ρ ij,s satisfies the following linear relationship:
where d ij denotes to the baseline length, h s is the satellite lineof-sight vector, and x represents the unit direction vector of the antenna baseline. We consider phase observations from m satellites, and we collect all the phase measurements in a single vector. Under the above conventions and similar to [18] , the carrier phasedifference observation equation for attitude determination can be expressed as
where H is an m × 3 matrix whose rows are the satellite lineof-sight vectors, n ij ∈ Z m is an integer ambiguity vector, and e is an unmodeled error vector. The unambiguous carrier phase differences can be modelled as
Attitude determination can be achieved by estimating two unit vectors (or pointing directions), such as x in (4), using two non-collinear baselines. The integer ambiguity problem, i.e., the fact that the integer vector n ij in (4) is unknown, is the main source of difficulty in applying GNSS carrier phase difference based attitude determination. The resolution of carrier phase ambiguity is a rich research field. This section tailors the phase difference ambiguity resolution method for the specific antenna configuration in [18] , [23] , [24] to the antenna configuration of interest herein, depicted in Fig. 1 . More details and a rigorous analysis of the integer ambiguity resolution method presented in this section can be found in [23] and [24] .
Three collinearly positioned antennas are configured such that the lengths of the shortest two baselines are different, i.e., d 12 = d 23 . The difference between these two baselines, = d 23 − d 12 , satisfies the criterion suggested in [24] for ambiguity resolution. In other words, we have the following: wherein ϑ ∈ [− π 2 , π 2 ] is the angle of arrival (AOA) of the signal from one satellite through the line-of-sight path, i.e., the angle between the line-of-sight and the plane perpendicular to the antenna baselines. For the sake of simplicity, a fixed value is used in practice. It can readily be noted that when the AOA approaches ± π 2 , the above inequality simplifies to the following
Given the above antenna configuration, there are only three candidate values for the unwrapped phase difference [23] . These candidate phase differences are related to the difference of two carrier phase observables as follows:
where φ 12,s is the unwrapped phase difference between antenna 1 and 2 for the s-th satellite. It is demonstrated in [23] that the desired unwrapped phase difference is the unique one that satisfies φ 12 
Finally, due to the impact of noise, the recovered integer ambiguity and the unwrapped phase difference can be refined in practice usingn 12,s = φ 12,s − ϕ 12,s , φ 12,s = ϕ 12,s +n 12,s .
B. Problem Formulation
This subsection formulates the 3-D GNSS attitude determination problem. The first part describes the single baseline pointing vector estimation approach. This is done by adapting the least squares approach proposed in [18] for the configuration of interest in this paper. Afterward, a second non-collinear baseline pointing vector is considered to obtain precise 3-D GNSS attitude estimation.
1) Single Baseline Pointing Vector Estimation: This part concerns in determining the single baseline pointing vector which is a unit vector that indicates the pointing direction of the baseline in a reference coordinate system. Given the ambiguity resolution process and the system equations described previously, the single baseline pointing vector determination can be expressed as the following minimization problem
which has the least squares (LS) solutioń
It can be noted from (12) that under the same phase noise, the longer the baseline is, the more precise the pointing vector is. In other words, the accuracy of the pointing vector estimation is proportional to the length of the antenna baseline. Hence, the longest baseline, d 13 herein, should be exploited to acquire a more precise pointing vector which can be realized using the upcoming operationŝ n 13 = d 13 Hx − ϕ 13 ,
wherein refers to the rounding operation. 2) Two Baselines Attitude Determination: Single pointing vector estimation is the first step in 3-D attitude measurement. Indeed, in order to obtain 3-D attitude information, one needs at least another baseline which is not parallel to the first one. A natural extension of the configuration in Fig. 1 that can tackle the 3-D attitude determination and ambiguity resolution is shown in Fig. 2 . One antenna is shared by the two baselines so as to reduce the number of required antennas. As a consequence, only 5 antennas are required instead of 6. The angle between the two baseline directions is denoted by Θ. Similar to the first baseline direction, the difference between the two shorter baselines of the antenna configuration of antenna 1, 4, and 5 satisfies the criterion
In a similar fashion as for Eq. (11)-(13), the carrier phase difference vectorsφ 14 andφ 15 , the integer ambiguity vector n 14 andn 15 , and the corresponding pointing vectorŷ can be estimated. In other words, the two baseline pointing vectors are estimated independently by solving the minimization problem (11) for each of the two baselines separately. Once the two baseline vectors have been estimated, two non-parallel pointing vectors are known in the reference coordinate and the 3-D attitude of platform can be calculated by transferring these two pointing vectors to an attitude matrix in a straightforward manner. However, the described method does not take the antenna geometry and baseline length into consideration which can greatly reduce the precision of the estimation. We suggest instead to use two baselines jointly to incorporate all the available information. After recovering the unambiguous phase differences, the 3-D GNSS attitude determination problem can be formulated as
This is a non-convex optimization problem as indicated by the three quadratic equality constraints. More generally, let a and b be two m-dimensional vectors, let A and B be two m × n matrices and consider a scalar −1 < c < 1. This paper focuses on solving the following optimization problem:
wherein constraint (16b) underlines the fact that x is a unit norm vector and constraint (16c) corresponds to the fact that y is also a unit norm vector. Finally, constraint (16d) insists that the cosine of the angle between x and y is c. Notice that the strict inequalities in −1 < c < 1 comes without loss of generality. Indeed, if we set c = 1, then x = y which allows to reformulate the optimization problem in a convex, single-variable program. The same is valid for c = −1 for which x = −y. Despite the convexity of the objective function (16a), the optimization problem in (16) is not convex due to the coupling of variables in constraint (16d). However, the set M of potential solutions given by
forms a compact, i.e., closed and bounded, manifold embedded in the Euclidean space (R n ) 2 = R n × R n . Therefore, one can takes advantage of Riemannian optimization algorithms over manifolds to efficiently solve the above problem. Indeed, thanks to the compactness of the manifold M and the convexity of the objective function (16a), first-order Riemannian methods are guaranteed to converge to a critical point of the optimization problem [30] , i.e., a saddle point, local minimum or local maximum. However, it has been observed in the literature that first-order methods converge to a local minimum unless the initialization is specifically crafted (see [30] ). On the other hand, second-order methods are always guaranteed to converge to a local minimum due to the instability of saddle points and local maxima for these methods [30] . This paper solves the non-convex optimization problem (16) by designing both first and second order Riemannian algorithms over the manifold M, called herein the oriented spheres manifold.
III. OVERVIEW OF RIEMANNIAN OPTIMIZATION
This section presents an overview of Riemannian optimization methods over matrix manifolds. The first part of the section briefly introduces manifold terminology, definitions, and notations. Afterward, the optimization techniques are presented and the Riemannian derivatives introduced. Finally, Subsection III-C presents the templates of first and second order algorithms on Riemannian manifolds.
A. Manifold Optimization: Definitions and Notation
Let M be a manifold of dimension d, i.e., the set M (or a smoothly overlapping partition of the set) is in bijection with an open space of R d . In the same spirit that functions can be locally approximated with their derivatives, at each point x ∈ M, the manifold M can be approximated by a d-dimensional linear space referred to as the tangent space T x M at the point x. The next section presents a lemma for deriving the expression of such tangent space for the manifold of interest in this paper.
Given that the tangent space T x M is a linear space, one can endow it with an inner product ., . x , also known as the Riemannian metric. Furthermore, assuming that the manifold M is a matrix manifold, i.e., embedded in the space of matrices, a canonical Riemannian metric is the canonical inner product of the matrix space. Such a choice is motivated by the fact that it would greatly simplify the expression of the Riemannian gradient and Hessian as illustrated in the next subsection.
Consider a smooth function F :
For a smooth function f : M −→ R over a Riemannian manifold M, the directional derivative of f at the point x in the direction ξ x is defined in a similar fashion as in (18) . However, only directions ξ x in the tangent space T x M are permitted. In fact, for a small t, the expression f (x + tξ x ) is well-defined only for tangent vectors ξ x as the tangent space T x M linearly approximates the manifold at x.
The operator D(f (X)) : T X M −→ R which associates to each ξ X the directional derivative D(f (X))[ξ X ] is referred to as the indefinite directional derivative of f at X.
B. Euclidean and Riemannian Derivatives Operators
Riemannian optimization extends unconstrained optimization methods to Riemannian manifolds by approximating the curvature of the manifold at each point by a linear space. As stated earlier, the dimension d of the tangent space corresponds to the dimension of the manifold which is embedded in a Euclidean space of higher dimension n. While the Euclidean gradient of a function is defined on the original high-dimensional space, the Riemmanian gradient is a derivative operator that is defined only on the tangent space. In other words, the Riemannian gradient of f at the point x ∈ M is the unique element of T x M that is related to the directional derivative through the following equation
Similar to the Euclidean Hessian, the Riemannian Hessian is defined as the directional derivative of the Riemannian gradient. However, as the directional derivative may not be contained in the tangent space, one needs to project the directional derivative of the Riemannian gradient onto the tangent space in order to obtain the Riemannian Hessian, i.e.,
where Π x is the orthogonal projection from the ambient space to the tangent space T x M.
C. First and Second Order Riemannian Algorithms
As stated earlier, Riemannian optimization considers the constrained optimization problem as an unconstrained optimization over a constrained set. As such, the optimization algorithms on Riemannian manifolds follow similar steps as the unconstrained ones with few exceptions.
4:
Compute the step size α using backtracking.
5:
Retract x = R x (αξ x ).
6: end while
Given a point x on a manifold, the first step is to approximate the manifold linearly around the point to obtain a Euclidean space. This is accomplished by deriving the expression of the tangent space T x M and equipping it with the Riemannian metric. Thanks to the fact that the tangent space is a linear space of finite dimension, one can perform a step of unconstrained optimization using the Riemannian gradient and Hessian instead of their Euclidean counterpart. After completing the optimization step, the newly found point, although contained in the tangent space, is not a feasible solution as it does not belong to the manifold. Hence, the final step to obtain the updated point is to project the point from the tangent space to the manifold by using a retraction operator R x . The next section provides a lemma for computing an efficient retraction for our oriented sphere manifold.
According to the algorithm outlined above, the Riemannian version of the gradient descent algorithms requires three ingredients, viz., the tangent space, the Riemannian gradient, and the retraction operator. Similar to its Euclidean counterpart, The Riemannian algorithm chooses the steepest descent direction by setting the search direction to ξ x = −grad f (x). The steps of the Gradient Descent on Riemannian manifolds are available in Algorithm 1. As stated earlier, first-order algorithms are only guaranteed to converge to an extreme point. To check whether the extreme point is a local minimum, one can check if the Hessian is positive definite, i.e., hess f (x)[ξ x ], ξ x x > 0 for a set of directions ξ x forming an orthogonal basis of the embedding space.
Newton's method on Riemannian manifolds follows a similar logic as the gradient descent algorithm with the exception that the search direction is performed while using information about the second order derivative. In order words, the search direction ξ x is computed by solving the following equation:
After getting the search direction and computing the step size, the point is retracted to the manifold as previously. The steps of Newton's method on Riemannian manifolds can be found in Algorithm 2.
IV. OPTIMIZATION OVER THE SET OF UNIT NORM ORIENTED VECTORS
This section describes the geometry of the oriented spheres manifold M defined in (17) in order to design efficient Riemannian optimization algorithms. The first part of this section derives the expression of the tangent bundle and endows it with a Riemannian metric to turn M into a Riemannian manifold. The rest of the section derive expressions of the Riemannian gradient and Hessian and designs a computationally efficient retraction. Section V uses the geometry of the oriented spheres manifold M to derive efficient algorithms for the 3-D GNSS attitude determination problem of interest.
Algorithm 2:
Newton's Method on Riemannian Manifold.
1: while ||grad f (x)|| x = 0 do 2: Find the search direction ξ x ∈ T X M such that:
3:
4:
5: end while
A. Manifold Geometry and Tangent Bundle
Recall that the tangent space T (x,y) M at the point (x, y) ∈ M is a linear space that approximates M around (x, y). The tangent space can be computed using the following lemma [30] .
Lemma 1: Let M be an embedded manifold with a Euclidean ambient space E. Assume that M is the level-set of a constantrank function F : E → E with E being a linear space, then we have Ker(D(F (X))) = T X M.
Using the result of this lemma, the following theorem derives the expression of the tangent bundle T M of the oriented spheres manifold M.
Theorem 1: The tangent space T (x,y) M at the point (x, y) ∈ M is given by the following
Proof: Let S n be the set of n × n symmetric matrices and consider the function F : (R n ) 2 → S 2 given by
The set of symmetric matrices S n is a linear set as mandated by the conditions of Lemma 1. Furthermore, from the definition of the function F , it is clear that the oriented spheres manifold M is the level set of C = ( 1 c c 1 ) by the continuous and smooth function F . Indeed, the manifold can be expressed as M = F −1 (C). In order to show that the map F is a constant-rank function, it is sufficient to show that C is a regular value of F , i.e., the rank of each (
In other words, we need to show that the indefinite directional derivative of F is a surjective map.
The directional derivative of F at (x, y) in the direction (ξ x , η y ) ∈ (R n ) 2 is given by
Let S = ( S 11 S 12 S 21 S 22 ) ∈ S n be an arbitrary 2 × 2 symmetric matrix, i.e., S 21 = S 12 . Finding (ξ x , η y ) such that D (F (x, y) )[ξ x , η y ] = S can be reduced to solving the following linear system of equations
With the obvious assumption that n ≥ 2, the linear system has a fat matrix A with dimension 3 × 2n. Furthermore, the matrix A is full-row rank. Indeed, assume that some linear combination of the rows with the scalars α, β, and γ, respectively, gives a zero vector. In other words, we have the following system of equations:
Multiplying each equation in the above system of equations by x and y, and rearranging the expressions yields ⎛
To attest that the matrix above has trivial Null space, one can notice that the determinant of the first 3 × 3 block is 4c 2 − 4 which does not have solutions for c ∈ (−1, 1) . Therefore, we conclude that the matrix A is full-row rank and thus the map D (F (x, y) ) is surjective which concludes that F is a rank-constant function. Exploiting the result of Lemma 1, the tangent space of M can be expressed as the set of directions that annihilate the directional derivative of the function F . In other words, we obtain the following characterization of the tangent space F (x, y) 
Finally, assuming n ≥ 2 and using the submersion theorem of Riemannian manifold [30] , we conclude that
The dimension of the manifold can also be concluded from the expression of the tangent space derived above.
Let the embedding space (R n ) 2 be equipped with the Frobenius inner product, defined as (x, y), (x , y ) = x T x + y T y for all vectors (x, y) and (x , y ) in ((R n ) 2 ). This paper considers that the embedded manifold inherits the inner product of the embedding space. In other words, the induced inner product ., . (x,y) on the tangent space T (x,y) M for (x, y) ∈ M is given by
for all tangent vectors (ξ x , η y ) and (ξ x , η y ) in T (x,y) M.
B. Riemannian Gradient and Hessian Computation
This part computes the Riemannian gradient and Hessian for the introduced oriented spheres manifold M. Let f : M → R be a smooth function defined on the Riemannian manifold M. As stated before, the Riemannian gradient of f at the point (x, y) ∈ M is the unique element of T (x,y) M that relates to the directional derivative through the following equation
Recall that the paper considers the induced inner product from the ambient space (R n ) 2 . Therefore, the expression of the Riemannian metric simplifies to grad f (x, y) = Π (x,y) (Grad f (x, y) ) with Π (x,y) : (R n ) 2 → T (x,y) M being the orthogonal projection from the ambient space to the tangent one [31] , [32] . In the rest of this section, the first and second components of the Riemannian gradient are denoted by grad x f (x, y) and grad y f (x, y), respectively. The same notation is used for the Euclidean gradient, i.e., Grad x f (x, y) and Grad y f (x, y) for the derivative with respect to x and y, respectively. The following theorem relates the expression of the Riemannian gradient grad f (x, y) = Π (x,y) (Grad f (x, y) ) to its Euclidean counterpart Grad f (x, y) by providing the expression of the orthogonal projection Π (x,y) .
Theorem 2:
The orthogonal projection Π (x,y) from the ambient space (R n * ) 2 to the tangent space T (x,y) M is given by
where the scalars α, β, and γ are given by the following equations ⎛
Proof: In order to derive the expression of the Riemannian gradient, one needs to compute the orthogonal projection from the ambient space to the tangent bundle. Such orthogonal projection is obtained by first expressing the orthogonal complement of the tangent space in the below lemma.
Lemma 2: The orthogonal complement of T ⊥ (x,y) M of the tangent space T (x,y) M at (x, y) ∈ M is given by
Proof: The proof of this lemma is obtained by double inclusion of the orthogonal complement of the tangent space and the proposed set in the lemma. The first inclusion is asserted by direct computation of the inner product between the tangent space and its orthogonal complement. A dimension counting argument concludes the proof.
Recall that the tangent vector (ξ x , η y ) ∈ T (x,y) M satisfies the following equality
Now, consider the vector (ζ x , ψ y ) satisfying ζ x = αx + γy and ψ y = γx + βy for some real numbers α, β, and γ. The inner product can be expressed as
Therefore, we obtain the inclusion
Now notice that the dimension of the ambient space is 2n and the dimension of the tangent space is 2n − 3 which concludes that T ⊥ (x,y) M is of dimension 3 which matches the dimension of the set in the left-hand side of (36). Therefore, we conclude the equality of both sets.
With the characterization of the orthogonal complement of the tangent space in the previous lemma, we now compute the orthogonal projection from the ambient space to the tangent one. Consider a vector (u, v) ∈ (R n ) 2 in the ambient space. Such vector can be decomposed into a tangent and an orthogonal component as follows:
where Π ⊥ (x,y) (u, v) is the projection onto the orthogonal complement of the tangent space that can be expressed as
for some real numbers α, β, and γ. Recall that the tangent vector Π (x,y) (u, v) satisfies the following three equations
Combining the equations in (40) with the tangent space characterization in (42) and using the expression of the orthogonal projection in (34) , we obtain the following three equations
Now using the manifold equations, the above equations can be simplified to the following linear system in the variables α, β, and γ. ⎛
Finally, noticing that ⎛ ⎜ ⎝
and rearranging the terms concludes the proof. The fact that the manifold M is an embedded manifold in a Euclidean ambient space allows us to simplify the expression of the Riemannian Hessian. Indeed, as stated earlier, the expression of the Riemannian Hessian can be simplified to a directional derivative followed by an orthogonal projection, i.e., 
Using the above characterization of the Riemannian Hessian, the next proposition establishes the relation between the Riemannian Hessian and its Euclidean Hessian counterpart. where the components of the vector are given by
The scalars α, β, and γ are given by ⎛
⎞ ⎠ and the derivativesα,β, andγ are given by the following equations: Proof: The proof of this proposition is omitted herein as it follows directly from the expression of the Riemannian gradient and the definition of the Riemannian Hessian for a manifold M embedded in a Euclidean space endowed with the induced canonical inner product, i.e., the Riemannian Hessian characterization in (48) and the Riemannian gradient expression in Theorem 2.
C. Retraction of Tangent Vectors
This subsection designs a computationally efficient retraction R (x,y) on the tangent space T (x,y) M of the manifold M by exploiting the vector space structure of the embedding space (R n ) 2 . Given a Euclidean ambient space, the following lemma [30] provides a way to construct a retraction.
Lemma 3: Let M be an embedded manifold of the Euclidean space E and let N be an abstract manifold such that dim(M) + dim(N ) = dim(E). Assume that there is a diffeomorphism
where E * is an open subset of E, with an element I ∈ N satisfying φ(F, I) = F, ∀ F ∈ M. Under the above assumption, the mapping
where π 1 : M × N −→ M : (F, G) −→ F is the projection onto the first component, defines a retraction on the manifold M for all X ∈ M and tangent vector ξ X ∈ T X M.
Recall that the dimension of the manifold coincides with the dimension of its tangent space. Therefore, from the expression of the tangent space in Theorem 1, one can conclude that the manifold M has a dimension equal to (2n − 3). Let N = R * × R * × R be a manifold of dimension 3. Therefore, we have dim(M) + dim(N ) = dim((R n ) 2 ). Now consider the mapping φ defined by
with E * = (R n * ) 2 representing the open subset of (R n ) 2 containing only non-zero vectors in each of the two components. Note that the function φ is a continuous and differentiable function for all input parameters. Furthermore, for any input parameters 
with the vector (v, w) being expressed as where the angles θ and ϕ, the basis vectors e 1 and e 2 , and the constants c 1 , c 2 , and c 3 are given by
Proof: This theorem is demonstrated by applying the result of Lemma 3 to the mapping φ. Given the preliminary results above, the expression of the retraction is proven by showing that φ is a diffeomorphism and by computing its inverse. In other words, the retraction is derived by showing that φ is a bijection from M × N to E * = φ(M, N ) and by obtaining the expression of the inverse.
Let (v, w) with v = 0 and w = 0 be a vector in E * . It can readily be seen that, up to the permutation of (x, y) and (α, β), there exists a unique (x, y) ∈ M and unique reals α, β, and γ such that
The rest of the proof derives a closed form expression of the inverse map φ −1 . First, using the Gram-Schmidt basis orthogonalization theorem, the family (v, w) can be expressed as v w = c 1 e 1 c 2 e 1 + c 3 e 2 = c 1 I n 0I n c 2 I n c 3 I n
with c 1 , c 3 > 0 and ||e 1 || 2 = ||e 2 || 2 = 1 and e T 1 e 2 = 0. The expression of these basis vectors and constants obtained from the Gram-Schmidt basis orthogonalization theorem are given by Multiplying the above matrices an insisting that the component along y of the first vector matches the component along x of the second vector, i.e., the scalar γ is the same in (61), generate the following equality:
Recall that θ = cos −1 (c) − ϕ. Therefore, we have
Substituting the previous equality in (63) and rearranging the terms gives c 1 ( √ 1 − c 2 − c tan(ϕ)) = c 2 tan(ϕ) − c 3 and allows to conclude that
The scalars α, β, and γ can be obtained by expanding (62). However, it is omitted herein as the retraction is only interested in the first component of the inverse map φ −1 . Finally, the retraction is obtained by applying the above algorithm to the vector (x + ξ x , y + η y ). In other words, the retraction is given by the following expression:
Remark 1: Note that the arc-tangent function tan −1 in Theorem 3 is defined from [0, π) instead of the usual [−π/2, π/2) in order to obtain a positive scalar α, i.e., a positive sine.
V. 3-D GNSS ATTITUDE DETERMINATION USING RIEMANNIAN OPTIMIZATION
A. Proposed 3-D GNSS Attitude Determination Algorithm
This section describes the proposed method for 3-D GNSS attitude determination using the above derived first and second order Riemannian optimization algorithms. First, the ambiguity resolution method presented in (8) and (9) of Section II is applied to resolve the integer ambiguities. It should be noted that the antenna configuration shown in Fig. 2 is utilized instead of the one in Fig. 1 . The estimations of the phase differencesφ 12 andφ 14 are recovered. These phase differences can be used directly to obtain an estimate of the desired attitude. However, as pointed in [18] , the unambiguous phase estimates usually suffer Adjust the integer ambiguities to the closest integer.
5:
Re-computeφ 12 andφ 14 using the adjusted integer ambiguities.
6:
Re-computex andý based on (12). 7: end while 8: Estimate the pointing vectorsx andŷ using the RieOpt method initialized usingx andý. 9: Computeφ 13 andφ 15 fromx andŷ using (13) . 10: Re-computex andŷ usingφ 13 andφ 15 through the RieOpt method described in Section IV.
in terms of accuracy due to the accumulation of phase error. In addition, it is not guaranteed that the correct integer value is recovered by (9), i.e., the ambiguity resolution may actually fail. Therefore, these factors dictate that some processing should be performed before these phase estimates can be used for attitude determination.
Since the processes of ambiguity resolution for two baselines are independent, the geometry information of the antenna configuration is not respected. The prior knowledge of the angle between the two baselines can act as a constraint to judge the resolved integer ambiguities. If the angle condition isn't satisfied, a correction is performed to the resulting integer ambiguities by changing them to the closest integer until reaching a reasonable result. For a short baseline case, the bias of wrong integer ambiguity is usually very small. Now, we are in a position to precisely estimate the pointing vectors using Riemannian Optimization (RieOpt method) developed in Section IV. The optimization problem in (16) is solved by the proposed RieOpt method initializingx andŷ with the LS solutionsx andý as computed in (12) . As mentioned before, the constraints in Eq. (16) strictly integrate the antennas geometry and baseline lengths into the cost function. Thus, as the optimization problem is ensured to converge to a critical point of the objective function, it is guaranteed that the geometry and the angles are satisfied.
In order to further improve the results, the phase difference between the longest baselines should be exploited. This can be done by applying the correction operation as in (13) , and the step of integer ambiguity check and correction can be repeated again. Finally, the RieOpt method is carried out again for the largest baselines to refine the results of attitude determination. The integral process of the proposed method can be found in Algorithm 3.
B. Complexity Analysis and Rate of Convergence
The proposed Riemannian steepest descent method in Algorithm 1 requires the computation of the Riemannian gradient and the retraction at each step. As shown previously, the Riemannian gradient is obtained by simply projecting the Euclidean gradient. Given that the derived orthogonal projection in Theorem 2 only involves inner products, its complexity is linear in the dimension of the system. Likewise, from the expression of the retraction in Theorem 3, the most expensive step is the matrix multiplication in (55), which is quadratic in n. However, given the tri-diagonal structure of the matrix, the multiplication can be done in linear time, which results in a retraction with linear complexity. Finally, it can be concluded that the per iteration complexity of the proposed Riemannian steepest descent method is linear in the dimension of the problem. Furthermore, thanks to the compactness of the manifold, first-order Riemannian methods are shown to exhibit a linear convergence rate [30] .
The complexity analysis of the proposed Riemannian Newton's method follows similar steps as for the steepest descent. Indeed, from Algorithm 2, it can easily be seen that the most complex step is to compute the Hessian and solve for the search direction. From the expression of the Hessian in Proposition 1, we can easily see that it can be computed in O(n) steps. However, solving for the search direction ξ x that satisfies hess f (x)[ξ x ] = −grad f (x) requires solving a system of n linear equations which can be done is n 3 . However, the use of iterative methods can reduce the complexity to n 2 resulting in an algorithm with quadratic complexity. Thanks to the use of second-order derivatives, the proposed Newton's method exhibits a convergence rate that is at least quadratic [30] .
VI. SIMULATION SETUP AND RESULTS
This section presents the simulation results in order to evaluate the performance of the proposed approach under a noisecontrolled environment. The first part of the section presents an overview of the simulation environment and parameters. The second part plots the performance of the proposed method against benchmarks methods in the literature, namely, the least squares, LAMBDA method [10] , and generic non-convex solvers. The LAMBDA method is the standard method for attitude determination and has found success in different attitude scenarios. The LS method resolves the integer ambiguity and estimates the attitude using the Eq. (8)-(13) for each baseline separately. A detailed description of this method can be found in [18] . The proposed RieOpt method applies the procedure summarized in Algorithm 3. This method solves the optimization problem in (16) to refine the results obtained from the procedure given by (8)- (13) , and obtain a final attitude estimate. While the LS and the proposed approach utilizes only carrier phase, the LAMBDA [10] and MC-LAMBDA [29] methods take advantage of both the carrier phase and pseudo-range. However, the LAMBDA method does not utilize the a-priori knowledge of the antenna array geometry. Finally, similar to the proposed methods, the MC-LAMBDA method leverages all the available geometrical information.
A. Simulation Setup
The simulations are implemented using Matlab and the libraries of the visual simulation software [33] . The basic parameters are produced based on the libraries of this software using the receiver location or antenna baseline and real GPS constellation information. Furthermore, the MATLAB version 3.0 of the LAMBDA software [34] is used.
The presence of trees, buildings and other high rising structures, natural or artificial, around the receivers may hamper the view of the satellites. GNSS observations below 15 degrees are usually disturbed by multi-path and other problems, e.g., cycle slips, and low signal to noise ratio [17] . The elevation mask allows us to set an elevation angle such that we can discard the data below that angle. This parameter has a great influence on dilution of precision (DOP), so it needs to be chosen carefully. In our simulations, an elevation mask of 15 degrees is applied.
The proposed method can be easily modified and extended to multi-epoch and multi-frequency cases. However, in our simulations, only the challenging single-epoch, single-frequency case is considered using the GPS L1 frequency, which has a wavelength equal to 19cm approximately. The antenna configuration is similar to Fig. 2 with = = 8 cm and different values of the angle Θ between the two baselines are considered. According to this setup, both conditions (7) and (14) are satisfied. It should be noted that this configuration is not required for the LAMBDA and MC-LAMBDA methods, which are able to perform ambiguity resolution using any arbitrary configuration. As aforementioned, this special configuration is used as a means to simplify the ambiguity resolution process. Besides, the proposed Riemannian manifold optimization can be paired with any ambiguity resolution method, as will be demonstrated in this section.
To demonstrate the performance of the proposed method in multiple possible scenarios, simulations are carried out over different GPS weeks, noise levels and number of satellites. For each simulation setup, the tests are repeated 10 5 times with random Gaussian noise and random baseline pointing vectors. For the carrier phase observables, the Gaussian noise has zero mean and standard deviation σ φ , ranging from 1 mm to 7 mm. Unlike other non-convex methods, the proposed Riemannian method is guarenteed to always reach an extreme point of the problem. Furthermore, for moderate to high noise variance, non-convex solvers return different results due to the existence of multiple local minima. Typical GPS phase measurements have phase standard deviation in the range of 1-3 mm [35] . For GPS, the pseudo-range and phase variance ratio is around 10 4 [5], i.e., To test the performance of the proposed approach, we evaluate the success rate and root mean square error (RMSE) of the baseline pointing direction. Success rate is defined as the percentage of occurrences that the integer vectors are correctly fixed over 10 5 simulation trials. The baseline pointing vector error refers to the deviation of the resulting direction vector from the true pointing direction. Finally, the RMSE is evaluated only for the configurations resulting in a successful estimation. Table I shows the success rates of the proposed and the two benchmark approaches for 10 different GPS weeks on specific days and time 00 : 00. In this result set, the same setup is used with d 12 = d 14 = 45 cm, = = 8 cm, σ φ = 3 mm, Θ = 90 • and number of satellites m = 4. Such a small number of satellites is meant to provide a challenging scenario to compare the performance of three methods. Table I indicates that all the three methods have very high success rates. The RieOpt method and LS method have similar success rates since the Rieopt method is based on the unwrapped phase obtained from the LS method. However, the success rate of the LAMBDA method is a little higher than the other two methods, which may come from the fact that the LAMBDA method also takes advantage of pseudo-range data. Even though the success rates are slightly different, all the three methods offer excellent performance in satellite-deprived environments. Table II lists the RMSE of the three methods over the 10 GPS weeks of Table I . It is clear that the RieOpt method provides the best accuracy in almost all simulated cases except few instances wherein the Active set method provides better results. The RieOpt method rigorously integrates the antenna geometry and baseline lengths to its objective function so that it produces more accurate results than the other methods. However, it is worth mentioning that the LS method also outperforms the LAMBDA method. Fig. 3 shows the fraction of simulation trials with RMSE below different values on two different dates, January 28, 2018 and April 29, 2018. These plots depict the success rates and attitude estimation accuracy of the seven methods in a different way. These four plots show that the RieOpt method can enhance the accuracy of the resulting pointing vectors while offering similar success rates to those of the LS. Comparing the plots of these two GPS weeks, we can find out that the improvement is more evident for the case in which the LS method and LAMBDA method have less accurate results.
B. Numerical Results
To test the effect of carrier phase noise on the proposed method, a set of simulations is carried out for GPS week 975. The standard deviation of carrier phase, σ φ , varies from 1 mm to 7 mm, and the standard deviation of pseudo-range adjusted according to the ratio σ 2 p /σ 2 φ = 10 4 . All the other setting parameters are kept unchanged. Fig. 4 plots the corresponding RMSE of the three methods under different noise levels. Although the errors of all the methods increase as the noises increase, the RieOpt method consistently offers the best performance in almost all scenarios. The LS method outperforms the LAMBDA method over the different scenarios. Besides, the larger the noise is, the more obvious the accuracy improvement of the RieOpt method is. Fig. 5 shows the RMSE of all methods when different numbers of satellites are used. As expected, the accuracy of all the methods improves as the the number of satellites increases. The results prove that the RieOpt method provides the best performance in almost all situations regardless of the number of satellites. The proposed methods outperform the LAMBDA method in terms of the RMSE, which is mainly attributed to the incorporation of the geometry in the optimization process. The success rate of the proposed method is slightly lower than that of the LAMBDA method. An explanation of this is that the difference operation in (8) exacerbates the effect of the phase error, which affects the final success rate.
While the above mentioned simulations assume orthogonal baselines, Fig. 6 attest the performance of the proposed algorithm using a more general configuration, i.e., with different angle values between two baselines. From the numerical results, it appears that the angle between two baselines does not show any visible effect on the results. Finally, considering all the aforementioned simulations, it can be concluded that the RieOpt approach is able to significantly improve the accuracy of attitude estimation over that offered by the LS, the LAMBDA methods, and generic non-convex solvers. Finally, as stated earlier, the proposed Riemannian methods can be combined with the integer ambiguity resolution from the MC LAMBDA method. Table III shows the performance and the runtime for the LAMBDA, MC LAMBDA, LS, generic non-convex solvers, and the proposed algorithms. From the table, it can easily be seen that our method provides similar performance to that of the MC LAMBDA but for a lower complexity. Indeed, the table shows that our method is on average 25% faster than MC LAMBDA. This further emphasizes the clever exploitation of the geometry of the problem by the proposed Riemannian methods.
VII. CONCLUSION
This manuscript proposes a novel Riemannian optimization based scheme for precise 3-D GNSS attitude determination. Given a specific antenna configuration, the unwrapped phase difference is recovered by an efficient state-of-the-art ambiguity resolution method. Subsequently, this unwrapped phase difference is used to formulate 3-D attitude determination as a non-convex optimization problem that incorporates all the available baseline length and angle constraints. The non-convex problem is solved by introducing a novel Riemannian manifold and investigating its geometry. The resulting first and second order optimization algorithms are not only efficient for their clever use of the geometry of the problem, but are also guaranteed to converge to an extreme point. The performance of the proposed framework is assessed through extensive numerical simulations under various setup conditions, with particular a focus on challenging scenarios. Simulation results demonstrate that the proposed Riemannian optimization based scheme largely outperforms the least squares and the LAMBDA benchmark approaches in all test scenarios with a lower complexity than generic non-convex solvers. 
