An operational and a denotational semantic model are presented for a real-time programming language incorporating the concept of integration. This concept of integration, which has been introduced by Baeten and Bergstra 4], enables us to specify a restricted form of unbounded non-determinism. For example, the execution of an action at an arbitrary moment in a time interval can be speci ed using integration. The operational and the denotational model are proved to be equivalent using a general method based on higher-order transformations and complete metric spaces. In this context, Banach's xed point theorem and Michael's theorem will turn out to be the most important aspects of complete metric spaces. Banach's theorem, which states that a contraction on a complete metric space has a unique xed point, will be used to de ne semantic models and to compare semantic models. Michael's theorem, which roughly states that a compact union of compact sets is compact, will be used for the de nition of semantic models.
Introduction
Real-time programming can be viewed as traditional concurrency supplied with timing constraints 47]. Because these timing constraints cause more complexity, the advantages of highlevel languages are even greater in real-time programming than in concurrency and sequential programming. Several languages, like RTL 35] , have been designed speci cally for real-time programming. Other languages are extensions of already existing languages, for example, the language TCSP 24, 25] is an extension of the language CSP 34] . In real-time programming the correctness of a program depends not only on the ow of control. The program should also meet its timing constraints 46] . Therefore new semantic models should be developed. Several models both operational 4, 28, 32] and denotational 27, 37, 43] have already been provided.
In this paper a simple real-time programming language is studied. Apart from the traditional programming constructs, this language incorporates timed atomic actions and integration. Timed atomic actions are atomic actions each provided with some timing information. This timing information denotes when the atomic action should be executed. The concept of integration has been introduced by Baeten and Bergstra 4] . A statement is integrated over a time set, which is a subset of the time domain, i.e. a non-deterministically chosen value from the time set is passed to the statement. Integration enables us to specify the execution of an action at an arbitrary moment in a time interval, for example, R t2 1:03; 2:41] (a; t) denotes the execution of the action a at an arbitrary moment in the time interval 1:03; 2 :41] . This execution can give rise to an in nite (conceptually uncountable) number of di erent executions.
For this simple real-time programming language an operational and a denotational semantic model are presented. The operational model is based on a labelled transition system in the style of Hennessy and Plotkin 31] . The denotational model is by de nition compositional and xed points are exploited to handle recursion. This denotational model uses a complete metric space as its mathematical domain, which has been initiated by Nivat 40] and de Bakker and Zucker 16] .
To compare these models a method based on higher-order transformations, which has been described by Kok and Rutten 36] , is used. This general method for comparing di erent semantic models has already been applied successfully to several programming paradigms varying from notions related to concurrency 7, 13, 14] to notions related to logic programming 6, 10, 20] and object-oriented programming 15, 44] . The present paper shows another application of this technique. This method is founded on complete metric spaces. Higher-order transformations are used to de ne semantic operators and models. Furthermore, the higher-order transformations are also used to compare semantic models.
In the de nition of semantic models and in the comparison of these models we use several aspects of complete metric spaces; Banach's theorem, which states that if X is a complete metric space and f : X ! X is a contraction then f has a unique xed point, will be used to de ne semantic models and to compare these models. Furthermore, in combination with xed point induction Banach's xed point theorem will be used to prove several properties of these semantic models; Michael's theorem, which states that if X is a compact set of compact sets then the set S X is also compact, will be used to de ne semantic models; Kuratowski's theorem, which states that if X is a complete metric space then P nc (X), the set of non-empty compact subsets of X, provided with the Hausdor metric based on the metric of X is again a complete metric space, will be used to obtain complete metric spaces as mathematical domains of the semantic models.
In this paper a denotational modelling of integration is presented. This concept of integration describes a restricted form of unbounded non-determinism. In general, the modelling of unbounded non-determinism causes serious technical problems 3, 5, 33] . Because higher-order transformations are used, in nite computations can be modelled. This combination of metrically modelling a restricted form of unbounded non-determinism and in nite computations has not been presented elsewhere 21, 41] . Because the denotational model is compared with an operational model, which captures the computational intuition, we can derive the correctness of this denotational model with respect to the operational model. Banach's xed point theorem and Michael's theorem play a technical but eminent role as will become clear in the rest of this paper.
Language de nition
In this section we introduce the syntax of the real-time programming language, which is studied in this paper. This programming language is an extension of one of the languages studied by de Bakker and Meyer 13] . The language is uniform, i.e. the elementary actions are left atomic 11]. The language is built from atomic actions provided with some timing information, sequential composition, non-deterministic choice, parallel composition, so-called integration and recursion.
The real-time concepts of this language are timed atomic actions and integration. With timed atomic actions we denote atomic actions each provided with an expression. The evaluation of this expression yields an element of the time domain denoting the amount of time the atomic action should be executed after its enabling. Integration of a statement over some time set, which is a subset of the time domain, gives rise to the execution of the statement with some non-deterministically chosen value from the time set passed to that statement.
Before we can introduce the syntax of expressions, which are part of timed atomic actions, we rst introduce the following sets:
the set IR > of positive real numbers, with typical element r, which is our time domain; the set TV ar of time variables, with typical element t; the set FSym of function symbols, with typical element f.
With each function symbol f we associate a function f : IR n > ! IR > . We have to restrict the functions to continuous functions in order to be able to model integration as will become clear in section 4.
De nition 1.1
The class Exp of expressions, with typical element e, is given by e ::= t j f(e 1 ; : : : ; e n ) End 1.1
Because expressions are built from function symbols and time variables, expressions themselves can also be associated with continuous functions. We will denote the value of an expression e by V(e). After having de ned the syntax of expressions, we have to introduce the following sets in order to be able to de ne the class of statements: the (possibly in nite) set Atom of atomic actions, with typical element a; the set PV ar of procedure variables, with typical element x; the collection of time sets, which is represented by P nc (IR > ), the set of non-empty compact subsets of IR > , with typical element T.
Integration gives rise to a non-deterministic choice of an element from a time set. To guarantee that we can always make such a choice we have to restrict time sets to non-empty subsets of IR > . The restriction of time sets to compact subsets of IR > has a technical motivation and this restriction will be crucial for the modelling of integration. The execution of the statement (a; 1:56) corresponds to the execution of the atomic action a. The atomic action a should be executed 1.56 after its enabling. The execution of the integration R t2 0:82; 1:73] (a; f(t)) corresponds to the execution of the statement (a; f(t)) with a nondeterministically chosen value from the time set 0:82; 1:73] passed to the time variable t in that statement, which can give rise to the execution of, for example, (a; f(1:08)). Because the evaluation of an expression delivers a positive real number, two successive atomic actions cannot be executed at the same time. We stipulate that the execution of atomic actions and operators takes no time. We refer to 19] for a justi cation of this assumption. Next we introduce the class of guarded statements, which will be used to de ne procedure bodies.
De nition 1.3
The class GStat of guarded statements, with typical element g, is given by g ::= (a; e) j g; s j g 1 g 2 j g 1 k g 2 j R t2T g End 1.3
Before we give the de nition of the class of declarations, which bind procedure variables with their corresponding bodies, we introduce the notion of free time variables.
De nition 1. Before the operational and denotational model are presented, we pay some attention to some aspects of complete metric spaces. These complete metric spaces have been introduced into semantics in papers of Nivat 40] and de Bakker and Zucker 16] . In this section we present two main theorems, Banach's xed point theorem and Michael's theorem, which will be used frequently in the rest of this paper. For further reference considering metric spaces we suggest 26].
First we show how we can compose metric spaces. In the following de nition we give some possible compositions, which will be used in the rest of this paper. 
) ; X)+d X (y f(g(i)) ; y). So we can conclude that fx i g i has converging subsequence fx f(g(i)) g i , which converges to y 2 S X. End 2.4
In the remainder of this section we introduce complete metric spaces, which will be used in the rest of this paper. First of all, we de ne the so-called discrete metric on the class of atomic actions. We obtain a complete metric space.
De nition 2. With respect to this metric closed intervals are compact sets. Furthermore, this metric and the usual metric on IR , d IR (r; r 0 ) = jr ? r 0 j, are equivalent, i.e. both induce the same converging behaviour. However, the metric of de nition 2.6 is restricted to 0; 1]. Next we introduce the class of timed actions. These timed actions will be used to describe the execution of timed atomic actions.
De nition 2.7
The class TA of timed actions, with typical element , is given by TA = Atom IR End 2.7
With the timed action (a; 2) we will describe the execution of the atomic action a. The atomic action a is executed 2 after its enabling. We de ne a metric on timed actions by combining the metrics we have already de ned on Atom and IR as described in de nition 2.1. As stated in theorem 2.2 we obtain a complete metric space. To describe the execution of a sequence of timed atomic actions we introduce timed streams. We de ne this class of timed streams as the unique (up to isomorphism) solution of a domain equation in a certain category of complete metric spaces 1, 16].
De nition 2.8
The Sets of sequences of timed atomic actions will be described by non-empty compact sets of timed streams. We can obtain a complete metric space on these sets of non-empty compact sets of timed streams as is described in de nition 2.1 and theorem 2.2. Also on the class of statements we de ne the discrete metric. Again we obtain a complete metric space. Finally, we introduce the class of substitutions and de ne a metric on this class.
De nition 2.9
The class Subst of substitutions, with typical element , consists of the class of homomorphisms from Exp to IR .
End 2.9
We will only consider substitutions with a nite support, i.e. there exist only nitely many time variables t such that t 6 = t. To simplify the exposition we will, without loss of generality, assume in almost all cases that substitutions satisfy the additional property that the set of time variables occurring in is exactly the set ft 1 ; : : : ; t n g of the rst n time variables. Substitutions will be notated as t 1 =r 1 ; : : : ; t n =r n ]. With we denote the empty substitution. For these substitutions we de ne the set of time variables occurring in those substitutions as follows.
De nition 2.10
The mapping tvar : Subst ! P(TV ar) is given by tvar( ) = ft 1 ; : : : ; t n j = t 1 =r 1 ; : : : ; t n =r n ]g End 2.10
We conclude this section with the de nition of the metric on substitutions and the observation that this metric gives us a complete metric space.
De nition 2. In this section we present an operational semantic model for our language. The operational semantics of a program describes the behaviour of an abstract machine running that program. The execution of a program on an abstract machine is characterised by sets of timed streams. Which timed actions and in which order the timed actions are performed by the abstract machine is described by means of a labelled transition system a la Hennessy and Plotkin 31].
Before giving a labelled transition system, we rst introduce the empty statement E. This empty statement 2] is associated with termination. Intuitively, a rule s ? ? ! d s tells us that the execution of statement s consists of timed action followed by the execution of statement s. Consider the axiom for the statement (a; e). The execution of (a; e) consists of the execution of atomic action a at V(e), the value of expression e, after its enabling followed by termination. Because (a; e) is a closed statement, the evaluation of the expression e delivers an element of IR > . Since the evaluation of an expression delivers an element of IR > , we can conclude that two successive atomic actions cannot be executed at the same time. The rule for a procedure call indicates body replacement. Parallel composition is modelled by arbitrary interleaving of the atomic actions of both statements. The rule for integration states that some arbitrary element r from time set T is passed to time variable t in statement s. Using the above rules we can derive that R 4 Denotational semantics After having de ned an operational semantics, we give a denotational semantics for the language. This denotational semantics is by de nition compositional, i.e. the meaning of a program can be derived from the meaning of its constituent parts. Fixed points are used to deal with recursion.
To obtain a compositional model we de ne for every syntactic operator 2 a corresponding semantic operator 3, such that, for example, D((d; s 1 2s 2 )) = D((d; s 1 ))3D((d; s 2 )). To handle recursion we de ne the denotational model as a xed point of a higher-order transformation. In this section we will use extensively Banach's xed point theorem and Michael's theorem. Both theorems will be used for the construction of the semantic operators and the denotational model.
For the syntactic operator ; we de ne a corresponding semantic operator, which will also be denoted by ;. First we de ne the semantic operator ; on timed streams. This operator will be de ned as a xed point of a higher-order transformation ; . This higher-order transformation is a contraction on a complete metric space. Using Banach's xed point theorem, we can conclude that ; has a unique xed point, which we will denote by ;. Then we lift the semantic operator ;, which has been de ned on timed streams, such that we obtain a semantic operator de ned on (non-empty compact) sets of timed streams. First we introduce the higher-order transformation ; . The operator ; is lifted to sets of timed streams in the following de nition.
De nition 4.5 The operator ; : P nc (T S) P nc (T S) ! P nc (T S) is given by S; T = S f ; j 2 S^ 2 Tg End 4.5
Next we prove the well-de nedness of the lifted operator ; using Michael's theorem and the fact that the operator ; is continuous.
Property 4.6
The operator ; is well-de ned.
Proof By de nition ; 2 P nc (T S) for all 2 S and 2 T. Because S and T are compact sets and the operator ; is continuous, the set f ; j 2 S^ 2 Tg is compact. Theorem 2.4 tells us that the set S f ; j 2 S^ 2 Tg is compact. End 4.6
Also for the lifted operator ; we prove that it is non-distance increasing in its rst argument and contracting with factor 1 2 in its second argument. This property will be used to prove the well-de nedness of the denotational semantics. 
End 4.7
Next we de ne two semantic operators which correspond to the syntactic notions of nondeterministic choice and integration.
De nition 4.8 The operator : P nc (T S) P nc (T S) ! P nc (T S) is de ned as the set-theoretic union and the operator S : P nc (P nc (T S)) ! P nc (T S) is de ned as the generalised set-theoretic union. End The semantic counterpart of the syntactic operator k is also de ned as the unique xed point of a higher-order transformation. This higher-order transformation k is de ned by means of the higher-order transformation ; .
De nition 4.10
The mapping k : (T S TS ! P nc (T S)) ! (T S TS ! P nc (T S)) is given by k (F )( ; ) = ; (F )( ; ) ; (F )( ; ) End 4.10
The well-de nedness of the mapping k follows from the well-de nedness of ; . From the fact that ; is a contraction we can deduce that k is also a contraction as is illustrated in the proof of the following property.
Property 4.11
The mapping k is a contraction. Using this induction principle, we will prove that the higher-order transformation D is well-de ned. Because expressions are continuous functions, time sets are non-empty compact sets and the semantic operators are continuous, we can prove that D is well-de ned using Michael's theorem.
Property 4.20
The mapping D is well-de ned. The set f(a; V(e ))g is an element of P nc (T S). 2 Let s x and (x; g) 2 d.
Proof
is an element of P nc (T S), D (F )(x)( ) is an element of P nc (T S). 
Equivalence proof
Having de ned both an operational and a denotational semantics for our language the question arises whether the denotational model is correct with respect to the computational intuition captured by the operational model. In this section we will show that we can relate the operational model O and the denotational model D. We will prove that these models are equivalent. To prove this we will use a general method for comparing di erent semantic models as described by Kok and Rutten 36] : if two models are both a xed point of a higher-order transformation and this higher-order transformation is a contraction on a complete metric space, we can conclude that those models are equivalent. We prove this property using induction on the complexity of statement s.
1 Let s (a; e). The well-de nedness of the intermediate operational semantics follows from the compactly branching property and the continuity property of the labelled transition system as is described in property A.3 of the appendix. Lemma 5.6 The mapping O d is well-de ned. Proof
The proof of this lemma can be found in lemma A.6 of the appendix. The well-de nedness of the higher-order transformation O D follows from the compactly branching property and the continuity property of the labelled transition system. Lemma 5.15 The mapping O D is well-de ned.
Proof
The proof of this property can be found in lemma A.7 of the appendix.
End 5.15
To conclude that O D has a unique xed point, we have to prove that this mapping is a contraction.
Property 5.16
The mapping O D is a contraction. 
Conclusions
An operational and a denotational semantic model have been presented for a real-time programming language incorporating the concept of integration. As we have seen, a restricted form of unbounded non-determinism can be speci ed by means of integration. Because the semantic operators and the semantic models have been de ned using higher-order transformations, we were able to describe in nite behaviour. We prove that all these mappings are well-de ned using property A.3.
Property A. 
