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Abstract
In this study, we consider the exponential utility maximization problem in the context of a
jump–diffusion model. To solve this problem, we rely on the dynamic programming principle to express the
value process of this problem in terms of the solution of a quadratic BSDE with jumps. Since the quadratic
BSDE1 under study is driven by both a Wiener process and a Poisson random measure having a Le´vy
measure with infinite mass, our main task is therefore to establish a new existence result for the specific
BSDE introduced.
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1. Introduction
Throughout this paper, our motivation is the study of the exponential utility maximization
problem with portfolio constraints in the context of a discontinuous filtration. The approach to
handle this optimization problem is based on the use of the martingale optimality principle and
I A major part of this work appears in my Ph.D. thesis defended at the university of Rennes 1 in October 2007 and
supervised by Professor Ying Hu.
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1 The notation of quadratic BSDE refers to the growth with respect to the variable z of the generator f : (s, z, u)→
f (s, z, u).
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of BSDE techniques, which is the same approach as in the following papers [2,10,11]. In the
literature (see for instance [6,10,16]), duality methods are widely used to describe the value
process associated to utility maximization problem by expressing this process in terms of the
dual value process. Furthermore, since we do not want to restrict to convex sets of strategies,
we rather rely on BSDE techniques to solve the BSDE derived from the martingale optimality
principle. Contrary to the authors of the two papers [2] or [11] which have already considered
BSDEs driven by both a Wiener process and a Poisson random measure, the originality of the
present paper is that we relax the assumption of finiteness of the Le´vy measure. Under this last
hypothesis, we have to establish a new existence result for a specific BSDE with jumps, which
is the main achievement of this paper: to do this, we adapt to the discontinuous setting the same
methodology as in [9]: more precisely, we construct an approximating sequence of solutions of
BSDEs with jumps2 and we justify the convergence of this sequence. Using these results, we are
able to solve the financial problem by characterizing the value process and the optimal strategies
in terms of the solution of an explicit quadratic BSDE with jumps.
To obtain existence of solutions of the specific BSDE introduced by the use of the dynamic
programming principle, we first define an auxiliary BSDE and we prove existence of solutions of
the auxiliary BSDE under an additional constraint on the terminal condition. We then establish
a correspondence result between solutions of this auxiliary BSDE and those of the original one
and we then prove existence of a solution of the original BSDE when the terminal condition
is an arbitrary bounded random variable: this last assumption is essential to solve the utility
maximization problem stated in (33) in Section 5, since the terminal condition coincides with the
liability, which is assumed to be bounded. In the last section and similarly as in [11], we rely on
the dynamic programming principle to relate the expression of the value process to the solution
of the BSDE solved in Sections 3 and 4.
The paper is structured as follows: Section 2 provides the description of the financial model
and some preliminary notations. Sections 3 and 4 are devoted to the statement and the proof of
the main results for the BSDE introduced in Section 2. Finally, Section 5 is devoted to the study
of the utility maximization problem. For the sake of clarity, lengthy proofs are relegated to an
Appendix.
2. The model and preliminaries
Throughout this paper, T stands for the horizon, which is assumed to be a fixed and
deterministic time and (Ω ,F, P) stands for a probability space equipped with the following
independent stochastic processes:
• A standard (one-dimensional) Brownian motion: W =(Wt )t∈[0,T ] defined on Ω × [0, T ].
• A real-valued Poisson point process p defined on Ω × [0, T ] ×R \ {0}. Referring to Chapter
2 in [8], we denote by Np(ds, dx) the associated counting measure, whose compensator is
assumed to be of the form
Nˆp(ds, dx) = n(dx)ds,
and where n(dx) (also denoted by n in what follows) stands for the Le´vy measure, which is
positive and satisfies(
n({0}) = 0 and
∫
R\{0}
(1 ∧ |x |)2n(dx) <∞
)
.
2 For a brief overview of the literature about BSDE with jumps, we refer the reader to either [1,13], or [15].
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Both processes W and N˜p are considered on Ω × [0, T ], where T also refers to the maturity
time of the financial market introduced in Section 2.2. We now denote by F the filtration
generated by the two processes W and Np (and completed by N , consisting of all the P-null
sets) and, using the same notations as in [8], we denote by N˜p(ds, dx) the compensated measure
such that: N˜p(ds, dx) := Np(ds, dx) − Nˆp(ds, dx). This is a martingale random measure,
meaning that, for any predictable and locally square integrable process K , the stochastic integral:
K · N˜p :=
∫
Ks(x)N˜p(ds, dx) is a locally square integrable martingale.
We also introduce the notation Z · W standing for the stochastic integral of Z w.r.t. W and the
notation U · N˜p standing for the stochastic integral of U w.r.t. N˜p. Since F has the predictable
representation property, then, given a local martingale M of F , there exist two predictable
processes Z and U such that
∀ t, Mt = M0 + (Z ·W )t +
(
U · N˜p
)
t
.
In Section 2.1, we provide a definition of the respective Hilbert spaces L2(W ) and L2(N˜p),
where these stochastic integrals are considered and, throughout this paper, we also make use of
the notation | · |∞ to refer to the norm in L∞(FT ) of any bounded and FT -measurable random
variable.
2.1. Preliminaries about BSDEs
For later use, we introduce some additional notations: we denote by S∞(R) or by S∞, for the
sake of clarity, the set of all adapted processes Y with RCLL3 paths such that
esssup
(t,ω)∈[0,T ]×Ω
|Yt (ω)| <∞,
and, for any p, p > 0, we denote by S p the set of RCLL processes Y such that
E
(
sup
t
|Yt |p
)
<∞.
We also introduce the set L2(W ) consisting of all predictable processes Z such that
E
(∫ T
0
|Zs |2ds
)
<∞,
and the set L2(N˜p) consisting of all P ⊗ B(R \ {0})-measurable processes U such that
E
(∫
[0,T ]×R\{0}
|Us(x)|2n(dx)ds
)
<∞.
P stands for the σ -field of all predictable sets of [0, T ] × Ω and B(R \ {0}) the Borel field of
R \ {0}. The set L0(n), also denoted by L0(n,R,R \ {0}) in [2], is equipped with the topology of
convergence in measure and consists of all the functions u mapping R into R\{0}. Finally, L2(n)
stands for the subset of all functions in L0(n) such that:
∫
R\{0} |u(x)|2n(dx) < ∞ and L∞(n)
stands for the subset of all functions u in L0(n) which take bounded values (almost surely).
3 RCLL stands for right continuous with left limits.
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In the theoretical part of this paper, we are interested in solving a BSDE with jumps of the
following form
Yt = B +
∫ T
t
f (s, Ys−, Zs,Us)ds −
∫ T
t
ZsdWs −
∫ T
t
∫
R\{0}
Us(x)N˜p(ds, dx). (1)
This BSDE is characterized by a bounded terminal condition B and a generator f satisfying∫ T
0
| f (s, Ys, Zs,Us)|ds <∞, P-a.s.,
and a solution of (1) is a triple of processes (Y, Z ,U ) in S∞(R)× L2(W )× L2(N˜p). We stress
here that, since we do not work on a Brownian filtration, we have to impose the predictability of
both Z and U , for any solution (Y, Z ,U ) of the BSDE (1).
2.2. Description of the model
For the sake of completeness, we provide the full description of the financial context which
is similar as in [11]. The financial market consists of one risk-free asset (assumed to have zero
interest rate) and one single risky asset, whose price process is denoted by S. More precisely, the
stock price process is a one-dimensional semimartingale satisfying
dSs = Ss−
(
bsds + σsdWs +
∫
R\{0}
βs(x)N˜p(ds, dx)
)
. (2)
The three processes b, σ and β are assumed to be bounded and predictable and, in addition, the
process β satisfies
P-a.s., ∀ (s, x) (βs(x) > −1 and |βs(x)| ≤ C(1 ∧ |x |)) . (3)
The first condition implies that the stochastic exponential E(β · N˜p) is positive (P-a.s.) which, in
turn, ensures that the price process S is almost surely positive. The second one yields additional
integrability properties, which are of great use in the proof of Lemma 2. In addition, the
boundedness of the parameters b, β and σ ensures both existence and uniqueness for the SDE
(2) and as soon as: σ 6= 0, we introduce the process θ by setting: θs = σ−1s bs (P-a.s. and for all
s). This process, also referred to as the market price of risk process, is supposed to be bounded
and, under this assumption, the measure Pθ with density
dPθ
dP
= ET
(
−
∫ .
0
θsdWs
)
,
is a risk-neutral measure.4
We now introduce the usual notions of trading strategies and self-financing portfolio,
assuming furthermore that all trading strategies are constrained to take their values in a closed
set denoted by C.
Definition 1. A predictable R-valued process pi is a self-financing trading strategy, if it takes its
values in a constraint set C and if the process Xpi,t,x such that
∀s ∈ [t, T ], Xpi,t,xs = x +
∫ s
t
pir
dSr
Sr−
, (4)
4 This means that, under Pθ , the price process S is a local martingale.
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is in the spaceH2 of semimartingales (see Chapter 4, [14]). Such a process: Xpi = Xpi,t,x , stands
for the wealth of an agent having strategy pi and wealth x at time t .
For later use, we also introduce the notion of BMO martingales and, for further details, we refer
the reader to [5]: a martingale M is said to be in the class of BMO martingales if there exists a
constant c, c > 0, such that, for all F-stopping time τ ,
esssup
Ω
E (〈M〉T − 〈M〉τ |Fτ ) ≤ c2 and esssup
Ω
|1Mτ |2 ≤ c2.
In the continuous case, the BMO property follows from the first condition, whereas, in the
discontinuous setting, we need to ensure the boundedness of the jumps of M . The following
result, referred to as Kazamaki’s criterion and stated in [12], relates the martingale property of a
stochastic exponential to a BMO property.
Lemma 1 (Kazamaki’s Criterion). Let δ be such that: 0 < δ < ∞ and M a BMO martingale
satisfying: 1Mt ≥ −1+ δ,P-a.s. and for all t , then E(M) is a true martingale.
For the sake of clarity and since we are willing to avoid technicalities, we assume the
compactness5 of the set C. Under this last assumption on C, the admissibility set, which consists
of all constrained trading strategies, satisfies an additional property.
Lemma 2. Under the assumption of compactness of the constraint set C, all trading strategies
pi = (pis)s∈[t,T ] as introduced in Definition 1 satisfy
{exp(−αXpiτ ), τF-stopping time} is a uniformly integrable family. (5)
Proof of Lemma 2. Since the proof is very similar as in [11], we only insist on the additional
technicalities, which are due to the infinite mass of the Le´vy measure.
Fixing pi arbitrarily as in Definition 1, we denote by U the process such that: U = exp(−αXpi· )
and we then apply Itoˆ’s formula to this process
dUt = Ut
(
−αpitσt dWt +
∫
R\{0}
(e−αpitβt − 1)N˜p(dt, dx)
)
+Ut
(
−αpitσtθt dt + α
2
2
|pitσt |2dt +
∫
R\{0}
(e−αpitβt (x) − 1+ αpitβt (x))n(dx)ds
)
.
By the definition of the stochastic exponential E(M) of a semimartingale M,U admits the
multiplicative form
Ut = U0Et
(∫ .
0
−αpisσsdWs +
∫ .
0
∫
R\{0}
(e−αpisβs (x) − 1)N˜p(ds, dx)
)
e A¯
pi
t , (6)
where the process A¯pi is such that
A¯pit =
∫ t
0
(
−αpisσsθs + α
2
2
|pisσs |2 +
∫
R\{0}
(e−αpisβs (x) − 1+ αpisβs(x))n(dx)
)
ds.
5 As in [11], the compactness of the constraint set C ensures that the BMO properties given in (H2) in Section 3.1 are
satisfied: thanks to these properties, a comparison result holds for the BSDE with its generator defined as in (8). Since, it
has been proved in [11] by using an approximating sequence of BSDEs, that existence holds without the assumption of
compactness, we refrain from writing it here, the generalization being straightforward.
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We now establish the uniform integrability of the process U : for this, we first argue that the
(local) martingale part in the decomposition of U is a true martingale6 and therefore we only
need to prove the uniform boundedness of A¯pi over [0, T ]. The main difficulty lies in the integral
term appearing in the expression of A¯pi : to overcome this, we make use of condition (3) on β,
implying that β is bounded and that
|e−αpisβs (x) − 1+ αpisβs(x)| ≤ C |pisβs(x)|2 ≤ C (1 ∧ |x |)2 ,
where the constant C may vary between the two inequalities and where the last equality results
from the second condition in (3). Thanks to this last inequality, we can claim that the integral
term is bounded (P-a.s. and uniformly in s), which ends the proof. 
From now on, we make use of the notation At 7 for the admissibility set, which consists of
all the strategies whose restriction to [0, t] is equal to zero and satisfying both Definition 1
and condition (5). This last integrability condition is of great use in Section 5 to obtain the
expression of the value process V , which is associated to the utility maximization problem and
whose expression8 at time 0 is given by
V (x) = sup
pi∈A
E
(
Uα(X
pi,x
T − B¯)
)
. (7)
In (7), Uα(·) stands for the exponential utility function with parameter α and defined on R by:
Uα(·) = − exp(−α·), B¯ stands for the liability (assumed to be a boundedFT -measurable random
variable) and Xpi,xT stands for the value at time T of the wealth process whose expression is given
in Definition 1. We also mention that, due to the presence of constraints in this model with
finite horizon T , not every FT -measurable random variable B¯ is attainable9by using constrained
strategies, which is one motivation for the study of the utility maximization problem.
3. Theoretical study of the quadratic BSDE with jumps
3.1. Main assumptions
Throughout this paper, we make use of the following explicit form of the generator f defined
on [0, T ] × R× (L2 ∩ L∞)(n) as follows
f (s, z, u) = inf
pi∈C
(
α
2
∣∣∣∣piσs − (z + θsα
)∣∣∣∣2 + |u − piβs |α
)
− θs z − |θs |
2
2α
, (8)
where the notation | · |α refers to the convex functional defined on (L2 ∩ L∞)(n) as follows
∀u ∈ (L2 ∩ L∞)(n), |u|α =
∫
R\{0}
exp(αu(x))− αu(x)− 1
α
n(dx),
=
∫
R\{0}
gα(u(x))n(dx),
6 The justification of this last fact can be found in [11].
7 In the case when t = 0, we simply denote it by A and, in this notation, the subscript t indicates that we start the
wealth dynamics at time t .
8 The relationship between this expression and the quadratic BSDE with jumps studied in Sections 3 and 4 will be
clarified in Section 5.
9 This means that there does not necessarily exist a strategy pi taking its values in C and such that: XpiT = B¯.
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with the real function gα defined by: gα(y) = exp(αy)−αy−1α , and where the three processes
β, θ and σ have been introduced in Section 2.1. A justification of this explicit expression of the
generator f is provided in the proof of Theorem 3 in Section 5. Without any other indication,
B is assumed to be a bounded FT -measurable random variable and we also make use of the
following standing assumptions on the generator f .
(H1). The first assumption provides both a lower and an upper bound for f
∀(z, u) ∈ R× (L2 ∩ L∞)(n)(
−θs z − |θs |
2
2α
≤ f (s, z, u) ≤ α
2
|z|2 + |u|α
)
, P-a.s. and for all s.
(H2). The second assumption consists of two estimates: the first one deals with the increments
of the generator f w.r.t. z
∃C > 0, κ ∈ BMO(W ), such that: ∀(z, z′) ∈ R, ∀u ∈ L2(n),
| f (s, z, u)− f (s, z′, u)| ≤ C(κs + |z| + |z′|)|z − z′|.
The second estimate deals with the increments w.r.t. u
∀z ∈ R, ∀(u, u′) ∈ (L2 ∩ L∞)(n),
f (s, z, u)− f (s, z, u′) ≤
∫
R\{0}
γs(u, u
′)(x)(u(x)− u′(x))n(dx),
where the process γ = (γs(u, u′)) has the following expression
∀(s, x), γs(u, u′)(x)
= sup
pi∈C
(∫ 1
0
g′α(λ((u − piβs)(x))+ (1− λ)(u′ − piβs)(x))dλ
)
1u≥u′
+ inf
pi∈C
(∫ 1
0
g′α(λ(u − piβs)(x)+ (1− λ)(u′ − piβs)(x))dλ
)
1u<u′ .
Considering now two arbitrary predictable processes U,U ′ taking their values in (L2 ∩
L∞)(n) and if we define the process10 γ˜ as follows
P-a.s., ∀(s, x), γ˜s(x) = γs(Us,U ′s), (9)
then, by referring to the same procedure as in Lemma 11 in [7], we can prove the
existence of a predictable choice of pi∗ attaining both sup and inf in the expression of
γ = (γs(u, u′))s : this implies that γ˜ is a predictable process which depends explicitly
on the predictable processes U,U ′, β and pi∗. To conclude, we just need to justify the
BMO property11 of the process introduced in (9): since C is assumed to be compact and
as soon as both U and U ′ take their values in (L2 ∩ L∞)(n) with: |Us |L∞(n) ≤ K and:
|U ′s |L∞(n) ≤ K , we can argue that
∃δK , C¯K > 0, s.t. ∀(s, x), −1+ δK ≤ γs(Us,U ′s) ≤ C¯K , P-a.s.,
which entails, in particular, that this process is in BMO(N˜p).
10 For a more detailed proof of these two controls of the increments of f˜ and the justification of the expression of γ ,
the reader is referred to [11].
11 We mention that this BMO property is required in the proof of the uniqueness result.
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3.2. Statement of the main results
To prove the existence of solutions of BSDEs with generator f given by (8) and terminal
condition B (B being an arbitrary bounded random variable), we consider an auxiliary BSDE
with parameters ( f˜ , B˜) and, for this, we introduce the generator f˜ such that, for any (s, z, u) in
[0, T ] × R× (L2 ∩ L∞)(n),
f˜ (s, z, u) = f
(
s, z − θs
α
, u
)
− f
(
s,−θs
α
, 0
)
. (10)
Since, by assumption, 0 is in C, it holds that: f
(
s,− θs
α
, 0
)
= |θs |22α , and we can check that f˜
satisfies the two assumptions (H′1) and (H′2):
• there exist a strictly positive constant K and a nonnegative process α¯ satisfying: ∫ T0 α¯sds ≤ a,
for some a, a > 0, such that
(H′1) ∀(s, z, u) ∈ [0, T ] × R× (L2 ∩ L∞)(n),
−θ z ≤ f˜ (s, z, u) ≤ α¯s + K2 |z|
2 + |u|K ,
which holds when taking: α¯ = |θ |2
α
and K = 2α.
• (H′2) For any (z1, z2) in R and any (u1, u2) in L2 ∩ L∞(n),
(1)
f˜ (s, z1, u1)− f˜ (s, z2, u1) = f
(
s, z1 − θs
α
, u1
)
− f
(
s, z2 − θs
α
, u1
)
= λ′s(z1, z2)(z1 − z2),
with the process λ′(z1, z2) such that
|λ′s(z1, z2)| ≤ C
(
κ ′s + |z1| + |z2|
)
, P-a.s. and for all s,
and with the process κ ′, which depends both on κ12, θ and α, and which is again in BMO(W ).
Furthermore and as soon as Z1 and Z2 are in BMO(W ), the BMO property holds also for the
process λ′(Z1, Z2).
(2)
f˜ (s, z1, u1)− f˜ (s, z1, u2) =
∫
R\{0}
γs(u
1, u2)(x)(u1 − u2)(x)n(dx),
γ being the process already introduced in (H2).
We now state the two main existence results of this paper.
Theorem 1. (i) For any BSDE of the form (1) with generator f˜ given by (10) and terminal
condition B satisfying
∀k > 0, E (exp(k|B|)) <∞, (11)
there exists at least one solution (Y, Z ,U) such that exp(Y ) is in S p, for any p, p > 0, and such
that the pair (Z ,U) is in L2(W )× L2(N˜p).
12 This process κ has been introduced in (H2).
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(ii) For any BSDE of the form (1) with generator f and terminal condition B¯, such that
B¯ is an arbitrary bounded random variable, there exists at least one solution (Y¯ , Z¯ , U¯ ) in
S∞ × L2(W )× L2(N˜p).
For later use, we provide here some a priori estimates for solutions of BSDEs with jumps
having a bounded terminal condition (the complete proof of this lemma can be found in [11]).
Lemma 3. For any BSDE of the form (1) with its generator satisfying either assump-
tion (H1) or (H′1) and its terminal condition B bounded, there exist three explicit constants
C1,C2 and C3 given in terms of |B|∞, |θ |S∞(R) and
∣∣∣∫ T0 α¯sds∣∣∣∞, such that, for any solution
(Y, Z ,U) in S∞(R) × L2(W ) × L2(N˜p) and for any F-stopping time τ , τ taking its values in
[0, T ],
(i) P-a.s. and for all t, t ∈ [0, T ], C1 ≤ Yt ≤ C2,
(ii) E
(∫ T
τ
|Zs |2ds +
∫ T
τ
∫
R\{0}
|Us(x)|2n(dx)ds|Fτ
)
≤ C3.
We mention here that the proof of this result is very similar as in [11], where the author
only handles the case when the generator satisfies (H1): since, under (H′1), it relies on the same
methodology, we refrain from writing it again but we simply note that the constants C1,C2 and
C3 may have to be redefined.13
Corollary 1. Under the same assumptions as in Lemma 3 on the parameters of the BSDE (1) and
for any solution (Y, Z ,U) in S∞(R)× L2(W )× L2(N˜p),
• U admits a predictable version U˜ such that: U˜ ≡ U (in L2(N˜p)). Noting U instead of U˜ , for
the sake of clarity, the process U satisfies.14
∀s, |Us |L∞(n) ≤ 2|Y |S∞(R).
• There exists some constant C,C > 0 such that
1
C
E
∫
[0,T ]×R\{0}
|Us(x)|2n(dx)ds ≤ E
∫ T
0
|Us |αds
≤ CE
∫
[0,T ]×R\{0}
|Us(x)|2n(dx)ds, (12)
and such that C only depends on
∣∣∣∫ T0 α¯sds∣∣∣∞ and on |Y |S∞ .
3.3. Proof of the main existence result
For the sake of clarity, we give an outline of this section devoted to the proof of Theorem 1,
which consists of the following four steps
• In a first step, we establish an existence result for the BSDEs given by
(
f˜ , BN
)
: relying on
some properties of f˜ defined in (10), we provide a sufficient condition on the integer N so that
existence holds.
13 For instance, to obtain the upper bound in (i) and in view of the growth assumption in (H′1), we just need to apply
Itoˆ’s formula to the process e2αY (instead of applying it to eαY ).
14 Here and contrary to Corollary 1 in [11], since the Le´vy measure satisfies: n(R \ {0}) = ∞, we cannot deduce that
u takes its values in L2(n), using the fact that it is in L∞(n).
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• In a second step and to prove an existence result for the BSDE given by ( f˜ , B), whatever the
FT -measurable and bounded random variable B is, we proceed with an iterative15 procedure.
• The third step is based on a one-to-one correspondence result between solutions of the BSDE
given by the parameters ( f˜ , B) and solutions of the BSDE with parameters ( f, B¯), with B¯
explicitly given in terms of B.
• The last step, relegated to Section 4, extends the results of Step 2 to the case when the terminal
condition may be unbounded16 but admits at least exponential moments of any order.
3.3.1. Step 1: first approximation
Construction and basic properties. Since we are dealing with a BSDE with jumps whose
generator has quadratic growth, we rely on the same procedure as in [11]: i.e., we construct
an approximating sequence of generators ( f 1,m)m and, for this, we introduce the constant M , the
truncation function ρm and the measure nm as follows
(i) M = 2(C1 + C2) (these two constants are given in Lemma 3(i)).
(ii) ρm is an arbitrary truncation function at least continuously differentiable and such that:
ρm(z) = 0, if |z| ≥ m + 1, ρm(z) = 1, if |z| ≤ m and: 0 ≤ ρm(z) ≤ 1, otherwise.
(iii) nm is the finite measure defined by
nm(dx) = 1{|x |≥ 1m }n(dx).
We then define the sequence ( f m)m as follows
∀(s, z, u) ∈ [0, T ] × R× (L2 ∩ L∞)(nm),
f m(s, z, u) = inf
pi∈C
(
α
2
∣∣∣∣piσs − (z + θsα
)∣∣∣∣2 ρm(z)
+
∫
R\{0}
gα(u − piβs)ρM (u(x))nm(dx)
)
− zθs − |θs |
2
2α
,
and we next introduce ( f 1,m) by setting
f 1,m(s, z, u) = f m
(
s, z − θs
α
, u
)
− f
(
s,−θs
α
, 0
)
.
0 being in C, the infimum in the expression of f m
(
s, −θs
α
, 0
)
is equal to zero and hence:
f m
(
s, −θs
α
, 0
)
= f
(
s, −θs
α
, 0
)
= |θs |22α , implying that
∀m,
(
f 1,m(s, 0, 0) ≡ 0
)
, P-a.s. and for all s.
In addition, we can check the following properties satisfied by ( f 1,m)m
1. f 1,m is Lipschitz with respect to z and u, meaning that there exists a constant Cm depending
only on the bounded parameters θ, β, and on the constants α and suppi∈C |pi |, such that
| f 1,m(s, z, u)− f 1,m(s, z′, u′)| ≤ Cm
(|z − z′| + |u − u′|L2(n)) .
15 The construction is iterative in the following sense that the generator f i+1 is defined in terms of f i .
16 Since this relies on the same methodology as in [4], we will only give the main steps.
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Hence, as soon as m and N are fixed, we get existence of a solution (Y 1,m, Z1,m,U 1,m) in
S2 × L2(W ) × L2(N˜p) of the BSDE given by
(
f 1,m, BN
)
: in addition and referring to [11],
Lemma 4, we can show that there exists some constant Cm17 such that: |Y 1,ms | ≤ Cm,P-a.s.
and for all s, implying that Y 1,m is in S∞.
2. Since ( f 1,m)m is increasing w.r.t. m and since each f 1,m satisfies both (H′1) and (H′2) with
the same parameters as f˜ , all the estimates given in Lemma 3 and Corollary 1 hold again
uniformly w.r.t. m and, in particular,
∀m ≥ 1, ∀s ∈ [0, T ], |U 1,ms |L∞(nm ) ≤ 2|Y 1,ms |S∞ ≤ M = 2(C1 + C2).
In addition, if we now define U˜ 1,m for any fixed (s, x, ω) as follows
U˜ 1,m(x) = U 1,ms (x)1|x |≥ 1m ,
then U˜ 1,m takes its values in (L2 ∩ L∞)(n) and it holds that
f 1,m(s, Z1,ms ,U
1,m
s ) = f 1,m(s, Z1,ms , U˜ 1,ms ), P-a.s. and for all s.
Therefore, without loss of generality, we can restrict: (s, z, u)→ f m(s, z, u) and: (s, z, u)→
f 1,m(s, z, u) to the subset of [0, T ] × R × (L2 ∩ L∞)(n) consisting of all u such that:
|u|L∞(n) ≤ M , which implies that: ρM (u) = 1. Now and for any fixed (s, z, u), we can
claim that ρm(z) is equal to 1, for m large enough: therefore and for such m, we obtain
| f 1,m(s, z, u)− f˜ (s, z, u)| ≤ sup
pi∈C
∣∣∣∣∫R\{0} gα((u − piβs)(x))
(
1− 1|x |≥ 1m
)
n(dx)
∣∣∣∣ .
Relying now on some Taylor expansion, on the fact that both u and βs are in (L2 ∩ L∞)(n)
and on the compactness of C, we obtain, n(dx) almost surely,
sup
pi∈C
|gα((u − piβs)(x))| ≤ α2 (|u(x)| + κC |βs(x)|)
2 exp
(
α|u|L∞(n) + ακC |βs |L∞(n)
)
,
with: κC = supy∈C |y|. Now and by the previous assumption on u, β, the RHS is in L1(n) and
using Lebesgue’s theorem, it yields
∀(z, u), f 1,m(s, z, u)↗ f˜ (s, z, u), as m →∞, (13)
which holds for almost all (s, ω).
Relying on the “local” Lipschitz property (see assumption (H′2)) w.r.t. z and u which holds for
each f 1,m , each BSDE given by
(
f 1,m, BN
)
satisfies the comparison result stated in Theorem 2.5
in [15]: therefore, (Y 1,m) is increasing and we can now define Y˜ as follows(
Y˜s = lim↗ Y 1,ms
)
, P-a.s. and for all s.
In addition, f 1,m satisfying (H′1) and relying now on the results in Lemma 3, the two sequences
(Z1,m)m and (U 1,m)m are bounded in L2(W ) and in L2(N˜p), which entails the existence of weak
limits denoted by Z˜ and U˜ .
Finally and for later use, we give here a last estimate of the norm of Y 1,m in S∞
|Y 1,ms |S∞ ≤
|B|∞
N
, P-a.s. and for all s. (14)
17 Such a constant depends in general on the Lipschitz property of f 1,m and hence of m.
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For the sake of completeness, a detailed proof of this estimate18 is provided in Appendix A.1
The stability result: convergence of the approximating sequence.
In what follows, we prove that (Y˜ , Z˜ , U˜ ) solves the BSDE given by
(
f˜ , BN
)
by establishing
a stability result19 for the approximating sequence of BSDEs given by
(
f 1,m, BN
)
.
Theorem 2. Let consider the sequence (Y 1,m, Z1,m,U 1,m)m of solutions (in S∞ × L2(W ) ×
L2(N˜p)) of the BSDEs with parameters
(
f 1,m, BN
)
. As soon as (Y 1,m)m is uniformly bounded in
S∞ and converges increasingly to Y˜ , then
(i) Z1,m → Z˜ (strongly in L2(W )), as m →∞,
(ii) U 1,m → U˜ , (strongly in L2(N˜p(dx, ds))), as m →∞,
(iii) E
(∫ T
0 | f 1,m(s, Z1,ms ,U 1,ms )− f˜ (s, Z˜s, U˜s)|ds
)
→ 0, as m →∞,
and, in addition, the limit (Y˜ , Z˜ , U˜ ) solves the BSDE with parameters
(
f˜ , BN
)
and the following
convergence result holds
E
(
sup
t∈[0,T ]
|Y 1,mt − Y˜t |
)
→ 0. (15)
We first check that assertions (i) to (iii) are satisfied, noting that it has already been proved
that (Y 1,m) is uniformly bounded in S∞ and that it converges increasingly.
Concerning the assertions (i) and (ii) which correspond to the strong convergence of the
sequences (Z1,m) and (U 1,m) to Z˜ and to U˜ , we relegate the proof to Appendix A.2, since it
is rather long and merely technical. For later use, we only mention the following result achieved
in Appendix A.2: if MB is an upper bound of B in L∞(FT ), N has to satisfy
MB
N
≤ inf
{
1
28α
,
1
16C
}
, (16)
where C is a constant depending only on α and |B|∞. Now, concerning the convergence in
L1(ds ⊗ dP) stated in (iii), we apply the dominated convergence theorem by checking
• The convergence of ( f 1,m(s, Z1,ms ,U 1,ms )) to f˜ (s, Z˜s, U˜s) in ds ⊗ dP-measure.
• The existence of some uniformly integrable control of ( f 1,m(s, Z1,ms ,U 1,ms )) in L1(ds ⊗ dP)
(this means that this control has to be independent of m).
The second claim is obtained by arguing that∣∣∣∣ f m (s, Z1,ms − θsα ,U 1,ms
)∣∣∣∣
≤ max
{(
α
2
∣∣∣∣Z1,ms − θsα
∣∣∣∣2 + |U 1,ms |α
)
;
(
θs
(
Z1,ms −
θs
α
)
+ |θs |
2
α
)}
,
18 We also mention that this estimate, which is independent of m, is essential in the proof of the monotone stability
result given in the following paragraph.
19 This result is very analogous as the one given in [9].
1978 M.-A. Morlais / Stochastic Processes and their Applications 120 (2010) 1966–1995
and relying then on the respective uniform integrability property of
(∣∣Z1,m − θ
α
∣∣2) and
(|U 1,m |α), which follows from their convergence20 in L1(ds ⊗ dP) and from the boundedness
of θ .
Concerning the first claim, we rely on the boundedness of (Z1,m) and (U 1,m) respectively
in L2(W ) and in L2(N˜p) to claim that, for almost all (s, ω) and considering appropriate
subsequences, (Z1,ms (ω))m and (U˜
1,m
s (ω))21 converge respectively in R and (L2 ∩ L∞)(n):
therefore, it is sufficient to prove the following convergence result
f 1,m(s, zm, um)→ f˜ (s, z, u), as m →∞, (17)
for almost all (s, ω) and for any sequences (zm) and (um) converging to z in R and u in
(L2 ∩ L∞)(n). To prove (17), we refer to the same argumentation as in the proof of (13): since,
(zm)m is converging and therefore bounded then, for m large enough, it holds that: ρm(zm) = 1,
and we can claim
| f 1,m(s, zm, um)− f˜ (s, zm, um)|
≤ sup
pi∈C
∣∣∣∣∫R\{0} gα((um − piβs)(x))
(
1− 1|x |≥ 1m
)
n(dx)
∣∣∣∣ .
Due to the compactness of C and the boundedness in (L2 ∩ L∞)(n) of both um and βs , we
are able to provide the same kind of estimates as in the proof of (13) for (gα((um − piβs)(x))):
applying then Lebesgue’s convergence theorem to the right-hand side in the previous inequality, it
yields (17).
Relying then on the fact that f˜ satisfies (H′2) (the so-called local Lipschitz property) and on
the convergence of both (zm) and (um), ( f˜ (s, zm, um) − f˜ (s, z, u)) converges to 0 for almost
all (s, ω), which finally yields (17). The first claim is now obvious noting that, at least along a
subsequence, both (Z1,ms ) and (U
1,m
s ) converge in ds⊗dP-measure to Z˜s and to U˜s and therefore,
assertion (iii) follows.
We can now justify the passage to the limit in the equation
Y 1,mt =
B
N
+
∫ T
t
f 1,m(s, Z1,ms ,U
1,m
s )ds −
∫ T
t
Z1,ms dWs
−
∫ T
t
∫
R\{0}
U 1,ms (x)N˜p(ds, dx) (18)
and therefore, the increasing limit Y˜ satisfies
Y˜t = BN +
∫ T
t
f˜ (s, Z˜s, U˜s)ds −
∫ T
t
Z˜sdWs −
∫ T
t
∫
R\{0}
U˜s(x)N˜p(ds, dx). (19)
Subtracting then (18) and (19), taking successively the supremum over t and the expectation, and
using Doob’s inequality for the martingale part, the convergence result in (15) follows. 
20 Concerning the sequence (|U1,m |α)m , the boundedness in L1(ds ⊗ dP) results from the boundedness of U1,m in
L2(N˜p(ds, dx)) and the equivalence result (12) stated in Corollary 1.
21 Recall that, by definition: U˜1,ms (x) = U1,ms (x)1|x |≥ 1m , and that: f
1,m (s, Z1,ms ,U
1,m
s ) = f 1,m (s, Z1,ms , U˜1,ms ),
P-a.s. and for all s.
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3.3.2. Step 2: the iterative procedure
In this step, we justify the existence result for the BSDE with parameters ( f˜ , B) (B being
an arbitrary bounded FT -measurable random variable) and, to this end, we rely on an iterative
procedure described in the following paragraph.
The iterative construction.
1. Initializing by setting: f (1) := f˜ , the first step provides a solution of the BSDE with
parameters
(
f (1), BN
)
as soon as: N ≥ N 1 with N 1 satisfying (16). We denote it by
(Y˜ 1, Z˜1, U˜ 1).
2. Assuming that, for all i, i ≤ k, each BSDE given by ( f (i), BN ) (for an integer N to provide
explicitly) admits a solution (Y˜ i , Z˜ i , U˜ i ) and supposing that the sequence ( f (i)) is constructed
up to step k, k ≥ 1, we define f (k+1) by setting
f (k+1)(s, z, u) = f˜ (s, z + Z¯ ks , u + U¯ ks )− f˜ (s, Z¯ ks , U¯ ks ),
with: Z¯ k =∑i≤k Z˜ i and: U¯ k =∑i≤k U˜ i .
Since we are now given a solution (Y˜ i , Z˜ i , U˜ i ) of the BSDE given by
(
f (i), BN
)
then, for all
i, i ≤ k, for some integer N and by definition of f (i), it holds that
k∑
i=1
f (i)(s, Z˜ is, U˜
i
s ) = f˜ (s, Z¯ ks , U¯ ks ).
By straightforward calculations, we check that the triple (Y¯ k, Z¯ k, U¯ k) such that: Y¯ k =∑ki=1 Y˜ i ,
solves the BSDE with parameters f˜ and
∑k
i=1 BN . After N iterations, we get a solution of the
BSDE with parameters ( f˜ , B).
New approximating sequence and convergence result.
In what follows, we describe the construction of a solution of the BSDE with parameters(
f (2), BN
)
corresponding to the second step of the iteration procedure. In the last paragraph,
we briefly explain how this can be iterated for any k, k ≥ 2. To get existence of a solution of
the BSDE given by
(
f (2), BN
)
, we proceed analogously as in Section 3.3.1 by constructing an
approximating sequence of solutions and justifying its convergence.
To do this, we keep the same notation for f m and we first introduce22 ( f 2,m)m as follows
f 2,m(s, z, u) = f m
(
s, z + Z1,ms −
θs
α
, u +U 1,ms
)
− f m
(
s, Z1,ms −
θs
α
,U 1,ms
)
.
By the same argumentation as in Step 1, we get a solution (Y 2,m, Z2,m,U 2,m) in S2 × L2(W )×
L2(N˜p) of the BSDE given by
(
f 2,m, BN
)
.
We next establish uniform a priori estimates in S∞ × L2(W ) × L2(N˜p): for this, we claim
that, by construction, the process Y¯ 2,m := (Y 2,m + Y 1,m),23with Y 1,m defined as in the first step,
22 Assuming the procedure can be applied up to step k, then, for any k, k ≥ 2, we define f k+1,m analogously
f k+1,m (s, z, u) := f m
(
s, z +
(
Z¯k,ms − θs
α
)
, u + U¯ k,ms
)
− f m
(
s, Z¯k,ms − θs
α
, U¯ k,ms
)
,
and since both (Z¯k,m )
(
defined by: Z¯k,m =∑ki=1 Z i,m) and (U¯ k,m ) are uniformly bounded in L2(W ) and in L2(N˜p),
the generator f k+1,m satisfies again the same kind of controls of the increments as f 2,m .
23 Similarly, we introduce: Z¯2,m := Z2,m + Z1,m and U¯2,m := U2,m +U1,m .
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solves the BSDE with parameters
(
f 1,m, 2BN
)
. Therefore, since each f 1,m satisfies (H′1) and
since ( f 1,m)m is increasing, we can apply Lemma 3 to obtain that
• (Y¯ 2,m) is an increasing and uniformly bounded sequence in S∞,
• both (Z¯2,m)m and (U¯ 2,m)m are uniformly bounded respectively in L2(W ) and in L2(N˜p) and
hence, weakly convergent.
As a consequence and on the one hand, (Y 2,m)m = (Y¯ 2,m−Y 1,m) is an almost surely converging
sequence (but it is no more increasing): we denote by Y˜ 2 its almost sure limit, which is in S∞.
On the other hand, both (Z2,m) and (U 2,m) are uniformly bounded in L2(W ) and in L2(N˜p) and
we can therefore introduce their respective weak limits Z˜2 and U˜ 2.
In addition and by definition, each generator f 2,m satisfies: f 2,m(s, 0, 0) ≡ 0: relying on the
same procedure as in Appendix A.1 and since each f 2,m satisfies an assumption24 similar to
(H′2), any bounded solution Y 2,m satisfies
|Y 2,m |S∞ ≤
∣∣∣∣ BN
∣∣∣∣∞ . (20)
As in Section 3.3.1 and to conclude, we just need to identify the limit of the sequence
(Y 2,m, Z2,m,U 2,m) as a solution of the BSDE with parameters
(
f (2), BN
)
(under some condition
on the integer N ). To do this, we establish a stability result very similar to the one stated in
Theorem 2 and, in particular, we prove the strong convergence of (Z2,m) to Z˜2 in L2(W )
(respectively of (U 2,m) to U˜ 2 in L2(N˜p)). But here, contrary to the assumptions given in
Theorem 2, the sequence (Y 2,m)m is neither increasing nor decreasing but only satisfies
(20). Therefore, the proof requires some additional technicalities (for the details, we refer to
Appendix A.3).
Assuming now the result achieved in Appendix A.3, we obtain both the strong convergence
of (Z2,m) and (U 2,m) and the convergence of ( f 2,m(s, Z2,ms ,U
2,m
s )) in L1(ds ⊗ dP): arguing as
in the last paragraph in Section 3.3.1, the triple (Y˜ 2, Z˜2, U˜ 2) solves the BSDE with parameters(
f (2), BN
)
under condition25 (44) on N .
End of the iteration procedure.
In the previous steps, we have obtained a solution (Y˜ , Z˜ , U˜ ) of the BSDE with parameters(
f˜ , BN
)
under condition (16) on N and a solution (Y˜ 2, Z˜2, U˜ 2) of the BSDE with parameters(
f 2, BN
)
under the more restrictive condition (44). If we now define Y¯ 2 by: Y¯ 2 = Y˜ + Y˜ 2 (Z¯2
and U¯ 2 are defined analogously) and if N is chosen as being the minimal integer satisfying (44),
then (Y¯ 2, Z¯2, U¯ 2) solves the BSDE given by
(
f˜ , 2BN
)
. We next split the discussion into two
cases:
1. If, when fixing N such that: N = 2, (44) is satisfied, then the triple (Y¯ 2, Z¯2, U¯ 2) is the desired
solution of the BSDE with generator f˜ and terminal condition B.
2. Otherwise, we have to proceed with at least one further iteration of the procedure described
in Step 2: this can be done, noting that, for any fixed k, k ≥ 2, each generator f k,m , whose
expression is provided in the footnote of the previous page, satisfies (H′2),26 and the property:
f k,m(s, 0, 0) ≡ 0. Under these two last assumptions and referring to Appendix A.1 then, for
24 We only need to redefine the two processes κ ′ and λ′ respectively associated to the control of the increments w.r.t. z
and u and check that, in each case, the BMO property is preserved.
25 We refer to Appendix A.3 for this condition.
26 This holds if we define appropriately the process κ ′ and λ′.
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any solution (Y k,m, Z k,m,U k,m) of the BSDE given by
(
f k,m, BN
)
, it holds that
|Y k,m |S∞ ≤ |B|∞N .
Therefore, we can rely on the same methodology as in Section 3.3.2: this means that, at each
step k, k ≥ 2, we only need to obtain a strong convergence result27 of (Z k,m) in L2(W ) (resp.
of (U k,m) in L2(N˜p)): since this holds under condition (44), we can mimic the same procedure
as in Section 3.3.1 to identify the limit (Y˜ k, Z˜ k, U˜ k) of (Y k,m, Z k,m,U k,m)m as a solution
of the BSDE given by
(
f˜ (k), BN
)
. Denoting by N 1 the minimal integer satisfying (44) and
setting: (Y, Z ,U ) := (Y¯ N 1 , Z¯ N 1 , U¯ N 1), with the process28 Y¯ N 1 such that: Y¯ N 1 =∑N 1k=1 Y˜ k ,
this provides a solution of the BSDE with parameters ( f˜ , B) and ends the iteration procedure.
3.3.3. Step 3: a one-to-one correspondence result
So far, we have proved the existence of a solution of the BSDE of the form (1) with parameters
( f˜ , B), where B is an arbitrary fixed bounded FT -measurable variable. We now deduce an exis-
tence result for any BSDE with parameters ( f, B¯), for some terminal condition B¯ given in terms
of B and we prove that the first component Y¯ of any such solution is in S p (for any p, p > 0).
Thanks to the two first steps and as soon as theFT -measurable random variable B is bounded,
there exists a triple (Y, Z ,U ) satisfying
Yt = B +
∫ T
t
[
f
(
s, Zs − θs
α
,Us
)
− f
(
s,−θs
α
, 0
)]
ds
−
∫ T
t
ZsdWs −
∫ T
t
∫
R\{0}
Us(x)N˜p(ds, dx).
If we define the three processes Y¯ , Z¯ and U¯ as follows: P-a.s. and for all s,
Y¯s =
(
Ys −
∫ s
0
f
(
u,−θu
α
, 0
)
du −
∫ s
0
θu
α
dWu
)
,
Z¯s = Zs − θs
α
and U¯s = Us,
(21)
then Y¯ solves the following BSDE
Y¯t = B¯ +
∫ T
t
f (s, Z¯s, U¯s)ds −
∫ T
t
Z¯sdWs −
∫ T
t
∫
R\{0}
U¯s(x)N˜p(ds, dx),
with generator equal to f and terminal condition B¯ such that
B¯ = B −
∫ T
0
f
(
s,−θs
α
, 0
)
ds −
∫ T
0
θs
α
dWs . (22)
Due to (22), the terminal condition B¯ is no more in L∞(FT ) and similarly, considering the first
relation in (21), Y¯ is not in S∞ but only satisfies that exp(Y¯ ) is in S p, for any p, p > 0. To prove
this last claim, we use that
exp(αY¯t ) = exp(αYt )E (−θ ·W ) , P-a.s. and for all t, (23)
27 Concerning the proof of these convergence results, we refer the reader to the last paragraph of Appendix A.3.
28 The two processes Z¯ N
1
and U¯ N
1
are defined similarly.
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and we then rely on the boundedness of the process θ and on Novikov’s criterion to obtain that
E(−θ · W ) admits moments of any order. Since Y is in S∞, the process Y¯ admits exponential
moments of any order.
For the last part of the proof, it remains to obtain existence of a solution for any BSDE of type
(1) with parameters ( f, B¯), when B¯ is an arbitrary bounded random variable: for this, we establish
in the following section a new existence result for a larger class of BSDEs with generator equal
to f˜ .
4. An existence result under more general condition
In this section, we prove existence of solutions of BSDEs with generator f˜ and terminal
condition B, under the restrictive condition that the terminal condition B admits exponential
moments of any order: i.e.,
∀k > 0, E (exp(k|B|)) <∞. (24)
To do this, we adapt the procedure given in [4] to the discontinuous setting introduced in the first
paragraph in Section 2 and, for the sake of clarity, we split the proof into three main steps.
Step 1: comparison result and a priori estimates.
For later use, we provide a comparison theorem and some precise a priori estimates for any
BSDE with generator f˜ satisfying29 both (H′1) and (H′2).
Lemma 4. Assume that ξ1 and ξ2 are two bounded terminal conditions such that: ξ1 ≤ ξ2. If
we denote by (Y 1, Z1,U 1) (resp. (Y 2, Z2,U 2)) the solution in S∞ × L2(W ) × L2(N˜p) of the
BSDE with parameters ( f˜ , ξ1) (resp. ( f˜ , ξ2)), then we have: Y 1t ≤ Y 2t ,P-a.s. and for all t .
Since the proof is based on the same ingredients as those given in Appendix A.1, we just give
the main steps:
• a standard linearization of the increments of the generator f˜
f˜ (s, Z1s ,U
1
s )− f˜ (s, Z2s ,U 2s ),
which is obtained by using assumption (H′2).
• An appropriate change of measure and a localization procedure to characterize (Y 1 − Y 2) as
a Q˜-submartingale (under a suitable equivalent measure Q˜), whose terminal value (at time T ) is
equal to the non-positive random variable (ξ1 − ξ2). 
Lemma 5. Considering a BSDE with its generator satisfying (H′1) and its terminal condition B
bounded, then, for any solution (Y, Z ,U) in S∞ × L2(W )× L2(N˜p),
∃a, K ,C, such that: − CE
(
|B|2|Ft
) 1
2 ≤ Y¯t ≤ 1K lnE (exp(K (B + a))|Ft ) , (25)
where the constants K ,C and a are such that: K = 2α,C = |E(−θ ·W )|S2 , which corresponds
to the norm in S2 of the stochastic exponential E(−θ · W )30 and a is an arbitrary upper bound
of
∫ T
0 α¯sds, which exists due to (H
′
1).
The proof being similar as in [11], we only give the main ingredients: to get the upper bound,
we make use of Itoˆ’s formula applied to exp
(
K Y + K ∫ ·0 α¯sds) and from standard computations.
29 These two assumptions are stated in Section 3.2.
30 To justify that the stochastic exponential E(−θ ·W ) is in S2, we use Novikov’s criterion.
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For the lower estimate, it results from standard comparison theorem for BSDEs: noting that:
f˜ (s, z, u) ≥ −θ z, the solution Y is greater than the solution of the linear BSDE with generator
−θ z and terminal condition B, which is equal to EPθ (B|Ft ), with dPθdP = E(−θ · W ) : B being
bounded (and hence square integrable), the lower estimate in (25) follows from the Cauchy
Schwartz’s inequality. 
Step 2: the stability result.
We now adapt the method already used in [4] to construct an auxiliary sequence of BSDEs
with bounded terminal conditions and then justify a stability result for this sequence.
Throughout this section, we are going to make use of the following standing assumptions on
B
(B ≥ 0)31 and (B satisfies (24)). (26)
Introducing now (Bn) as follows: Bn = B ∧ n, and relying on the results of Section 3, the BSDE
with parameters f˜ and Bn has a solution (Y¯ n, Z¯n, U¯ n) such that Y¯ n is in S∞. Using both the
priori estimates given by (25) in Lemma 5 and the fact that: 0 ≤ Bn ≤ B, we also obtain
P-a.s. and for all t, 0 ≤ Y¯ nt ≤
1
K
lnE (exp (K (B + a)) |Ft ) , (27)
where the constant K is given in Lemma 5.
Relying then on the same scheme as in [4], we introduce the following sequence (τk)k of
stopping times
τk = inf
{
t,
1
K
lnE (exp(K (B + a))|Ft ) ≥ k
}
∧ T .
If we fix k and if we then define Y¯ k,n by setting: Y¯ k,n· ≡ Y¯ n·∧τk , this process solves the BSDE
with its generator f˜ k equal to: f˜ k = f˜ 1τ k≤T and its terminal condition ξ k,n such that
ξ k,n =
{
Bn, if τk = T,
Y¯ nτk , if τk < T .
Since k is fixed, we can establish a new stability result32 for the sequence (Y¯ k,n, Z¯ k,n, U¯ k,n) of
solutions of the BSDEs with parameters ( f˜ k, ξ k,n).
Lemma 6. Assume that the sequence of BSDEs with parameters ( f n, ξ k,n)n satisfies
• for all n, f n = f˜ k , with f˜ k satisfying both assumptions (H′1) and (H′2)• (ξ k,n) is increasing and uniformly bounded in S∞, and assume, in addition, that there exists
a sequence (Y¯ k,n, Z¯ k,n, U¯ k,n) of solutions of the BSDEs with parameters ( f˜ k, ξ k,n) such that
(Y¯ k,n) is increasing then there exists a triple (Y¯ k, Z¯ k, U¯ k) satisfying
E
(
sup
[0,T ]
|Y¯ k,nt − Y¯ kt |
)
+ |Z¯ k,n − Z¯ k |L2(W ) + |U¯ k,n − U¯ k |L2(N˜p)→ 0, (28)
and this triple solves the BSDE given by ( f˜ k, ξ k) (with ξ k defined by: ξ k = supn ξ k,n).
31 For the general case, we refer to [4]: setting: Bn,p = B+∧n−(B−∧ p), we construct a sequence (Y¯ n,p) of solutions
of the BSDEs given by ( f˜ , Bn,p), which is decreasing w.r.t. p. We then establish a stability result for this sequence, which
is skipped here since it is analogous to the proof of Lemma 6 and relies on the same localization procedure and on the
lower estimate obtained in (25).
32 For a similar result in the Brownian setting, we also refer to Lemma 3 in [4].
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To justify this stability result for the sequence of BSDEs with parameters ( f n, ξ k,n), we first
check the required assumptions:
since, by definition, (ξ k,n) is an increasing sequence such that: supn |ξ k,n| ≤ k, and since the
generator f n (equal to f˜ k for all n) again satisfies assumptions (H′1) and (H′2), we get
• (Y¯ k,n) is an increasing sequence, thanks to the comparison result stated in Lemma 4,
• (Y¯ k,n) is uniformly bounded in S∞ (i.e., the bounds are independent of n) with
0 ≤ sup
n
Y¯ k,ns ≤ k, P-a.s. and for all s,
implying that we can define the process Y¯ k as follows(
Y¯ ks = lim↗n Y¯ k,ns
)
, P-a.s. and for all s.
Using that f˜ k satisfies again (H′1) and relying on the results of Lemma 3, we get that both (Z¯ k,n)
and (U¯ k,n) are bounded respectively in L2(W ) and in L2(N˜p) and we denote by Z¯ k and by U¯ k
their respective weak limits.
Concerning the strong convergence of both (Z¯ k,n) in L2(W ) and (U¯ k,n) in L2(N˜p), we follow
the same procedure as in Appendix A.2 and therefore, we only give a brief sketch. For this, we
first apply Itoˆ’s formula to |Y¯ k,n − Y¯ k,m |2 and argue that
|Y¯ k,n − Y¯ k,m |S∞ ≤ |ξ k,n − ξ k,m |∞. (29)
The proof of this last claim is just an adaptation of the proof of Lemma 4: indeed, noting that, for
any k, f˜ k satisfies the same assumption (H′2) as f˜ , (Y¯ k,n − Y¯ k,m) is a bounded Q-submartingale
with terminal condition equal to (ξ k,n − ξ k,m) for a well chosen equivalent measure Q.
In addition, since the upper bound obtained in (29) plays the same role as the quantity 2MBN in
the proof given in Appendix A.2, a sufficient condition to ensure the strong convergence result
of (Z¯ k,n) and (U¯ k,n) is
∃M, such that: sup
n,m≥M
|ξ k,n − ξ k,m |S∞ ≤ inf
{
1
14α
,
1
8C
}
, (30)
where the constant C depends only on the parameters of the BSDE and on k (which is fixed).
Using that (ξ k,n) converges in L∞(FT ), it is a Cauchy sequence and condition (30) is ensured,
as soon as M is chosen large enough. Hence, there exists a triple (Y¯ k, Z¯ k, U¯ k) such that (28)
holds and which solves the BSDE with parameters f˜ k and terminal condition ξ k such that:
ξ k = supn ξ k,n .
Step 3: conclusion
Defining first the three processes Y, Z and U , as follows
Yt = Y¯ kt 1t≤τ k , Z t = Z¯ kt 1t≤τ k and Ut = U¯ kt 1t≤τ k , P-a.s. and for all t,
we then argue that
Y¯ kt = Y¯ k+1t , P-a.s. and for all t, t ∈ [0, τ k], (31)
and the same equality holds also for (Z¯ k) and (U¯ k): indeed, we first note that, for each n and k,
the solution (Y¯ k,n, Z¯ k,n, U¯ k,n) of the BSDE with parameters ( f˜ k, Bn) is unique.33 Using then
33 This uniqueness result follows from the comparison result stated in Lemma 4.
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that f˜ k and f˜ k+1 coincide on [0, τ k], we have: Y¯ k,n ≡ Y¯ k+1,n , on [0, τ k] and therefore, the
desired equality (31) results from the fact that the process Y¯ k (resp. Y¯ k+1) is the increasing and
almost sure limit of (Y¯ k,n) (resp. of (Y¯ k+1,n)).
B satisfying (24), the sequence (τ k) is almost surely stationary: i.e., for almost all ω, there exists
some integer k = k(ω), such that: τ k(ω) = T , which means that: ξ k(ω) = B. As a consequence,
the triple (Y, Z ,U ) solves the BSDE with parameters ( f˜ , B).
For the remaining part of the proof, we rely on the result of Section 3: i.e., the existence of
solutions of the BSDE with parameters f and B¯, for any random variable B¯ defined in terms of
B as follows
B¯ = B −
∫ T
0
f
(
s,−θs
α
, 0
)
ds −
∫ T
0
θs
α
dWs . (32)
If we now fix an arbitrary bounded random variable B¯ and if we define B by using (32), such a
random variable B satisfies (24) and hence, using the new existence result established in this
section, we obtain a solution (Y, Z ,U ) of the BSDE with parameters ( f˜ , B). Defining then
(Y¯ , Z¯ , U¯ ),P-a.s. and for all s, as follows
Y¯s =
(
Ys −
∫ s
0
f
(
u,−θu
α
, 0
)
du −
∫ s
0
θu
α
dWu
)
,
Z¯s = Zs − θs
α
and U¯s = Us,
this triple solves the BSDE with parameters ( f, B¯). Since B¯ is a bounded random variable and
since f satisfies (H1), we get from Lemma 3 that Y¯ is in S∞,34 which achieves the proof of
assertion (ii) in Theorem 1.
5. Application to the utility maximization problem
In this section, we make use the notations introduced in Section 2 and we rely on the results
of the previous sections to provide a characterization of the value process35defined at time 0 as
follows
V (x) = sup
pi∈A
E
(− exp(−α(XpiT − B¯))) . (33)
We now state the main result of this section.
Theorem 3. The value process associated the exponential utility maximization problem and
given at time 0 by (33) can be represented as follows
V (x) = − exp(−α(x − Y¯0)), (34)
34 The fact that, under assumption (H1) on f, Y¯ is in S∞ follows from the same argumentation as in [11], Lemma 4
and we therefore refrain from giving the proof here.
35 We stress here that, as soon as we construct appropriately the setAt consisting of admissible strategies on [t, T ], then
we may define theFt -measurable random variable Vt (·) as follows: Vt (x) = esssuppi∈AtE
(
exp(−α(Xpi,t,xT − B¯))|Ft
)
and V = (Vt (·)) corresponds to the dynamic value process associated to the utility maximization problem with bounded
liability B¯.
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where Y¯0 represents the initial data of the solution (Y¯ , Z¯ , U¯ ) to the BSDE (2) given by the
parameters ( f, B¯) with the generator f defined as follows
f (s, z, u) = inf
pi∈C
(
α
2
∣∣∣∣piσs − (z + θα
)∣∣∣∣2 + |u − piβs |α
)
− θ z − |θ |
2
2α
.
Moreover, there exists an optimal predictable strategy pi∗, such that: pi∗ ∈ A (meaning that: pi∗
is admissible). Such a strategy satisfies: E(Uα(Xpi
∗
T − B¯)) = V (x), and it is characterized by
pi∗s (ω) ∈ arg min
pi∈C
(
α
2
∣∣∣∣piσs − (Zs + θsα
)∣∣∣∣2 + |Us − piβs |α
)
, P-a.s. and for all s. (35)
Since it relies on the same procedure as in [11], we only give, for the sake of completeness, a
brief proof with the main arguments.
Proof of Theorem 3. We first denote by (Y¯ , Z¯ , U¯ ) the solution in S∞ × L2(W ) × L2(N˜p) of
the BSDE given by ( f, B¯) whose existence has been obtained in the previous sections and, for
any admissible pi , we define Rpi as follows
P-a.s. and for all t, Rpit = −e−αX
pi
t eαY¯t . (36)
In a first step, we prove the supermartingale property of Rpi , which holds for any admissible
strategy pi (pi ∈ A). For this, we introduce the local martingale Mpi and the finite variation
process Api as follows
Mpi = (−α(piσ − Z) ·W )+ (e(−α(piβ−U )) − 1) · N˜p,
and
Api· =
∫ ·
0
α
(
−pisbs − f (s, Zs,Us)+ α2 |pisσs − Zs |
2 + |Us − pisβs |α
)
ds.
Using then the notation E(Mpi ) for the stochastic exponential of Mpi , it follows from standard
computations and from Itoˆ’s formula that Rpi has the following product form
P-a.s. and for all t, Rpit = Rpi0 Et (Mpi )eA
pi
t .
Since, for any fixed pi, M˜pi = E·(Mpi ) is a nonnegative stochastic exponential, it is a local
martingale and consequently, there exists a sequence of stopping times (τ n) converging to T
such that M˜pi.∧τ n is a martingale. By the definition of the generator f given in (8) in Section 3.1,
the process exp(Api ) is nondecreasing and since R0 is non-positive, Rpi·∧τ n satisfies
∀s ≤ t, ∀A ∈ Fs, E(Rpit∧τ n 1A) ≤ E(Rpis∧τ n 1A). (37)
Due to (36), the uniform integrability of (Rpi.∧τ n )n results both from the uniform integrability
of e−αXpi (proved in Lemma 2) and from the boundedness of Y¯ . Hence, passing to the limit as
n goes to ∞ in (37), it implies that, for all A in Fs,E(Rpit 1A) ≤ E(Rpis 1A), which yields the
supermartingale property of Rpi .
Now and to justify the representation given by (34) for V , we establish the predictability and
optimality of any strategy pi∗ satisfying (35): arguing that both parameters θ and σ and both
processes Z and U are predictable, we can construct a predictable version of pi∗ satisfying (35)
by using of Benes’ selection theorem in [3]. Noting that, for such a pi∗, we have: Api∗ ≡ 0, then
Rpi
∗ = Rpi∗0 E·(Mpi
∗
), is a local martingale. Since, by definition, pi∗ takes its values in C, it is
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in A: therefore, using Lemma 2, we can claim that Rpi∗ is a true martingale, which yields
sup
pi∈C
E(RpiT ) = E(Rpi
∗
T ) = R0 = − exp
(−α(x − Y¯0)) ,
and gives both optimality of pi∗ and representation (34) for the value function V . 
6. Conclusion
In the present work, we consider the utility maximization problem with an additional liability
and under portfolio constraints. This study, which is based on the same methodology as in [7],
is done in the context of a discontinuous filtration: more precisely, we rely both on the dynamic
programming principle and on BSDEs techniques to obtain the expression of the value process
in terms of the solution of a quadratic BSDE with jumps. However, by relaxing the assumption
of finiteness of the Le´vy measure and by assuming the presence of constraints, this extends
the results already obtained in the literature (we refer for instance to [2] or [11]): under these
particular restrictions, we establish a new existence result, which is the main achievement of this
paper. Then and as in [11], we give an application of this theoretical study by characterizing
explicitly the value process associated to the utility maximization problem and by providing the
full description of all the optimal strategies.
Appendix A
A.1. Proof of the estimates (14) and (20)
For fixed k and m and for any solution (Y k,m, Z k,m,U k,m) in S∞ × L2(W )× L2(N˜ p) of the
BSDE with parameters ( f k,m, BN ), we prove the following estimate
|Y k,ms |S∞ ≤
|B|∞
N
, P-a.s. and for all s. (38)
We note that inequalities36 (14) and (20) correspond to the cases when: k = 1 and k = 2, and,
from now on, we restrict to the case when: k = 1. Indeed, the general case can be handled
similarly, as soon as, for all k and m, the increments of the generator f k,m satisfy the same
controls as those stated in (H′2) for f˜ in Section 3.2.
In a first step, we proceed with the proof of the upper bound for Y 1,m and, to this end, we
make use of a standard linearization procedure. Arguing that, for any (z, z′) in R and (u, u′) in
(L2 ∩ L∞)(n),
f 1,m(s, z, u)− f 1,m(s, z′, u′) = f m
(
s, z − θ
α
, u
)
− f m
(
s, z′ − θ
α
, u′
)
,
we only need to consider the increments of the function fˆ m defined by: fˆ m : (s, z, u) →
f m
(
s, z − θ
α
, u
)
. Considering the increments w.r.t. u of fˆ m , the upper bound given in (H2) in
Section 3.1 holds again (with the same process γ ). We then claim that
f m(s, z, u) = inf
pi∈C
(
Φ(z, pi)ρm(z)+
∫
R∗
gmα (u − piβ)n(dx)
)
− zθs − |θs |
2
2α
,
with the function Φ given by: Φ(z) = Φ(z, pi) = α2
∣∣piσ − (z + θ
α
)∣∣2, which is continuously
differentiable and whose differential has linear growth w.r.t. z. Relying now on standard Taylor
36 These two inequalities are of great use in the proof of the two stability results in Appendices A.2 and A.3.
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estimates for the two functions Φ and ρm , we get∣∣∣∣ f m (s, z − θsα , u
)
− f m
(
s, z′ − θ
α
, u
)∣∣∣∣
≤
∣∣∣∣∣suppi∈C
(
sup
λ∈[0,1]
Φ′(zλ)ρm(zλ)+ Φ(zλ) (ρm)′ (zλ))∣∣∣∣∣ |z − z′|, (39)(
with: zλ = λ
(
z − θs
α
)
+ (1− λ) (z′ − θ
α
))
. Noting that:
(
∂ρm
∂z
)
≡ 0, except on [m,m + 1],
where it is bounded since continuous, and using the increasing property of Φ (on [m,m + 1]),
we get
∃C > 0, such that: ∀λ ∈ [0, 1], |Φ(zλ) (ρm)′ (zλ)| ≤ CΦ(m + 1),
with the RHS (right-hand side) almost surely bounded, due to the boundedness assumption
on the parameters and the compactness of C. Using both (39) and the linear growth of Φ′,
straightforward computations leads to∣∣∣∣ f m (s, z − θsα , u
)
− f m
(
s, z′ − θ
α
, u
)∣∣∣∣ ≤ C (κm + |z| + |z′|) |z − z′|,
with the process κm which is in BMO(W ) and only depends on the parameters α, θ and on m.
Defining then the process λm as follows
∀s,
λms (z, z′, u) :=
f m
(
s, z − θ
α
, u
)− f m (s, z′ − θ
α
, u
)
z − z′ , if z − z
′ 6= 0,
λms (z, z
′) := 0, otherwise,
the process λm(Z , Z ′,U ) is in BMO(W ) as soon as both Z and Z ′ are also in BMO(W ). Now
and for the sake of clarity, we denote by M1,m instead of (Z1,m ·W +U 1,m · N˜p) the martingale
part of Y 1,m . Since: f 1,m(s, 0, 0) ≡ 0, we apply Itoˆ’s formula to Y 1,m between t and τ (τ being
an arbitrary stopping time such that: t ≤ τ ≤ T )
Y 1,mt − Y 1,mτ =
∫ τ
t
(
f 1,m(s, Z1,ms ,U
1,m
s )− f 1,m(s, 0, 0)
)
ds −
(
M1,mτ − M1,mt
)
=
∫ τ
t
(
f m
(
s, Z1,ms −
θs
α
,U 1,ms
)
− f m
(
s,−θs
α
, 0
))
ds −
(
M1,mτ − M1,mt
)
.
We now claim that
f m
(
s, Z1,ms −
θs
α
,U 1,ms
)
− f m
(
s,−θs
α
, 0
)
≤ Z1,ms λms (Z1,ms , 0,U 1,ms )+
∫
R\{0}
U 1,ms (x)γs(U
1,m
s (x), 0)n(dx),
and we next define the measure Qm by setting:
dQm
dP
:= ET (λm(Z1,ms , 0,U 1,ms ) ·W + γ (U 1,ms (x), 0) · N˜p).
Applying Girsanov’s theorem, we get that: W λ
m := W − 〈λm · W,W 〉, and: N˜ γ (ds, dx) =
N˜p(ds, dx)−
∫
R\{0} γs(U
1,m
s (x), 0)n(dx)ds, are local martingales under Qm . Therefore, Y 1,m is
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less than the sum of a local martingale and an increasing process. Using a standard localization
procedure, there exists a sequence (τ n,m) such that: τ n,m ≥ t and: τ n,m → T , as n goes to∞
and satisfying that
P-a.s. and for all t, Y 1,mt ≤ EQm
(
Y 1,mτ n,m |Ft
)
. (40)
Thanks to the almost sure convergence of (τ n,m)n, (Y
1,m
τ n,m )n is uniformly bounded and converges
almost surely to BN : relying on the bounded convergence theorem, we get
EQm
(
Y 1,mτ n,m |Ft
)
→ EQm
(
B
N
∣∣∣∣Ft) , as n goes to∞,
and this convergence result holds, P-a.s. and for all t , and also in L1(ds×dP). This entails, using
(40), that |B|∞N is an upper bound of Y
1,m .
For the lower bound in (14), we apply the same procedure to Y¯ 1,m = −Y 1,m and, in particular,
we linearize the following increments
− f 1,m(s, Z1,ms ,U 1,ms ) = − f 1,m(s, Z1,ms ,U 1,ms )− (− f 1,m(s, 0, 0)).
Replacing λm(Z1,m, 0) by λm(0, Z1,m) and γ (U 1,m, 0) by γ (0,U 1,m) and changing the
definition of Qm , we obtain the same controls as in (H′2): by repeating the same procedure,
we get
P-a.s. and for all s, −Y 1,ms ≤
|B|∞
N
,
which achieves the proof of (14). 
A.2. Omitted proof of the first stability result
We prove here the strong convergence of (Z1,m) and (U 1,m), which is the main ingredient
in the proof of the stability result stated in Theorem 2. Throughout the proof, C stands for an
arbitrary constant which may vary from line to line and depends only on |B|∞ and α. To achieve
this aim, we rely on the same methodology as in [9] but, since we work here in a discontinuous
setting, we have to handle additional technicalities.
Using first that (Y 1,m) is nondecreasing, then, for any pair m, p, such that: p ≤ m, the following
process: Y 1,(m,p) := Y 1,m − Y 1,p, is nonnegative and bounded by |2 BN |L∞ ≤ 2 MBN (for this, we
refer to Appendix A.1). Using then Corollary 1, we deduce
|U 1,(m,p)s |L∞(n) ≤ 4 MBN , P-a.s. and for all s,
and applying then Itoˆ’s formula to the process |Y 1,(m,p)|2, it yields
E
(
|Y 1,(m,p)0 |2
)
− E
(
|Y 1,(m,p)T |2
)
= +E
(∫ T
0
2Y 1,(m,p)s
(
f 1,m(s, Z1,ms ,U
1,m
s )− f 1,p(s, Z1,ps ,U 1,ps )
)
ds
)
−E
(∫ T
0
|Z1,(m,p)s |2ds
)
− E
(∫ T
0
∫
R\{0}
|U 1,(m,p)s (x)|2n(dx)ds
)
. (∗)
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We now aim at giving an upper bound to the following difference
Fm,p = f 1,m(s, Z1,ms ,U 1,ms )− f 1,p(s, Z1,ps ,U 1,ps )
= f m
(
s, Z1,ms −
θs
α
,U 1,ms
)
− f p
(
s, Z1,ps − θs
α
,U 1,ps
)
.
First and since both f m and f p satisfy (H1)
f m
(
s, Z1,ms −
θs
α
,U 1,ms
)
≤ α
2
∣∣∣∣Z1,ms − θsα
∣∣∣∣2 + |U 1,ms |α,
and relying also on: ab ≤ 12 (a2 + b2), we obtain
∃Cˆ ∈ L1(ds ⊗ dP),
such that:
[
− f p
(
s, Z1,ps − θs
α
,U 1,ps
)
≤ Cˆs + α4
∣∣∣∣Z1,ps − θsα
∣∣∣∣2
]
,
with: Cˆ = |θ |2
α
. Using then the convexity of both: z→ |z|2 and | · |α , we have, on the one hand,
α
2
∣∣∣∣Z1,ms − θsα
∣∣∣∣2 = α2
(∣∣∣∣∣13
(
3Z1,(m,p)s + 3(Z1,ps − Z˜s)+ 3
(
Z˜s − θs
α
)∣∣∣∣2
))
≤ 3α
2
(∣∣∣Z1,(m,p)s ∣∣∣2 + |Z1,ps − Z˜s |2 + ∣∣∣∣Z˜s − θsα
∣∣∣∣2
)
,
and, similarly,
α
4
∣∣∣∣Z1,ps − θsα
∣∣∣∣2 ≤ α2
(
|Z1,ps − Z˜s |2 +
∣∣∣∣Z˜s − θsα
∣∣∣∣2
)
,
and, on the other hand
|U 1,ms |α =
∣∣∣∣∣
(
3U 1,(m,p)s
3
+ 3(U
1,p
s − U˜s)
3
+ 3U˜s
3
)∣∣∣∣∣
α
,
≤ |U 1,(m,p)s |3α + |U 1,ps − U˜s |3α + |U˜s |3α,
≤ C
(
|U 1,(m,p)s |2L2(n) + |U 1,ps − U˜s |2L2(n) + |U˜s |2L2(n)
)
,
where the two last inequalities results from the convexity of | · |α , the relation: |u|3α = 13 |3u|α
and the equivalence result (12) stated in Section 3.2 (this accounts for the constant C). Taking
into account all these computations and putting in the left-hand side all terms containing either
Z1,(m,p) or U 1,(m,p), we rewrite Itoˆ’s formula given by (∗) as follows
E
(
|Y 1,(m,p)0 |2
)
+ E
∫ T
0
(
1− 3αY 1,(m,p)s
)
|Z1,(m,p)s |2ds
+E
∫ T
0
(
1− 2CY 1,(m,p)s
)
|U 1,(m,p)s |2L2(n)ds
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≤ E
(∫ T
0
2Y 1,(m,p)s Cˆs + 4αY 1,(m,p)s
(
|Z1,ps − Z˜s |2 +
∣∣∣∣Z˜s − θsα
∣∣∣∣2
)
ds
)
+E
(∫ T
0
2CY 1,(m,p)s
(
|U 1,ps − U˜s |2L2(n) + |U˜s |2L2(n)
)
ds
)
.
The passage to the limit in each terms of the right-hand side, as m goes to +∞, p being fixed,
relies on the use of Lebesgue’s theorem: to apply this result, we check
•
(
Y 1,(m,p)s → (Y˜s − Y 1,ps )
)
, P-a.s. and for all s, as m goes to +∞ (p fixed),
• both |Z1,p|2, |U 1,p(·)|2
L2(n)
,
∣∣∣Z˜ − θα ∣∣∣2 and |U˜ (·)|2L2(n) are in L1(ds ⊗ dP).
Focusing then our attention on the passage to the limit inf, as m goes to∞ (p being fixed),
we rely on the following estimates
∀m ≥ p, 0 ≤ Y 1,(m,p)s ≤ 2 MBN , P-a.s. and for all s.
In view of these estimates, it holds that, P-a.s. and for all s,(
∀m, p,
(
1− 7αY 1,(m,p)s
)
≥ 1
2
and
(
1− 4CY 1,(m,p)s
)
≥ 1
2
)
, (41)
as soon as N satisfies(
1− 14αMB
N
)
≥ 1
2
and
(
1− 8C MB
N
)
≥ 1
2
,
which provides the desired constraint condition (16): in particular, under condition (41), the two
last terms in the LHS of Itoˆ’s formula are positive and we obtain
lim inf
m→∞ E
∫ T
0
(1− 3αY 1,(m,p)s )|Z1,(m,p)s |2ds
≥ E
(∫ T
0
(1− 3α(Y˜s − Y 1,ps ))|Z˜s − Z1,ps |2ds
)
,
and also
lim inf
m→∞ E
∫ T
0
(
1− 2CY 1,(m,p)s
)
|U 1,(m,p)s |2L2(n)ds
≥ E
(∫ T
0
(
1− 2C(Y˜s − Y 1,ps )
)
|U˜s −U 1,ps |2L2(n)ds
)
.
Rewriting Itoˆ’s formula, we get
E
(
|Y˜0 − Y 1,p0 |2
)
+ E
(∫ T
0
(
1− 4α(Y˜s − Y 1,ps )
)
|Z˜s − Z1,ps |2ds
)
+E
(∫ T
0
(
1− 2C(Y˜s − Y 1,ps )
)
|U˜s −U 1,ps |2L2(n)ds
)
≤ E
(∫ T
0
2(Y˜s − Y 1,ps )Cˆs + 4α(Y˜s − Y 1,ps )
(
|Z1,ps − Z˜s |2 +
∣∣∣∣Z˜s − θsα
∣∣∣∣2
)
ds
)
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+E
(∫ T
0
2(Y˜s − Y 1,ps )C
(
|U 1,ps − U˜s |2L2(n) + |U˜s |2L2(n)
)
ds
)
.
To proceed with a second passage to the limit (as p goes to∞), we first transfer into the LHS
of this last inequality all terms containing either |Z1,p· − Z˜ ·|2 or |U 1,p· − U˜·|2L2 . Using again
condition (16), we argue that the LHS of the new inequality is positive. Since it holds that
• both processes Cˆ, |Z˜ − θ
α
|2 and |U˜ |2
L2(n)
are in L1(ds ⊗ dP),
• Y 1,ps → Y˜s,P-a.s. and for all s
the use of Lebesgue’s theorem is justified and it ensures the convergence to zero of the RHS. To
conclude, it only remains to take the limit sup over p in the LHS of Itoˆ’s formula to obtain
lim
p→∞ sup
1
2
(
E
∫ T
0
|Z˜s − Z1,ps |2ds + E
∫ T
0
|U˜s −U 1,ps |2L2(n)ds
)
≤ 0,
which implies that the limit sup is equal to zero and ends the proof. 
A.3. Omitted proof in Section 3.3.2 (the second stability result)
As in Appendix A.2, we prove the strong convergence of (Z2,m) and (U 2,m): however, in that
case, there exists an additional difficulty, since ( f 2,m)m is neither increasing nor decreasing. As
before and for any (m, p), we define Y 2,(m,p) by: Y 2,(m,p) := (Y 2,m − Y 2,p).37 We then apply
Itoˆ’s formula to |Y 2,(m,p)|2 between 0 and T and take the expectation to obtain
E
(
|Y 2,(m,p)0 |2
)
+ E
(∫ T
0
|Z2,(m,p)s |2ds
)
+ E
(∫ T
0
∫
R\{0}
|U 2,(m,p)s (x)|2n(dx)ds
)
≤ E
(∫ T
0
2|Y 2,(m,p)s | | f 2,m(s, Z2,ms ,U 2,ms )− f 2,p(s, Z2,ps ,U 2,ps )|ds
)
. (42)
We then give an upper bound of the following quantity
Fm,p = | f 2,m(s, Z2,ms ,U 2,ms )− f 2,p(s, Z2,ps ,U 2,ps )|,
≤
∣∣∣∣ f m (s, Z2,ms + Z1,ms − θsα ,U 2,ms +U 1,ms
)∣∣∣∣
+
∣∣∣∣ f p (s, Z2,ps + Z1,ps − θsα ,U 2,ps +U 1,ps
)∣∣∣∣
+
∣∣∣∣ f m (s, Z1,ms − θsα ,U 1,ms
)∣∣∣∣+ ∣∣∣∣ f p (s, Z1,ps − θsα ,U 1,ps
)∣∣∣∣ .
Relying again on assumption (H1) satisfied by each f m (with parameters independent of m or
of p) and on the estimates of Lemma 3, both processes Z1,m and Z1,p (respectively U 1,m and
U 1,p) are bounded independently of m and of p in L2(W ) (respectively in L2(N˜p)). To justify
the passage to the limit in Itoˆ’s formula, it remains to prove the existence some random variable
G in L1(ds ⊗ dP) satisfying∣∣∣∣ f m (s, Z1,ms − θsα ,U 1,ms
)∣∣∣∣+ ∣∣∣∣ f p (s, Z1,ps − θsα ,U 1,ps
)∣∣∣∣ ≤ G. (43)
For this, we make use of the following result (the reader is also referred to Lemma 2.5 in [9]).
37 Similarly, we have: Z2,(m,p) = Z2,m − Z2,p and: U2,(m,p) = U2,m −U2,p .
M.-A. Morlais / Stochastic Processes and their Applications 120 (2010) 1966–1995 1993
Lemma 7. Let (Zm)m be a bounded sequence of processes in L2(W ), meaning that
∃M > 0, such that: sup
m
E
∫ T
0
|Zms |2ds ≤ M,
then, there exists a subsequence (m j ) such that: supm∈(m j ) |Zm |2 ∈ L1(ds ⊗ dP).
The same result holds for (|U 1,m |α)m or equivalently38 for (|U 1,m |2L2(n))m , which are both
uniformly bounded in L1(ds ⊗ dP).
Therefore, by considering appropriate subsequences of (|Z1,m |2) and of (|U 1,m |2), we may
assume that both supm |Z1,m |2 and supm |U 1,m |2L2(n) are in L1(ds ⊗ dP).
Using now that |θ |
2
α
is in L1(ds ⊗ dP), since θ is bounded, we obtain the existence of some
random variable39 G in L1(ds⊗ dP) satisfying (43). We now use the convexity both of z→ |z|2
and | · |α to obtain, on the one hand
α
2
∣∣∣∣Z2,ms + Z1,ms − θsα
∣∣∣∣2 ≤ 3α2
(
|Z2,(m,p)s |2 + |Z2,ps − Z˜2s |2 +
∣∣∣∣Z˜2,s + Z1,ms − θsα
∣∣∣∣2
)
,
and, on the other hand,
|U 2,ms +U 1,ms |α ≤ |U 2,(m,p)s |3α + |U 2,ps − U˜ 2s |3α + |U˜ 2s +U 1,ms |3α
≤ C
(
|U 2,(m,p)s |2L2(n) + |U 2,ps − U˜ 2s |3α + |U˜ 2s +U 1,ms |3α
)
,
where the constant C is obtained by using (12) and relying on the fact that both U 1,ms and U
2,m
s
take their values in (L2 ∩ L∞)(n),P-a.s. and for all s. To obtain similar estimates of the two last
terms relying on (12), it remains to prove that U˜ 2 also takes its values in (L2 ∩ L∞)(n): for this,
we make use of Komlos theorem and of the weak convergence of (U 2,m) in L2(N˜ p) to claim that
there exists a new sequence (U¯ 2,m) such that
• for each m, U¯ 2,m is in the convex hull generated by {U 2,m,U 2,m+1, . . .},
• (U¯ 2,m)m converges to U˜ 2 in the almost sure sense.
Hence, this almost sure limit U˜ 2 has to take its values in (L2 ∩ L∞)(n), which leads to the
following new estimates
|U 2,ms +U 1,ms |α ≤ C
(
|U 2,(m,p)s |2L2(n) ++|U 2,ps − U˜ 2s |2L2(n) + |U˜ 2s +U 1,ms |2L2(n)
)
.
Similarly, we obtain
and

α
2
∣∣∣∣Z2,ps + Z1,ps − θsα
∣∣∣∣2 ≤ α
(
|Z2,ps − Z˜2s |2 +
∣∣∣∣Z˜2s + Z1,ps − θsα
∣∣∣∣2
)
|U 2,ps +U 1,ps |α ≤ C
(
|U 2,ps − U˜ 2s |2L2(n) + |U˜ 2s +U 1,ps |2L2(n)
)
,
which entails
38 We make use of the equivalence result (12).
39 The integrability property of such a random variable G, which depends on both θ, supm |Z1,m |2 and
supm |U1,m |2L2(n), follows from Lemma 7.
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Fm,p ≤ G + 3α
2
|Z2,(m,p)s |2 + 5α2
(
|Z2,ps − Z˜2s |2 +
∣∣∣∣Z˜2s + Z1,ms − θsα
∣∣∣∣2
)
+C |U 2,(m,p)s |2L2(n) + 2C
(
|U 2,ps − U˜ 2s |2L2(n) + |U˜ 2s +U 1,ms |2L2(n)
)
.
To conclude, we proceed analogously as in the proof given in Appendix A.2 and we just give
below the main steps: we rewrite again Itoˆ’s formula given by (42) by putting in the LHS all the
terms containing either |Z2,(m,p)s |2 or |U 2,(m,p)s |2L2 , which gives
E
(
|Y 2,(m,p)0 |2
)
+ E
(∫ T
0
(
1− 3αY 2,(m,p)s
)
|Z2,(m,p)s |2ds
)
+E
(∫ T
0
∫
R\{0}
(
1− 2CY 2,(m,p)s
)
|U 2,(m,p)s |2(x)n(dx)ds
)
≤ E
(∫ T
0
5αY 2,(m,p)s
(
|Z2,ps − Z˜2s |2 +
∣∣∣∣Z˜2s + Z1,ms − θsα
∣∣∣∣2
)
ds
)
+E
(∫ T
0
4CY 2,(m,p)s
(
|U 2,ps − U˜ 2s |2L2(n) + |U˜ 2s +U 1,ms |2L2(n)
)
ds
)
.
To prove the strong convergence of both (Z2,m) and (U 2,m), it remains to justify successively the
passage to the limit, when m goes to+∞, p being fixed, and then, the passage to the limit, when
p goes to +∞. For this and as in the first Appendix, we need to ensure that, for any pair (m, p)
P-a.s. and for all s,
(
1− 8αY 2,(m,p)s
)
≥ 0 and
(
1− 6CY 2,(m,p)s
)
≥ 0,
and, for this, we impose both:
(
1− 16α MB
N (2)
)
≥ 12 and
(
1− 12C MB
N (2)
)
≥ 12 , or equivalently
MB
N (2)
= inf
{
1
32α
,
1
24C
}
. (44)
As soon as these two conditions hold, we follow the same procedure as in Appendix A.2, which
leads to
lim
m→∞ sup
[
E
(∫ T
0
|Z2,ms − Z˜2s |2ds +
∫ T
0
|U 2,ps − U˜ 2s |2L2(n)ds
)]
= 0.
To conclude, we briefly justify how to rewrite this proof identically for each step k, k ≥ 2,
and, in particular, how to obtain the strong convergence of (Z k,m) and (U k,m).
Using the result obtained in Appendix A.1, we claim that, for any solution (Y k,m, Z k,m,U k,m)
of the BSDE given by
(
f k,m, BN
)
, each process Y k,m satisfies
|Y k,m |S∞ ≤ |B|∞N .
As a consequence and for any k, k ≥ 3, we can mimic the previous proof by applying Itoˆ’s
formula to: Y (k),m,p := Y k,m − Y k,p, and by replacing (Z1,m) and (U 1,m) respectively by
(Z¯ k−1,m) and (U¯ k−1,m).40 Since these two last sequences are uniformly bounded (w.r.t. m) in
40 These processes are defined in the footnote on page 15, Section 3.3.2.
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L2(W ) and in L2(N˜p), the same procedure applies and implies, under condition (44) on N , the
strong convergence of (Z k,m) in L2(W ) (respectively of (U k,m) in L2(N˜p)). 
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