We propose an approach for fingerprinting-based positioning which reduces the data requirements and computational complexity of the online positioning stage. It is based on a segmentation of the entire region of interest into subregions, identification of candidate subregions during the online-stage, and position estimation using a preselected subset of relevant features. The subregion selection uses a modified Jaccard index which quantifies the similarity between the features observed by the user and those available within the reference fingerprint map. The adaptive feature selection is achieved using an adaptive forward-backward greedy search which determines a subset of features for each subregion, relevant with respect to a given fingerprinting-based positioning method. In an empirical study using signals of opportunity for fingerprinting the proposed subregion and feature selection reduce the processing time during the online-stage by a factor of about 10 while the positioning accuracy does not deteriorate significantly. In fact, in one of the two study cases the 90 th percentile of the circular error increased by 7.5% while in the other study case we even found a reduction of the corresponding circular error by 30%. KEYWORDS fingerprinting-based indoor positioning, adaptive forward-backward greedy algorithm, feature selection, modified Jaccard index, subregion selection, signals of opportunity.
Introduction
Fingerprinting-based indoor positioning systems (FIPSs) are attractive for providing location of users or mobile assets because they can exploit signals of opportunity (SoP) and infrastructure already existing for other purposes (He and Chan 2016) . They require no or little extra hardware, (He and Chan 2016) , and differ in that respect from many other approaches to indoor positioning like e.g., the ones using infrared beacons (Lee et al. 2004) , ultrasonic signals (Hazas and Hopper 2006) , Bluetooth low energy (BLE) beacons (Kalbandhe and Patil 2016) , radio frequency identification (RFID) tags (Bekkali et al. 2007 ), ultra wideband (UWB) signals (Ingram et al. 2004) , or foot-mounted inertial measurement units (IMUs) . FIPS benefit from the spatial variability of a wide variety of observable features or signals like received signal strength (RSS) from wireless local area network (WLAN) access points (APs) (Padmanabhan et al. 2000; Youssef and Agrawala 2008; Torres-Sospedra et al. 2014; Jun et al. 2017; Mendoza-Silva et al. 2018) , magnetic field strengths (Saxena and Zawodniok 2014;  This paper is a significantly revised and extended version of (Zhou and Wieser 2018b) , a paper published in the proceedings of LBS 2018, Zurich.
CONTACT Caifa ing methods including the typical ones, e.g., k-nearest neighbors (kNN) (Padmanabhan et al. 2000) and maximum a posteriori (MAP) (Youssef and Agrawala 2008) , and the advanced ones, e.g., fingerprinting-based positioning using support vector machine (SVM) (Wu et al. 2004) , linear discriminant analysis (LDA) (Nuño-Barrau and Páez-Borrallo 2006), Bayesian network (Nandakumar et al. 2012) , and Gaussian process (Ouyang et al. 2012) , cannot be applied without special precautions for handling the varying dimension in such cases. Few previous publications address handling this problem e.g., (Zhou and Wieser 2018a) . Additionally, the computational complexity of these fingerprinting-based positioning methods is proportional to the number of reference locations in the RFM and the number of observable features. This makes these approaches computationally expensive in large RoIs with many reference locations and many available features unless introducing specific means for mitigation. The discrepancy of the feature dimension and the computational complexity problems is typically mitigated by introducing subregion selection and feature selection (Zhou and Wieser 2018b; Kushki et al. 2007; Feng et al. 2012; Ouyang et al. 2012; Khalajmehrabadi et al. 2017) .
In this paper we propose (i) subregion selection based on a modified Jaccard index (MJI), (ii) a forward-greedy search to find an appropriate number of subregions, and (iii) an adaptive forward-backward greedy search (AFBGS) algorithm (Zhang 2011) for selecting the relevant features for each subregion. We demonstrate the application of the proposed algorithms to both MAP-and kNN-based position estimation. We finally validate the performance of the proposed approach by carrying out experiments in two RoIs of different size using two types of opportunistically measured signals (i.e., WLAN and BLE) .
The structure of the paper is as follows: A short review of the previous publications addressing the approaches for subregion selection and feature selection is given in Section 2. In Section 3, the MJI-based subregion selection, AFBGS-based feature selection, and the modified online positioning process are presented along with the computational complexity. We illustrate and validate the performance of the proposed approach in Section 4 by applying it to an FIPS, which utilizes SoP as the location-relevant features, and we compare the results to those obtained using previously proposed methods. 
Subregion selection
The subregion selection process contributes to constraining the search space. The selected subregions are treated as coarse approximations of the user's location. The process of refin-ing the coordinate estimates is then carried out only within these subregions and the search space for the final estimate is thus independent of the size of the RoI. There are mainly two types of approaches for subregion selection 1 : approaches based on clustering and approaches based on similarity metrics. (Feng et al. 2012; Karegar 2017) , and (Chen et al. 2006; Ouyang et al. 2012 ) applied affinity propagation and k-means clustering to divide the RoI into a given number of subregions according to the features collected within the RoI. Both papers present clustering-based subregion selection, and require prior definition of the desired number of subregions and knowledge of all features observable within the entire RoI. These clusteringbased approaches take the fingerprint measured by the user into account during the clustering process which thus has to be repeated with each new user fingerprint obtained. Similarity metric-based subregion selection relies on the identification of the subregions whose fingerprints contained in the RFM are most similar to the fingerprint observed by the user. They differ depending on the chosen similarity metric. E.g., (Kushki et al. 2007 ) use the Hamming distance for this purpose, measuring only the difference in terms of observability of the features, not their actual values. Still, these approaches typically need prior information on all observable features within the entire RoI when associating a user observed features with a subregion. This may be a severe limitation in case of a large RoI or changes of availability of the features. MJI-based subregion selection as proposed in this paper belongs to similarity metric-based subregion selection. However, the approach proposed herein requires only the prior knowledge of the features observable within each subregion when quantifying the similarity metric between the observations in the RFM and in the user observed measurements.
Selection of relevant features
Approaches to selection of features (or sparse representation) actually used for positioning differ w.r.t. several perspectives. We focus on three aspects in their review: i) whether they take the relationship between positioning accuracy and selected features into account, ii) whether they help to reduce the computational complexity of position estimation, and iii) whether they are applicable to a variety of features or only features of a certain type. The chosen features for positioning should be the ones allowing to achieve the best positioning accuracy using the specific fingerprinting-based positioning method or achieving a useful compromise between accuracy and reduced computational burden.
Previous publications focused on feature selection for FIPS using RSS from WLAN APs and consequently addressed the specific problem of AP selection rather than the more general feature selection. (Chen et al. 2006 ) and (Feng et al. 2012) proposed using the subsets of APs whose RSS readings are the strongest assuming that the strongest signals provide the highest probability of coverage over time and the highest accuracy. (Kushki et al. 2007 ) and (Chen et al. 2006 ) applied a divergence metric (Bhattacharyya distance and information gain, respectively) to minimize the redundancy and maximize the information gained from the selected APs. The limitations of these approaches are: i) they are only applicable to the FIPS based on RSS from WLAN APs, and ii) they only take the values of the features into account as selection criteria instead of the actual positioning accuracy. (Kushki et al. 2010 ) proposed an AP selection strategy able to choose APs ensuring a certain positioning accuracy using a nonparametric information filter. However, this approach uses consecutively measured fingerprints to select the subset of APs maximizing the discriminative ability w.r.t. localization. This method therefore needs several online observations for estimating one current position.
In (Zhou and Wieser 2018b) , a feature selection algorithm based on randomized LASSO (Tibshirani 1996) , an L 1 -regularized linear regression model, for selecting the relevant features for positioning is proposed. Each feature within the subregion is associated with an estimated coefficient. If the coefficient is sufficiently different from zero the corresponding feature is identified as relevant. However, this approach only connects the feature selection with the positioning error indirectly. Furthermore, LASSO-based feature selection is equivalent to MAP if the likelihood is Gaussian and the prior distribution is Laplace (Park and Casella 2008) . These two assumptions are not necessarily justified with fingerprinting-based positioning. It is difficult to find a proper value of the hyper-parameter of LASSO-based feature selection, which makes the feature selection unstable (Fastrich et al. 2015) . Finally, this feature selection algorithm is prone to overfitting. Applying this approach to select the relevant features for each subregion requires the number of observations in each subregion to be much larger than the number of the dimension of the features (e.g., the number of observable WLAN APs or BLE beacons). Normally, this requirement is not met in case of fingerprintingbased positioning using SoPs as the features.
In this paper, we thus propose an approach based on AFBGS to choose the most relevant features for fingerprinting-based positioning. This method differs from the previously mentioned ones in three ways: i) it takes the positioning error into account directly, i.e. the feature selecting process is directly combined with the fingerprinting-based positioning methods that are used at the online stage, ii) wrongly selected features from the forward greedy search step can be adaptively corrected by a backward greedy search step (Zhang 2011) , and iii) it is a data-driven algorithm adapting automatically to the number of observations of each subregion.
The proposed approach
In this section, we briefly summarize the fundamentals of fingerprinting-based positioning and present the main contributions of this paper to reduce the computational complexity independent of the size of the RoI. In particular we present i) candidate subregion selection according to MJI, ii) selection of relevant features using AFBGS, and iii) adaptations of MAP and kNN-based positioning with the combination of the previous two steps. Finally we briefly discuss the computational complexity of the proposed method.
Problem formulation
Each measured feature has a unique identifier and a measured value, e.g., the measurement related to a specific WiFi AP can be identified by the media access control (MAC) address and has a RSS. It is thus formulated as a pair (a, v) of attribute a and value v. A complete measurement (i.e. fingerprint) O u i taken by user u at location/time i consists of a set of attribute-value
where A is the complete set of the identifiers of all available features and
is the number of features observed by u at i. The set of keys of such a fingerprint is defined as A u 
This segmentation can take contextual information into account by defining the subregions such that one subregion lies only in e.g. one building, one floor, one room or one corridor. Thus the concept is directly ap-plicable to multi-building or mutli-floor situations. Each of the measurements (elements) of M is assigned to the corresponding subregion. The subset of M corresponding to the g th subregion can thus be defined as M g := {(l j ,Õ j )|l j ∈ g g , j ∈ {1, 2, · · · , |M g |}}, M g ⊆ M, and the set of observable features in the corresponding subregion is denoted as
The positioning process consists of inferring the estimated user locationl u i = f (O u i ) as a function of the fingerprint and the RFM where f is a suitable mapping from fingerprint to location, i.e. f : O u i →l u i . Herein we propose the following solutions for mitigating the computational load associated with the online stage:
• identifying (during the offline stage) the most relevant features within each subregion using the AFBGS such that the actual location calculation can be carried out during the online stage using only those instead of using all features; • selecting the subregion as a coarse approximation of the actual user location based on MJI during the online-stage;
Within this paper we combine the above two steps with a MAP and kNN-based positioning for performance analysis. We implement it in a way to keep the computational complexity of the online stage almost independent of the size of the RoI and of the total number of observable features within the RoI. 
Estimated position

Online stage
Pre-computed data Figure 1 . The proposed framework. In order to make the number of reference points within all subregions equal we interpolate the reference data in the original RFM using kernel smoothing (Berlinet and Thomas-Agnan 2011) to provide a denser regular grid of reference points. This interpolated RFM is used to calculate the pre-computed data for online positioning.
Subregion selection using MJI
MJI, an indicator of similarity between the keys of the measured fingerprints and the keys associated with the individual subregions in the RFM, is applied to identify a set of candidate subregions most probably containing the actual user location (Zhou and Wieser 2018b; Jani et al. 2015) . We depict four qualitative examples in Figure 2 . If the overlap between the features within a subregion (according to the RFM) and the features within a user's observation is large, the value of the MJI is high, otherwise it is low. For a more detailed discussion of MJI see (Zhou and Wieser 2018b) . further processing. If the subregions are non-overlapping, as introduced above, m needs to be large enough to accommodate situations where the actual user location is close to the border between subregions and small enough to reduce the computational burden of the subsequent user location estimation.
In order to determine a proper value of m, an indicator is introduced for denoting whether a validation example is contained in the selected top m subregions (indicator 1) or not (indicator 0). Throughout this paper we assume that the user is actually within the RoI and thus within one subregion when the subregion selection process is carried out. Given
, the indicator for the n-th example is thus defined as:
where S l val n m contains the indices of the selected subregions for this particular validation example. The subregion selection loss is then defined as the fraction of the validation examples for which the true location is not within the selected subregions, i.e.
The subregion selection loss reduces as m increases. However, increasing the number of selected subregions contradicts to the idea of reducing the computational complexity of the online positioning. Balancing between subregion selection loss and computational complexity is a multi-objective optimization problem, and it has no single optimum. Herein we decided to select an appropriate number of subregions heuristically by analyzing plots of selection loss versus m and choosing a value from which on the curve is flat. I.e., at which further increasing m hardly reduces the loss.
Feature selection using AFBGS
In a real-world environment there may be a large number of features available for positioning, e.g., hundreds of APs may be visible to the mobile user device in certain locations. Not all of them will be necessary to estimate the user location. In fact using only a well selected subset of the available signals instead of all will reduce the computational burden and may provide a more accurate estimate because the measured signals are affected by noise and possibly interference. Furthermore the number of observable features typically varies across the RoI e.g., due to WLAN APs antenna gain patterns, structure and furniture of the building. However, it is preferable to use the same number of features throughout the candidate subregions for assessing the similarity between the measured fingerprint and the ones extracted from the RFM during the online phase.
We therefore recommend selecting a number h of features per candidate subregion for the final position estimation. To facilitate this selection during the online phase, the relevant features within each subregion are already identified beforehand once the RFM is available. We use the AFBGS (Zhang 2011 ) for this step. During the online phase h relevant features (possibly different for each subregion) are selected among the identified ones such that they are available both within the RFM and the user fingerprint.
The combination of forward and backward steps within the algorithm 2 makes AFBGS capable of correcting intermediate erroneous selection of features. We first shortly review both forward and backward greedy algorithms, then present AFBGS.
Let F (h i ) denote the set of indices of the selected relevant features of the i th subregion. A fingerprinting-based positioning method f thus only uses these selected features to estimate the position, i.e. f : O|F (h i ) → l. The forward greedy search algorithm adds features one at a time picking the one causing the biggest reduction of a given loss at each step. Herein we use the mean squared error (MSE), a widely applied loss function for regression problems, as the loss metric for the feature selection. For instance, with F (h i ) being the set of h features selected for the i th subregion, the loss is the MSE of the positions estimated for all validation examples using this particular set of subregions:
An example of applying the forward greedy search to select features for the i th subregion is described in Table 2 . This algorithm works well in case the features are independent of each other. Otherwise the forward greedy search might wrongly select non-relevant features. Such wrong selections cannot be corrected by the forward greedy algorithm anymore. One remedy introduced to solve this problem is the backward greedy search (Table 3) , which starts with all features and greedily removes them one at a time picking the one associated with the smallest increase of the loss at each step. However, also the backward greedy search has two disadvantages: i) it is computationally costly because it starts with all features; ii) it is prone to overfitting if the number of observations in each subregion is much lower than the number of observable features. A practically useful alternative is the AFBGS, i.e., introducing a backward greedy search after each step of the forward greedy search. In this way the backward search starts with a set that does not overfit, and it can correct wrong selections made earlier. Features removed by the backward steps are treated again as candidates during subsequent forward steps. Table 4 shows the pseudocode of the implementation of AFBGS. This algorithm adaptively identifies the relevant features for each subregion according to the chosen minimum reduction and minimum relative increment ν of the loss. The number of identified relevant features per subregion will therefore vary across the RoI. In (Zhang 2011) , the author recommended to set ν = 0.5 which we do when applying the algorithm later on. According to (Zhang 2011) , 
F avail = F all \F (t−1) 6:F = arg min
break 11: end if 12: end for 
break 10: end if 11: end for 12: return F (h i ) = F (t+1) : set of selected features AFBGS will terminate in a finite number of steps, which is no more than 1 +
, where L FS (F (0) ) is the MSE by taking the median of all RPs as the initially guessed position.
The combination of subregion and feature selections with fingerprinting-based positioning
In this part, we present the way to combine the previously proposed subregion and feature selections with two widely used fingerprinting-based positioning methods, namely kNN and MAP, to estimate the user location from the fingerprint O u measured at the actual but un- 
6:F forward = arg min
if ( 
20:
if (∆ backward > v∆ forward ) 23: break 24:
end if 25: end while 26: F (t) = F (c+1) 27: t = t + 1 28: end while 29: return F (h i ) = F (t) : set of selected features known location l u . We assume that a set of candidate subregions S u m has been selected using the MJI-based subregion selection. For each of the selected subregions g i , i ∈ S u m , the set F (h i ) of relevant features has been chosen using AFBGS. While the cardinality of these sets F (h i ) will be different, both positioning approaches require the number of features taken into consideration to be the same for all candidate locations. So, we determine the set MAP uses a variety of discrete candidate locations l and applies Bayes' rule to compute for each of them the degree to which the assumption that the current location of the user is l is supported by the available RFM and the currently observed fingerprint (Park et al. 2010; Madigan et al. 2005) . Further details regarding the combination of MAP with subregion and feature selection are given in (Zhou and Wieser 2018b) .
For kNN the k points l q within the RFM which are closest to the user's observation in feature space have to be identified. Assuming that their indices are collected in the set n u k the estimated locationl u kNN of the user is obtained from:
where the respective weights ω q are defined as proportional to the inverse distance of the fingerprints in the feature space:
Herein, d : O × O → is a chosen distance metric, e.g., Euclidean distance or Hamming distance, used to measure the dissimilarity between fingerprints. The adaptation proposed by us consists in the construction of these observations O which contain exactly one row for each of the h candidate features selected previously and collected in F u h . Generally these vectors are much smaller than for the standard kNN-approach, where they would need to have one entry for each feature observed anywhere within the RoI. The proposed online positioning approach is summarized in Table 5 . In this part, we analyze the computational complexity of the proposed approach and compare it to MAP and kNN-based positioning without subregion and feature selection. The runtime computational complexity of estimating one position using MAP and kNN are O(αM(|A| 2 + 1)) and O(kα · M log(α · M)|A|) 5 , respectively, where α is the number of candi-date locations in each of the M subregions and k is the number of nearest neighbors used for positioning. The computational complexity of the proposed method is instead approximately equal to O(α|S u m | · |F u h | 2 ) and O(αk|S u m | log(α · |S u m |) · |F u h |) for MAP and kNN, respectively. So, clearly the computational complexity of the proposed approach is significantly less than for the MAP-and kNN-based positioning approaches without subregion and feature selection. Furthermore, it is independent of the size of the RoI and of the total number of available features within the RoI. The proposed approach is to constrain and limit the search to a set of candidate reference locations and selected features for the online positioning. Though we only give the analytical formula of the computational complexity of MAP and kNN, other fingerprinting-based location methods will also benefit from the proposed approach, because the computational complexity of fingerprinting-based positioning is proportional to the size of the search space.
Besides the RFM further data required during the online positioning stage can be precomputed already during the offline stage (Figure 1 ). This holds in particular for:
• the set A i of available feature keys of each subregion required for calculating the MJI at the online stage,
• the set F (h i ) of relevant features of each subregion calculated using AFBGS,
• and the conditional distribution (Prob(O j |l)) of the selected relevant features within each subregion obtained from kernel density estimation.
At the online stage these pre-computed data are cached to the user device to achieve location estimation while realizing mobile positioning. Furthermore, only the observed values of the features that are selected as relevant ones in the RFM need to be loaded during the online positioning stage. The proposed preprocessing steps also reduce the required storage space for saving the cached pre-computed data because these data only need to cover the selected relevant features instead of all the features observable within the RoI.
Experimental results and discussion
In this section, we first describe the experimental configurations, including the RoIs, data collection and the two different types of features used, namely RSS from WLAN APs and BLE beacons. A detailed analysis of MJI-based subregion selection, a comparison of different feature selection methods (randomized LASSO, forward greedy, and AFBGS), as well as the positioning accuracy and cost of time for positioning are illustrated for one RoI using only WLAN RSSs. Finally, we apply the proposed approach to a larger RoI using both types observables.
Testbed
In this section we analyze data obtained from real measurements collected using a Nexus 6P 6 smart phone (for WLAN & BLE RSS) and a Leica MS50 total station (for position ground truth) within two RoIs in an office building (Figure 3) which is covered by a plethora of WLAN APs signals and BLE beacons 7 . 6 Herein we carried out all experiments using only one device. It is to be expected that also the quality of the results obtained using our approach depends on the mobile device(s) used for data collection, see (Bisio et al. 2013 ). However, we leave a related investigation for future work.
7 All APs and beacons had been deployed independently of this experiment and long before it for the purpose of internet access. Each AP supports two frequencies (2.4 GHz and 5 GHz) and has a built-in BLE beacon. There is no automatic power adjustment of the APs. We kinematically determined the RFM by recording data approximately every 1.5 seconds while a user walked through the RoI and a total station tracked a prism attached to the Nexus smart phone with an accuracy of about 5 mm. The recording rate is around 0.67 Hz. This is higher than typically reported update rates for WLAN RSS and was achievable on this device by changing the hardware settings of the scanning interval. At the online stage, the RSS collection can be further accelerated by incremental scanning as discussed in (Brouwers et al. 2014 ). This approach is a compromise between the high accuracy attainable by stop & go measurements at carefully selected reference positions and the low extra effort of crowdsourced RFM data collection as outlined e.g., in (Radu and Marina 2013) . For simplicity we do not apply further pre-processing, such as filtering out the APs yielding low RSS values, discarding rarely measured APs, or merging signals transmitted from the same signal source on multi-frequencies although such steps could further reduce the computational complexity and improve the results in a real application.
In order to evaluate the performance of the proposed approach independently an additional test dataset was collected. The coordinates of the test positions (TPs) as measured by the total station were later used as ground truth for calculating the positioning error in terms of the Euclidean distances between estimated and true coordinates. The use of the tracking total station for both RFM data collection and test point data collection meant that RSS data did not have to be collected at any specific points (e.g. marked ones) within the RoI or subregions, and it was not necessary to occupy the same points again. We report the 50 th , 75 th and 90 th percentile of the horizontal positioning error (i.e. circular error (CE)50, CE75, CE90) defined as the minimum radius for including 50%, 75%, and 90% of the positioning errors (Potort et al. 2018) . Furthermore, as an indicator for outlying position estimates (in particular due to wrong subregion selection) we also report the percentage of positioning errors exceeding 10 m, and as an indicator of computational complexity the average time to calculate the position of the test point. Data processing according to the proposed algorithms was implemented in Python using the scikit-learn package (Pedregosa et al. 2011 ) as outlined in Figure 1 .
The details for two RoIs are summarized in Table 6 and the numbers of available features (i.e. visible WLAN APs or BLE beacons) are illustrated in Figure 5 . The number of available features changes throughout the RoI and is thus also different in the different subregions. . Abrupt changes of feature observability occur in some locations close to walls and close to support pillars or cable/pipe ducts (not contained in the available floorplan). This is caused by the uneven number of raw measurements assigned to each subregion. In RoI 1, we carried out 5-rounds of one-day data collections about one month apart. This allowed us to take both the spatial and temporal variations into account when building the RFM. For RoI 2, the collected RFM is used as an example for validating the performance the proposed approach in case of a more extended RoI. Though the area of RoI 1 is a subset of RoI 2, the two RFMs are collected at different time and with different WLAN configurations 8 . Both RoIs are divided into subregions of size 2 × 2m 2 aligned with the floor plan of the RoI. While such an alignment may not be necessary, it is useful as it assures that individual subregions are not split by walls or other obstacles possibly causing discontinuities in the feature space. In many applications of an FIPS a floor plan exists, and can thus be used for subregion definition, because it is required for the FIPS and the associated location-based services anyway. In addition, some subregions contain no measurements (see Table 6 ). We have no need to treat the empty subregions specifically because they will be filtered out by subregion selection anyway without increasing the computational burden much.
The originally observed RFM of each subregion is further densified to a regular grid of about 25 reference points per m 2 (i.e. spacing about 0.2 × 0.2m 2 ) by kernel smoothing interpolation (Figure 4 ) to mitigate the non-uniform point density of the original RFM (Figure 1 ). This process also ensures that data are available at the same location within one subregion. In this paper, we use a Matérn kernel (the length scale is 1) for smoothing the spatial distribution of the RSS and assume that the propagation channel introduces the additive Gaussian white noise to the RSS. 9 The smoothly interpolated raw measurements are rounded to integers for reducing the storage requirements and for mitigating the impact of the quantization of RSS values on the positioning performance (Torres-Sospedra and Moreira 2017) and the APs are treated as non-measurable if their RSS values are lower than -100 dBm. The resulting gridded RFM is used for all further processing steps. 
Validation MJI-based subregion selection
The RoI 1 consists of 34 subregions. Figure 6a shows the MJI for all pairs of subregions indicating that the index is related to the Euclidean distance of the training data. This corresponds to the expectation that the same APs are available in nearby subregions while different APs are observed in subregions far from each other. The MJI value is used here as an indicator of the similarity between the features measured by the user and the ones available in the individual subregions according to the RFM. We now use the loss function (2) to determine a suitable number m of subregions for the MJI-based subregion selection. Figure 7a shows the loss as a function of m for RoI 1. The figure indicates that the loss is almost constant if m exceeds 16. In consecutive parts of this subsection, we analyze the performance of feature selection and positioning accuracy w.r.t. a given value of m ∈ {11, 16, 21, 34}. In this range of m, we show that a small compromise of subregion selection accuracy does not harm the positioning accuracy too much, which is comparable to that obtained without subregion selection, i.e. for m = 34 in RoI 1. 10 Due to the constraints (e.g., furnitures and decorations) of accessibility of the RoI, several subregions have no observations. The numbers in parentheses denotes the numbers of subregions containing at least one observation. 11 The training data were obtained from the densified RFM obtained through kernel smoothing of raw RFM data, while the test data are separately collected raw data. By coincidence, the size of it is larger than that of the test data. Randomized 107, 9, 80, 11 Forward greedy search kNN 11, 270, 272, 144, 19 MAP 10, 398, 19, 20, 25 AFBGS kNN 71, 11, 270, 272, 99 MAP 66, 71, 12, 140, 272 
Validation of AFBGS-based feature selection
In this part, we compare the feature selection performance using randomized LASSO as proposed in (Zhou and Wieser 2018b) to feature selection using the forward greedy algorithm and the AFBGS proposed herein. Since the latter two are directly related to fingerprinting-based positioning we evaluate the feature selection performance through the MSE of the position estimates calculated using the selected features. In Figure 8 , we illustrate the MSE for two arbitrarily selected subregions using kNN and MAP. Regardless of the fingerprinting-based positioning method and subregion, all the curves in this figure have a similar pattern. We see that i) the MSE values achieved after applying forward search and AFBGS-based feature selection converge faster and more consistently than after applying randomized LASSO-based feature selection, and ii) randomized LASSO-based selection performance stabilizes with only a large number of selected features (e.g., > 20). One explanation of this pattern is that randomized LASSO selects the features based on a regularized linear regression model instead of taking the fingerprinting-based positioning methods into account. However, if a higher number of features is used for positioning, the contribution of feature selection becomes less critical. The difference of MSE between forward greedy search and AFBGS-based feature selection is very small (Figure 8 ), because the selected features are very similar in both cases, see Table  7 . However, the AFBGS-based results are slightly better and we thus recommend it because of the increased flexibility. Table 8 presents the processing time 12 for positioning one TP of RoIs 1 using WLAN signals as the features. The positioning time of MAP based on the AFBGS selected features within 21 selected subregions is about 2.9 seconds, which is almost 10 times faster than that of using all features for positioning by searching over all the subregions. The positioning time is also lower than when using LASSO for feature selection. One explanation is that a lower number of features is selected as relevant by the proposed algorithms than by LASSO, as shown in Figure 8 . As for the positioning performance, the 90 th percentile of the circular error (CE90) increases by less than 0.7 m for both MAP and MAP based on the AFBGS selected features within 9 selected subregions as compared to that of using all features for positioning and searching over the whole RoI. In addition, the resampling and the subregion selection reduce the percentage of large errors. So the reduced processing effort comes at the price of a small loss in accuracy. If need be, the percentage of outlying position estimates could be further reduced by position filtering taking the user's motion or prior knowledge like floor plans into account during subregion selection and position estimation. This is beyond the scope of this paper and thus not further investigated here. 
The processing time and positioning accuracy
Analysis using WLAN and BLE signals in RoI 2
In the larger RoI 2 both WLAN and BLE signals are extracted as fingerprints. In this subsection, we present the results of applying the proposed algorithm to that RoI and both signal types. As shown in Figure 7b and Figure 7c , MJI-based subregion selection is applicable also in this case. The figure indicates that there is no need to search within all subregions, but actually a subset is sufficient. Appropriate numbers of the selected subregions are 32 and 38 for using WLAN and BLE signals, respectively. These search spaces are less than 12% of the area of the RoI. Figure 7 also shows that there is a small fraction of test points (e.g. about 7% for WLAN signals and RoI 2) for which the correct subregion is not among the selected ones even when choosing 30 subregions. This may seem astonishing, but an investigation of the related test cases (see e.g., Figure 10 ) shows that this occurs mostly in cases where the gradient of the MJI within an extended neighborhood of the test point is small. In that case a few or individual additional or missing features can significantly influence the ranking of the subregions in terms of MJI. We observe and need to expect this case in larger, unobstructed areas like a Table 9 . Comparison of positioning times and accuracies of RoI 2 using WLAN signal as the features (h = −1 has the same meaning as in Table 8 Table 9 and Table 10 , respectively . We conclude from the results that the proposed subregion and feature selections are beneficial for the positioning with respect to constraining the online positioning by reducing the processing time and increasing the positioning accuracy. In fact, the circular errors CE50, CE75, and CE90 as defined above get smaller and the percentage of errors larger than 10 m reduces. 
Conclusion
We proposed herein an approach to fingerprinting-based indoor positioning using opportunistically measured WLAN and BLE signals as the features for coordinate estimation. The main contributions are proposals to reduce data storage requirements and computational complexity in terms of processing time by segmentation of the entire region of interest (RoI) into subregions, identification of a few candidate subregions during the online positioning stage, and use of a selected subset of relevant features instead of all available features for position estimation. Subregion selection is based on a modified Jaccard index quantifying the similarity between the features obtained by the user and those available within the RFM. Feature selection is based on an adaptive forward-backward greedy search yielding a pre-computed set of relevant features for each subregion. The reduction of computational complexity is obtained both from the reduction of the number of candidate locations needed to analyze during online positioning and from the reduction of the number of features to be compared. The experimental results corroborated the claim of reduced complexity while indicating that the positioning accuracy is hardly reduced by subregion and feature selection for the small RoI and even improves for the large RoI. For both investigated RoIs, the time required for the position estimation in the online stage was reduced by a factor of about 10 when using the selected relevant features within 11 selected subregions instead of using all features and searching over the entire RoI. For the small RoI (i.e. RoI 1), the increment of the 90 th percentile errors (CE90) is 7.5% (i.e. 8.6 m instead of 8.0 m). In the large RoI (i.e. RoI 2), the positioning accuracy using MAP reduces from 9.8 m to 7.4 m for WLAN signals and from 12.3 m to 10.9 m for BLE. For kNN, the positioning accuracy does not change with subregion and feature selection. Given a fixed number of candidate subregions and a fixed, low number of features the computational burden of the entire algorithm is almost independent of the size of the entire RoI and of the number of available features across the RoI.
Future research will concentrate on investigating the role of subregion definition (shape, orientation, homogeneity) and possible benefit of optimization, on taking into account a user motion model during subregion selection, on handling temporal changes of the reference fingerprinting map, and on fully integrating different types of features for improving the positioning accuracy.
