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Today, image processing have become popular in a wide range of fields such as 
environmental science medical, computational fluid analysis. GPU is 
characterized to perform image processing at high speed. But, initially the GPU 
was developed was a device for performing image processing only. Focusing on the 
high throughput, techniques for perform a general purpose computing is a 
GPGPU. And, GPGPU is expected to be applied in a variety of fields. In this 
paper,we propose an efficient implementation of the systolic algorithm of matrix 
multiplication on GPGPU.  
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1. はじめに 
現在,コンピュータの性能は格段に向上し,パソコンであ
っても少し前では信じられないような機能が実現できる
ようになった.なかでもビデオカードの表示性能は高くな
り,本物と見紛うばかりの非常にクオリティの高い描画を
行うことができる.今日では 3D グラフィックスを扱う画
像処理は医療,数値流体解析,環境科学などの分野で広く普
及している.3D グラフィックス処理の分野では,長年,並列
処理技術が利用されてきた.このような分野で 処理の高
速化を目的として GPU(Graphics Processing Unit)は開
発された.汎用的な計算を得意とする一般の CPU で同じ
処理を行なった場合,GPU ほどのグラフィックス処理能
力を得ることはできない.さらに,ここ数年では GPU は演
算性能,メモリバンド幅とともに CPU のそれら大きく上
回るようになってきている. 
GPU が開発された当初は画像処理の高速化のみを目的
とした処理装置であったが,この高い演算能力に着目し,グ
ラフィックス分野で蓄積された並列処理技術の資産を応
用しようというのが,3D グラフィックス処理以外の汎用
計 算 を 行 わ せ る 「 GPGPU （ General Purpose 
Computation on Graphics Processing Unit）」,あるいは
「GPUコンピューティング」である. 
 
本研究の目的は,シストリックアルゴリズムを GPU 上で
効率的に実現することである.そしてその例として,行列積
の演算を行う.そのために,本研究ではシストリックアルゴ
リズムをGPU上で実現する際の理論評価および実装評価
を行い,さらにベンチマークとして行列積を求める代表的
なアルゴリズムとして 3 重ループを用いたアルゴリズム
の理論評価および実装評価も行なう. 
 
2. GPGPUと CUDA 
本章では GPGPU および開発環境である CUDA の特徴
について説明していく.まず,GPU の機能である 3D グ
ラフィックス処理をそれ以外の汎用的な計算行わせるよ
う に で き た の が 「 GPGPU （ General Purpose 
Computation on Graphics Processing Unit）」,もしくは
「GPU コンピューティング」と呼ばれるものであ
る.GPGPU は,画像処理はもちろんのこと,流体計算,電磁
波シミュレーション,天文シミュレーション,たんぱく質な
どの挙動を解析する数値シミュレーション,バイオ・イン
フォマティクス,金融工学など, 幅広い分野への適用が行
われている.  
CUDA とは,GPU を用いて汎用計算処理のプログラム
を開発するための C 言語の総合開発環境である.NVIDIA 
  
社から提供されており ,本研究ではこの NVIDIA 社の
GPU を対象としている. 
CUDAの特徴として,まずGPU側で処理をされるカーネ
ル関数は,スレッドと呼ばれる実行単位で実行される.そし
て全てのスレッドで同じプログラムが走る.他の特徴とし
て,スレッドはそれぞれ固有のスレッド番号を持っている
ことが挙げられる.この固有のスレッド番号を用いて,同じ
プログラムでもそれぞれのスレッドに固有の処理を並列
して行わせることが出来る. 
CUDA でのプログラムの流れは,CPU 側をホスト,GPU 
側をデバイスと呼ぶ.ホスト側のプログラムは CPU 上で
動作し,ホストのメモリを使用する.デバイス上で動作する
プログラムをカーネルプログラムと呼び,これば GPU 上
で処理される.以下の図 1にCUDAを用いた際のプログラ
ムの流れを示す.[1] 
 
  
図 1. CUDAのプログラムの流れ 
 
また,CUDA のメモリの特性でコアレッシングとバンク
コンフリクトと呼ばれるものがある.バンクコンフリクト
は,シェアードメモリの特性で, スレッドがシェアードメ
モリの同じメモリバンクへアクセスを行った際に,シーケ
ンシャルに処理されてしまう. 
コアレッシングはグローバルメモリの特性で連続する
グローバルメモリ上のデータにプロセッサがアクセスす
るとき,32 バイト,64 バイト,128 バイトのまとまったデー
タ量を転送する事である.ワープ(32 または 16 スレッド)
で転送される. 
 
3. 評価に使用する理論モデル 
本研究で使用する理論モデルは,既存のモデル[2]では考
慮していなかったグローバルメモリのコアレッシングと
シェアードメモリのバンクコンフリクトの特徴を踏まえ
て構成している.[3][4]グローバルメモリ,シェアードメモ
リへのアクセス時間を区別するために,Lgm,Lsm の 2 種
類の独自のパラメータを設定した . 対象となる GPU
は,NVIDIA 社の GPU である.以下に理論モデルの図を図
2に,およびパラメータをまとめた表を表 1に示す. 
 
 
図 2.評価に使用する理論モデル 
 
表 1.評価に使用する理論モデルのパラメータ 
  
 
4. シストリックアルゴリズムについて 
シストリックという名前は,ネットワークの振舞いが,血
管中の血液の流れに似ているところからきている.心臓の
拍動によって血液が循環系に送り込まれるように,シスト
リックアルゴリズムでは,データの流れが規則正しく波と
なって一列に進んでいく.[5] 
シストリックアルゴリズムは,最高速のアルゴリズムとい
うわけではないが,近接したモジュール間の相互結合を有
効に使うという点で,非常に良い並列アルゴリズムである.
また,アルゴリズムは問題のサイズに応じて,規則的に拡張
  
することができるという特徴があり,実用的なアルゴリズ
ム で あ る . そ し て , 多 く の GPU は SIMD(Single 
Instruction Multiple Data)のアーキテクチャであり,シス
トリックアルゴリズムは効率よく実現できるのではない
かということが考えられる. 
 ここからは,シストリックアルゴリズムについて, サイズ
N×N の行列同士の積算 A×B=C を求めることを例にし
て説明していく. 
 まず,シストリックアルゴリズムはセルという最小単位
の演算器で構成されている.セル内には行列の要素同士の
積算および積算の結果の足しこみを行なうためのプロセ
ッサ,一時的に入力行列 A,B の要素を保持しておくための
レジスタ A,B,足しこみの結果を保持しておくためのレジ
スタ Cが存在する. 
そしてセルには入力行列A,Bの要素をセルに入力するた
めの𝐴𝑖𝑛 , 𝐵𝑖𝑛 , 積算および足しこみが完了した後に,隣接
するセルに入力行列A,Bの要素を渡すための𝐴𝑜𝑢𝑡, 𝐵𝑜𝑢𝑡が
存在する. 
 さらにシストリックアルゴリズムでは入力行列の要素同
士の積算および積算の結果の足しこみの結果を隣接する
セルに渡すことができる𝐶𝑖𝑛, 𝐶𝑜𝑢𝑡を追加することができ
る.以下の図 3に二次元の座標の場合のセルを示す. 
  
 
図 3.二次元の座標の場合のセル 
 
 以上の二次元の座標上にセルをつないだネットワ
ークに対して時刻ごとに境界のセルに入力を与える
ことで行列積を求めることができる.このとき,時刻
ごとに必要な入力行列A,Bの要素を与えるための配
置,およびネットワークの接続関係を 3×3 の行列積
を例に以下の図 4に示す. 
 
 
図4. 3×3の行列積を計算する場合の二次元の座標のセル
の接続関係および入力行列 A,Bの配置 
 
5. GPUにおけるシストリックアルゴリズムの 
実現方法 
本章では GPU におけるシストリックアルゴリズムの実
現方法を示し,ここでは例として行列積の計算を行う.また,
ベンチマークとして現在GPU上で行列積を求める最速の
アルゴリズムである 3 重ループを用いたアルゴリズムに
対しても当研究室で開発した理論モデルを用いて理論評
価を行う. 
 まず,GPU 上でのシストリックアルゴリズムの実現方法
を考えると,大きく 2種類の実現方法が考えられる.1つ目
がGPU上のメモリをグローバルメモリのみを使用する方
法である.この方法では,演算に必要な入力行列A,Bがグロ
ーバルメモリ上の配列に格納されており,一時的な計算結
果の保存もグローバルメモリ上の配列に格納する実現方
法である.最終的な結果である出力行列 C はグローバルメ
モリ上の配列に出力する. 
 2 つ目の方法が GPU 上のメモリであるグローバルメモ
リに加え,シェアードメモリを使用する方法である.この方
法でも同様に, 演算に必要な入力行列 A,B がグローバル
メモリ上の配列に格納されている.そして,一時的な入力行
列 A,B の格納場所および一時的な計算結果の保存にシェ
アードメモリを使用する.グローバルメモリのみを使用す
る実現方法と同様に, 最終的な結果である出力行列 C を
  
グローバルメモリ上の配列に出力する. 
 以上のことより,シストリックアルゴリズムに対して2種
類の実現方法があることを述べた.さらに,シストリックア
ルゴリズムの場合には複数時刻の計算をまとめて行なう
実現方法も考案したので,本章で示す. 
 また,シストリックアルゴリズムでは行列積を連続で計
算する場合,パイプラインで計算を行なうことができる特
徴がある.この特徴の GPU 上での実現方法はスレッド毎
に割り当てられた座標を用いて入力行列が切り替わる時
刻で書き込み先を切り替えることで実現できる.また,パイ
プラインを用いて連続で行列積を計算することで 1 回行
列積を計算することと比較し,全てのセルが計算を行う時
刻を増やすことができるので効率よく計算を行うことが
できる.  
このような特徴を踏まえて,各アルゴリズムに対してサ
イズ N×N の行列積を 1 回計算する場合,S 回連続で計算
する場合の 2通りの評価を行なう.本紀要では,項数に限り
があるので,以下では二次元の座標のシストリックアルゴ
リズムのグローバルメモリを使用する方法,シェアードメ
モリを使用する方法について述べる.その他のアルゴリズ
ムに関しては修士論文にて述べる. 
 
5.1. グローバルメモリを使用した 1 時刻ごとに計算を
行うシストリックアルゴリズム 
グローバルメモリを使用した 1 時刻ごとに計算を行うシ
ストリックアルゴリズムでは,グローバルメモリ上の配列
に格納された入力行列A,B,出力行列 Cに対して,出力行列
C の要素数と同数のスレッドを用いて演算を行なう.この
とき,スレッドの座標は CUDA 上の blockDim,blockIdx,
および threadIdx を用いて一意に決定することができ,シ
ストリックアルゴリズムのセルの座標とスレッドの座標
がそれぞれ対応している.このスレッドがシストリックア
ルゴリズムの各セル内で行なう演算を行なう. 
シストリックアルゴリズムでは時刻ごとにそれぞれのセ
ルで必要な入力行列 A,B の要素が分かるので,時刻ごとに
スレッドが演算に必要なグローバルメモリ上の配列に格
納された入力行列 A,B にアクセスし読み込みを行い,その
要素ごとの積算を行い,グローバルメモリ上の配列に格納
されている出力行列 C に足しこみを行なう.以上の操作を
入力行列 A,Bがネットワーク上を全て通過する時刻数(二
次元:3N-2)行なうことで出力行列 C を求めることができ
る.以下にグローバルメモリを使用したシストリックアル
ゴリズムの理論モデルを用いた評価を示す. 
 
 
図 4.グローバルメモリを使用した 1 時刻ごとに計算を行
うシストリックアルゴリズム 
 
{
𝟐𝑵𝟐
𝒘𝒌
× 𝑳𝒈𝒎＋
𝟐𝑵𝟐
𝒘𝒌
× 𝑳𝒈𝒎}× {𝟑𝑵− 𝟐+ (𝑺 − 𝟏)(𝟐𝑵− 𝟏)}
=
𝟒(𝟐𝑺 + 𝟏)𝑵𝟑 − 𝟒(𝑺 + 𝟏)𝑵𝟐
𝒘𝒌
× 𝑳𝒈𝒎 
数式1.S回計算する場合のグローバルメモリを使用した 1
時刻ごとに計算を行うシストリックアルゴリズムの理論
評価 
 
5.2. グローバルメモリを使用した複数時刻を同時に 
計算するシストリックアルゴリズム 
 グローバルメモリを使用した複数時刻を同時に計算する
シストリックアルゴリズムでは,グローバルメモリ上の配
列に格納された入力行列A,B,出力行列Cに対して,出力行
列 C の要素数と同数のスレッドを用いて演算を行なう.こ
のアルゴリズムでも同様に,スレッドの座標はCUDA上の
blockDim,blockIdx,および threadIdx を用いて一意に決
定することができ,シストリックアルゴリズムのセルの座
標とスレッドの座標がそれぞれ対応している. 
入力行列の要素の読み込みは,1 時刻ごとに計算を行うシ
ストリックアルゴリズムと同様に行い要素ごとの積算を
行う.その後,スレッド毎のレジスタに積算の結果の足しこ
みを行い,t 時刻毎にグローバルメモリ上の配列に格納さ
れた出力行列 C に足しこみを行なう.以上の操作を入力行
列 A,B がネットワーク上を全て通過する
時刻数
𝑡
(二次
元:3N-2)行なうことで出力行列 C を求めることができる. 
以下でこのアルゴリズムの理論モデルを用いた評価を示
す. 
  
 
図 5.グローバルメモリを使用した複数時刻を同時に 
計算するシストリックアルゴリズム 
 
{
𝟐𝒕𝑵𝟐
𝒘𝒌
× 𝑳𝒈𝒎＋
𝟐𝑵𝟐
𝒘𝒌
× 𝑳𝒈𝒎} ×
𝟑𝑵 − 𝟐 + (𝑺 − 𝟏)(𝟐𝑵− 𝟏)
𝒕
=
{(𝟒𝑺 + 𝟐)𝒕 + (𝟒𝑺 + 𝟐)}𝑵𝟑 − {𝟐(𝑺 + 𝟏)𝒕 + 𝟐(𝑺 + 𝟏)}𝑵𝟐
𝒘𝒌
×
𝟏
𝒕
× 𝑳𝒈𝒎 
数式 2.S 回計算する場合のグローバルメモリを使用した
複数時刻を同時に計算するシストリックアルゴリズムの
理論評価 
 
5.3. シェアードメモリを使用した 1 時刻ごとに計算を
行うシストリックアルゴリズム 
シェアードメモリを使用したシストリックアルゴリズ
ムでは,グローバルメモリ上の配列に格納された入力行列
A,B,出力行列 Cに対して,出力行列 Cの要素数と同数のス
レッドを用いて演算を行なう.このアルゴリズムでも同様
に,スレッドの座標はCUDA上のblockDim,blockIdx,およ
び threadIdx を用いて一意に決定することができ,シスト
リックアルゴリズムのセルの座標とスレッドの座標がそ
れぞれ対応している. 
シストリックアルゴリズムは時刻ごとにネットワークに
入力される入力行列 A,B の要素が分かるので,各ブロック
内のスレッドがその時刻に入力されるグローバルメモリ
上の配列に格納された入力行列 A,B の要素にアクセスを
行う.シェアードメモリを使用したアルゴリズムの場合は
境界からセルに入力される入力行列およびブロックをま
たいでアクセスが必要な入力行列要素へのアクセスのみ
となる.グローバルメモリから読み込みを行った後,あらか
じめシェアードメモリ上に確保されている一時的に入力
行列 A,B の要素を格納するための配列 A`,B`に格納する.
この操作は時刻ごとにシェアードメモリ上に格納されて
いる配列 A`,B`に格納を行なうが, 格納する配列の場所は
時刻ごとに配列A`は行方向,B`は列方向に循環シフトして
いく.そしてこの操作により,各時刻にそれぞれのスレッド
が演算を行なうべき入力行列の要素がシェアードメモリ
上の配列 A`,B`に格納されたので,ブロック内の各スレッ
ドはシェアードメモリ上の配列に格納された入力行列
A,B にアクセスを行い,要素同士の積算を行なう.その後,
積算の結果をシェアードメモリ上の配列に格納されてい
る結果を一時的に保存するための配列 C`に足しこみを行
なう.以上の操作を入力行列 A,B がネットワーク上を全て
通過する時刻数(二次元:3N-2)行なうことで出力行列 C を
求めることができる. 以下にシェアードメモリを使用し
たシストリックアルゴリズムの理論評価を示す. 
 
 
図 6.シェアードメモリを使用した 1 時刻ごとに計算を行
うシストリックアルゴリズム 
 
{
𝟐𝑵𝟐
𝒘𝒌√𝒑
× 𝑳𝒈𝒎＋
𝟐√𝒑
𝒘
× 𝑳𝒔𝒎＋
𝟐𝒑
𝒘
× 𝑳𝒔𝒎＋
𝟐𝒑
𝒘
× 𝑳𝒔𝒎}
× {𝟑𝑵 − 𝟐 + (𝑺 − 𝟏)(𝟐𝑵 − 𝟏)}＋
𝟐𝑵𝟐
𝒘𝒌
× 𝑳𝒈𝒎
=
(𝟒𝑺 + 𝟐)𝑵𝟑 + (𝟐√𝒑− 𝟐𝑺 − 𝟐)𝑵𝟐
𝒘𝒌√𝒑
× 𝑳𝒈𝒎
+
(𝟒(𝟐𝒑 + √𝒑)𝑺+ 𝟐(𝟐𝒑 +√𝒑))𝑵 − 𝟐((𝟐𝒑 + √𝒑)𝑺 + (𝟐𝒑 +√𝒑))
𝒘
× 𝑳𝒔𝒎 
数式3.S回計算する場合のシェアードメモリを使用した 1
時刻ごとに計算を行うシストリックアルゴリズムの理論
評価 
 
 
  
5.4. シェアードメモリを使用した複数時刻を同時に 
計算するシストリックアルゴリズム 
シェアードメモリを使用した複数時刻を同時に計算する
シストリックアルゴリズムでは,グローバルメモリ上の配
列に格納された入力行列A,B,出力行列 Cに対して,出力行
列 C の要素数と同数のスレッドを用いて演算を行なう.こ
のアルゴリズムでも同様に,スレッドの座標はCUDA上の
blockIdx,および threadIdx を用いて一意に決定すること
ができ,シストリックアルゴリズムのセルの座標とスレッ
ドの座標がそれぞれ対応している. 
シストリックアルゴリズムは時刻ごとにネットワーク
に入力される入力行列 A,B の要素が分かるので,各ブロッ
ク内のスレッドがその時刻に入力されるグローバルメモ
リ上の配列に格納された入力行列 A,B の要素にアクセス
を行い,あらかじめシェアードメモリ上に確保されている
一時的に入力行列A,Bの要素を格納するための配列A`,B`
に格納する.このアルゴリズムでは, t時刻分の計算をまと
めて行なうために,t 時刻分の計算に必要なグローバルメ
モリ上の配列に格納された入力行列 A,B の要素へアクセ
スし読み込みを行い, あらかじめシェアードメモリ上に
確保されている一時的に入力行列 A,B の要素を格納する
ための配列A`,B`に格納する.この操作は時刻 tごとにシェ
アードメモリ上に格納されている配列 A`,B`に格納を行な
うが,格納する配列の場所は時刻ごとに配列 A`は行方
向,B`は列方向に循環シフトしていく.そしてこの操作に
より,t 時刻分のスレッドが演算を行なうべき入力行列の
要素がシェアードメモリ上の配列A`,B`に格納されたので,
ブロック内の各スレッドはシェアードメモリ上の配列に
格納された入力行列 A,B にアクセスを行い,t 時刻分の要
素同士の積算を行なう.その後,積算の結果をシェアードメ
モリ上の配列に格納されている結果を一時的に保存する
ための配列 C`に足しこみを行なう.以上の操作を入力行列
A,B がネットワーク上を全て通過する
時刻数
𝑡
(二次元:3N-2) 
行なうことで出力行列 C を求めることができる.以下にシ
ェアードメモリを使用した複数時刻を同時に計算するシ
ストリックアルゴリズムの理論評価を示す. 
 
図 7.シェアードメモリを使用した複数時刻を同時に 
計算するシストリックアルゴリズム 
 
{
𝟐𝒕𝑵𝟐
𝒘𝒌√𝒑
× 𝑳𝒈𝒎＋
𝟐𝒕√𝒑
𝒘
× 𝑳𝒔𝒎＋
𝟐𝒕𝒑
𝒘
× 𝑳𝒔𝒎＋
𝟐𝒑
𝒘
× 𝑳𝒔𝒎}
×
{𝟑𝑵 − 𝟐 + (𝑺 − 𝟏)(𝟐𝑵 − 𝟏)}
𝒕
＋
𝟐𝑵𝟐
𝒘𝒌
× 𝑳𝒈𝒎
=
(𝟒𝑺 + 𝟐)𝑵𝟑 + (𝟐√𝒑− 𝟐𝑺 − 𝟐)𝑵𝟐
𝒘𝒌√𝒑
× 𝑳𝒈𝒎
+ {
(𝟒(𝒑 +√𝒑)𝑺 + 𝟐(𝒑 + √𝒑))𝑵 − 𝟐((𝒑 + √𝒑)𝑺 + (𝒑 + √𝒑))
𝒘
+
(𝟒𝒑𝑺 + 𝟐𝒑)𝑵 − 𝟐(𝒑𝑺 + 𝒑)
𝒘
×
𝟏
𝒕
} × 𝑳𝒔𝒎 
数式 4. 行列積を S回計算する場合のシェアードメモリを
使用した複数時刻を同時に計算する二次元の座標のシス
トリックアルゴリズムの理論評価 
 
 また,最後に 3 重ループを用いたアルゴリズムのグロー
バルメモリを使用したアルゴリズムとシェアードメモリ
を使用したアルゴリズムの理論評価を以下に示す. 
 
𝟒𝑺𝑵𝟑
𝒘𝒌
× 𝑳𝒈𝒎 
数式 5.行列積を S回計算する場合のグローバルメモリ
を使用した 3重ループを用いたアルゴリズムの理論評価 
 
𝟐𝑺𝑵𝟑 + 𝟐√𝒑𝑵𝟐
𝒘𝒌√𝒑
× 𝑳𝒈𝒎+
𝟔√𝒑𝑺𝑵
𝒘
× 𝑳𝒔𝒎 
数式 6.行列積を S回計算する場合のシェアードメモリ
を使用した 3重ループを用いたアルゴリズムの理論評価 
  
6. 結果と考察 
 まず, 今回の実験環境のパラメータの値の詳細を表 2に,
理論評価を行い求めた式に値を代入し作成したグラフを,
図 11に行列積を 1個求める場合のグローバルメモリを用
いたアルゴリズムを,図 12に行列積を 1個求める場合のシ
ェアードメモリを用いたアルゴリズムを示す. 
 
表 2. 実験環境のパラメータの値の詳細 
 
 
 
図 8. 行列積を 1回求める場合のグローバルメモリを用い
たアルゴリズムの理論評価 
 
 
図 9. 行列積を 1回求める場合のシェアードメモリを用い
たアルゴリズムの理論評価 
次に,実装結果を示す.図 13にグローバルメモリを用いた
両アルゴリズムおよびシェアードメモリを用いた 3 重ル
ープのアルゴリズムの実装結果を示す. 
 
 
図 10. グローバルメモリを用いた両アルゴリズムおよび
シェアードメモリを用いた 3 重ループのアルゴリズムの
実装結果 
 
次に,考察を行なう. まず,アルゴリズム同士の比較を行
なうと,シストリックアルゴリズムでは𝑁2の平面を二次
3𝑁 − 2回計算しているのに対し,3 重ループを用いたアル
ゴリズムでは𝑁2の平面を𝑁回計算していることになる. 
次に,グローバルメモリを使用した1時刻ごとに計算を行
うシストリックアルゴリズムでは,時刻毎にグローバルメ
モリ上の配列に格納された入力行列にアクセスを行なう
ことにより,アルゴリズム同士の比較で述べたように,入力
行列の読み込みを行なう際に発生するグローバルメモリ
へのアクセスが約 3 倍あり,同様に結果の足しこみを行な
う際に発生するグローバルメモリへのアクセスも約 3 倍
あることが,ベンチマークである 3 重ループのアルゴリズ
ムと比較し,計算時間が約 3 倍の結果となってしまった原
因である. 
そこで,改良策として,グローバルメモリを使用した複数
時刻を同時に計算するシストリックアルゴリズムでは時
刻毎に演算した結果をレジスタに足しこむことで,結果の
足しこみの際に発生するグローバルメモリへのアクセス
を減らすことができ,理論評価では,S 個連続で行列積を計
算する場合ではほぼ等速で計算をすることができること
が分かった. 
また,シェアードメモリを使用した1時刻ごとに計算を行
うシストリックアルゴリズムでは,時刻毎にグローバルメ
  
モリ上の配列に格納された入力行列のその時刻に必要な
要素にアクセスを行なうことにより,グローバルメモリを
用いたシストリックアルゴリズムよりはグローバルメモ
リへのアクセス回数は減ったものの,3 重ループのアルゴ
リズムと比較し,計算時間は約 3倍の結果となった. 
さらに,シェアードメモリを使用した複数時刻を同時に
計算するシストリックアルゴリズムではステップ毎に演
算した結果をレジスタに足しこむことで,シェアードメモ
リへのアクセスを減らすことができたが,理論評価では,1
時刻ごとに計算するアルゴリズムとほぼ同じ計算時間と
なってしまった.グローバルメモリ,シェアードメモリを用
いたシストリックアルゴリズムに対しては,グローバルメ
モリ上の配列に格納された入力行列へのアクセスを
wor-p_shuffle 関数を用いて減らすなどの改良が可能であ
ると考えられる. 
 
7. むすび 
 本研究では GPU を用いて,シストリックアルゴリズムの
実装方法を提案し,例として,行列積の演算を行なった.理
論評価の結果としては行列積を S 回計算する場合のグロ
ーバルメモリを用いた二次元のシストリックアルゴリズ
ムではベンチマークである行列積を S 回計算する場合の
グローバルメモリを用いた 3 重ループを使用したアルゴ
リズムとほぼ同じ速度で計算することができることが分
かった. 
 今後は課題となっている入力行列の読み込み部分の効率 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
を改善することである. 
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