With the advancement in modern telemetry and communication technologies, hydrological data can be collected with an increasingly higher sampling rate. An important issue deserving attention from the hydrological community is which suitable time interval of the model input data should be chosen in hydrological forecasting. Such a problem has long been recognised in the control engineering community but is a largely ignored topic in operational applications of hydrological forecasting. In this study, the intrinsic properties of rainfall-runoff data with different time intervals are first investigated from the perspectives of the sampling theorem and the information loss using the discrete wavelet transform tool. It is found that rainfall signals with very high sampling rates may not always improve the accuracy of rainfall-runoff modelling due to the catchment low-pass-filtering effect. To further investigate the impact of a data time interval in real-time forecasting, a real-time forecasting system is constructed by incorporating the probability distributed model (PDM) with a real-time updating scheme, the autoregressive moving-average (ARMA) model. Case studies are then carried out on four UK catchments with different concentration times for real-time flow forecasting using data with different time intervals of 15, 30, 45, 60, 90 and 120 min. A positive relation is found between the forecast lead time and the optimal choice of the data time interval, which is also highly dependent on the catchment concentration time. Finally, based on the conclusions from the case studies, a hypothetical pattern is proposed in threedimensional coordinates to describe the general impact of the data time interval and to provide implications of the selection of the optimal time interval in real-time hydrological forecasting. Although nowadays most operational hydrological systems still have low data sampling rates (daily or hourly), the future is that higher sampling rates will become more widespread, and there is an urgent need for hydrologists both in academia and in the field to realise the significance of the data time interval issue. It is important that more case studies in different catchments with various hydrological forecasting systems are explored in the future to further verify and improve the proposed hypothetical pattern.
, as well as numerical weather prediction (NWP) , which provides precipitation forecasts as the input of the forecasting system and allows for an extension of the forecast lead time (Cloke and Pappenberger, 2009; Wood and Schaake, 2008; Lin et al., 2002 Lin et al., , 2006 Lin et al., , 2010 . However, no matter how advanced these methods are, and how much they can improve the forecasting results, they all depend on a reliable hydrological forecasting model, which normally consists of a rainfall-runoff model (either lumped, distributed or semi-distributed) together with a real-time updating scheme. When constructing the forecasting system, there is an important issue that cannot be avoided, i.e. the selection of the time interval of the model input data (e.g. the rainfall, streamflow and evaporation, etc.) used to drive the system, which is, however, mostly ignored by the hydrological community in operational applications. A simple search using Google Scholar with the keywords "hydrological forecasting" reveals 84 500 articles covering scientific publications on hydrological forecasting in the last 30 yr and beyond. However, there is seldom the mention of "time interval". Not only "data time interval" is seldom mentioned; also "model time interval" and "model time step" are rarely mentioned.
Many real-time hydrological forecasting systems tend to use data as they are originally measured. Take the National Flood Forecasting System (NFFS) (Werner et al., 2009 ) of the Environmental Agency (EA) as an example. The NFFS system provides a platform capable of using of a standard set of EA-approved models to make real-time flood forecasts for eight regions in England and Wales. It has roughly been pointed by Sene et al. (2009) that for large, slowly responding rivers, an hourly time step is sufficient, while a shorter time step is required on flashier catchments. However, since rainfall-runoff data are measured at a minimal time interval of 15 min in the UK, the 15 min time step is normally adopted when forecasts are made by the NFFS system (Sene et al., 2010) . Examples are taken from NFFS in the study of Weerts et al. (2011) to estimate the predictive uncertainty in flood forecasting. A variety of catchments with different sizes (30-1000 km 2 ) and hydrological behaviours are selected from three EA regions: the North East, Midlands and Thames regions, which are respectively modelled by three rainfall-runoff models: the probability distributed model (PDM) (Moore, 2007) , MCRM (Midlands Catchment Runoff Model) (Bailey and Dobson, 1981) and nested TCMs (Thames Catchment Models) models (Wilby et al., 1994) . The observed rainfall-runoff data are directly used for calibration and forecasting with different lead times (0-48 h) . Similarly, in the study of Schellekens et al. (2011) , the whole Thames region is chosen to test the use of MOGREPS ensemble rainfall forecasts in the NFFS system. A configuration of 148 TCM models is employed with a deterministic 15 min time step to make forecasts for the range of 0-3 days.
A distinction should be made here between the sampling interval of the hydrological measurements and the time interval of the model input data. A sampling interval is determined by the instruments (e.g. the rain gauge and the flow gauge) and could be as frequent as the instrument can afford, while the time interval of the model input data refers to the time interval of the hydrological data (e.g. rainfall and streamflow) used to construct the forecasting system, or equivalently, the time step at which the forecasting system is operating. For an easier quotation, we use the term "data time interval" hereafter to refer to the interval of the model input data, and use "sampling interval" to represent the raw hydrological measurements.
Traditionally, hydrological measurements have been carried out manually with very low sampling rates (e.g. monthly, weekly and daily). However, modern telemetry systems have been developed to increase the hydrological sampling rate to per hour or minute or even in seconds (e.g. weather radar is able to measure rainfall once every one minute, while an optical rain gauge can measure in seconds). One burning question for hydrologists would be how to select the optimal time interval in the hydrological forecasting. If the modern telemetry system keeps advancing at its current pace, will our hydrological forecasting model be able to cope with this "data-rich" environment? Although continuous-time models can avoid the time interval issue and do not suffer from numerical problems of having a time step that is too fine (Young, 2011) , they are not commonly used in operational hydrological forecasting, which is carried out by discrete digital computers. It is interesting to note that such a problem has already concerned modern control engineers. Unlike the "slow" sampling rate in hydrology, control engineers need to deal with very fast sampling, e.g. hundreds or even thousands of samples per second in rocket trajectory control. In the work of Åström (1969) , a simple Gauss-Markov process was analysed using a parametric model, with the parameters completely describing the stochastic process. It was found that there was an optimal choice of the time interval and that the variance of parameter estimates would increase rapidly when the time interval increased or decreased from the optimal value. This is the first time the "optimal time interval" has been proposed with regard to the data used for model construction. Later on, Ljung (1987 Ljung ( , 1999 pointed out that data with too large intervals would bear little information about the dynamics of the sampled signal, while too fast sampling would involve more measurement noise and lead to numerical problems in a model, as the model could only fit in high-frequency bands with poor performances for extra work. It was further proposed by Ljung that the optimal choices of the time interval would lie in the range of the time constant of the system, which measures how quickly the system responses. In the case of hydrological systems, the time constant may refer to the measurement of the catchment response in the rainfall-runoff transformation, i.e. the catchment concentration time. An overestimation of the optimal time interval in either linear or nonlinear systems may lead to a dramatic increase of the variances for the model parameter estimates. It was also pointed out by Clark and Kavetski that for highly nonlinear systems, the optimal time interval should be even smaller than the system time constant (i.e. the catchment concentration time) due to the problem of solving the nonlinear ordinary differential equations numerically Kavetski and Clark, 2010) .
In the past decade, this issue has begun to gain attention from hydrologists in academia. A general consensus has been reached that the parameters, simulation results and process representations of the hydrological models are inherently and strongly time-step-dependent (e.g. Duan et al., 2006; Merz et al., 2009 Merz et al., , 2011 . More than a decade ago, Schaake et al. (1996) developed a simple water balance model and tested its sensibility for operating at time steps different from what it was calibrated at. It was recommended that in order to obtain the best performance, the model should be calibrated at the same time step as the one used for operation. Following this, a number of studies have been carried out on the time-step dependency of the hydrological model parameters (Finnerty et al., 1997; Tang et al., 2007; Littlewood and Croke, 2008; Wang et al., 2009; Cho et al., 2009; Kavetski et al., 2011) , for its implications in regionalisation at ungauged catchments or climate impact analysis, etc. However, the impact of the model time step, or using the equivalent expression in this study, i.e. the time interval of the model input data, on the inference of the catchment structure, model parameters and, more generally, the catchment behaviour remains poorly understood (Kavetski et al., 2011) . Furthermore, in operational applications, scientists are more interested in the improvement of the model accuracy and the appropriate use of the observational data rather than reducing the time dependency of the model parameters. Although the utilisation of hydrological observations at appropriately fine resolutions is advocated by Wagener et al. (2010) , there still remains a lack of general guidance allowing for hydrologists to better cope with this time interval issue in operational applications. Moreover, most of the previous studies are focused on the use of hydrological models for simulation. With respect to hydrological forecasting, this issue becomes more complicated by the involvement of another temporal concept -the forecast lead time. In such cases, a suitable choice of the time interval of the model input data is much more important, and deserves further considerations.
In the area of hydrological forecasting, it has been firstly addressed in the work of Remesan et al. (2010) that when the artificial neural network (ANN) is used for real-time flood forecasting, there is an optimal time interval for the input data. It has been found that the 30 min interval can produce more accurate forecast results than the 15, 60 and 120 min intervals in the Brue catchment of the UK, and the significance of the time interval impact on the forecasting accuracy is more prominent for longer lead times than shorter ones. The results are quite meaningful to data-driven mod-els, the performances of which are highly time-dependent, and improper data inputs could easily lead to overfitting (a serious weakness associated with such models). However, a question might arise: will this "optimal time interval" still exist for forecasting made by using the more widely applied conceptual rainfall-runoff models? The conceptual rainfallrunoff models encompass a broad spectrum of plausible descriptions of the physical rainfall-runoff processes, which are found to be both reliable and effective in various situations, especially for real-time hydrological forecasting (Bell et al., 2001) . The purpose of this study is to explore the general impact of the data time interval on hydrological forecasting using the conceptual rainfall-runoff model and a realtime updating scheme.
In this study, the intrinsic properties of observed rainfallrunoff data with different sampling intervals are firstly investigated from the perspective of the information loss using the spectral analysis tool of discrete wavelet transform. Then the impact of a data time interval on the accuracy of real-time hydrological forecasting is examined through case studies. A real-time forecasting system is constructed by incorporating the PDM with a real-time updating scheme, the autoregressive moving-average (ARMA) model. Rainfall-runoff data with different time intervals of 15, 30, 45, 60, 90 and 120 min are taken from four UK catchments with different drainage areas, and then used to drive the constructed forecasting system. Forecasts are made using different time-interval data with the forecast lead time ranging from 1 to 12 h. The underlying relation between the optimal data time interval and the forecast lead time is investigated, and the implications of the catchment concentration time on the selection of the optimal time interval is further discussed. Finally, based on the spectral analyses of the rainfall-runoff observations and the forecasting results from the case studies, a hypothetical pattern is proposed to describe the general impact of the data time interval and to provide hints on the selection of the optimal time interval in real-time hydrological forecasting.
Material and methods

Spectral analysis for rainfall-runoff data with different time intervals
Sampling methods for rainfall-runoff observations
Sampling refers to the process of converting a signal (e.g. a function of continuous time or space) into a numerical sequence (a function of discrete time or space) (Shannon, 1949 (Shannon, , 1998 . Hydrological processes are continuous in the time domain; however, most of the observed hydrological measurements are only available at discrete time intervals. There are two methods by which a continuous time function can be represented in a discrete time domain. One is to use a sampling data function where the value of the continuous function Q(t) in the j th time interval Q j is given simply by the instantaneous value of Q(t) at time j t:
The other way is to adopt a pulse data function, in which the value of the discrete time function Q j is given by the area under the continuous function Q(t):
The two principal variables of interest in hydrology, streamflow and rainfall, are measured as sampled data series and pulse data series, respectively (Chow et al., 1988) . When the values of streamflow and rainfall are recorded by gauges at a given instant, the flow gauge value represents the flow rate at that instant (in dimensions of (L 3 /T )), while the rainfall gauge value is the accumulated depth of rainfall (in dimension of (L) standing for the volume of rainfall (L 3 )) which has occurred up to that instant. By representing a continuous signal using discrete measurements, the sampling process always results in some kind of information loss. Figure 1 shows the rainfall-runoff measurements with sampling intervals of 15, 30, 60 and 120 min. It can be seen that as the sampling interval increases from 15 to 120 min, the flow curve is less smooth and the shape of the columns representing the rainfall volume becomes more approximate. Slower sampling leads to subsets of the datasets produced by fast sampling, and hence is less informative (Ljung, 1991) . However, from the theoretical aspect of the signal reconstruction, downsampled data can also result in a perfect reconstruction of the original signal by choosing an appropriate interpolation method and more importantly, complying with the sufficient condition of the Nyquist-Shannon sampling theorem (Nyquist, 1928 (Nyquist, , 2002 .
The theorem, often known as the sampling theorem, provides a lower boundary of the sampling frequency and thus an upper boundary of the sampling interval as a sufficient condition for a perfect reconstruction of the original signal in the absence of observational noise:
or equivalently,
where f s is the sampling frequency and B is the one-sided baseband bandwidth of the band-limited original signal. f s / 2 is defined as the Nyquist frequency, which is a property of the sampled system. If the condition is not satisfied, then the part of information of the original signal with frequencies beyond the Nyquist interval (−f s / 2, f s / 2) will be lost during sampling, and the spectral density inside the interval can be distorted in the process of signal reconstruction, which will lead to the phenomenon of aliasing (Mitchell et al., 1988) .
On the other hand, if the frequency of the downsampled data is higher than twice the bandwidth of the original signal, then the information loss can be neglected, and the original signal can also be successfully reconstructed. This has, at least from the theoretical aspect of the signal reconstruction, refuted the intuition of many modellers, and demonstrated that choosing a relatively larger time interval will not always deteriorate the modelling results.
Discrete wavelet transform
In order to further investigate the information content of the observed rainfall-runoff data with different sampling intervals before they are used in hydrological forecasting, discrete wavelet transform (DWT) is applied to investigate the energy distribution of the observed rainfall-runoff data in different frequency domains. DWT is a powerful mathematical tool for the spectral analysis of discrete signals, which is more efficient than the Fourier transform in studying non-stationary time series (Meyer, 1993; Polikar, 1999) . A most popular and efficient way to implement DWT is the Mallat decomposition algorithm (Mallat, 1989) , the process of which is illustrated in Fig. 2 . The decomposition level j is associated with a frequency band F calculated based on the sampling frequency f s :
The original signal is first decomposed into an approximation and an accompanying detail. The detail contains the high-frequency components of the signal within the frequency band F , while the approximation represents the low-frequency components below the band. Table 1 gives the corresponding frequency bands of the six wavelet decomposition levels for a 15 min data series obtained by using Eq. (5). The decomposition process is iterated, with successive approximations being decomposed in turn so that the original signal is broken down into many lower-resolution components. In this study, the decomposition is carried out by decomposing 1 yr observed rainfall-runoff data into six decomposition levels using the Daubechies wavelet of order 10, 12 and 20 (Daubechies, 1990; Labat et al., 2000 Labat et al., , 2004 . Since we are only interested in the general frequency profile instead of the frequency distribution details, the six wavelet decomposition levels are sufficient for this purpose.
The decomposition results are shown in Sect. 3.1 with explorations on the spectral characteristics of rainfall-runoff data with different time intervals.
Structure of the real-time hydrological forecasting system
Investigations on the impact of data time interval in this study are carried out based on a real-time hydrological forecasting system, which is constructed by integrating a conceptual rainfall-runoff model, the PDM, with a commonly used realtime updating scheme, the ARMA model.
The rainfall-runoff model: PDM
The PDM (Moore, 2007) is a lumped conceptual rainfallrunoff model which has been widely applied in various catchments in the UK and abroad. It could be viewed as a representative of the conceptual saturation-excess models used for the runoff simulation in humid and semi-humid regions. The PDM model is developed based on the scheme of the Xinanjiang model with a soil moisture storage capacity that varies over the catchment and is described by a simple probability distribution curve. Inputs to the model are the rainfall and the potential evaporation. Actual evaporation depletes the soil moisture storage, the rate of which depends on the soil moisture deficit and the potential evaporation. Further loss as recharge to the groundwater is defined by assuming that the rate of draining depends linearly on the current soil moisture conditions. The groundwater recharge is then routed through a "slow response system", which can be best represented by a cubic form of a nonlinear storage model (Dooge, 1973) . The direct flow, defined as the difference between the soil moisture storage at the beginning and the end of a time interval, is routed through "a fast response system", which is often described by a cascade of two linear reservoirs (O'Connor, 1982) . Further details of the model equations are presented by Moore (2007) . Figure 3 shows the conceptual structure of the PDM model. Table 2 lists the 13 parameters to be calibrated in the model.
The real-time updating scheme: ARMA
Error prediction is now a well-established technique for forecast updating in real time (Box and Jenkins, 1970; Moore, 1982) . The real-time updating scheme used in this study is wholly external to the deterministic model operation and thus can be easily applied in combination with any kind of rainfall-runoff models. A feature of errors from a conceptual rainfall-runoff model is that there is a tendency for errors to persist so that sequences of positive errors (underestimation) or negative errors (overestimation) are common (Moore, 2007) . This dependent structure in the error sequence may be exploited by developing an error predictor which incorporates the error structure and allows for future errors to be predicted. In this updating scheme, the structure of errors is analysed and the predictions of future errors are added to the deterministic model prediction to obtain the updated and improved forecasts of flow. With q t+l representing the modelling result of the observed flow Q t+l at a certain time t +l, directly obtained from the PDM model without incorporating the observed flow data, the error η t+l is defined as Q t+l −q t+l . Let η t+l|t denote a prediction of the error η t+l , which is made l steps ahead from a forecast origin at time t using an error predictor. Then a real-time forecast, q t+l|t , can be expressed as the sum of the predicted error and the original modelling result:
Among various forms of error predictors, the ARMA model is considered to be most appropriate and parsimonious (Moore, 2007) . The equations of the error predictions η t+l|t expressed by the ARMA model can be written as follows:
+ θ 1 a t+l−1|t + θ 2 a t+l−2|t + · · · + θ q a t+l−q|t l = 1, 2, ·, s , where ϕ 1 , ϕ 2 , · · · ϕ p and θ 1 , θ 2 , · · · θ q are autoregressive and moving-average parameters respectively, with (1990) and a t+l−i is the one-step ahead prediction error defined as
Equation (7) together with the related Eqs. (8-10) is used recursively to produce the error predictions of η t+1|t , η t+2|t , · · · , η t+l|t , from the available values of a t , a t−1 , · · · and η t , η t−1 , · · · . Using this error prediction methodology, the PDM model original modelling results, q t+l , can be updated using the error prediction η t+l|t , to calculate the required real-time forecast, q t+l|t , according to Eq. (6).
As for the number of parameters in the ARMA structure, i.e. ϕ 1 , ϕ 2 , · · · ϕ p and θ 1 , θ 2 , · · · θ p in Eq. (7), a third-order autoregressive with dependence on three past model errors has been proved to be an appropriate choice for UK conditions (Moore, 2007) . Thus the ARMA structure containing three autoregressive parameters and one moving-average parameters (with p = 3 and q = 1) is chosen as the updating scheme in this study. It should be noted that for the forecasts made from an origin t, by calculating the error predictor η t+l|t , the real-time observations of flow are assimilated into the forecasting results. For instance, with the structure of ARMA (3, 1), the observed flows at t, t − 1 and t − 2 are involved in the calculation of the error predictor η t+l|t , which are then added to the original model prediction q t+l to derive the updated result of q t+l|t according to Eq. (6). For the obtaining of q t+l , we assume the perfect knowledge of the future rainfall and potential evaporation, i.e. the observed catchment average rainfall and the MOSES (Met Office Surface Exchange Scheme) potential evaporation are used as the model inputs after the origin t. An automatic calibration procedure utilising an efficient population-based evolutionary optimisation technique, i.e. the particle swarm optimisation (PSO) algorithm Kennedy, 1995, 2001) , is adopted to estimate the four error-prediction parameters of the ARMA model and the 13 parameters of the PDM model.
Case study descriptions
Study catchments
Four catchments are selected from South West England, i.e. Bellever, Halsewater, Brue and Bishop_Hull, to carry out the case studies based on the constructed real-time forecasting system. They have different sizes of the drainage areas, varying from 20 to 200 km 2 , as shown in Fig. 4 . Except for the Bellever catchment, which is in the Devon area, with a maximum altitude of 604 m above sea level, the other three catchments are located in the area of North Wessex, with an average altitude of 119 m. All the catchments are predominantly rural areas with the main land-use types being the moorland, low-grade agriculture or woodland. Catchment descriptors are obtained from the Flood Estimation Handbook (FEH) (Bayliss, 1999) produced by the Centre of Ecology and Hydrology (CEH) in the UK. Meanings of the descriptors are explained in Table 3 , and values of the respective descriptors for the four catchments are listed in Table 4 . It can be seen from Table 4 that the average annual rainfall (SAAR) is 2095 mm for the Bellever catchment with the percentage runoff (SPRHOST) being 47.5 %, while the other three catchments have less rainfall (about 850-1000 mm per year) and slightly lower percentage runoff, i.e. 30.6 %, 36.4 % and 32.9 %. From the descriptors of the catchment size and configuration, it can be noticed that the increase of the catchment area (AREA) corresponds to an increase of LDP and DPLBAR, representing the longest and average length of the drainage path, which thus suggests an increasing travel time of the streamflow before it routes to the catchment outlet.
Data used in the case studies
Seven years of rainfall-runoff data are collected from the four catchments with a sampling interval of 15 min. The period is from October 1998 to September 2005 for Bellever, Halsewater and Bishop_Hull. Data from the HYREX (Hydrological Radar Experiment) project funded by the NERC (Natural Environment Research Council) are used for the Brue catchment from September 1993 to May 2000. All the data are downsampled into other sequences with time intervals of 30, 45, 60, 90 and 120 min. Daily potential evaporation data are obtained from the MOSES and then disaggregated into the same time steps as the rainfall.
For each catchment, 1 yr data are selected for the validation of the calibrated parameters of the rainfall-runoff model and the real-time updating scheme. Another 1 yr is used for independent evaluation of the model performance (i.e. the forecast accuracy). The remaining data of nearly five years are used for calibration. It is widely accepted that the information quality of the calibration data (i.e. the representativeness of the catchment's hydrological responses) is of more importance in deciding the performance of the calibrated model than the data length (Gupta and Sorooshian, 1985a, b) .
According to the conclusions of Liu and Han (2010) , a calibration dataset of 12 months contains sufficient information of hydrological variability to result in a reliable and stable model in the Brue catchment. In order to reduce the burden of the calculation work and improve the efficiency of data utilisation, in this study the most appropriate 1 yr data are selected from the calibration datasets for calibration using an effective selection index called the information cost function (ICF). More detailed information of the ICF index can be found in the work of Liu and Han (2010) .
The 5 yr calibration data are first split into a group of calibration scenarios with the fixed length of 12 months, using a moving window of one month. As a result, up to 50 calibration scenarios are resulted for each catchment. With the 1 yr validation data determined beforehand, the ICF index is used to select the most appropriate 10 calibration scenarios with sufficient hydrological information for calibration. Since the ICF index can only identify the relatively better calibration scenarios and not the absolutely best one, the 10 scenarios initially selected by ICF are used to carry out the calibration procedure. The best three calibrated models which have the best performances on the validation data are chosen to perform the real-time forecasting 1-12 h ahead using the testing data, an independent 1 yr dataset of the calibration and validation data. Finally, the forecasting performances of the best three models are averaged. This is to present more stable results, and in that way the uncertainty of calibration data, which is unavoidable in practice, can be involved in the final results.
It should be mentioned that the whole process described above is carried out for all the four catchments and repeated using data with different time intervals of 15, 30, 45, 60, 90 and 120 min. That is to say, for each data sequence with a certain time interval, the calibration and validation procedures are carried out to construct a forecasting system that is suitable to use with future data of the same time interval, and the real-time forecasting is made with the constructed system functioning at the same time step.
Results and discussion
Spectral differences of rainfall-runoff data with different time intervals
As mentioned in Sect. 2.1.2, the spectral analysis using discrete wavelet transform is carried out for 1 yr rainfall-runoff observations from the Brue catchment. The observed data are first obtained with a sampling interval of 15 min, and then downsampled to 30, 45, 60, 90 and 120 min data series according to different sampling methods of rainfall and streamflow described in Sect. 2.1.1. The decomposition results are shown in Table 5 . A detailed data processing procedure can be found in the explanation below the table. Since the results from the Daubechies wavelet of order 10, 12 and 20 1) and (2), each dataset is downsampled into another five series with time intervals of 30, 45, 60, 90 and 120 min. For a comparable analysis and a convenient calculation of the wavelet decomposition, extra data are added into the 30, 45, 60, 90 and 120 min data series in order to make them have the same amount of data as the 15 min series by either using a simple linear interpolation for the streamflow series or interpolating constant values for the rainfall. In such a case, all the data series have the same sampling interval of 15 min, and thus a sampling frequency of 1/900 Hz. The 47 pairs of data series of streamflow and rainfall with a certain time interval are used to perform the wavelet decomposition on 6 levels, which refer to the frequency bands of [278, 566] have very similar patterns, only those from the Daubechies wavelet of order 20 are presented. The energies shown in Table 5 can be interpreted as the magnitudes of information content of the 1 yr data in different frequency bands. For the flow, the majority of energy is distributed in the lower bands, with little energy in the higher bands of level 1 to level 4. As for the rainfall, the energy distribution is relatively balanced, with considerable amounts in all frequency bands. It has been pointed out by some studies (Bras, 1979; Bras and Rodriguez-Iturbe, 1976; Storm, 1989) that the catchment behaves like a low-pass filter to the climatic input data, e.g. rainfall and evapotranspiration, by absorbing their subtle time variability. To further investigate the energy variance in a certain frequency band caused by the flow and rainfall data with different time intervals, it can be noticed that the variances for the flow series are not ob-vious, considering the relatively large amounts of the total energies; however, with respect to the rainfall, the variances are more outstanding, which are on an increasing trend from the approximation to lower decomposition levels. In the lowfrequency band of [0, 35 × 10 −6 ] Hz (approximation + level 6 + level 5), where most of the energy of the flow data is distributed, the energy variance of the rainfall series is less obvious compared to that in higher frequency bands. Moreover, the energies of approximations are exactly the same for all the rainfall series. The difference of energy distribution for the flow and rainfall data with different intervals might be caused by the intrinsic characteristics of the two different hydrological processes, and also the different sampling methods.
Similar to the low-pass-filtering function of the catchment, the high-frequency variances of the rainfall inputs can be absorbed by the soil moisture reservoirs in the rainfall-runoff model (Oudin et al., 2004) . As a consequence, the information content of the rainfall input in the higher frequency bands, which can show large variances with regard to a different time interval, is not likely to be transformed into the simulated flow through the rainfall-runoff model. As discussed above, since the energy variances of the rainfall data in low frequency bands are not obvious, the transformed flow will not have much difference when using rainfall data with different intervals as the input of the rainfall-runoff model. This indicates that the increased sampling rate for the rainfall data may not necessarily improve the performance of the rainfallrunoff model. This has been verified by many studies; for example, Schaake et al. (1996) found that using 6 h, 12 h, 1-day, 2-day and 4-day rainfall data could generate similar simulation results of flow as long as the model was calibrated and operated at the same time intervals. However, this conclusion may only be true for pure simulation using the rainfall-runoff model. The energy distribution from the wavelet analysis is not enough to provide a general pattern for the impact of time interval on real-time forecasting, where the existence of the real-time updating scheme involves the historical flow data as another system input together with the rainfall. In the following sections, the impact of data time interval in real-time hydrological forecasting is explored through the case studies.
Relation between the optimal time interval and the forecast lead time
For the four catchments in the case studies, the following analyses of data time interval are based on the performances of the real-time forecasting system on the respective 1 yr testing data with lead times of 1-6, 9 and 12 h. The lead steps of the forecasting system constructed from data with different time intervals are shown in Table 6 . It can be noticed that for some forecast lead times such as 1, 2, 3, 4, 5 and 9 h, there are no integers for the time intervals of 45, 90 and 120 min. Therefore, forecasts are not made for such lead times by the forecasting systems constructed from the 45, 90 and 120 min data.
The forecasting results for the four catchments are shown in Table 7 , evaluated by the root-mean-square error (RMSE). Example hydrographs resulted from the best calibration scenario for the 4 h ahead forecasts using the 30 min data are shown in Fig. 5 . By examining each row of Table 7 , it can be seen that for a forecasting system built on data with a certain time interval, the RMSE value increases with the increase of the forecast lead time. This is the common case in realtime forecasting. The forecasting error increases as the lead time extends. The trend is more obvious in Fig. 6 , shown by the slopes of curves for the Nash-Sutcliffe efficiency (NSE) statistics (Nash and Sutcliffe, 1970) . For each catchment in the subfigure of Fig. 6 , all the six curves revealing the relationship between the performance of the forecasting system and the forecast lead time are on decreasing trends. When comparing the differences between the six curves, it can be found that as the lead time increases, the distance of the curves becomes increasingly larger until finally the curves are clearly distinct from each other. This means that when the lead time is small, e.g. from 1 to 6 h, the variance of the forecasts resulted from data with different time intervals is also subtle, while with the increase of the lead time, e.g. when exceeding 6 hours, the variance becomes more and more significant. This proves that the choice of the time interval does have a considerable impact on the forecasting results, which is even more prominent with longer forecast lead times than shorter ones. The lowest RMSE values for the forecasts made with a certain lead time are highlighted in Table 7 to show the optimal choice of the time interval for a certain lead time forecast. It can be seen that there is an increase of the optimal time interval for all four catchments when the lead time increases from 1 to 12 h. To further illustrate this, the rankings of the time intervals according to the RMSE values are listed in Table 8. An interesting phenomenon is revealed by the rankings; that is, the optimal time interval is replaced gradually by longer ones as the increase of the forecast lead time. Using the Brue catchment as an example, the optimal interval is 15 min for 1 h to 3 h ahead forecasts, while it is replaced by 30 and 60 min for forecasting made with lead times of 4 and 5 h; later the 90 min interval replaces 60 min as the best one when the lead time is longer than 6 h. Moreover, it should be pointed out that for the 15 min interval, although it is the optimal choice for the 1, 2 and 3 h ahead forecasting, it appears to be at the bottom of the ranking when the lead time is 12 h. This again indicates the importance of selecting the appropriate time interval in real-time forecasting rather than (a), (b), (c) and (d) . simply building the model using data as they are originally measured.
To make the patterns shown by Table 7 more obvious, the forecasting results are plotted in three-dimensional coordinates for the four catchments, as shown in Fig. 7 . The x axis stands for the data time interval (15, 30, 45, 60, 90 and 120 min) ; the y axis represents the eight forecast lead times (1, 2, 3, 4, 5, 6, 9, 12 h) ; and the values on the vertical z axis show the forecasting results in RMSE. In each subfigure, each of the eight suspended curves indicates the variance of the forecast accuracy with respect to different time intervals for forecasts made with a certain lead time. The lowest points of the eight curves (representing the optimal time intervals which result in the least forecasting errors) are projected onto the x-y plane and then connected together. The projection curve (in blue) thus reveals the relationship between the optimal time interval and the forecast lead time. It can be seen that all the four projection curves for the four catchments are on increasing trends, which indicates the increase of the optimal time interval with the increase of the forecast lead time. This is consistent with the previous conclusions made by examining the rankings in Table 8 . However, besides the positive relation between the optimal time interval and the forecast lead time, it can also be noted that the increasing patterns of the projection curves are quite dif-ferent for the four catchments. The reason for these various increasing patterns will be fully discussed in the next section.
Implications of the catchment concentration time
By examining the increasing pattern of the projection curves in Fig. 7 , it is interesting to note that the sharpest curve is generated by the catchment of Bishop_Hull in Fig. 7d , which has the largest drainage area of 202.0 km 2 and the largest LDP (longest drainage path) value of 40.21 km (see Table 4 ). Further, when comparing the projection curves in Fig. 7a and c produced by Bellever and Brue, it can be found the two curves start at the same values of the optimal time interval (both at 15 min) when the lead time is within 2 h, and become stable after the lead time exceeds 6 h. However, the middle section of the curve in Fig. 7c , which rises to 90 min at the lead time of 6 h, is much steeper than that of the curve in Fig. 7a , which only increases to 45 min at the same lead time. This may also be explained by the concentration times of the two catchments. From Table 4 , it can be seen that Brue has a larger area of 135.2 km 2 with higher indices of LDP and DPLBAR, suggesting a longer concentration time compared to Bellever, which has an area of only 21.5 km 2 . A further comparison of DPSBAR, which reflects the average steepness of the catchment, can also lead to the same conclusion. For the catchment of Brue, DPSBAR shows a lower value representing a lower catchment steepness, which thus indicates a longer concentration time compared to Bellever. All these facts imply that a longer concentration time might result in a sharper increase of the projection curve, while on the other hand, a flatter curve might be resulted from a catchment with a quicker response. FEH provides a simple method to calculate the catchment concentration time using a generalised model of the catchment descriptors derived by regression analysis (Houghton-Carr, 1999) , as shown by Eq. (11):
where T p stands for the time to peak of the instantaneous unit hydrograph. The advantage of this equation is that it is theoretically independent of the time interval, which enables an independent evaluation of catchment concentration time other than those normally derived by using rainfall-runoff data sampled with a certain time interval (Littlewood and Croke, 2008) . The calculated results of the four catchments are 4.36, 6.81, 8.37 and 8.82 h, respectively for Bellever, Halsewater, Brue and Bishop_Hull. This is in agreement with the above conclusion made by simply examining the values of the catchment descriptors of LDP, DPLBAR and DPS-BAR. It should be mentioned that results from the Eq. (11) also can only provide a provisional comparison of the concentration times, which may not be treated as the realistic response times of the catchment (Houghton-Carr, 1999) .
By a further check of the correlations between the concentration times and the increasing patterns of the projection curves in Fig. 7 , it can be noticed that the projection curve in Fig. 7b for the Halsewater catchment seems to be much flatter than the one in Fig. 7a produced by Bellever, although Halsewater has a larger catchment area together with larger values of LDP, DPLBAR and T p , and a lower average steepness (DPSBAR), compared to Bellever. Nevertheless, this might be explained to some extent by another index, ASPVAR (see Tables 3 and 4) , which reveals the invariability of the slope directions in every grid of the catchment. Halsewater has the largest ASPVAR value among the four catchments, which indicates the highest consistency of the directions of all catchment grids, and thus might result in a better concentration of the surface and subsurface flow. All the above analyses indicate that the concentration time might play a considerable role in influencing the selection of the optimal time interval when the forecast lead time is determined. It is known that a steeper, naturally wetter and more urbanised catchment tends to have a faster response, while the larger and longer the catchment is, the slower the response will be. However, besides the descriptors presented in Table 3 and used in Eq. (11), the concentration time is also affected by many other factors (Akan, 1989 ), e.g. the density of the watercourse, the consistency of the flow directions, the soil infiltration conditions, the rainfall intensity and the storm path, etc. As a consequence, although it can be deduced from the above analyses that the longer the concentration time is, the steeper the projection curve tends to be, the various influencing factors make it difficult to figure out how exactly the selection of the optimal time interval is affected by the concentration time. And it is far too early to say that the concentration time is definitely the principal factor determining the increasing pattern of the optimal time interval with respect to the increase of the forecast lead time. More research with various catchments bearing different response characteristics is needed to explore the underlying factors and their functions in determining the optimal time interval.
A hypothetical pattern for the selection of the optimal time interval
Based on the analyses of the forecasting results in the case studies, it is interesting to note that the conclusions from the four catchments are consistent with the findings in modern control engineering as mentioned in the introduction part; that is, the best forecasts with a certain lead time are not always produced by the finest time interval or the largest one. Conversely, in hydrological forecasting, the optimal choice of the time interval is found to be increased with the extension of the forecast lead time. Following this, a generalised pattern for the selection of the optimal time interval in realtime hydrological forecasting can be proposed, as shown in Fig. 8 , in similar three-dimensional coordinates as Fig. 7 . In Fig. 8 , the x, y and z axes represent the time interval, the forecast lead time and the forecasting error in the three subfigures respectively. Two U-shape curves are used to describe the relations between the forecasting error and the time interval in two cases when forecasts are made with a small forecast lead time and a long lead time, as shown respectively in Fig. 8a and b . The lowest points of the two U-shape curves, (X 1 , Z 1 ) and (X N , Z N ) thus represent the optimal choices of the time interval in the two cases. As concluded from the case studies, with the increase of the forecast lead time, the forecasting accuracy is decreasing and the optimal time interval is on an increase. Consequently, the two lowest points have the relations of Z 1 < Z N and X 1 < X N . This trend is more obvious when the two curves are represented in the three-dimensional coordinates in Fig. 8c . A connection of the projections of the two lowest points on the x-y plane (i.e. the red dotted line) reveals a positive relation between the optimal time interval and the forecast lead time, which is that the longer the lead time is, the larger should the optimal time interval be. Although this projection curve is found to be positive by the case studies, the exact increasing pattern cannot be easily determined. The increasing rate can be either a constant or an accelerating/decelerating value, or even a non-monotonic rate, which is found to be highly related to the characteristics of the catchment, such as the concentration time discussed in Sect. 3.3. Table 9 . Forecasting results shown in RMSE (m 3 s −1 ) for the four catchments using data with different time intervals: similar to Table 7 but without updating of the ARMA model. The lowest RMSE value for a certain lead time is highlighted to show the optimal data time interval. It should be emphasised that this hypothetical pattern of the optimal time interval is especially proposed for real-time forecasting, rather than simulation with only the rainfallrunoff model. When making forecasts using either the datadriven model (e.g. ANN and TF model, etc.) or the physically based rainfall-runoff model together with a real-time updating scheme, an extrapolation is made based on the historical data and into the future. Too dense data will result in worse extrapolation further into the future, while too sparse data can also make the extrapolation fail in the very near future. In essence, this is why using different data time intervals makes a difference to the forecasting results. On the other hand, for the simulation mode using the rainfall-runoff model only, the simulated flow may not vary too much when different data time intervals are used. As analysed in Sect. 3.1, this is due to the low-pass-filtering function of the rainfall-runoff model, which filter out high-frequency variances of the rainfall data with different time intervals as the input of the system. However, in real-time forecasting, besides rainfall, the flow observations are involved as another input of the modelling system through the updating scheme (e.g. the ARMA model). This can explain why the optimal time interval exists in real-time forecasting but not in the case of pure simulation, at least for those commonly used time intervals examined in this study. But it is believed that with an infinitely small or large time interval, modelling results in simulation mode can also deteriorate due to the involvement of measurement noises or the lack of efficient representation of the original signals of rainfall.
Forecast lead time (h)
It should also be explained that the optimal time intervals found for the four catchments in the case studies and their relations with the forecast lead times are to some extent subject to the specific structure of the forecasting system (i.e. the rainfall-runoff model and the updating scheme). As discussed above, the updating scheme is the most likely reason for the existence of the optimal time interval and its positive relation with the forecast lead time. It is interesting to see how much the current results depend on the updating scheme, i.e. the ARMA model in this study. Table 9 lists the forecasting results of the four catchments using the same datasets and methodologies as described in the case studies, but without the real-time updating using the ARMA model. Instead, previous one-step errors are directly added to forecasts of the future flow. It can be seen in Table 9 that there is an overall increase of the forecasting errors compared to the results with the use of the ARMA model (shown by Table 7). For a certain forecast lead time, the optimal time intervals still exist, and they show an increasing trend with the increase of the forecast lead time. However, the optimal values are not identical to those in Table 7 . For a better comparison, the optimal time intervals are plotted in Fig. 9 against the forecast lead time in the two circumstances with and without the updating of ARMA. It can be found for each study catchment in Fig. 9 that the increasing pattern of the curve without ARMA updating is not as sharp as the ARMA one. These modest patterns indicate that the impacts of the data time interval are alleviated when the ARMA model is not used. However, it is still true that the increasing pattern is sharper for larger catchments without the use of ARMA; for example, the optimal time intervals for the 12 h lead time increase to 90, 60, 30 and 30 min for the catchments of Bishop_Hull, Brue, Halsewater and Bellever with a decreasing drainage area respectively. The results without the use of the ARMA model can be treated as a baseline to evaluate the impact of the data time interval when more complicated updating schemes are adopted in the forecasting system. Regarding the differences caused by using different updating schemes, it is important that more case studies are explored using different forecasting systems (i.e. combinations of different rainfallrunoff models with different updating schemes) in various geographical and climatic regions. In such a case the proposed hypothetical pattern of the data time interval may be further verified and improved, or otherwise refuted; for example, is the pattern universal or only applicable to a certain types of forecasting systems and catchments? Another question that deserves attention is the estimation of the catchment areal rainfall, which is regarded as one of most significant sources of uncertainty in hydrological forecasting (Sene et al., 2009) . In this study, the simplest linear weighting method, i.e. Thiessen polygons, is used to average the rain gauge observations for the catchments. The four catchments have relatively small areas (20 to 200 km 2 ) covered by dense rain gauges. Take the Brue catchment, for example; it has 49 tipping-bucket rain gauges over the drainage area of 135.2 km 2 . Although the other three catchments have lower rain gauge densities, they show very similar patterns of the forecasting results to the Brue. In this case, the estimation of the catchment areal rainfall is not a major problem in this study. However, for large catchments with sparse rain gauge networks, the averaging methods may bring uncertainties in revealing the true patterns between the optimal data time interval and the forecast lead time. The question becomes broader in the combination of the spatial information of radar with the point observations of rain gauges, especially when the radar estimates of rainfall are involved Moore, 2008, 2009) . Besides the estimation of the areal rainfall, the error measurement statistics adopted to evaluate the performance of the forecasting system may also bring uncertainties into the study. Hall (2001) addressed the error measurement issue and analysed 10 commonly used indices to evaluate the goodness of fit of a model to a set of observations, and it was found that not a single error measurement method was perfect. In this study, two square-error-based statistics, RMSE and NSE, were chosen considering their popularity in hydrological forecasting. However, other error evaluation methods are worth trying in order to attest to whether the hypothetical pattern is limited to a certain type of error measurement statistics.
Conclusions
This paper explores the time interval of the model input data and its impact on the hydrological forecasting system, consisting of a conceptual rainfall-runoff model and a real-time updating scheme. Modern telemetry system is able to measure and record hydrological variables with increasingly higher sampling rates; for example, nowadays rainfall data can be collected once a second by the optical rain gauge. An important problem deserving of attention from hydrologists would be which suitable time interval should be used; that is, should our hydrological forecasting system use rainfall and flow data measured in seconds? Such a problem has long been recognised in control engineering, but is a largely ignored topic in the area of operational hydrological forecasting.
In the beginning of this study, discrete wavelet transform is used to examine the spectral variances of rainfall-runoff data with different time intervals in the frequency domain. It is found that the rainfall signal has energy spread more widely than the flow, but due to the low-pass-filtering function of the rainfall-runoff model, the high-frequency variances of the rainfall signal with different time intervals are not likely to be transformed into the flow. This indicates that higher sampling rates may not always help to improve the results of rainfall-runoff modelling. To further investigate the impact of time interval in real-time hydrological forecasting, which becomes more complicated by involving the flow data as the system inputs by the updating scheme, case studies are carried out in four catchments with different drainage areas and concentration times. Main findings from the case studies can be concluded as follows: (1) the data time interval does have a considerable impact on the performance of the forecasting system, which is more prominent to longer lead times than shorter ones; (2) there exists an optimal time interval for forecasts made with a certain lead time, and the length of the optimal time interval is increasing with the increase of the forecast lead time; (3) the positive relation between the optimal time interval and the forecast lead time can show various patterns, which is found to be highly related to the catchment concentration time; and (4) the longer the concentration time is, the more dramatically the optimal time interval tends to increase with the increase of the forecast lead time. Finally, according to the results of the case studies, a hypothetical pattern is proposed in three-dimensional coordinates for the selection of the optimal time interval in real-time hydrological forecasting.
It should be recognised that the data time interval issue addressed in this study has not yet been completely solved by the control engineers even though they have many decades of experience with this problem. According to Ljung (1999) , it is impossible to deduce a mathematical expression for the identification of the optimal time interval for highly nonlinear systems. Only for very simple models, e.g. the Gauss-Markov process, may the problem be addressed by a deductive approach. Rainfall-runoff models together with the real-time updating schemes are highly nonlinear and diverse, which militate against a deductive derivation and favour an inductive approach. Although nowadays most operational hydrological forecasting systems still have low data sampling rates (daily or hourly), the future is that higher sampling rates will become more widespread and there is an urgent need for both academic and practising hydrologists to realise the significance of the data time interval issue. The main purpose of this study is to remind the hydrologists of this issue when they are dealing with a "data-rich environment" rather than providing a general mathematical formula for selecting the most appropriate data time interval. Therefore the best way to identify the optimal time interval is to explore various forecasting systems with different catchments, and as a result hopefully a more general pattern applicable to a wide range of cases can be finally found.
