Most common genetic disorders have a complex inheritance and may result from variants in many genes, each contributing only weak effects to the disease. Pinpointing these disease genes within the myriad of susceptibility loci identified in linkage studies is difficult because these loci may contain hundreds of genes. However, in any disorder, most of the disease genes will be involved in only a few different molecular pathways. If we know something about the relationships between the genes, we can assess whether some genes (which may reside in different loci) functionally interact with each other, indicating a joint basis for the disease etiology. There are various repositories of information on pathway relationships. To consolidate this information, we developed a functional human gene network that integrates information on genes and the functional relationships between genes, based on data from the Kyoto Encyclopedia of Genes and Genomes, the Biomolecular Interaction Network Database, Reactome, the Human Protein Reference Database, the Gene Ontology database, predicted protein-protein interactions, human yeast two-hybrid interactions, and microarray coexpressions. We applied this network to interrelate positional candidate genes from different disease loci and then tested 96 heritable disorders for which the Online Mendelian Inheritance in Man database reported at least three disease genes. Artificial susceptibility loci, each containing 100 genes, were constructed around each disease gene, and we used the network to rank these genes on the basis of their functional interactions. By following up the top five genes per artificial locus, we were able to detect at least one known disease gene in 54% of the loci studied, representing a 2.8-fold increase over random selection. This suggests that our method can significantly reduce the cost and effort of pinpointing true disease genes in analyses of disorders for which numerous loci have been reported but for which most of the genes are unknown.
The completion of various genome-sequencing projects and large-scale genomic studies has led to a wealth of available biological data. It is anticipated that this information will revolutionize our insight into the molecular basis of most common diseases by making it easier and quicker to identify genes with variants that predispose to disease (i.e., disease genes). At the moment, we are faced with many disease susceptibility loci, resulting from linkage or cytogenetic analyses, that cover extensive genomic regions. Usually, when the genes in these loci are assessed, positional candidate genes become apparent that can be linked to the phenotype being studied on the basis of their biological function.
However, the most obvious functional candidate gene from a disease locus does not always prove to be involved in the disease.
e.g., [1] [2] [3] [4] [5] Often, genes that would not have been predicted to be disease causing prove to be the true disease gene-for example, the BRCA1 gene in early-onset breast cancer. 6 Moreover, although these disease genes might have been assigned biological functions, it is not always evident how these functions relate to disease. Finally, genes with unknown functions are often overlooked, as attention is paid only to well-studied genes for which functions and interactions have been identified or implicated, some of which can be related to the disease pathogenesis. For example, in Fanconi anemia, at least 10 disease genes were identified, 7 but only a few had a known function. However, follow-up research [8] [9] [10] revealed that five of those genes function in the same protein complex. Another example is limbgirdle muscular dystrophy, in which many of the disease genes encode for proteins that are part of the dystrophin complex. 11 This emphasizes the importance of taking an unbiased approach to assessing positional candidate genes.
Faced with the absence of complete functional information for the majority of genes in susceptibility loci, it is difficult to prioritize the positional candidate genes correctly for further sequence or association analysis. However, high-throughput genomic work has now yielded relatively unbiased genomewide data sets [12] [13] [14] [15] that comprise known metabolic, regulatory, functional,
Figure 1
Basic principles of the prioritization method for positional candidate genes with the use of a functional human gene network. The method integrates different gene-gene interaction data sources in a Bayesian way (left panel). Subsequently, this gene network is used to prioritize positional candidate genes, with all genes assigned an initial score of zero. In the example (right panel), three different susceptibility loci are analyzed, each containing a disease gene (P, Q, or R) and two nondisease genes. In each locus, the three positional candidate genes increase the scores of nearby genes in the gene network, by use of a kernel function that models the relationship between gene-gene distance and score effect. Genes within each locus are ranked on the basis of their eventual effect score, corrected for differences in the topology of the network (see the "Material and Methods" section).
and physical interactions. There is, however, little integration of these diverse data sets into a coherent view of possible gene and protein interactions that can be used to investigate relationships between genes in different genetic loci. We have tried to address this problem by developing a functional human gene network that comprises known interactions derived from the Biomolecular Interaction Network Database (BIND), 12 the Human Protein Reference Database (HPRD), 13 Reactome, 15 and the Kyoto Encyclopedia of Genes and Genomes (KEGG). 14 Since these data sets contain a limited number of known interactions, we implemented a Bayesian framework to complement these relationships with a large number of predicted interactions by relying on evidence for putative gene relationships based on biological process and molecular function annotations from the Gene Ontology database (GO). 16 We further incorporated experimental data-namely, coexpression data derived from ∼450 microarray hybridizations from the Stanford Microarray Database (SMD) 17 and the NCBI Gene Expression Omnibus (GEO), 18 along with human yeast two-hybrid (Y2H) interactions 19 and interactions based on orthologous high-throughput protein-protein interactions from lower eukaryotes. 20 Our interaction network was then used to test whether we could rank the best positional candidates in susceptibility loci on the basis of their interactions, assuming that the causative genes for any one disorder will be involved in only a few different biological pathways. This would be apparent in our network as a clustering of genes from different susceptibility loci, resulting in shorter gene-gene connections between disease genes than one would expect by chance ( fig. 1 ). Our method (called "Prioritizer") analyzes susceptibility loci and investigates whether genes from different loci can be linked to each other directly 21 or indirectly. 22 When we constructed artificial loci of varying size around susceptibility loci from 96 different genetic disorders (each containing at least three loci) and used Prioritizer in our most comprehensive gene network to rank the positional candidate genes for each locus, we were able to significantly increase the chance of detecting disease genes.
Material and Methods

Functional Gene Network Reconstruction
As a basis for the gene network, we used annotations from Ensembl, 23 On the basis of this set of genes, a comprehensive "gold standard" set of validated direct gene-gene relationships (true positives) was determined using both BIND (September 15, 2005) and HRPD (September 15, 2005) to extract human, curated protein-protein interactions, the proteins of which were mapped to Ensembl gene identifiers. In addition, all hu-man pathways from Reactome (September 15, 2005) and KEGG (September 15, 2005) were used to derive direct interactions that were of transcriptional, physical, or metabolic origin, since pathways are usually composed of genes and proteins that interact with each other in various ways. We chose to allow interactions of physical, metabolic, and regulatory origin to be included within our network, because, for instance, mutations in either one of two genes encoding proteins in the same metabolic pathway or protein complex could lead to the same disease phenotype.
Because the true-positive gold standard only describes a limited number of relationships between a limited number of genes, we also used data from GO, coexpression data derived from microarray experiments, conserved protein-protein highthroughput data, and human Y2H interaction data to predict interactions of the remaining gene pairs. We used a Bayesian classifier, because these four types of data were of varying reliability and only contained information about a subset of the data. The classifier allows for combining dissimilar data sets, can deal with missing data, and uses conditional probabilities that can be well interpreted and that control for the varying reliability of the data sets.
24-29
Training of Bayesian Classifier on Gold Standard
For the prediction of interactions, we used a Bayesian classifier type that assumed all data sets had been binned. This operation was performed for each gene pair, and it determined, for each data set, to which bin the pair belongs. Because the number of bins per data set was limited, each bin contained many gene pairs. Subsequently, for each bin, we determined the likelihood ratio between the proportion of gene pairs known to interact and the proportion of gene pairs known not to interact. This measure indicates whether there is an overor an underrepresentation of truly interacting gene pairs in the bin, which specifies the conditional probability estimates of the Bayesian classifier; thus, training of the classifier is straightforward.
However, to be able to train the classifier by determining likelihood ratios of sets of gene pairs, it was crucial that the gold standard, containing the aforementioned well-defined set of curated true-positive gene pairs, be complemented with a set of gene pairs for which there is strong evidence that they, or the proteins they encode, do not functionally interact (true negatives). As has been discussed by others, 30 the construction of this true-negative reference set is problematic, because it is impossible to be certain that two genes (i.e., their protein products) do not interact. However, by assuming that genes encoding for proteins localized within different cellular compartments are, in general, unrelated, it is possible to make a list of gene pairs that are unlikely to interact. The GO Cellular Component annotations were used to yield groups of gene pairs that have exclusive cellular component annotations. To overcome a strong selection bias in the classifier toward wellannotated genes (details provided in appendix A [online only]), only the 5,105 genes that were part of a true-positive gene pair at least three times were allowed to form true-negative gene pairs. We chose combinations of cellular organelles that were highly underrepresented ( ; ) within 2 Ϫ10
x p 2,490 P ! 10 the true-positive set, which resulted in gene pairs for the following combinations: nucleus and extracellular matrix, protein complex and Golgi apparatus, protein complex and Golgi stack, non-membrane-bound organelle and Golgi stack, non-membrane-bound organelle and extracellular space, nonmembrane-bound organelle and Golgi apparatus, extracellular region and organelle membrane, mitochondrion and extracellular matrix, extracellular space and organelle membrane, extracellular space and Golgi stack, organelle membrane and extracellular matrix, extracellular matrix and Golgi stack, extracellular matrix and ubiquitin ligase complex, and ubiquitin ligase complex and Golgi stack.
Preprocessing and Binning of Data Sets
To allow for Bayesian integration, the GO data, microarray coexpression data, and orthologous and human protein-protein interactions data were preprocessed and binned. Biological Process and Molecular Function GO annotations were derived from Ensembl, and two measures of relatedness for each of the two data sets were determined, resulting in a total of four different GO measures of relatedness. First, we determined, for each Biological Process GO term, how many of the genes had been assigned this term. Then, we determined which Biological Process GO terms were shared between the two components of each gene pair, for all the pairs. This led to the shared GO term that was annotated in the least number of genes, and its frequency of occurrence was used as a measure. GO terms GO:0000004 (biological process unknown) and GO:0005554 (molecular function unknown) were discarded, since genes that shared either of these highly unspecific terms should not be related to each other on the basis of this information. The same procedure was performed to generate the first measure of Molecular Function GO relatedness.
The second measure determined the maximal hierarchical depth at which a gene pair shared a Biological Process GO term. This hierarchical depth was defined as the shortest number of branches necessary to go from one Biological Process GO term back to the GO root. The same method was used to generate the maximum hierarchical depth of the Molecular Function GO sharing measure.
Coexpression between genes was determined in microarray data sets from GEO and SMD. Individual data sets comprised an experiment that contained at least 10 hybridizations. To ensure that the quality of the intensity measurements was reliable, various filtering steps were performed to exclude spots with low signal-to-noise ratios. 31 Within the SMD data sets, intensity spots were filtered out that were either missing or contaminated, and the mean intensity of spots had to be at least 2.5 times higher than the average background signal of the microarray. Since GEO contains both ratiometric and Affymetrix single-spot intensity microarray data sets, we used different filtering strategies. The 5% of genes with the lowest maximal intensity were removed from the Affymetrix data sets. For both SMD and GEO, expression ratios were log 2 transformed. Microarray features missing у25% of expression measurements in a data set after filtering were excluded. All features were assigned Ensembl gene identifiers by comparing their sequences to Ensembl transcripts with the use of SSAHA. 32 To determine which gene pairs showed coexpression, the
Figure 2
Integration of data sets in four gene networks. a, Data sets were benchmarked against a set of 55,606 known true-positive gene pairs derived from BIND, KEGG, HPRD, and Reactome and 800,608 true-negative gene pairs derived from GO. The Venn diagram indicates the data sources from which the true positives were derived and their degree of overlap. Numbers in parentheses indicate the number of interactions that are provided by each of the data sets. b, Potential gene-gene interactions derived from GO, microarray coexpression data, and human and orthologous protein-protein interaction data were integrated using a Bayesian classifier. The steps involved in building this classifier are shown.
mutual information was calculated between all the genes represented within each data set 33 if there were at least 10 nonmissing data points. As a preprocessing step, expression levels were ranked; this invertible reparameterization did not affect the mutual information. Next, for each pair of genes, the joint distribution of expression levels was estimated by calculating a histogram with overlapping windows. The range was divided into six windows, where each window extends to the center of the next window. The number of windows was chosen by optimizing the error rate for the mutual information derived from analytical probability densities. 33 In this way, each data point contributes to two windows, except at the extremities. Finally, on the basis of the resulting distribution, the mutual information (MI) between each pair of genes was calculated as
,
where H(X) is the in-MI(A,B) p H(A) ϩ H(B) Ϫ H(A,B)
formation-theoretic Shannon entropy. 34 For each microarray data set, the MI score was binned. This allowed the subsequent Bayesian classifier to determine the likelihood ratio, indicating whether gene pairs within each bin contained an overrepresentation of truly interacting gene pairs. Once the likelihood ratios had been determined for each data set, a receiver operator characteristic (ROC) curve was constructed, and the area under the curve (AUC) was calculated. Data sets that had a minimal AUC of 0.59 were combined in a naive way-for each gene pair, the likelihood ratios were multiplied by each other, resulting in a final microarray coexpression likelihood ratio for each gene pair.
Two orthologous protein-protein interaction data sets from Lehner and Fraser 20 were used to supplement the GO and microarray coexpression data. One data set contained computationally predicted human protein interactions that had been physically mapped within Ensembl genes. The second data set contained a subset of these protein pairs, to which Lehner et al. had assigned a higher confidence. Three bins were constructed: one containing the higher-confidence gene pairs, one containing the remaining lower-confidence pairs, and a third containing all the other unobserved gene pairs.
A human Y2H protein-protein interaction data set from Stelzl et al. 19 was integrated by mapping the HUGO identifiers to Ensembl genes. Two bins were constructed: one containing the gene pairs for which a Y2H interaction was reported, and one containing all the other unobserved gene pairs.
Network Integration
The Bayesian classifier was employed to integrate the various binned types of data. We chose not to learn the Bayesian network structure from the data but to use a predefined Bayesian network structure, for which the conditional probabilities were determined by benchmarking the various data sets against the gold standard ( fig. 2 ) (details provided in appendix A). We subsequently generated four gene networks. One network contained evidence for interaction based on the GO data (GO network). Another network contained evidence for interaction derived from integrating the microarray coexpression and predicted protein-protein interaction data in a naive way (MAϩPPI network). A third network combined, in a naive way, the GO and MAϩPPI networks (GOϩMAϩPPI network), and this was complemented with all known true-positive interactions in a final network (GOϩMAϩPPIϩTP network). To relate interacting genes directly or indirectly, an all-pairs shortest path was calculated for each gene network. 35 This measure of the minimal path length between pairs of genes was used in the subsequent method to associate disease genes with each other.
Disease Analysis and Positional Candidate-Gene Prioritization
Prioritizer assesses whether genes residing within different susceptibility loci are close together within the gene network. This indicates that this method could also work with diseases for which only two loci have been identified. However, in such a case, there is a considerable probability that two genes, each residing in a different locus, would interact by chance. We therefore restricted the analysis to diseases for which at least three contributing disease genes had been identified. These diseases and disease genes were derived from the Online Mendelian Inheritance in Man (OMIM) database, 36 by text mining the first paragraphs of all OMIM disease entries as of March 1, 2005 , and extracting the OMIM gene numbers contained within these paragraphs (table A1 in appendix A). The HUGO gene name was later extracted from these OMIM entries and was mapped to an Ensembl gene name. If, for any one disease, there were two disease genes situated at the same chromosome and positionally !200 genes apart, one of the two genes was randomly removed to ensure that no loci would overlap.
The diseases for which at least three disease genes remained after filtering were analyzed by artificially generating susceptibility loci around the disease genes, in a range from 50 to 150 genes, in steps of 50. All 20,334 genes were assigned an initial effect score of zero, and, subsequently, all loci were traversed. Using each gene network for all positional candidate genes residing in a particular locus, we determined whether any of these genes were functionally closely related to genes physically residing inside another susceptibility locus. If this was the case, the effect score of the related gene that was functionally close but physically in another locus increased ( fig.  1 ), by use of the following Gaussian kernel scoring function:
where "distance" is defined as the all-pairs shortest path between the two genes. The kernel function width was chosen arbitrarily, but a sensitivity analysis showed that different widths did not influence the results much (data not shown). By applying this function, positional candidate genes that resided in different loci but that were functionally closely related in the gene network were assigned higher scores than positional candidate genes that were functionally far apart from each other. To correct for differences in topology of the gene network, an empiric P value was determined for each positional candidate gene through permutation of the other loci 500 times by reshuffling them across the genome and recalculating the effect scores. This permitted a probability density function to be determined per positional candidate gene, for which the empiric P value could be looked up. For each locus, the positional candidate genes were prioritized on the basis of this P value.
Results
Construction of a Functional Gene Network
The basis for our human gene network was a gold standard of validated gene-gene interactions (true positives) and a further set of gene-gene pairs that were deemed highly unlikely to interact (true negatives). To construct the set of true-positive gene pairs, 2,788 confirmed, direct, physical protein-protein interactions were derived from BIND; 18,176 confirmed human protein interactions were derived from HPRD; 22,012 direct functional interactions were derived from KEGG; and 16,295 interactions were derived from Reactome. This resulted in 55,606 unique true-positive gene relationships ( fig. 2a) . For the true-negative set, gene pairs were selected that encode for proteins localized in different cellular compartments. The combinations of cellular compartments were selected from their underrepresentation in the set of true positives (see the "Material and Methods" section). This resulted in 801,108 pairs, of which 500 were known to be true-positive gene pairs, and these were therefore removed from the set of truenegative gene pairs.
We trained the classifier on this gold standard and constructed functional human gene networks on the basis of GO data, microarray coexpression data, and inferred protein-protein interactions, as well as combinations of these. First, for each gene pair, we assessed whether the genes shared GO annotations, which were derived for 15,045 genes from Ensembl. Sharing of GO terms was based on the frequency of the least-common GO term shared between two genes and the maximal depth in the GO hierarchy at which two shared terms lay. Gene coexpression was calculated in 186 microarray data sets derived from GEO and 75 data sets from SMD. However, most of these data sets were not highly informative, as judged by their ability to identify true-positive gene interactions with a low false-positive rate. Because it is known that many classifiers perform best when a subset of features are used, 37, 38 we used only four informative microarray coexpression data sets for classification, [39] [40] [41] [42] each showing a minimal AUC of 0.59. In total, these data sets contained 461 microarray hybridizations. Finally, protein-protein interactions were derived from the Lehner and Fraser 20 data set containing human protein interactions predicted by mapping physical protein interactions from various Saccharomyces cerevisiae, Drosophila melanogaster, and Caenorhabditis elegans interaction data sets to orthologous human gene pairs. Of the 71,806 predicted gene pairs, we were able to physically map 62,635 gene pairs with both genes in the pair mapping to known Ensembl genes. A subset was defined by Lehner and Fraser 20 that contained 10,652 gene pairs deemed to be of higher confidence, of which 10,139 gene pairs could be mapped. In addition, we used 3,186 human protein-protein interactions identified by automated Y2H interaction mating by Stelzl et al., 19 of which 1,751 could be mapped to different Ensembl gene pairs.
We assessed the performance of our classifier on the
Figure 3
ROC curve of the GO network, the MAϩPPI network, and the combined GOϩMAϩPPI network. The baseline (solid gray line) indicates the performance of a classifier that would be totally uninformative.
basis of these various data sources in three different gene networks generated on the basis of a Bayesian framework, after preprocessing and binning of the data sets. As mentioned above, one network was generated solely on the basis of GO data (GO network), one network was based on both microarray coexpression and predicted protein-protein interaction data (MAϩPPI network), and an overall network contained all three types of data (GOϩMAϩPPI network). ROC curves (fig. 3) show the performance of the reconstructed GO, MAϩPPI, and GOϩMAϩPPI gene networks, which were constructed by cross-validating all data sets 10 times against the gold standard set, to mitigate overfitting (details provided in appendix A). When we compared the performance of the various gene networks, it became evident that the GO data set provided the most accurate evidence for interaction. The AUC was 88%, compared with 50% for an uninformative classifier. The ROC for the MAϩPPI network shows that coexpression data derived from microarray expression, in conjunction with the orthologous protein-protein interaction data, correctly inferred functional interactions (
), but to a AUC p 68% lesser extent than the GO network. Nevertheless, as can be deduced from the GOϩMAϩPPI network, addition of the microarray coexpression and the orthologous protein-protein interaction data to the GO network improved slightly the accuracy of the network (AUC p ). In accordance with most networks described in 90% the literature thus far, 43 our reconstructed networks have a connectivity that follows a scale-free power-law distribution, which has also been demonstrated for other organisms. [44] [45] [46] This is most apparent when the topology of the MAϩPPI network is assessed (see appendix A).
To validate our network, we used a list of 2,574 Y2H interactions that recently became available 47 to assess whether our gene network had predicted an interaction for these gene pairs. We first mapped the set to Ensembl pairs and then removed all pairs that were in our gold standard true-positive set, to ensure that we only assessed newly identified interactions. This resulted in a set of 1,318 novel gene pairs.
We then assessed whether our gene network had predicted an interaction for these pairs. While Y2H interactions are known to regularly yield false-positive results, 48 we decided to test whether the distribution of likelihood ratios for these gene pairs was significantly different from a null distribution of 10,000 gene pairs sampled by generation of random gene pairs by selecting two genes at a time from the set of all individual genes that made up the Y2H gene pairs. The results show that the 1,318 Y2H gene pairs have a significantly higher likelihood ratio than the null distribution ( , P p .0003 by Wilcoxon Mann-Whitney test), which indicates that our gene network is capable of inferring as-yet-unknown interactions.
To allow researchers to look up known and predicted interactions and to identify the shortest routes between genes and susceptibility loci, we developed a Web tool, which is publicly available at the GeneNetwork Web site. The known and predicted interactions can be shown for each gene of interest, along with information about the source of evidence from which they were derived and how strong this evidence was. In addition, there are interactive graphs to visually explore how multiple genes interact with each other. All the data files (including the sets of true-positive and true-negative gene pairs) can be downloaded, along with a Java application programming interface, which can facilitate the development of new methods that use this gene network. Every 2 mo, we will update the gene network, on the basis of the most recent releases of the various repositories used in its construction.
Increased Functional Interactions Shown by Genes Associated with a Particular Disease
We first examined our hypothesis that genes associated with genetic disorders frequently share functional links, by assessing whether, for a disease, these causative genes were functionally more closely related to each other than a set of genes of equal size that were randomly selected from the full set of 345 unique disease genes of the 409 disease genes that were extracted from OMIM entries on disorders for which at least three causative genes were known. This set of disease genes was used as a background distribution to prevent bias, since the disease genes are generally better characterized than the complete set of genes in the network. We generated one extra network (GOϩMAϩPPIϩTP network) that complemented the GOϩMAϩPPI network with all known true-positive gene pairs, and we calculated the shortest direct or indirect distance between all pairs of genes. In 76 (79%) of the 96 diseases, the total distance between all combinations of disease genes in one disease was, on average, lower than the total distance between all combinations of randomly selected disease genes in 10,000 permutations. This confirms our hypothesis that, in the majority of diseases, the causative genes are indeed closely related functionally.
Genes implicated in disease processes tend to be studied more than those not implicated, which could result in a bias in the gene network based on GO annotations, since these represent known functional annotations. To assess the degree to which this possible bias affected our gene network, we looked at network connectivity. The average number of direct interactions involving disease genes was 199, compared with an average of 203 for the other 11,875 genes that interacted with at least one other gene. This indicates that other genes are equally represented in the gene network, despite the fact that disease genes may have been studied more.
Increased Power to Detect Disease Genes Provided by a Functional Gene Network
Usually, researchers pick a limited number of candidate genes in susceptibility loci to follow-up, because it is too costly and labor intensive to analyze all the genes residing in these loci. As a result, these studies have a limited chance of finding disease-related variants, largely depending on the size of the loci and the number of genes selected. Using a test set of known disorders in a similar setup, we evaluated the ability of our reconstructed network to correctly prioritize positional candidate genes in a set of top-ranked candidate genes of typical size (5-10 genes). The test set consisted of 96 different disorders, for which a total of 409 disease genes (345 unique genes) had been identified. These were obtained from OMIM, with 3-10 disease genes per disease (average 4.3 genes per disease) (table A1 in appendix A). Of the diseases, 59 are of Mendelian origin, 17 have complex inheritance, and 20 are various types of cancer (table 1) .
The ability of the functional human gene network to correctly prioritize known disease genes was assessed by creating artificial, nonoverlapping susceptibility loci around these disease genes. Since many genes in these loci have no known or predicted interactions in our network, we only assessed those genes for which interactions were predicted, to prevent a bias toward genes that were better represented in the underlying high-throughput data sets. This resulted in susceptibility loci of varying widths, containing 50, 100, or 150 genes, which were predicted to interact with at least one other gene. If, for any particular disease, two disease genes residing in the same chromosome yielded loci that were partly overlapping, one of the two loci was randomly removed.
For each locus, the genes were traversed, and, for each gene, we assessed whether there was another gene residing in a different locus that was nearby within the gene network. The effect scores (see the "Material and Methods" section) of each gene were affected by the gene in the other locus that had the shortest path to that gene. This procedure has the potential to preferentially identify genes with many interacting partners over genes that are less well connected, because a highly connected gene has a higher chance of interacting with a gene residing in another locus than a gene for which only a few interactions have been predicted. To overcome bias in the method toward genes that are highly connected, we corrected for differences in the network topology by permuting the susceptibility loci for each disease 500 times across the genome.
After all positional candidate genes were ranked on the basis of this permuted score, the results (see fig. 4 and table 1) indicated that this method was able to identify many of the disease genes in the top 5 or top 10 genes per locus. As expected from the ROC curves of the various gene networks ( fig. 3) , the performance of the MAϩPPI network proved to be the least powerful. Nevertheless, the number of correctly ranked genes was higher than would be expected to occur by chance ( fig.  4a and 4b ; indicated by baseline) for many of the susceptibility loci widths. When assessing susceptibility loci that contained, on average, 100 genes, we found 8% and 12% of the disease genes were contained within the top 5 and top 10 per locus, respectively, compared with the 5% and 10% we would expect to find by chance. A lack of predictive performance of the MAϩPPI network explains why the ranking did not improve considerably when this network was used, as is evident from inspection of the ROC curves ( fig. 4c) , which show the proportion of disease genes and nondisease genes that are returned when different sizes of sets of top-ranked genes per locus are assessed. For 86 of the 345 unique disease genes within the MAϩPPI network, no interactions were predicted. Hence, they were ranked low, the more so because the 49, 99, or 149 other genes, residing together with each disease gene in the constructed susceptibility loci, had been selected on the premise that they interacted with at least one other gene. The GO network performed considerably better; when we used it to assess susceptibility loci that contained, on average, 100 genes, we found 16% and 24% of the disease genes were contained within the top 5 and top 10 1  1  2  Generalized epilepsy with febrile seizures plus  604233  3  2  2  2  1  1  0  1  0  Glutaricaciduria IIA  231680  3  3  2  3  3  3  1  3  3  Hermansky-Pudlak syndrome  203300  6  0  1  0  0  0  0  0  0  Hirschsprung disease  142623  6  1  0  0  1  1  0  0  1  Hydrops fetalis, idiopathic  236750  4  0  0  1  0  0  0  1  0  Hypercholesterolemia, familial  143890  6  0  2  3  1  0  1  2  1  Hypertrophic neuropathy of Dejerine-Sottas  145900  4  0  2  2  2  1  1  1  1  Hypokalemic periodic paralysis  170400  3  0  0  0  2  0  0  0  0  Ichthyosiform erythroderma, congenital, nonbullous, 1  242100  3  0  2  2  1  0  1  1  1  Immunodeficiency with hyper-IgM, type 2  605258  3  0  1  0  2  0  1  0  1  Immunodeficiency with hyper-IgM, type 3  606843  3  0  2  0  2  0  1  0  1  Kartagener syndrome  244400  3  1  2  2  1  0  2  2  1  Keratosis palmoplantaris striata I  148700  3  0  1  1  3  0  1  1  3  Laron syndrome, type II  245590  3  0  1  0  2  0  0  0  1  Leber congenital amaurosis, type I  204000  7  0  3  2  1  0  0  1  2  Leigh syndrome  256000  6  3  4  3  3  1  4  3  3  Leukoencephalopathy with vanishing white matter  603896  5  5  5  5  5  5  5  5  4  Maple syrup urine disease, type IA  248600  4  1  1  1  4  0  0  0  3  Maturity-onset diabetes of the young  606391  5  1  0  1  3  1  0  1  0  Myasthenic syndrome, congenital, fast-channel  608930  3  0  2  2  3  0  2  2  3  Myasthenic syndrome, slow-channel congenital  601462  3  0  2  2  1  0  2  2  2  Myoclonic dystonia  159900  3  0  0  0  1  0  0  0  1  Nemaline myopathy 1, autosomal dominant  161800  3  0  1  1  0  0  1  1  0  Nesidioblastosis of pancreas  256450  3  0  1  0  0  0  1  1  0  Night blindness, congenital stationary  163500  3  0  0  1  0  0  0  0  0   1019   Obsessive-compulsive disorder 1  164230  3  0  1  0  0  0  0  0  0  Ossification of the posterior longitudinal ligament of spine  602475  3  0  0  0  1  0  0  0  0  Osteopetrosis, autosomal recessive  259700  3  1  0  0  0  0  0  0  0  Peters anomaly  604229  4  0  0  1  2  0  0  0  0  Pituitary dwarfism III  262600  3  0  0  0  2  0  0  0  1  Progressive external ophthalmoplegia  157640  3  1  1  0  0  0  0  0  0  Pseudohypoaldosteronism, type I, autosomal recessive  264350  3  0  2  2  1  0  2 Turcot syndrome  276300  3  2  2  2  1  2  2  3  2  Total  409 
Figure 4
Accuracy of positional candidate-gene prioritization. a and b, Percentage of the 409 disease genes that was ranked among the top 5 (a) or top 10 (b) genes per locus, after artificial susceptibility loci of varying widths around these genes were constructed and when different types of gene networks were used. The baselines (gray lines) indicate the percentage of disease genes expected to rank among the top 5 or top 10 genes by chance. c, ROC curves for susceptibility loci that contain 50, 100, or 150 genes.
genes per locus, respectively. The performance of the disease analysis was best when the inferred GOϩMAϩPPI network was complemented with the known true-positive interactions (GOϩMAϩPPIϩTP network); with this network and an average susceptibility locus width of 100 genes, 27% and 34% of the disease genes were contained within the top 5 and top 10 per locus, respectively.
We also assessed the probability of detecting at least one disease gene when only a fixed number of topranked genes per locus is followed up (fig. 5 ). When we employed the most comprehensive GOϩMAϩPPIϩTP network and followed up all the top 5 or top 10 positional candidate genes for each disorder, using locus widths of 100 and 150 genes, we found at least one disease gene from these top sets of genes in 54% and 64% of the diseases, respectively, compared with 19% and 35% expected by chance. When we confined our analysis to diseases for which at least four or five disease genes were known, the performance of our method increased slightly (data not shown), because the true disease genes now interacted with more of the other true disease genes, increasing their overall scores.
Breast Cancer as an Example
We selected breast cancer as an example of how the various gene networks perform in a complex disease for which multiple disease genes have been identified. Ar-
Figure 5
Probability of detecting at least one disease gene when a fixed number of top-ranked positional candidate genes-as ranked by Prioritizer-are followed up for each locus. Each locus contains either 100 or 150 genes, and the GOϩMAϩPPIϩTP network was employed. The baselines (dashed lines) show the probability of detecting at least one disease gene if a fixed number of arbitrarily chosen genes in each locus are followed up.
tificial susceptibility loci, each comprising 100 genes, were constructed around 10 putative breast cancer genes described in OMIM (as of March 1, 2005) . For each of the four networks, we then determined how many of the disease genes were ranked within the top 10 per locus. The MAϩPPI network ranked two disease genes (PIK3CA and CHEK2) in the top 10, whereas the GO network ranked three (BRCA2, NCOA3, and CHEK2), and the GOϩMAϩPPI network ranked four (BARD1, PIK3CA, TP53, and CHEK) ( fig. 6 ). However, the GOϩMAϩPPIϩTP network, which integrates the most information, performed the worst; of the 10 disease genes now known, only 2 (BARD1 and BRCA1) were ranked in the top 10. This can be explained by the observation that the true-positive set contained many known interactions for these 10 breast cancer genes. As the ranking procedure corrects for the topology of the network, these disease genes, with a marked increase in the number of relationships with other genes in this most comprehensive network, were suddenly no longer ranked as high. This became evident when the genes were ranked using the GOϩMAϩPPIϩTP network but the differences in topology were not corrected for: 9 of the 10 breast cancer genes were then in the top 10 per locus.
Prioritizer Availability
To allow researchers to analyze susceptibility loci of interest, we developed a Java application that can be downloaded, along with regularly updated gene network definition files and source code from the Prioritizer Web site. After a set of susceptibility loci has been entered, Prioritizer ranks the positional candidate genes in each locus by using the method described above in conjunction with one of the four gene networks. It can generate two-and three-dimensional graphs of the top-ranked positional candidate genes, which allows the user to visually inspect how the genes within the different loci interact with each other.
Discussion
In this study, we describe the construction of a functional human gene network of considerable accuracy ( fig. 3; ). As such, it can be used to assess inter-AUC p 90% actions for a gene of interest through the bioinformatics tools that we have made available online. We have shown that, in cases where multiple genes underlie a disorder, these genes tend to have more functional interactions. When these functional interactions are employed to prioritize known disease genes in artificial susceptibility loci, the chance of detecting disease genes is increased considerably (2.8 fold).
In breast cancer, 4 of the 10 disease genes were ranked in the top 10 when the GOϩMAϩPPI network was applied, a fourfold enrichment over the single disease gene that would be picked up by chance. As has been discussed earlier, the correction for differences in topology is needed to prevent bias toward highly connected genes. However, this puts diseases in which underlying genes have a high degree of connectivity at a disadvantage, which was apparent in the analysis of breast cancer
Figure 6
Prioritizer analysis of breast cancer. Susceptibility loci, each containing 100 genes, were defined around 10 known breast cancer genes. The 10 highest-ranked genes for each locus are shown in the graph, with colors indicating the locus in which they reside. Use of the GOϩMAϩPPI network led to four breast cancer genes (PIK3CA, CHEK2, BARD1, and TP53 [circles]) being ranked in the top 10. Chr. p chromosome.
by use of the GOϩMAϩPPIϩTP network. When this topology correction was omitted for breast cancer, the ranking of the disease genes improved considerably, to include 9 of the 10 genes. The availability of new highthroughput data sets will alleviate this problem in the future, by providing novel interactions for genes that currently have a low degree of connectivity, which will reduce the penalty on highly connected genes.
We noticed that the performance of Prioritizer was lower for complex disorders than for Mendelian disorders. This is likely caused by the fact that the etiology of complex diseases is more subtle and involves multiple pathways, so that most of the disease genes only confer a modest increased risk. Greater coverage of the gene network, leading to identification of relationships between genes that bridge the various pathways, could probably help to alleviate this problem.
When the accuracy of the various gene networks was assessed by investigation of their respective ROCs, it was envisaged that the GOϩMAϩPPI network would perform at least at a similar level in prioritizing disease genes as the GO network, because its AUC was greater. However, contrary to our expectation, when the positional candidate genes were prioritized, the disease genes in some diseases were ranked lower with the GOϩMAϩPPI network than with the GO network. One explanation could be that, within the microarray coexpression data sets (the main contributor to the MAϩPPI network), we did not distinguish between coexpression and coregulation. As such, many direct interactions between genes were inferred, but a large proportion of these interactions were actually indirect. Methods have recently appeared 33, 49 that could help remove some of these incorrectly inferred interactions.
In a somewhat comparable method by Turner et al., 21 positional candidate genes are prioritized by determining which genes share InterPro 50 domains and GO terms, as a measure to relate genes in susceptibility loci with each other. Our method extends this approach by also allowing for indirect relationships between individual disease genes, since Prioritizer uses the graph-theoretic distance between genes to relate them. Both approaches still rely largely on manual annotation, which is detrimental for genes that have not been investigated extensively. When no experimental evidence for interaction is available, there is only a small chance that these potential disease genes, residing in one specific susceptibility locus, will be associated with disease genes in other loci, since the sharing of GO or InterPro terms between these genes will be minimal. Although GO contributes the most to the performance of the Bayesian classifier, we should not depend entirely on a prediction if there is substantial evidence only from GO, while the evidence from the other data sets is lacking, for a specific gene pair, because the GO evidence has been inferred from the sharing of predominantly manually annotated terms, whereas the other sources rely more on direct biological measurements. It is expected that, when additional high-throughput data sets become available and their coverage of all possible functional interactions increases, GO evidence will be supplemented by experimental data, resulting in better predictions.
As such, an extensive and reliable functional gene network is crucial for good performance of our method. If this network is inaccurate or biased toward known genes, the ranking of true disease genes in the susceptibility loci will deteriorate. Several rapidly expanding data repositories are now becoming available that should help to improve our network. They include text mining methods, 51, 52 which extract functional relationships from the literature, and methods that integrate results from high-throughput proteomic approaches. 53 Our gene network, which, in its current form, has been applied to genetic linkage analysis, can also be used for other applications. Recently, efforts have been made to prioritize positional candidate genes on the basis of their expression, 54 with the assumption that differences in expression behavior in comparisons of patients with controls may be due to cis-acting variants in the underlying genes. However, it has turned out that, in most genes, differences in expression are determined by genetic variation in genes located elsewhere. 55, 56 The reconstructed functional gene network can help to relate the observed differences in gene expression to the underlying causative genetic variants in other genes, which might help in identifying the disease genes.
Prioritizer might also be well suited for genomewide SNP association studies. Technical improvements in conjunction with decreasing costs now allow researchers to perform these studies in complex diseases, thereby considerably increasing the resolution at which one can assess genetic variation. However, as the number of tested SNPs increases, the number of tested individuals required to achieve sufficient power will also rise. To help overcome this problem, a new statistical method has recently been developed 57 that combines evidence from the most-significant tests, under the assumption that there are multiple true associations in the disease under investigation. However, within this confined set, the majority of genes will still be false positives because of power issues. Our positional candidate-gene prioritization method can easily be adapted to help distinguish true disease-associated genes and false-positive genes, by assuming that the true disease genes are mostly functionally related and will therefore be closer to each other in the gene network than to the false-positive genes that have been randomly selected.
We have demonstrated that it is feasible to use gene networks to prioritize positional candidate genes in various heritable disorders with multiple associated genes, even when the susceptibility loci are fairly large. As such, this article and the proposed methods show that the integration of gene networks with various genetic studies can be useful in identifying disease genes. We envisage that improvements both in the quality of the data sets making up these gene networks and in the statistical methods incorporating the networks will result in new, genetically testable hypotheses.
