Abstract. We compute explicitely the best constants and, by solving some functional equations, we find all maximizers for homogeneous Strichartz estimates for the Schrödinger equation and for the wave equation in cases when the Lebesgue exponent is an even integer.
introduction
Let n be a positive integer and let p = p(n) = 2 + 4/n. The Strichartz inequality for the homogeneous Schrödinger equation in n spatial dimensions states that there exists a constant S > 0 such that
whenever u(t, x) is the solution of the equation (2) i∂ t u = ∆u, with initial data u(0, x) = f (x); see [7] for the original proof by Strichartz. We denote by S(n) the best costant for the estimate (1),
If n ≥ 2, we can also consider the Strichartz inequality for the homogeneous wave equation in n spatial dimensions which states that there exists a constant W > 0 such that
, whenever u(t, x) is the solution of the equation This also was proved in [7] . We denote by W (n) the best costant for the estimate (3),
.
Kunze [5] has recently proved the existence of a maximizing function f * ∈ L 2 (R) for the estimate (1) in the special case n = 1 and p = 6, which means that for the corresponding solution u * ,
we have the equality u * L 6 (R×R) = S(1) f * L 2 (R) . The proof in [5] is based on an elaborated application of the concentration compactness principle and does not provide an explicit expression for a maximizer.
Here, we present a more direct and elementary approach which allows us to determine explicitely the families of maximizers and compute the best constants for the estimates (1) and (3) when the exponent p = p(n) is an even integer. We show that the classes of maximizers are unique modulo the natural geometric invariance properties of the equations. Moreover, it turns out that maximizers are the smooth solutions to some functional equations which can be easily solved.
For the Schrödinger equation we have: Theorem 1.1. In the case n = 1 and p = 6, we have S(1) = 12 −1/12 ; in the case n = 2 and p = 4, we have S(2) = 2 −1/2 . In both cases an example of a maximizer f * ∈ L 2 (R n ) for which we have
is provided by the gaussian function f * (x) = exp − |x| 2 .
The geometric invariance properties of the equation (2) suggest a way to characterize completely the class of all maximizers. Definition 1.2. Let G be the Lie group of transformations generated by:
• space-time translations: u(t, x) u(t + t 0 , x + x 0 ), with t 0 ∈ R, x 0 ∈ R n ; • parabolic dilations: u(t, x) u(λ 2 t, λx), with λ > 0; • change of scale: u(t, x) µu(t, x), with µ > 0; • space rotations: u(t, x) u(t, Rx), with R ∈ SO(n); • phase shifts: u(t, x) e iθ u(t, x), with θ ∈ R; • galilean transformations: u(t, x) exp i 4 |v| 2 t + 2v · x u(t, x + tv),
If u solves (2) and g ∈ G then v = g · u is still a solution to (2) . Moreover, the ratio u L p(n) / u(0) L 2 is left unchanged by the action of G. Theorem 1.3. Let (n, p) = (1, 6) or (n, p) = (2, 4) . Let f * (x) = exp − |x| 2 and u * (t, x) = e −it∆ f * (x) be the corresponding solution to the Schrödinger equation (2) . Then the set of maximizers for which the equality (6) holds coincides with the set of initial data of solutions to (2) in the orbit of u * under the action of the group G. In particular, all maximizers are given by L 2 functions of the form f * (x) = exp A |x| 2 + b · x + C , with A, C ∈ C, b ∈ C n and Re(A) < 0.
For the wave equation we have: Theorem 1.4. In the case n = 2 and p = 6, we have W (2) = (25/32π) 1/6 ; in the case n = 3 and p = 4, we have W (3) = (3/16π) 1/4 . In both cases an example of a maximizer pair (f * , g * ) ∈Ḣ 1 2 (R n ) ×Ḣ − 1 2 (R n ) for which we have
is provided by the functions f * (x) = 1 + |x| 2 −(n−1)/2 , g * (x) = 0.
The geometric invariance properties of the equation (4) suggest a way to characterize completely the class of all maximizers. Definition 1.5. Let L be the Lie group of transformations acting on solutions of the wave equation and generated by:
• space-time translations: u(t, x) u(t + t 0 , x + x 0 ), with t 0 ∈ R, x 0 ∈ R n ; • isotropic dilations: u(t, x) u(λt, λx), with λ > 0; • change of scale: u(t, x) µu(t, x), with µ > 0; • space rotations: u(t, x) u(t, Rx), with R ∈ SO(n); • phase shifts (for the meaning of u + and u − see the next section): u(t, x) e iθ+ u + (t, x) + e iθ− u − (t, x), with θ + , θ − ∈ R; • lorentzian boosts: u(t, x 1 , x ′ ) u cosh(a)t + sinh(a)x 1 , sinh(a)t + cosh(a)x 1 , x ′ , with a ∈ R.
If u solves (4) and g ∈ L then v = g · u is still a solution to (4) . Moreover, the ratio u L p(n−1) / (u(0),
is left unchanged by the action of L. Theorem 1.6. Let (n, p) = (2, 6) or (n, p) = (3, 4) . We consider the initial data f * (x) = 1 + |x| 2 −(n−1)/2 , g * (x) = 0, and let u * be the corresponding solution to the wave equation (4) . Then the set of maximizers for which the equality (7) holds coincides with the set of initial data of solutions to (4) in the orbit of u * under the action of the group L.
In order to understand how to construct maximizers we first present sharp proofs of the Strichartz estimates based on the space-time Fourier transform in the spirit of Klainerman and Machedon's work on bilinear estimates [4] , [2] . We then optimize each step of the proof imposing conditions under which all inequalities becomes equalities. What we get are functional equations for the Fourier transform of maximizers; their solutions are given by particular exponential functions with linear or quadratic exponents.
The key tool is the following well-known simple fact about Cauchy-Schwarz's inequality for inner products. Lemma 1.7. Let ·, · be a (complex) inner product on a vector space V and let u, v ∈ V be two non-zero vectors. Cauchy-Schwarz's inequality says that
moreover, equality holds if and only if u = αv for some scalar α ∈ C.
Remark 1.8. The uniqueness of maximizers modulo the transformation groups described in definitions 1.2 and 1.5 will be checked a posteriori, after we obtain explicit formulae for maximizers, and is not used in the proof. While our proof relies heavily on the fact that p is an even integer, the geometric characterization can be stated also in higher dimension when p is not an even integer. It would be interesting to prove our results without making use of the Fourier transform. For the moment, we formulate the following natural conjectures.
Conjecture 1.9. For any integer n ≥ 1, let p = 2 + 4/n, let f * (x) = exp − |x| and u * (t, x) = e −it∆ f * (x) be the corresponding solution to the Schrödinger equation (2) . Then the set of maximizers for which the equality (6) holds coincides with the set of initial data of solutions to (2) in the orbit of u * under the action of the group G. Conjecture 1.10. For any integer n ≥ 2, let p = 2 + 4/(n − 1) and let f * be the function on R n whose Fourier transform is f * (ξ) = |ξ| −1 exp (− |ξ|). Let u * be the solution to the wave equation (4) corresponding to the initial data u * (0) = f * , ∂ t u * (0) = 0. Then the set of maximizers for which the equality (7) holds coincides with the set of initial data of solutions to (4) in the orbit of u * under the action of the group L.
Notation and preliminaries
is the usual Lebesgue space with norm
The homogeneous Sobolev spacesḢ
where D = √ −∆. In the context of the wave equation we set
is an integrable function defined on R n , we define its (spatial) Fourier transform by
is an integrable function defined on R × R n , we define its space-time Fourier transform by
These definitions extend in the usual way to tempered distributions. The Fourier transform acts as an isometry on L 2 and, with our definition for the Fourier transform, Plancherel's theorem states that
We recall also that the Fourier transform of a pointwise product (when it is defined) is given by the convolution product of the Fourier transform of each factor,
Here δ · denotes Dirac's delta measure concentrated in 0, δ x f (x) dx = f (0). We also denote the tensor product of two delta functions by
If u(t, x) is the solution of the Schrödinger equation (2) then its space-time Fourier transform is
where f is the initial data at time t = 0. This shows that u is a measure supported on the paraboloid τ = |ξ| 2 .
If u(t, x) is the solution of the wave equation (4) with initial data (5), then we can split it as u = u + + u − , where
We call u + a (+)-wave with data f + and u − a (−)-wave with data f − . Observe that, by parallelogram's law,
. The space-time Fourier transforms of u + and u − are
Hence, u + and u − are measures supported on the null cones τ = |ξ| and τ = − |ξ|, respectively. For a complex number z ∈ C, we denote its real and imaginary parts by Re(z) and Im(z) and its complex conjugate by z. Whenever they are mentioned, log(z) and √ z are the branches of the complex logarithm and of the complex square root defined on C \ R − which extend analytically the standard real logarithm and the standard square root of positive real numbers.
For vectors x = (x 1 , x 2 , . . . , x n ) ∈ R n we adopt the prime notation to denote the vector
Consider the case n = 2, p = 4 for estimate (1) . By Plancherel's theorem,
The Fourier transform of u 2 reduces to
When ξ = η + ζ and τ = |η| 2 + |ζ| 2 , by parallelogram's law we have
It follows that u 2 is supported in the region P 2 = (τ, ξ) ∈ R × R 2 : 2τ ≥ |ξ| 2 . For each choice of (τ, ξ) ∈ P 2 , we denote by ·, · (τ,ξ) the L 2 inner product associated with the measure
and by · (τ,ξ) the corresponding norm; more precisely, we set
We can then write (9) as
where the tensor product is defined by (f ⊗ g)(η, ζ) = f (η)g(ζ). By CauchySchwarz's inequality we obtain that
The next lemma shows that not only 1 ⊗ 1 (τ,ξ) is uniformly bounded with respect to (τ, ξ), but that it is actually constant on the support of u 2 .
Proof. By playing with simple changes of variables we obtain
We also have
. It follows from (8), (12), (13) and lemma 3.1 that
This proves that for n = 2 the best constant S(2) in (1) is no larger that 1/ √ 2.
Remark 3.2. We observe that in the above computations the only place where we have used an inequality sign instead of equality is in (12) as a consequence of the Cauchy-Schwarz inequality (11). If we can find a function f for which we have equality in (11) for all (τ, ξ) ∈ P 2 then there will be equality also in (14). This will show that f is a maximizer for the estimate and that S(2) = 1/ √ 2.
We have equality in (12) if there is equality in (11) for almost all (τ, ξ) ∈ P 2 . By lemma 1.7, this happens if there exists a scalar function F :
for almost all (η, ζ) (with respect to the measure (10)) in the support of the measure (10) and for almost all (τ, ξ) in P 2 (with respect to the Lebesgue measure on R × R 2 ). This means that we are looking for functions f and F such that
An example of such functions is given by the pair
If f is a maximizer, f must solve the equation (15) and it follows from proposition 7.14 that
The inverse Fourier transform of (16) is again a function of the same class
where the relations between the parameters A ∈ C, b ∈ C 2 , C ∈ C and the parameters A, b, C are given by
The class of initial data of the form (17) is invariant under the action of the group G described in definition 1.2. The coefficients change according to the following rules:
Hence, after a translation and a phase shift we can make all coefficients real; by a galilean transformation we can make b = 0; then, by a parabolic dilation we can have A = −1/4; finally a change of scale gives C = log(−π). This would correspond to the case A = −1, b = 0, C = 0, which is the function f * (x) = e −|x| 2 . Thus, we have proved that any maximizer is connected to f * by the action of an element of G.
Schrödinger equation in dimension
Consider the case n = 1, p = 6 for estimate (1) . This is the case that was considered in [5] . By Plancherel's theorem,
The Fourier transform of u 3 reduces to
It follows that u 3 is supported in the region
For each choice of (τ, ξ) ∈ P 1 , we denote by ·, · (τ,ξ) the L 2 inner product associated with the measure
and by · (τ,ξ) the corresponding norm. We can then write (19) as
where the tensor product is defined by (
. By Cauchy-Schwarz's inequality we obtain that
Hence,
The next lemma shows that not only 1 ⊗ 1 ⊗ 1 (τ,ξ) is bounded, but that it is actually constant on the support of u 3 .
. It follows from (18), (22), (23) and lemma 4.1 that
This proves that for n = 1 the best constant S(1) in (1) is no larger that 12 −1/12 . As before, we observe that if we could find a function f for which we have equality in (21) for all (τ, ξ) ∈ P 1 then we would have equality in (24) and we would have found a maximizer for the estimate. We have equality in the CauchySchwarz inequality (21) for (almost) all (τ, ξ) ∈ P 1 if there exists a scalar function
for (almost) all η in the support of the measure (20). This means that we are looking for functions f and F such that
Again, an example of such functions is given by the pair
If f is a maximizer, f must solve the equation (25) and it follows from proposition 7.9 that
for some complex constants A, B, C, with Re( A) < 0 in order to have f ∈ L 2 (R). The inverse Fourier transform of (26) is again a function of the same class
where the relations between the parameters A, B, C and the parameters A, B, C are given by
As we have seen at the end of section 3, the class of initial data of the form (27) is invariant under the action of the group G and any maximizer is connected to the function f * (x) = e −x 2 by the action of an element of G.
Wave equation in dimension
Consider the case n = 3, p = 4 for estimate (3) . We have
In particular, it follows that the term u + u + is supported in the region
Similarly, the term u + u − is supported in the region
and the term u − u − is supported in the region
We remark that formulae like (28) are the starting point for the bilinear estimates studied in [2] .
We first prove the estimate for u + . By Plancherel's theorem we have
For each choice of (τ, ξ) ∈ C ++ , we denote by ·, · (τ,ξ) the L 2 inner product associated with the measure
and by · (τ,ξ) the corresponding norm. We can then write (28) as
The quantity we want to compute this time is |·|
Proof. Given ξ ∈ R 3 we can write η ∈ R 3 using spherical coordinates, so that dη = ρ 2 sin θ dρ dθ dϕ, where ρ = |η| ≥ 0, θ ∈ [0, π] is the angle between η and ξ and ϕ ∈ [0, 2π] is an angular variable. We set σ = |ξ − η|, then and, if we change variable from θ to σ, we see that 2σ dσ = 2 |ξ| ρ sin θ dθ. Hence, the jacobian of the change of variables η
The variables ρ and σ are subject to the condition |ρ − σ| ≤ |ξ| ≤ ρ + σ, for ρ = |η|, σ = |ξ − η| and |ξ| are the lengths of the three sides of a triangle. We also let a = ρ − σ and b = ρ + σ, so that 2 dρ dσ = da db. Now we are ready to start our computation,
Cauchy-Schwarz's inequality applied to (31) together with lemma 5.1 give
Hence, combining (29) and (32) we obtain
This time, equality holds if there exist a function F : C ++ → C such that
for all (η, ζ) in the support of the measure (30). This means that
for almost all η, ζ ∈ R 3 . An example of such functions is given by the pair
It follows from proposition 7.21 that any maximizer for the estimate (33) is a function whose Fourier transform has the form
In the next lemma we compute an explicit espression for homogeneous waves with data of the form (34).
Lemma 5.2. Let u be the (+)-wave corresponding to an L 2 data of the form (34),
Then we have the explicit formula
Proof. The integral
is well defined for t ∈ C and x ∈ C 3 when Re(t) < − |Re(x)|. For t ∈ R and x ∈ R 3 with t < − |x|, using polar coordinates, r = |ξ| and u = (x/ |x|) · (ξ/ |ξ|), we find
By analytic continuation this formula remains valid for complex t and x with Re(t) < − |Re(x)|. Formula (36) follows from the identity
Remark 5.3. If u is the (+)-wave corresponding to an L 2 data of the form (34), then the knowledge of |u(t, x)| uniquely determines the value of the coefficients A, b and Re(C). Indeed, by lemma 5.2 the imaginary parts Im(A) and Im(b) are determined by the fact that |u(t, x)| has a unique maximum at the point t = −Im(A), x = −Im(b), while the real parts Re(A) < 0, Re(b) and Re(C) are determined by the coefficients of the polinomial
We can repeat the above procedure for the term u 2 − (the only difference is that τ must be replaced by −τ ) and obtain
with equality if and only if f − is of the form (34).
For the term u + u − , we observe that by Hölder's inequality we have
The first inequality in (38) is an equality if there is a constant µ ∈ R such that |u
The second inequality in (38) is an equality if f + and f − are functions of the form (34).
Combining the L 2 orthogonality of the terms u 2 + , u 2 − and u + u − (due to the disjointness of the supports of their Fourier transforms) with (33), (37) and (38), we obtain
where we have used the sharp inequality
for which equality holds if and only if X = Y . This proves that for n = 3 the best constant W (3) in (3) is no larger that (3/(16π)) 1/4 . The next proposition tells us that maximizers exist and that the inequalities in (39) are sharp; hence,
if and only if
where A, C, D ∈ C and b ∈ C 3 with |Re(b)| < −Re(A) and Re(D) = Re(C).
Proof. By the above discussion, we have equalities in (39) if and only if f + , f − are both functions of the form (34) and |u + (t, x)| = |u − (t, x)| for all (t, x) ∈ R × R 3 . Observe that if u − is a (−)-wave with data f − , where
then its complex coniugate u − is a (+)-wave with data
By remark 5.3, if two (+)-waves with initial data of the form (34) have the same absolute value at every point of the space-time then they must have the same coefficients A, b and Re(C).
A particular case of (40), corresponding to A = −1, b = 0, C = D = log(2π 2 ), is given by the initial data
The class of initial data of the form (40) is invariant under the action of the group L described in definition 1.5. The coefficients change according to the following rules: 
Hence, after a translation and a phase shift we can make all coefficients real; by a rotation we can make b ′ = 0 and by a lorentzian boost we can make b 1 = 0; then, by a isotropic dilation we can have A = −1; finally a change of scale gives C = D = log(2π 2 ). This would correspond to the functions
which are the Fourier transforms of the (+) and (−) parts of the initial data (41). Thus, we have proved that any maximizer is connected to (f * , g * ) by the action of an element of L.
6. Wave equation in dimension n = 2.
Consider the case n = 2, p = 6 for estimate (3). We decompose u into its (+) and (−) parts and treat the L 6 norm of u as an L 2 norm of u 3 . By expanding the the products we find
where here · and ·, · now stand for the standard norm and inner product in L 2 (R× R 2 ). We shall study one term at a time, but first we compute some integrals which will be needed later.
Then we have
Proof. Given ξ ∈ R 2 \ {0}, the transformation which takes η ∈ R 2 to the pair (ρ, σ), where ρ = |η| and σ = |ξ − η|, is a 2 to 1 diffeomorphism from R 2 \ (Rξ) to the region where |ρ − σ| < |ξ| < ρ + σ. The jacobian of the transformation is given by
where A(|ξ| , ρ, σ) is the area of a triangle with sides of lenght |ξ|, ρ, σ. By Heron's formula we have
where a = ρ − σ and b = ρ + σ. Using the above change of coordinates we compute the integral I 2 ,
For the integral I 3 we have
(the constant value of the last integral can be easily checked with symbolic math software).
Let us now begin the proof of the estimate for the term u 
The support of u 3 + is contained in the region C +++ = {(τ, ξ) : τ ≥ |ξ|}. For each choice of (τ, ξ) ∈ C +++ , we denote by ·, · τ,ξ the L 2 inner product associated with the measure
We can then write
Proof. The norm we want to compute is the integral I 3 of lemma 6.1,
Cauchy-Schwarz's inequality applied to (44) and lemma 6.2 give
This time, equality holds if there exist a function F : C +++ → C such that
for all (η 1 , η 2 , η 3 ) in the support of the measure (43). This means that
. Examples of such functions are again f + (ξ) = |ξ|
More generally, by proposition 7.18 all maximizers for the estimate (45) are given by the family
with A, C ∈ C, b ∈ C 2 and |Re(b)| < −Re(A) (in order to have an L 2 function).
Lemma 6.3. Let u be the (+)-wave corresponding to an L 2 function of the form (46),
is well defined for t ∈ C and x ∈ C 2 when Re(t) < − |Re(x)|. For t ∈ R and x ∈ R 2 with t < − |x|, using polar coordinate we find
By analytic continuation this formula remains valid for complex t and x with Re(t) < − |Re(x)|. Formula (47) follows from the identity Similarly, for the term u 3 − we have
with equality when f − takes the form (46).
For the term u 2 + u − , we observe that by Hölder's inequality we have
The second inequality in (48) is an equality if f + and f − are functions of the form (46). The first inequality in (48) is an equality if there is a constant µ ≥ 0 such that |u
Lemma 6.5. Let u + be a (+)-wave and u − be a (−)-wave corresponding to initial data f + and f − of the form (46). If there exists µ ≥ 0 such that |u + (t, x)| = µ |u − (t, x)| for all t and x, then
The proof of this lemma follows from the same argument used in the proof of proposition 5.4.
Similarly, for the term u + u 2 − we have
with equality if and only if f + and f − are functions of the form (49).
Let us consider now the term Re u 
with equality when f + and f − are of the form (49) with Im(C) = Im(D).
The terms Re u 
respectively, and the intersections
are sets of measure zero.
We put together all the estimates for each single term and obtain
Lemma 6.6. For X ≥ 0 and Y ≥ 0 we have the polynomial inequality
with equality if and only if X = Y .
Proof. By homogeneity we can assume that Y = 1. Let
We want to prove that 4P (X) ≤ 25Q(X) 3 for X ≥ 0, with equality if and only if X = 1. Since we have the identity
our inequality is equivalent to
which reduces to
On the interval [0, 1/2] the polinomial Z + Z 2 + Z 3 is strictly increasing and takes its maximum value 7/8 when Z = 1/2, which corresponds to X = 1.
We apply lemma 6.6 to (50) and finally obtain (51) u L 6 ≤ 25 4π
, which proves that W (2) ≥ (25/(32π)) 1/6 . The next proposition tells us that maximizers exist and that all the inequalities are sharp; hence, W (2) = (25/(32π)) 1/6 .
where A, C ∈ C and b ∈ C 2 with |Re(b)| < −Re(A).
Proof. From the above discussion we have equalities in the estimates for each single cubic term if and only if f + and f − are of the form (49) with Im(C) = Im(D).
To have equality in (51) we also need f + = f − which in this case implies Re(C) = Re(D).
A particular case of (52), corresponding to A = −1, b = 0, C = log(2π), is given by the initial data
As we have seen at the end of section 5, the class of initial data of the form (52) is invariant under the action of the group L and any maximizer is connected to the functions (f * , g * ) by the action of an element of L.
Functional equations
In this section we study the functional equations which characterize the families of maximizers that we have found in the previous sections. They are:
where f and F are unknown complex valued measurable functions and the identities are supposed to hold almost everywhere. We are going to show that locally integrable solutions to these equations are actually smooth functions; this is a general principle which holds for a large class of functional equation (actually even assuming only measurability implies continuity, see the work of A. Járai in [3] ), but for the sake of completeness we include a direct proof adapted to our equations. Once the smoothness of f and F is established, it is not difficult to solve the equation using geometric or differential methods. It turns out that in all cases the function F must be an exponential function of the form
A simpler model for the above functional equations is provided by the exponential law f (x)f (y) = f (x + y), which is one of the four basic Cauchy functional equations. We refer the reader to [1] for a general introduction to the subject of functional equations. Here, we only require the following result which is a simple exercise in real analysis.
Lemma 7.1. Let Ω be an open subset of R n such that x+ y ∈ Ω whenever x, y ∈ Ω. Let f : Ω → C be a non-trivial locally integrable solution of the Cauchy functional equation
Then there exists a vector b ∈ C n such that f (x) = exp(b · x) for a.e. x ∈ Ω.
Proof. Let Q be cube contained in Ω such that Q f (y) dy = 0. If we integrate (58) with respect to y ∈ Q we obtain that f (x) must coincide (almost everywhere) with the continuous function
If f is continuous the above function is differentiable. Hence, we may assume that f is differentiable. Fix y 0 ∈ Ω and let b = (∇f (y 0 ))/f (y 0 ). If we differentiate (58) with respect to y and set y = y 0 we obtain the differential equation
whose non trivial solutions have the form f (z) = exp(b · z + C) for some constant C ∈ C. Using (58) again we obtain that exp(C) must be 1.
As was done in the lemma, regularity properties of solutions to functional equations can be obtained by (partial) integration of the equation. The following lemmata, although not expressed in their most general form, are what we need to deduce continuity from local integrability in our equations.
(Ω) and let ϕ : A × B → Ω be a smooth map such that
Let K be a compact subset of B. For each x ∈ A, let g x : B → Ω be the function
Proof. The case of f continuous is immediate. The general case follows by density. The condition on the partial jacobian of ϕ is enough to apply, al least locally, the change of variable y z = ϕ(x, y) in the integration over K. We leave the details to the reader. 
Let ψ : A × B → C be a continuous function. Let K be a compact subset of B.
Then the function
is continuous.
Proof. The continuity of F follows from the previous lemma and the continuity of the functional
be smooth maps such that
If f : R n → C is a locally integrable solution of the functional equation
then f is continuous.
Proof. We may assume that f is non trivial. Let
loc (R n ). Hence, by (60), it follows that for every x ∈ R n the function y → g(P (x, y))g(Q(x, y)) is locally integrable on Ω. Fix x 0 ∈ R n and choose a compact domain D in Ω x0 such that D f = 0.
We integrate the square root of the absolute value of equation (61) with respect to y over the domain D and obtain
By lemma 7.4, the right hand side is a continuous function of x for x in a neighborhood of x 0 . Since D g = 0, we obtain that g is continuous in x 0 . This proves that |f | is a continuous function. In particular it follows that f ∈ L 2 loc . We can bootstrap the argument: if we integrate (61) with respect to y over the domain D, we obtain
from which it follows that f is continuous.
The equation (54). As in section 4 we let
Lemma 7.6. Let f : R → C and F : P 1 → C be functions which solve equation (54). If f is locally integrable then f and F are continuous functions.
Proof. We first prove that f locally integrable implies F locally integrable. Indeed,
for any R > 0. Moreover, using the change of variables
from the region {y > z} to s > t 2 /2 , with ds dt = 2(y − z) dy dz, we have
for any bounded domain Ω ⊆ {y > z}. The local integrability of F implies that the function x → Φ(Ω) F (x 2 + s, x + t) ds dt is continuous. We choose Ω so that the integral Ω f (y)f (z)(y − z) dy dz is not zero and it follows that f (x) is continuous.
Remark 7.7. We can write (54) as
which shows that the tensor product f ⊗ f ⊗ f , as a function on R 3 , is constant along any circle Γ(s, t) obtained as the intersection between the sphere of radius √ s centered at the origin and the plane orthogonal to the vector (1, 1, 1) passing through the point (t/3, t/3, t/3). Proof. By continuity it is enough to prove that the set of all points where f vanishes is open. If f (x) vanishes at a point x * then (f ⊗ f ⊗ f )(x 1 , x 2 , x 3 ) vanishes on the three orthogonal planes of equations x 1 = x * , x 2 = x * , x 3 = x * . By remark 7.7 it must also vanish on all the circles Γ(s, t) which intersect these three planes. The closure of the union of all these circles is a full neighborhood of (x * , x * , x * ). Hence, f ⊗ f ⊗ f vanishes in a full neighborhood of (x * , x * , x * ); it follows that f vanishes on a full neighborhood of x * . Proposition 7.9. If f : R → C and F : P 1 → C are non-trivial locally integrable functions which satisfy the functional equation (54) for all x, y, z ∈ R, then there exists complex constants A, B, C such that
Proof. By lemma 7.6, we may assume that f and F are continuous. By lemma 7.8, we may assume that f and F never vanishes. We define
The function g corresponds to the odd component of f , g(x)g(−x) = 1, g(0) = 1, and satisfies the same equation
In particular,
for all s ≥ 0. It follows that
By lemma 7.1, g must be an exponential function of the form g(x) = exp(2Bx) for some complex constant B.
The function h corresponds to the even component of f , h(x) = h(−x) and satisfies the equation
for any combination of signs. By the same argument used in remark 7.7, we have that h ⊗ h ⊗ h is constant along circles obtained intersecting spheres centered at the origin with planes perpendicular to the four vectors (1, ±1, ±1). It follows that h ⊗ h ⊗ h must be constant on any sphere centered at the origin. In fact, any two points at the same distance from the origin can be connected by a finite sequence of arcs of the above circles. This means that there exists a function ϕ :
In particular, for s ≥ 0 and t ≥ 0, we have By lemma 7.1, ϕ must be an exponential function of the form ϕ(s) = exp(2As) for some complex constant A. Hence, h(x) = h(0) exp 2Ax 2 . We conclude the proof of the lemma by observing that
Lemma 7.12. If f is a continuous solution of equation (63) and f vanishes at one point then f vanishes everywhere.
Proof. Let y ∈ R 2 . If f vanishes at the point x 0 , using equation (63) we must have that f vanishes at the point x 1 , where x 1 is either P (x 0 , y) or Q(x 0 , y), and |x 1 − y| = (1/ √ 2) |x 0 − y|. By iterating this argument, we can construct a sequence of points x n such that f (x n ) = 0 and lim n x n = y. By continuity it follows that f (y) = 0.
Remark 7.13. It follows from equation (55) 
Hence, a · c = b · d and
As in section 3, we let
Proposition 7.14. If f : R 2 → C and F : P 2 → C are nontrivial locally integrable functions which satisfy the functional equation (55) then there exists constants A ∈ C, b ∈ C 2 , C ∈ C such that
In the proof of the proposition we follow a geometric construction which is an adaptation of the one for odd orthogonally additive mappings found in [6] .
Proof. By lemma 7.11, we may assume that f and F are continuous. By lemma 7.12, we may assume that f and F never vanishes. We define
The function g corresponds to the odd component of f , g(x)g(−x) = 1 and g(0) = 1. By remark 7.13 we know it satisfies the rectangular equation
, whenever the points a, c and b, d are the opposite vertices of a rectangle. Given two vectors x and y in R 2 it is always possible to find a third vector z such that z ⊥ x+y and x + z ⊥ y − z. Let p and −p be the components of x and y perpendicular to x+y. Consider the three rectangles formed by (0, x+z, x+y, y−z), (x, x+z, p+z, p) and (y, y − z, −p − z, −p) (see figure 3) ; using the rectangular equation we have
and using the parity properties of g we obtain figure 3) ; by the rectangular equation and the parity of h we have
Hence, |x| = |y| implies h(x) = h(y). This means that h is spherically simmetric and there exists a function ϕ :
Given s ≥ 0 and t ≥ 0, let x and y be two points in R 2 such that |x| 2 = s, |y| 2 = t and x ⊥ y; by the pythagorean theorem we have |x + y| 2 = s + t. It follows that
By lemma 7.1, ϕ must be an exponential function of the form ϕ(s) = exp(2As) for some complex constant A. Hence, h(x) = h(0) exp 2A |x| 2 . We conclude the proof of the lemma by observing that
where C is a complex constant such that f (0) = e C .
7.3. The equation (56). As in section 6 we let C +++ = (t, v) ∈ R × R 2 : t ≥ |v| 2 .
Lemma 7.15. Let f : R 2 → C and F : C +++ → C be functions which solve equation (56). If f is locally integrable then f and F are continuous functions.
Using the results of lemma 6.1 we can see that F ∈ L 1 loc (C +++ ); indeed,
We choose now a bounded domain Ω ⊆ R 2 × R 2 such that the integral
dy dz is finite and not zero (here I 2 is the function defined in lemma 6.1). This is possible when f is not trivial, since f (x)/ |x| is locally integrable and 1/I 2 is bounded. We divide both sides of the equation (56) by the quantity |y| |z| I 2 (|y| + |z| , y + z) and integrate with respect to (y, z) ∈ Ω; we obtain
for almost every x ∈ R 2 , where
is a bounded continuous function and the region D is its support. The continuity of f now follows from the continuity of the right hand side in (64) by lemma 7.4. (56) and it follows from the previous argument that g is continuous. Hence, |f | is also continuous and so we have that
Lemma 7.16. If f and F are continuous functions which solve equation (56) and f vanishes at one point then f and F vanish everywhere.
Proof. Equation (56) implies that
Suppose f (x 0 ) = 0 then f (x 1 ) = 0 for x 1 = x 0 /3. By iterating this argument, x k+1 = x k /3, we can construct a sequence of points x n such that f (x n ) = 0 and lim n x n = 0. By continuity it follows that f (0) = 0 and by (65) f must vanishes everywhere.
Lemma 7.17. Let n ≥ 1. Let N + = {(t, x) ∈ R × R n : t = |x|} be the cone of null vectors and C + = {(t, x) ∈ R × R n : t ≥ |x|}. Observe that N + + N + = C + . If F : C + → C is a continuous solution of the conditional functional equation then F is also a solution of the unconditional functional equation
Proof. Let X and Y be two vectors in C + which are not both in N + . Let Π be a two dimensional plane through the origin which contains X and Y ; the intersection of the plane Π with the cone N + is the union of two null directed half lines,
where U and V are two linearly independent vectors in N + . We write X and Y as linear combinations of U and V , Proposition 7.18. If f : R 2 → C and F : C +++ → C are non trivial locally integrable functions which satisfy the functional equation (56) then there exists constants A ∈ C, b ∈ C 2 , C ∈ C such that f (x) = exp A |x| + b · x + C , F (t, x) = exp (At + b · x + 3C) ,
for (almost) all (t, x) ∈ C +++ .
Proof. By lemma 7.15, we may assume that f and F are continuous. By lemma 7.16, we may assume that f and F never vanishes. Setting y = 0 and z = 0 in (56) we obtain F (|x| , x) = f (x)f (0) 2 . We define G(t, x) = F (t, x)/F (0, 0); then
We also have G |x| , x G |y| , y = f (x)f (y)f (0) f (0) 3 = F |x| + |y| , x + y F (0, 0) = G |x| + |y| , x + y .
We can apply first lemma 7.17 and then lemma 7.1 to the function G and obtain that G(t, x) = exp (At + b · x) for some costants A ∈ C and b ∈ C 2 . The result then follows by choosing C so that F (0, 0) = exp(3C).
The equation (57).
Lemma 7.19. There exists an open set Ω ⊂ R 3 × R 3 with the property (67) ∀x ∈ R 3 , the section y ∈ R 3 : (x, y) ∈ Ω is dense in R 3 , and a pair of smooth maps P, Q : Ω → R 3 such that, for every (x, y) ∈ Ω,
|P (x, y)| + |Q(x, y)| = |x| + |y| , (68) P (x, y) + Q(x, y) = x + y, (69) det ∂ P ∂y (x, y) = 0, det ∂ Q ∂y (x, y) = 0.
Proof. The set Ω = (x, y) ∈ R 3 × R 3 : x × y = 0 of linearly independent pair of vectors clearly satisfies condition (67). Given (x, y) ∈ Ω, the ellipsoid of revolution E(x, y) = u ∈ R 3 : |u| + |x + y − u| = |x| + |y| , with foci at 0 and x + y and which contains the points x and y, is non degenerate and any line passing through one of the foci intersects the ellipsoid in exactly two points. In particular, the line λ passing through y and 0 intersects E(x, y) in y and in another point p; similarly, the line µ passing through x and x + y intersects E(x, y) in x and in another point q. By symmetry we have p + q = x + y and from the definition of E it follows that |p| + |q| = |p| + |x + y − p| = |x| + |y| .
It is evident from the geometric construction that the correspondence (x, y) → (p, q) is a smooth map as long as the vectors x and y remain linearly independent; moreover, when x and y are linearly indepedent we also have that (x, p) and (x, q) are pairs of linearly indepedent vectors. Setting P (x, y) = p and Q(x, y) = q, we obtain two smooth maps P, Q : Ω → R 3 which satisfy (68) and (69). To verify that, for fixed x ∈ R 3 , the maps y → P (x, y) and y → Q(x, y) are locally invertible we provide a smooth geometric construction of their inverses.
Given a pair of points (x, p) ∈ Ω, we define H(x, p) to be the branch of the hyperboloid with foci at 0 and p − x passing through the point p, H(x, p) = u ∈ R 3 : |u| − |p − x − u| = |p| − |x| and we notice that it is non-degenerate since p does not belong to the line passing through 0 and p − x. The line passing through p and 0 intersects H(x, p) in p and in another point y * . The map (x, p) → y * is smooth as long as x and p remain linearly independent. We claim that P (x, y * ) = p; indeed, p belongs to the line passing through y * and 0 and from the definition of H(x, p) it follows that |p| + |p − x − y * | = |x| + |y * | , which means that p ∈ E(x, y * ). H(x, q) Figure 5 . Constructions of the functions P , Q and their inverses as described in lemma 7.19.
Similarly, given a pair of points (x, q) ∈ Ω, the line passing through q − x and 0 intersects H(x, q) in p and in another point y * * . The map (x, q) → y * * is smooth as long as x and q remain linearly independent and it easy to check that Q(x, y * * ) = q.
As in section 5 we let C ++ = (t, v) ∈ R × R 3 : t ≥ |v| 2 .
Lemma 7.20. Let f : R 3 → C and F : C ++ → C be functions which solve equation (57). If f is locally integrable then f and F are continuous functions.
Proof. Let P and Q be the functions constructed in lemma 7.19. If f and F are solutions to (57) it follows that f (x)f (y) = f P (x, y) f Q(x, y) , for a.e. (x, y) ∈ R 3 × R 3 , and the lemma then becomes a corollary of proposition 7.5.
Once the continuity of locally integrable solutions to (57) is established, one then proceeds in the same manner as in the previous subsection and obtains the following result. for all x, y ∈ R 3 , then there exists constants A ∈ C, b ∈ C 3 , C ∈ C such that f (x) = exp A |x| + b · x + C , F (t, x) = exp (At + b · x + 2C) ,
for (almost) all (t, x) ∈ C ++ .
