We investigate the fractional differential equation + A c D α = ( c D µ ) subject to the boundary conditions (0) = 0, (T )+ (T ) = 0. Here α ∈ (1 2), µ ∈ (0 1), is a Carathéodory function and c D is the Caputo fractional derivative. Existence and uniqueness results for the problem are given. The existence results are proved by the nonlinear Leray-Schauder alternative. We discuss the existence of positive and negative solutions to the problem and properties of their derivatives.
Introduction
In modelling the motion of a rigid plate immersing in a Newtonian fluid, Torvik and Bagley [14] considered the fractional differential equation ( ) + AD 3/2 ( ) = ( ) + ( )
together with the initial conditions (0) = 0 (0) = 0 (2) where D 3/2 is the Riemann-Liouville fractional derivative of order 3/2, A = 0 and are constants, and is a function. The authors solved problem (1)-(2) by the Laplace transformation. In the literature, equation (1) is called the Bagley-Torvik equation. A numerical solution of problem (1)-(2) is given in [11, 12] and analytical solutions in [10, 13] . Papers [2, 4, 7, 8] deal with the initial fractional value problem
Here c D α is the Caputo fractional derivative of order α. Papers [2, 7] state numerical solutions of problem (3) for α = 3/2 while [8] for α ∈ (1 2). In [4] , analytical solutions of (3) for α ∈ (1 2) are obtained by the Adomian decomposition method. General solutions of the equations ( ) + A c D α ( ) + ( ) = 0 and ( ) + AD α ( ) + ( ) = 0 are investigated in [15] . Analytical and numerical solutions of the boundary value problem ( ) + A c D 3/2 ( ) = ( ) + ( ) (0) = 0 (T ) = 1 are discussed in [1] . In the above Bagley-Torvik equations with fractional derivative of order α, α ∈ (1 2), it is assumed that A = 0. If A = 0, then these equations are linear second-order ODEs.
No contributions exist, as far as we know, concerning boundary value problems for nonlinear fractional differential equations of the Bagley-Torvik type. Motivated by the above equations we discuss the fractional differential equation
where α ∈ (1 2) and µ ∈ (0 1). Here satisfies the local Carathéodory conditions on [0 T ] × R 3 . We will call equation (4) the generalized Bagley-Torvik equation. Note that (4) may also be discussed for A = 0; but then it can be investigated with small corrections as a second-order ODE.
Together with equation (4) we investigate the boundary conditions (0) = 0 (T ) + (T ) = 0 ∈ R
We recall that the Caputo fractional derivative c D γ of order γ > 0 of a function : [0 T ] → R is defined as, see, e.g., [6, 10] ,
∈ N, provided that the right hand side is pointwise defined on [0 T ]. Here Γ is the Euler gamma function. This alternative definition appeared in Caputo's paper [3] while studying viscoelastic problems for seismic waves. The major utility of the Caputo fractional derivative is in treating problems for physical and engineering applications where the initial conditions are usually expressed in terms of integral-order derivatives.
The Riemann-Liouville fractional derivative D γ of order γ > 0 of a function : [0 T ] → R is defined as, see, e.g., [10, 11] , Hence, if is a solution of (4), then the equality
is fulfilled for a.e. ∈ [0 T ].
The aim of this paper is to give conditions guaranteeing the existence and uniqueness of solutions to problem (4)- (5) .
To this end we show that the problem is reduced to the existence of a fixed point of an integral operator S in the set
The following Leray-Schauder nonlinear alternative is used for solving S = .
Lemma 1.1 ([5]).
Let X be a Banach space and A : X → X be a completely continuous operator. Then either the equation λA = has a solution for each λ ∈ [0 1] or the set { ∈ X : λA = for some λ ∈ (0 1)} is unbounded.
The paper is organized as follows. Section 2 contains the results from the fractional calculus and technical lemmas that are used in the next section. In Section 3 we give existence results for problem (4)-(5) and discuss its monotone solutions. If = 0 in (5), then positive and negative solutions of the problem are investigated. Section 4 is devoted to uniqueness results for problem (4)- (5) and separated solutions of this problem. Throughout the paper α ∈ (1 2).
Preliminaries
The Riemann-Liouville fractional integral I γ of : [0 T ] → R of order γ > 0 is defined by the formula, see, e.g., [6, 10, 11] ,
provided that the right hand side is defined pointwise on [0 T ]. The following properties of the fractional calculus theory are well known, see, e.g., [6, 10, 11] .
S. Staněk
The equalities in properties (iii) and (iv) can be written as
The following result is a generalization of the Gronwall lemma for singular kernels [9, Lemma 7. 
Then
where L = L(γ) is a positive constant.
Let ∈ L 1 [0 T ]. We begin by investigating the linear fractional differential equation
We say that is a solution of (11) 
in the set AC 1 [0 T ]. For solutions of (11) the following two results hold.
Lemma 2.4.
Let ∈ L 1 [0 T ] and ∈ N. Then is a solution of equation (11) if and only if it is a solution of the equation
Proof. (⇒) Let be a solution of (11) . If = 1, then (13) is (12) , and so is a solution of (13). Let > 1. We now proceed by induction. Suppose that is a solution of (13) with replaced by , < , that is, suppose that the equality
holds for a.e. ∈ [0 T ]. Substituting (14) into I 2−α ( ) we obtain from (12) that
for a.e. ∈ [0 T ]. Since
we conclude from (15) that satisfies (13) with replaced by + 1.
(⇐) Suppose that ∈ AC 1 [0 T ] is a solution of (13) and > 1 (if = 1, then (13) is (11)). Put ( ) = ( )+AI 2−α ( ) for a.e. ∈ [0 T ]. Then is a solution of the equation ( ) + A c D α ( ) = ( ). We now prove that = , that is, is a solution of (11). If we proceed analogously to part (⇒) of the proof, then (13) with replaced by holds a.e. on [0 T ]. Hence the equality
Since, by the definition, S. Staněk Lemma 2.5.
Then is a solution of (11) if and only if it is a solution of the integral equation
Proof. (⇒) Let be a solution of (11) . Then ∈ AC 1 [0 T ] and equality (12) is fulfilled for a.e. ∈ [0 T ]. Applying the fractional integral I 2 to both sides of (12) and using Lemma 2.1 (iii) we get
Since
and integration by parts yields
] be a solution of (17). Differentiating (17), we have
In order to prove that
We can now proceed analogously to the part (⇒) of the proof of Lemma 2.4 (with and replaced by and I 1 ) and get that for all ∈ N the equality
is fulfilled for ∈ [0 T ]. Since α ∈ (1 2) there exists 0 ∈ N such that α < 2 − 1/ 0 . Hence, by (20), for = 0 + 1,
Integration by parts yields (note (0) = 0)
As
From the relation
. Now it follows from the equality
Differentiating the last equality we see that satisfies (12) a.e. on [0 T ], that is, is a solution of (11).
Remark 2.6.
Lemma 2.5 shows that if is a solution of (11), then equality (17) holds for ∈ [0 T ]. The direct computation gives
Hence if solutions of (11) are sought in the class C 1 [0 1], then the boundary conditions (0) = 0 and (T )+ (T ) = 0 are well-posed and imply that
Existence results
The following lemma says that the solvability of problem (11) & (5) is reduced to the existence of a solution to an integral equation. First we define the functions
where is from (5) . It is easy to verify that
Then a function is a solution of (11) & (5) if and only if it is a solution of the equation
Proof. By Lemma 2.5, is a solution of equation (11) 
Therefore, is a solution of problem (11) & (5) if and only if it is a solution of the equation
Using functions G 1 and G 2 equation (24) can be written in the form (23).
The properties of S are stated in the following lemma.
and S is a completely continuous operator.
Proof. We begin by proving that S :
and therefore the equality
and
In order to show that S is a continuous operator, let { } ⊂ C 1 [0 T ] be a convergent sequence and let lim →∞ = , 
Consequently, by the Lebesgue Dominated Convergence theorem, lim
From (27) we obtain
and therefore,
Next, we use the equalities (S )(T ) + (S ) (T ) = 0, (S )(T ) + (S ) (T ) = 0 and have
The last inequality together with (31) give lim 
Since (S )(T ) = − (S ) (T ), we have We are now in the position to prove that S has a fixed point. Note that, by Lemma 3.1, any fixed point of S is a solution of problem (4)-(5). 
for a.e. ∈ [0 T ], and consequently (cf. (35)),
Condition (33) guarantees that there is a positive constant R such that
Therefore, ∞ < R by (37). To summarize, for each λ ∈ (0 1) and all solutions of the equation λS = the estimates ∞ < V R and ∞ < R are fulfilled. Consequently, Lemma 1.1 applies.
The following results are devoted to the study of monotone solutions of problem (4)-(5) with A < 0 in (4). 
is fulfilled with as in (H 1 ) of Theorem 3 3.
Then problem (4)-(5) has a solution such that > 0 on (0 T ] and is increasing on [0 T ]. Consequently, is increasing on [0 T ].
Proof. Let
Since > 0 on (0 T ], it follows from (26) that c D µ > 0 on (0 T ], and therefore
Hence is a solution of problem (4)-(5). Theorem 3.6. 
is fulfilled with and as in (H 1 ) of Theorem 3 3.
Then problem (4)-(5) has a solution such that < 0 on (0 T ] and is decreasing on
Proof. Let 
such that > 0 on (0 T ] and is increasing on [0 T ]. Put = − . Then < 0 on (0 T ] and is decreasing on [0 T ]. It is easy to check that is a solution of (4)- (5) . 
and consequently, is a solution of (4) & (39).
Theorem 3.8. 
Uniqueness results
The following existence and uniqueness result for problem (4)-(5) is proved by the Banach fixed point theorem. 
Then (4)-(5) has a unique solution.
Proof. Let the operator S :
, is a solution of (4)- (5) if and only if it is a fixed point of S. We prove that S is a contractive mapping and therefore, by the Banach fixed point theorem, (4)-(5) has a unique solution.
Let
we conclude from (40) that the inequality
In particular,
Since (S )(T ) + (S ) (T ) = 0 for each ∈ C 1 [0 T ], we have
The last equality together with (41) give
Roughly speaking, Theorem 4.1 says that if A and T are sufficiently small and if the growth of is linear, then problem (4)-(5) admits a unique solution. We now state conditions on which guarantee that the problem has a unique solution on [0 T ] for each A < 0 and ≥ 0. In contrast to Theorem 4.1 we need monotone conditions on . We investigate the equation (4), where ( ) = ( ) ( ), that is, the equation (c) there exists ∆ > 0 such that for each ρ ∈ R the estimate Suppose that are solutions of (42) & (5) and assume to the contrary that = . First we show that (0) = (0). If not, let (0) > (0). Put = − and
Since (0) = (0) = 0 and c D µ ( )| =0 = c D µ ( )| =0 = 0, we get from property (a) that (0) = (0 (0) 0 0) − (0 (0) 0 0) > 0. Hence there exists ξ ≤ min T α−2 −Γ(3 − α)/A such that > 0 on [0 ξ], and therefore
We can now proceed analogously to the proof of Theorem 3.4 (with and replaced by and , respectively) and show that ≥ 0 on [0 ξ]. Hence, by (43), 
The last equality also holds if 0 = 0. It follows from the properties of that there exists ν ∈ (
S. Staněk
Then, by condition (c) (note that ( 0 ) = ( 0 )),
Hence, by (46),
Since, by condition (c), lim sup which is impossible. We have proved that = 0, that is = .
Example 4.3.
Let φ 1 ∈ C 1 (R), φ 2 φ 3 ∈ C (R) ∩ C 1 [−1 1], φ 1 be increasing, φ 2 φ 3 be nondecreasing, and To check it we take ( If γ β ν ∈ (0 1), we can choose for example
Theorem 4.2 guarantees that (42) & (5) (for A < 0 of (42)) has a unique solution for each ≥ 0 of (5). The following result says that solutions of this problem with different nonnegative values in (5) are separated. 
