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ABSTRACT
The performance of an external-cavity mode-locked semiconductor laser is analyzed theoretically and numerically.
Passive mode-locking is described using a fully-distributed time-domain model including fast effects, spectral hole
burning and carrier heating. We provide optimization rules in order to improve the mode-locking performance,
such as reducing the pulsewidth and time-bandwidth product as much as possible. Timing jitter is determined
by means of extensive numerical simulations of the model, demonstrating that an external modulation is required
in order to maintain moderate timing-jitter and phase-noise levels at low frequencies. The effect of the driving
conditions is investigated in order to achieve short pulses and low timing jitter. Our results are in qualitative
agreement with reported experiments and predictions obtained from the master equation for mode-locking.
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1. INTRODUCTION
Mode-locked semiconductor lasers are a flexible source of intense short optical pulses.1–3 The viability of these
devices in high-speed communication systems using optical time-division multiplexing (OTDM) relies on the
possibility of achieving short pulsewidths and low timing jitter levels. For example, transmission at 640 Gbit/s
imposes hard requirements, namely, pulsewidths ∼ 0.4 ps and timing jitter less than 100 fs. To date, it is still
unclear what the ultimate performance of mode-locked semiconductor lasers is. In particular, it is important
to understand the fundamental limitations to the minimum attainable pulsewidth. Also, the stability of such a
pulsed source against noise is a question of crucial interest.
From the modelling point of view, pulse formation and noise properties of mode-locked semiconductor lasers
are challenging problems, since they involve the interplay of several mechanisms including, dispersion, self-phase
modulation, nonlinear dynamics, and amplified spontaneous emission (ASE). Mode-locking in semiconductor
lasers has been described by means of lumped-element models, partially-integrated models, fully-distributed
time-domain models, and frequency domain models. Passive mode-locking using saturable absorbers is most
conveniently analyzed in the time domain, although a many-mode interacting framework has been recently
established.4 The master equation for mode-locking (MEML) describes the lumped effect by any one of the
mechanisms acting on the pulse per roundtrip.5–9 The MEML has been extensively used in the literature owing to
its simplicity and the possibility of obtaining analytical predictions for the pulse shape, stability and attainable
pulsewidths. In addition the perturbation theory of the MEML, established in references,9, 10 describes the
evolution of four orthogonal fluctuations driven by spontaneous emission, namely, timing, emission frequency,
pulse energy and carrier density fluctuations, that in turn fully determine the pulse jitter. In spite of these
achievements, there exists a number of effects that are difficult to treat using the MEML, suggesting that more
general descriptions are required. Some of these effects include, i) origin of the pulse train and its instabilities,
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ii) synchronization locking, iii) colliding effects, iv) material dynamics occurring at pulsewidth time scales, and
v) timing fluctuations induced due to gain depletion11 and carrier-induced changes in group velocity.
The aim of this paper is to develop a detailed theoretical description for mode-locked semiconductor lasers that
enables a direct comparison between theory and experiments. Among the different possible descriptions, we use a
fully-distributed time-domain model describing the optical propagation within the entire device by including gain
nonlinearities, bandwidth limitation and spontaneous emission. This approach offers several advantages when
comparing with the MEML. For instance, it is relatively simple to account for the effects i)-v) discussed above
and allows for describing a variety of configurations. Here we investigate the dynamical properties of an external-
cavity mode-locked semiconductor laser (ECMLL), where the absorber is placed in a self-colliding configuration.
The ECMLL offers the possibility of tuning the repetition rate and emission wavelength in intervals much larger
than monolithic constructions. The interest in ECMLL is also motivated by the relatively short pulsewidths and
timing jitter levels that have been demonstrated.1 In section 2 we describe our model for passive mode-locking.
In Sec. 3, we use the model to analyze the performance of a 10 GHz repetition rate device. The evolution of
the pulsewidth and timing jitter is investigated when varying the injection current and the reverse bias in the
saturable absorber. In Sec. 4, we analyze the timing jitter for the case of passive mode-locking, and hybrid
mode-locking that is introduced to reduce the low-frequency jitter. We put special emphasis in explaining the
numerical method used to determine timing jitter. Finally, Sec. 5 is devoted to concluding and summarizing our
paper.
2. THE MODEL
The ECMLL, as shown in Fig. 1, is composed by a two section laser diode and a diffraction grating as external
mirror. The electric field within the laser diode is expressed as the superposition of two counter-propagating
waves E±(z, t). The evolution of the two counter-propagating waves is described by the travelling wave model
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The slowly-varying envelope of the electric field is taken with respect to the optical carrier frequency ω0. The
group velocity (GV) and group-velocity dispersion (GVD) arising from the background refractive index are vg,b
and β2,b respectively. Γ is the optical confinement factor that scales with the number of quantum wells (QWs),
and αint the internal losses. The material gain and carrier-induced refractive index are denoted by g and ∆n
respectively. We use the variable ζ = {Nqw, nc, nv, Tc, Tv, Vabs} to describe the functional dependence of the
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Figure 1. Sketch of the ECMLL as described in reference.12
gain and index of refraction on, carrier densities, plasma temperature, absorber voltage, etc. We recall that
each of these dependencies evolve at different characteristic time scales. The second and third terms on the rhs
of Eq. (1) describe, up to second order, the gain and refractive index dispersion induced by the QWs. Finally
F±(z, t) are Langevin noise sources that describe spontaneous emission processes. These sources have zero mean
and correlation13
〈F±(t, z)F±∗(t′, z′)〉 = nspΓg(ω0, ζ)
Vg
δ(t− t′)δ(z − z′) , (2)
Vg being the volume of the active region in the gain section, nsp = Nqw/(Nqw −Nt) the inversion factor, and Nt
the carrier density at transparency. The level of spontaneous emission is thus determined by the needed cavity
gain and by the degree of inversion.
We consider the geometry shown in Fig. 1, i.e., the left output facet is placed at z = −L, the right laser
facet at z = 0, and the grating position is z = Le. The counter-propagating waves fulfill the following boundary
conditions
E+(z = −L, t) = r1E−(z = −L, t) , (3)
E−(z = 0, t) = r2E
+(z = 0, t) +R(t) , (4)
R(t) being the filtered time-delayed feedback from the diffraction grating, whereas the imperfect AR coating r2
is responsible for multiple internal roundtrips. If we consider a Gaussian filtering function and only one external
reflection, the feedback term can be written (in time domain) as the convolution of the filter with the delayed
field leaving the laser a time τe = 2Le/c earlier
R(t) ≈ (1− r22)r3ξˆ
∆ωB√
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The grating bandwidth is ∆ωB , the relative detuning ∆B = (ωB − Ω)/∆ωB , and the dispersion of the grating
Dgrat = 2αB/∆ω
2
B . r3 is the grating (field) reflectivity, r2 is the AR-coating reflectivity, and ξˆ is the coupling
efficiency of the external cavity.
The gain model accounts for fast relaxation of the carrier distributions towards quasi-equilibrium Fermi-Dirac
distributions due to spectral hole burning and carrier-heating. For a detailed description of the material model
the reader is addressed to the references.14–16 The carrier-induced refractive index ∆n(ω, ζ) is computed from
the material gain using Kramers-Kro¨nig relations17 and neglecting fast effects. The absorber model is similar to
the gain model, except for including bandgap renormalization with carrier-density and reverse bias (Quantum-
confined Stark effect).16, 18 The absorber recovery time decreases with the reverse bias as found experimentally19;
τabs(Vabs) = τ0 exp(Vabs/Vref) with τ0 = 22 ps, and Vref = 2 V. In order to obtain a better agreement with the
experimental dependencies, the polarization dephasing rate in the absorber is slightly increased with the reverse
bias.20
We use a uniform computational mesh to integrate Eq. (1) with ∆z = vg,b∆t. The electric fields are propa-
gated over the characteristic lines neglecting dispersion terms. Dispersion is applied in a second step by discretiz-
ing the temporal derivatives in an explicit way. Boundary conditions are applied at the edges of the laser diode
and the convolution integral (5) is implemented as a digital filter. Finally, the material variables are updated
using a fourth order Runge-Kutta method. White Gaussian random numbers are generated using the numerical
inversion method developed in reference.21
3. DEVICE PERFORMANCE
In this section, we analyze the performance of an ECMLL by numerical simulations of the model outlined above,
from which we infer some optimization rules. It is known that the maximum attainable bit rate, in a OTDM
system, is governed by the pulsewidth and timing jitter levels as well as the appearance of dynamical instabilities.
We investigate the evolution of these quantities with respect to the variation of some experimentally accessible
control parameters. For the sake of clarity, the evolution of timing jitter shall be presented in the next section.
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Figure 2. Several mode-locking quantities computed as function of the emission wavelength using the gain model. (a)
Threshold current, (b) ratio of saturation energies in the gain and absorber sections, and (c) alpha-factor in the absorber
(unsaturated). λ>,< stand for two different working wavelengths.
As an example, we use our model to simulate a 10 GHz repetition rate ECMLL with a 550 µm long amplifier,
30 µm reverse-biased absorber, and a 20 µm transition region.12, 22 A long laser chip is preferred because of the
reduced magnitude of the trailing pulses originated by an imperfect AR-coating. For a residual power reflectivity
of the AR-coating of 10−5, we obtain trailing pulses with extinction ratio of the order of ∼ 30 dB whereas only
∼ 20 dB is achieved in a 300 µm long device in agreement with experimental observations.12, 23 It is also found
that the extinction ratio improves with the reverse bias due to the faster recovery of the absorption.
We use the material model to determine the evolution of the travelling waves, but also to find the variation
of some mode-locking parameters with the operation conditions. In Fig. 2, the threshold current, the ratio
of saturation energies s, and alpha Henry factor in the absorber are calculated as function of the emission
wavelength and reverse bias. The minimum in threshold current corresponds to the alignment of the gain peak
with the central wavelength of the grating. We can also observe a steeper increase in threshold current at longer
wavelengths, reflecting the smaller differential gain on the red-side of the gain spectrum. The threshold current
significantly increases with the reverse bias, indicating that the internal and mirror losses are moderate. The ratio
of saturation energies enters into the pulsewidth determination,8 whereas the sign of the pulse chirp depends
on the sign of the alpha-factor in the absorber.24
3.1. Stability and pulsewidth
The injection current and reverse bias are varied in order to generate the phase diagrams. An example of such a
phase diagram is shown in Fig. 3(a). We can identify three well differentiated regions: below threshold with no
laser radiation (NL), stable mode-locking (SML) and incomplete mode-locking (IML). The onset of incomplete
mode-locking is determined, in time domain, when the pulse train is modulated by an irregular envelope and the
pulses contain a multi-peaked structure [See Fig. 7(c)]. Experimentally, this multi-peaked structure manifests
itself in a coherence spike on top of a pedestal in the autocorrelation function. Two possible scenarios have been
identified for this instability24: For narrow bandwidth, a perturbation grows before the leading edge of the pulse
due to an excessive gain, whereas for wide bandwidths the instability strongly depends on the cavity dispersion
and self-phase modulation. We also find a narrow region of optical bistability for currents close-to-threshold and
large reverse bias on the absorber. The behavior of the output power when the injection current is increased and
subsequently decreased, as shown in Fig. 4, demonstrates that bistability leads to a small hysteresis cycle. The
size of the hysteresis cycles depends on the level of unsaturated losses and the carriers lifetime.25 The slope
of the L − I curves decrease with the reverse bias due to the decrease in quantum efficiency due to the higher
losses.
The increase of reverse bias provides pulse shortening through two mechanisms [Fig. 3(b)]: i) the decrease
in saturation energy of the absorber, and ii) the faster recovery of the absorber. We find that self-phase modu-
lation (SPM) increases for operation far from threshold, leading to large values of the time-bandwidth product
(TBWP). Thus, the optimum situation is likely to occur close-to-threshold and for large reverse bias, as found
experimentally.12 Pulsewidth investigations reveal a joint interplay of three different mechanisms, namely, pulse
shaping, self-phase modulation, and gain saturation due to fast dynamics. The first mechanism relies on a nec-
essary condition for pulse formation, i.e., the larger saturation energy in the amplifier than in the absorber. The
second is the pulse chirp that originates from the dynamic changes in refractive index and because of the disper-
sion of the diffraction grating. As a consequence, the pulses broaden and the resulting TBWP is slightly above
the transform-limited value. Finally, the fast effects included in the material dynamics, spectral hole burning and
carrier-heating, provide a pulsewidth dependent contribution to the saturation energies26 when the pulsewidth
(∼1 ps) is an intermediate time scale between the stimulated carrier lifetime and the ultrafast processes.
The extent of the dynamical instabilities must be reduced to make the device sufficiently stable over a
wide parameter range. There exists a large number of possible combinations of parameters, which make the
optimization work cumbersome. Here, we concentrate in describing the metamorphosis of the phase-diagrams
when the properties of the diffraction grating are varied.
Diffraction grating position. The relative position of the diffraction grating with respect to the gain and
absorption curves is changed from 1.55 µm to 1.515 µm in Fig. 5. In the latter case, we find a strong tendency to
Q-switching. The presence of Q-switching can be understood as the enhanced unsaturated losses introduced by
the saturable absorber when the wavelength is close to the absorption edge and due to the longer carrier lifetime
resulting from the lower threshold. At the onset of Q-switching, relaxation oscillations become undamped and
the pulse train is modulated by a low frequency envelope. An interesting observation is that the Q-switching
region reduces when the ratio TR/τe increases, TR being the repetition period and τe the carrier lifetime. The
lower saturation energy leads to a faster increase in unsaturated gain with injection current, thus favoring the
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Figure 3. (a) Phase diagram in the absorber voltage versus injection current plane. The meaning of the symbols is
NL=no laser emission, SML=stable mode-locking, B=Bistability, IML=incomplete mode-locking. (b) Uncompressed
pulsewidth (solid), spectral width (dotted) and time-bandwidth product (dashed) when moving along the arrow in panel
(a). Conditions λ> = 1.55 µm, ∆λB = 8 nm, and Dgrat = 0.
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Figure 4. Light-current characteristics for different reverse bias on the absorber. The output power is measured at the
absorber facet. Conditions λ> = 1.55 µm, ∆λB = 8 nm, and Dgrat = 0.
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Figure 5. (a) Phase diagram in the absorber voltage versus injection current plane. The meaning of the symbols is
NL=no laser emission, SML=stable mode-locking, Q=Q-switched mode-locking, IML=incomplete mode-locking. (b)
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Figure 6. Effect of the grating bandwidth ∆λB and dispersion Dgrat on the stability and uncompressed pulsewidth.
The solid (dashed) lines correspond to stable (unstable) mode-locking. Driving conditions: I = 70 mA, Vabs = −2 V,
λ = 1.515 µm.
incomplete mode-locking instability. When moving to shorter wavelengths the ratio of saturation energies for
the amplifier and the absorber, s = Esat,g/Esat,a has a weak dependence on reverse bias, therefore we do not
observe big changes in pulsewidth in Fig. 5(b). The advantage of this driving condition is that the alpha-factors
are smaller, reducing SPM and in turn the TBWP. Moreover, the optimum situation occurs at bias around −1
V since we have to avoid the Q-switching region. For higher reverse bias, the laser has to be driven far from the
mode-locking threshold, and thus SPM starts to broaden the pulses again.
Diffraction grating bandwidth and chirp. In Fig. 6, we analyze the behavior around zero grating dispersion
when the bandwidth is increased. The range of unstable mode-locking, denoted by dashed lines in the figure,
increases when taking positive grating dispersion, and specially for wide filters. In the absence of grating
dispersion, the pulses are blue-chirped due to the unbalanced SPM in the amplifier and absorber sections. When
Dgrat < 0, the grating introduces an extra blue-chip that further broaden the pulses. The grating operates in
the opposite direction when Dgrat > 0, i.e., compensating the initial blue chirp and, in turn, shortening the
pulses. The pulse shortening, caused either by bandwidth enhancement or chirp compensation, results in a clear
tendency to incomplete mode-locking. We have found that fast effects play a role in this instability, specially
carrier heating which relaxation occurs at the pulsewidth time-scales.
There, of course, exists many other possible combinations of parameters. As already discussed, small unsatu-
rated losses are preferable to prevent the onset of Q-switching. The different sources of losses, including internal
losses, unsaturated absorption, and mirror losses should be minimized for obtaining low threshold currents. Low
threshold currents decrease the ASE levels and in turn reduces the timing jitter. The active region of the present
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Figure 7. Evolution of the pulse for Vabs = −1.5 V in Fig. 5. (a) Fully-developed Q-switched mode-locking I = 58 mA,
(b) stable mode-locking I = 80 mA, and (c) incomplete mode-locking I = 110 mA.
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Figure 8. RF-spectra for the three situations in Fig. 7. (a) Fully-developed Q-switched mode-locking, (b) stable mode-
locking, and (c) incomplete mode-locking.
laser is composed by six QWs. If the number of wells is reduced, the optical confinement factor reduces leading to
higher inversion and larger saturation energy. This case is particularly interesting because it provides high-power
and low timing-jitter mode-locked semiconductor lasers.27
4. TIMING JITTER
In order to complete the characterization of the device, the dependence of timing jitter with respect to variation
of the control parameters is investigated. The rf-spectrum, that is easily accessible in the experiments, can
provide valuable information about the dynamics in the different regimes described in the preceding section. In
Fig. 8, we plot the rf-spectra corresponding to the operation points α, β, γ annotated in the phase-diagram of
Fig. 5. The signature of Q-switching can be easily identified in the rf-spectrum as the emergence of multiple
peaks between two consecutive dominant harmonic peaks. On the other hand, the onset of incomplete mode-
locking can be identified by the sudden increase in amplitude noise around the harmonic peaks. RF-spectra can
be used to quantify timing jitter by means of the von der Linde method28; see e.g. reference.29 In general,
amplitude jitter and timing jitter are distributed in the rf-spectrum in different frequency intervals, thus the
von der Linde method requires integration of noise skirts around successive harmonic peaks in order to separate
timing jitter and amplitude jitter contributions. For convenience, we use an alternative, although equivalent,
method to determine timing jitter. Our method establishes an analogy between the perturbation theory of the
MEML9, 10 and our fully-distributed time-domain model. The timing fluctuations of a pulse train, ∆tn, are
numerically determined with the pulse detection technique described in Appendix A. As we will show next,
timing jitter can be fully determined from this quantity.
4.1. Timing trajectories and timing variance
We investigate the evolution of the timing fluctuation ∆tn defined in Appendix A. In Fig. 9(a) we plot eight
different realizations of the timing fluctuation, that correspond to different sequences of spontaneous emission
noise, all measured with respect to the same reference clock. The timing variance as function of the roundtrip
number is obtained by performing the ensemble averaging of 20 series. The result is shown in Fig. 9(b), and
it turns out that 20 realizations are still insufficient to completely smooth the trace. Notwithstanding, we can
observe a linear increase in variance, similarly to what happens in a random walk process.30 The variance is
unbounded at long times, as expected from the absence of any time reference in passive mode-locking. From the
slope of the least squares line, we can estimate the kick size acting per roundtrip on the pulse to be
√
σ2N/N ∼ 5
fs, being in agreement with typical experimental values and predictions from the MEML.9 Small pulse-to-pulse
timing jitter is required when using mode-locked lasers in optical sampling and data conversion applications.
We have found that the kick size of the random walk reduces with the reverse bias, as shown in the inset of the
Fig. 9(b). This dependence can be understood using the MEML9√
σ2N/N ∼
τ√
E
, (6)
for large N . Hence if we take the pulse energy E as constant, the kick size reduces with reverse bias because of
the reduction in pulsewidth τ .
The phase-noise spectrum is determined from the timing realizations through Eqs. (10)-(11). The phase-noise
spectrum displays a linear increase when approaching to the harmonic peak as consequence of the asymptotic
behavior of the variance for long times [Fig. 10(a)]. This is the typical 1/Ω2 spectrum characteristic of a random
walk. We use the phase-noise spectrum to determine the timing jitter in a frequency range of interest. The
minimum frequency resolution that allows for a statistical analysis with reasonable integration times corresponds
to ∼ 300 kHz. Although timing jitter below this value is always present, it can be corrected using electronics. We
use Eq. (12) to determine the timing jitter accumulated from 300 kHz and beyond, up to the Nyquist frequency
at 5 GHz. The integrated timing jitter increases before reaching a saturation value that corresponds to the
root-mean-square (rms) timing jitter. Note however that, in passive mode-locking, the rms timing jitter would
increase when taking finner frequency resolution. The result, shown in Fig. 10(b), indicates that frequencies
below 10 MHz provide the dominant contribution to timing jitter, thus justifying the integration interval [100
Hz, 10 MHz] taken in experiments.22
From the above results we can conclude that passive mode-locking displays large timing jitter at low frequen-
cies. In order to reduce the timing jitter of the ECMLL, one employs a modulation of the reverse bias (hybrid
mode-locking). We consider a modulation as
Vabs(t) = Vabs +∆Vabs cos(2pifmt) . (7)
The electrical noise from the synthesizer is neglected here, since it starts to be important only below 100 kHz.
It is interesting to determine the synchronization locking range as function of the modulation strength ∆Vabs.
-2000
-1000
0
1000
2000
T
im
in
g
f
lu
c
tu
a
ti
o
n
[f
s
]
0
2·105
4·105
6·105
8·105
T
im
in
g
v
a
ri
a
n
c
e
[f
s
2
]
(a) (b)
0
Roundtrips
10
4
2·10
4
3·10
4
0
Roundtrips
10
4
2·10
4
3·10
4
-2.0 -1.8 -1.6 -1.4 -1.2 -1.0 -0.8
Vabs [V]
0
5
10
15
20
K
ic
k
s
iz
e
[f
s
]
slope=
sN
2
N
Figure 9. Passive mode-locking. (a) Eight realizations of the timing fluctuation corresponding to different sequences of
the spontaneous emission. (b) Linear increase in timing variance characteristics of a random-walk process. Parameters:
Vabs = −1.5 V and I = 60 mA.
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Figure 10. Comparison of timing jitter for passive mode-locking (solid curves) and hybrid-mode locking (dashed lines).
(a) Phase noise spectrum [Eq. (11)] and integrated timing jitter [Eq. (12)]. Parameters: Vabs = −1 V, I = 65 mA,
∆Vabs = 0.25 V and fm = 10.005299 GHz. The pulsewidth without modulation is 2.63 ps, and with modulation it is 2.85
ps.
However, this issue is out of the scope of this paper. We instead consider that fm is close to the passive mode-
locking frequency and always within the synchronization locking range. As a result of the modulation, the phase
noise, depicted in dashed lines in Fig. 10, deviates from the straight line for frequencies below 10 MHz. This roll-
off characteristic frequency depends on the strength of the modulation and the pulsewidth.31 The accumulated
timing jitter is reduced owing to the reduction in phase noise. We find however a slight increase in pulsewidth
owing to an extra chirp induced by the modulation.
4.2. Dependence of timing jitter on driving conditions
So far we have provided a practical example of the method implemented to determine the timing jitter in passive
and hybrid mode-locking. Next, we make use this method to determine the variation of the timing jitter in the
phase-diagrams of Sec. 3. Among the several situations described, we concentrate with the one described in Fig. 3
because it combines relative short pulsewidths with wide stability regions. Furthermore, the larger saturation
energy of the amplifier induces smaller changes in carrier-density during a roundtrip and thus we expect better
timing jitter performance.
Fig. 11 shows the evolution of timing jitter when the reverse bias and injection current are simultaneously
varied close to the mode-locking threshold. The rms timing jitter decreases considerable when increasing the
reverse bias, although the pulsewidth decreases as well. This observation may be related to the shorter pulse-to-
pulse kick size of the random walk for higher reverse bias. This fact confirms that the optimum driving conditions
takes place close to the mode-locking threshold and for high reverse bias. When a modulation is applied, at the
passive frequency and ∆Vabs = 0.25 V, the timing jitter is considerably reduced. The relative reduction is more
noticeable for low reverse bias.
There exist a number of physical mechanisms contributing to timing jitter in passive mode-locked lasers.32
We restrict ourselves to briefly recall some of them. For example, the gain depletion in the amplifier can induce
a net time shift of the pulse owing to the leading and trailing edges experience different amplification.11 We
note that the amplifier and absorber sections tend to operate in opposite way. On the slow time scale, there exist
at least two ways in which carrier density variations couple to timing jitter. Carrier-density variations induce
a change in the index of refraction, that in turn induces a slight variation in emission frequency, and finally a
change in group velocity due to group velocity dispersion (similar to Gordon-Haus jitter). The second mechanism
is based, again on gain saturation, but now relies on the direct variations in group velocity with carrier density.
A change in group velocity will provide slightly different roundtrip propagation times, hence introducing timing
jitter.
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Figure 11. Evolution of the rms-timing jitter following the arrow in Fig. 3. Passive mode-locking (stars) and hybrid
mode-locking (triangles).
5. CONCLUSIONS
A detailed theoretical description of an external-cavity mode-locked laser has been developed. The approach
describes the contribution of gain saturation arising from ultrafast dynamics. The model has been used to
characterize the mode-locking performance: identification of the limiting factors to the shortest pulsewidth and
the timing jitter.
Concerning the first point, we found that the pulsewidth results from a joint interplay of fast and slow sat-
uration effects together with self-phase modulation. A thorough understanding of this complex relationship can
be used for obtaining shorter pulses and extending the regime of stable mode-locking. We have mentioned some
strategies to avoid dynamical instabilities that affect the mode-locking quality and consequently the performance
of the system.
In the second part, we have used the ECMLL model to investigate the timing jitter when the laser operates
within a regime of stable mode-locking. It has been demonstrated that the timing variance in passive mode-
locking increases linearly with time, similarly to what happens in a random walk process. From the slope of
the timing variance, we have estimated the kick size per roundtrip. The results indicate that the pulse-to-pulse
kick size is generally small (1–20 fs), despite the fact that the rms timing jitter displays larger values (50–
1000 fs). Timing jitter is reduced by nearly a factor of two, when applying a rf-modulation to the reverse-bias
of the absorber. Our model correctly describes the dependence of pulsewidth and timing jitter over a wide
parameter range. The shortest pulsewidth with optimum timing jitter takes place for currents close-to-threshold
and large reverse bias. From the numerical point of view, the determination of timing jitter below 300 kHz
would require huge computational resources. Although the low frequency jitter is always present, it is not very
relevant from the systems point of view because it can be corrected using electronics. The fully-distributed time-
domain description could be used for analyzing the effect of several physical mechanisms introducing timing
jitter, namely, net time shifts due to gain depletion, changes in group velocity initiated by emission-frequency
fluctuations, carrier-induced group-velocity, etc. The understanding and quantification of these sources of timing
jitter deserves further investigation.
APPENDIX A.
The pulse detection technique is implemented to numerically determine the timing jitter. A run time script looks
for maxima above a predefined threshold, and determines the peak of each pulse. Once a peak is found, the
program integrates the pulse intensity and the time weighted with the intensity, in order to determine the pulse
energy and the mean pulse position
Uk =
∫ tp,k+TR/2
tp,k−TR/2
|Eout(t)|2 dt , and tk = 1
Uk
∫ tp,k+TR/2
tp,k−TR/2
|Eout(t)|2 t dt , (8)
tp,k being the time where the peak maximum was found, Eout(t) the electric field at the output (absorber) facet,
and TR an approximated repetition time.
The deviation of the pulse train from an ideal clock with repetition TC defines the timing fluctuation ∆tk =
tk−kTC . For passive mode-locking, we take TC as the average of all the pulse to pulse separations, which roughly
corresponds to the round-trip propagation time of the cold cavity. Note that the same clock has to be used for
all the noise realizations. For hybrid mode-locking we simply take TC = 1/fm, fm the frequency of the external
modulation. Timing jitter can be characterized from the timing fluctuation ∆tk. The evolution of the timing
variance is obtained from
σ2∆t(Tk) = 〈|∆t(Tk + T0)−∆t(T0)|2〉 , (9)
with Tk = kTC and 〈·〉 average over trajectories. The timing spectral density is numerically computed using M
noise realizations of the timing fluctuation
〈|∆ˆt(f)|2〉 ≡ 1
M
M∑
j=1
∆T
∣∣∣∣∣ 1N
N∑
k=1
{∆tk}j e−i2pifTk
∣∣∣∣∣
2
. (10)
with ∆T = NTC the time span. The massive data sets are Fourier transformed using the FFTW libraries.
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The phase noise spectrum reads
L(f) =
(
2pi
TC
)2
〈|∆ˆt(f)|2〉 , (11)
and the timing jitter integrated in a frequency range of interest is determined from
σpc,t(flow, fhigh) =
TC
2pi
√∫ fhigh
flow
2L(f) df . (12)
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