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The theory of identification of variable coeflicients in parabolic distributed 
parameter systems by regularization s extended to the case in which the stabilizing 
functional isthe norm of a differential operator. Stability and convergence of the 
method are proved. A detailed computational evaluation of the approach is 
presented via the estimation of a spatially varying conductivity in the two- 
dimensional heat equation. 0 1988 Academic PESS, IIIC. 
1. INTRODUCTION 
The estimation of spatially and or temporally varying coefficients in 
partial differential equations on the basis of noisy data arises in a variety of 
applications such as heat conduction, large space structures, blood flow in 
tumors, seismic data inversion, and flow of fluids in porous media. It is 
now known that many in this class of identification problems are ill-posed 
inverse problems in the classic sense. 
A widely used approach to such identification problems is to determine 
the estimates of the unkown parameter by minimizing the squared 
deviation of the observed and calculated states, so-called ourpur Zeust- 
squares identrjkation [4]. Results obtained from output least-squares 
identification f rthis class of problems exhibit characteristics of ill-posed 
behavior. Recently the concept of regularization, i troduced by Tikhonov 
for solving linear Fredholm integral equations [ 151, has been extended to 
the problem of identifying coefficients in partial differential equations 
[7, 81. Moreover, it has been proved that with regularization the 
identification problem becomes well-posed and that convergence of 
identification algorithms derived therefrom is guaranteed. 
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The essence of the least-squares distributed parameter identification 
problem can be stated as follows: Minimize J,,(q) = IICu(q) -zli$ over 
q6 Qad, Qad c Q subject o the constraints A(q, u(q)) = F. Here C is an 
observation operator from the state space X to an observation or data 
space Z, Qad is the admissible subset of parameters q in the space Q, and 
the operator A defines the dynamics of the system. In the problems of 
interest tous A = F represents a partial differential equation, with its initial 
and boundary conditions, with parameters q that depend on the spatial 
location and, possibly time. It is now recognized that a compactness 
hypothesis (Qad compact in some Q topology) for Qad plays an important 
theoretical role in both convergence of approximating solutions and 
stability (continuity of estimated parameters with respect o the obser- 
vations) [1, 21. In regularization one restricts the parameter set to QR c Q 
with QR compactly imbedded in Q and then modifies the original east 
squares criterion J,, to minimize J,j = .I,, + j 11q// ‘,, where /I // ‘, is the norm 
in QR and /I is a regularization parameter. Thus, minimizing sequences for 
J,j are bounded in QR and hence compact in Q. 
The theoretical development of regularization for identification of 
spatially varying parameters in distributed parameter systems is due to 
Kravaris and Seinfeld [7, 81. Regularization of an ill-posed parameter 
estimation problem leads physically to penalizing the undesired features 
(non-smoothness) of the parameter estimates. The augmented term to the 
least squares criterion, 1/q/1: can be written as 
where L is either identity or a differential operator and HcL’(SZ) is an 
appropriate Sobolev space. Tikhonov’s stabilizing functional [151 is 
defined as the Sobolev norm of q. If a spline approximation with cubic 
B-spline functions is used for representing q, Tikhonov’s stabilizing 
functional is given by I/ 411 2,2cnj. In practical applications ofthe theory of 
regularization, as Trummer [16] has pointed out, Tikhonov’s stabilizing 
functional can lead to underestimation of the parameter value itself. 
This makes sense intuitively since the least squares estimates are never 
unbounded; they are just highly oscillatory. Thus the 11q11L2 term in the 
stabilizing functional is unnecessary. Earlier, Locker and Prenter [ 131 
suggested regularization with a differential operator defined by (1.1) for the 
linear least-squares problem so that the stabilizing functional isthe norm of 
derivatives ofq in the Sobolev space. Lee and Seinfeld [lo] utilized this 
approach with L being given by the usual gradient operator and found that 
it performed well computationally. 
In the present paper we prove the convergence of the distributed 
parameter regularization identification problem with the stabilizing 
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functional based on a differential operator. Section 2 contains a statement 
of the general problem we will consider, together with a brief 
demonstration of the problem inherent in estimating a spatially dependent 
conductivity inthe heat equation. In Section 3 the essential regularization 
identification method is defined, and in Section 4 the convergence of the 
method is proved. A minimization algorithm is presented in Section 5, and 
finally inSection 6 a computational implementation of the method is given. 
2. STATEMENT OF THE PROBLEM 
We consider the following second-order linear parabolic system: 
a,u- i a, f a,(x, t) aju+bi(x, t)u 
I=1 [ j=l 1 
+ i Cj(X, t) JiU + d(Xy t) U=f(X, t) (2.1) i=l 
8s Ir =$(s, cl, 2=mx (0, T) (2.2) 
I.4 I,=O=UO(x), XEQ  (2.3) 
where 
a,u = i 
[ 
i a&, t) a,u+ b(x, t) u cos(n, x;). 1 (2.4) i=l j= I 
The general identification problem associated with (2.1) is to estimate 
9= (a I I1 . . . . arm, b,, . . . . b,,, cl, . . . . c,,, G-1 (2.5) 
on the basis of noisy observations of the state u(x, t) at a discrete number 
of locations, for example, 
z/r(t) = 4x,, t) + Ylk(f) 
k= 1, 2, . . . . N,, 2 E (0, z-1, 
(2.6) 
where qk(t) represents an unknown measurement error. 
Such problems are improperly posed in the sense of Hadamard, because 
in general they have no unique solutions or the solutions do not depend 
continuously on the data. 
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3. IDENTIFICATION BY REWLARIZATION 
First, we quote a result concerning the solvability of(2.1): 
LEMMA 3.1 [9]. Suppose the following hypotheses are satisfied: 
Hl. 
c1 151’2 i ajib, t) t,C, 3 v 1512, V( E R”, a.e. (x, t)EE, (3.1) 
r,/= I 
where p and v are positive; 
H2. 
where 
H3 
II i II p1,2,2 d kl (PI an), 
uo E Co,,(Q) (O<Y< 11, 
(3.3) 
(3.4) 
where Co,,(Q) is a Hiilder function space with exponent y and 
llill Pl7.Z = 
H4. Q c R” is bounded and piecewise smooth; 
then there exists a unique solution u E V to the problem (2.1), where 
V= L’(O, T; H’(Q)) and u satisfies the energy inequality: 
1 u’(x,t)dx+S’lVul:dt~c j-‘Ifl:dt+bol: a.e. tE [O, rl. (3.5) 
R 0 0 
Furthermore, if the following hypothesis is valid: 
H5. 
Il~kaullp,2 6~ @an) (i,j, k=l,) (3.6) 
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and u0 E H’(Q) then u E v, where 
8= L”(0, T; L*(Q) n L*(O, T; H’(s2)) 
and u sakfies the generalized energy inequality, 
s 
u*(x, t) dx + 
c2 
j-’ \Vul; dt + -f j’ l~;~,ul: dt 
0 jj=1 0 
<C If-l: dl+ Id; + Ivuol:), a.e. TV [O, T], 
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(3.7) 
where the constant c in (3.5) and (3.7) depends on p, v, p, p,, T, and Q. 
We define the parameter space Q as 
Q= fj (L2(0, T; W;(s2)) L”(E))x fi L*(O, T; L”‘*(Q))xL”(E) 
i,j = 1 i= 1 
x L*(O, T; L”“(sZ)) (3.8) 
with a norm 
(3.9) 
Obviously, Q is a Banach space. 
We define the admissible parameter set Qad as 
Qad= 11~11~~~~~ ItI’< i ay(x,t)tit~id~ l5l2, 
i ij= 1 
V< E UP, a.e. (x, t) E E 
I 
(3.10) 
where M, p, and v are positive. In [7] it is only assumed that Qad is norm- 
closed and convex. Here we assume that Qa,, is norm-bounded. 
Concerning the operator C we suppose’ 
H6. CEC(‘)(V;Z). (3.11) 
’ CIkl(A, B) denotes the function space consisting of all up to kth order Frechet 
continuously differentiable functions from A to B. 
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And we have the following 
THEOREM 3.1. Suppose that the hl;potheses Hl-H6 ure &id and that Z 
is a Hilbert space. Then the mapping determined h?l (2.1) 
satisfiies 
And the mapping 
satisfies 
II: Qad -+ V 
zl= u(q) = u(x, t; q) 
(3.12) 
u E C’k’(Q,, ;VI, kENU{O}. 
J: Qa,, + R’ 
J(q)= llC4q)-zll:: 
JE C’l)(Q=,,; R’). 
(3.13) 
(3.14) 
(3.15) 
Proof Taking for example, k = 0, we can deduce the proof similarly for 
other k. Take q, ij E Qad and according to Lemma 3.1 we can obtain the 
solutions corresponding to them as follows: 
u = u(q), ii = u(q). (3.16) 
That is, u and ii satisfy 
a,~- i ai i a,fY,u+h,u 
( > 
+ i c,a,u+du=f (3.17) 
r=l j= I 1=I 
and 
> 
+ t c”,a,ii+&=~ (3.18) 
i= 1 
Set 
then 6u satisfies 
&l=ii--U, 6q=Q-q; 
a,su- i a, i cl,,a,su+&su + i z,ajsu+asu 
,=I i ,= I > r=l 
= Sf+ i ai i 6ai,aj14+6hiU - f &,a,u--6du (3.19) 
,=I ( ,=I > i= 1 
a,+ lt=O, &I -0. 1=0- 
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And set 6u = yei’, where i is a constant o be determined, then we have 
We multiply the two sides of (3.20) by Y and integrate them over 
E, = Sz x (0, t) and we have 
LHS=~JZ(., I)js+,iI ~~Jb~~~iYdiY’Xdf 
+ i j (a;+&)yaJJdxdt+ j (A+a,y2dxdt. (3.21) 
i=l El El 
We use the Holder inequality to estimate the terms in (3.21) and using the 
definition fQad we have 
Similarly, we have 
. (3.22) 
Il’i~llt+., 
(3.23) 
Combining (3.21) and (3.23) and considering Qadr we have 
-- “4” 
1 
$ lIyll:2(&,+2~ Ilvrll:2~E,~} + (A-P) IlYlltw. 
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Set E = v/2cp, then we have 
We take 1 sufficiently large that I -p - 2nc2p2/v is positive. On the other 
hand, we have 
RHS=i eel’ 
& 
{df+i, ai(~a,uhj+udb;) 
- f a,u6ci-u6d dxdt<c 1(6qll,. 
i= I 
(3.25) 
Comparing (3.24) with (3.25), we obtain the desired result. 
Moreover, considering hypothesis H6 and that Z is a Hilbert space, the 
result (3.15) is obvious. Q.E.D. 
We now introduce the following stabilizing functional 
J ST.0 = PI IiVdt2(E) + P2 f ll&ai411zL~~E,. (3.26) 
z.,= I 
Henceforth we suppose 
&= {qEQad;qE(L2(0, zw(Q)))“2+Z”+*}, (3.27) 
where Qad is defined by (3.10). Obviously, Qad is compact in Q. In (3.26), 
b = (/I,, bz) are two regularization parameters, with p2 > 0. The cost 
functional (3.14) is the least squares functional, denoted by JLs. 
We will minimize the smoothing functional 
Js,,p(q) = J,,(q) + Js,.dq) (3.28) 
subject o the constraints (2.1) and (3.27). 
Remark. The functional (3.28) is different from that in [7] in the 
absence of the term, PO ~~q~~~2~E~, that is, /?e = 0. Thus, in not including the 
norm of q itself, we do not compel the parameter q to be minimized, only 
the norms of its derivatives. 
THEOREM 3.2. Suppose the conditions of Lemma 3.1 are satisfied. Then 
there exists an optimal parameter qs E Qad minimizing the functional (3.28). 
Proof: Suppose a sequence {q,} c Dad is one minimizing (3.28), i.e., 
(3.29) 
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Obviously, {qn} is bounded in Q n (L*(O, r; H2(Q)))n2+2n+2. Therefore, 
from { qn} we can select a subsequence { q,,,J such that* 
qnk -5 4/r in Q n (L*(O, T; H2(Q)))“2+2”f2. (3.30) 
That is, 
ar;” -5 a& in L”(E), V’i,j 
,gr;” 4 af: in L*(O, T; H2(Q)) n L*(O, T; Wj(Q)), Vi,j 
(3.31) 
tyk, c:fk,fnk -% be, c&j’” in L*(O, T; tp”(Q)) n L2(0, T; H2(Q)), 
d nk s & in L”(E), 
and because &, is a strongly closed convex set, qa E oad. Moreover, by the 
embedding theory of Sobolev spaces we have also 
aTk A a!! 1, ‘I 
By Theorem 3.1 we have 
in L*(O, T; H’(Q)). (3.32) 
dq,k) A dq& in L*(O, T; H’(Q)) (3.33) 
lim JLS(qnk)=JLS(qp). (3.34) k-x 
And by means of that we can select a convex combination subsequence 
from a weakly convergent sequence [6, p. 361 
such that 
qi. = 1 c;. qnki. 
( 
cc>.= 1, c,30 
i. 2 > 
4;. A 4s in L*(O, T; H*(Q)). 
Thus we have 
(3.35) 
Combining (3.34) with (3.35), we have 
Js,.p(qfl) = ,$, Jm,/dq) a 
with qa E oad. Q.E.D. 
*.I,, +.* X” (or x, +n xg, or Y, +’ xU) in X denote the sequence weakly* (or weakly, or 
strongly) converges to x0 in X. 
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THEOREM 3.3. Suppose the cost JLs(q) is convex, then the optimal 
parumeter q,] E QBd minimizing (3.28) is characterized by the following 
inequalit~~ 
where 
J,,(q) - J,s(Y,~) + VQ,i> q - q,j>> 3 0, (3.36) 
k.r. , = 1 
+ B, i (&Jf, a,(bi-bf))+B, i @kc!, ~,(c,-c!)) 
k,i = I i,k= 1 
+ fi, i (ad”, aAd- d”)) + 8, i, (akf ‘3 ak(f -f”)) 
k=l k=l 
+ 82 1 (akakf, aka,(bi-bf)) 
k,i,r = I 
+ p2 c takdlC!, akal(C,-Cf’)) 
+ p2 i (a,&d’, ak&(d-d”)) 
&.I= I 
+ /& i @ka,f”, aka,(f-f”)), (3.37) 
k.l= I 
where 
(u, v) = s, u(x, t) u(x, t) dx dt. (3.38) 
Furthermore, if the cost functional J,,(q) is strictly convex, then the optimal 
parameter qa is unique in Qad. 
Proof Because J,,(q) is convex, we have 
Jdq,) + B lllq~ll12 = Js,,p(qs) G Jsrdh + (1 - 2) qs) 
d %J,,(q) + (1 -2) J,dqs) +B IllQ+ (1 ---A) qpll12t 
V/ZE(O, l), (3.39) 
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where Illqs1112 denotes the semi-norm on the right-hand side of (3.26). Thus, 
we have 
We let A + 0 and get 
Second, if there exists qpe oad such that (3.36) is true, then we have 
J,,.p(q) -Jsbf,&qp) = J,,(q) - Jdqp) + B 11141112 - 8111~~1112 
= J,,(q) -Jdqp) + wG7/3~ 4 - 4s> 
+ a{lll~ll12- l//4~ll12-~~~g~~-4s~~ 
~8{111~1112- Ill~~ll12-w?~~ 4-4/w 
=B lllq-~~ll12x4 VclE Qad. (3.40) 
That is, 
JSMJ(d 2 JSM,&~h v’qe &d. (3.41) 
Furthermore suppose that J,,(q) is a strictly convex functional of q. 
Obviously, JsT,p(q) = /I 111~1112 is a lower semi-continuous and convex 
functional of q. 
Suppose that there exist qa, and qa2 minimizing (3.28). Since Dad is 
convex. we have 
4j.=E”qsl+(1-~)qp2EQad, VIE (0, 1). (3.42) 
If qal f qB2, then 
.i, d JSM,/I(ql) = JLS(CIi) + P lll4i.lll 2 
<~&Sk+,) + (1 -A) J&T,) + B{A 1114~11112+ (1-A) /IIqp21112~ 
+ P{III~qp1+~~-~~~p21112- ~IIIq,,ll12-(1-4 ll14p*ll12~ 
6~.{JLs(q~l)+P 1114~111121 + (1 -WLs(qB2)+P ll14p21112~ =& 
Thus we obtain qg, = qp2. Q.E.D. 
Usually, an optimal parameter qa is not unique in Qad. Therefore, we set 
SD = {qs; JsM,B(qB) =jsl. (3.43) 
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THEOREM 3.4. !f’ the hypotheses qf’ Theorem 3.2 tire sutisji’ed und un 
optimal parameter qB E Qnd minimizing (3.28) is unique, then the optimal 
parameter qpE [L’(O, T; H’(n))] - I”+ 2’r +’ depends continuous!,~ on z E Z. 
Proof: We know that Qad defined by (3.27) is compact in 
L’(O, T: H’(B)), and by the hypotheses of H6 and Theorem 3.1, the 
mappings 
and 
T2: u+cu 
T, &ad -+ C( T, &a,,) 
are continuous, hence, the mapping 
(TzT,): q+cu 
kc, + C( T, kc, 1 
is continuous and by the hypothesis, Cu = z, the mapping 
(TzT,): q+-- 
!L+Z 
is continuous. Because the optimal parameter is unique, there exists a 
single-value inverse mapping 
(T,T,j ‘: 2-q 
Z-,Q&. 
Considering &d is compact in L’(O, T; H’(Q)), by Tikhonov’s lemma 
[ 15, p. 291 we know that the extension of the mapping (T, T, ) ~ ’ 
P(T,T,)-‘: ‘jP4 
Z + L2(0, T; H’(Q)) 
is continuous, where 
pq=q, VqE Qad. Q.E.D. 
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4. CONVERGENCE 
THEOREM 4.1. Suppose that the hypotheses of Theorem 3.2 are satisfied 
and that the set of optimal parameters to the extreme problem (3.28) with the 
constraints (2.1) and (3.27) 
s= {4dad;JLS(4)=j} (4.1) 
is not empty, where 
(4.2) 
Then from the set 
(4.3) 
we can select a subsequence (qB} such that 
as /I -+ 0 and 
5 - 
qg + 4 in L*(O, T; H2(Q)) (4.4) 
J&4) =j. (4.5) 
Proof: Following the proof of Theorem 3.2 we can select a subsequence 
{ qfi} from the sequence of the sets {S,} such that 
4srv in L*(O, T; H*(Q)). (4.6) 
Therefore, we also have 
Mqp) -+ JLS(4) 
JsT./?(qB) + 0
JsM,/?(q~) -+ JLS(3 
as /I + 0. We hope to prove 4 E 3, i.e., 
JLd9) =j. 
Take 4 E s and we have 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
378 
Let b-0 and we have 
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) =j. 
Comparing (4.8) and (4.12) we obtain (4.10) 
(4.12) 
Q.E.D. 
5. COMPUTATIONAL IMPLEMENTATION 
We can obtain the following necessary and sufficient conditions that can 
be used as the basis of a computational algorithm to seek optimal 
parameter values. 
THEOREM 5.1. Suppose that the hypotheses of Theorem 3.2 are satisfied. 
Then a necessary and sufficient condition for qp to be optimal is that the 
following inequality holds: 
(Cu’(q) &7> Cu(q) -zL + B<sp &I> 2 0, broad, h=q-qp, (5.1) 
where /I((q8, 6q)) is defined by (3.37), and Cu’(q) is the Frechet derivative 
of Cu evaluated at u = u(q) and u’(q) is the Frechet derivative of u evaluated 
at q. 
Proof 
problem ( 
By Lions [12] we can obtain that qp is optimal for the extreme 
3.28) with the constraints (2.1) and (3.27) if and only if 
6q is a Frechet differential of J,,,Jq) at q= qp and 
where & = Q{L*(O, T; H2(R))}n2+2n+2. 
And by a simple calculation we can get 
where J$M,p(qp)
Gl.,(q,) E(a*3 
t J&?(q~) 6q = (Cu’(q) &A Cu(q) -z)z + PGlp &I> 
VqE &Ki~ &l=q-q/3. (5.3) 
Combining (5.2) with (5.3), we have (5.1). Q.E.D. 
The measurement process that we will consider is that given by (2.6), 
cu = 24(x,, t), x,EL’, k=l,N, tE(0, T). (5.4) 
When n = dim Sz < 3, by the embedding theory of Sobolev spaces we know 
the operator C defined by (5.4) belongs to Y( v; L*(O, T)). 
THEOREM 5.2. Suppose that the hypotheses of Theorem 3.2 are valid and 
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that the observation operator C is defined by (5.4) and that the observation 
space 2 = (L’(O, T)}” and that n = dim Q d 3. Then for qp to be optimal the 
following inequality must hold 
where p((qB, Sq)) is defined bj (3.37) and $(q) is governed by 
-a,$ = i a, f a,,a,$+ci$ 
L 3 
- i bidi* -d$ 
i=l j= 1 is 1 
-I- ,g, CZk(t) - U(Zk> t)l6(x- Xk) 
a,*+ I&2=0? II, l,=T=O, 
(5.6) 
where a,,. II/ = E:1= 1 [xy=, a,,a,$ + ci$] cos(n, xi). 
Proof. By Theorem 5.1 and C being a linear continuous operator, we 
can obtain the condition for qB to be optimal as 
vqe CL h=q-qg. (5.7) 
Denote u’( qB) 6q by zi and from (2.1) we obtain 
= Sf+ i ai 
i=l [ 
i aju(qp) aa,+ u(sJ 6bj 
j=l I 
(5.8) 
- i a,4qp) SC, - u(qp) Jd 
i==l 
a4 tdR=O, ti Ir=o=O. 
By Lemma 3.1 there exist a unique solution to (5.6) and a unique solution 
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to (5.8)’ Therefore, we can multiply the two sides of (5.6) by ti and 
integrate them over E and we have 
LHSof(5.6)= - j” 
k 
~~,~~.~rlr=;~;~~,1i~.~(D 
- C&u&-uSd dxdt 
I 
+ xa,u6aii+u6b, d,$dxdt 1 
-; (Z[c~ajti+aiudc,] 
E i 
+d%i+u6d-6J’ (5.9) 
RHSof(5.6)= - j 
E 
x[ZE,$a;+cf$]i,ti 
1 , 
- $ jh/@;$ridxdf- i^Idt+hiddwdt 
+ f j’ [z,(t) - Ok, ~11 cI.wlr dt. (5.10) 
k=l ’ 
Comparing (5.9) and (5.10), we have 
kt, j,’ CZklt) - dxk> t; qa)] u’(qg) Sq / .~ = rk dz 
=-- aju(qs) da, + u(qa) 6bi 1 a,$ dx dt 
- ~a,u&,+u6d-@- $dxdt. 
I 
(5.11) 
Substituting (5.11) into (5.7) we obtain (5.5). Q.E.D. 
’ More precisely, there exists a distributional solution to (5.6), therefore, the argument of 
Theorem 5.2 is a formal one. 
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From a computational viewpoint it is generally necessary to employ a 
finite-dimensional approximation of the parameter, for example, as spline 
functions [3, 81. We will henceforth assume a spline representation and to 
simplify the notation in what follows we restrict our attention to estimation 
of the generalized diffusion coefficient i  (2.1), namely 
n = 2, %,(X2 t) = 4(x, Y), bj(X, t) = c;(x, t) = d(x, t) = 0. 
Thus (2.1) becomes the two-dimension heat equation, 
a,u - V(dx, Y) Vu) =./-(x9 Y,f), (x,y, l)EE=S2X (0, T) 
a,+ Im=O, (5.12) 
u I,=o=uo(-x,y), (4Y)EQ. 
THEOREM 5.3. Suppose the hypotheses of Theorem 3.2 are valid, that f is 
knowIn and that q is represented by the spline function [S] 
dx, y) =1 c g,(x) Q,,g,(y), 
i-0 j=O 
(5.13) 
where 
g,(x)=B(2-i+x/h,) 
gj(Y)=W-j+Ylh2) 
X3/6, 
l/6 + (x - 1)/2 + (x - 1)2/2 
416 - (x - 2)2 + (x - 2)3/2, 
l/6-(x-3)/2+(x-3)2/2 
0 
- 
Odx< 1 
(x - 1)3/2, l<x<2 (5.14) 
26x<3 
(x - 3 )3/6, 3<x<4 
otherwise 
and where h, is the x-mesh size of the spline function and h, is the y-mesh 
size of the spline function. Besides, suppose that the smoothing functional is 
J,,,&q) 4 z j-’ IZktt) - u(xk> Yk , 2; @I2 dt 
k=l o 
+ PO IMtqs) + 81 llWl2Lqn, 
+ B* i llaia,qllt2(Q). 
r,, = I 
(5.15) 
Note that we have included the PO term in JST, since we will subsequently 
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evulucrte the eifect of non-zero /I,, on the numerical results. Then q,{ E a is 
optimul if und only lf the ,follo\ving inequality holds 
+ F 2 [flog;(x) P$g,(y) gr(x) g,(y)+ 81 g:(x) Pi:&(Y) .a-~) &(Y) 
,=o,=o 
+ B1 g,(x) Q;s;b) g,(-x) g:(y) + lL g;‘(x) P;g,(y) d’(x) g.Ay) 
+ 2/L d(x) Pf:gJy) ‘d(x) g:.(Y) 
+ b’z g,(x) Pfl g,!‘(y) sr(x) s:‘(r)1 dx 4 @rs 30, 
VP A (Pii)E Uad, 6P,,= P,,- Pf$, (5.16) 
where 
N-s 
4” =c ZY g,(x) q&(Y) 
r=oj=o 
NY, N,, 
‘ad = (Pij)(N,,+ I ).Y(N~~+ 1) ;O<ql6 1 C gi(x)pjjgj(.V)6qz (5.18) 
i=O j=O 
and $ = rl/(qp) is determined by the following adjoint equation 
-a,*-v4qpw= : Mf)-4qJl w-xk)6(Y-Yk) 
k=l (5.19) 
an@ I~m=o~ * Ir=r’O. 
Proof By (5.17) we have 
Yp = (go(x), ...Y g.?&,(x)) pB > P” = (Pt.), (5.20) 
h = (go(x), ...3 R/v,,(X)) 6P 3 6P=P-PP. (5.21) 
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Furthermore, we also have I go(Y) 
(sb(x)v ..-5 &,(x)) pp 
vq, = i 1 
I 
G,.,(Y) 
&(Y) 
(go(x), ...Y grd,(x)) pp 
i 1 
! 
&,(Y 1 
go(Y) 
Gp= Mb), *.., gir_(x)) PB 
i 1 
: 
&v,,(Y) 
dJ(Y) 
~$vqp = (SXX), ...v dv,,(x)) pp 
i i 
f 
dvJY) 
(5.22) 
(5.23) 
(5.24) 
and 
q4p = kob), . ..P gN,,(x)) pB (5.25) 
We have similar expressions for 6q. Substituting (5.20)-(5.25) and the 
similar expressions for 6q into (5.5) and considering (5.12), we obtain 
(5.16). Q.E.D. 
6. ESTIMATION OF PETROLEUM RESERVOIR PERMEABILITY 
Let us consider the estimation of the permeability distribution i a two- 
dimensional, single-phase ( .g., oil) petroleum reservoir. Such a system is 
completely described by its pressure which is governed by the particular 
form of (2.1) 
ccja,u=v~ (6.1) 
a,u=o (6.2) 
4x9 Y, 0) = u,b, Y 1, (6.3) 
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wheref;,. isthe rate of injection (or withdrawal) of fluid at the N,, wells, at 
which noisy measurements of pressure are available. The problem we 
address is to estimate the permeability (s, y) on the basis of such 
measurements. The conditions of the computational example are given in 
Table I and the reservoir system is shown in Fig. 1. This system is the same 
as that considered by Lee rt al. [ 111, in which the procedure to be 
followed is to generate noisy data based on the true, but presumed 
unknown, q(x, y) and to attempt to recover q through the identification 
algorithm. 
In solving (6.1))(6.3) and the associated adjoint equation we use a 
locally one-dimensional method [ 141. Spline approximation as given in 
(5.13) and (5.14) is used to represent q(x, y). The problem reduces to deter- 
mining the set of spline coefficients Q, to minimize JSM,@. 
The computational results are summarized in Tables II and III. The 
measurement noise is white noise with zero mean and standard deviation 
0.3 atm. The tables contain the converged values of J,,, J,,, and J,, for a 
number of different combinations of /lo, pi, /12, together with the 
systematic bias 
TABLE I 
Conditions of Computational Example 
(6.4) 
Spatial domain, Q 
Total time, T 
Time between measurements, 6r 
Grid for numerical solution of PDE, N, x N, 
Spline grid, N,, x N,, 
Spline grid spacing, h, x hz 
Compressibility, c 
Porosity, Q 
Fluid production rate,,/ 
Initial pressure, u0 
Number of observation locations, No 
Observation locations (see Fig. 1) 
1 2 
30,000 x 20,000 m2 
I50 days 
10 days 
15x10 
8x6 
5000x5000m2 
I.2 x IO loPam’ 
1.52 x 10’ Pa 
5 
3 4 5 
xk, m 5000 15000 5000 15000 25000 
yh m 5000 5000 15000 15000 15000 
True value of q 0.3-O.Isin(&)sin($&) 
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TABLE II 
Estimation of Petroleum Reservoir Permeability. Effect of Choices of PO, p,, and /j’* 
B” B, 83 JST JLS JSM M s 
0 10-S 10’ 5.992 682 688 0.0647495 0.1136298 
1OFX 10m5 10’ 3233817 35149 3269759 - 0.2690244 0.1174373 
0 10 4 103 59.1 6734 732 0.0641710 0.1134717 
10’ lo-“ 10’ 3233817 35941 32374120 - 0.2690244 0.1174373 
0 10-h 10 0.599 682 683 0.0648073 0.1136284 
10 ‘) IO-6 IO 32338 1 35941 323417792 - 0.2690244 0.1174373 
0 10-d 1 12.8 673 686 0.0642041 0.1134908 
lo-’ 10-4 1 32338 1 35941 359323 - 0.2690244 0.1174373 
0 0 0.1 0.005 683 683 0.0648137 0.1136300 
lOF9 0 0.1 323381 35941 359323 - 0.2690244 0.1174373 
0 10-d 10’ 59.1 673 732 0.064 111 0.1134717 
0 I0 10-d 10’ 1838 859 2428 0.0073637 0.1336818 
0 10-Z IO4 6411 169 6580 0.0035232 0.1126972 
lOF’0 10-2 104 13646 2024 15670 -0.0533139 0.1365477 
0 10 -1 10’ 4631 165 4797 0.0038211 0.1126564 
lOF’0 10-Z 10’ 11584 2007 13592 -0.0530161 0.1365304 
0 0 1.0 0.047 683 683 0.0668137 0.1136300 
10 ” 0 1.0 8.9 605 614 0.059130 0.1151454 
and t.he standard deviation 
S= 
[ & f (e, - W2]li2 r=l (6.5) 
of the errors, where ej= qj’“‘- qylc. In Table III we show how the 
estimation depends on the dimension of the spline grid. In this table, all 
results were obtained with /I0 = 0, b1 = lo-‘, and /I2 = 1. 
We can draw the following conclusions from our results. The 
regularization identification method is quite robust; in spite of significant 
variations in the values of /Ii and p2, the values of Jr,, M, and S do not 
vary substantially. When fiO is nonzero J,,, M, and S do, however, vary 
significantly, and when PO is larger than lo-“, the estimated value of q is 
driven to its lower bound of 10-l’ darcy. This result clearly demonstrates 
the effect of retaining the parameter norm term in the stabilizing functional 
in terms of attempting to minimize that norm. With a large N,, x N,,, the 
spline approximation is capable of accurately representing the unknown 
parameter, and the estimation error increases due to the large number of 
unknown parameters. On the other hand, a small N,Y, x N,, does not afford 
the ability to closely match the surface. An optimal spline mesh size does 
appear to exist in the present problem. Its actual value will depend on the 
PDE mesh and the number of data points and their error. 
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TABLE III 
Estimation of Petroleum Reservoir Permeability. 
Effect of Spline Grid Dimension 
8x6 682 1.351 683 0.0641527 0.1136160 
17x 12 774 1.435 775 0.0696450 0.1133353 
12x 7 2749 28.3 2777 -0.01344369 0.1470695 
7x7 4072 21.8 4094 -0.1035694 0.1814185 
22 x 22 835 62.6 898 0.0054995 0.1470720 
32 x 42 35941 0.000 35941 -0.2690279 0.1174399 
32 x 22 36941 0.000 35941 -0.2690279 0.1174399 
12 x 10 1313 41.7 1355 -0.0133466 0.1556894 
I4 x 10 1836 30.2 1867 0.0201326 0.1378663 
7x 12 9307 17.4 9234 - 0.0935964 0.1746045 
8x7 3205 14.2 3220 -0.0805883 0.1644083 
7x6 4081 14.5 409 5 -0.1057827 o.t809350 
7. CONCLUSIONS 
We have examined the theory and application of regularization for the 
identification of parameters in partial differential equations. In particular, 
we have focused on the effect of employing a stabilizing functional based on 
a differential operator on the parameter. Convergence of the method is 
proved, and computational examples of estimating the spatially varying 
permeability in the two-dimensional pressure equation for flow in a 
one-phase porous medium illustrate the effect of regularization and of the 
choice of the level of parameter discretization. 
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