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Abstract 
Granitic rocks are widespread and, in the upper crust, are generally fractured in complex 
networks across scales (kilometres down to submillimetres). In these rocks, physical 
parameters, like diffusivity or permeability, are controlled by the fracture networks and thus are 
anisotropic. Hence fault and fracture patterns govern water percolation, which is of fundamental 
importance for applied projects such as the disposal of radioactive waste. Therefore, knowledge 
about the geometry, aperture, spacing and mineralogical composition of fault rocks is key for 
the safe planning of such long-term projects.  
In order to study the interplay between faults and water percolation in granitic host rock we 
examined in detail the underground rock laboratory at the Grimsel Test Site (GTS, operated by 
Nagra) in the Central Swiss Alps. The site was chosen for both its continuous rock exposure 
along the tunnel walls and the pristine outcrop conditions. Our study implemented a 
complementary interdisciplinary workflow to capture insights into the pertinent water-rock 
interactions of granitic rocks in rugged crystalline environments: this consisted of detailed 
surface and underground mapping across scales, in which we characterized both the petrology 
and structures of the site geology (chapter 2); investigations of the site discharge water which 
allowed for the hydrochemical analysis and modelling of the recent groundwater (chapter 3); 3D 
structural modelling that included uncertainty estimations of the data (chapter 4); and finally, 
we link our observations of the 3D geometry of faults and the groundwater flow in a conceptual 
water pathway model (chapter 5).  
The bedrock surrounding the GTS is mainly composed of two granitoid rocks, the Grimsel 
granodiorite (GrGr) and the Central Aar granite (CAGr). Deformation related to the Alpine 
orogeny led to the formation of a pervasive foliation and of numerous zones of highly localized 
strain. High-strain zones are primarily of ductile origin and strike NE-SW, E-W as well as NW-
SE, and are mostly steeply southwards dipping. During cooling and on-going exhumation, these 
mechanical discontinuities were reactivated in a heterogeneous brittle manner resulting in brittle 
faults, which consist of cataclasites and fault gouges. Dilation in these tectonites led to an 
increase in pore space, which ultimately became connected, culminating in an increased 
permeability.  
Analysis of H and O isotopes of the sampled groundwater of GTS suggests a meteoric origin. 
Except for two samples, no Tritium was measured, indicating water infiltration before the 
1950s, and therefore a minimum percolation time of >60 years. Two different groups of water 
(CAGr and GrGr water) could be distinguished based on isotopic composition, pH, and 
concentration in Na, Ca, Li and Cl ions. The observed differences do not derive from variations 
of the major water-rock interactions (dissolution of plagioclase and fluorite; precipitation of 
quartz and kaolinite) but rather result from longer residence times due to differences in 
overburden.  
  
 
Faults in the GrGr and the CAGr are ubiquitous. Most brittle faults occur along a former ductile 
high-strain zone, therefore special emphasize was laid on the ductile zones as they are km to 
100m-scale continuous planar structures. Structural 3D modelling allowed for extrapolation of 
the surface data to the GTS. Three different extrapolation algorithms were employed and 
compared based on a statistical interpolation. This comparison showed the importance of 
fieldwork for both acquiring data and validating modelling results. The obtained 3D structural 
model visualises several faults and fault intersections that crosscut the entire rock mass above 
GTS and link the major faults observed at GTS to today's surface topography. These km-scale 
faults are linked by secondary relay faults with length of couple of tens to few hundred meters. 
From surface information alone the exact occurrence of such relay structures cannot be 
accurately predicted underground, given their finite nature with small lateral extensions. Here, 
only probabilistic approaches could provide some additional information, however, these 
methods are subject to a substantial degree of uncertainty. 
For the subsurface water flow, a combination of faults with enhanced slip tendency and fault 
intersections reveals that 90% of the mapped water discharge points at GTS occur along 
aforementioned structural features. The remaining 10% are also fault-bound discharge points, 
however along faults with low-slip tendency. Comparison of measured water fluxes in the GTS 
with domains with a specific water-conducting element predominating revealed that domains 
with high fault intersection density correlate with domains of high water fluxes. Domains with a 
high density of high-slip tendency faults correspond to domains with intermediate water fluxes. 
Domains of a high density of low-slip tendency fault show low water fluxes. Thereby, we infer 
that fault intersections with high-slip tendency faults act as major water flow paths in granitoid 
host rocks. Therefore a sequence of stepped importance between the different elements can be 
inferred, where fault intersections are the predominating water-conducting features followed by 
high-slip tendency faults.  
In summary, a combination of groundwater sampling and structural analysis was found as a 
rather suitable approach to gain a fundamental understanding of water flow in fractured 
subsurface granitic bedrock. Such knowledge provides prerequisite information for a thorough 
site characterisation for radioactive waste disposal programs situated in granitoid host rocks. 
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1.1. General introduction 
Granitoid basement rocks are common, and are widely used for underground projects such as 
tunnelling, disposal of radioactive waste, or enhanced geothermal energy projects. It is the case 
that projects, like those listed, are a large infrastructural investment, and it is desired that they 
have a long and safe life span. Therefore it is important to understand the long-term stability of 
the properties of the granitoid rocks that host such projects. The properties of interest vary 
between projects but in general are related to the material properties of the granitoid material, 
the geological structures hosted in the rock and the characteristics of any fluid present. These 
different features are not independent and change with time, and it is the interaction of these 
features that determines the long-term stability of a project.  
Permeability, which is the capability of a medium to allow fluids to circulate, is anisotropic in 
most granitoid basement rocks as it is fault-bound (Snow, 1969). Here the term fault comprises 
different features related to brittle deformation; such as fractures, joints, faults, fault zones, 
cataclasites and non-cohesive fault gouges. Water that percolates along a fault, interacts with its 
surroundings, and by this interaction the water changes its composition (e.g. Iwatsuki and 
Yoshida, 1999; Nordstrom et al., 1989). Interactions can involve processes such as dissolution 
of primary minerals, precipitation of secondary minerals or exchange with rock matrix pore 
water (e.g. Gascoyne, 2004). All of these named processes alter the water composition. Thus 
careful sampling and analysis of groundwater potentially sheds light on processes responsible 
for the present groundwater chemistry. Any knowledge of the groundwater evolution might help 
when interpreting the processes effecting the interaction of groundwater at a potential 
underground facility.  
Faults, which form water pathways, are three-dimensional sub planar to planar features. They 
are formed in a rock mass when the applied stresses exceeds the rocks elastic yield strength 
(Mandl, 2000). Larger faults are known to occur on a kilometre scale, and thus could potentially 
link the Earth's surface with an underground facility. Therefore, the study of faults in 3D on a 
mountainside scale (km-scale) is of paramount importance when performing a site 
characterization for a future larger underground project.  
Increased available computer power in the last decade, meanwhile enables 3D structural 
modelling to be performed on a standard desktop computer. Therefore, structural models are 
widely used to constrain the fault pattern in 3D (e.g. Caumon et al., 2009). In 3D structural 
models, known information is often extrapolated to unknown space. This extrapolation is 
uncertain and the model often cannot be validated for deep-seated continuation.  
1.2. Research question 
The present thesis is part of a larger project (LASMO) of Nagra (Swiss Cooperative for 
Disposal of Radioactive Waste), RWM (Radioactive Waste Management, United Kingdom) and 
SURAO (Czech Radioactive Waste Repository Authority, Czech Republic). LASMO stands for 
Large-Scale Monitoring. The project is dedicated to the long-term monitoring of processes 
potentially influencing the safe disposal of radioactive waste in any underground construction 
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that will one day act as a long-term storage facility. The present thesis adds to a site 
characterization by contribution of a 3D structural model, by baseline monitoring of the 
groundwater discharging within Grimsel Test Site (GTS), and by linking the structural 3D 
model with mapped water discharge points in a conceptual water flow path model.  
1.3. Objectives and methods 
The following objectives were set for this thesis: (i) baseline monitoring and characterization of 
the groundwater occurring around the GTS, (ii) constraining the 3D geometry of faults around 
the GTS on the decametre scale and on a kilometre scale, and (iii) exploring their role in water 
conduction.  
In order to achieve the aforementioned objectives, water samples were taken during 2 years 
from different pre-existing boreholes in the GTS and compared with literature data. In the first 
year, four sampling campaigns were carried out, whereas in the second year only two samplings 
were performed. Sampled groundwater was subsequently analysed for chemical composition 
and stable water isotopic composition. During the last sampling campaign additional samples 
were taken for tritium measurements.  
In parallel to groundwater sampling, the GTS and the surface above were mapped with a focus 
on fault geometry and kinematics. The resulting maps served as a base for the 3D model of the 
study site and its validation.  
Finally, mapped water discharge points in the GTS were compared with the analysed 
groundwater and with mapped structures in order to unravel potential links.  
1.4. Hydro-geological setting 
The GTS is situated in the 
upper Haslital, located in the 
canton of Bern in the Central 
Swiss Alps (Fig. 1.1). 
Geologically, it is located 
within the Aar massif, which 
belongs to the external 
crystalline massifs of the Alps 
(Mercolli and Oberhänsli, 
1988; von Raumer et al., 
2009, 1993). The Aar massif 
represents the inverted former 
European continental margin 
(Pfiffner, 1993). 
Figure 1.1. Geological map of the upper Haslital (modified after 
Berger et al., 2017a).  
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The bedrock of the upper Haslital can be subdivided into (i) pre-Variscan basement rocks, (ii) 
post- to Late Variscan intrusives, (iii) Late Variscan volcanics (Berger et al., 2017a). The pre-
Variscan basement is also called "Altkristallin" (Abrecht, 1994; Labhart, 1977). It is composed 
of polymetamorphic gneisses. The post-to Late-Variscan intrusives (Hasli Group) form a calc-
alkaline differentiation series (Berger et al., 2017a; Schaltegger, 1994).  
In the surroundings of the GTS four different host rocks occur: (i) Grimsel granodiorite (GrGr), 
(ii) Central Aar granite (CAGr), (iii) aplitic dykes, and (iv) metabasic dykes (e.g. Keusen et al., 
1989; Stalder, 1964). The GrGr, the CAGr and the aplitic dykes are part of a calc-alkaline 
differentiation series, where the GrGr is the most primitive member (Berger et al., 2017a; 
Keusen et al., 1989; Schaltegger, 1994). The origin of the metabasic dykes, formerly called 
"lamprophyres", is ambiguous as elaborated in chapter 2 (Oberhänsli, 1986).  
Metamorphism, related to the Alpine orogeny, overprinted the aforementioned rocks with peak 
conditions around 450 ± 30 °C and 6 ± 1 kbar, which was reached around 22 - 20 Ma 
(Challandes et al., 2008; Rolland et al., 2009).  
The solid-state deformation in the vicinity of the GTS has been described previously (e.g. 
Challandes et al., 2008; Choukroune and Gapais, 1983; Goncalves et al., 2012; Herwegh et al., 
2017; Marquer, 1990; Marquer et al., 1985; Rolland et al., 2009; Steck, 1968; Wehrens et al., 
2017, 2016). Single phase, and multistage kinematic models have been proposed. Generally, a 
southward increase in deformation intensity and metamorphic grade is inferred (e.g. Bambauer 
et al., 2009; Choukroune and Gapais, 1983; Niggli and Niggli, 1965; Rolland et al., 2009; 
Wehrens et al., 2017).  
Ductile deformation is expressed by two dominant features: (i) a pervasive foliation and (ii) 
localized high strain zones, ductile shear zones (e.g. Rolland et al., 2009; Wehrens et al., 2017). 
Ductile structures form anisotropies that are often reactivated by subsequent retrograde brittle 
deformation resulting from cooling due to exhumation (e.g. Belgrano et al., 2016; Kralik et al., 
1992; Wehrens et al., 2017, 2016). Typical brittle structures are: fractures, faults, fault zones, 
cataclasites, and fault breccias or gouges.  
Glaciation and glacial retreat contributed to the latest landscape evolution of the area (e.g. 
Florineth and Schlüchter, 1998; Wirsig et al., 2016). In response to deglaciations, several 
generations of exfoliation joints formed (Ziegler et al., 2013).  
Exfoliation joints are likely to influence the infiltration pattern of recent meteoric water as they 
form an interconnected network of fractures. Towards greater depth faults form the major water-
conducting features, as they are characterized by higher porosity (ca. 10-30 vol%) than the rock 
matrix (open porosity: 0.8 - 1.5 vol%; Bossart and Mazurek, 1991). Diverse experiments run at 
the GTS measured transmissivity in test intervals with faults as well as rock matrix (e.g. Hoehn 
et al., 1990). Borehole test intervals containing faults typically have a transmissivity around 2 × 
10-6 m2/s, whereas borehole test intervals sampling the rock matrix are characterized by 9 order 
of magnitude smaller transmissivity values. This difference in porosity and transmissivity 
highlights the importance of faults for advective water flow.  
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1.5. Organisation of the thesis 
The thesis consists of four main chapters, which are briefly introduced in the following.  
Chapter 2 characterizes in detail the petrography and structural framework for both the Grimsel 
Test Site (GTS) as well as for the surface above. It is published in form of a Nagra 
Arbeitsbericht NAB 16-27.  
 Schneeberger, R., Berger, A., Herwegh, M., Eugster, A., Kober, F., Spillmann, T., 
 Blechschmidt, I., 2016. GTS Phase VI - LASMO: Geology and structures of the 
 GTS and Grimsel region. Nagra Arbeitsbericht NAB 16-27, Wettingen, 
 Switzerland. 
Chapter 3 describes the groundwater sampled within the GTS and its evolution. Special focus 
was payed on the hydrochemistry (dissolved elements and stable isotopic water composition) 
and its link to the flow paths. It forms a paper in preparation.  
Schneeberger, R., Mäder, U.K., Waber, H.N., Berger, A., Kober, F., & Herwegh, 
M. (in preparation). Long-term chemical composition and evolution of 
groundwater in crystalline bedrock: A case study (Grimsel, Switzerland). 
In chapter 4, we present a 3D structural model of the GTS and the surface, and discuss 
uncertainties related to the 3D structural modelling. The 3D structural model is based on the 
underground and the surface mapping, and describes the 3D geometry of faults. Chapter 4 is 
accepted for publication in Solid Earth: 
 Schneeberger, R., De la Varga, M., Egli, D., Berger, A., Kober, F., Wellmann, F., 
 and Herwegh, M. (2017). Methods and uncertainty-estimations of 3D structural 
 modelling in crystalline rocks: A case study, Solid Earth Discussions, 
 doi:10.5194/se-2017-47, in review. 
In chapter 5, we link both the groundwater chemistry and the 3D fault pattern in order to 
develop a conceptual flow model of the groundwater flow around GTS. The chapter is 
submitted to Tectonophysics. 
Schneeberger, R., Egli, D., Lanyon, G.W., Mäder, U.K., Berger, A., Kober, F., & 
Herwegh, M. (in preparation). Structural permeability favourability in crystalline 
rocks: Implications for groundwater flow paths, a case study (Aar massif, Central 
Switzerland).  
Conclusions and an outlook are presented in chapter 6.  
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2.1. Introduction 
2.1.1. The GTS and the LASMO project 
The Grimsel Test Site (GTS) is an underground rock laboratory (www.grimsel.com) owned and 
operated by Nagra, the Swiss National Cooperative for the Disposal of Radioactive Waste, since 
1984. It is located in the upper Hasli valley in Canton Bern, Switzerland (Fig. 2.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1. Geographic map of the Grimsel area (swisstopo).  
The coordinates are given relative to the swiss coordinate system (CH1903 / LV 03). 
Since the beginning, the GTS has been used for a wide range of experiments related to the deep 
geological disposal of radioactive waste. Overviews of the numerous experiments may be found 
in Blechschmidt et al. (2007), Kickmaier et al. (2005), McCombie et al. (1995) or Vomvoris et 
al. (2015, 2013).  
This report is part of the project Large Scale Monitoring (LASMO) which is co-funded by 
RWM (Radioactive Waste Management, United Kingdom), SURAO (Czech Radioactive Waste 
Repository Authority, Czech Republic) and Nagra (Switzerland). The LASMO project is 
conducted in the framework of Phase VI of the GTS research programme, which runs from 
2003 to 2018. LASMO started in 2013 and is scheduled until 2018. The overall goals of 
LASMO are to test monitoring systems, technologies or methods, and to study the associated 
data for the purpose of baseline versus incident discrimination during repository monitoring. In 
detail, LASMO intends (i) to establish and test a multi-parameter monitoring system for 
collecting data on groundwater pressures and chemistry, seismic signals, displacements, stress 
and deformation, (ii) to update existing or develop new 3D structural, hydrogeological, and / or 
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-chemical models, (iii) to investigate fluctuations in water pressure and chemistry as well as 
triggered or induced nano-seismic signals, (iv) to develop a stress model, monitor stress changes 
and mechanical strain on geological disturbances, and (v) to manage data flow into regular 
model updates and synthesize the results with a view to an integrated model 
(http://grimsel.com/gts-phase-vi/lasmo/lasmo-introduction).  
The LASMO project depends, to a certain extent, on the thorough understanding of the 
geological setting in which its various experiments and observations are situated. The 
previously established understanding has been synthesized and enhanced with new thesis work 
by graduate students of the Institute of Geological Sciences at the University of Bern. The main 
author of this report is PhD candidate Raphael Schneeberger. Amadeo Eugster has contributed 
results from his master thesis. Instructors at the Institute and Nagra project partners have 
contributed to this report with general guidance and expertise. 
2.1.2. Objectives and report outline 
Keusen et al. (1989) were the first to present a geological overview of the GTS and the surface 
above (Juchlistock). Since then, several studies, e.g. Bossart & Mazurek (1991), Frick et al. 
(1992), Mäder & Ekberg (2006), Möri & Blechschmidt (2006), Möri et al. (2005), have 
enhanced the site-specific knowledge and general concepts of the structural geology in which 
the GTS evolved. Also, observations from new boreholes and galleries enlarged the information 
base. A borehole database compiles information from about 530 boreholes, with 279 boreholes 
being longer than 3 m. The available site-specific and regional geological models and the 
apparent simplicity of the geological context make the GTS an ideal place to test the 3D 
visualization of deformation patterns in crystalline bedrock. It is the report’s aim to present 
updated versions of both the GTS map and the surface map as well as geological descriptions of 
the mapped features, as a base for 3D visualization studies. The new maps are attached to this 
report as Enclosures 1 to 5.  
The report starts with an introduction to the regional geological context based on key literature 
and summarizes the site-specific knowledge at the time of reporting (Chapter 2.2). Then follow 
brief discussions of the analytical and mapping methods applied in the current study (Chapter 
2.3). Chapters 2.4.1 and 2.4.2 are dedicated to petrographic and geochemical descriptions, 
respectively. The deformation structures observed within the crystalline bedrock are described 
and interpreted in a regional framework in Chapter 2.5. The first attempts of a 3D geometrical 
visualization are presented in Chapter 2.6. Recent water-conducting features are presented in 
Chapter 2.7. The report ends with a summary of the major findings (Chapter 2.8).  
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2.2. Geological setting 
 
The GTS is situated within the Hasli valley in Canton Bern. Geologically speaking, the Hasli 
valley is part of the Aar massif, an external crystalline massif in the Central Swiss Alps. 
Regional geological understanding of the general Grimsel area has been gained in numerous 
studies (Baumberger, 2015; Choukroune and Gapais, 1983; Marquer et al., 1985; Michalski and 
Soom, 1990; Niggli and Niggli, 1965; Oberhänsli et al., 1988; Pfiffner, 2009; Schaltegger, 
1994, 1990, 1989; Stalder, 1964; Steck, 1968; Wehrens, 2015).  
The rock types and deformation structures in the Aar massif are described below on the basis of 
key literature (e.g. Abrecht, 1994, 1975; Keusen et al., 1989; Labhart, 1977; Oberhänsli, 1986; 
Schaltegger, 1990, 1989). 
2.2.1. Petrography 
Paleogeographically, the Aar massif belongs to the basement of the former European passive 
continental margin, which became tectonically inverted when the European plate collided with 
the Adriatic plate at the time of the Alpine orogeny (Mercolli and Oberhänsli, 1988). A general 
geological map and a cross section are presented in Fig. 2.2 based on Berger et al. (2017b) and 
Baumberger (2015), respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a) 
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Figure 2.2. a) Cross-section along the western side of the Hasli valley. b) Geological regional map of 
the Hasli valley. 
Map is modified after Berger et al. (2017). Cross-section is drawn using data by Baumberger 
(2015). 
b) 
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The Aar massif is composed of pre-Variscan rocks that are intruded by Late to post-Variscan 
plutonites (Fig. 2.2). Along the Hasli valley, the pre-Variscan basement is subdivided from 
north to south into Innertkirchen-Lauterbrunnen Zone, Erstfeld Zone, Ferden-Hüfi Zone 
(represented by the Guttannen Gneiss Complex) and Sustenhorn Zone (represented by the 
Ofenhorn-Stampfhorn Gneiss Complex) (Abrecht, 1994; Berger et al., 2017a; Labhart, 1977; 
Oberhänsli et al., 1988). The Innertkirchen-Lauterbrunnen Zone forms the northernmost 
tectonic unit of the Aar massif (Abrecht, 1994). The Innertkirchen-Lauterbrunnen Zone is 
composed of a series of polymetamorphic, partly migmatized metasediments, mainly sandstones 
and arkoses (Abrecht, 1994). The Erstfeld Zone is part of the so called “Altkristallin”, which is 
an undifferentiated polymetamorphic pre-Variscan basement (Labhart, 1977) and has in parts 
typical migmatic appearance and is composed of metasediments. For further details the reader is 
referred to Abrecht (1994). The Guttannen Gneiss Complex is composed of biotite-plagioclase 
gneisses (Abrecht, 1994). The Ofenhorn-Stampfhorn Gneiss Complex outcrops south of the 
Mittagfluh, which is a prominent mountain flank on the eastern side of the Grimsel Pass road. 
The Ofenhorn-Stampfhorn Gneiss Complex is defined as a variable series of high-grade to 
anatectic biotite-plagioclase gneisses (Abrecht, 1994; Labhart, 1977). The migmatites juxtapose 
amphibolite lenses and dykes.  
All aforementioned rocks form the Variscan basement into which the Late to post-Variscan 
plutonites intruded. The (post-)Variscan plutonites of the Haslital group can be subdivided into 
five different types: (i) Grimsel Granodiorite (GrGr), (ii) Southwestern Aar Granite, (iii) Central 
Aar Granite (CAGr), (iv) Mittagsfluh granite (MiGr) and (v) aplitic dykes and microgranites 
(Berger et al., 2017a; Stalder, 1964). All plutonites are of Early Permian Age (Schaltegger, 
1994, 1990; Schaltegger and Corfu, 1992) with U/Pb isotope ages of 298±2 Ma for the CAGr 
and 299±2 Ma for the GrGr (Schaltegger, 1994). Combined they form a calc-alkaline 
differentiation series (Schaltegger, 1990), where the GrGr is the least differentiated member and 
the aplitic dykes mark the best differentiated part. As shown in the QAP diagram, the 
composition of the GrGr varies strongly from quartzmonzodioritic via granodioritic to granitic 
composition (Fig. 2.3).  
 
 
 
 
 
 
 
 
 
 
Figure 2.3. QAP-diagram for the plutonites in the GTS.  
Modified after Labhart (1977). 
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The contact between GrGr and CAGr displays numerous “schlieren”, which is evidence for a 
coeval emplacement in a viscous magmatic state. The composition of the different rocks mainly 
varies in the modal composition, particularly in biotite as the major representative of mafic 
minerals in this plutonic series (Tab. 2.1). The GrGr contains ca. 11 vol % of biotite, whereas 
the CAGr is composed of ca. 5 vol % and the MiGr of ca. 3 vol % biotite (Keusen et al., 1989; 
Schaltegger, 1989). In addition to the variable amounts of biotite, also the amounts of quartz, K-
feldspar and plagioclase vary slightly among the different members of the Haslital group 
(Keusen et al., 1989). 
Table 2.1. Composition of various lithological units. 
Indicated are the most important minerals in vol %. Note the distinct variation in sheet silicate 
content. Keusen et al. (1989), Schaltegger (1989), Wehrens (2015). MiGr: Mittagsfluh granite, 
GrGr: Grimsel Granodiorite, CAGr: Central Aar Granite, Qtz: quartz, K-fsp: K-feldspar, Plg: 
plagioclase, Bt: biotite, Wm: white mica, Chl: chlorite, Epi: epidote. 
 
 
[vol %] Qtz K-fsp Plg Bt Wm Chl Epi Author Method 
MiGr 35 35 27 3    Schaltegger Estimated 
CAGr 35 27-31 30 4-8    Schaltegger Estimated 
 32 34.1 20.9 5.5 1.6 1 2.3 Keusen Point 
counted 
GrGr 30 25 30 15    Schaltegger Estimated 
 20.3 24.4 29.1 10.9 3.4 0.5 2 Keusen Point 
counted 
Aplitic 
dyke 
40 32 26 2    Schaltegger  Estimated 
 43.4 16 30.5 0.1  1.2  Keusen  Point 
counted 
Metabasic 
dyke 
8-15 0-6 0.5-20 66-85*    Wehrens Point 
counted 
  5-10 10-60 20-70 minor minor 10-20 Keusen Point 
counted 
* biotite vol % contains also minor wm and chl 
 
The available geochemical data preclude a purely crustal origin of the CAGr (Schaltegger, 
1990), and thus for the whole differentiation series, require an enriched subcontinental mantle as 
source of the melt (Schaltegger and Corfu, 1992). The magmatic evolution is related to typical 
AFC (Assimilation and Fractional Crystallization) processes (Schaltegger, 1990). All members 
of the calc-alkaline suite lack evidence for Variscan deformation or metamorphism and are, 
therefore, considered post-tectonic intrusives (Schaltegger, 1990). The emplacement of the calc-
alkaline suite occurred during (post)-Variscan extensional tectonics (Schaltegger, 1994).  
The GrGr outcrops between Lake Rätrichsboden and Lake Oberaar (Fig. 2.2). At the surface it 
covers a 30 to 40 km2 elongated area (Labhart, 1977). The transition between GrGr and CAGr is 
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drawn as a straight line, but in the field the transition is gradual because of the aforementioned 
coeval magma emplacement and associated mingling phenomena. The CAGr outcrops north of 
the GrGr (Fig. 2.2). It is the largest magmatic body in the area and covers an area of 550 km2 
(Labhart, 1977). The MiGr represents a small-sized magmatic body of strongly elongate shape, 
situated to the north of the CAGr (Fig. 2.2). It is more leucocratic in composition than the 
CAGr. As a last member of the Haslital group, an aplitic dyke intruded the other members of the 
Haslital group. 
The Haslital granitoids mentioned above are often cut by metabasic dykes, commonly referred 
to as lamprophyres (Keusen et al., 1989; Oberhänsli, 1986). However, the term lamprophyre 
refers to a rock with characteristic phenocrysts (Best, 2013; Wimmenauer, 1973). As no 
phenocrysts were observed under the optical microscope owing to metasomatism and Alpine 
overprint, we prefer the more general term metabasic dyke. The metabasic dykes are distributed 
throughout the entire Aar massif and adjacent units (Oberhänsli, 1986). They are mainly 
composed of biotite and plagioclase (Keusen et al., 1989; Oberhänsli, 1986) Wehrens (2015) 
reports from the Grimsel region a metabasic dyke cut by an aplitic dyke, which implies that the 
metabasic dyke is older than the aplitic dyke. The occurrence of the metabasic dykes in form of 
swarms provides evidence for intrusion during extensional tectonics (Esperanza and Holloway, 
1987). According to Schaltegger (1990), the metabasic dykes are not part of the calc-alkaline 
differentiation suite of the major plutonites of the study area. Oberhänsli (1986) synthesizes the 
following points: (i) Trace element distribution indicates a high mantle component in the 
magma. (ii) MgO content suggests a small contribution of partial melting. (iii) Formation 
conditions of 20 to 30 kbar and at 950 to 1150°C were inferred from magmatic relicts of meta-
lamprophyres in the Central Swiss Alps by Oberhänsli (1986). Those observations led to the 
following formation model (Oberhänsli, 1986): “Variable percentages of melting of this earlier 
metasomatized mantle (metasomatized above the down going slab by fluids due to the 
dehydration of the slab) produce partial mantle melts of varying compositions. Mixing of the 
two melts and the possibility that potassium enriched calc-alkalic melts could stagnate at the 
bottom of the continental lithosphere provides a clue to the diversity of lamprophyres e.g. 
minettes, vogesites, spessartites and kersantites.”  
2.2.2. Metamorphism and tectonic deformation 
In this section, the deformation and the metamorphism of the rock mass are described based on 
literature data.  
The metamorphism in the pre-Variscan basement units is polycyclic, whereas the granitoids of 
the Haslital group underwent Alpine metamorphism only. Alpine metamorphic overprint in the 
Hasli valley increases southwards (Challandes et al., 2008; Niggli and Niggli, 1965). The 
metamorphic peak underwent greenschist facies conditions and reached 450°C and 6.5 kbar 
(Challandes et al., 2008; Goncalves et al., 2012) at the Grimsel Pass around 20 Ma ago 
(Dempster, 1986; Rolland et al., 2009). 
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Some of the minerals in the studied area show mineral transformations both in deformed and 
undeformed parts. Therefore, these modifications evolved most likely prior to the Alpine 
deformation, in the Deuteric stage in Keusen et al. (1989). These transformations include the 
following alterations: (i) Plagioclase was replaced by albite, sericite and epidote by a process 
known as saussuritization. (ii) The K-feldspars show perthitic lamellae and sericite as alteration 
products. The exact age of the alterations is not known, but due to the homogeneous distribution 
in both Alpine deformed and undeformed parts it occurred most likely prior to the Alpine 
orogeny either during Mesozoic rifting or Permian times. 
Deformation during the Alpine collision is expressed by both ductile and brittle deformation 
structures (Challandes et al., 2008; Choukroune and Gapais, 1983; Rolland et al., 2009; Steck, 
1968; Wehrens, 2015). As for the Alpine metamorphism, southward increasing strain intensity 
is documented for the Hasli valley (Bambauer et al., 2009; Choukroune and Gapais, 1983; 
Wehrens, 2015). Background strain is manifested as steep southeast dipping pervasive 
foliations, whereas localized deformation is expressed by steep mainly southwards dipping 
shear zones. Both express ductile deformation. In terms of background strain (Wehrens, 2015) 
show a direct correlation with the biotite content of the granitoids, resulting in a more intense 
and pervasive foliation in the biotite-rich GrGr compared to the weakly foliated CAGr. Because 
of the pervasive foliation, the magmatic terms are not appropriate, requiring the pre-position 
‘meta’ (e.g. meta-granite). However, for the sake of continuity and consensus with previous 
literature, the established terminology is kept in the current report.  
The ductile shear zones differ from their host rock by symmetric or asymmetric strain gradients 
expressed by an increase in foliation intensity, a substantial grain size reduction (cm to tens of 
µm) and strong elongation of ductile deformed quartz aggregates. Ductile deformation started at 
a depth of approximately 20 km (6 kbar) and 450°C with a σ1 of around 300 MPa (Diamond and 
Tarantola, 2015). 
The observed deformation structures may be grouped into kinematic phases based on 
overprinting relationships and the overall stress field inferred for the different deformation 
structures. Since Steck (1968), several structural studies have been performed in the Grimsel 
area (Table 2.2, Choukroune and Gapais, 1983; Rolland et al., 2009; Wehrens, 2015). The 
structural description by Steck (1968) was not used because the approach is purely descriptive 
without considering large-scale dynamics. The work by Keusen et al. (1989) is updated, because 
their structural geological descriptions are purely for brittle deformation and solely based on 
measured structures’ orientations. Rolland et al. (2009) proposed three stages of shear zone 
formation during the Alpine orogeny. Stage 1 deformation (approx. 20 - 22 Ma) yielded broad, 
biotite-rich, ductile shear zones. Stage 2 (13.8 - 12.2 Ma) produced relatively narrow, phengite-
rich and predominantly ductile shear zones. Early biotite-rich cataclastic rocks are possibly also 
formed at this stage. During Stage 3 (< 10 Ma) brittle faults crosscutting the earlier structures 
were formed.  
Most recently, Wehrens (2015) proposed two main kinematic phases, the Handeggphase and the 
Oberaarphase. They are differentiated based on three geometric orientations and relative 
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movements observed along a deformation structure. The kinematic model by Wehrens (2015) is 
preferred over the model by Rolland et al. (2009) because the Oberaarphase of Wehrens (2015) 
is more differentiated than Stage 2 by Rolland et al. (2009). 
The Alpine deformation evolution of the rock body surrounding the GTS is summarized in 
Fig. 2.4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.4. Alpine P-T-t evolution modified after Diamond & Tarantola (2015) and Wehrens 
(2015).  
 
In the following, the two kinematic phases (Handegg and Oberaar) are described in greater 
detail. 
 
 
 
 
 
CHAPTER 2 
17 
 
Table 2.2. Comparison of deformation phase terminology from different studies in the Hasli valley. 
 
Wehrens (2015) /   
this study 
Rolland et al. (2009) Steck (1968) /   
Keusen et al. (1989) 
Handeggphase Stage 1 S1 / S2 
Oberaarphase a  Stage 2 S3 
Oberaarphase b  Stage 2 K1 / K2 
Oberaarphase c  Stage 2 S4 / K4 
Fault gouges Stage 3  
Alpine clefts  ZK 
Handeggphase 
The Handeggphase is characterized by steep SE dipping shear zones (Figs. 2.5a and 2.6a) with 
nearly vertical lineation, i.e. vertical transport direction (Fig. 2.5a). The shear zones show 
crystallization of biotite and thus the deformation took place above 400°C (Spear 1995). The 
quartz is deformed in a ductile manner. The grain size is reduced via subgrain rotation 
recrystallization from cm-sized quartz in undeformed granite to µm-sized quartz in the 
mylonitic matrix. The quartz aggregates show a shape-preferred orientation (SPO) parallel to 
the foliation. Local static annealing overprinted the quartz microstructures after dynamic 
recrystallization (Peters, 2011). Annealing tends to erase the SPO. The K-feldspars 
porphyroclasts are broken, which is evidence for brittle behaviour. In the pressure shadow of the 
feldspar grains, micas and quartz are formed.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5. Stereoplots for kinematic phases, Handeggphase (a) and Oberaarphase (b).  
Ductile shear zones are displayed as great circles and contoured for the poles with 1% density lines. 
According to the planes, the lineations are displayed as purple dots. 
 
a) b) 
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Oberaarphase 
The Oberaarphase is characterized by strike-slip to oblique slip (Fig. 2.5b). This kinematic 
phase yields three different geometric orientations of ductile shear zones, E-W, NW-SE and 
NNE-SSW. The structures related to the Oberaarphase have orientations that evoke the 
orientation of brittle Riedel-shears (Tchalenko, 1970). This would point to a brittle precursor of 
the NW-SE and NNE-SSW oriented shear zones of the Oberaarphase. The main structures are 
E-W and dextral (Oberaarphase a). Numerous shear zones have an orientation that would 
correspond to the orientation of synthetic Riedel shears (Oberaarphase b). Only minor shear 
zones were found indicating a sinistral sense of shear (Oberaarphase c). They are orientated 
NNE-SSW and represent, in the brittle analogue, the antithetic Riedel shears. The orientations 
of the Oberaarphase are summarized in a block diagram in Fig. 2.6. 
The transition from a vertical movement to a strike-slip movement might be due to over-
thickening of the crust, by continuous material transport northwards and thus steepening of the 
shear zones and subsequent lateral material escape, as the steep S dipping shear zones hinder 
northward material transport (Schubert, 2013). In a first phase of the Oberaarphase biotite is 
stable in the shear zones; hence the temperature is still above 400°C. With ongoing uplift the 
temperature decreases and thus biotite is transformed to chlorite. Then, white mica shear zones 
are formed in absence of newly formed biotite. This is coherent with the Stage 2 shear zones 
defined by Rolland et al. (2009). During the entire deformation phase quartz shows a ductile 
behaviour and is first dynamically recrystallized via subgrain rotation and later statically via 
annealing at the shear zone rims and the host rocks, while bulging recrystallization occurs at the 
shear zone centres still active at that time (Peters, 2011). K-feldspar is deformed in a brittle 
manner and occurs as porphyroclasts in a fine-grained matrix. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.6. Block diagrams (modified after Wehrens 2015) showing the final orientation of the 
kinematic phases Handegg (a) and Oberaar (b).  
Note that block diagram (b) is slightly rotated with respect to North for illustration purposes. 
 
a) b) 
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2.2.3. Exhumation and recent water inflow 
Exhumation of the bedrock resulted in the formation of exfoliation joints (Ziegler et al., 2013). 
These exfoliation joints are formed parallel to the erosion surface. As the latter varies over time, 
different formation times of the exfoliation joints can be inferred. The exfoliation joints’ density 
decreases rapidly with depth and they reach maximum depths of 200 m below surface (Ziegler 
et al., 2013).  
Exhumation has been studied in the Aar massif since the early 1990s (Glotzbach et al., 2010; 
Michalski and Soom, 1990; Reinecker et al., 2008; Weisenberger et al., 2012). The local 
geothermal gradient is approx. 25°C / km (Vernon et al., 2008). Using this geothermal gradient, 
a constant exhumation rate of 0.5 mm / a for the last 14 Ma with an accelerated exhumation rate 
of 0.7 mm / a for the period between 10 to 7 Ma is reported (Glotzbach et al., 2010; Reinecker 
et al., 2008). Moreover, Reinecker et al. (2008) report an accelerated exhumation rate for the 
southern Aar massif since 3.5 Ma ago, which caused a northward tilting of the Aar massif. 
Furthermore, Weisenberger et al. (2012) describe higher long-term exhumation rates of 0.64 
mm / a using metamorphic conditions peaking at 25 Ma. The early exhumation rates being 
higher due to homogeneous shortening and isostatic uplift of the Aar and Gotthard massifs.  
Today’s valley shape was strongly influenced in the late stage by glacial overprints. The glacial 
history of the Hasli valley was summarized by Wirsig et al. (2016).  
The most recent deformation history, related to the latest exhumation, induced the formation of 
exfoliation joints and brittle structures. Those structures are prone to increase the rock 
permeability and thus affect the infiltration pattern of modern rain-water. Keusen et al. (1989) 
studied in detail the inflow of water into the GTS and found that water-inflow is restricted to 
brittle structures. Two different types of structures can be discriminated based on the inflow 
flux. Type 1 is characterized by low variation in the fluxes and high overburden, i.e., the 
climatic influence is negligible. Type 2 shows large variation during measurement campaigns 
(1983 - 1987) and low overburden, i.e., today’s topography imposes strong climatic effects on 
the water fluxes. Moreover, Keusen et al. (1989) report that the GTS generally is dry. The only 
exception is the BK cavern, where the largest fluxes are observed (1.4 l / min). Water-
conducting zones with climatic influence on the water flux are located S of the GTS, where the 
overburden is less.  
2.3. Methods 
With the emphasis on new structural concepts, GTS was remapped at a scale of 1:500. Mainly, a 
distinction between brittle and ductile deformation was introduced. Mapped features were 
consistently projected along dip and dip azimuth to the floor of the GTS. In this way, any 
feature has a specific geographic position, which is referenced with respect to the GTS tunnel 
meters in the different galleries (Fig. 2.8). During mapping the following characteristics were 
recorded: structural type, petrography, structure’s thickness, dip azimuth, dip, lineation, and 
sense of movement. Feature’ thickness is grouped in three classes, which are represented on the 
map by different width of stroke. Dip azimuth and dip angle are displayed on the maps in the 
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appendix and were measured for the mapped features using a standard geological compass and 
the clinometer system of Apple ® IPhone 5. Where lineation was observable, it was measured 
with the clinometer system of Apple ® IPhone 5 and is shown as plunge azimuth / plunge. 
Some of the mapped rock types were sampled for geochemical analyses to obtain locality-
specific rock compositions. Rock-samples were collected in the GTS by drilling. The cores were 
crushed and milled using a tungstencarbid mill. Bulk rock aliquots for members of the Haslital 
group were analysed commercially at Acmelabs ®, Canada, whereas bulk rock samples for the 
metabasic dykes were analysed in Fribourg. Major elements (SiO2, TiO2, Al2O3, Fe2O3, MnO, 
MgO, CaO, Na2O, K2O, P2O5) were analysed by XRF technique and trace elements (Ba, Co, Cs, 
Ga; Hf, Nb, Rb, Sn, Sr, Ta, Th, U, Zr, Y, La, Ce, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb, 
Lu) by ICP-MS. 
On two key samples chemical composition of minerals was analysed. Analyses were performed 
on a JEOL Superprobe JXA8600 at the University of Bern. Measuring conditions were 15kV 
and 10 – 20 nA. Synthetic and natural standards were used. 
The petrography, ductile and brittle fabrics, and water inflows in the tunnel system represent the 
major features mapped according to a classification of rocks and structures defined below.  
The deformation structures can be subdivided into brittle fabrics and ductile fabrics resulting in 
characteristic tectonites (Fig. 2.7). This subdivision is made on a macroscopic scale and refers to 
the deformation processes responsible for the observed fabric. All different mapped tectonites 
with their deformation structures are graphically summarized in Fig. 2.7. 
In the following, the structures as entitled in summary Fig. 2.7 are defined. Separation structures 
disrupt the host rock without altering it. Separation structures can either be open, indicating the 
existence of interconnected porosity (brittle faults) or closed by secondary mineral precipitation 
(veins or coatings). Brittle fault rocks are zones in which the host rock was disintegrated by 
brittle deformation resulting in cataclasites, ultracataclasites or even fault gouges.  
Particularly in the latter, major grain size refinement by grinding happened with almost no neo-
formation of clay (Bossart and Mazurek, 1991; Wehrens, 2015). 
We consider background strain as the least observed strain within a specific rock type. Weakly 
schistous is defined as a discontinuous mica alignment whereas moderately schistous is 
represented by a continuous cleavage with >1 cm spacing. The observed strain is expressed by 
foliation. The more intense foliation in the case of the GrGr compared to the CAGr indicates a 
lower background strain in the latter (Wehrens, 2015). Localized deformation is used to express 
that any further ductile deformation is localized and not pervasive on a whole rock scale. 
Protomylonite and mylonite are defined according to Passchier & Trouw (2005). A 
protomylonite is a rock with 10 - 50 % fine-grained matrix, whereas a mylonite is defined as a 
rock with 50 - 90% fined grained matrix.  
After mapping of all available galleries, the mapped structures and lithological contacts were 
interpolated between the galleries, using the measured orientation in the gallery, the specific 
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regional trend of the observed feature and the available borehole information. Exposed parts 
were drawn solid on the maps, whereas the interpolated parts are given as dashed lines, enabling 
a clear distinction between mapped information and interpolated information with their high and 
reduced degrees of certainty. The interpolation had to fulfil following assumptions: (i) shear 
zones are planar regular features at the scale of GTS and (ii) their extent is larger than a few 
meters. These assumptions are justified for the GTS region as documented by different field 
studies performed recently in the upper Hasli valley (Baumberger, 2015; Schubert, 2013; 
Vouillomaz, 2009; Wehrens, 2015; Wicki, 2011).  
Besides mapping inside the GTS, also the surface above GTS was mapped (Appendix 2.4). 
Lake Grimsel, the pass road, the end of Lake Räterichsboden and the Juchlistock defined the 
mapping perimeter (Fig. 2.1). Additionally to the field investigations conducted in this study, 
existing maps were compiled (Baumberger, 2015; Keusen et al., 1989; Vouillomaz, 2009; 
Wehrens, 2015; Wicki, 2011). In the resulting surface map, the structural resolution is less 
compared to the map of the GTS due to the variable outcrop conditions (e.g. vegetation, gravel 
filled gullies) and restricted accessibility, particularly in the case of steep mountainous terrain. 
The mapping at the surface focused on both ductile and brittle deformation features as well as 
on the location of metabasic dykes. Aforementioned limitations prevented a detailed 
petrographic mapping as performed in the GTS. Surface mapping was complemented by remote 
sensing data using aerial photographs and the SwissAlti3D (swisstopo) in ArcGIS 9.3. Mostly in 
order to connect different outcrop observation.  
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Figure 2.7. Summary of mapped deformation features. 
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Figure 2.8. Plan of the GTS with the Swiss coordinate grid, the different drifts, some major 
boreholes, and the tunnel meters. 
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2.4. Description of the mapped units 
2.4.1. Petrographic description 
The different rock types occurring in the GTS and at the surface are described in detail in the 
following subchapters. The organisation follows the differentiation series presented in Chapter 
2.2.  
Mafic enclaves 
As seen in Enclosure 1, mafic enclaves occur all throughout the GTS, but are visually more 
prominent within the CAGr. They are relicts of mafic dykes and are aligned on a plane. This 
gives an orientation to the mafic enclaves (Fig. 2.9). 
The mafic enclaves show lentoid shapes and have very dark appearances (Fig. 2.9). Their 
dimensions range from a few cm to a few dm. They are predominantly composed of biotite, 
plagioclase and titanite (Stalder, 1964).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.9. (a) Photograph showing mafic enclaves in the CAGr at L145 in the GTS. (b) Stereoplot 
with the measured orientations of the mafic enclaves from the entire GTS. 
The poles of the planes are shown in the stereoplot (total number: 22). An equal area projection 
was used. 
Based on visual estimation, the sampled mafic enclave (sampled at GTS L153, Fig. 2.8) is 
mainly composed of feldspars (25 vol %), biotite (20 vol %), quartz (20 vol %), white mica (20 
vol %) and epidote (15 vol %). The feldspar grains are large (< 0.9 mm), occur as relicts and are 
pervasively transformed to epidote (< 40 µm) and sericite (Fig. 2.10). Some of the K-feldspar 
grains show perthitic lamellae. Neither epidote nor white mica was observed outside relict 
feldspar grains. Biotite grains are large (< 0.75 mm) and aligned, forming a weak foliation. 
Quartz is arranged in aggregates and shows equigranular shapes, which is probably due to 
annealing (Fig. 2.10).   
a) 
b) 
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Figure 2.10. Thin section images taken under cross-polarized light. Image (a) shows a relicit 
feldspar grain surrounded by biotite. The feldspar grain is transformed to sericite and epidote. 
Image (b) shows a dynamically recrystallized quartz aggregate with annealed equigranular grain 
boundaries. 
Melanocratic meta-granitoid – Grimsel Granodiorite (GrGr) 
As mentioned in Chapter 2.1, the magmatic term granodiorite is not perfectly appropriate as the 
GrGr shows a pervasive foliation. The term melanocratic expresses the fact that the GrGr is the 
visually darkest meta-granitoid observed within the GTS because of its high biotite content 10 - 
15 vol % (Keusen et al., 1989; Schaltegger, 1989). 
It is a dark, moderately to strongly foliated meta-granite (Fig. 2.11) with Augengneis-type 
appearance in some rare cases. It is composed of quartz, K-feldspar, plagioclase, biotite, 
chlorite, white mica, epidote, titanite and some accessories such as apatite, zircon, pyrite, 
ilmenite and calcite (Keusen et al., 1989, see also Tab. 2.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.11. Picture from the GTS showing the typical appearance of Grimsel Granodiorite. 
Photograph taken at L510. 
a) b) 
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Quartz occurs as magmatic relict or as ductile deformed dynamically recrystallized grains of 
small size (Fig. 2.12). The magmatic relicts are up to 2 mm large and xenomorph, whereas the 
dynamically recrystallized quartz grains are on average 0.18 mm in size (Wehrens, 2015). 
Commonly, they form aggregates (Fig. 2.12). The shape of the recrystallized quartz grains is 
lobate to equigranular. Next to quartz, the rock is mainly composed of K-feldspar and albite. 
They occur in magmatic shapes and are in the range of 0.5 - 3.25 mm (Wehrens, 2015). The K-
feldspars show karlsbader twinning and strong sericitization (Fig. 2.13). The magmatic 
plagioclases are idiomorphic and show evidence for saussuritization (Stalder, 1964). Biotite is 
the major mafic mineral in the GrGr. It is up to 0.25 mm large (long axis) and occurs 
preferentially along planes defining a foliation (Fig. 2.12), developed during solid-state 
deformation. Along with biotite, also white micas are aligned but slightly smaller (< 0.2 mm, 
long axis) than the biotite grains. In addition, epidote minerals occur both in veins crosscutting 
the rock (Fig. 2.14) and as single crystals within the granitic matrix. In the veins, their average 
grain size is between 0.2 and 0.4 mm, whereas the single crystals are up to 0.75 mm in size. 
Chlorite occurs close to biotite. In some locations, biotite is transformed to chlorite. The 
alignment of biotite and white mica grains defines a pervasive foliation. A shape preferred 
orientation (SPO) of the quartz grains also develops a foliation with similar orientation.  
 
 
 
 
 
 
 
 
 
 
 
Figure 2.12. Thin sections (P6, Fig. 2.24) under crossed nicols of GrGr. Image (a) shows the typical 
texture of the GrGr. Image (b) shows magmatic quartz with recrystallized quartz around it.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.13. Picture under crossed nicols of a GrGr thin section (P6). Image (a) shows a sericitied 
K-feldspars twin. Image (b) shows perthitic lamellae in a K-feldspar. 
 
a) b) 
a) b) 
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Figure 2.14. Epidote vein in a GrGr thin section (P6) under simple polarized light (a) and under 
crossed nicols (b).  
Mesocratic meta-granite 
While mapping, an intermediate type between the GrGr and the CAGr was defined. As the 
mapping differentiation criterion was the visible biotite content, i.e. the darkness versus 
brightness of the host rock, a biotite content of ca. 8 vol % was used to define the intermediate 
type (Fig. 2.15, Enclosures 1 to 3). It is composed of quartz, K-feldspar, albite, biotite, chlorite, 
white mica, epidote, and titanite.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.15. Mesocratic meta-granite from the GTS.  
Photograph taken at L153. 
a) b) 
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Leucocratic meta-granite – Central Aar Granite (CAGr) 
In domains affected only weakly by Alpine deformation (e.g. L200 - L290), the CAGr shows a 
massy to slightly parallel-bedded fabric and uniform to slightly porphyritic texture. It appears as 
bright rock mass with few dark inclusions. The mineralogical composition is similar to the one 
of the GrGr, but the relative amounts differ (Tab. 2.1; Fig. 2.16). The CAGr is composed of 
quartz, feldspars, biotite, chlorite, white mica, epidote, titanite and some accessories such as 
apatite, zircon, pyrite, garnet and calcite (Keusen et al., 1989).  
Feldspars are bright and sometimes slightly greenish. Quartz is translucent (Labhart, 1977). 
Biotite represents the major mafic phase (Schaltegger, 1990).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.16. Leucocratic meta-granite from GTS (CAGr). 
Photograph taken at L120. 
Under the microscope, the CAGr is composed of approximately 30 vol % quartz (Tab. 2.1), 
which occurs either as magmatic relict or as deformed smaller grains (Fig. 2.17). The magmatic 
relicts are up to 2 mm in size. The deformed quartz grains normally are lobate to equigranular, 
form aggregates (Fig. 2.17) and are smaller on average (0.17 mm) due to dynamic 
recrystallization (Wehrens, 2015). Smaller quartz grains within larger aggregates are evidence 
for subgrain rotation, as a dynamic recrystallization process, whereas the equigranular shape 
indicates static recrystallization as annealing.  
K-feldspar and plagioclase occur in magmatic idiomorphic shapes and are up to 3 mm in size. 
K-feldspars show alteration towards sericite (Fig. 2.17) and plagioclases are saussuritized. 
Biotite grains define a foliation and are up to 0.5 mm in size (Fig. 2.17). Besides biotite, white 
mica grains are also aligned, thereby defining a foliation. They are up to 2 mm long (Fig. 2.18). 
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Chlorite occurs in the vicinity of biotite, but not restricted to the biotite rich bands. It is also 
found between feldspar grains. In some locations grains of chlorite replace biotite. Chlorite is up 
to 2 mm long. Predominantly, epidote is found in the bands enriched in sheet silicate. In those 
bands epidote has a size of 100 µm.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.17. (a) Thin section (Gr0) photograph showing magmatic feldspar (karlsbader twin) and 
quartz aggregates with equigranular to lobate grain boundaries. Biotite and white mica occur along 
planes with epidote. (b) Chlorite bordering mica band in annealed quartz aggregate.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.18. White mica in CAGr sample (Gr0) under crossed nicols (a) and single polarized light 
(b). 
a) b) 
a) 
b) 
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Mineral chemistry of the main granitoids in the Haslital group 
Despite the difference in modal abundance of the different minerals between the members of the 
Haslital group, their mineral chemistry does not change significantly (Tabs. 2.3 and 2.4). We 
analysed two key examples, one for the GrGr (P6, Fig. 2.24) and one for the CAGr (sample 
KAW2214 from Schaltegger, 1989). The magmatic shaped feldspars are K-feldspar (97 % K-
feldspar) and albite (> 93 % albite; Tab. 2.3) indicating that the samples are on the lower side of 
their persterite gap. However, all the feldspars show mineral alteration products as described 
before and primary (magmatic) compositions are not available anymore. The metamorphic 
alteration minerals show a larger spread in compositions, which also is the case inside each 
single sample. This variation is mainly caused by the local equilibrium volumes for these newly 
formed minerals like metamorphic epidote and white mica. The biotite is less variable and has 
XMg of ~0.6 and a relatively high F content. The measured Cl content is close to detection limit 
and should not be considered. 
Table 2.3. Microprobe analyses of some minerals for GrGr (P6) and CAGr (KAW2214). 
 
Mineral Units Feldspar Feldspar Feldspar Feldspar Epidote Epidote 
Probe  P6  KAW2214 P6 KAW2214 P6 KAW2214 
SiO2 wt-% 67.89 67.18 63.93 64.92 39.27 39.67 
TiO2 wt-% 0.01  0.0  0.11 0.07 
Al2O3 wt-% 20.10 19.9 18.75 18.37 26.16 32.49 
FeO wt-% 0.06 0.13 0.10 0.06 9.10 1.47 
MnO wt-%    0.02 0.28 0.05 
MgO wt-% 0.04   0.03   
CaO wt-% 0.62 1.27  0.02 23.67 24.62 
Na2O wt-% 10.76 10.46 0.69 0.35 0.10 0.01 
K2O wt-% 0.19 0.08 16.19 17.33 0.11  
Cl wt-%    0.01   
F wt-%  0.04  0.28   
Sum % 99.69 99.07 100.49 101.39 98.80 98.38 
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Table 2.4. Microprobe analyses of sheet silicates for GrGr (P6) and CAGr (KAW2214). 
 
Mineral Units White mica White mica Biotite Biotite Chlorite 
Probe  P6 KAW2214 P6 KAW2214 P6 
SiO2 wt-% 50.53 47.17 35.99 37.22 25.91 
TiO2 wt-% 0.11 0.04 1.68 1.67 0.01 
Al2O3 wt-% 28.58 33.37 16.89 17.60 20.50 
FeO wt-% 3.74 2.88 23.92 21.84 34.06 
MnO wt-% 0.04  0.94 1.68 1.52 
MgO wt-% 1.76 0.94 6.86 7.98 8.37 
CaO wt-% 0.02 0.08   0.07 
Na2O wt-% 1.37 0.64 0.11 0.08 0.07 
K2O wt-% 10.37 10.97 10.22 10.17 0.03 
Cl wt-%   0.02 0.04  
F wt-%   0.56 0.27  
Sum % 96.52 96.09 96.61 98.24 90.56 
 
Aplitic dykes 
Aplitic dykes or patches are found in the GTS within the Febex drift, at L075, L104, L291, 
L311, L363, AU107, AU120, and AU160 (Fig. 2.8). Thus they are spatially distributed equally 
over the CAGr dominated northern part and the GrGr dominated southern part. Aplitic dykes 
form the most differentiated part of the Haslital magmatic suite. Aplitic dykes are composed of 
quartz, plagioclase, K-feldspar and very little biotite (Tab. 2.1). Even though the magma 
forming the aplitic dyke is a differentiation product of the Haslital magmatic suite, it intrudes 
the magmatic suite with sharp contacts and thus the intruded rock behaved at the time of dyke 
injection already in a brittle manner. As the regional extent of the aplitic dykes is limited, the 
aplitic dykes were not further investigated within the current study. For example, an observed 
dyke at L363 shows no continuation in the AU drift.  
Metabasic dykes  
The metabasic dykes are manifold in the GTS (Fig. 2.19). They occur as groups and form three 
swarms in the GTS, L085 – L135, L303 – L371 and L461 – L500 (Fig. 2.8, Enclosure 1). The 
southernmost swarm is strongly deformed and dissected by Alpine deformation structures and 
therefore lacks lateral extent. At the surface only one swarm of dykes was observed (Enclosure 
4). This implies that dykes end between the GTS and the surface, or that all swarms combine to 
a single swarm, or that dykes are not appropriately exposed at the surface.  
The dykes form macroscopically homogeneous dark greenish dykes with a sharp contact to the 
granites (Fig. 2.19). Occasionally, magmatic relicts such as apophyses or hooks occur (Fig. 
2.19). The dykes’ thickness varies from cm to several m with no systematic occurrences.   
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Figure 2.19. Metabasic dykes at AU051 in the GTS.  
 
The metabasic dykes are predominantly composed of plagioclase and biotite (Keusen et al., 
1989), with biotite being the major rock-forming mineral in the two investigated samples. The 
investigated thin sections were obtained from dykes at AU045 and at L055. The AU045 sample 
shows up to ~ 70 % biotite (Fig. 2.20). Biotite grains are up to 40 µm long and strongly aligned. 
Some biotite grains are larger (> 0.4 mm) and interpreted as relicts of a former texture. Besides 
biotite, quartz, feldspars and epidote form the matrix. Quartz is fine-grained (few µm) and 
scarce. Feldspars occur as relicts and are transformed to sericite and epidote (Fig. 2.21). In the 
pressure shadow of the feldspar relicts grew epidote, white mica and biotite. Three different 
forms of epidote were observed. Epidote grains are found in the matrix, in veins and in the 
aforementioned transformation of feldspar (Fig. 2.21). The matrix epidote is larger than the 
matrix biotite grains and overgrows the strongly foliated texture. Therefore, epidote growth is 
younger than the foliation’s formation. Very little white mica was observed aside from the white 
mica in the sericitization of the feldspars.  
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Figure 2.20. Image (a) indicates different sizes of biotite in thin section from dyke at AU045. Image 
(b) shows a feldpar relict with foliation bending around and crystal growth in the pressure shadow.  
The dyke from L055 shows several calcite and epidote veins. The calcite veins are related to a 
hydrothermal overprint. Pyrite overgrows the foliation (Fig. 2.22) and thus is a later 
precipitation product. The foliation is expressed by the alignment of grains within the fine-
grained matrix. The matrix is composed amongst others of biotite, quartz, white mica and 
feldspars.  
 
 
 
 
 
 
 
 
 
 
Figure 2.21. Phase map of a feldspar grain showing sericitization. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.22. Image (a) indicates different kinds of epidote in thin section of dyke AU045. Image (b) 
shows overgrowing pyrite in thin section of dyke at L055. 
a b 
a) b) 
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Quartz veins 
Quartz veins are ubiquitous in the GTS and at the surface. The mapping of quartz veins 
focussed on the GTS only. Quartz veins are indicators for fluid circulation and brittle fracturing 
within the Haslital group. In general, quartz veins occur throughout the entire tunnel system of 
the GTS (Enclosure 3). Their orientation varies strongly. Nevertheless, the occurrence of veins 
is spatially heterogeneously distributed, and frequently related to mechanical anisotropies like 
ductile shear zones and metabasic dykes.  
Three main types of quartz veins were observed within the GTS: (i) open-quartz-cleft type with 
inherent, cm-sized quartz crystals and chlorite precipitation. (ii) Undeformed or only brittely 
fractured veins represent the smallest group and are randomly distributed in the tunnel system. 
(iii) Ductile overprinted veins form the largest group and are frequently restricted to ductile 
shear zones and metabasic dykes. Their orientation is similar to the orientation of the ductile 
shear zones. They have a high width-to-aperture ratio and often appear as elongated lenses. 
Type (ii) could also represent the start or end of an open cleft, where the opening is either within 
the rock mass or removed by drilling the tunnels.  
Epidote veins 
As mentioned in the microscopic description of the metabasic dyke, epidote prevails in different 
manners (Fig. 2.22). It outcrops not only in the metabasic dykes, but also in the Haslital group 
as mineral in the matrix. Moreover, it also occurs as epidote veins. For example at L153, where 
an epidote vein borders a quartz vein, which itself formed within a ductile shear zone (Fig. 
2.23). Epidote is a hydrothermal mineral, implying circulation of hydrothermal fluids after 
brittle deformation within the CAGr. As the aforementioned quartz vein is overprinted by 
ductile deformation, the epidote vein is older than the ductile deformation of the quartz vein. 
The exact age of the epidote vein is unknown. Epidote veins offset by a ductile shear zone occur 
at L153 and provide evidence that epidote veining is older than the Alpine ductile deformation.  
 
 
 
 
 
 
 
 
 
 
 
Figure 2.23. (a) The photograph taken at the same location as is mapped in Fig. 2.24 shows a quartz 
vein at L153 bordered by an epidote vein. (b) Stereoplot with measured orientations of epidote 
veins in the GTS. 
The stereoplot is an equal area projection with the poles of the planes. Total number of 
measurements: 4.  
a b 
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2.4.2. Geochemistry of the mapped rocks 
After looking at the petrographic aspects of the rock mass, the next subchapters focus on the 
geochemical description of the exposed rocks in the investigated area. This part combines 
literature data, mainly from Keusen et al. (1989), Oberhänsli (1986) and Schaltegger (1989), but 
also contains the results of new analyses performed in this study on samples from the GTS and 
the mapped surface area. In contrast to the spatially more extensive dataset of Schaltegger 
(1990), we concentrate on the near vicinity of the GTS only, by covering the area between Lake 
Räterichsboden and Grimsel Hospiz (Fig. 2.1). This area includes the transition from the 
Grimsel Granodiorite to the Central Aar Granite but also shows abundant occurrence of mafic 
dykes along this contact area. The geochemistry section is split into two parts, the Haslital-
granite suite and the metabasic dykes, based on their different geochemical provenances 
(Schaltegger 1990). 
Haslital-granite suite 
The primary post-Variscan magmatic suite in the GTS, making up 95 % of the area (Keusen et 
al., 1989), is part of the Haslital group. The Haslital group includes granodiorite and granites, 
but also mafic enclaves and aplites. This magmatic association has already been investigated 
and discussed in detail by Schaltegger (1989). We will recall the data of Keusen et al. (1989), 
Oberhänsli (1986), Schaltegger (1989), and add some new data of our own (Tab. 2.5). The new 
data stem from an outcrop around L153 (Fig. 2.24).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.24. Map of outcrop at L153 with locations of samples analysed within this study (Map by 
Marco Herwegh).  
P10 is approximatively 4m from P11 away. 
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The geochemical data derived from the spatially rather limited mapped area, indicates the 
general calc-alkaline magmatic trend (Fig. 2.25) which has been documented for the entire 
Haslital group (e.g. Debon and Lemmet, 1999; Schaltegger, 1990). In this respect, the extended 
GTS area enforces the trend observed overall. The data are grouped into Grimsel Granodiorite 
(GrGr) and Central Aare Granite (CAGr) and show that the geochemical signatures represent a 
continuous geochemical evolution (Fig. 2.25). This observation is consistent with a common 
genesis of a calc-alkaline magmatic suite and certain structural observations such as schlieren. 
We kept the separation between GrGr and CAGr for the sake of continuity. 
In addition to the geochemical evolution within the magmatic environment, geochemical 
gradients are observed across Alpine shear zones with cm- to meter-scale thicknesses 
(Goncalves et al., 2012; Marquer et al., 1985). These variations are attributed to deformation / 
metamorphism-induced local mass transfer processes which alter the magmatic composition. 
The geochemical changes mainly affect the concentrations in MgO, K2O and to a minor extent 
the concentration in CaO (Marquer et al. 1985).  
As shown in Fig. 2.25, the SiO2 content of the plotted data spreads from 60 wt % (mafic 
enclave) to 75 wt % (the leucocratic CAGr). The leucocratic members are poor in CaO, TiO2 
and MgO and relatively enriched in K2O. The analysed mafic enclave and potentially some of 
the metabasic dykes (see next subchapter) may represent primitive intermediates of the 
Assimilation and Fractional Crystallization (AFC) evolution (Fig. 2.26). The Zr-TiO2 diagram 
shows the typical bell shaped evolution for AFC processes. This bell shape results from an 
initial enrichment in TiO2 and Zr until saturation of Zr and TiO2 rich minerals as zircon or 
titanite, respectively, is reached. However, the mafic members of the differentiation suite are 
only represented by rare data, such as mafic enclaves. Moreover, numerous metabasic dykes 
occur in the GTS. As mentioned previously, not all metabasic dykes are part of the calc-alkaline 
trend of the Haslital granite magmatic association (Schaltegger, 1990) and will thus be 
discussed separately in the next chapter. 
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Table 2.5. Geochemical analyses of country rocks from the P shear zone around L153.  
P shear zone is a name given randomly. The exact locations of the samples are shown in Fig. 2.24. 
 
Sample P-4 P-5 P-10 Sample P-4 P-5 P-10 
Location  
Country rocks from the P-shear 
 zone Location 
Country rocks from the P-shear 
zone 
Rock type GrGr CAGr enclave Rock type GrGr CAGr enclave 
Unit [wt %] [wt %] [wt %] Unit [ppm] [ppm] [ppm] 
SiO2 68.24 73.58 60.15 Ba 886 416 168 
TiO2 0.5 0.19 1.16 Co 5.5 5.3 10.8 
Al2O3 15.17 13.57 16.36 Cs 3.5 3 7.9 
Fe2O3 3.23 1.52 6.73 Ga 17.2 14.9 23.2 
MnO 0.08 0.04 0.21 Hf 7.3 3.7 4.4 
MgO 1.54 0.25 2.09 Nb 35.6 12.9 52.4 
CaO 1.31 1.07 4.26 Rb 180.7 170.8 233.7 
Na2O 4.36 3.64 4.92 Sn 7 3 8 
K2O 4.13 5.43 2.56 Sr 156.1 98.1 207.8 
P2O5 0.16 0.05 0.4 Ta 5.3 1.3 2.3 
LOI 1 0.5 1 Th 14.5 24 8.3 
Sum 99.73 99.84 99.81 U 5.1 7 3.7 
    Zr 260.5 102.8 187.9 
    Y 72.6 19 81.3 
    La 54.2 34.9 11.5 
    Ce 107.1 67.4 37.7 
    Pr 12.96 7.53 7.03 
    Nd 49.1 25.6 36.3 
    Sm 10.79 4.36 11.74 
    Eu 1.28 0.59 1.05 
    Gd 9.38 3.48 11.98 
    Tb 1.96 0.53 2.34 
    Dy 13.05 2.76 15.55 
    Ho 2.72 0.6 3.06 
    Er 8.25 1.76 8.54 
    Tm 1.22 0.32 1.25 
    Yb 7.73 2.33 7.57 
    Lu 1.01 0.43 1.09 
 
LOI: loss on ignition, GrGr: Grimsel Granodiorite, CAGr: Central Aar Granite, enclave: mafic 
enclave. 
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Figure 2.25. Selected Harker diagrams for the Haslital group, showing the magmatic evolution.  
The literature data is from Keusen et al. (1989), Oberhänsli (1986), Schaltegger (1990) and Stalder 
(1964).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.26. TiO2 vs Zr diagram with AFC trend line.  
Data sources as in Fig. 2.25. Line represents AFC evolution.  
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Metabasic dykes 
The metabasic dykes show a large spread in compositions (Fig. 2.7). Unfortunately, the 
nomenclature of the dykes based on geochemical data including alkali and calcalkali elements is 
impossible. This is mainly due to the mobility of these elements during metamorphism and 
deformation (Oberhänsli, 1986). The metamorphic, and in some cases also the deformational 
overprint of all inspected dykes is significant. However, some observations are important: 
• The chemical spread of the GTS samples is similar to the spread observed by Oberhänsli 
(1986) at the surface and by Hegner et al. (1998) in the Black Forest area. 
• Metabasic dykes are alkaline as well as calc-alkaline; some might represent a primitive 
intermediate representative of the Haslital magmatic suite (Fig. 2.26).  
• Metabasic dykes spread from high potassium to shoshonitic.  
• High Mg# (MgO > 5 wt %) dykes have Ni concentrations above 100 ppm (with one 
exception), indicating relatively primary magmas (Oberhänsli, 1986). 
The TiO2 versus MgO diagram (Fig. 2.27) may be used to discriminate between different dyke 
types, because these two elements are considered to be relatively “immobile”. Thus observed 
differences probably indicate differences in the chemical composition of the source magmas. 
Based on the entire TiO2 / MgO dataset from all magmatic rocks, two trends can be 
discriminated: (i) a high-Ti trend and (ii) a low-Ti trend (Fig. 2.27).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.27. TiO2 vs MgO diagram showing high-Ti and low-Ti trends for metabasic dykes.  
Data sources as in Fig. 2.25.  
Based on the TiO2 / Zr diagram, metabasic samples, which would fit in an AFC process 
connecting the mafic enclaves, GrGr and CAGr are found to be high in CaO (Fig. 2.26). 
Assuming minor CaO mobility during deformation, these dykes can be related to the Haslital 
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magmatic suite and would represent a primitive part of the magma evolution. However, not all 
dykes match such an evolution (Fig. 2.26) and thus the origin of the dykes is manifold. 
2.5. Deformation structures 
As mentioned in Chapter 2.2, the rock mass surrounding the GTS and exposed at the surface is 
heterogeneously deformed by Alpine orogeny. The heterogeneous deformation results in 
background deformation and localized deformation. We understand background deformation as 
the least deformation present. This chapter is organized according to the deformation features 
introduced in Chapter 2.3. First, planar structures are presented, with background strain features 
in Chapter 2.5.1 and localized ductile shear zones and brittle features in Chapter 2.5.2. 
Lineations observed along deformation planes are discussed in Chapter 2.5.3 and give an 
opportunity to compare the observed structures with the kinematic framework proposed by 
Wehrens (2015). As a last paragraph, some major rock mechanical properties are summarized 
based on Keusen et al. (1989). 
2.5.1. Planar fabrics 
We use foliation to describe a planar rock texture. Foliation in the Haslital granitic suite has to 
be discriminated into a (i) magmatic foliation of pre-Alpine origin and (ii) solid-state foliation 
related to Alpine orogenic deformation.  
Magmatic foliation 
Magmatic foliation is marked by the shape-preferred orientation of large K-feldspar and 
plagioclase grains as well as by the planar arrangement of the lentoid-shaped mafic enclaves 
(Blumenfeld and Bouchez, 1988; Paterson et al., 1989). These structures are locally preserved in 
the GTS and at the surface (Ambrosio, 2011; Wehrens, 2015). The measured orientation of the 
magmatic foliations is on average 145 / 80 (Fig. 2.28), clustering within little variation (Fig. 
2.28). The mean orientation corresponds to the general orientation of the solid-state foliation. 
Some of the magmatic structures are associated with schlieren expressed by magma-mingling 
between ‘meso-‘ and ‘leucocratic’ melts and small-scale phenomena, typical for magmatic 
systems (Paterson et al., 1989).  
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Figure 2.28. Stereoplots for measured orientation of magmatic foliation within the GTS (a) and at 
the surface (c). Poles are contoured with 1 % density lines for the GTS data (b) and the surface 
data (d).  
An equal area projection was used and the poles of the planes are displayed. GTS data have a total 
number of 29 magmatic foliation measurements, whereas surface data have 25 measurements. 
Surface data are compiled from this study and literature data (Baumberger, 2015; Schubert, 2013; 
Wehrens, 2015; Wicki, 2011).  
Dyke intrusion 
Along with magmatic deformation of the Haslital group, there is also early dyke intrusion and 
veining within the bedrock. The exact timing of the dyke intrusion (metabasic dykes) is not 
known. Metabasic dykes (lamprophyres) within the Sambuco nappe are dated to 290.5 ± 3.7 Ma 
(Bussien et al., 2011), which corresponds to slightly younger ages than for the Haslital group.  
Within the GTS, the metabasic dykes occur as swarms which strike NW-SE. Individual 
measurements of metabasic dykes are more variable in strike than suggested by the strike of the 
swarms (Fig. 2.29). Commonly, the dykes are steeply dipping (Fig. 2.29). As the orientation 
pattern of dykes reflects the local stress regime during intrusion, the steep orientation of the 
dyke can serve as evidence for an intrusion at great depth. While no information on σ1 and σ2 
can be obtained from a planar dyke, σ3 is located perpendicular to its walls. In the case of an 
isotropic stress field, intrusion of randomly oriented dykes would be the consequence, where 
only the steeply oriented dykes reach today’s topography. Strikingly, the orientation pattern of 
the surface data is close to randomly steeply oriented, which could indicate an isotropic stress 
field during intrusion. Therefore this dataset was used and a rotation along a horizontal orogen-
parallel rotation axis (65°) was performed. The rotation angle was continuously increased from 
0 to 30° (Fig. 2.30). A steep random orientation was found when the dykes were rotated by 20° 
around a horizontal 65° striking rotation axis. Those values were subsequently used with the 
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GTS dataset and the combination of both datasets (Fig. 2.30). The addition of the GTS dataset 
did not improve the results. The dyke’s rotation could be evidence for a rotation of the Aar 
massif by about 20° since the dyke’s intrusion. Paleo-magnetic studies could provide further 
insight, but were not within the scope of this study.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.29. Stereoplots with measured orientations of metabasic dykes for the GTS (a) and the 
surface (c). The poles of the planes are contoured with 1 % for the GTS (b) and the surface (d).  
An equal area projection was used for the stereoplots. The poles of the planes are displayed (total 
number: 64 for the GTS and 68 for the surface).  
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Figure 2.30. Surface dataset for orientations of metabasic dykes rotated around a 65° striking axis 
with increasing rotation angle.  
Numbers top-left of stereoplots show plunge azimuth of rotation axis and rotation angle. An equal 
area projection was used for the stereoplot and the total number of points is 68.  
 
Furthermore, the Haslital group is dissected by quartz veins of either Alpine or pre-Alpine age. 
Pre-Alpine quartz veins are strongly overprinted by deformation related to the Alpine orogeny. 
Their measured orientation (Fig. 2.31) clusters around steeply south dipping, therefore slightly 
at an angle to the magmatic foliation. Numerous veins within the GTS are presumably products 
of Alpine deformation with Alpine quartz clefts as the most prominent examples. The flat 
orientation of the veins is evidence for a vertical σ3. This is in good agreement with the 
kinematic evolution described in Chapter 2.2.2. Veins crosscutting Alpine foliation and not 
showing any ductile overprint must belong to this group. As mentioned in Chapter 2.2.2, the 
temperature and pressure conditions were suitable for ductile deformation of quartz during high 
temperature stages of Alpine deformation, thus quartz veins without evidence of ductile 
deformation are younger than the Alpine ductile deformation.  
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Figure 2.31. Measured orientations of quartz veins within the GTS. Veins overprinted by Alpine 
ductile deformation are shown in (a) and contoured in (b). Veins undeformed by Alpine ductile 
deformation are presented in (c) and (d).  
An equal area plot was used, where the poles of the planes are displayed. The contours are 1 % 
density lines. In total 47 pre-Alpine quartz veins and 12 Alpine quartz veins are shown.  
 
Alpine foliation 
Solid-state foliation related to Alpine orogenic overprint is pervasive. It is marked by the 
orientation of biotite, white mica, shape preferred orientation of recrystallized quartz, and neo-
crystallization of sheet silicates and quartz e.g. Schubert (2013), Wehrens (2015). The 
orientation is subparallel to the magmatic foliation (Fig. 2.32). The higher content of biotite in 
the GrGr compared to the CAGr leads to a more strongly expressed foliation in the S part of the 
GTS (Enclosure 2). The southward increasing foliation intensity therefore expresses a 
southward increasing strain gradient (Choukroune and Gapais, 1983; Wehrens, 2015).  
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Figure 2.32. Stereoplots for Alpine foliation in the GTS (a) and at the surface (b). The poles of the 
planes are displayed and contoured with 1% density lines (GTS data, b; surface data, d).  
An equal area projection was used and the poles of the planes are displayed. The GTS dataset has a 
total number of 22 foliation measurements, whereas surface dataset is composed of 240 
measurements. Surface data are compiled from this study and literature (Baumberger, 2015; 
Schubert, 2013; Wehrens, 2015; Wicki, 2011).  
 
2.5.2. Shear zones 
Next to the pervasive foliation, shear zones and brittle faults record the highly localized 
deformation. We use shear zones to describe ductile high strain zones, whereas brittle faults 
mimic the brittle overprint of the ductile shear zones in the area investigated. Strain localization 
is enforced by the enrichment of sheet silicates within the shear zones (Fig. 2.33), which results 
in structural weakening of the zone (Wehrens, 2015).  
Shear zones of three different deformation stages occur in the surroundings of the GTS, one 
magmatic stage and two stages of Alpine solid-state deformation.  
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Figure 2.33. Sheet silicate content in deformed and undeformed bedrock.  
Modified after Wehrens (2015).  
Magmatic shear zones 
As may be seen in Enclosure 2, Alpine deformation is heterogeneously distributed throughout 
the GTS. This deformation pattern results in deformed and undeformed parts under Alpine 
conditions. Within the undeformed parts magmatic features such as schlieren, magmatic 
foliation and magmatic shear zones were observed. Alpine undeformed parts are of variable 
thickness. A thick Alpine undeformed part is found between L200 and L290.  
Deformation during the viscous state of the magma yields rotation of early-formed crystals such 
as feldspars or biotite. Strain is concentrated within the matrix surrounding the crystals 
(Blumenfeld and Bouchez, 1988). Therefore, magmatic shear zones are recognized due to 
changes in magmatic foliation defined by either feldspar grains or mafic enclaves (Fig. 2.34). 
Magmatic shear zones and more generally magmatic features were thoroughly described by 
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Ambrosio (2011). An example of feldspar grain rotation is found at ca. L176 and an example of 
rotating mafic enclaves at ca. L190.  
 
 
 
 
 
 
 
 
 
 
 
Figure 2.34. Photograph of a magmatic shear zone at L145.  
Ductile shear zones 
Some of the Alpine ductile shear zones are expressed as discrete planes with a small shear zone 
width (mm to cm) and others as asymmetric shear zones with visible strain gradients (Rolland et 
al., 2009; Steck, 1968; Wehrens, 2015). The strain gradient is macroscopically expressed by a 
reduction in grain size, an increase in foliation intensity and, if present, an increasing elongation 
of quartz aggregates (Fig. 2.35). In the case of the GrGr, this strain gradient sometimes results 
in an Augengneis type appearance. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.35. Photographs showing the different appearances of Alpine ductile shear zones: discrete 
shear zone (a) and asymmetric shear zone with strain gradient (b).  
Discrete shear zones (Fig. 2.35) probably have a brittle fracture as a precursor structure 
(Mancktelow and Pennacchioni, 2005; Wehrens, 2015), which was then reactivated in a ductile 
manner. The origin as a brittle precursor is very realistic because of the low width to length 
ratio. In the case of the shear zones with strain gradient (Fig. 2.35) a brittle precursor cannot be 
excluded but also pure strain localization out of a homogeneous state (Peters et al., 2016, 2015) 
a) b) 
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or along pre-existing mechanical anisotropies e.g. variations in lithological composition 
(Wehrens, 2015), are possible origins. The thickness of the shear zones varies from mm to cm in 
size or even to the meter scale, when several smaller shear zones contribute to the formation of a 
deformation zone. Ductile shear zones are recognized by their dark colour which is due to grain 
size reduction. Not only the smaller grain size renders the appearance of the ductile shear zones 
darker, also the content of sheet silicate is increased in the ductile shear zones as compared to 
the undeformed host rock (Wehrens, 2015, Fig. 2.33). If the sheet silicate enrichment occurred 
prior to the deformation or is a result of the deformation remains unclear. The increased 
concentration of sheet silicate in the shear zones leads to a strain weakening and thus enables 
further strain localization (Passchier and Trouw, 2005).  
In the GTS, ductile shear zones prevail in two spatially separated zones (Enclosure 2). The 
zones are located from L050 to L185 and from L417 to L517. Ductile shear zones within the 
Haslital group are commonly oriented NE-SW, whereas the ductile shear zones within the 
metabasic dykes follow the strike of the dykes (NW-SE). Rarely, shear zones oriented E-W are 
found either located within metabasic dykes (L178, L465) or the Haslital group (L175, L517). A 
total of 65 shear zones were observed within the 517 m along the GTS’ main gallery, yielding a 
density of ca. 120 shear zones per km. This is similar to the density of 90 to 125 features per km 
reported by Wehrens (2015) from the Transitgas tunnel system between Lake Räterichsboden 
and Grimsel Pass at the E side of the Haslital. At the surface the density of shear zones per km 
appears to be lower (approx. 24 features per km). This is an artefact, however, based on 
incomplete outcrop exposures and the coverage of shear zones by debris and vegetation, owing 
to the preferential erosion potential of these zones (Baumberger, 2015). Strikes observed in map 
view are also visible in Fig. 2.36, where ductile shear zones’ orientations as measured in this 
study and compiled from literature (Baumberger, 2015; Vouillomaz, 2009; Wehrens, 2015; 
Wicki, 2011) for at the surface and in the GTS are reported. The surface data show one major 
cluster, about steeply SE dipping (Fig. 2.36). Orientations measured within the GTS reveal three 
to four clusters, all steeply dipping. The major cluster dips towards SE, whereas smaller clusters 
dip towards S and SW. The smallest cluster dips towards ESE.  
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Figure 2.36. Stereoplots showing measured orientations of ductile shear zones in the GTS (a) and at 
the surface (c) and the 1 % contours for the pole for the GTS data (b) and the surface data (d).  
An equal area projection was used. GTS data: Ductile shear zones are either located within a 
metabasic dyke or within the Haslital group (total number of points: 103). Surface data: Ductile 
shear zones are located within the Haslital group (total number of points: 378).  
 
The thickness distribution of observed ductile shear zones reveals two maxima for the GTS data 
and surface data. Numerous shear zones are less than 5 cm across (Fig. 2.37) but also shear 
zones wider than 100 cm are often observed. It has to be noted that zones of deformation 
composed of several shear zones having similar orientations are summarized as one 
measurement and appear as a very thick shear zone, which in actual fact is composed of several 
thinner shear zones. Accordingly, the thickness indicated is to be interpreted as that of a 
deformation zone and not as that of a single feature.  
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Figure 2.37. Histogramm showing the thickness distribution of ductile shear zones in the GTS and 
at the surface.  
GTS data represent all data collected within the GTS (approx. 1 km galleries). Surface data 
represent data collected at the surface above the GTS (approx. 9 km2).  
Brittle reactivated ductile shear zones 
During uplift of the Aar massif (Chapter 2.2.3), temperature and pressure conditions decreased 
and thus the deformation changed progressively from the ductile regime into a brittle regime. 
Numerous brittle structures overprint former ductile structures, forming cohesionless fault 
gouges and cohesive cataclasites. Cataclasites were only observed in drillcores, but not in the 
galleries or at the surface. Fault gouges formed by grinding down of the mylonitic material 
(Bossart and Mazurek, 1991; Kralik et al., 1992; Wehrens, 2015). The occurrence of smectite in 
the fault gouge implies formation at low temperature (Wehrens, 2015). The fault gouges found 
at the surface and in the GTS have similar orientations as the ductile precursors (Fig. 2.38). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure. 2.38. Stereoplot with measured orientations of fault gouges within the GTS (a) and 
contoured data with 1 % density lines (b).  
An equal area plot was used. The poles of the planes are displayed. Total number of points: 13.  
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Brittle shear zones and brittle fracturing 
Brittle fabrics without any interplay with ductile deformation are represented by biotite-coated 
fractures, brittle fractures and Alpine clefts.  
Biotite-coated fractures are expressed by a discrete fracture with biotite coating on the fracture 
planes (Fig. 2.39). Commonly biotite is a secondary coating of the fracture; more rarely primary 
magmatic enrichment could promote a subsequent brittle fracturing. If the coating is secondary, 
then the fracturing occurs in the stability field of biotite (> 400°C). In that case those fractures 
can be related to Alpine deformation, more exactly to the Oberaarphase. This is based on an 
outcrop at L465 (Fig. 2.40). If the fracturing happens along primary magmatic accumulation of 
biotite then no specific age relations can be inferred.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.39. Photographs of different brittle fractures in the GTS.  
(a) Brittle fractures in CAGr at L070, (b) brittle fractures in a metabasic dyke (water-conducting) 
at W114, (c) biotite coated fracture in CAGr at L202, and (d) biotite coated fractures in ductile 
shear zone within GrGr at L465.  
a) 
b) 
c) 
d) 
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Figure 2.40. Detailed outcrop mapping at L467 to L469 within the GrGr showing biotite-coated 
fractures crosscutting a ductile shear zone with steep lineation.  
 
Brittle fracturing is ubiquitous in the GTS (Fig. 2.39) and at the surface. Brittle fractures occur 
along pre-existing structures (e.g. quartz veins, metabasic dykes, ductile shear zones), but do 
also occur within intact host rock. Measured orientations vary significantly in dip azimuth but 
all are steeply dipping (Fig. 2.41). 
Brittle fractures might have originated at very different times. As mentioned earlier, the biotite-
coated fracture might be formed under biotite stable conditions and thus at a different time than 
the brittle fracture separates the host rock without altering it. Some of the brittle fractures may 
have also been caused by the excavation activities. Not all galleries were drilled using a tunnel 
boring machine, e.g. the BK cavern was blasted.  
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Figure 2.41. Measured orientations of brittle fractures in the GTS (a, b) and at the surface (c, d). 
The data is contoured with 1 % density lines.  
An equal area projection was used. The poles of the planes are displayed. In the GTS a distinction 
between brittle fractures in general (dark blue, total number: 20) and biotite-coated fractures (light 
blue, total number: 27) was made. At the surface only brittle faults in general are reported (total 
number: 44).  
 
In addition to decreasing temperatures, uplift formed exfoliation joints due to changes in stress 
conditions. These joints generally form close to the surface but appear with increasing spacing 
down to depths of 200 m below today’s surface (Ziegler et al., 2013). The mean overburden 
above the GTS (ca. 450 m) is higher and thus the GTS is unaffected by exfoliation joints. 
Exfoliation joints are part of the youngest and ongoing brittle deformation in the Grimsel area. 
Exfoliation joints occur close to today’s topography and are partly open. Thus, they also 
strongly influence the present day’s infiltration pattern of meteoric water at the surface, building 
a funnel system. Alpine clefts are amongst the youngest brittle features observed in the mapped 
area. They have been described in Chapter 2.5.1.2 with the pre-Alpine quartz veins.  
2.5.3. Linear structures 
At the surface, rocks have been polished glacially while in the GTS they appear polished due to 
the tunnel drilling machine. Either way, observations of lineation are difficult. Nevertheless, 
lineations were observed within the GTS and at the surface along fractured fault/shear planes, 
fracture planes as well as foliations. Lineations were found as stretching lineations or 
slickensides. Along biotite-coated fractures the lineations were slickensides, indicating relative 
displacements during brittle deformation. The lineations are orientated from sub-horizontal to 
steep (Fig. 2.42). The available data indicate three clusters (one steep and two flat groups) but 
also a few transitional data occur (Fig. 2.42).  
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Figure 2.42. Stereoplots show (a) the lineations within the GTS and (b) the measured lineations at 
the surface.  
Red dots: lineation along ductile shear zone, orange dots: lineation measured along foliation, petrol 
dots: lineation measured along fault gouge, light blue dots: lineations measured along biotite-coated 
fractures.  
2.5.4. Rock mechanical properties 
Within the scope of this study no rock mechanical properties were measured. For purposes of 
completeness, various values measured by Keusen et al. (1989) are reported in Tab. 2.6. 
Table 2.6. Some rock mechanical properties for the main rock types in the Grimsel region.  
 
 GrGr CAGr Aplitic dyke Metabasic dyke 
Density [kg/m3] 2706 ± 13.6 2660 ± 23.8 2599 ± 17.4 2909 ± 31.0 
Porosity [vol %]  0.4-1.0   
Young’s modulus [GPa] 47.3 ± 15.4 53.3 ± 11.0 60.2 ± 8.9 42.4 ± 8.5 
Poisson ratio 0.33 ± 0.15 0.37 ± 0.12 0.40 ± 0.12 0.33 ± 0.17 
Internal friction angle [°] 29 33 36 32.5 ± 3.5 
 
Young’s modulus is one of the two elastic constants needed to characterize the elastic behaviour 
of an isotropic rock. Typically, it has values between 50 to 150 GPa in rocks (Twiss and 
Moores, 1992). The Poisson ratio is the other elastic constant used to characterize the elastic 
behaviour of an isotropic material. For most rocks, the Poisson ratio ranges from 0.25 to 0.33 
(Twiss and Moores, 1992). It would be 0.5 for a perfectly incompressible material.  
2.6. Surface / Underground correlation 
Along with the mapping of the underground rock laboratory and the surface, we intended to 
correlate deformation structures observed at the surface with the structures observed 
underground. This was attempted in order to constraint the geometry of the deformation 
structures in 3D, which may serve as a base for further studies, e.g., an investigation of fluid 
flow paths, stress simulations, or fault reactivation analyses around the GTS.  
a) b) 
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We used the pattern of deformation structures mapped at the surface and projected it down to 
the GTS. The projection was done either using fieldwork derived orientations or using remote-
sensing based information combined with a projection algorithm (Delaunay triangulation or 
Ribbon tool). Delaunay triangulation is based on the work of Delaunay (1934) and is a 
triangulation method. Ribbon tool is a MoveTM, Midland Valley internal algorithm that is based 
on moment of inertia analysis (Fernández, 2005).  
What we obtained was an intersection pattern of the surface pattern (Fig. 2.43) and the mapped 
GTS pattern. To link a surface deformation feature with a feature underground, we used a 
minimum distance and a minimum angle misfit and inferred a best link (Fig. 2.44). Depending 
on the scale of consideration the attempt was more or less successful. The maximum distance 
between a projected surface structure and a used underground structure was 140 m, but the 
average was around 20 m (Fig. 2.44). Considering a mean overburden of 450 m this yields an 
average uncertainty of ca. 4.5 %. Average angular misfit was ca. 6°, implying an uncertainty of 
ca. 4.3 %. At the current status of the investigations, kinematic indicators such as lineation, 
thickness of structure, or shear sense indicators were not considered when performing the 
interpolation between the surface and the underground structure patterns. The different densities 
of structures were also not taken into account. In general, more structures were observed in the 
GTS as compared to at the surface. Furthermore, examples of ending structures within the GTS 
were observed (e.g. metabasic dyke at W109).  
Using for every surface trace the best fitting underground feature, we were able to build a best-
estimate model (Fig. 2.45). This model is a first working hypothesis as modelling continues. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.43. Surface map with ductile shear zones in grey with labels corresponding to labels in the 
histogram (Fig. 2.44).  
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Figure 2.44. Histograms showing the distance and the angular misfit of selected surface 
deformation structures with mapped deformation structures in the underground.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.45. 3D visualization of fault zones from the surface to the GTS.  
Digital elevation model with 25 m resolution (swisstopo). 
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2.7. Water-conducting features 
In crystalline rocks, water inflows are generally constrained to water-conducting features (e.g. 
Caine et al., 1996). In the galleries, wet spots and spots with active water dripping are 
considered water inflow points. In this investigation we focussed on the spatial correlation 
between deformation structures and water inflows. For specifics about the composition of the 
fracture water the reader is referred to Frick et al. (1992), Keppler (1994) or Mäder & Ekberg 
(2006). 
Water inflow points at the GTS were mapped at two different times, in July 2014 and in January 
2016. The mapping was performed based on visual inspection of the galleries. This implies that 
the features mapped as water conducting were wet at the time of mapping. The ventilation in the 
tunnel system dries the tunnel surface. In order for water conducting features to be wet, their 
minimum hydraulic transmissivity needs to exceed the drying capacity of the ventilation system. 
This minimum hydraulic transmissivity was estimated by Mazurek (2000) to be ca. 3·10-8 m/s. 
The ventilation capacity of the tunnel system is constant over the year, but may be sporadically 
enhanced due to more intense human activity such as drilling. 
The number of water inflow points mapped in the two mapping campaigns was comparable. In 
July 2014, 64 water inflow points were mapped as compared to 62 in January 2016. In January 
2016 only the water inflow points were mapped, whereas in July 2014 wet floor was mapped 
without specification of the number of inflow points. Some differences were observed: 
• The mapping in July 2014 shows an enhanced water inflow into the AU drift that was not 
found in January 2016. This may be related to more work (e.g. drilling) being done in the 
AU drift. 
• Some specific features such as a fault gouge at AU060 or the metabasic dyke reactivated as 
fault gouge in L176 were water conducting in July 2014 and not in January 2016. 
As already reported by Mazurek (2000), the CAGr dominated part presents a higher density of 
water conducting features. This is due to the greater number of brittle features located within the 
CAGr than in the GrGr. Numerous water inflows are related to the occurrence of metabasic 
dykes, which is in good agreement with the observed localization of ductile and brittle 
deformation within the dykes. Therefore, not the composition of the host influences the water 
pathways but the deformation style, which might in turn be related to the host rock composition 
(Schneeberger et al. in prep). The map of inflow points reveals a close spatial relationship 
between the inflow points and the exposure line of zones deformed in a brittle manner, as 
already mentioned by Keusen et al. (1989). Not all brittle features are water-conducting, but 
water inflows not bound to a brittle feature were observed only at two locations, L314 and 
L321. The brittle feature in the host rock responsible for the increased permeability, which is 
necessary to allow for sufficient water flow, was not identified. The deduced feature most 
probably ends a short distance behind the tunnel wall.  
The ductile deformation has little influence on water percolation (Mazurek, 2000) as the 
formation of mylonites does not increase the open porosity (Bossart and Mazurek, 1991). Thus, 
CHAPTER 2 
58 
 
it is primarily the brittle deformation that is responsible for increases in the permeability (Caine 
et al., 1996; Kull et al., 1993). As mentioned above, brittle deformation often reactivates ductile 
deformed zones. This reactivation is heterogeneously distributed among the ductile shear zones 
(Bossart and Mazurek, 1991). In order to estimate the heterogeneity of the brittle reactivation 
the channelling fraction was recorded. This expresses the fraction along the circumference of 
the gallery of a specific feature, which is water conducting. Most of the water conducting 
features are very short (>50 cm) and in general the entire feature was water conducting. In the 
case of longer water conducting features, mostly the part of the feature close to the bottom was 
wet. Very rarely water was dripping from the ceiling. This heterogeneous distribution of the 
water conducting parts in a feature emphasizes the heterogeneity of the water pathways within a 
brittle feature. The above mentioned heterogeneity of the brittle reactivation in ductile features 
renders a possible up scaling more complex.  
2.8. Summary 
The host rock holding the GTS is composed of four rock types: GrGr, CAGr, aplitic dykes and 
metabasic dykes. Whereas the GrGr, CAGr and the aplitic dykes form a calc-alkaline 
differentiation series, the magmatic origin of the metabasic dykes is manifold. Some of them 
may represent a primitive intermediate of the Haslital magmatic suite. Even though the CAGr is 
more differentiated than the GrGr, the contact between the two rock types is gradual and marked 
by numerous schlieren, which implies a coeval magmatic state and emplacement. Therefore, 
instead of drawing the contact between the two as a sharp line, it is mapped as an intermediate 
rock type. Certainly, the two rock types differ sufficiently to make it possible and reasonable to 
differentiate between predominantly GrGr-composed areas and predominantly CAGr-composed 
areas.  
Petrographically speaking, it is mostly the change in biotite content that expresses the transition 
between the different members of the Haslital group and thus was used as a mapping criterion. 
Other than that, the rocks show up to cm-sized feldspar grains and smaller quartz grains. The 
greenschist metamorphism yielded in saussuritization of the plagioclase and sericitization of the 
K-feldspars. Epidote is found as vein material, as a breakdown product of feldspars and within 
the matrix of metabasic dykes.  
The ductile Alpine deformation is portrayed by increased foliation and by numerous planar 
ductile shear zones. The number of ductile shear zones increases southwards with increasing 
biotite content and strain gradient (Wehrens, 2015). The orientation of Alpine deformation 
structures is similar to the orientation of magmatic deformation structures, which points to a 
magmatic preconditioning of the location of Alpine deformation. Furthermore, some Alpine 
ductile shear zones show large length/width ratios which suggest brittle precursor structures.  
Uplift causes a decrease in temperature and pressure and, as a result, deformation shifts from the 
ductile regime to the brittle regime. Brittle structures overprint ductile structures via brittle 
fracturing or cataclasis. The products are fault gouge, cohesive cataclasites and brittle fractures. 
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This late brittle overprint governs today’s water flow pattern in the rock mass. Nearly all 
mapped water inflow points in the GTS correlate spatially with a brittle structure. This is 
evidence for the well-known correlation between brittle deformation and permeability increase 
in low-porosity crystalline rock formations. 
Further work should be done on a petrogenetic model of the metabasic dykes and their influence 
on the localization of deformation, both ductile and brittle. Furthermore, the small-scale 
characterization of the link between water flow paths and brittle deformation would allow for 
more specific and more accurate extrapolations and predictions of fluid pathways through the 
rock mass.  
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2. App. Geochemical analyses of metabasic dykes  
Table 2.A-1. Major elements of selected metabasic dykes in the GTS. 
 
Sample SiO2 TiO2 Al2O3 Fe2O3 MnO MgO  CaO Na2O K2O P2O5 Sum 
 wt-% wt-
% 
wt-% wt-% wt-% wt-% wt-% wt-% wt-
% 
wt-
% 
% 
L058 51.57 1.17 16.19 8.87 0.21 8.02 4.99 2.95 6.2 0.38 100.82 
L107 43.7 1.5 19.79 12.75 0.38 7.84 1.63 1.31 9.48 0.29 99.02 
L059 51.04 1.16 16.39 8.89 0.18 7.43 8.5 1.68 4.09 0.37 99.98 
L037 54.58 1.12 17.42 8.71 0.21 6.79 3.05 3.09 5.09 0.44 100.68 
W120 58.71 0.82 15.63 6.14 0.12 5.23 6.15 2.84 3.33 0.35 99.52 
L176 50.12 1.29 15.58 9.48 0.2 8.36 1.02 0.58 7.7 0.42 94.92 
L085 49.93 1.36 17.37 9.52 0.18 6.82 8.71 2.33 3.08 0.45 99.99 
W91 49.32 1.33 16.88 10.03 0.21 8.64 4.11 2.43 5.83 0.44 99.48 
L115 57.83 1.19 17.42 8.36 0.16 4.29 5.32 3.87 3.11 0.41 102.17 
L023 64.84 0.88 11.9 7.73 0.22 5.51 1.33 1.72 5.15 0.35 99.79 
L030 46.8 1.31 19.3 11.08 0.32 8.32 1.43 0.47 9.32 0.51 99.14 
W092 56.41 1.51 19.77 10.66 0.22 8.58 10.12 2.79 2.19 0.49 112.94 
L083 57.31 1.19 14.7 8.57 0.21 6.68 2.03 1.27 6.56 0.43 99.2 
L057 50.49 1.24 17.39 8.88 0.16 6.16 10.68 1.79 1.58 0.47 99.04 
L125 59.36 1.25 15.23 8.5 0.18 5.63 1.69 2.42 4.68 0.41 99.52 
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Table 2.A-2. Trace elements of selected metabasic dykes in the GTS. 
 
Name Ba Cr Cu Nb Ni Pb Rb Sr V Y Zn Zr 
 ppm ppm ppm ppm ppm ppm ppm ppm ppm ppm ppm Ppm 
L058 833 352 24 16 131 31 453 185 268 28 144 182 
L107 958 430 2 38 138 19 881 94 254 33 329 231 
L059 428 367 60 15 146 32 357 496 273 29 118 186 
L037 505 236 29 15 135 17 355 174 232 25 133 130 
W120 435 176 11 12 38 29 275 551 134 24 100 185 
L176 487 49 13 18 28 10 453 32 224 57 151 187 
L085 570 234 47 13 107 27 145 613 302 29 103 176 
W91 625 320 18 18 142 19 531 245 262 31 160 203 
L115 644 62 62 14 33 34 149 463 229 33 136 226 
L023 249 187 19 14 117 14 455 45 187 24 150 100 
L030 614 273 37 21 159 17 1144 26 266 27 221 149 
W092 429 274 24 16 127 12 120 425 310 31 160 188 
L083 1024 218 3 17 123 16 456 131 227 29 157 141 
L057 265 181 36 11 100 34 79 772 289 27 100 151 
L125 816 45 5 13 29 10 217 81 221 33 150 183 
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Abstract Groundwater in crystalline rocks is ubiquitous and knowledge of its flow behaviour is of 
paramount importance for technical projects such as underground constructions, geothermal energy, 
groundwater supply or the deep disposal of radioactive waste. In crystalline rocks, water-rock 
interactions are limited by slow reaction kinetics and low solubility of the majority of minerals 
occurring along the flow paths. As a result, crystalline groundwater is commonly of low 
mineralisation also at long residence times, except for situations where mixing with higher 
mineralised groundwater occurs. In spite of the limited reactivity of crystalline rocks, the composition 
of crystalline groundwater differs as a function of the mineralogy along the flow paths what allows 
deciphering different groundwater flow regimes. 
In an attempt to decipher recharge areas, recharge conditions and connectivity of fracture networks, 
we monitored fracture groundwater from different test intervals in boreholes in the underground 
laboratory at the Grimsel Test Site (GTS, Switzerland) and compared them to older data of similar 
locations. Over the two years period and – where literature data is available – over more than 20 
years, the chemical composition of the fracture groundwater remained constant at specific locations, 
but differs as a function of host rock. Fracture groundwater collected from the Central Aar granite 
(CAGr) persistently differs in pH, concentrations of Na+, Ca2+, Cl-, Li+, and δ18O, δ2H values 
compared to that collected from the Grimsel granodiorite (GrGr). This suggests that groundwater 
mixing along flow paths from different fracture networks is virtually absent.  
In both host rocks, fracture groundwater is of meteoric origin with minimum 3H-residence times of 
more than 50 years. The degree of mineral reaction differs between the host rocks and their water-
conducting zones and mineral reactions include dissolution of plagioclase, fluorite, muscovite and 
pyrite, and the precipitation of quartz, kaolinite and K-montmorillionite. In addition, calcite may be 
dissolved or precipitated depending on the progress of plagioclase hydrolysis. Based on the similarity 
in host rock mineralogy and comparable flow rates in water-conducting zones, the differences in 
fracture groundwater mineralisation are attributed to differences in groundwater residence time related 
to the larger overburden of the Grimsel granodiorite and thus longer pathways of groundwater in this 
host lithology. 
3.1. Introduction 
Fracture groundwater in crystalline environments with little topography is characterised by 
increasingly alkaline pH conditions and evolves from slightly alkaline (pH 7-8) and Ca-(Na)-HCO3 
recharge water to higher pH (8-9) and Na-(Ca)-CO3 groundwater in a granitic batholith in the 
Canadian Shield (Gascoyne, 2004) or from a Ca-HCO3 (<300 m depth) groundwater to a Na-Ca-Cl 
groundwater (> 700 m depth) within granitic host rock of the Scandinavian shield (Nordstrom et al., 
1989). In contrast to crystalline environments lacking topography, groundwater has been described as 
high-pH Na-TIC water, with lower chloride concentration (e.g. Bucher et al., 2012; Bucher and 
Stober, 2010; Ofterdinger et al., 2004; Pastorelli et al., 2001; Seelig and Bucher, 2010; Wanner et al., 
2017).  
Given the fractured nature of crystalline rocks the chemical evolution of crystalline groundwater is 
controlled to a large degree by mixing of differently evolved groundwater from different fracture 
networks (e.g. Edmunds et al., 1985; Gimeno et al., 2014). Water-rock interactions experienced by the 
individual end-members commonly include the dissolution of primary quartz, Al-silicate minerals and 
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dissolution / precipitation of calcite combined with the formation of secondary hydrated-
aluminosilicates, e.g. kaolinite, and quartz depending on the geological setting (e.g. Banks and 
Frengstad, 2006; Bucher and Stober, 2010; Gascoyne, 2004; Gimeno et al., 2014; Nordstrom et al., 
1989; Ofterdinger et al., 2004; Seelig and Bucher, 2010; Wanner et al., 2017). In addition to mixing of 
differently composed groundwaters in different fracture networks, exchange with porewater residing 
in the low-permeability rock matrix notably modifies the groundwater compositions with increasing 
residence time (Waber et al., 2012; Waber and Smellie, 2008).  
Water conducting zones in crystalline rocks are restricted to brittle deformation features. These 
features allow advective flow of groundwater (e.g. Bense et al., 2013; Caine et al., 1996; Evans et al., 
1997; Lützenkirchen, 2002; Mazurek, 2000; Zhu and Wong, 1997; Zoback and Byerlee, 1975). It is 
commonly agreed that permeability decreases with an increasing overburden (Bucher and Stober, 
2010; Martin and Follin, 2011; Saar and Manga, 2004). For example in the Oregon Cascades, the 
permeability decreases from ca. 10-10 m2 at 200 m depth to 10-20 m2 at 10 km depth (Saar and Manga, 
2004). Thus, the occurrence of potential fluid pathways related to brittle deformation structures 
decreases non-linearly with increasing depth. The decrease in permeability with depth directly 
influence the residence time of the groundwater and consequently also the degree of groundwater 
mineralisation.  
In this study, we utilise the data set from the Grimsel Test Site (GTS) collected since 1980s and 
enlarged over the last years to inspect the different factors influencing the groundwater composition in 
Alpine crystalline basement rocks characterised by a distinct topography. The GTS is an underground 
rock laboratory run by the Swiss National Cooperative for the Disposal of Radioactive Waste (Nagra). 
It is petrographically, structurally and geochemically well characterized at small and large scale and 
thus allows for the testing and refining of concepts of groundwater flow and water-rock interactions in 
a rugged crystalline rock environment. The excellent 3D rock outcrop conditions in the underground 
facility offer the possibility to study both the spatial and temporal characteristics of fluid pathways 
from surface recharge to depth. Over the last three years groundwater was collected from several 
packed-off intervals in boreholes drilled in different host rocks at variable overburden. The 
deformation structures that act as water-conducting features are described in detail by Schneeberger et 
al. (2016). Groundwater chemical and isotope compositions are used in combination with structural 
and mineralogical data and geochemical inverse and forward modelling approaches to decipher the 
recharge area, groundwater flow paths and their connectivity in the individual host rocks.  
3.2. Hydro-geological setting 
3.2.1. Geological Setting  
The GTS is located in the upper part of the Hasli valley in the Central Swiss Alps within the Aar 
massif (Fig. 3.1). The Aar massif is composed of Palaeozoic basement rocks, Late to Post-Variscan 
intrusives and Mesozoic cover rocks (Abrecht, 1994; Berger et al., 2017a; Labhart, 1977; Schaltegger, 
1994). Two main lithologies occur within the GTS, the Central Aar granite (CAGr) in the northern 
sections and the Grimsel granodiorite (GrGr) in the southern domain (Keusen et al., 1989). Metabasic 
dykes intrude into the granitoid rocks (Oberhänsli, 1986; Schneeberger et al., 2016). Both the CAGr 
and GrGr have been age dated to 299 ± 2 Ma (Schaltegger and Corfu, 1992) and are part of a Late to 
Post-Variscan calc-alkaline differentiation suite (Schaltegger, 1994).  
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3.2.2. Mineralogy  
The CAGr differs mainly from the GrGr 
by the biotite, white mica and 
plagioclase content (Keusen et al., 1989; 
Schneeberger et al., 2016; Wehrens et 
al., 2017). Metabasic dykes, however, 
are mainly composed of biotite and 
feldspars (Keusen et al., 1989; 
Oberhänsli, 1986) and thus differ 
substantially in composition.  
 
 
 
Table 3.1. Mineralogy of the different rock types around GTS. The units are [wt-%] unless specified. 
Data for CAGr and metabasic dyke (MBD) is from Keusen et al. (1989), the data for GrGr from Mäder 
and Ekberg (2006). 
Property / mineral 
CAGr GrGr MBD 
Host rock Host rock Mylonite Fault gouge Host rock 
Quartz 32.0 [vol-%] 31 27 22  
K-feldspar 34.1 [vol-%] 28 17 18 0-10 [vol-%] 
Plagioclase 20.9 [vol-%] 25 18 17 10-25 [vol-%] 
Biotite 5.5 [vol-%] 8 10 12 50-70 [vol-%] 
Chlorite (metamorphic) 1 [vol-%] 0.1 0 0  
Muscovite 1 [vol-%] 6 24 27  
Epidote 2.3 [vol-%] 0.4 0.3 0.3 10-20 [vol-%] 
Titanite 0.2 [vol-%] 1 0.3 0.3  
accessories < 1 [vol-%] 0.2 3 3  
Smectite (hydrothermal)  0 0.2 0.2  
Chlorite (clay mineral)  0 0.1 0.1  
Illite / smectite mixed layers  0 0.1 0.1  
Surface, external (BET) [m2/g]  0.5-1.3 0.6-1.5 0.7-1.6  
Surface, total (EGME) [m2/g]  5 11 10  
Most of the magmatic minerals are transformed either by Alpine metamorphism or earlier phases of 
metamorphism. Alpine metamorphism reached greenschist facies conditions in the study area 
(Challandes et al., 2008; Frey, 1980; Keusen et al., 1989). Major mineral alterations are: (i) 
sericitization of K-feldspar, (ii) saussuritization and albitisation of plagioclase, (iii) and the presence 
of, partially chloritized, biotite. These transformations lead to the observed mineral compositions: 
Biotite is composed of 59% phlogopite and 41% annite; plagioclase contains 95% albite and 5% 
anorthite; K-feldspar is a mixture of 97% orthoclase and 3% albite (Schneeberger et al., 2016). 
Figure 3.1. Regional geological map based on Berger et al. 
(2017b).  
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Furthermore, pyrite was observed in certain thin sections (Schneeberger et al., 2016). In only few 
locations smectite was detected within brittle fault rocks (Mäder and Ekberg, 2006; Wehrens et al., 
2016).  
In addition, enhanced sheet silicate (biotite and muscovite, Tab. 3.1) concentrations are reported in 
highly deformed ductile zones (Mäder and Ekberg, 2006; Wehrens et al., 2017), leading to differences 
between matrix rock composition and fault rock composition.  
One last important mineralogical entity is formed by the Alpine clefts, which are related to Alpine 
deformation history and postdate metamorphism. They are filled with quartz, adularia, chlorite, 
fluorite, minor calcite, and rarely sulphides, surrounded by leached wall rock depleted in quartz and 
biotite (Keusen et al., 1989).  
3.2.4. Deformation history  
The bedrock of the Aar massif records Alpine solid-state deformation (Challandes et al., 2008; 
Choukroune and Gapais, 1983; Herwegh et al., 2017; Keusen et al., 1989; Rolland et al., 2009; Steck, 
1968; Wehrens, 2015). Alpine ductile deformation is expressed by a pervasive foliation and discrete 
high strain shear zones, which increase in frequency towards the south, i.e. the GrGr shows more 
intense ductile deformation than the CAGr (Choukroune and Gapais, 1983; Rolland et al., 2009; 
Wehrens et al., 2017). Ductile shear zones related to Alpine deformation are planar, steeply SE, S or 
SW dipping, and show widths of few centimetres up to several meters (in few cases tens of meters) 
with lateral extensions in the range of km to tens of kilometres (Herwegh et al., 2017; Wehrens et al., 
2017). In the case of the GTS, shear zones range from 50 cm to maximal 3.5 m in width.  
On-going exhumation of the Aar massif led to cooling and to brittle overprint of formerly ductile 
shear zones (Baumberger, 2015; Michalski and Soom, 1990; Vernon et al., 2008; Wehrens et al., 
2016). Brittle deformation is expressed by fractures, cataclasites and fault gouges that are mostly 
younger than 8 Ma (Kralik et al., 1992; Pleuger et al., 2012).  
Ductile shearing as well as subsequent brittle faulting resulted in a decrease in grain size within 
deformed rocks compared to the pre-Alpine host rock (Fig. 3.2). This grain size reduction within fault 
rocks resulted in an increase of reactive mineral surface areas and thereby catalyses water-rock 
interactions. 
 
 
 
 
 
Figure 3.2. Brittle fault zone bordering a quartz aggregate. qtz: quartz, Kfsp: K-feldspar, plg: 
plagioclase, epi: epidote, wmica: white mica.  
Latest deformation features are exfoliation joints, which are formed by a combination of denudation, 
glacial carving and deglaciation-induced unloading and affect the uppermost 200 m of the bedrock 
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(Ziegler et al., 2013). Such depth interval is comparable to that observed in granitoid rocks with little 
topography in the Scandinavian Shield at Forsmark, Sweden (Martin, 2007). Forming an 
interconnected network of tensile fractures these youngest deformation features are thought to 
constitute the dominant infiltration pathways for meteoric recharge in the upper part of the rock mass.  
3.2.4. Hydraulic regime 
The GTS is located next to an access tunnel built for the local hydropower plant. This tunnel was 
completed by 1954. The GTS is operational since 1984. For the last 63 years, the tunnels from 
artificial pressure sinks in the rock mass and drain the mountainside (Bucher et al., 2012; Maréchal 
and Etcheverry, 2003), potentially resulting in a transient state. This transient state is illustrated in 
borehole interval pressures decrease reported for the period 1980-1987 (Wyss, 1989).  
The hydraulic regime around GTS has been reported previously (e.g. Frick et al., 1992; Frieg and 
Blaser, 2012; Hoehn et al., 1990; Keppler, 1994; Voborny et al., 1991) as heterogeneous with low 
porosity rock matrix (porosity: 0.8-1.53 vol%) and higher porosity faults (ca. 10-30 vol%; Bossart and 
Mazurek, 1991). An average hydraulic conductivity for test intervals sampling rock matrix is ca. 10-10 
m s-1 (Hoehn et al., 1998). Transmissivity values obtained for selected borehole test intervals are 
indicated in Table 3.2. From hydraulic modelling it is known that the GTS forms a pressure sink and 
drains the mountainside, whereas in "undisturbed" conditions the river Aare in the valley floor would 
act as sink (Voborny et al., 1991).  
3.3. Sample Locations and Methods 
3.3.1. Sampling locations 
For the long-term monitoring 14 test intervals from previously drilled boreholes within the 
underground facility covering different structural and lithological features were selected (Fig. 3.3). 
The test intervals are isolated by standard hydraulic packers and connected by polyamide or steel 
tubes with the gallery instrumentation for water sampling and hydraulic testing. Test intervals along 
the selected boreholes were classified, based on available geological information (Geotest AG, 1981; 
Mäder and Ekberg, 2006; Vomvoris et al., 1992). The classification aimed at the distinction of 
mineralogical differences along water-conducting features that potentially result in differences in 
groundwater chemical compositions. The first criterion was the occurrence of metabasic dykes, CAGr 
or GrGr. If no metabasic dyke was identified within the test interval then the test interval was 
classified based on the occurrence of fault gouge, ductile shear zone and / or brittle fractures. In this 
classification the amount of fault gouge may be underestimated, because specific drilling techniques 
are required to retrieve fault gouge in drill core samples. Only borehole G was drilled accordingly, 
whereas other boreholes were drilling without focus on core recovery.  
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Figure 3.3. GTS map (a) and underground facility parallel cross section (b) showing the topography and 
occurring faults that crosscut the entire bedrock. Sampled boreholes are labelled in blue. 
A = BOUS 85.001, B = BOUS 85.002, C = SB 80.001, E = VE 13.001, F = VE 88.003, G = HP 98.007.  
3.3.2. Groundwater sampling 
Groundwater was sampled from hard polyamide or stainless steel flow lines installed during 
emplacement of the packers to delimit the test intervals. Interval pressures were monitored with 
pressure gauges mounted on the outflow lines.  
Samples were taken with a 50 ml syringe directly from the outflow valve from the sampled test 
interval in order to prevent air contamination. Samples for cations, anions, and stable water isotopes 
were filtered with a 45 µm CE filter into a 30 ml or 125 ml polypropylene (PP) bottle. Cation samples 
were acidified with HNO3 to prevent precipitation. Samples for total inorganic/organic carbon 
(TIC/TOC) were taken unfiltered in a PS bottle. 
3.3.3. Chemical and isotope analyses 
On-site measurements included temperature, pH, Eh, and electric conductivity [EC]. All these 
parameters were measured in-line during sampling of each test interval with electrodes mounted in a 
flow-through chain (Mäder and Ekberg, 2006) to avoid atmospheric contamination with respect to pH 
and Eh measurements. 
Chemical analyses of own samples were performed at Institute for Geological Sciences, University of 
Bern. Major anions and cations (F-, Cl-, Br-, NO3-, SO42-, Na+, NH4+, Ca2+, K+, Sr2+, Mg2+) were 
analysed by ion chromatography (Metrohm 850 Professional IC). The detection limit is 0.016 mg/L 
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for anions and 0.1 mg/L for cations, with an analytical uncertainty of ± 5%. Concentrations of K+, 
Mg2+ and Sr2+, which are close to or below the detection limit by IC techniques, were re-analysed 
along with trace elements (Al3+, Si, Mntot, Fetot) using inductively coupled plasma optical emission 
spectrometry (ICP-OES, Varian 720-ES). Detection limits of this technique are 1 µg/L for Sr2+ and 
Fetot, and 5 µg/L for K+, Mg2+, Al3+, Si, and Mntot with an analytical uncertainty of ± 5–10% 
depending on element concentration and sample matrix. Concentrations of Si were additionally 
determined by colorimetric techniques using a spectro-photometer (Varian UV/VIS Cary 50) in order 
to avoid any colloidal Si. The detection limit for Si is 0.005 mg/L with an analytical uncertainty of ± 
5%. Li+ concentration was measured via graphite furnace atomic absorption spectroscopy (GFAAS) 
with a detection limit of 1.25 µg/L and an analytical uncertainty of ± 5%. Total inorganic and organic 
carbon concentrations were determined using a TIC/TOC analyser (Analytic Jena multi N/C 2100S) 
with a detection limit of 0.1 mg/L for total carbon and an analytical uncertainty of ± 5%. The amount 
of total organic carbon was deduced from the difference between total carbon and total inorganic 
carbon. Stable water isotopic compositions were analysed by cavity ring down spectroscopy (Picarro) 
and are reported relative to VSMOW standard as δ18O, δ2H. Analytical uncertainty (2σ) is 0.1‰ 
VSMOW for δ18O and 1.5 ‰ VSMOW for δ2H. Samples for Tritium were analysed by Hydroisotop 
GmbH via liquid scintillation spectroscopy after electrolytic enrichment, with a detection limit of 0.6 
TU. 
3.3.4. Geochemical modelling 
Geochemical model calculations were conducted using the software PhreeqC (Parkhurst and Appelo, 
2013) with the thermodynamic database Wateq4F (Ball and Nordstrom, 1992 updated version 2005-
08-23). Initial modelling included speciation and saturation index calculations for quality control, and 
to correct for sampling artefacts, as in gassing of atmospheric CO2. Saturation indexes were calculated 
based on field pH measurements and carbon was integrated from the measured TIC concentration 
after correction for potential in-gassing of CO2. 
Element mass-balance calculations (inverse modelling) were done using the software NETPATH 
(Plummer et al., 1994) to identify major water-rock interactions that may occur from precipitation 
infiltration to the groundwater sampled at depth (Garrels and Mackenzie, 1967).  
Forward modelling approaches implementing reaction kinetics were performed using PhreeqC in 
order to evaluate the results of the mass-balance approach and to elucidate the time scales that may be 
involved in the groundwater evolution. Kinetic rates for the different minerals reactions were taken 
from the Wateq4F database (Ball and Nordstrom, 1992), and additional rates are from Palandri and 
Kharaka (2004). Models were run for 100 years at a constant temperature of 12°C. 
3.4. Results  
3.4.1. Sampling sites 
Six boreholes (A-C, E-G; Fig. 3.3) were chosen from the existing boreholes at the GTS for sampling. 
Boreholes (A, B, C) are located within the CAGr, whereas boreholes (E, F, G) are located within the 
GrGr. Test intervals were isolated by multi-packer systems, boreholes A and B were instrumented in 
1996, boreholes C and F in 1994, borehole E in 2013, and borehole G in 2000. Multiple test intervals 
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in the same borehole are labelled with increasing numbers from deepest interval (i1) towards the 
borehole mouth. Test interval lengths vary from 0.4 to 60.5 m (Tab. 3.1). 
During six groundwater sampling campaigns, performed in April, August, October 2014, January, 
August 2015, and January 2016, 75 groundwater samples were taken. Time series of sample per 
locality were taken in order to discriminate analytical artefacts from natural variations.  
3.4.2. Physical parameters measured onsite 
Flow rates vary greatly between the different test intervals (Geotest AG, 1981; Keppler, 1994; Keusen 
et al., 1989; Vomvoris et al., 1992). The flow rate in the Ci1 interval is strikingly higher compared to 
other passive outflow rates measured within GTS (4 L/min; Tab. 3.2).  
Water samples from the northern CAGr-dominated section (CAGr waters) show on average lower 
temperatures (12.4°C ± 0.6°C; Tab. 3.2) and have a smaller overburden (Fig. 3.3) compared to 
groundwater sampled in the southern, GrGr-dominated domain (13.5°C ± 0.9; GrGr waters).  
Table 3.2. Compilation of physical properties describing sampled test intervals and their groundwater. 
Yields and transmissivity values are taken from literature (Geotest AG, 1981; Hoehn et al., 1990; 
Keppler, 1994; Keusen et al., 1989; Vomvoris et al., 1992). BF: brittle fault, DS: ductile shear zone, FG: 
fault gouge, MD: metabasic dyke.  
3.4.3. Modern chemical composition of groundwater 
Groundwater is of low total mineralisation with total dissolved solids (TDS) between 48.4 and 81.4 
mg/L and remained nearly constant in all sampled intervals over the two years of sampling (Fig. 3.4). 
However, borehole A (Ai2 and Ai3) is characterized by higher TDS (Fig. 3.4).  
Sample 
ID 
Host 
rock Geology 
Interval 
length 
Interval 
diameter Samples EC flow rate 
Transmis
sivity 
Overbu
rden 
   [m] [m] nb [µS/cm] [ml/min] [m2/s] [m] 
Ai2 CAGr BF 9.5 0.101 6 69.3-74.7 n.m. 1.5e-9 445 
Ai3 CAGr DS 60.5 0.101 4 67.9-74.7 n.m. 2.4e-10 436 
Bi1 CAGr DS 36.27 0.101 2 71.7-78.2 9.4 7.4e-10 494 
Bi2 CAGr DS 2 0.101 6 62.1-70.0 186 1.7e-8 488 
Bi3 CAGr MD 20 0.101 6 63.2-67.0 16.5 7.0e-9 485 
Bi4 CAGr MD 29 0.101 6 61.5-65.5 162 6.0e-8 479 
Bi5 CAGr DS 5 0.101 6 59.4-62.2 31 4.2e-8 474 
Bi6 CAGr DS 40 0.101 6 64.1-67.0 264 1.8e-6 468 
Ci1 CAGr DS 28 0.086 6 58.2-63.8 4000 n.m. 482 
Ei2 GrGr DS 0.4 0.086 3 69.1-71.8 n.m. n.m. 518 
Fi2 GrGr MD 13.5 0.086 6 65.7-127.5 n.m. 2.7e-9 499 
Fi3 GrGr DS 5 0.086 6 63.1-70.9 n.m. 6.6e-11 510 
Gi2 GrGr FG 0.65 0.086 6 63.8-73.5 6 2.4e-8 518 
Gi3 GrGr BF 1 0.086 6 64.6-71.8 n.m. 1.8e-8 518 
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The range in chemical composition of each sampled test interval is reported in Tables 3.3 and 3.4.  
 
 
 
 
 
 
 
 
 
Figure 3.4. Total mineralisation (TDS) of groundwater for each sampling campaign plotted against the 
location of the borehole test interval from N to S in the GTS.  
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Table 3.3. Ranges in composition of groundwater collected between April 2014 and January 2016 from the different borehole test intervals within the CAGr. The 
borehole test intervals are listed from N to S. (n.m. not measured).  
Entity Units Ai2 Ai3 Bi1 Bi2 Bi3 Bi4 Bi5 Bi6 Ci1 
T °C 11.6-13.0 11.9-13.8 11.5 11.7-13.2 11.8-13.0 11.9-13.2 11.8-13.1 11.8-13.6 12.3-13.7 
pH  7.27-8.13 6.62-6.83 9.08 9.08-9.37 8.54-9.38 8.80-9.40 8.85-9.40 9.15-9.61 8.52-9.43 
Eh (Ag/AgCl) mV -170 to -46 93 to 186 -176 -238 to -81 -234 to -115 -248 to -17 -235 to -19 -233 to 2 -189 to 147 
Li+ µg/L 18.4-21.5 21.1-21.4 n.m 7.7-8.2 6.2-8.4 7.0-8.0 6.6-7.7 13.8-20.1 7.4-8.8 
Na+ mg/L 12.25-12.57 15.00-15.15 10.17 9.75-10.32 8.94-9.30 8.97-9.27 8.42-8.64 9.30-10.58 6.29-6.63 
K+ mg/L 0.20-0.32 0.16-0.86 0.16 0.36-0.48 0.14-0.16 0.12-1.73 0.22-0.34 0.11-0.18 0.20-0.24 
NH4+ mg/L <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 
Mg2+ mg/L 0.004-0.338 0.023-0.035 0.023 0.024-0.026 0.023-0.024 0.020-0.023 0.016-0.018 0.012-0.016 0.041-0.043 
Ca2+ mg/L 6.35-6.95 4.38-4.72 8.86 6.72-7.04 7.79-9.60 7.37-7.69 7.33-7.60 6.58-7.27 8.43-9.24 
Sr2+ mg/L 0.13-0.16 0.11-0.12 0.21 0.18-0.20 0.21-0.24 0.22-0.25 0.18-0.20 0.17-0.18 0.16-0.17 
Fetot mg/L 0.697-1.949 <0.005-0.032 0.023 0.06-0.016 0.007-0.009 <0.005-0.011 0.006-0.041 <0.005-0.009 <0.005-0.009 
Mntot mg/L 0.019-0.051 <0.005-0.026 <0.005 <0.005 <0.005 <0.005 <0.005-0.005 <0.005-0.009 <0.005 
Al3+ mg/L <0.001-0.80 <0.001-0.022 0.041 0.012-0.018 <0.001-0.006 <0.001-0.013 <0.001-0.004 0.005-0.017 0.028-0.057 
F- mg/L 5.76-5.92 6.08-6.20 5.54 4.53-4.96 4.24-4.44 4.17-4.31 3.86-4.00 4.73-4.96 3.67-3.79 
Cl- mg/L 0.83-0.87 0.69-0.79 0.44 0.34-0.36 0.31-0.32 0.33-0.44 0.27-0.31 0.33-0.66 0.22-0.52 
Br– mg/L <0.016 <0.016 <0.016 <0.016 <0.016 <0.016 <0.016 <0.016 <0.016 
SO42– mg/L 6.79-7.30 7.12-7.27 8.67 5.52-6.48 6.35-6.58 5.98-6.76 6.17-7.10 7.34-7.77 6.99-11.05 
NO3– mg/L 0.032-0.764 0.020-0.061 <0.016 0.024-0.043 0.031-0.045 0.017-0.041 0.026-0.042 0.018-0.053 0.030-0.803 
Tot. Alk. meq/L 0.51-0.73 0.49-0.76 0.63 0.50-0.81 0.52-0.87 0.50-0.85 0.49-0.83 0.50-0.69 0.48-0.83 
TIC mg/L 5.58-6.81 6.45-6.72 5.97 4.51-5.86 4.81-6.34 4.74-6.09 4.70-6.04 4.33-5.10 4.35-5.52 
Si mg/L 3.28-3.87 3.66-4.28 4.82 4.67-5.19 4.35-5.08 4.35-5.04 4.30-4.59 4.39-5.02 4.04-4.68 
TDS mg/L 63.7-70.6 75.8-81.4 66.3 53.9-60.3 55.6-63.5 54.6-60.6 53.0-59.50 54.1-60.2 49.9-60.1 
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Table 3.4. Ranges of composition of groundwater collected from the different borehole intervals within 
the GrGr and for a surface water (“Totensee”). The intervals are listed from N to S. (n.m. = not 
measured).  
Eh measurements vary between different samplings, however not systematically. This variation may 
result from analytical difficulties, as the concentrations of redox-sensitive elements (Fetot, Mntot) are 
low in the majority of the measured groundwater. Except for interval Ai3 and first two sampling 
campaigns (April and August 2014) in Ci1, reducing conditions were measured in all samples (Tabs. 
3.3 and 3.4). Reducing conditions are confirmed by smell of HS- during one sampling in Fi3 and Bi4.  
Rust-coloured water during sampling of Ai2 and Ai3 in combination with oxidizing conditions in Ai3 
may indicate contamination of borehole A by for example corrosion of the steel tubing. This also may 
explain the higher TDS observed for those samples (Fig. 3.4). As a contamination cannot be ruled out, 
borehole A is not considered for further discussion.  
Several differences between CAGr and GrGr waters are revealed by the chemical composition (Tabs. 
3.3, 3.4; Fig. 3.5). (i) Measured pH is significantly lower in the CAGr (8.53 - 9.61, mean ± σ: 9.16 ± 
0.27) waters compared with GrGr waters (8.85 - 9.79, mean ± σ: 9.45 ± 0.23 ). (ii) Molar Na+/Ca2+ is 
lower for CAGr waters (2.45 ± 1.04) compared to GrGr waters (3.62 ± 0.56). (iii) Concentrations in 
Entity Units Ei2 Fi2 Fi3 Gi2 Gi3 Totensee 
Temp °C 13.2-14.6 13.2-15.5 12.2-15.0 11.9-13.8 12.1-13.6 12.5 
pH  9.19-9.59 9.03-9.78 9.23-9.40 8.85-9.75 9.00-9.79 9.27 
Eh 
(Ag/AgCl) mV -92 to -16 -198 to 62 -238 to -91 -203 to -56 -180 to -65 23 
Li+ µg/L 42.8-43.8 28.1-35.5 31.1-32.1 32.0-39.0 33.0-36.4 n.m. 
Na+  mg/L 12.51-12.70 11.05-11.83 11.14-11.83 11.71-12.01 11.78-11.95 0.65 
K+  mg/L 0.28-0.34 0.44-0.57 0.30-0.38 0.37-2.35 0.39-0.52 0.38 
NH4+ mg/L <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 
Mg2+  mg/L 0.019-0.028 0.018-0.022 0.025-0.036 0.016-0.019 0.016-0.018 0.086 
Ca2+  mg/L 5.35-5.53 5.45-6.41 5.58-6.76 4.89-5.90 4.29-5.18 2.27 
Sr2+ mg/L 0.19-0.20 0.17-0.25 0.15-0.21 0.16-0.17 0.16-0.17 0.01 
Fetot  mg/L 0.010-0.052 0.005-0.018 0.013-0.360 <0.005 <0.005 <0.005 
Mntot mg/L <0.005 <0.005 <0.005-0.007 <0.005 <0.005 <0.005 
Al3+ mg/L 0.040-0.082 0.008-0.016 0.007-0.015 0.019-0.020 0.021-0.034 0.011 
F-  mg/L 5.67-5.82 4.12-4.60 5.60-6.06 4.54-4.67 4.53-4.66 0.045 
Cl- mg/L 2.96-3.14 1.51-1.69 1.90-2.24 1.94-2.01 1.95-2.59 0.285 
Br– mg/L 0.027-0.03 <0.016 0.019-0.034 0.016-0.024 0.018-0.018 <0.016 
SO42– mg/L 4.67-4.81 5.66-7.35 0.45-1.87 4.96-5.12 5.00-5.21 0.876 
NO3– mg/L 0.016-0.092 0.025-0.043 0.017-0.047 0.021-0.068 0.016-0.064 0.345 
Tot. Alk. meq/L 0.47-0.61 0.52-0.71 0.56-0.86 0.49-0.61 0.52-0.68 0.37 
TIC mg/L 3.71-4.79 3.91-5.36 4.56-6.27 3.64-5.09 3.61-4.95 1.92 
Si mg/L 4.63-5.27 4.53-5.38 2.87-3.50 4.51-5.21 4.45-5.17 1.02 
TDS mg/L 53.3-59.0 48.4-58.5 52.6-58.5 50.1-59.7 49.6-56.6 15.7 
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Cl- and Li+ are lower in CAGr waters than in GrGr waters. (iv) Calculated partial pressure in CO2 
using the measured TIC concentrations is higher in CAGr waters than in GrGr waters (P(CO2)[CAGr] = 
10-4.72 to 10-5.13 bar; P(CO2)[GrGr] = 10-4.88 to 10-5.66 bar).  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5. Selected ions showing difference in chemical composition between CAGr (grey) and GrGr 
(black) waters.  
Li+ and Na+ concentrations are plotted against Cl- concentration, as Cl- is considered to be a 
conservative element (e.g. Nordstrom et al., 1989) and is clearly distinguishable between CAGr and 
GrGr waters. Cl- concentration in the CAGr water corresponds closely to the meteoric input (Tab. 
3.4). Na+ and Li+ seem to correlate linearly with Cl- in the GrGr waters, this indicates a linked 
evolution.  
Further Ca2+ against Na+ plot shows lower Na/Ca molar ratio for the CAGr waters (Fig. 3.5). The 
weakly linear relationship between Ca2+ and TIC may indicate a common evolution as would be 
precipitation or dissolution of calcite.  
All analysed groundwater samples are saturated with respect to quartz (CAGr waters: median SIquartz = 
-0.02; GrGr waters: median SIquartz = -0.10) and calcite (CAGr waters: median SIcalcite = -0.05; GrGr 
waters: median SIcalcite = -0.04). Groundwater is undersaturated with respect to plagioclase, K-
feldspar, and fluorite (Tab. 3.5). Saturation indices for kaolinite vary strongly between different 
sampling locations and range from -1.5 to 1.5 for CAGr and GrGr waters, excluding borehole A (Tab. 
3.5). Most of CAGr waters are saturated with respect to kaolinite (median SIkaolinite = 0.0). GrGr 
waters, however, are generally undersaturated in kaolinite (median SIkaolinite = -0.6). 
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Table 3.5. Range of pH and saturation indexes for selected phases per specific interval. Phases containing Al are only reported if Al concentration was above 
detection limit.  
 
  CAGr GrGr 
Ai2 Ai3 Bi1 Bi2 Bi3 Bi4 Bi5 Bi6 Ci1 Ei2 Fi2 Fi3 Gi2 Gi3 
pH 7.27 to 8.13 
6.62 to 
6.83 9.08 
9.08 to  
9.37 
8.54 to 
9.38 
8.80 to 
9.40 
8.85 to 
9.40 
9.15 to 
9.61 
8.52 to 
9.43 
9.19 to 
9.59 
9.03 to 
9.78 
9.23 to 
9.40 
8.85 to 
9.75 
9.00 to 
9.79 
Calcite -2.08 to -1.11 
-2.81 to 
-2.6 -0.09 
-0.31 to 
0.06 
-0.61 to 
0.10 
-0.43 to 
0.07 
-0.40 to 
0.05 
-0.20 to 
0.43 
-0.70 to 
0.19 
-0.34 to  
-0.04 
-0.39 to 
0.12 
-0.10 to 
0.04 
-0.52 to 
0.13 
-0.52 to 
0.19 
Log 
pCO2 
-3.8 to  
-3.0 
-2.5 to  
-2.3 -4.7 
-5.1 to  
-4.8 
-5.2 to  
-4.1 
-5.2 to  
-4.5 
-5.2 to  
-4.5 
-5.1 to  
-4.9 
-5.2 to  
-4.2 
-5.5 to  
-5.0 
-5.8 to  
-4.8 
-5.2 to  
-4.9 
-5.7 to  
-4.5 
-5.8 to  
-4.7 
Adularia -1.8 -5.9 to -5.8 -2.0 
-2.3 to 
-2.1 
-3.3 to 
-3.1 
-2.9 to 
-2.0 -3.0 
-3.3 to 
-2.5 
-2.6 to 
-2.1 
-2.1 to 
-1.6 
-2.7 to 
-2.3 
-3.4 to 
-3.1 
-2.3 to 
-1.5 
-2.4 to 
-1.9 
Albite -2.7 -7.0 to -6.4 -2.7 
-3.4 to 
-3.2 
-4.0 to 
-3.9 
-3.7 to 
-3.4 -4.0 
-3.9 to 
-3.2 
-3.6 to 
-3.1 
-3.0 to 
-2.5 
-3.8 to 
-3.5 
-4.4 to 
-4.1 
-3.4 to 
-2.9 
-3.5 to 
-2.9 
Anort-
hite -3.3 
-12.4 to 
-11.3 -3.6 
-4.7 to 
-4.4 
-6.0 to 
-5.4 
-5.1 to 
-4.7 -5.8 
-5.6 to 
-4.5 
-4.1 to 
-3.5 
-4.0 to 
-3.2 
-5.3 to 
-4.9 
-5.9 to 
-5.3 
-4.6 to 
-4.2 
-4.8 to 
-4.2 
Fe(OH)3
(a) 
-0.3 to 
3.3 
-0.6 to 
1.5 1.8 
0.7 to 
1.7 
-0.2 to 
1.8 
0.6 to  
1.8 
0.8 to  
1.9 
0.4 to  
1.8 
0.7 to  
1.2 
1.2 to  
2.0 
0.4 to  
1.5 
0.6 to  
1.9 
0.2 to  
0.8 
0.5 to  
0.8 
Fluorite -0.42 to -0.13 
-0.28 to  
-0.24 -0.07 
-0.35 to  
-0.30 
-0.34 to  
-0.23 
-0.39 to  
-0.37 
-0.45 to  
-0.42 
-0.33 to  
-0.29 
-0.46 to  
-0.40 
-0.28 to  
-0.26 
-0.59 to  
-0.40 
-0.23 to  
-0.13 
-0.51 to  
-0.40 
-0.54 to  
-0.48 
Illite 1.5 -8.1 to -7.3 -1.4 
-2.8 to 
-2.1 
-4.0 to 
-3.7 
-3.6 to 
-2.4 -3.7 
-4.3 to 
-2.6 
-2.6 to 
-1.1 
-2.4 to 
1.0 
-3.8 to 
-2.7 
-4.6 to 
-3.8 
-3.1 to 
-1.5 
-3.3 to 
-1.6 
Kaol-
inite 5.5 
-2.2 to  
-1.4 
1.5 -0.1 to 0.8 
-0.9 to 
-0.1 
-0.6 to 
1.0 -0.3 
-1.1 to 
0.4 0.1 to 2.2 0.1 to 1.5 
-1.3 to 
0.2 
-1.5 to  
-0.8 
-0.7 to 
1.5 
-1.0 to 
1.3 
Musco-
vite 8.6 
-3.1 to  
-2.57 4.2 
2.4 to  
3.4 
0.8 to  
1.4 
1.3 to  
3.0 1.4 
0.5 to  
2.7 
2.7 to  
4.8 
2.9 to  
4.6 
1.2 to  
2.6 
0.4 to  
1.3 
2.0 to  
4.3 
1.8 to  
4.1 
Quartz -0.08 to  -0.02 
-0.03 to 
0.01 0.05 
-0.02 to 
0.04 
-0.02 to 
0.05 
-0.05 to 
0.03 
-0.04 to 
0.02 
-0.06 to 
0.02 
-0.10 to 
0.00 
-0.07 to 
0.02 
-0.16 to  
-0.02 
-0.29 to  
-0.17 
-0.13 to 
0.03 
-0.14 to 
0.00 
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3.4.4. δ2H, δ18O, 3H values 
Stable water isotopic composition of samples was analysed in order to evaluate conditions of 
infiltration of groundwater. Measured δ18O and δ2H values are constant over the two year 
sampling period. Therefore, the average δ18O and δ2H values are reported per interval (Tab. 
3.6).  
Further, they are comparable with values for the precipitation (Fig. 3.6). The mean δ18O and δ2H 
value for the precipitation data from 1993 to 2014 is slightly lower (δ18O = -13.40, δ2H = -95.5) 
than the measured mean values in the groundwater data (Tab. 3.6). However, the sampling 
location for the precipitation is located higher in altitude (Grimselpass; Bundesamt für Umwelt 
(BAFU), 2014) then the direct infiltration area for the groundwater in the GTS.  
The spread of the precipitation data is larger (Fig. 3.6), where the obtained values for the CAGr 
and the GrGr waters are well enclosed. The groundwater values might result from 
homogenization of the precipitation input due to mixing of different rain waters in the 
unsaturated zone.  
All analysed samples plot along the local Grimsel meteoric water line (LMWL, Fig. 3.6).  
 LMWL: δ2H = 8.082 x δ18O + 12.751 (Schotterer et al., 2010)  (1) 
The D-excess for both the CAGr 
(11.9 ± 0.5) and the GrGr (11.8 ± 
0.5) waters is similar to the mean 
of the local precipitation between 
1993 and 2014 (D-excess: 11.7 ± 
2.9; Bundesamt für Umwelt 
(BAFU), 2014)). This indicates a 
meteoric origin from the same 
moisture source for the CAGr and 
the GrGr waters. Further, this is 
evidence for restricted or absent 
mixing between the meteoric 
input water with another non-
meteoric water source.  
Despite observed similarities, 
CAGr waters differ systematically 
from GrGr waters. The CAGr 
waters are isotopically heavier 
(δ18O = -12.65, δ2H = -89.28) than the GrGr waters (Fig. 3.6; δ18O = -12.85, δ2H = -91.18). 
Figure 3.6. Average δ18O and δ2H values per sampling 
location grouped according to chemical composition (CAGr 
or GrGr water). Enveloppe of precipitation data (1993 to 
2014) taken from Schweizerische Eidgenossenschaft, 
Bundesamt für Umwelt (BAFU), 2014.  
Values are compared to the Local Meteoric Water Line 
(LMWL, Schotterer et al., 2010) and the Global Meteoric 
Water Line (GMWL) which is defined as: δ2H = 8 δ18O + 10 
(Craig, 1961).  
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During the sampling campaign in January 2016, samples for the analysis of tritium were taken 
from several test intervals (Tab. 3.6). One sample within the CAGr waters shows measurable 
tritium activity (Ci1 = 3.1 TU), whereas all other samples have activities at or below detection 
limit (<0.6 TU, see Tab. 3.6). Measured tritium activity indicates a recent recharge component 
within the sampled groundwater. 
Table 3.6. Compilation of the average δ18O and δ2H values and measured 3H concentrations. 
Precipitation data from Schweizerische Eigenossenschaft, Bundesamt für Umwelt (BAFU) (2014). 
CAGr: Central Aar granite, GrGr: Grimsel granodiorite, n.m.: not measured.  
Sample ID 
Sampling 
date δ
18O δ2H Sampling date 
3H 
 Mean 
‰ vs 
VSMOW 
St.dev 
‰ vs 
VSMOW 
Mean 
‰ vs 
VSMOW 
St.dev 
‰ vs 
VSMOW 
 Activity 
TU 
2σ 
TU 
C
A
G
r Ai2 
14.04.14 to 
28.01.16 -12.72 0.42 -90.08 3.93 27.01.16 <0.6  
Ai3 14.04.14 to 28.01.16 -12.71 0.05 -89.42 0.21  n.m.  
C
A
G
r 
Bi1 14.04.14 to 28.01.16 -12.53 0.07 -88.45 0.52 27.01.16 <0.6  
Bi2 14.04.14 to 28.01.16 -12.67 0.05 -89.30 0.21 27.01.16 <0.6  
Bi3 14.04.14 to 28.01.16 -12.65 0.06 -89.28 0.14 27.01.16 <0.6  
Bi4 14.04.14 to 28.01.16 -12.68 0.06 -89.40 0.20 27.01.16 <0.6  
Bi5 14.04.14 to 28.01.16 -12.64 0.09 -89.33 0.54 27.01.16 <0.6  
Bi6 14.04.14 to 28.01.16 -12.65 0.31 -89.51 2.55 27.01.16 <0.6  
Ci1 14.04.14 to 28.01.16 -12.60 0.08 -88.89 0.31 27.01.16 3.1 0.6 
G
rG
r 
Ei2 14.04.14 to 28.01.16 -12.93 0.01 -91.37 0.23 27.01.16 <0.6  
Fi2 14.04.14 to 28.01.16 -13.00 0.04 -92.04 0.38 27.01.16 <0.6  
Fi3 14.04.14 to 28.01.16 -12.79 0.06 -90.66 0.18 27.01.16 <0.6  
Gi2 14.04.14 to 28.01.16 -12.91 0.20 -91.56 1.56 28.01.16 <0.6  
Gi3 14.04.14 to 28.01.16 -12.89 0.61 -91.35 4.47 28.01.16 <0.6  
Pr
ec
ip
ita
tio
n mean 1993 -12.48 2.89 -87.94 22.26 1993 14.8  
mean 2000 -12.47 2.98 -89.87 23.75 2000 8.8  
mean 2010 -15.12 3.35 -108.42 26.57 2010 10.2  
mean 2013 -13.82 4.13 -98.39 33.42 2013 n.m  
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3.5. Discussion 
3.5.1. Infiltration conditions of fracture water 
Measured stable isotopic composition in precipitation data shows a seasonal variation (Fig. 3.6; 
Bundesamt für Umwelt (BAFU), 2014; Schotterer et al., 2010), however this seasonal variation 
is erased in the groundwater. The stable isotopic composition of the groundwater corresponds 
closely to the mean isotopic composition of the precipitation. This attenuation of the seasonal 
variation is known to occur in unsaturated zone in crystalline environments (Clark and Fritz, 
1997). Exfoliation joints that occur within the uppermost 200 m may form the unsaturated zone, 
as they occur in diverse orientations and form an interconnected network of joints and thus 
potential flow paths (Ziegler et al., 2013). 
The comparability between the mean isotopic composition of the rainwater and of the 
groundwater indicates that the groundwater is solely composed by rainwater without significant 
addition of another water source. A close fit between groundwater samples and the LMWL, as 
already observed by Frick et al. (1992) and Keppler (1994), is further evidence for a meteoric 
origin of all sampled fracture groundwater (Fig. 3.6). The leftward shift of the LMWL with 
respect to the GMWL (Fig. 3.6) could result from hydration of silicate minerals (Geyh et al., 
2001). The D-excess for the groundwater as well as for the rainwater is slightly above 10, which 
indicate relatively dryer air conditions during fractionation (Schotterer, 2000). 
Despite being of meteoric origin and from a similar moisture source, we observe significant 
differences when comparing stable water isotopic composition of the CAGr waters with the 
GrGr waters (Fig. 3.6). Consistent differences over two years of sampling between CAGr and 
GrGr waters indicate that no mixing occurs between the two flow fields.  
From the difference in mean δ18O values between CAGr and GrGr waters (0.2 ‰), a difference 
of ca. 75 m in infiltration altitude results using the relationship between δ18O and infiltration 
altitude 0.27‰ / 100m (Maréchal and Etcheverry, 2003).  
Differences in infiltration altitude yield differences in flow path length, as the water-conducting 
structures are similar between the CAGr and the GrGr (Schneeberger et al., 2016). This 
difference in flow path length is supported by the observed overburden (Tab. 3.2) and by 
measured differences in temperature. CAGr waters show lower temperatures than GrGr waters. 
Using a geothermal gradient of 25 °C / km (Vernon et al., 2008), differences in overburden 
between the CAGr and the GrGr results in higher temperature for the GrGr domain of similar 
magnitude (ca. 2°C) as observed.  
No differences are observed within reported transmissivity values for CAGr and GrGr waters, 
therefore longer residence time for GrGr waters would follow from the inferred longer flow 
path. Tritium measurements potentially allow for an estimation of the mean residence time of 
groundwater. It was found that 12 out of 13 samples from January 2016 are tritium-free, which 
indicates infiltration times prior the tritium activity peak in the atmosphere due to bomb tests in 
the early 1950s (Tab. 3.6) and residence time of over 65 years. Within the measured samples, 
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only the sample from Ci1 shows measurable 3H activity (Tab. 3.6). However, the borehole 
history is not entirely clear for Ci1 and a possible contamination cannot be ruled out (Keppler, 
1994).  
Tritium activity was also measured within another borehole in the GTS (27.04.2017: 2.3 ± 0.4 
TU). Accounting for the variance in 3H input of precipitation (Waber et al., 2017) and applying 
- as an approximation - a piston flow model, a infiltration around November 1960 is inferred for 
the groundwater in specific borehole, which yields a mean transit time of ca. 57 years for this 
specific borehole.  
3.5.2. Geochemical evolution 
The chemical as well as the isotopic compositions (see above) do not vary between the different 
samplings. Therefore, the seasonal variation that is observed in the δ18O and δ2H values of the 
precipitation data (see chapter 4.4) is erased by homogenization without addition of non-
meteoric water. The observed chemical composition is, hence, a product of water-rock 
interactions on the downwards path of the groundwater.  
The measured chemical compositions are comparable to previously reported groundwater 
chemistry (Fig. 3.7; Keppler 1994). Unfortunately, no direct comparison can be performed, as 
different borehole test intervals were sampled. However, the comparable chemical composition 
of the groundwater since the 1990s indicates constant water-rock interactions since 1990s. 
Therefore, the water-rock interactions leading to observed chemical composition seems to be 
constant for the last 20 years. Combination of homogeneous recharge inferred from δ18O and 
δ2H values and the constant water-rock interaction indicate a stable system since 1990s.  
 
 
 
 
 
 
 
Figure 3.7. Schoeller diagrams illustrating the comparison of recent groundwater chemical 
composition (average concentrations) with concentrations measured previously (Keppler, 1994).  
Despite, comparable chemical composition per test interval over time, we observed, also in the 
chemical composition, differences between CAGr and GrGr waters. CAGr waters reveal higher 
Ca2+, but lower Na+, Li+ and Cl- concentrations, and higher CO2 partial pressure compared to 
GrGr waters.  
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Observed differences in chemical composition could not be related to the differences in 
mineralogical composition of the water-conducting fault rock, as illustrated by following two 
examples. Test intervals Bi4 and Bi5 show similar groundwater chemical composition and 
transmissivity value (Tab. 3.2), but within Bi4 metabasic dykes occur and probably are water 
conducting, whereas Bi5 is characterized by fractures in a ductile shear zone forming the flow 
path. Further, the chemical composition of groundwater in Gi2 and Gi3 is comparable, but the 
probable flow path is formed by a fault gouge in Gi2 and by fractures in a ductile shear zone in 
Gi3. 
As inferred from δ18O values and measured overburden, longer residence times for the GrGr 
waters yield longer reaction time for interactions between water and granitoid host rock. It is 
commonly agreed, that hydrolysis of plagioclase is the major source for Na+ in high-topography 
crystalline environments (e.g. Bucher and Stober, 2010; Maréchal and Etcheverry, 2003; Seelig 
and Bucher, 2010; Wanner et al., 2017). Coupled albite dissolution and kaolinite precipitation is 
(Wanner et al., 2017): 
 NaAlSi3O8 + H+ + 0.5H2O = 0.5Al2Si2O5(OH)4 + Na+  + 2SiO2(aq)   (2) 
This reaction implies an increase of pH with on-going reaction, which agrees with measured pH 
values for both rock types. Increasing pH results in higher solubility of quartz (Wanner et al., 
2017), which correlates with the lower quartz saturation indexes for GrGr waters compared to 
CAGr waters. Furthermore, albite undersaturation observed in both type of water (CAGr and 
GrGr) indicates that plagioclase is probable to be dissolved.  
Saturation of groundwater with respect to kaolinite (Tab. 3.5) implies precipitation of kaolinite 
with on-going dissolution of plagioclase. Precipitation of kaolinite seems plausible, as sporadic 
observations are reported within GTS (Wehrens et al., 2016) and in weathering experiments of 
granitoid bedrock (White et al., 2017).  
Dissolution of CO2 is a possible source for protons (reaction 3) required for dissolution of 
plagioclase and has been proposed by Wanner et al. (2017) as a driving force for reaction 2.  
 HCO3-(aq) + Ca2+(aq) = CaCO3 (s)  + H+ (aq)     (3)  
TIC and Ca2+ concentrations correlate linearly in measured groundwater (Fig. 3.5), which agrees 
with precipitation of calcite required by dissolution of CO2 as source for protons. Further, 
dissolution of CO2 decreases the partial pressure of CO2 in the water, which is in line with 
observed partial pressures of CO2 being under atmospheric CO2 partial pressure (P(CO2)atm : 10-
3.4 bar).  
Linked to calcite precipitation (reaction 4) is the observed undersaturation with respect to 
fluorite, which has been reported previously (Mäder and Ekberg, 2006). Precipitation of calcite 
decreases the Ca2+ concentration in the groundwater, which acts as driving force for dissolution 
of fluorite (reaction 4).  
CHAPTER 3 
82 
 
 CaF2 (s) = Ca2+(aq) + 2 F-(aq)       (4)  
Fluorite occurs within Alpine clefts (Keusen et al., 1989), which are distributed over the entire 
rock mass. Therefore, dissolution of fluorite from Alpine clefts is a probable source for 
observed F-. No differences in F- concentration between CAGr and GrGr waters were observed. 
Lower CO2 partial pressure, higher measured pH, higher Na+ concentrations and lower Ca2+ 
concentration indicate more advanced progress of reaction 2 and 3 in GrGr waters compared to 
CAGr waters. Moreover, CAGr waters show lower Cl- concentrations than GrGr waters. Cl- and 
Li+ concentrations seem to evolve parallel (R2 = 0.8, Fig. 3.5), which might indicate a similar 
source for Cl- and Li+. Neither Li+ nor Cl- concentrations show a correlation with K+ or Mg2+ 
concentrations, which excludes sheet silicates as a potential source. As no other Cl-bearing 
mineral is known to occur around GTS, Cl- and Li+ in waters are probably added to the 
groundwater from another source as potentially an exchange with matrix pore water. 
Moderately mineralised pore water (Cl- ≈ 330-440 mg/kgH2O) is known to occur within GrGr in 
the GTS (Eichinger, 2009), the Li+ concentration of the rock matrix pore water is unknown. 
When using the reported Cl- concentration an exchange ratio of approximately 1/188 is inferred 
for GrGr waters. Even though the rock matrix pore water is known not to plot along the LMWL 
in a δ18O-δ2H plot (Eichinger, 2009), such low exchange ratio only slightly alter the isotopic 
composition of the groundwater and are not detected on the δ18O-δ2H plot.  
As the mineralogical compositions of the two host rocks (CAGr and GrGr) are very similar, 
ions ratios can be used to deduce the evolution and the fracture water’s reaction progress within 
both lithologies.  
 
 
 
 
 
 
 
 
 
 
Figure 3.8. Molar Na+/Ca2+ ratio per sampling campaign plotted against test interval position from 
N (left) to S (right) along GTS.  
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As demonstrated before, dissolution of plagioclase leads to increased Na+ concentration in 
water. In addition, precipitation of calcite decreases the Ca2+ concentration. Therefore, Na+ /Ca2+ 
increases with interaction time between water and host rock.  
Furthermore, ion exchange from potentially occurring clays would additionally increase the Na+ 
concentration (Banks and Frengstad, 2006; Gascoyne, 2004; Gimeno et al., 2014). However, ion 
exchange due to surface complexations might be a short term alteration (Mazurek et al., 2003). 
These observations suggest a molar Na+/Ca2+ increase with groundwater evolution. Applied to 
our water samples, the CAGr waters are therefore less evolved compared to the more evolved 
GrGr waters (Fig. 3.8).  
Strikingly, the lowest Na+/Ca2+ ratio is found in interval Ci1, which is the interval with the 
highest outflow rates (Fig. 3.8, Tab. 3.2) and with measurable tritium activity. This confirms 
that groundwater evolves towards higher Na+/Ca2+ along reaction with granitoid host rock and 
that the observed differences in chemical composition are likely due to differences in residence 
time.  
In order to quantify the differences in reaction progress of water-rock interactions inferred from 
chemical composition of sampled groundwater, we performed element mass-balance 
calculations between surface water (Tab. 3.4) and the groundwater.  
Inverse modelling was performed using Na+, K+, Ca2+, Al3+, F-, Cl-, SO42-, TIC and Si and the 
mineral phases Ca-albite (local plagioclase), quartz, calcite, fluorite, kaolinite, CO2(g), pyrite, 
NaCl and either dissolution of muscovite (increase K+ concentration) or precipitation of K-
montmorillonite (decrease K+ concentration). Plagioclase composition was adapted to the local 
composition; else the pure end-members were used.  
As mentioned before, Cl- concentration is likely to be due to exchange with another water 
source; therefore, NaCl was added to the inverse models, as a proxy. The observed linear 
relationship between Na+ and Cl- in GrGr waters (Fig. 3.5) depicts a linked evolution of Na+ and 
Cl- in the GrGr waters.  
For both the CAGr and the GrGr waters inverse modelling was performed on groundwater 
sample with (i) minimal Cl- concentration and (ii) maximal Cl- concentration, as Cl- is 
considered as conservative tracer (Tab. 3.7). The composition of meteoric water was taken from 
one sample collected from a nearby lake (Tab. 3.4; Totensee).  
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Table 3.7. Phase mole transfer inferred from inverse modelling for minimal and maximal Cl- 
concentration for CAGr and GrGr waters. Positive values indicate dissolution, negative 
precipitation.  
Phase Units 
CAGr CAGr GrGr GrGr 
min max min max 
Kaolinite mmol/L -0.1154 -0.1957 -0.2225 -0.2293 
Albite-Ca mmol/L 0.2574 0.4203 0.4286 0.4502 
Pyrite mmol/L 0.0319 0.0404 0.0249 0.0204 
CO2(g) mmol/L -0.0218 0.0801 -0.0732 -0.0070 
Calcite mmol/L 0.04983 0.0069 -0.0408 -0.0800 
Quartz mmol/L -0.3531 -0.6601 -0.7070 -0.7443 
Fluorite mmol/L 0.0958 0.0490 0.1073 0.1478 
NaCl mmol/L 0.0000 0.0060 0.0360 0.0820 
K-Montmorillonite mmol/L -0.0141 -0.0171  -0.0019 
Muscovite mmol/L   0.0014  
From inverse models for CAGr waters, we infer that groundwater composition is achieved by 
dissolution of Ca-albite (plagioclase adapted to local stoichiometry), fluorite, calcite, pyrite and 
halite in conjunction with the precipitation of quartz, kaolinite, CO2(g) and K-Montmorillionite 
(Tab. 3.7).  
Inverse models for GrGr waters differ only slightly, as calcite is not dissolved, but precipitated 
(Tab 3.7). Inverse model for GrGr max shows slightly higher K+ than meteoric input water, 
therefore muscovite is dissolved. Most GrGr waters have similar K+ concentration as the GrGr 
max sample, therefore dissolution of muscovite is probable to occur in most GrGr waters. 
Furthermore, a comparison of the inverse models with saturation indexes revealed that all 
suggested reactions are plausible considering the saturation index of every single mineral (Tab. 
3.5). 
We propose a similar dissolution / precipitation pattern for the CAGr waters as for the GrGr 
waters, except for precipitation of calcite needed in the case of GrGr waters. However, the 
differences in progress of plagioclase (Ca-Albite) inferred from the chemical compositions are 
confirmed by the inverse models, as the phase mole transfers are higher for the GrGr waters 
(Tab. 3.7). Coupled to the increase dissolution of plagioclase is the increased precipitation of 
kaolinite and quartz in the GrGr waters (reaction 4). Further, the precipitation of calcite within 
the GrGr waters indicates that calcite precipitation was required as proton source in the GrGr 
waters, whereas in the CAGr the dissolution of plagioclase occurred without precipitation of 
calcite as driving force. 
Performed inverse models confirm that the different chemical compositions in GrGr waters than 
in the CAGr result from differences in progress of comparable water-rock interactions.  
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3.5.3. Kinetic modelling of meteoric water interaction with granitic host rock 
From inverse modelling we inferred major water-rock interactions. However, the inverse 
modelling does not allow any conclusion on whether proposed reactions are feasible within the 
inferred residence time for the groundwater (around 60 years).  
By kinetically modelling the interaction between local granite with pure water buffered with 
atmospheric O2 and slightly lower partial pressure of CO2 than the atmosphere, we were able to 
reach concentrations similar to measured ones (Fig. 3.9). Input parameters of the model and the 
code are attached as supplementary material.  
After 100 years, pH attained a value of 9.6, which corresponds to observed pH values for GrGr 
waters (Fig. 3.9). The increase of pH with time shows that GrGr waters, with higher pH values 
compared to CAGr waters, have a longer evolution.  
Calcite is precipitated during the entire model simulation time, however with the rate of 
precipitation decreasing with model run time. This agrees with evolution inferred from inverse 
modelling and ion ratios for the GrGr waters, where calcite precipitation is required for the 
hydrolysis of aluminosilicates.  
On-going reaction time leads to an increase in Na+, Si, and Mg2+ concentrations, as primary 
minerals are dissolved. The solution is oversaturated with respect to quartz, saturated with 
respect to calcite and kaolinite, close to saturation with albite-Ca and fluorite, and 
undersaturated with respect to plagioclase, K-feldspar and fluorite. The modelled saturation 
indexes correspond to observed mineral saturation indexes with exception of oversaturation in 
quartz.  
The indicated time scales have to be considered only in a relative sense because the model 
results strongly depend on the employed rates and reactive mineral surfaces, which are not well 
constraint in the GTS. The model’s input parameters have been stretched to fit the probable time 
evolution of local water.  
Those kinetic inferences consolidated the main conclusions from the chemical composition. 
Hydrolysis of albite is the fastest dissolution reaction of the abundant minerals and calcite 
precipitation plays an important role as source for protons, as suggested previously (e.g. Wanner 
et al., 2017).  
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Figure 3.9. Kinetic modelling results with saturation index of selected minerals and pH in (a) and 
concentrations of major elements shown in (b).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10. Schematic drawing summarizing major findings. GTS marks the underground facility 
where groundwater was sampled. Two different rock types (CAGr, GrGr) with crosscutting fault 
zones, which focus groundwater flow towards depth. Fault zone are characterized by smaller grain 
sizes than the host rock, as indicated by small inlets at the bottom. The figure is not to scale.  
CAGr: Central Aare Granite, GrGr: Grimsel Granodiorte, GTS: Grimsel Test Site, HR : Host 
rock, FG: fault gouge, Kfsp : K-feldspar, Qtz: quartz, wmica : white mica, Plg: plagioclase.  
3.6. Conclusion 
Based on stable water isotopic composition, sampled groundwater is assigned to a meteoric 
origin (Fig. 3.10). The absence of seasonal variation in the δ18O and δ2H values indicates 
homogenization of the rainwater in the unsaturated zone. Further, the D-excess indicate similar 
moisture source for the CAGr and the GrGr waters. Therefore, observed differences between 
CAGr and GrGr waters are likely due to differences in infiltration altitude.  
We suggest that, gravity-driven, water flows along the localized faults (Keusen et al., 1989; 
Seelig and Bucher, 2010) and interacts with host rock during circulation (Fig. 3.10). The 
grainsize reduction in the fault zones increases the water-rock interface and thus potentially 
catalyses the water-rock interactions. No link between chemical composition of sampled 
groundwater and mineralogical composition of faults (ductile shear zone, metabasic dykes, fault 
gouge, brittle fracture) was observed.  
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The flow field above GTS is heterogeneous, and faults are poorly interconnected as evidenced 
by consistent differences in physical parameters, chemical and isotopic composition between 
CAGr and GrGr waters. CAGr and GrGr waters were defined based on several parameters (pH, 
Li+ and Cl- concentrations, Na+/Ca2+ molar ratio and water stable isotopic composition). 
Furthermore, we were able to show that differences between CAGr and GrGr waters are caused 
by varying progress of major water-rock interactions. Major water-rock interactions are the 
dissolution of plagioclase, fluorite, pyrite and muscovite in combination with precipitation of 
kaolinite, quartz, K-montmorillonite and CO2(g). Calcite is precipitated or dissolved depending 
on progress of albite hydrolysis. Suggested major water-rock interactions agree with saturation 
indices, as groundwater samples were found to be in equilibrium with calcite, quartz and 
kaolinite and undersaturated in fluorite, plagioclase and K-feldspar. In addition to dissolution-
precipitation reactions, exchange with another water source is probably responsible for observed 
differences in Cl- and Li+ concentration.  
Differences in reaction progress and exchange with matrix pore water may result from 
differences in residence time. Longer residence times follow from an increased overburden with 
similar flow rates and a decrease in permeability with depth, as reported from elsewhere (e.g. 
Manning and Ingebritsen, 1999; Martin, 2007). The assumption of constant flow rates is based 
on reported transmissivity values for the GTS (Tab. 3.2).  
In summary, we can state that meteoric water evolves purely by water-rock interactions with 
minor mixing with non-meteoric water towards higher Na+/Ca2+, higher pH and lower P[CO2], 
which is evidence for a more advanced progress of hydrolysis of plagioclase. Proposed 
evolution is comparable to already suggested groundwater evolutions (e.g. Bucher et al., 2012; 
Ofterdinger et al., 2004; Seelig and Bucher, 2010; Wanner et al., 2017). Furthermore, in this 
case study, the evolution does not imply more saline waters as evidenced by similar total 
dissolved solids between both groundwater groups. 
Future work might focus on elucidating observed differences between CAGr and GrGr waters 
by (i) developing reaction path models, where the groundwater chemistry evolves as function of 
distance along water-conducting features. (ii) Acquire knowledge about chemistry and texture 
of fault gouge and other water-conducting features (e.g. cataclasites, fractures) within the CAGr 
and the GrGr for better constrain the reactive mineral surface and the mineralogical composition 
of the flow paths. (iii) Additional tritium sampling campaigns might unravel residence time of 
both groundwater types (CAGr and GrGr waters).  
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Abstract. Exhumed basement rocks are often dissected by faults, controlling physical 
parameters such as rock strength, porosity, or permeability. Knowledge on the three 
dimensional (3D) geometry of the fault pattern and its continuation with depth is therefore of 
paramount importance for projects of applied geology (e.g. tunnelling, nuclear waste disposals) 
in crystalline bedrock. The central Aar massif (Central Switzerland) serves as a study area, 
where we investigate the 3D geometry of the Alpine fault pattern by means of both surface 
(fieldwork and remote sensing) and underground (mapping of the Grimsel Test Site) 
investigations. The fault zone pattern consists of planar steep major faults (kilometre-scale) 
being interconnected with secondary relay faults (hectometre-scale). Starting with surface data, 
we present a workflow for structural 3D modelling of the primary faults based on a comparison 
of three extrapolation approaches based on: a) field data, b) Delaunay triangulation and c) a best 
fitting moment of inertia analysis. The quality of these surface-data-based-3D models is then 
tested with respect to the fit of the predictions with the underground appearance of faults. All 
three extrapolation approaches result in < 6% distance misfit when compared with underground 
rock laboratory mapping. Subsequently, we performed a statistically interpolation based on 
Bayesian inference in order to validate and further constrain the uncertainty of the extrapolation 
approaches. This comparison indicates that fieldwork at the surface is key for accurately 
constraining the geometry of the fault pattern enabling a proper extrapolation of major faults 
towards depth. Considerable uncertainties, however, persist with respect to smaller-sized 
secondary structures because of their limited spatial extensions and unknown reoccurrence 
intervals.  
4.1. Introduction 
Geological information is inherently three dimensional (3D) in space, but often represented in 
2D (Jones et al., 2009). With increasing available computer power, 3D modelling or geometrical 
visualizations became widespread, as they can be performed on a desktop computer (e.g. 
Bistacchi et al., 2008; Caumon et al., 2009; Hassen et al., 2016; Sausse et al., 2010; Stephens et 
al., 2015). 3D models widely serve as basis for subsequent investigations such as stress 
modelling or fluid flow modelling (e.g. Hassen et al., 2016; Stephens et al., 2015). Two 
different approaches are mainly used for modelling 3D geological problems: explicit modelling 
or implicit modelling. An implicit model is built by an interpolation function defining a solid 
throughout space. In contrast, an explicit model uses a patchwork of 3D meshes formed by 
interconnected triangles (Cowan et al., 2003). Implicit modelling allows for faster re-calculation 
of the model and thus faster model updating with new data (Lindsay et al., 2012). Explicit 
modelling, however, allows for easier visualization. Structural modelling can further be 
subdivided into stochastic and deterministic models. Deterministic approaches try to represent 
the actual occurrence of geological features, analogous to drawing a map, producing a single 
output (e.g. Stephens et al., 2015), whereas as in stochastic approaches parameters are defined 
by a probability density function. Therefore, the thereout derived mathematical instances are 
also probabilistic distributions (e.g. González-Garcia and Jessell, 2016; Jørgensen et al., 2015; 
Koike et al., 2015).  
CHAPTER 4 
91 
 
When modelling a certain volume of Earth's intermediate deep subsurface (tens of meters to 
kilometres), as often done for planning nuclear waste repositories, geothermal projects or 
tunnelling work, 3D structural modelling commonly starts from a known lithological and 
structural dataset, may it be from the Earth surface or underground facilities such as tunnels or 
boreholes. Known information is then extrapolated towards the unknown. At the time of 
extrapolation, its validity cannot be proven unless additional information such as geophysical, 
borehole or excavation data is integrated later.  
Previous studies report that this extrapolation represents the main uncertainty within 3D 
structural modelling (e.g. Baumberger, 2015; Bistacchi et al., 2008). More generally, 
uncertainties in accuracy related to input data (i.e. GPS location, dip / dip azimuth 
measurements) are small compared to the uncertainty related to the data interpolation between 
known locations or to data extrapolation (Bond, 2015).  
Uncertainties play an important role when considering decision-making based on information 
available from a 3D model and have therefore been subject to extensive studies in the past (e.g. 
Bistacchi et al., 2008; Clare E. Bond et al., 2007; Lindsay et al., 2012; Tacher et al., 2006; 
Wellmann et al., 2014, 2010; Wellmann and Regenauer-Lieb, 2012; Yamamoto et al., 2014). 
Since models are a function of the used data, some of the approaches tend to analyse 
uncertainties of the input data before modelling (e.g. C. E. Bond et al., 2007; Jones et al., 2009). 
Other approaches investigate the error propagation into the models inferring the uncertainty 
after modelling (Jessell et al., 2010; Lindsay et al., 2012; Viard et al., 2011; Wellmann et al., 
2010). Most of these published studies were performed within sedimentary environments where 
information such as stratigraphy, layer thickness, layer orientation is known and the overall 
tectonic setting is rather simple. Uncertainty estimation and its potential reduction are less well 
constrained for structural modelling of basement rocks (e.g. Svensk Kärnbränslehantering AB, 
2009), which are characterized by intrusive contacts and a complex arrangements of 
deformation structures.  
In this study, we focus on deformed basement rocks and the extrapolation of faults. We follow 
three main goals: i) development of an extrapolation workflow for different techniques for 
projection of surface structures to depth, ii) estimation of related uncertainties using 
underground information, and iii) design and application of a probabilistic approach to validate 
the generated model. 
We focus specifically on the combination of observations in outcrops at the surface with 
observations in an underground facility allowing for an extrapolation modelling approach and 
propose that it is possible to link these two types of observations in a probabilistic context, 
taking into account uncertainties in measurements, as well as the exact tie between observed 
features at the surface and in the underground facility. We investigate a local case study in a 
relatively simple setting in crystalline rocks. The study area is characterized by well-exposed 
crystalline rocks of the Aar massif in the Central Swiss Alps (Fig. 4.1) and furthermore greatly 
benefits from subsurface information from the Grimsel Test Site (GTS) underground rock 
laboratory run by the Swiss Cooperative for Disposal of Radioactive Waste (Nagra).  
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This combination of good outcrop conditions at the surface and independent high quality 
subsurface information allows for an extrapolation modelling approach and subsequent 
validation in a relatively simple and well-constrained setting.  
4.2. Geological setting 
 
 
Figure 4.1. Geological map of the study area (modified after Berger et al. 2017).  
The study site is located in the Haslital in the Central Alps (Switzerland, Fig. 4.1) within the 
Aar massif, an External Crystalline Massif of the Alps, representing exhumed basement rocks of 
the former European continental margin and thus belonging to the paleogeographic Helvetic 
domain of the Alps (e.g. Mercolli and Oberhänsli, 1988; Pfiffner, 2009; von Raumer et al., 
2009)..  
Three different host rocks of magmatic origin occur in the study area: (i) Grimsel granodiorite 
(GrGr), (ii) Central Aar granite (CAGr), and (iii) meta-basic dykes (e.g. Abrecht, 1994; Keusen 
et al., 1989; Labhart, 1977; Stalder, 1964). The GrGr and the CAGr belong to the Haslital 
group, which is a Permian calc-alkaline magmatic differentiation suite (Berger et al., 2017a; 
Schaltegger, 1990; Schaltegger and Corfu, 1992), the GrGr being the more primitive member. 
The two host rocks mainly differ in the relative amount of biotite, with ca. 11 vol% biotite in the 
GrGr compared to ca. 5 vol% biotite in the CAGr (Keusen et al., 1989). Intermingling structures 
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observed in the field indicate coeval viscous state (Schneeberger et al., 2016). Furthermore, the 
concordant zircon and titanite U/Pb intrusion ages of both rock units are overlapping within 
error, where the GrGr intrusion has a concordant titanite U/Pb intrusion age of 299±2 Ma and 
the CAGr an age of 299± 2Ma (Schaltegger and Corfu, 1992). The granitoids intruded during 
Late to Post-Variscan extensional tectonics into a polymetamorphic pre-Variscan basement 
(Abrecht, 1994; Berger et al., 2017a; Labhart, 1977; Schaltegger, 1994, 1990; von Raumer et 
al., 2009).  
Meta-basic dykes, formerly called lamprophyres (Oberhänsli, 1986), intrude into the granitoid 
bedrock without altering the granitoid indicating only slightly younger intrusion ages of former 
basic dykes with respect to the calc-alkaline granitoids. 
Aforementioned rock types are subsequently overprinted by metamorphism and deformation 
related to Alpine orogeny. Peak metamorphic conditions reached 450 ± 30 °C and 6 ± 1 kbar 
(Challandes et al., 2008) at 22 - 20 Ma (Challandes et al., 2008; Rolland et al., 2009).  
Several authors have described the deformation related to Alpine orogeny in the vicinity of the 
study area (e.g. Baumberger, 2015; Challandes et al., 2008; Choukroune and Gapais, 1983; 
Goncalves et al., 2012; Keusen et al., 1989; Marquer et al., 1985; Rolland et al., 2009; Steck, 
1968; Wehrens et al., 2017, 2016). Ductile deformation is expressed by a pervasive foliation 
and by localized high strain zones (shear zones). The exact geometry of the 3D shear zone 
network, which occurs at a variety of scales ranging from several kilometres down to 
millimetres, is complex (Choukroune and Gapais, 1983). It is, however, possible to extract a 
pattern of km-long major shear zones interconnected by hectometre-long subordinate bridging 
structures. The major shear zones tend to be quasi-planar (Baumberger, 2015; Wehrens et al., 
2017) and we therefore assume a considerably simplified shear zone pattern with quasi-planar to 
planar geometries of the major shear zones grouped according to their strike orientation (Fig. 
4.2).  
The kinematic framework of Alpine deformation is controversial. 
Several kinematic models have been proposed for the shear zone 
network genesis in the study area, including single phase 
(Choukroune and Gapais, 1983) and multistage evolution models 
(Herwegh et al., 2017; Rolland et al., 2009; Steck, 1968; Wehrens 
et al., 2017, 2016). This study aims at reconstructing the present 
day 3D geometry and the kinematic evolution is thus of 
secondary interest. The different orientations of the structures are 
therefore used without kinematic implications. Major orientation 
of structures within the area are NE-SW (group A), E-W (group 
B) and NW-SE (group C) trending (Fig. 4.2; Schneeberger et al., 
2016; Wehrens et al., 2017). 
The pervasive foliation and the highly localized shear zones form mechanical anisotropies, 
which favour subsequent brittle localization (Belgrano et al., 2016; Kralik et al., 1992). 
Figure 4.2. Schematic bloc 
diagram showing 
geometrical relationships 
between faults of different 
orientation groups (modified 
after Wehrens et al. 2017).  
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Deformation in the brittle regime is expressed by fracturing and cataclasis, often resulting in 
fault gouges (Bense et al., 2014; Wehrens et al., 2016). The spatial distribution of fractures as 
well as their reactivation in the form of fault gouge development is heterogeneous (Bossart and 
Mazurek, 1991; Mazurek, 2000).  
Although the shear zones experienced a severe ductile deformation history, most of them were 
reactivated in a brittle manner during the exhumation history (Wehrens et al., 2017). 
Subsequently, we therefore use the term fault as summary terms for high T ductile shear zones, 
low T ductile shear zones and their reactivation by brittle shearing leading to cohesive 
(protocataclasite, cataclasite) or non-cohesive (fault gouge) fault rocks. 
Present day seismic activity (Pfiffner and Deichmann, 2014) indicate on-going recent tectonic 
activity in the deep subsurface of the Aar massif. 
Glaciation and glacial retreat contributed to the latest history of the area (Wirsig et al., 2016). 
Basal erosion and the latest young (17.7 ka, Wirsig et al. 2016) retreat ages produced excellent 
outcrop conditions, as most outcrops are glacially polished and above the treeline, exposing bare 
bedrock.  
Owing to deglaciation, exfoliation jointing occurred (Ziegler et al., 2013). Given the restricted 
near-surface occurrence of these exfoliation joints and their small dimensions, we exclude these 
deformation features from further consideration in this study. 
4.3. Methods 
4.3.1. Extrapolation workflow 
In order to represent the 3D geometry of faults, we developed a workflow based on a 
combination of remote sensing and fieldwork (Fig. 4.3).  
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Figure 4.3. Modelling workflow.  
As a first step, we generated a lineament map using remote sensing data. We use the term 
lineament as defined by Gabrielsen et al. (2014) and O’Leary et al. (1976), where a lineament is 
a mappable linear or curvilinear feature identified by remote sensing, possibly representing the 
intersection between a planar to subplanar structural anisotropy and the Earth surface. 
Lineament mapping followed the methodology presented by Baumberger (2015). Aerial 
photographs (Swisstopo) and digital elevation model (DEM; Swisstopo) with resolutions of 0.5 
m and 2 m, respectively, served as basis.  
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Using the DEM, hillshade images (i.e. greyscale relief images) with distinct illumination angles 
(0°-360° illumination azimuth with 45° steps and constant at 30° altitude angle) were calculated, 
resulting in eight hillshade images, illuminating different areas of the investigation area. On a 
pixel-based map, the possible strike angle of a line depends on the number of pixels of the raster 
matrix in which the line is enclosed (Heilbronner and Barrett, 2014). Our approach requires an 
angular resolution <10°, thus a minimum length of 10 pixels for a specific lineament was 
necessary to fulfil this criterion. Hence, shorter lineaments (< 5 m) were discarded. Lineaments 
were manually digitized and are composed of minimum 2 endpoints and potentially several 
points in between.  
The strike of lineaments was defined as the angle measured clockwise from north. Two different 
approaches to analyse the strike of lineaments were compared: i) single strike values from 
endpoint to endpoint, and ii) strike values for individual segments between a lineament's nodes. 
In both approaches, a weight is added to the strike proportional to the length of the lineament.  
In addition to the aforementioned remote sensing approach, conventional structural surface 
mapping over an area of 13 km2 was performed. Spatially restricted outcrop observations at the 
surface were extrapolated along strike using the lineament map, thus combining fieldwork and 
remote sensing allowed a structural surface map to be obtained. Ductile deformation was 
mapped differentiating pervasive background strain and localized high strain zones (shear 
zones). At the surface, mapping of brittle deformation focused on the occurrence of fault 
gouges. In addition, mapping in the GTS underground facility was performed similarly to 
surface mapping on dm-scale and in more detail regarding brittle structures (Schneeberger et al., 
2016).  
Structural modelling was performed using MoveTM software (Midland Valley) on two distinct 
scales: at a local (decametre) scale for the GTS and at a regional scale (km-scale) for the entire 
study area. Underground 3D structural modelling was performed on the basis of underground 
mapping and drill core data, which resulted in fault traces and orientations. This information 
provided the base for the 3D reconstruction of fault planes. Regional 3D structural modelling 
was performed following published workflows using the surface fault map as a basis (e.g. 
Baumberger, 2015; Bistacchi et al., 2008; Kaufmann and Martin, 2009; Zanchi et al., 2009). 
Surface faults were extrapolated to depth by assigning a dip value to individual surface traces, 
where a trace is the intersection between the Earth’s surface and a fault. Three different 
extrapolation approaches were applied: (i) extrapolation along measured dip and dip azimuth 
(fieldwork-based approach). Data from outcrops were considered within an orthogonal distance 
of <20 m to inferred fault traces and a strike differing less than 20° compared to the fault’s 
mean strike as defined by remote sensing. The fault’s mean strike was calculated via linear 
regression through all points defining its trace. (ii) Delaunay triangulation is a 3D meshing 
algorithm, where triangulation for a given point cloud is calculated such as no point of the point 
cloud is inside the circumcircle of any triangle connecting three points of the point cloud 
(Delaunay, 1934). (iii) The ribbon tool is a MoveTM internal interpolation algorithm based on a 
three points approach, where three points form a triangle and the orientation is averaged over a 
defined number of triangles (Midland Valley). The maximum dip orientation of each average 
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triangle is represented as a stick at the location of the starting point. Combination of all sticks 
along a trace results in a plane for the given trace. More details on the ribbon tool are given in 
Fernandez (2005) and Baumberger (2015). 
For each approach, the surface fault trace was extrapolated to depth using the obtained specific 
orientation. Subsequently, the intersection line between the extrapolated plane and a horizontal 
plane at GTS elevation (approx. 1730 m a.s.l.) was calculated. Then, the resulting intersection 
lines were compared with the underground structural map in order to find the ‘best fitting’ 
underground structure to the obtained intersection line. The degree of fit between the 
intersection line at the surface and the trace of the underground structure was estimated using 
the orthogonal distance (distance misfit), starting from the intersection with the main gallery, 
and the angular difference (angle misfit) between the two linear features (Fig. 4.4). Only 
structures within an orientation group (group A, B, C) were compared.  
 
Figure 4.4. Schematic drawing of hypothetical example for validation of 3D models based on 
angular and distance misfit.  
Furthermore, the degree of fit was compared between the different extrapolation approaches and 
thus for every surface fault. Considering all approaches, a ‘best fitting’ underground fault was 
assigned based on the aforementioned criteria. This assignment served as basis for the following 
structural modelling step, where every surface fault was linearly interpolated with the assigned 
‘best fitting’ underground fault, yielding a ‘best estimate’ model.  
4.3.2. Bayesian Inference 
For a better description of the system taking into consideration the inherent uncertainty on the 
extrapolation methods above, we performed a Bayesian inference. Bayes’ theorem 
CHAPTER 4 
98 
 
!(!| y) = !(!)!(!|θ)!(!)  
provides a formal way to update probability distributions for model parameters ! when new 
data y is obtained. The final goal is to obtain the posterior distribution !(!| y) of the parameters !, given the observations y. This distribution is proportional to the distribution of prior 
parameters !(!), and likelihood functions, !(!|θ) which determine how likely these parameters 
are, given specific observations y. The term !(!) is a normalisation constant and commonly 
referred to as evidence or marginal likelihood (see for example MacKay, 2003, for more 
details). 
In this study's scenario, we assign a parameter 
to each surface fault at the tunnel level. We 
represented the uncertainty about the exact 
value with a Gaussian distribution and a 
constant standard deviation of 40 m in the 
horizontal axis (Fig. 4.5), based on the dip 
uncertainty of 10° based on the dip variation 
in multiple orientation measurements along a 
single fault (Fig. 4.5). As a mean value, we 
assign the 'best estimate' model from the 
previous interpolation. Interpolated planes 
were grouped according to their orientation 
into three separate groups (identified by A, B, 
C following, Fig. 4.2). 
 
 
Figure 4.5. Schematic cross-section illustrating 
the statistical modelling methodology for one 
example. (a) Reference state is defined by 
aforementioned workflow. A search window of 
80 m is assigned to the reference underground 
point. (b) The code picks a possible 
underground point within the 80 m search 
window based on a normal Gaussian 
distribution and calculates the connection. (c) 
For every surface point a corresponding 
underground point is picked resulting in a 
connection pattern. This pattern building is 
performed 10’000 times and all patterns are 
compared based on the number of crossings 
within the specific pattern, yielding in a 
probability for connecting a certain surface 
point to a certain underground point. 
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Within each orientation group, we expect faults to be mostly parallel with limited intersections 
based on field observations. To capture this idea, we assigned a penalty factor that reduces the 
log-likelihood of a parameter set for an increasing number of intersections (by 0.05 per 
intersection, to be precise). The number of intersections per iteration was calculated using the 
Bentley-Ottmann algorithm (Supplement; Balaban, 1995; Bentley and Ottmann, 1979). 
The described Bayesian inference cannot be performed directly due to the complexity of 
multiple parameters in several groups and the non-linearities due to the fault intersections. We 
therefore apply a computational sampling method based on an Adaptive Metropolis MCMC 
approach (Haario et al., 2001) implemented in the probabilistic programming package PyMC 2 
(Patil et al., 2010). 
Final posteriors were discretized to match the locations of measured faults in the underground 
tunnel by a simple nearest location classifier (Fig. 4.5). Therefore, the final result of the 
inference is a discretise distribution of each of the parameters. In order to compare the 3D 
models obtained by the three extrapolations approaches, we then use the maximum a posteriori 
value, i.e. the highest probability value of the posterior distributions.  
4.4. Results 
4.4.1. Lineament map 
In total, 5198 lineaments with a spatially heterogeneous distribution and lengths ranging from 5 
m to 1941 m were mapped (Fig. 4.6a). Lineaments are generally more concentrated along 
topographic highs and lows. Within certain areas (areas (i) and (ii) in Fig. 4.6a), the lineament’s 
strike tends to be parallel to the dip azimuth of the slopes yielding uniform orientations. In 
contrast, in domains with relatively low topographic variations a variety of strike orientations 
become discernible (area (iii) in Fig. 4.6a). 
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Figure 4.6. (a) Lineament map of the study area with underground rock laboratory. Topography 
contours are based on SwissAlti3D (reproduced by permission of swisstopo (BA17063)). (b-d) 
Length-weighted rose diagrams showing endpoint to endpoint strike of all lineaments (b), of 
lineaments longer than 400m (c) and of lineaments shorter than 400m (d). (e) Length-weighted rose 
diagram showing the orientation of each segment of all lineaments.  
Looking at the bulk data, lineaments show a major NE-SW and a minor NW-SE trend (Fig. 
4.6b). Long lineaments (>400 m) are mainly oriented NE-SW (Fig. 4.6c), whereas short 
lineaments show a considerable variation in strike (Fig. 4.6d). When comparing the two 
different approaches for strike measurement, the calculated strike distributions are comparable 
(Figs. 4.6b and e). 
4.4.2. Field observations and data 
Data obtained by fieldwork combined with a compilation of several published maps 
(Baumberger, 2015; Keusen et al., 1989; Vouillomaz, 2009; Wehrens et al., 2017; Wicki, 2011) 
yielded a surface fault map (Fig. 4.7, see also Schneeberger et al., 2016).  
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Figure 4.7. Surface fault map with faults grouped by strike orientation (group A, B, C). Hillshade 
image underlying the map is based on SwissAlti3D (reproduced by permission of swisstopo 
(BA17063)). Fault exposure lines are dashed over uncertain areas and are labelled in cases where a 
connection to GTS exists. Lower hemisphere equal area projection with planes poles grouped 
according to strike. Map is based on Swiss coordinate system.  
Based on their orientation, we discriminated different groups of faults (Fig. 4.7): group A are 
mainly steep SE-dipping faults. Their average orientation (dip azimuth / dip) is 149/74. Group 
A faults mostly show steeply plunging stretching-lineations resulting from ductile shearing. 
Group A can be correlated with faults formed during the Handegg phase (22 – 17 Ma) as 
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defined by Wehrens et al. (2017) while group B and group C would correspond to faults formed 
during the Oberaar phase (14 – 12 Ma, Wehrens et al., 2017). Group B are mainly steep S-
dipping (mean orientation: 178/72) faults. Lastly, group C are SW-dipping faults coeval with 
group B, with an average orientation of 196/72. Group C faults are subparallel to meta-basic 
dykes and often co-occur spatially with the latter. Group B and C mostly show oblique to 
horizontal stretching-lineations. For multiple orientation measurements along individual faults 
the standard deviation of the mean dip azimuth was below 15° and of the mean dip below 10°. 
Generally, the GrGr dominated southern area shows an increased number of faults (Figs 4.7 and 
4.8). Detailed underground mapping resulted in a lithological (Fig. 4.8a) and in a structural map 
of the GTS (Fig. 4.8b).  
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Figure 4.8. (a) Petrographic underground map. (b) Structural mapping (1:1000) of the 
underground rock laboratory (GTS) with faults grouped according to their strike. Indicated labels 
correspond to surface fault labelling and represent ‘maximum a posteriori’ interpolation.  
Meta-basic dykes occur as three distinct swarms, two being located within the CAGr domain 
(Fig. 4.8a). The northern two swarms strike NW-SE, whereas the southern swarm strikes E-W, 
however, less clearly marked. Numerous dykes are overprinted by an Alpine foliation, which 
sometimes is oblique to the dyke boundary. Furthermore, dykes are often overprinted by 
localized ductile as well as brittle deformation, expressed by shear zones and fault gouges.  
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Faults occur along three NE-SW trending swarms, two E-W trending swarms and along two 
NW-SE trending swarms, leading to a heterogeneous strain distribution along the underground 
facility (Fig. 4.8b).  
The NE-SW trending swarms correspond to group A faults with an average spacing of ca. 16 m. 
In total 31 group A data were mapped in the underground (GTS facility). They can be further 
subdivided into 17 moderately to steeply dipping faults (between 45 and 75°) and 14 sub-
vertically dipping ones (>80°).  
The E-W trending swarms correspond to faults with orientations that are similar to group B. In 
total, 12 of these E-W striking faults were mapped.  
The NW-SE trending fault swarms are localized mainly along dykes (Fig. 4.8) and represent 
group C structures. In total, 25 NW-SE striking faults occur within GTS.  
Faults in the CAGr (northern part) seem to preferentially localize along pre-existing 
anisotropies, i.e. high-temperature brittle fractures (biotite coating) or meta-basic dykes and thus 
form discrete faults (cm-sized) with marked contacts to the host rock. In contrast, faults in the 
GrGr dominated southern part form strain gradients over larger distances (m-sized). This 
observation is in agreement with findings of Wehrens et al. (2017).  
4.4.3. 3D structural modelling 
The GTS model size is 600x250x100 m, whereas the regional model size was 4x3 km with a 
projection depth of 1000 m. The projection depth was defined arbitrarily, but no larger than half 
of the fault trace’s length.  
4.4.3.1. GTS model 
Combination of the underground map with measured surface orientation data resulted in a 3D 
geometric visualization of meta-basic dykes and faults. Swarms of meta-basic dykes tend to join 
towards less numerous dykes with depth. Based on geometrical considerations, we infer the 
occurrence of three major dykes from which all others either fan out or form relay structures in-
between the major dykes. Based on the field observation that the major faults and relay 
structures dip steeply to sub-vertically towards the south, we discriminated 8 major group A 
faults and 23 relay structures. Major group A faults occur within each NE-SW trending swarm 
discriminated on map view. Group B deformation structures can be further subdivided into 6 
major and 7 relay faults. Group C deformation structures can be subdivided into 6 major and 32 
relay deformation structures, some of which are very short (14 m).  
4.4.3.2. Regional model 
The surface fault map (Fig. 4.7) served as a basis for the generation of the three different km-
scale 3D models (see above). All three modelling approaches yielded the 3D geometrical 
visualization of the surface fault pattern. They all share the same fault traces at the model 
CHAPTER 4 
105 
 
surface. As mentioned above, projection specific dip values were used for each of the models. 
However, not all surface faults were extrapolated with each approach. Of the 22 possible surface 
faults, 15 were extrapolated with the fieldwork-based approach, 12 using the Delaunay 
triangulation and 21 with the ribbon tool method. Missing projections can be due to lack of 
outcrop description or absence of sufficient topographic relief for remote sensing based 
approaches. 
By combining all three approaches at least one, but up to three degrees of fit with underground 
faults were calculated for each surface fault. Based on the different degrees of fit a ‘best fitting’ 
underground structure was assigned to each surface fault. By linearly interpolating the two 
traces, we obtained a model, which we called "best estimate" model. In total, 11 group A faults 
reach the GTS. From the total 11, 7 have a dip <80°, which would correspond to the major 
structures defined in the above presented GTS-scale model, whereas the 4 steeper faults 
correspond to relay structures. Moreover, 2 group B and 8 group C faults connect the surface 
with the GTS. Combination of all faults yields an average spacing of 25.4 m. Furthermore, 
faults appear to converge with depth.  
4.4.3.3. Bayesian inference 
For each model that is obtained when each surface point (intersection between surface fault and 
2D section along GTS) is interpolated with a specific underground point, the number of 
intersections was calculated and the likelihood of the model compiled based on the number of 
intersections. In total 10’000 models were calculated and for each a probability for a certain 
interpolation of a specific surface point with an underground point was obtained (Fig. 4.9). For 
certain surface points, a clear maximum a posteriori value was found (Fig.4.9a-d), however, for 
other surface points no underground point could be assigned unambiguously (Fig. 4.9e).  
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Figure 4.9. Probability distributions of five selected examples: (a) to (d) with highest probabilities 
achieved, whereas (e) shows an example without clear maximum probability. On top are indicated 
the positions of the underground deformations zones, grouped according to their strike. 
Additionally, the ‘maximum a posteriori’ interpolation is highlighted with an arrow.  
Based on the maximum a posteriori value a 3D structural model was obtained by linearly 
interpolating each surface point to the underground point with the maximum a posteriori value. 
We call this model the ‘maximum a posteriori’ model (Fig. 4.10). Notice that the ‘maximum a 
posteriori’ model only adds information to the initial model through consideration of a 
likelihood, i.e. the assumption that crossing faults at large-scale are unlikely. Note that the 
smaller scaled relay structures are not considered in this approach. 
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Figure 4.10. Cross section showing ‘maximum a posteriori’ connections between surface and 
underground faults. Faults are grouped and coloured according to their strike. Underground faults 
are represented by short ticks where the less transparent are the ones with connection to the 
surface.  
This ‘maximum a posteriori’ interpolation model served as basis for comparing different 
employed extrapolation approaches. The comparison did not yield a clear ‘best’ extrapolation 
approach, however, it seems that fieldwork-based approach results in most accurate 
extrapolation.  
4.5. Discussion 
4.5.1. Lineament map 
Comparison of the remote-sensing based lineament map and field data showed that in intact 
granitic rocks, purely ductile shear zones without later brittle overprint are not detected by 
remote sensing. Brittle deformation generating fractures, cataclasites or even fault gouges 
responsible for mechanical weakening is necessary to form morphologically detectable 
structures (Fig. 4.11a; Baumberger, 2015). Moreover, the orientations of the slopes play an 
important role, as faults striking down dip directions of slopes are prone to most effective 
erosion processes driven by gravity. Different orientations observed on the lineament map (Fig. 
4.6a, areas (i) and (ii)) for the eastern and western flank of the Hasli valley are interpreted to 
result from such preferential erosion. In contrast, surface area (iii) in Fig. 4.6a is nearly 
horizontal and thus reflecting a homogeneously eroded pattern of intersection for lineaments. 
The dependence on erosion for the formation of morphological incisions leads to the observed 
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heterogeneous lineament density distribution as ridges and valleys show higher lineament 
densities. 
 
Figure 4.11. (a) Mountainside with incisions and exfoliation joints. b) detailed picture of 
underground outcrop showing outcrop conditions and key structural features:, ductile shear zone 
(SZ) and a fault gouge (FG).  
Endpoint-to-endpoint strike and strikes of individual segments of lineaments are very similar 
(Fig. 4.6b and e) indicating only small variation in strike of the lineaments themselves. 
Therefore, underlying structures should be quasilinear to linear in 2D and planar in 3D. We also 
observe that the longest lineaments are NE-SW striking and that the variability shown in Fig. 
4.6e is mostly due to varying strike orientations of very short lineaments (< 20m). In addition to 
the NE-SW striking maximum, few long lineaments strike NW-SE. Both major orientations are 
similar to those reported from field observations (Figs. 4.7 and 4.8) and correlate with previous 
studies (Rolland et al., 2009; Steck, 1968; Wehrens et al., 2017), indicating that lineament maps 
are suitable to obtain the general trend of steep faults in well exposed crystalline terrain. Much 
care is needed, however, when further interpreting lineament maps as the geologic meaning of 
the lineament is ambiguous and as lineament maps are strongly operator dependent (e.g. 
Scheiber et al., 2015).  
4.5.2. Field observations and data 
Differences between the surface map and the underground map are relatively small. The spacing 
of faults at the surface is lower, but general orientations are comparable (Figs. 4.7 and 4.8) and 
the two mappings are thus discussed conjointly.  
Faults commonly show little variation in orientation along strike as evidenced by consistent 
orientations of dip and dip azimuth of multiple outcrop descriptions along the same fault. In 
conjunction with the small variability in strike for lineaments, this is clear evidence for the 
planarity of large-scale faults. At the surface, the 2D length of faults is between 229 and 5591 m 
(mean 2199 ± 1603 m). Therefore, extrapolation of surface faults to depths similar to depths of 
the underground faults, which have an overburden between 420 and 520 m, is well in the 
projection depth range, assuming a circular shape for the plane as a minimum estimation for 
their lateral extent.  
Localization processes seem to differ between the two host rocks (CAGr and GrGr; Wehrens et 
al., 2017). The higher amount of biotite in the GrGr could influence the rock’s rheology towards 
CHAPTER 4 
109 
 
more ductile behaviour. In contrast, the relatively higher amount of quartz and K-feldspars 
renders the CAGr more brittle than GrGr at similar P-T conditions and thus enforces brittle 
fracturing and possible subsequent ductile shear zone widening, as observed in other crystalline 
rocks (Guermani and Pennacchioni, 1998; Mancktelow and Pennacchioni, 2005; Wehrens et al., 
2017, 2016). Hence any mechanical anisotropy, such as along pre-existing structures in form of 
magmatic shear zones, meta-basic dykes or aplitic dykes served in the CAGr as sites for strain 
localization when suitably oriented with respect to the stress field. 
4.5.3. 3D structural modelling 
Our 3D structural models were generated as contribution to a project monitoring several 
parameters such as micro-seismicity and in-situ stress conditions on the km-scale (Large Scale 
Monitoring, Nagra). Therefore, 3D structural models were required mostly for visualization 
purposes. A deterministic explicit modelling workflow was required, as often used in applied 
projects. It is, however, clear that for model updating an implicit modelling approach would 
result in faster data handling. The deterministic approach was chosen, because we attempted to 
obtain a geometrically satisfying product within the simplest geological setting possible, 
without requiring statistical approximations for representing fault patterns. Furthermore, we 
were interested in the actual geometry of the faults dissecting granitoid rock bodies.  
4.5.3.1. Three different approaches to obtain extrapolation 3D structural models (km-scale 
models) 
Uncertainty related to the assignment of specific dip values to lineament traces (Baumberger, 
2015; Bistacchi et al., 2008) led to the comparison of three different approaches. Validation 
attempts by comparison with underground mapping are purely geometrical and were based on 
two criteria, namely angle and distance misfit (Fig. 4.4). All three extrapolation approaches 
yielded similar results and no significant differences were observed. Moreover, in order to allow 
for a thorough comparison between the different extrapolation approaches solely based on the 
angle and distance misfit, the underground faults would need to be homogeneously distributed, 
which is not the case (Fig. 4.8).  
The validation procedure could be refined using fault thickness. However, fault thickness varies 
substantially along strike and thus is not a clear distinction criterion.  
In addition to the average dip, the maximum and minimum dips could be used, which would 
yield a projection cone, similar to uncertainty visualization suggested by Baumberger (2015). 
Applying this approach to a restricted area such as the underground rock laboratory investigated 
in this study, resulted in a total coverage and no possible distinction between different faults. 
However, for a final representation of the uncertainty related to the dip value on a regional scale 
(km-scale) the approach to visualize projection cones would suit.  
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4.5.3.2. GTS (decametre scale model) compared with km-scale ‘best-estimate’ model 
As a result of differences in outcrop conditions, the number of observed faults is significantly 
higher in the underground laboratory compared to the surface (Fig. 4.12). In the underground, 
nearly 100% of polished outcrop is accessible along the tunnel walls (Fig. 4.11b), whereas at the 
surface faults are often covered with vegetation, even in relatively vegetation-poor domains.  
 
Furthermore, we observe convergence of surface faults with 
depth in our ‘best estimate’ model, which could be a 
modelling artefact, as only surface faults that occurred 
spatially close to the underground facility were selected. 
Subsequently, the degree of fit of each surface fault was 
calculated to the closest underground fault. Therefore, faults 
were potentially passively rotated, yielding a ‘pseudo’ 
convergence. Moreover, no similar pattern was observed in 
the GTS model (decametre scale). We therefore conclude that 
the ‘best estimate’ interpolation model suffers from boundary 
effects, altering the fault orientation at the margin of the GTS and thus only faults in the central 
part will be further considered.  
4.5.4.3. ‘Maximum a posteriori’ model 
Comparison of numerous models obtained from Bayesian inference was performed calculating 
the number of intersections. The fewer intersections the more probable the model was 
considered. Assuming no intersections between large-scale fault set is simplistic, but from field 
observations seems plausible as a first approach for faults belonging to a specific orientation 
group (group A, B, C). This simplistic representation of nature enabled us to obtain a 
probability for all possible interpolations between a specific surface point and all underground 
points of the corresponding orientation group. As previously mentioned, the margins of the 
interpolation space show boundary artefacts and thus following surface points at model margin 
were not further considered: J03, J04, J05, J06, J19, J20, and J21 (Fig. 4.8). As expected, 
probability densities are skewed towards the area of lesser fault density (Fig. 4.9). At this point 
it is important to recall that probability density is given as area and therefore we cannot directly 
compare the discretized posteriors since they are function of the distance between nearby faults. 
Figure 4.12. Histogram showing 
number of faults grouped per 
strike at the Earth’s surface and 
in the underground (GTS).  
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Figure 4.13. Comparison of ‘maximum a posteriori’ interpolation with three extrapolation 
approaches used to assign dip to fault exposure line. Figure subdivided in: (a) group A (NE-SW) 
and (b) group B (E-W) and group C (NW-SE). group B and group C are display conjointly as 
group B contains only two faults.  
We initially compared the three extrapolation techniques based on the ‘maximum a posteriori’ 
model (Fig. 4.13). When comparing group A faults, fieldwork-based extrapolation closely fit 
the ‘maximum a posteriori’ interpolation, which indicates either that the fieldwork-based model 
yields ‘best’ results or validates the Bayesian inference approach depending if the reference 
state is the statistical interpolation or the measured field data. Generally, dips of ‘maximum a 
posteriori’ models are slightly steeper than measured dips during fieldwork (Fig. 4.14a). 
However, the dip differences between the fieldwork-based extrapolation 3D structural model 
and the ‘maximum a posteriori’ interpolation model are small (Fig. 4.14b). Also the dip 
differences between the ribbon tool based 3D structural model and the ‘maximum a posteriori’ 
interpolation model are small, but dips obtained via the ribbon tool are systematically steeper, 
which do not correspond to the measured dips (Fig. 4.14a). The extrapolation 3D structural 
model obtained via Delaunay triangulation is less close to ‘maximum a posteriori’ interpolation 
model and obtained dips vary substantially.  
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Figure 4.14. (a) Box plot showing dip value for different extrapolation approaches and for 
‘maximum a posteriori’ (MAP) interpolation. (b) Box plots for dip comparison between different 
extrapolation approaches and the ‘maximum a posteriori’ (MAP) interpolation. 
Comparison for the group B and C faults is less clear. Fieldwork-based and ribbon tool 
extrapolations are close to the ‘maximum a posteriori’ model (Fig. 4.13). Therefore, we 
conclude that fieldwork is still necessary for 3D structural modelling in crystalline 
environments and that the ribbon tool (MoveTM) offers numerous options to tune the obtained 
plane, however, this tuning requires a profound conceptual background model.  
4.5.4.4. Possible model refinements 
Presented surface models include only major faults (Fig. 4.15). However, for further 
applications such as for example groundwater flow modelling or slip tendency analysis not 
solely major faults are of interest but also their relay structures. Based on the orientation 
information gained from the regional km-scale models and on the intersection pattern observed 
during lineament mapping it is possible to infer a near surface 3D model not only with the major 
fault but also the relay structure. Furthermore, the increased level of detail in the GTS model 
(decametre scale) forms a similar model in the underground. The unknown space between both 
models would require probabilistic modelling with several key parameters as for example fault 
spacing, fault orientations, apertures or crosscutting relationships. 
 
Figure 4.15. Representation in 3D of the ‘maximum a posteriori’ model of fault geometry with three 
different angle of view. N is indicated by the black triangle. The black tunnel is 717 m long.  
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4.6. Conclusions 
The exceptional opportunity of surface and underground data comparison over 3D structural 
modelling approaches led us to the following conclusions: 
− Lineament maps enable identification of major faults, but are highly sensitive to 
preferential erosion.  
− Structural surface mapping allowed a discrimination of three orientation groups of 
faults. 
− Comparison based on geometrical criteria (distance and angle misfit) of three 
approaches to extrapolate to depth surface traces yielded comparable results for all 
extrapolation approaches and less than 6% distance misfit. 
− Interpolation of surface data with underground data based on a Bayesian inference 
problem showed that the fieldwork-based approach is the most accurate extrapolation 
technique. However, this could also validate the interpolation approach.  
We conclude, similarly to Zanchi et al. (2009) that for 3D structural modelling an area within 
crystalline bedrock classical fieldwork is required not only for field measurements but also as 
base for a conceptual background model on which interpolations or extrapolations performed 
within 3D structural modelling can be examined for their validity.  
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Abstract Groundwater flow in granitic bedrock is of major interest for applied projects such as 
deep-seated geothermal energy projects or underground disposal of radioactive waste. It is 
generally accepted that granitic basement rocks of the upper crust are characterized by faulted, 
low porosity rocks showing fault-related permeability.  
In this study, we investigate the influence of existing fault patterns on the current water flow in 
the Grimsel Test Site (GTS), an underground rock laboratory located in crystalline bedrock. 
Structural mapping was carried out at the surface and in the underground and incorporated in a 
kilometre-scale model and in a GTS scale model (decametre scale). In the underground, water 
discharge points were mapped and compared with the mapped structures. Further, we evaluated 
the link between water flow and faults considering slip-tendency analysis and fault 
intersections. High slip-tendency faults and fault intersections were combined in a structural 
permeability favourability map.  
Faults occur as three groups of orientations, NE-SW, E-W, and NW-SE, all steeply dipping 
southwards. Fault intersections are steeply plunging southwards. Water discharge points are 
located along faults or fault intersections. In total, 100 water discharge points were mapped in 
summer, whereas 85 were mapped in winter. Numerous water discharge points occur along 
faults located within former ductile shear zones or metabasic dykes.  
A comparison of mapped underground water discharge points with density maps of (i) high slip-
tendency fault segments and (ii) fault intersections shows that over 50 % of the water discharge 
points occur along (i), whereas 30-60 % occur within (ii). Water fluxes, however, are enhanced 
along (ii). Comparison of the structural permeability favourability map with the mapped water 
discharge points showed that over 90% of the discharge points occur within a domain of 
enhanced favourability.  
We, therefore, conclude that the structural permeability favourability map is a suitable 
representation for constraining water discharging areas. Moreover, we infer, from the water flux 
measurements, that fault intersections are favoured locations for higher water circulation.  
5.1. Introduction 
Fractured media in low porosity crystalline bedrock play an important role in numerous 
applications such as the disposal of radioactive waste or enhanced geothermal power plants (e.g. 
Bredehoeft, 1997). Permeability in low porosity fractured media is considered to be anisotropic 
(Snow, 1969) consisting of high permeable fractures and low permeable rock matrix. Thus, 
advective fluid flow mostly concentrates along permeable faults (and their damage zones) with 
their enhanced fracture densities of granular fault cores (e.g. Barton et al., 1995; Bense et al., 
2013; Berkowitz, 2002; Bisdom et al., 2016; Blessent et al., 2011; Burnside et al., 2013; Caine 
et al., 1996; Curewitz and Karson, 1997; Dockrill and Shipton, 2010; Eichhubl et al., 2009; 
Evans et al., 1997; Faulkner et al., 2010; Flint et al., 2001; Forster and Evans, 1991; Mazurek, 
2000; Mazurek et al., 2003; Seaton and Burbey, 2005; Siler et al., 2016; Townend and Zoback, 
2000; Walker et al., 2013). 
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Faults are formed in response to a non-uniform stress state when the rock is stressed beyond a 
rock-specific differential stress (e.g. Mandl, 2000). The type of faulting and the orientation of 
resulting faults are influenced by the stress state. In fractured bedrock, the current stress state 
influences whether a fault will be potentially reactivated, responds elastically or remains 
undeformed (Byerlee, 1978; Jaeger and Cook, 1971). Associated with deformation, elastic 
dilation or shear reactivation of a rough fault may increase its permeability (Bense et al., 2013; 
Wibberley et al., 2008). Previous studies have shown that the reactivation of a fault surface can 
strongly influence its water conduction behaviour (e.g. Barton et al., 1995; Townend and 
Zoback, 2000; Zoback and Townend, 2001). Tube-like channels have also been proposed for 
the geometry of water-conducting features (e.g. Curewitz and Karson, 1997; Figueiredo et al., 
2016; Sibson, 1996; Siler et al., 2016) as an alternative to planar geometries.  
In this study, we present a conceptual flow model for crystalline bedrock, where fault 
intersections and high slip-tendency faults are the two relevant features for water flow. We 
performed a case study where the concept of permeability favourability map, introduced by 
Siler et al. (2016) for geothermal exploration, and the 3D patterns of fault and fault intersections 
(Schneeberger et al., n.d.), are combined and crosschecked against water discharge mapping.  
In order to perform this crosscheck the Grimsel Test Site (GTS), an underground rock 
laboratory, was selected as the study site. The Swiss National Cooperative for the Disposal of 
Radioactive Waste (Nagra) operates the GTS since more than 30 years (Blechschmidt and 
Vomvoris, 2010). The GTS has a long lasting research background and is structurally, 
geochemically and hydrologically well-characterized (e.g. Frick et al., 1992; Frieg and Blaser, 
2012; Hoehn et al., 1990; Keppler, 1994; Keusen et al., 1989; Kralik et al., 1992; Schneeberger 
et al., 2016; Vomvoris et al., 1992) and therefore offers an ideal study site to test the structural 
permeability favourability map as a prediction tool for water conductivity of faults.  
5.2. Geological setting 
5.2.1. Geology 
The GTS is located within the Central Swiss Alps in the Haslital (Fig. 5.1). Geologically, it is 
within the Aar massif, one of the External Crystalline massifs of the Alps (e.g. Pfiffner, 1993; 
von Raumer et al., 2009, 1993). The country rock is composed of (i) two granitoids from a calc-
alkaline magmatic suite (Berger et al., 2017b; Keusen et al., 1989; Schaltegger, 1994), the 
Grimsel granodiorite (GrGr) and the Central Aar granite (CAGr), and (ii) of metabasic dykes 
(Keusen et al., 1989; Oberhänsli, 1986). The granitoids have Permian concordant U/Pb intrusion 
ages of 299 ± 2 Ma (Schaltegger and Corfu, 1992). The GrGr is characterized by a higher biotite 
content compared to the CAGr (Keusen et al., 1989; Wehrens et al., 2017). The granitoids are 
intruded by metabasic dykes, which are mainly composed of biotite and plagioclase (Keusen et 
al., 1989; Oberhänsli, 1987). The metabasic dykes are mainly oriented NW-SE or E-W 
(Schneeberger et al., 2016). 
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Figure 5.1. Geological map of the Haslital modified after Berger et al. (2017). The location of the 
GTS is marked with a black line. Inlet shows the basement rocks for the Alpine orogeny. 
5.2.2. Deformation history – metamorphism 
The granitoids (CAGr and GrGr) show pervasive saussuritization and sericitization (Keusen et 
al., 1989; Wehrens et al., 2017). Peak metamorphic overprint related to the Alpine orogeny was 
estimated to 450 ± 30°C and 6 ± 1 kbar (Challandes et al., 2008). Alpine deformational 
overprint is expressed by pervasive foliation that was formed as a consequence of ductile 
deformation. In addition, highly localized ductile deformation led to the formation of km-sized 
high strain zones, ductile shear zones (Fig. 5.2; e.g. Choukroune and Gapais 1983; Herwegh et 
al. 2017; Rolland et al. 2009; Wehrens et al. 2017). Ductile shear zones occur in three distinct 
orientations, NE-SW, E-W and NW-SE striking, all steeply S dipping (Fig. 5.3). Most ductile 
shear zones show down dip lineations indicating vertical transport directions, however oblique 
to horizontal lineations have also been observed suggesting strike-slip movements 
(Schneeberger et al., 2016; Wehrens et al., 2017). NE-SW striking shear zones can be associated 
with the Handegg phase, whereas the E-W and the NW-SE striking shear zones formed during 
the Oberaar phase (Wehrens et al., 2017).  
During exhumation and cooling of the Aar massif (e.g. Diamond and Tarantola, 2015; 
Glotzbach et al., 2010; Reinecker et al., 2008), the ductile shear zone as mechanical anisotropies 
were broadly reactivated by brittle fracturing leading to the development of cataclasites, fault 
gouges and brittle fractures (Fig. 5.2; e.g. Belgrano et al., 2016; Bense et al., 2014; Bossart and 
Mazurek, 1991; Keusen et al., 1989; Kralik et al., 1992; Steck, 1968; Wehrens et al., 2017). 
Fault gouges being non-cohesive zones of enhanced porosity (10-30 Vol%; Fig. 5.2) are prone 
for water flow (Bossart and Mazurek, 1991; Sibson, 1996; Zhu and Wong, 1997). The 
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mineralogy of the fault gouges is almost identical to the mineralogy of the ductile shear zones, 
but sporadic formation of clay minerals has been observed (Bossart and Mazurek, 1991; Kralik 
et al., 1992; Wehrens, 2015).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2. Deformation sequence of CAGr from weakly deformed host rock over ductile deformed 
shear zone to brittle cataclasite eventually leading to non-cohesive fault gouge. Microscopic images 
taken under cross polarized light (central row) or UV light (bottom row).  
 
 
 
 
 
 
 
 
 
 
Figure 5.3. (a) 3D elevation model of the mountainside and the GTS. (b) 3D view of the GTS with 
the major fault zones connecting fault-surface intersections with fault exposed at GTS. (c) Close up 
on the fault zones and the GTS of (b) additionally displaying a rose diagram of the strike of the 
faults. (Tunnel length is ca. 700m).  
From here onwards, we use the term fault as a summary term for different types of structures 
related to brittle deformation such as fault zone, fault gouge, cataclasite, fracture or joint. The 
geometrical pattern of faults around the GTS has been reported previously (Schneeberger et al. 
in prep.; Schneeberger et al., 2016). A structural 3D model of the area around the GTS is shown 
in Figure 5.3 and can be found in the supplementary material for more details.  
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5.2.3. Infiltration conditions, water hydro-geochemistry and residence time estimations 
Groundwater flow into the GTS has been previously documented indicating inflowing waters 
being of meteoric origin and mostly tritium free, suggesting infiltration before the tritium peak 
in the early 1950s (Fig. 5.4; Frick et al., 1992; Keppler, 1994; Keusen et al., 1989; Schneeberger 
et al. in prep.).  
During downwards circulation 
water interacts with the bedrock 
(Fig. 5.5) and dissolves minor 
amounts of its components, 
mainly plagioclase. Water 
sampled within the CAGr differs 
geochemically from water 
sampled within the GrGr 
(Schneeberger et al. in prep.) 
when sampled at the GTS level. 
These differences probably result 
from differences in water 
residence time, i.e. flow path 
length.  
Under "undisturbed" conditions, 
i.e. without an underground lab 
draining the mountainside, water 
would discharge in the valley 
floor, the Haslital-Aare (Frick et 
al., 1992; Voborny et al., 1991; 
Vomvoris et al., 1992).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.5. Schematic cross section above GTS (Grimsel Test Site) showing (i) highly fractured near 
surface zones (exfoliation joints) and (ii) large-scale steep fault zones. Pervasive and localized flow 
of meteoric water occurs along (i) and (ii), respectively.  
Figure 5.4. Stable isotope composition of sampled 
groundwater. All values are displayed as small crosses (Data 
from Schneeberger et al. in prep.). Average (av.) values per 
sampling location are highlighted. LMWL: Local Meteoric 
Water line (Schotterer et al. 2010); GMWL: Global Meteoric 
Water Line (Craig, 1960).  
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5.3. Methods & concepts 
In order to examine the interplay between brittle deformation and water flow within crystalline 
bedrock and to test the application of a structural permeability favourability map, we mapped 
water discharge points in the gallery system of the GTS. The water discharge point map was 
compared with previous mappings of water discharges in the GTS (Keusen et al., 1989) and 
with the most recent structural mapping of the GTS (Schneeberger et al., 2016) in order to 
check for the structural link and changes in water flow with time. Water discharge points were 
mapped where, at minimum, a visible moisture spot occurred.  
In order to be recognized as distinct moisture spot a water-conducting fault requires a minimum 
flux from the rock, which is higher than the evaporation. For the GTS this is estimated to be 
~1ml/min/m2 equivalent to a minimum hydraulic conductivity of approximately. 3x10-8 m/s 
(Mazurek, 2000), which is significantly greater than the inflow expected given the estimated 
matrix hydraulic conductivity of ~5x10-12m/s (Finsterle and Pruess, 1995). However, the 
required flux to maintain a wet-spot varies with the ventilation with generally dryer air in winter 
times (Gimmi et al., 1997). Therefore, two mapping campaigns were performed, in summer 
(June 2014) and in winter (January 2016). The total number of discharge points is smaller in 
winter compared to summer.  
While mapping, the water discharge points were attributed to the respective water-bearing 
structural features, which were metabasic dykes, ductile shear zones, fault gouges, brittle 
fractures, or tunnel walls. The water discharge points were assigned to the category "wall" in 
cases where no apparent structure was observed at the discharge point.  
Previous studies have demonstrated that the slip-tendency of a fault represents an important 
parameter to explain differences between water-conducting and non-water-conducting faults 
(e.g. Barton et al., 1995; Hennings et al., 2012; Townend and Zoback, 2000; Zoback and 
Townend, 2001). Surface roughness of fault planes being prone for slip allow for openings after 
the slip event providing new paths for fluid flow (e.g. Brown, 1987).  
Slip-tendency (µ) is defined as the ratio of shear stress (τ) to effective normal stress (σn) acting 
on a given surface (e.g. Bott, 1959; Jaeger and Cook, 1971; Morris et al., 1996; Wallace, 1951): 
µ = τ/σn 
Faults with slip-tendency above 0.6 (µ>0.6) are considered as high slip-tendency faults (e.g. 
Barton et al., 1995), i.e. they are favourable to be activated . µ > 0.6 was chosen, which 
corresponds to a rather low slip tendency, but represents a worst-case scenario for the disposal 
of radioactive waste. We calculated the slip-tendency (Bott, 1959; Jaeger, 1969; Jaeger and 
Cook, 1971; Morris et al., 1996; Wallace, 1951) of mapped faults, such as brittle fractures, fault 
gouge, brittle reactivated former ductile shear zones or brittle overprinted metabasic dykes, 
based on estimations of the current stress tensor (Frieg and Blaser, 2012; Krietsch et al., 2017; 
Pahl et al., 1986), assuming a constant pore fluid pressure of 4MPa. The latter corresponds 
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approximately to the maximum reported hydraulic pressure in the GTS, which correlates with 
an overburden of about 400 m.  
The high slip-tendency (with µ ≥ 0.6) faults were selected and used to develop a line density 
map using ArcMapTM. The density map was calculated on the base of a grid with 10 m x 10m 
cells.  
!"## !"#$% =  !!"#$ !!"## 
where, lslip is the total length of high slip-tendency fault segments cutting the cell and Acell the 
cell area. The values within the density map were subsequently normalized using a linear fuzzy 
membership function. This function assigns a probability to each density value. In the case of 
the linear function, the largest entered value obtains the value 1 and the smallest is set to 0. All 
values in between are assigned to a probability, which decreases linearly as the difference 
between the specific density value and the maximum density value increases (e.g. Pradhan et al., 
2009; Zadeh, 1965).  
Moreover, the intersections between faults were calculated and a point density map was 
generated. The cell size of the orthogonal grid was 10x10 m. Subsequently, the point density 
map was normalized using a linear fuzzy membership function (e.g. Zadeh, 1965).  
Lastly, both density maps were combined by a weighted sum, where each raster was weighted 
0.5, resulting in a structural permeability favourability map. 
5.4. Results 
5.4.1. Mapping water-conducting features 
Water discharge points co-occur spatially with faults (Figs. 5.6a, 5.7). In total, 100 water 
discharge points were mapped during the summer mapping and 85 during the winter mapping. 
Among the summer discharge points, 37 were mapped along faults in metabasic dykes, 48 along 
faults localized in ductile shear zones, 9 along fault gouges, 5 along brittle fractures and 1 with 
no underlying apparent structure (Fig. 5.6b). In the winter mapping, 27 discharge points 
occurred along metabasic dykes, 49 along faults in ductile shear zones, 4 along fault gouge, 4 
along fractures and 1 with no underlying apparent structure.  
Water discharge points mapped along faults mostly occur within 1 m distance to the associated 
structure (Fig. 5.6 c, d and e). This corresponds approx. to the mapping accuracy.  
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Figure 5.6. (a) GTS map showing major deformation features and water discharge points mapped 
in June 2014 and Jan 2016. (b) Histogram showing water discharge points grouped by mapped 
underlying structure. Histograms showing the distance between mapped water discharge point and 
underlying structure, (c) ductile shear zone, (d) metabasic dyke or (e) fault gouge.  
 
Figure 5.7. Cumulative frequency diagram showing distance from a water discharge point to the 
nearest structural feature (all faults, high slip-tendency faults, fault intersections).  
Faults occur with three distinct strike orientations, NE-SW, E-W and NW-SE (Schneeberger et 
al., 2016; Wehrens et al., 2017, 2016) with water discharges coinciding with faults of all three 
orientations (Fig. 5.6a). In total 113 faults crossing the circumcircle of the tunnel were mapped 
within GTS, 53 NE-SW striking, 25 E-W trending and 35 NW-SE striking.  
Relative to the number of mapped discharge points, 51.4 % (summer and winter) of NW-SE 
striking faults are water conducting and therefore NW-SE striking faults appear to be the 
preferred orientation for water flow paths. In summer 39.6% of the NE-SW striking faults were 
water conducting and 24% of E-W striking faults. In winter 35.8% of the NE-SW and 36% of 
the E-W striking faults were water conducting.  
While mapping in January 2016, special focus was payed to whether the entire fault intersection 
with the tunnel wall was water conducting or whether only a portion of the fault discharges 
water to the tunnel. Most water discharges were observed in the lower half of the tunnel 
circumference and no punctual discharges were observed within the tunnel. However, water 
discharges in the tunnel are affected by a skin effect (Mazurek, 2000), which changes the 
hydraulic properties in the near-field of a tunnel (ca. one tunnel diameter), and punctual 
discharges are known from borehole images (Fig. 5.8) and from the MI shear zone (star in Fig. 
5.6a), which could not be mapped as it had been sealed in 2005. Flow into the tunnel from the 
MI shear zone had previously been identified at 4 points around the shear zone intersection 
(Meier et al., 2001). 
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Figure 5.8. (a) Image of a water-conducting fault. (b) Borehole image showing a fault with punctual 
water discharge (arrow, photo courtesy by Nagra).  
5.4.2. Structural permeability favourability map 
Water discharge mapping revealed clustering of discharge points along faults. However, not all 
faults observed within the GTS, are associated with discharge points. In the following, different 
effects potentially influencing the water conductivity of a fault are examined.  
5.4.2.1. Water discharge points compared with high slip-tendency faults  
Different stress estimations of the current stress state for the GTS are available (Fig. 5.9; Frieg 
and Blaser, 2012; Krietsch et al., 2017). The orientations of the principal stress axes (σ1) are 
similar for both stress tensors, the main principal stress being sub horizontally NW trending. 
Although the exact magnitudes of the stresses show some variations (Tab. 5.1), it is possible to 
evaluate the reactivation potential of faults qualitatively based on their orientation to the stress 
tensor. 
The two stress tensors result in a range in magnitude for the principal stresses (Tab. 5.1). The 
maximum and minimum values of this range were used and both stress measurement campaigns 
compared (Fig. 5.9).  
Based on the stress tensor estimated by Krietsch et al. (2017) and assuming 4MPa pore fluid 
pressure, the slip-tendency (µ) was calculated in 3D for all major faults occurring in the GTS. 
The minimum magnitude stress tensor by Krietsch et al. (2017) was chosen as only with this 
stress tensor any faults displayed slip-tendency above 0.6.  
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Figure 5.9. Stress tensor estimation with minimum magnitude, where orientations favourable to 
slip (µ>0.6) are colour coded (contour interval is 0.1). (a) Stress tensor estimations taken from 
Krietsch et al. 2017 and (b) from Frieg & Blaser (2012).  
Table 5.1. Site-specific stress tensor estimation (Frieg & Blaser, 2012; Krietsch et al., 2017).  
 
The 2D intersections of high slip-tendency (µ ≥ 0.6) 3D fault planes were calculated at the 
elevation of the GTS and used as the base for the high slip-tendency fault segment density map 
(Fig. 5.10a and b). Most faults are rather planar (Wehrens et al., 2017) and therefore a single 
slip-tendency characterizes the entire fault.  
From the total 113 faults mapped within the GTS, 64 (~56%) are high slip-tendency faults using 
the criteria µ ≥ 0.6 (20 NE-SW, 9 E-W, 35 NW-SE). From the 64 high slip-tendency faults, 43 
faults (70%) are water conducting, whereas only 18 show water discharge points along a low 
slip-tendency fault. Comparison of the high slip-tendency fault segment density map with the 
mapped water discharge points indicates a strong correlation between both (Figs. 5.7, 5.10a). 
5.4.2.2. Intersections of faults 
Next to the high slip-tendency fault segments also the intersection of faults are considered as 
potential water-conducting features (e.g. Belgrano et al., 2016; Curewitz and Karson, 1997; 
Sibson, 1996; Siler et al., 2016). Therefore, all fault intersections were calculated resulting in a 
steeply S plunging bundle of fault intersection lines (Fig. 5.11). 
Fault intersections served as basis for a point density map (Fig. 5.10c). Comparison of the 
intersection density map with the mapped water discharge points revealed that high intersection 
density domains correlate with clusters of water discharge points, most prominently in the 
western cross-shaped gallery system (Fig. 5.7 and 5.10c). 
 Krietsch et al. (2017) Frieg & Blaser (2012) 
 Plunge azimuth Plunge Magnitude Plunge azimuth Plunge Magnitude 
 [°] [°] [MPa] [°] [°] [MPa] 
σ1 155 13 20-24 125 16 24.7-30 
σ2 228 -50 7-15 024 32 11.6-14.1 
σ3 255 37 6-12 242 52 7-9.7 
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5.4.2.3. Structural permeability favourability map 
Combination of the high slip-tendency fault segment density map with the fault intersection 
density map resulted in a structural permeability favourability map (Fig. 5.10d). The structural 
permeability favourability map is conceptually similar to the geothermal favourability map 
presented by Siler et al. (2016).  
Comparison of the structural permeability favourability map with the mapped water discharge 
points revealed a strong correlation.  
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Figure 5.10. (a) Map of the Grimsel Test Site with mapped water discharge points, mapped faults 
and dykes and high slip-tendency faults. (b) Density map of high slip-tendency fault segments. (c) 
Density map of fault intersections. (d) Sum of both density maps resulting in a structurally 
controlled permeability favourability map. Water fluxes measurements are indicated at the 
northeastern end of the measured gallery section (Kober and Härtel, 2014).  
5.5. Discussion  
5.5.1. Mapping water discharge points 
Generally, the number of water discharge points is lower during winter compared to summer 
(Fig. 5.6b). This is due to ventilation with dryer air from outside the GTS during winter and thus 
significantly reduced relative humidity in the tunnel system (Kober and Härtel, 2014). As a 
consequence, the evaporation from the rock mass is higher and only domains of enhanced water 
flux are capable of maintaining moisture spots in winter.  
The rare occurrence of water discharge points without an associated structural feature is 
probably a 3D problem, where in the third dimension beyond the tunnel wall a water-conducting 
structure may be present. Note that flow through the matrix in the solid host rock is too small to 
form wet spots, requiring the presence of a nearby water-conducting structure – the contrast in 
permeability may result in high hydraulic gradient between the structure and the tunnel wall.  
The main water discharge domains within the GTS seem to persist over time considering that 
similar domains occurred in the mapping shortly after GTS construction (Keusen et al., 1989) 
and our own mapping (Fig. 5.6). Strikingly, Keusen et al. (1989) observed most discharges 
along NE-SW striking faults as well as along contact surface between metabasic dyke and the 
granitoid host rock (NW-SE striking). Also Martinez-Landa and Carrera (2005) identified rims 
of metabasic dykes as the main water flow paths in the GTS. These observations are in line with 
our statement that NE-SW and NW-SE striking faults represent the main water-conducting 
features.  
5.5.2. Increase of permeability over brittle reactivation - link to permeability in low 
porosity bedrock 
As already shown previously and confirmed by our study, faults are governing water flow in the 
crystalline bedrock around the GTS (e.g. Bossart and Mazurek, 1991; Keusen et al., 1989; 
Mazurek, 2000). Most importantly dilatation associated to brittle deformation increases the 
porosity of the fault compared to the protolith (Fig. 5.2; e.g. Bense et al., 2013; Bossart and 
Mazurek, 1991; Mazurek, 2000; Zhu and Wong, 1997). The increased connected porosity in 
turns leads to a higher permeability, which is inferred to be anisotropic being larger in-plane 
than out-of-plane of faults. Evidence for the existence of anisotropic permeability and low 
communication between different water-conducting features is twofold; (i) differences in 
chemical composition of the waters flowing along faults and (ii) from differences in hydraulic 
pressure between neighbouring faults (Keppler, 1994):  
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(i) An aqueous geochemical study performed earlier has shown persistent and significant 
differences in chemical composition between neighbouring faults (Schneeberger et al. in prep.). 
Therefore, low water exchange across faults is inferred.  
(ii) Pressure monitoring along boreholes within the GTS have shown that large pressure 
differences are preserved between nearby faults (Schneeberger et al. in prep.). This indicates a 
low hydraulic communication between neighbouring faults and thus a hydraulic isolation of 
single faults. 
5.5.3. High slip-tendency faults 
Comparison of the water discharge point map with the high slip-tendency fault segment density 
map (Fig. 5.10a and b) revealed that 60 out of 100 (60.0%) water discharge points mapped in 
summer and 48 out of 85 (56.5%) water discharge points mapped in winter occur along a high 
slip-tendency fault. The majority (70%) of the high slip-tendency faults are water conducting 
and over 50% of the water discharge points occur along a high slip-tendency fault. This 
highlights the importance of high slip-tendency faults as water conduits in fractured low 
porosity bedrock. 
If a fault has a high slip-tendency depends on the orientation of the fault and on the orientation 
and magnitude of the stress tensor (Jaeger and Cook, 1971; Morris et al., 1996). However, in 
situ stress tensor estimations are complex (e.g. Evans and Engelder, 1989; Krietsch et al., 2017; 
Martin and Christiansson, 1991; Martin, 2007). In the GTS, both stress tensor estimations were 
performed within the less deformed rock matrix between faults. However, it is known that stress 
state varies across faults (Faulkner et al., 2006; Flach and Noell, 1989; Hardebeck and 
Hauksson, 1999; Martin and Chandler, 1993). Thus potential variation in the orientation of the 
principal stress tensors between near fault (inter-block) and at fault intersections may occur.  
Despite such local variations, the existing stress tensors provide a first-order estimate for the 
estimation of the slip-tendency of major fault orientations. Faults orientated perpendicular to the 
least principal stress (σ3) are prone to be reactivated and potentially dilate creating open flow 
paths (Jaeger and Cook, 1971). The orientation of σ3 is comparable between both stress tensor 
estimations (Frieg and Blaser, 2012; Krietsch et al., 2017) and gently plunges towards SW. 
Therefore faults striking NW-SE are favourably orientated for both dilation and reactivation.  
Furthermore, the absolute magnitude of the principal stress axes may vary over time. Processes 
such as global earth tides, hydropower managed lake level changes and annual air pressure 
changes are known to influence the hydraulic pressure measured in boreholes in the GTS (Flach 
and Noell, 1989; Frieg and Blaser, 2012; Noell, 1994). However, the magnitude of those effects 
is rather small, as borehole test interval pressures vary as much as 5-15 mbar in response to tidal 
waves (Frieg and Blaser, 2012). Hence such effects are of secondary importance for slip-
tendency estimations and are neglected for the further discussion.  
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5.5.4. Intersection density domains 
Fault intersections are known to influence fluid flow (Belgrano et al., 2016; Curewitz and 
Karson, 1997; Figueiredo et al., 2016; Sibson, 1996; Siler et al., 2016). In the GTS most fault 
intersections are steeply S plunging. Assuming gravity-driven water flow, steeply dipping fault 
intersections (Fig. 5.11) form suitable channels for water flow from the topographic surface to 
the GTS.  
 
Figure 5.11. Stereoplots showing (a) the orientation (great circles) of all mapped faults in the GTS 
(n=160), (b) the intersections (dots) between faults in the GTS (contour interval 1 % of uniform 
distribution; n=573), and (c) the combination of the fault planes (great circles) and the intersections 
(dots). All stereoplots show equal area lower hemisphere projections. 
In general, 26 out of 91 in summer and 46 out of 75 in winter mapped discharge points are 
located within a domain with increased fault intersection density (Fig. 5.10), which is a smaller 
fraction than the correlation between water discharge points and high slip-tendency faults. Also 
the distance from a water discharge point is typically larger to the nearest fault intersection than 
the distance to the nearest high slip-tendency fault (Fig. 5.7).  
5.5.5. Correlation between structural permeability favourability map, water discharge 
mapping and actual discharge flux 
Comparison of the structural permeability favourability map with the mapped water discharge 
points revealed a strong correlation between the favourability and the discharge points. 89.0% 
(81 out of 91) water discharge points mapped in summer and 90.6% (68 out of 75) mapped in 
winter times are located within a domain with increased favourability for acting as water flow 
path.  
However, in the GTS a prominent water-conducting feature (Migration shear zone, Fig. 5.6a; 
Bradbury, 1989) reveals no structural permeability favourability despite being known as 
transmissive fault (hydraulic conductivity: 3.6x10-6; Hoehn et al., 1990). This structure is 
however highly channelled and is only observed as a significant discharge point in one of the 4 
tunnels that it intersects This exception emphasizes the difficulty to predict water flow paths and 
highlights that the structural permeability favourability map describes only a favourability.  
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5.5.6. 1D versus 2D water flow 
As shown before, high slip-tendency faults have a major effect on localization of water 
discharge. When comparing with the number of discharge points, the effect of fault intersections 
is less. However, comparison of the structural permeability map with the measured water 
discharge fluxes (Fig. 5.10d) showed that domains with enhanced density of fault intersection 
discharge ca. 195 L/h to the GTS, whereas domains with high density of high slip-tendency 
faults discharge ca. 97 L/h, and domains with high density of low slip-tendency faults 2.94 L/h 
(Kober and Härtel, 2014). These water flux measurements indicate a possible graded relevance 
for water flow, where fault intersections are the most important factor followed by high slip-
tendency faults, followed by low slip-tendency faults. This hierarchy of importance of water-
conducting features has been suggested previously for the GTS (Martel and Peterson, 1991).  
On a smaller scale (single water-conducting fault), flow channelization within planar faults is 
inferred from geochemical analyses of groundwater from 2 nearby boreholes cutting the same 
fault revealing persistent differences between both water samples (Schneeberger et al. in prep.). 
This might indicate low in-plane exchange within a given fault. This could indicate a rather 
tube-like 1D flow channels located within planar faults. Similar tube-like channels are 
illustrated in Figure 5.11 showing a borehole image with a punctual discharge located within a 
planar fault and have been reported for the MI shear zone as mentioned previously(Bossart and 
Mazurek, 1991).  
Further evidence for channelized flow in planar faults was found by microscopic studies of 
resin-injected overcored borehole in the GTS, which enabled sampling of the fault gouge 
(Bossart and Mazurek, 1991; Mazurek, 2000), in other crystalline environments (Belgrano et al., 
2016; Mazurek et al., 2003; Siler et al., 2016), in analogue modelling (Lunn et al., 2008) as well 
as in other field studies (e.g. Annunziatellis et al., 2008; Barton et al., 1995; Dockrill and 
Shipton, 2010).  
5.5.7. Application of the concept of the structural permeability favourability to the local 
3D fault pattern 
In order to verify the concept of the structural permeability favourability, surface data from 
above the GTS was used. A surface mapping revealed 18 faults that could be extrapolated 
towards depth matching faults in the GTS (Schneeberger et al. in review). From those faults the 
intersections were compiled in 3D and the slip-tendency was calculated using the same stress 
conditions as for the underground laboratory (Fig. 5.12). Comparison of the high slip-tendency 
faults (n=7) revealed that with one exception all high slip-tendency fault zones identified at the 
surface are water conducting within the GTS. Within the low slip-tendency faults, 2 faults (out 
of a total of 11) are water conducting.  
Fault intersections highlight similar domains as being potentially water conducting within the 
GTS as indicated by water discharge mapping. An exception is the cross-shaped area (Fig. 
5.6a), which is characterized by numerous fault intersections at the GTS scale, but not on a 
regional scale. The level of detail strongly influences the number of fault intersections. This 
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application would strongly benefit from a probabilistic interpolation between the high level of 
detail at the surface and in the GTS, similar to approach employed elsewhere (e.g. Koike et al., 
2015).  
This application further showed that most domains with high water fluxes are recognized with 
the structural permeability favourability map. However, the prediction of single water-
conducting faults remains difficult in that both a water-conducting feature may not be locally 
associated with an inflow at the tunnel intersection and that structural favourability may not 
guarantee the presence of a connected flow path.  
Figure 5.12. 3D models showing (a) fault traces and DEM at the regional (kilometre) scale, (b) fault 
intersections at the regional scale with selected fault planes for better representation, and (c) fault 
intersections and high slip-tendency faults at the GTS scale and the current hydraulic heads of key 
borehole test intervals.  
5.6. Conclusions 
Faults interplay intimately with the current stress state as variation in the stress state may induce 
opening or closure of a fault segment. Moreover, fault intersections result from interaction 
between faults where the resulting intersections potentially act as permeable tubes (Sibson, 
1996). Because permeability within crystalline bedrock is mainly restricted to fractured 
domains, it follows that potential flow paths must be linked to the fault pattern. In the case of 
the GTS we can demonstrate that in the subsurface a combination of high slip-tendency faults 
and fault intersections can account for 90% of the water discharge points. The remaining 10% 
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of water inflow points are highly likely to be fault-related as well. In this light, potential local 
stress deflections (fault intersections, fault tips) may induce local variations in slip-tendency, a 
fact, which was not investigated by our approach. Moreover, faults terminating near the tunnel 
wall cannot be detected but may yield additional fault intersections. Furthermore, as shown by 
Bossart & Mazurek (1991), the detailed geometry of a water pathway on the small meter-scale 
is highly complex and thus prediction of water-conducting features highly depends on the 
considered scale. Our study demonstrates that on the hundred metres to kilometre scale, 
permeability favourability maps seem to represent a feasible prediction tool for crystalline 
basements and seem to be more accurate than using the general fracture pattern. 
 
  
Conclusions 
Deformation structures and associated brittle deformation processes occurring within the rock 
mass around GTS exert a first order control on the dimensions and geometry of groundwater 
flow paths. This influence can be seen most clearly in transmissivity values for borehole test 
intervals sampling faults. Transmissivity is recorded to be nine orders of magnitude higher in 
faults than within the undisturbed rock matrix at the GTS (Hoehn et al., 1998).  
The water pathways formed by major fault structures can be correlated between the surface and 
the GTS, allowing for meteoric water recharge. This meteoric water interacts during downward 
circulation with the host rock mainly by dissolution of plagioclase and fluorite, and the 
precipitation of quartz and kaolinite. The amount of dissolved ions present in any sampled water 
is seen to relate directly with the length of the flow paths, i.e. with the residence time of 
meteoric water. Analysed chemical compositions and δ18O and δ2H values were stable over the 
two years sampling campaign and comparable with sampling in the early 1990s, which suggests 
homogenisation of groundwater after infiltration. However, persistent differences between 
individual sampling localities in the GTS indicate low lateral, out-of fault plane exchange of 
groundwater.  
For the geometric characterization of flow paths of GTS, faults steeply dip mainly towards SE 
and SW. The orientation of first order faults at the surface is well estimated by lineament 
mapping. Structural 3D modelling, projecting data from the surface to depth, allowed for the 
visualisation of major faults crosscutting the entire rock mass above the GTS. Fieldwork has 
proven to be of paramount importance for both an accurate 3D structural modelling as well as 
for validating probabilistic approaches such as Bayesian Inference.  
In light of a site characterization for a repository for radioactive waste, gained information is of 
major importance since faults, their geometric interplay, and orientation with respect to today’s 
stress field define two main parameters for fault-related groundwater flow in rugged crystalline 
environments: occurrence of (i) fault intersections and (ii) high slip-tendency faults.  
Aforementioned outcomes allowed for the development of a conceptual flow path model around 
the GTS. For future work, the resulting model could now be extended in several aspects in order 
to obtain a self-consistent hydrogeological flow model. The resulting model could comprise (i) 
the 3D structural model, representing the water-conducting faults, as base for the heterogeneous 
permeability of the rock mass, and (ii) different residence times of water based on overburden 
and flow rate. Such a hydraulic model could then be tested against measured groundwater 
chemical compositions and measured hydraulic parameters such as hydraulic heads, 
transmissivity or flow rates. In order to obtain such a self-consistent model diverse additional 
information is needed, which currently is not available. The information required would consist 
of: 
(i) A probabilistic addition to the presented 3D structural model, bridging the detailed data at 
the surface and in the underground. This probabilistic approach would allow for extrapolating 
secondary faults based on observed fault patterns, particularly in the case of faults, which occur 
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in between surface and GTS, i.e. which are too short to show intersections with accessible rock 
volumes. Moreover, the known exfoliation joints at the surface could be incorporated and 
complement the 3D structural model, as they may substantially affect water infiltration in the 
upper 100 to 200 m of the bedrock. 
(ii) Further analyses of tritium in the groundwater around GTS could constraint its residence 
time and potential spatial variations. Information about residence would increase the accuracy 
of the flow model by adding constraints to the flow velocity.  
(iii) A thorough hydraulic study would be needed to complement the structural geological 
consideration of water flow paths in order to characterize the permeability of major faults and to 
measure flow rates along water-conducting faults. This data would serve as boundary conditions 
for the flow model and as validation data for the obtained results.  
Such a kilometre-scale flow model would add to the extensive site characterisation of the GTS, 
which in turn could serve as an additional example to already existing crystalline basement site 
characterisations for radioactive waste disposal sites (e.g. Svensk Kärnbränslehantering AB, 
2009). These steps, outlined above, would greatly help for future planning of safe repositories 
for radioactive waste in basement rocks.  
Last but not least, the newly gained knowledge about water-conducting faults could also be 
applied in the framework of geothermal exploration in hot dry rocks, as water-conducting faults 
are targeted for energy production. In such cases, similar mechano-structo-hydraulic knowledge 
is required and large-scale flow models for low-porosity crystalline rocks could serve as 
prediction tools for exploring geothermal energy in crystalline basement rocks.  
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Abstract 
Knowledge on water circulation through crystalline rock is of key interest for radioactive waste disposal, geothermal 
projects or groundwater supply. This study presents first results of long-term monitoring of fracture groundwater 
chemical and isotope compositions combined with structural data on fracture networks developed in the crystalline 
rocks at the Grimsel Test Site (GTS), Switzerland. Groundwater circulation in the two major lithologies, the Central 
Aar Granite (CaGr) and the Grimsel Granodiorite (GrGr) is mainly associated to NE-SW trending brittle deformation 
structures. Within the different lithologies groundwater chemical and water isotope (δ18O, δ2H) compositions remain 
constant over the 2 years monitoring period. This suggests the absence of seasonal variations at the sampling depth of 
420–520 m below surface. Differences in chemical and isotope composition occur, however, between groundwater 
collected from the CaGr and GrGr and can be related to differences in infiltration area, flow paths, residence time and 
water-rock interaction in the two rock units. The δ2H and δ18O signatures indicate a meteoric origin from the same 
moisture sources under present-day climatic conditions and the absence of measurable 3H suggests residence times > 
65 yrs for groundwater from both units.  
 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the organizing committee of WRI-15. 
Keywords: fracture water; crystalline rocks; disposal of radioactive waste; 
1. Introduction 
In crystalline rocks, groundwater circulation is essentially limited to brittle fractures that locally 
increase the rock permeability and enable advective water flow. Groundwater mineralisation in crystalline 
rock depends on the water pathway, the interaction with the host rock, the residence time, and mixing of 
groundwater from different fracture networks. The Grimsel Test Site (GTS) underground rock laboratory 
(Fig. 1) located in the Grimsel area, Central Swiss Alps, and operated by the Swiss National Cooperative 
for the Disposal of Radioactive Waste (Nagra) offers a unique possibility for studying the evolution of 
crystalline groundwater in combination with deformation structures developed in the rocks. The bedrock 
in the rock laboratory and surroundings is made of three different rock types: (i) Grimsel Granodiorite 
(GrGr), (ii) Central Aar granite (CAGr) and (iii) metabasic dykes1. The GrGr and the CAGr form a calc-
alkaline differentiation series of Permian age2 whereas the metabasic dykes are younger and are of 
various magmatic origins. During Alpine Orogeny, the bedrock was subjected to greenshist 
metamorphism and ductile as well as brittle deformation1. This brittle deformation resulted in ubiquitous 
brittle fractures and fault zones (Fig. 1) with enhanced permeability. Fault zones mainly strike NE-SW 
and dip steeply towards S, reaching today’s topography, and so crosscut the entire rock mass above the 
rock laboratory. These zones constitute the major flow paths for infiltrating meteoric water. The brittle 
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fault zones are thin (< 1dm) and form fault gouges with nearly no neo-formation of clay minerals3. The 
GTS underground laboratory is located some 420-520 m below the surface offers the unique possibility to 
collect fracture groundwater from such fault zones from instrumented intervals in numerous boreholes 
besides detailed mapping of the water-conducting structures.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Situation plan of the GTS underground rock laboratory with mapped traces of brittle fault zone (solid lines) and interpreted 
traces (dashed lines). Boreholes (n= 6) and packed of intervals (n= 13) are shown by black solid lines. 
2. Fracture water chemical composition and evolution 
Fracture water within the underground rock laboratory has been sampled in the 1980s1 and in the 
1990s4. In this study, fracture water was sampled five times (April 2014, August 2014, October 2014, 
January 2015 and August 2015) from 15 intervals in 7 boreholes (Fig. 1). Sampled boreholes are located 
either within the CAGr (A, B, C) or within the GrGr (D, E, F, G).  
Regardless of the bedrock and with very little variation, the large majority of the fracture waters are of 
a general Na-Ca-TIC-F-(SO4) chemical type and of low total mineralization (TDS: 51.9 – 71.4 mg/L). 
Within the individual rock units, the chemical and isotope composition of fracture water at a specific 
location remained constant over the 2 years sampling period and – where available – also compared to the 
early surveys in the 80ies1 and 90ies4 of the last century.  
Although similar in the general aspects, the chemical and isotopic composition of fracture water 
collected from the CAGr and GrGr differ systematically in several parameters. Differences include 
temperature, which is on average higher (13.7 ± 0.9°C) in the GrGr compared to that of water collected 
from the CAGr (12.5 ± 0.6°C). This difference can be associated with the higher overburden in the GrGr 
(ca. 500m) compared to that in the CAGr (450m) part of the rock laboratory based on a geothermal 
gradient of 25°C/km5, which would suggest a temperature difference of 1.2 °C for the different depths 
below surface. Furthermore, fracture water in the GrGr part is more alkaline (pH = 8.85 – 9.78) than that 
in the CAGr part (pH = 8.13 – 9.43). Related to the differences in pH the partial pressure of CO2 is below 
that in the atmosphere and lower in the GrGr part (P[CO2] = 10-5.26 bar) compared to that in the CAGr part 
(P[CO2] = 10-4.91 bar). Fracture water in the GrGr part has higher concentrations of Na, K, Li, and Cl, but 
lower Ca and TIC concentrations compared to fracture water in the CAGr part (Fig. 2a). Higher Cl 
concentrations in the waters from the GrGr may be associated with greater interaction with pore water in 
the low-permeability rock matrix (known to be more saline) because no easily soluble Cl-bearing 
minerals occur in the fractures. The more intense diffusive exchange with such porewater, which is of 
moderately mineralised Na-Cl type (Cl ≈ 330–440 mg/kgH2O6) in the GrGr, might also indicate a 
somewhat longer residence time for the GrGr fracture waters. Mg concentrations are close to detection 
limit and do not show variation, indicating minor dissolution of Mg-bearing minerals.  
The mineralogical composition of the GrGr and the CaGr is very similar except for modal abundance 
of mafic minerals (mainly biotite), which is higher in the GrGr1. This allows using ion-ion ratios to 
deduce the evolution and reaction progress of fracture groundwater within the two lithologies. Ratios of 
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Na/Ca and Sr/Ca are higher in fracture water of the GrGr compared to those of fracture water in the 
CAGr, whereas the Na/Cl ratio is considerably lower (Fig. 2b). These ratios indicate an increased 
dissolution of plagioclase (albite composition), a larger addition of Na and Cl from the matrix porewater, 
and a more advanced precipitation of calcite in fracture water of the GrGr. The latter explains the lower 
TIC concentrations and the higher concentrations of Sr, which comes from feldspar dissolution, in these 
waters whereas Ca concentrations are controlled by calcite equilibrium. In both types of fracture 
groundwater, the increase in pH is explained by the effect of feldspar dissolution under concurrent 
precipitation of kaolinite and calcite. Such an evolution is consistent with calculated mineral saturations 
indices for the fracture waters: All analysed fracture waters are saturated with respect to quartz (CAGr, SI 
= -0.01 ± 0.05; GrGr, SI = -0.11 ± 0.09) and calcite (CAGr, SI = -0.51 ± 0.82; GrGr, SI = -0.07 ± 0.19). 
Kaolinite saturation index varies strongly (CAGr, SI = 0.35 ± 0.96; GrGr, SI = -0.29 ± 0.94) but most 
waters are close to saturation. Mg phases as well as fluorite, K-feldspar, and plagioclase are 
undersaturated.  
It is concluded that the general reactions of fracture water in the CAGr and GrGr are similar, but the 
reaction progress and the exchange with porewater from the rock matrix is different. This implies longer 
circulation times of fracture water in the GrGr compared to that in the CaGr what is consistent with their 
isotope composition (see below).  
 (a)       (b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. (a) Concentrations of Na, Cl, Ca, and TIC in fracture water collected from various borehole intervals (x-axis) in the CAGr 
and GrGr (b) Molar ion ratios in fracture water collected from various borehole intervals (x-axis). 
3. Groundwater origin and residence time 
Fracture waters collected from within the CAGr and GrGr in the GTS underground rock laboratory 
show δ18O and δ2H values that plot on the Local Meteoric Water Line (LMWL)7 defined by the 
precipitation on the Grimsel pass (Fig. 3a). The deuterium excess (d) of all samples is very similar and 
follows the trend given by the annual means of the local precipitation. Fracture water is therefore of 
meteoric origin in both rock units, infiltrated under present-day climatic conditions and stems from the 
same moisture sources. No systematic variation was observed between the different sampling campaigns 
and seasonal variations got erased by homogenization through mixing during infiltration and circulation 
in the rock mass down the depth of the GTS underground rock laboratory.  
Conversion of the δ18O values into infiltration altitude based on surface water isotope data7 yields in 
higher infiltration altitudes of about 110m for the fracture water collected in the GrGr (Fig. 3b), which is 
in good agreement with present-day topography. As the dip of the water-conducting structures in the 
CAGr and GrGr is similar, this could indicate longer flow paths and longer residence times of fracture 
water in the GrGr as suggested by the chemical differences and assuming similar flow rates in both units.  
So far the absolute residence time of the fracture waters could not be constrained. In 2016, all sampled 
waters have 3H activities below a detection limit of 0.6 TU. Given the tritium concentration in surface 
waters in the area (7.0 ± 1.1 TU, 2016), the 3H input at Grimsel8 and using a piston flow model – as a first 
APPENDIX 
 
 
approximation – the fracture waters must have infiltrated before the bomb peak in 1950s and thus have 
residence times of more than 65 years.  
(a)           (b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. (a) δ18O versus δ2H of fracture water in the GTS underground laboratory compared to Grimsel Local Meteoric Water Line 
(LMWL, data from 7). (b) δ18O values of fracture water and infiltration altitude derived from these as function of sampling intervals 
(x-axes) and rock type. 
4. Conclusions 
Sampling over 2 years enabled the definition of a baseline of fracture water chemical and isotope 
composition at the GTS underground rock laboratory. Chemical and isotope compositions remain 
constant within specific water-conducting zones encountered by packed-off borehole interval, but vary 
between intervals in the two main lithologies of the Grimsel Granodiorite (GrGr) and Central Aar Granite 
(CAGr). Fracture water flow is related to fault zones that were established by brittle deformation of the 
rocks and that are encountered in the rock laboratory as well as at the surface.  
The isotopic composition and deuterium excess indicate a meteoric origin under present-day climatic 
conditions and from similar moisture source for the fracture water in both rock units. In both lithologies 
the major water-rock interactions are identical, but fracture water in the GrGr is chemically more evolved. 
Consistent with differences in chemical compositions, temperature and isotope signatures, longer flow 
paths related to the larger overburden and higher residence times are proposed for the GrGr fractures 
waters assuming similar flow rates in the water-conducting zones of both units. Based on measured 3H 
activities the minimum residence time is more than 65 years for all fracture waters. 
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