Regarding the recent switch from the fixed base price index to the chained-type price index in many countries, we examine important issues including the selection of the weight to produce more accurate chained-type price indices and to maintain statistical consistency in the time series of a price index in this study. We determine that the actual weight from year t-3 data better produces a more correct chained-type producer price index at t between two available methods of selecting the weights. This weighting method also provides generally better statistical consistency and stability for the chained-type producer price index. We also compare the MAE and RMSE of the price equations of the fixed base and chain indices. Both the unit root test and comparison of the model performance evaluation reveal no critical difference, thus confirming a stability over the two indices. In particular, the substitutability of the chain index for the fixed base index is highly obtained, regardless of the time horizon. Overall, we can confidently assert that the chain index provides a statistical consistency and stability over a fixed base index.
INTRODUCTION
As stabilization of price levels is the most important objective for central banks, the measurement of an accurate price index is a critical task for them. However, it has been determined that existing price indices based on the Laspeyres method have an upward bias resulting from the fixed weight for every five years. As a consequence, many advanced countries have adopted chained-type indices to attenuate the problem presented by the Laspeyres method.
As a chained-type price index re-sets the base year each year, it can mitigate the upward bias problem in the Laspeyres index, which becomes increasingly serious as the timing of the price index moves further and further away from the base year, and can reflect drastic fluctuations of prices in a more timely manner.
1 Additionally, re-organizing price indices via the chained-type method can provide organizational consistency with Gross Domestic Production (GDP), which has already adopted the chained-type indexation method in many countries. Thus, the proper method of computing a chained-type price index is a critical issue for central banks or government agents, which measure and report price indices.
In order to generate more accurate chained-type price indices, however, many points must be considered when a chained-type price index is adopted. Those include the following: i) Although it is ideal to use the previous year's weights for the computation of the chained-type index, the use of the previous year's weights is not possible due to the time required for the collection and management of the data for the weights. As a result, central banks must select a feasible base year for the weights among the options available. ii) Since different weights are employed for the t-1 year's December and t year's January, there tends to be a jump in the series of a chained-type price index between December and January, which may not be related to price fluctuations over those two months. This problem is frequently referred as the step problem. iii) As a method to compute price index changes from the Laspeyres index to the chained-type index, the statistical properties of the price index may also change. Even though these problems are important issues in the production of an accurate chained-type price index, it is surprising that few studies have addressed these issues. A few exceptions to the rare consideration of chained-typed indices are the studies of Lee (2002) and Lee (2009) . Lee (2002) experimentally compiled real GDP of Korea using the chain weighted method before its official introduction and assessed the relevance of chain-weighted real GDP. He attempted to determine whether major revisions of growth rate due to introduction of chain-typed GDP altered the patterns of economic fluctuation and economic co-movement. Lee (2009) assessed structural changes in business cycle after the introduction of chain-typed GDP and its statistical consistency over the fixed base GDP. 1 The Laspeyres index and the chained-type index can be expressed mathematically as follows: The He concluded that the chained-type GDP could be substituted for fixed base GDP. However Lee (2002 Lee ( , 2009 ) did not mention a chain-typed price deflator.
In this study, we investigate the above-mentioned issues, such as the selection of weight to produce a more correct chained-type price index and to maintain statistical consistency in a price index series using the producer price index. Among many price indices, providing an accurate producer price index is particularly important because the producer price index helps central banks correctly perceive the current economic status, and helps private firms and producers make rational decisions for forward contracts or unit cost computation. In this study we attempt to determine the best method to compute the weights among feasible options (the actual weights in year t-3 and the estimated weights in year t-2) in measuring the producer price index, how to mitigate the step problem, and whether the time series characteristics of the producer price index are influenced by the transition from the Laspeyres producer price index to the chained-type producer index. In order to answer these questions, the paper is organized as follows. Section 2 compares the accuracy of the chain-typed producer price index when the actual weights in year t-3 are used and when the estimated weights in year t-2 are used, employing the Diebold-Mariano test statistics. Section 3 examines whether the time series characteristics of the producer price index are affected when the chained-type index is introduced. Section 4 provides concluding remarks.
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Many advanced countries have already employed the chained-type producer index to substitute for the Laspeyres producer index, and many developing countries are interested in such switching in computing the producer price index. Although it is the optimal method for using the previous year's weights for the computation of the chained-type index, the use of the previous year's weights is infeasible due to the time required for the collection and management of the data for the weights. As a consequence, central banks need to consider the best method of selecting the weights among feasible options. Table 1 shows the list of OECD countries that have already employed the chained-type producer index and two currently adopted ways to determine the weights. One of these ways involves the use of the actual weights in year t-3, and the other involves using the estimated weights in year t-2. As is shown in Table 1 , the former method is employed by most countries, such as Japan and Sweden, whereas the latter method is used in Norway. Even if there are two distinct ways to compute the chained-type producer price index depending on which weights are employed, it is surprising to see that no rigorous studies have been conducted to determine which weight can generate more accurate producer price indices. This section addresses this question by comparing the accuracy of the two different chained-type producer indices according to the weights. Ic ce el la an nd d, , J Ja ap pa an n, , T Tu ur rk ke ey y, , S Sw we ed de en n N No or rw wa ay y I It ta al ly y, , F Fr ra an nc ce e
We designate as Method 1 the method used to compute the chained-type producer price index in year t using the actual weights in year t-3, and designate Method 2 the method used to compute the chained-type producer price index in year t using the estimated weights in year t-2.
2 Additionally, we set the ex post chained-type producer price index computed by the use of actual weights in year t-2 as the benchmark case. Note that the benchmark case is not feasible in practice due to the time required for the collection and management of the data. Our strategy to compare those two methods is to determine which method is relatively closer to the benchmark case. In other words, we compare the average gap between Method 1 and benchmark case with the average gap between Method 2 and benchmark case.
Data
We use the time series data for the producer price index in this analysis. That is, we use the chained-type producer price index computed by the benchmark methodology, the chained-type producer price index computed by Method 1, and the chained-type producer price index computed by Method 2. The sample period is 2005.1 -2010.8 and the starting time is dictated by the availability of the above series by the Bank of Korea. 3 In an effort to overcome drawbacks from the relatively short time series data, we utilize not only the aggregate producer price index but also the indices for sub-division items which are constituents of the aggregate producer price index. The lists of sub-division items at various division levels are provided in Tables 2, 3, and 4. 2 The Bank of Korea extends quantity results in Mining and Manufacturing Survey using surveyed growth rates in Monthly Survey of Mining and Manufacturing. That is, the values based on these two surveys are used as the estimated weights in Method 2.
3 All data series in this study are provided by the Bank of Korea. 
Econometric Methodology
The basic idea underlying the selection of a method to generate a relatively more accurate chained-type producer price index involves the comparison of the gap between the chained-type producer price index from Method 1 and benchmark case with the gap between the chained-type producer price index from Method 2 and benchmark case. Hence, we denote the difference between Method 1 and benchmark case for the chained-type producer price index of sub-division item i at time t as it e , 1 , the difference between Method 2 and benchmark case for the chained-type producer price index of sub-division item i at time 4 Then, the null hypothesis to address which method is relatively closer to the benchmark case can be tested by examining whether  (the average loss differential across smaller items) is significantly different from zero. As a result, the null hypothesis and the alternative hypothesis can be expressed as:
where  is the average of i  .
To overcome the short sample size, we utilize not only the aggregate producer index series but also the panel data of the producer price indices for sub-division levels. Hence, the null hypothesis can be tested by constructing the following test statistics which is a variant of the Diebold-Mariano (1995) test statistics to compare the forecast ability of time series models: More specifically, we allow serial correlations in it  for the aggregate producer price index, 1 digit level producer price indices (producer price index for mining products and producer price index for industrial products), 3 digit level producer price indices, and 4 digit level producer price indices. We did not allow cross-sectional correlations for producer price indices at these levels because no common indicator is employed for the 1 digit level producer indices and only one common indicator is used for the 3 digit level indices. 6 Although 5 common indicators are used for 65 producer price indices at the 4 digit level, we assume no cross-sectional correlation because the number of observations over time exceeds the number of observations across sub-division items at this level. That is, we allow serial correlations but assume no cross-sectional correlations when T>m. This assumption means that we implicitly assume that the law of large numbers works in the direction where greater number of observations are utilized in the analysis. Under the assumption that only serial correlations are allowed, ) (z V is computed as follows:
where
is the spectral density function at frequency zero for sub-division item level i. 7 The truncation lag in computing ) 0 ( i h is chosen according to Andrews (1991) . 6 This is shown in Table 5 . The 3 digit producer price indices for which a common indicator is used to estimate year t-2 weights are '30924 industrial plastic products' and '31543 lighting & electrical equipment for vehicles '. 7 The spectral density function at frequency zero for sub-division i is an alternative representation of the variance of the sample mean of loss differentials for sub-division i because the spectral density function at frequency zero is equivalent to the autocovariance-generating function at the unity. As the number of observations across items is far greater than that over time at 5 digit level, we assume that the law of large numbers is working in the dimension of cross-sections rather than the time dimension. Hence, we allow for cross-sectional correlation but assume no serial correlation when m>T. In order to implement this idea, we adjust the order of sub-division item producer price indices at 5 digit level such that indices using a common indicator are adjacently located. This ordering makes the cross-sectional correlation dependent on the distance of indices in the order. Table 5 shows the list of common indicators and sub-division indices which employ those common indicators. After adjusting the order of indices, ) (z V is computed similarly to that in Equation (2).
where Table 6 presents the empirical results. The first row demonstrates that DM for the aggregate producer price index equals 1.4522 (1.5091) under the quadratic loss function (the absolute loss function). The null hypothesis that both methods have equal accuracy cannot be rejected in either of these loss functions. Movements of t z from the aggregate producer price index under both loss functions are plotted in Figure 1 . Figure  1 suggests that t z has some serial correlations which is consistent with our assumption in the previous sub-section. * ** *, , * ** ** * i in nd di ic ca at te es s t th ha at t t th he e n nu ul ll l h hy yp po ot th he es si is s o of f e eq qu ua al l a ac cc cu ur ra ac cy y c ca an n b be e r re ej je ec ct te ed d a at t t th he e 1 10 0% %, , 5 5% %, , a an nd d 1 1% % s si ig gn ni if fi ic ca an nc ce e l le ev ve el l, , r re es sp pe ec ct ti iv ve el ly y. .
Empirical Results

Figure 1. Loss Differentials for Aggregate PPI
When the 1 digit level producer price indices are examined (that is, when the aggregate producer index is categorized further into the price index for mining products and the price index for industrial products), DM becomes significantly positive at the 10% level, which indicates that Method 1 generates significantly more accurate indices. This result is shown in the second row of Table 6 . If we test the null hypothesis using the price index for mining products and the price index for industrial products separately, then DM becomes significantly positive at the 1% level with the price index for mining products, whereas DM is insignificant with the price index for industrial products. The results are robust to the use of the loss functions and imply that the significant DM with 1 digit level producer price indices results from the mining products as opposed to the industrial products.
The third row of Table 6 shows the results with 3 digit level producer price indices. DM statistics is not sufficiently high to reject the null hypothesis of equal accuracy in either of the loss functions. Again, when we run the same test with price indices for mining products (the price index for mineral fuels and the price index for non-metallic mineral products), we are able to obtain significantly positive DM from both loss functions at the 1% level. However, DM is not significant at all with price indices for industrial products. When we conduct the same hypothesis test with the price index for mineral fuels and the price index for non-metallic mineral products separately, we obtain a significant DM with the price index for mineral fuels only. This again suggests that Method 1 generates significantly more accurate indices for mining products (particularly for the price index for mineral fuels), while no significant difference is detected between two methods for industrial products.
The fourth row of Table 6 demonstrates that DM is insignificant with 4 digit level price indices by both loss functions.
8 Finally, the fifth row of Table 6 shows that DM is not significant with 5 digit level price indices. As cross-sectional dependence is allowed for the 5 digit level price indices, 2 t  is calculated for each t first and then averaged. As a result, it is impossible to separate the price indices for sub-division item levels at 5 digit level price indices.
In summary, no significant overall difference is noted between Method 1 and Method 2 in terms of accuracy. However, Method 1 is significantly better at generating more accurate price indices for mineral products. 
Step Problem
The chain base method provides some profound advantages to economists and businessmen. It helps them to know the extent of change that has arisen in the current year as compared to the previous year. The construction of the chain index, however, raises the problem of different weight usage between the last month of the previous year and the January of the current year. This problem is the so-called step problem. Theoretically, no step problem arises with a Divisia Integral Index which constructs a price index via the integration of a continuous flow of price information. However, it is impossible to shorten the base period frequency below one year, say, by one month or one day. We will discuss two types of chain method among others belonging to overlapping methods. The first one is the annual overlapping method, and the second one is the one month overlapping method. The selection criterion among the two methods involves the reduction of a step bias from the chain method.
The first method caused a step problem in the index level since the January price index is calculated using the previous average annual price. However, in the second one, the January price is based on the price of the previous month, i.e., the December of the previous year, which has a smoother index than the annual overlapping methods. For example, the chained-type producer price index for January 2006 based on the annual overlapping method using the t-3 actual weight can be expressed as Let us consider an example to demonstrate the difference between the two methods. Let us consider a world containing two goods, say, TVs and PCs (personal computer). The TV represents a lower price elasticity good and the PC represents a higher price elasticity good. Let us imagine the volume change in the year-to year base. In Table 7 The price of a TV in January 2005 is $1,000 and increases by 3.0% every month, but the price of a PC does not change as of January 2005, when it is $500.
From this setting, we know that step bias arises from the annual overlapping method. However, the price index from the one month overlapping method is smoother than the one generated by the annual overlapping method. From Table 8 and Figures 2 We see a smoother index in the one month overlapping method.
9 From the example above, the chain index using the one month overlapping method shows a percentage change of 2.4% in November and December of 2005 and 1.9%, 2.0% in January and February of 2006 respectively. Unlike what is observed in the annual overlapping method, the price index does not evidence a step problem in the one month overlapping method.
The figure showed this pattern more clearly. As the price of a PC remains constant and the price of a TV is increasing, the price index of the annual overlapping method falls overall. However, we do not have this kind of problem with the one month overlapping method. Note: A denotes fixed base PPI, B month specific method, and C annual overlapping method, respectively.
Figure 2. Fixed Base Index and Two Chain Indices (Level)
Note: A denotes fixed base PPI, B month specific method, and C annual overlapping method, respectively. 
Test of Statistical Consistency
The chain base method provides a marked advantage to economists and businessmen. It helps them to know the extent of change that has arisen in the current year as compared to the previous year. However, chain index does not guarantee the statistical continuity with the fixed base index.
11 To explore this consistency we make a series of tests, as below.
The priority is to test the unit roots in the price index. The unit root test is known to distinguish the stationarity of the time series. Next, we estimate the producer price index (PPI) equation using both price indices. By so doing, we can determine whether the newly constructed chain index provides stability and consistency over the fixed base index. Therefore, we estimate the PPI equation with dependable variables such as the chain index and fixed base index PPI, and compared each equations' predictability via MAE (Mean Absolute error, %) and RMSE (Root Mean Squared Error, %). We employ two sample types. The first type is in the period from 2005~2010 (type I). The second type extends the type I sample back to the year of 1996 linking the fixed base year to the chain index (type II). (1987) as specified in (4). The Augmented Dickey-Fuller (ADF) test constructs a parametric correction for higher-order correlation by assuming that the time series follows an AR(p) process, and adding the p-lagged difference terms of the dependent variable to the right-hand side of the test regression.
0 : , 0 :
11 The reason why we need to test statistical consistency between the two indices is to give a researcher assurance of the usage of chain type index as a substitute of the fixed base one.
This augmented specification is then employed to test (5) using the t-ratio (6). An important result obtained by Fuller is that the asymptotic distribution of the t-ratio for 1   is independent of the number of lagged first differences included in the ADF regression. Moreover, while the assumption that follows an autoregressive (AR) process may appear somewhat restrictive, Said and Dickey (1984) demonstrate that the ADF test is asymptotically valid in the presence of a moving average (MA) component, provided that sufficient lagged difference terms are included in the test regression. We also employ the DFGLS (Dickey Fuller Generalized Least Squares) test in Elliott et al. (1996) and PP (Phillips Perron) test in Phillips and Perron (1988) . Table 9 shows the results of the ADF, DFGLS, and PP tests. We report the test results as the level and growth rate of each. The last panel of Table 9 shows the evaluation of the time series as to whether it is stationary, I(0), or nonstationary, I(1).
The test result shows that all of the PPI are I(1) in level term, but I(0) in growth rate term. The conventional long-run determinants of PPI are the wage, nominal effective exchange rate, and oil import price. In the short-run, the lagged term variables, unit import price, and nominal interest rate also contribute the determination of PPI together with long-run factors. We need an estimation of the PPI equation, since we compare the forecasting errors of each PPI equation and evaluate the continuity between the chain index and fixed base index. As discussed previously, we employ the fixed base index and chain index as dependable variables for the 2005~2010 period (type I) and the hybrid sample for the 1996~2010 period (type II) to estimate the PPI equation.
T
The long-run PPI equation is estimated with Equation (7) 
where PPI is the producer price index, NEER is the nominal effective exchange rate, OIL is the oil import price, PMGS is the unit import price, D2008 is the dummy variable for the 2008 global financial crisis, YCB is the yield on 3-year corporate bonds, WAGE is the average wage of manufacture industries, and E_PPI is the error correction term from the estimation of Equation (7).
We employ two data-sets. The first is the type I data set for the period from January of 2005 to June of 2010. The other is the type II data set, which extends the PPI time series back to 1996. As the chain index PPI does not exist prior to 2005, we simply extend the time series by adding the growth rate of the fixed base index to the chain index level. Fgures 4 and 5 depict the trend of both PPI indices. The explanatory variables are similar to the one described by Shin (2005) . In Equations (7)~(8), WAGE is the average monthly wage of manufacturing and mining industries. NEER denotes the nominal effective exchange rate and is from International Finance Statistics (IFS). OIL denotes Western Texas Intermediate (WTI)'s barrel price from Petronet of the Korea National Oil Corporation. PMGS is the unit import price from the Bank of Korea (BOK) and is a constant price in 2005. The interest rate we employ is the 3-year corporate bond yield. We include D2008, the 2008 global financial crisis dummy variable in the type I regression, but we add D1997, the 1997 currency crisis dummy variable, to capture both economic crises. Table 10 reports the technical statistics of the explanatory variables. Table 11 reports the regression results of the long-run PPI Equation based on (7). The coefficients of the explanatory variables show the expected sign and statistical significance. Both the fixed base index and chain index show similar results. The method 1 chain index provides better estimates than method 2, in that it is similar to the fixed base one. T Ta ab bl le e 1 11 1. . L Lo on ng g--r ru un n P PP PP P E Eq qu ua at ti io on n R Re eg gr re es ss si io on n ( (T Ty yp pe e I I) ) Table 12 reports the regression results of the short-run PPI equations based on Equation (8). The equation transforms the variables into the first difference form and add the YCB variable and error correction term from the long-run regression. In the short-run regression, we obtain satisfactory results in terms of the coefficient's sign and statistical significance. T Ta ab bl le e 1 12 2. . S Sh ho or rt t--r ru un n P PP PP P E Eq qu ua at ti io on n R Re eg gr re es ss si io on n ( (T Ty yp pe e I I) ) Next, we run an identical regression for the type II data set. For long-run and short-run regression results, its performance is superior to the type I dataset, since the sample size becomes larger in both the fixed base and chain indices. Table 13~14 depicts the results of this regression . T Ta ab bl le e 1 13 3. . L Lo on ng g--r ru un n P PP PP P E Eq qu ua at ti io on n R Re eg gr re es ss si io on n ( (T Tt ty yp pe e I II I) ) Based on estimation results with the type I and type II samples, we evaluate the performance of the model whose dependable variable is either the fixed base index or chain index. This method was originally fitted to a macroeconometric model, the performance of which is evaluated with the forecast error between the predicted value and actual value.
The criterion of the evaluation is the size of MAE (Mean Absolute Error) or the RMSE (Root Mean Squared Error). We compare the MAE or RMSE of the sample regression results with a variety of dependent variables. We also compared the static simulation and dynamic simulation results .12
The MAE and RMSE is defined as follows; 13 Table 15 displays the long-run and short-run MAE and RMSE of the type I sample with all values below 5%. The static MAE and RMSE show the overall model fitness, and the dynamic ones show the model predictability.
14 From Tables 15~16 and various graphs, we know that the performance of the chain index is slightly better than the fixed one in the static simulations, but this is reversed in the comparison of the dynamic simulation. With regard to the chain index performance, the method 1 chain index evidences performance superior to that of method 2. We can check this in the graphs of Figures 6 and 7 . The result of type II is similar to the type I results.
We can conclude that both the fixed base index and chain index evidence stability in model specification and time series property. This means that when we estimate a price equation as to whether it is a long-run or short-run relationship it does not matter whether we select the fixed base index or the chain index. This implies that we have a high level of substitutability between the fixed base index and chain index. Method 1 is a better measure of the chain index than method 2, since its MAE and RMSE are smaller than that of method 2. This can be intuitively explained in that method 1 uses the actual weight of the data (t-3), whereas method 2 employs an estimated weight (t-2). Overall we can conclude that the chain index substituting a fixed base index provides assurance regarding the stability of price equation estimation and statistical consistency. This study examined various problems when the BOK alters the methodology of the producer price index calculation. While investigating these issues, first of all, we test the statistical accuracy of two alternative chain index methods with the Diebold-Mariano test. Secondly we examined the step problem. Finally, we conducted the unit root test and evaluated the price equation performance between the fixed based and chain indices.
Our results are summarized as follows. The Diebold-Mariano tests demonstrated that method 1 did not differ significantly from method 2 at the aggregate level or lower level, but the former has a relatively smaller error than the latter. This can be intuitively explained by the fact that method 1 uses the actual weight of the data (t-3) whereas method 2 employs an estimated weight (t-2). By this reason, we can conclude that method 1 is slightly better than method 2 among the chain indices.
Secondly, we compare the MAE and RMSE of the price equations of the fixed base and chain indices. Both unit root test and the comparison of the model performance evaluation reveal no critical difference, thus confirming a stability over the two indices. In particular, the substitutability of the chain index for the fixed base index is highly obtained, regardless of the time horizon. As similar as the DM test results are in section 2, method 1 is clearly better than method 2 in the statistical consistency test. Overall, we can confidently assert that the chain index provides statistical consistency and stability over the fixed base index.
