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Tables for binomial testing via F-distribution in configural
frequency analysis
W.-R. Heilmann, W. Schütt
Summary
Extended tables of F are given for even-numbered degrees of
freedom to economically facilitate the exact F-evaluation of
binomial tests up to sample sizes of n = 16. For larger samples
an additional table is given, and logarithmic interpolation is
suggested for getting critical F-values. Both tables extend from
a = 0.05 down to a = 0.0000001, i.e., far beyond the conven-
tional levels, to enable r simultaneous tests on the same set of
data, for which a* = a/r is suggested for protecting the given
level of significance, a.
Zusammenfassung
Um die Auswertung von Binomialtests ökonomisch zu gestal-
ten, werden weitere Tafeln der F-Verteilung fiir geradzahlige
Freiheitsgrade erstellt, die eine exakte Beurteilung von Stichpro-
ben bis zum Umfang n = 16 ermöglichen. Fiir größere Stich-
proben wird eine zusätzliche Tafel erstellt, in der der kritische
F-Wert logarithmisch zu interpolieren ist. Beide Tafeln erstrek-
ken sich von a = 0,05 bis zu einem extremen a = 0, 0000001, um
r simultane Tests zu gewährleisten, für welche a* = a/r zu
setzen ist, um das vereinbarte a zu schützen.
Key words: F-distribution, binomial distribution, simultaneous
testing, statistical tables, configurations
1. Introduction
Binomial testing is very crucious if computer facilities are not
available. This is the reason why some researchers use volu-
minous binomial tables (NBS, 1950; OCO, 1952; ROMIG,
1953; HCL, 1955) for exact testing while other researchers test
asymptotically, even in case of too small samples.
In biomedical statistics, the best known asymptotic test is via
normal approximation to the binomial distribution,
(1) 2 = (X - np)/'\/np (1 ~ P),
where x is the test statistic, n is the sample size, and p is the
binomial proportion of X under H0. The Gaussian approxima-
tion is inappropriate if np is smaller than 5 (or even 10) and if
the level a is not above 0.05.
In social statistics, the binomial test is mostly replaced by
the X2-test of fitting an observed frequency x to an expected
frequency e = np (see BORTH, 1977, p. 186, e. g.) if e is larger
than 5 and a is as large as 0.05. This is a simple but crude
approximation well suitable in large samples.
Remark. Because of lack of space only small excerpts of the
original tables that are referred to in the following could be
reproduced in the present paper. The full tables are obtainable
from the authors upon request.
2. The F-approximation in binomial testing
From the many approximations to the discrete binomial distri-
bution by continuous distributions (see MOLENAAR, 1970),
SNEDECOR”s F-distribution is most convenient, since it has a
functional relation to the binomial distribution (see HALD,
1965, p. 673, and STANGE, 1970, p. 433, e. g.). Unfortunately,
only few text books (such as OSTLE, 1963) extend the F-
percentiles beyond 1 - a = 0.999 to allow for precise bino-
mial testing via F by
x 1-p^ x n-e
n-x+1 p "n-x+1 e '(2) F
as suggested by PFANZAGL (1974, p. 116). To be specific, we
have
åÃ(l“)pi(1 - p)“`i S a
as long as
F 2 F,_,(2(n - X + 1), 2x),
and, analogously,
Z (i“)pi(1 - 11)“ S 8
i=o
as long as
I1 _ X p
šñ T: Z F1_a(2(X + 1), 2(l1 _
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Table 1. Critical values of the F-distribution Alpha = 0.0000010
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4 HEILMANN/SCHÜTT, Tables for Binomial Testing
Table 2. Critical values of the F-distribution
Alpha = 0.0000001
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6 HEILMANN/SCHÜTT, Tables for Binomial Testing
If, for example, p = % is the proportion of deaths from
cancer in a defined population, and if X = 5 is the number of
cancer caused in a sample of n = 7 deaths (see LIENERT, 1973,
p. 145), then we have an F = 5 and a (one-sided) 5 % critical
limit F095 (6, 10) = 3.22 such that the sample proportion 1“/7 of
cancer deaths is above the population”s proportion.
In the next paragraph, a method for tabulating F-values
according to x- and n-values will be proposed for binomial
testing which is, in most practical applications, one-sided
testing as in the example above.
3. Tables of critical F-values
Unlike usual tables of F-distributions (see FISHER and YATES,
1963), the F-distributions for evaluating binomials may be
restricted to even numbers of df. In table I of the appendix
critical F-values are given for dfl, dfz = 2(2) 30, 0°. With table
I, exact binomial tests may be performed for small samples up
to n = 16, and for binomial statistics X = 1(1)15.
Note that tests with x = 0, n may not be made by table I.
However, such tests are easily performed by calculating the
point probabilities
(361) P0 = (8)110 (1 - 12)“ = (1 - 11)“
(3b) P.. = (3) P“ (1 - p)° = P“
which, in this special case, are equal to the respective cumula-
tive probabilities.
For large samples (n > 30), the binomial approximation
involves, for small statistics x, large dfl and small dfz. Binomial
tests of this type are needed in configural frequency analysis
(CFA) (see KRAUTH and LIENERT, 197.3). For configural
testing mainly, table II has been constructed with dfl = 32, 36,
40, 50, 100, 200, 500 and dfz = 4(2) 12(4) 120.
For making tables I and II available to simultaneous bino-
mial testing in CFA, the a-percentiles of the F-distribution
have been extended down from 5 °/0 to 0.00001 % as has been
done with chi-square distributions by KRAUTH and
STEINEBACH (1976).
For: If r binomial CFA tests are to be made simultaneously
from one set of data, the a-risk has to be adjusted according to
For 3 variables A, B and C with, a, b and c modalities each,
a type is defined by
(4) Pijk > Pi..P.j.P..1<
in index-point notation of probabilities, or by the respective
frequencies
(5) fijk > fi..f.j.f..ı</112 = eijk 7
where fi]-k is the observed and eijk is the expected frequency
under H0 of no contingency (independence) of the 3 variables.
If the e”s rather than the p”s are given from setting np = e
(and x = f), the ››binomial<< F may be calculated by
f(n - e) _
(6) F`<-›(n-f+1)
very easily. The degrees of freedom for F are then given by
df1 = 2(n - f + 1) and dfz = 2f.
If f is close to n, it is Wise to interchange numerator and
denominator in formula (6) and read F' for 2 f and 2(n - f + 1)
df in table II. This is obvious from the definition of F as a ratio
of independent chi-squared variables (see KENDALL and
STUART, 1969, p. 380, e.g.).
5. Comparing binomial and F-testing by an example
For comparing the numerical evaluation of both tests, the
original and the binomial F-test, the data of KRAUTH and





+-+ 4 11.40 .17542
+-- 12 6.24 .09606
-++ 3 9.46 .14559
-+- 10 5.18 .07973
--+ 15 8.63 .13275









a Bonferroni inequality (see MILLER, 1966, p. 8) by using a* -
a/r rather than a for evaluation at level a. Such simultaneous
tests are only slightly conservative as KRAUTH (in KRAUTH
and LIENERT, 1973, Chap. 2) has shown, and require a*”s
down to the levels given in tables I and II for being performed
at all.
The binomial tests in tables I and II are coped as one-sided
tests. A two-sided binomial test may be made by combining
two one-sided tests, each at the a* = a/2 level, with statistics x
and x' = n - x, respectively. However, two-sided binomial
tests are rarely of practical interest to biomedical and social
research.
4. Application to CFA binomial testing
Binomial testing is of increasing interest to detect single cell
contingencies between modalities of 2 categorical variables (or
associations in binary variables), as defined by PLACKETT
(1974, p. 27). This definition is generalized to more than 2
categorical (or binary) variables in detecting types of mo-
dalities by configural frequency analysis (CFA, see KRAUTH
and LIENERT, 1975).
EDV in Medizin und Biologie 1/1985
n = 65 64,99 1.0000
For testing an association between positive (+) manifesta-
tions of black-outs (B), thinking disturbances (T), and affec-
tive reactions (A) in n = 65 volunteering subjects under LSD,
the observed frequency f(+ ++) = 20 has an estimated bino-
mial probability of
p(+++) = (2o+1+4+12) (20+1+3+1o) (20+4+3+1s)/653
= .19239.
The cumulative probability of fl 2 20 is given by tedious
binomial expansion to be
65
P1(B) = Z (6š)(.19239)1(1 - .19239)65-1 = 01765.
i=20
Assuming a = 0.05, the adjusted a* = 0.05/8 = 0.00625 <
< 0.01765 = P1(B) is not indicating significant association of
the 3 symptoms.
The same decision is made by ready F-testing with el
= 65(.19239) = 12.51, df1 =2(65 -20+ 1) = 92 and dfz = 2-20
= 40. Because of
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F_99375 2 F_99375 .2 F_99 =
and
F = 1.83 (according to (2) or (6)),
the F is below the critical limit. Similar decisions are made for
those remaining f's which are above the respective e”s.
6. The a interpolation for binomial F-values
Clinical research workers are often interested in the a-value
associated with an observed test statistic. Applied to binomial
F-values a logarithmic interpolation from tables of F-values is
suggested to get a, and illustrated by the example from para-
graph 2.
In paragraph 2, F = 5.00 for df1 = 6 and df2 = 10 was shown
to be significant at the 5 % level- but it is not at the 1 % level.
What then is the approximate a level at which the regional
cancer death prevalence is significant? The answer is given by
logarithmic interpolation between 5 % and 1 °/6 levels as fol-
lows,
(F - F9,)(1n.o1 - 16.05)ln a - 'F99 _ F95 + ln.05.
By numerical insertion,
(5.00-3.22)(~4.6o5 +2996) _in 6 539 _ 322 2.966 _ -4.316.
It is evident that
a = anti ln (-4.316) = 0.0134.
This a-value is in good agreement with the exact binomial
probability of P = 0.0129, from binomial expansion.
The approximation of a by interpolating logarithmically
should be helpful in deciding on H0 if simultaneous binomial
tests are made as shown in the preceeding paragraph.
7. Further applications of extended F-tables
In analysis of variance (AoV), only critical F-values at conven-
tional levels of significance (0.05, 0.01 and 0.001) are tabled.
Even the most extended tables of HARTER (1964) do not cover
extreme percentiles as do tables I and II despite the fact that
they make a voluminous book, not available in book store
trading.
Test restriction to even numbered degrees of freedom is not
serious in evaluating AoVs, since critical limits for odd num-
bered degrees of freedom may be got by logarithmic interpola-
tion, as suggested in the previous paragraph. Thus tables I and
II are most suitable to be incorporated in textbooks on AoV of
experimental designs. Especially for AoV evaluating 2“ facto-
rial designs, df1 = 1 as the only odd numbered df has been
incorporated in table I.
In comparing variances of two independent samples from
the same population by a variance F-test, the resulting a (F) is
a one-sided a-risk and should be doubled in two-sided testing
where no prediction has been made as to which variance is the
larger one. For more than 2 samples, pairwise F-tests may be
made in testing for homogeneity of variances, by (li) simul-
taneous tests with a* = a/(15). Such a test, though less power-
ful, is more informative than a global Bartlett test for k
samples.
The main advantage of the F-tables given is that F-tests may
be performed at any suitably chosen level of significance not
being restricted to the conventional levels.
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In kontrollierten klinischen Studien werden in der Regel objek-
tive, quantitative Variable wie z. B. Überlebenszeiten als Ziel-
kriterien verwendet. In dieser Arbeit wird vorgeschlagen,
zusätzlich subjektive Variable, die sich unter dem Begriff
»Lebensqualita`t« subsumieren lassen, zu evaluieren und hin-
sichtlich eines Therapievergleichs auszuwerten. Die dabei auf-
tretenden Probleme werden diskutiert und Lösungsvorschläge
angeboten.
Summary  
In clinical trials objective quantitative variables as f.e. survival
times are usually of prior interest. This paper suggests to
additionally evaluate and analyze subjective variables summar-
izable under the heading »quality of life«. Problems arising
from this issue are discussed and possible solutions proposed.
1. Einleitung
Den folgenden Betrachtungen liegt der Versuchsplan einer
kontrollierten klinischen Therapiestudie zugrunde. Ein
Patientenkollektiv, das sich aus Patienten mit vergleichbaren
Ausgangsbedingungen zusammensetzt, wird zufällig in minde-
stens zwei Gruppen mit unterschiedlicher Therapiezuweisung
aufgeteilt. 1 ' '
Das Ziel einer derartigen Studie ist in der Regel der Wirk-
samkeitsnachweis innovativer Therapien gegenüber bekann-
ten Standardtherapien. Um zu Wirksamkeitsaussagen zu
gelangen, ist es erforderlich, a priori Zielkriterien festzulegen,
die ein geeignetes Maß dafür sind. Hauptkriterium ist vielfach
die Überlebenszeit, also die Zeit vom Eintritt in die Studie bis
zum Zeitpunkt des Todes. Dies ist eine ››harte« Variable, die
praktisch immer exakt und objektiv quantifizierbar ist. Dane-
ben verwendet man häufig auch die krankheitsfreie, in der
Onkologie auch rezidivfrei genannte Überlebenszeit,-sowie
andere Zielgrößen wie Heilungsraten, Toxizität etc. Allen
diesen Zielkriterien gemeinsam ist, daß sie der Beschreibung
des objektiven biologischen Krankheitsprozesses dienen.
Um das Bild der Wirksamkeit von Therapien vervollständi-
gen zu können, wird in jüngster Zeit zunehmend sowohl von
Klinikern als auch Patienten die Einbeziehung von Zielvaria-
blen gefordert, die die subjektiven Reaktionen des Patienten
auf die Therapien beschreiben. In der Literatur wird die
* Gefördert von BMFT unter 01 ZP 359
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Gesamtheit der subjektiven Reaktionen meist unter dem
Begriff Lebensqualität (Quality of Life, QOL) subsumiert.
Im folgenden wird einleitend auf die Problematik bei der
Erhebung von QOL als Zielkriterium für klinische Studien
eingegangen. Anschließend werden Möglichkeiten der statisti-
schen Auswertung von QOL-Daten hinsichtlich des Therapie-
vergleichs vorgeschlagen und diskutiert.
2. Evaluierung von Lebensqualität
Trotz eines sofortigen intuitiven Verständnisses des Begriffs
Lebensqualität ist es nur schwer möglich, eine allgemeingül-
tige Definition zu finden, welche auch als Basis für Evalua-
tionsverfahren benutzt werden könnte. Es ist zweifellos klar,
daß der subjektive Inhalt von QOL starken inter-individuellen
Schwankungen unterliegt. Man kann auch sicher davon ausge-
hen, daß sich das Verständnis von QOL bei der Normalbevöl-
kerung von dem eines Kollektivs Erkrankter, wie es in der
Regel in klinischen Studien betrachtet wird, unterscheidet.
Aus diesen Gründen wird auf den Versuch einer Definition
von QOL verzichtet. Statt dessen beschränken wir uns auf die
Erarbeitung eines Konstrukts, das sich aus den wichtigsten,
allgemein anerkannten Teilaspekten von QOL zusammenset-
zen soll. Diese Aspekte sollten derart beschaffen sein, daß
über sie Indikatoren für die subjektiven Reaktionen auf eine
Therapie formuliert werden können.
Zwei Beispiele aus der Onkologie zeigen, welcher Art diese
sein können. So erwartet man unter einer aggressiven Chemo-
therapie erheblich mehr körperliche Nebenwirkungen wie
Schwindel, Erbrechen, Haarausfall etc. als unter einer weni-
ger aggressiven, trotzdem beide Therapien quoad vitam zu
vergleichbaren Ergebnissen führen können. Ebenso wird ver-
mutet, daß bei Mammakarzinompatienten in einem frühen
Stadium eine Mastektomie zu einer höheren Zahl psycho-
sozialer Komplikationen führt als bei solchen, die eine brust-
erhaltende Therapie erhalten. 1
Die Indikatoren sollten es ermöglichen, Differenzierungen
in den subjektiven Therapiewirkungen aufzudecken, um so
auf diesbezügliche mögliche Therapieunterschiede schließen
zu können.
In der Literatur wird QOL übereinstimmend unterteilt in
einen physischen (allgemeine und therapiespezifische Neben-
wirkungen), einen psychischen (Depression, Angst, allge-
meine psychische Nebenwirkungen) und einen sozialen Teil
(soziale Interaktion, berufliche und außerberuÀiche Aktivitä-
ten etc.) (siehe z. B. MAGUIRE, 1980, KRAUTH, 1982,
EORTC, 1981, 1982, 1983). ~
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Die Evaluierung von QOL erfolgt nun mittelbar über Meß-
instrumente, die in der Lage sind, die wesentlichen Aspekte
innerhalb jedes Bereiches mit Hilfe zuverlässiger Indikatoren
zu beschreiben. Da dabei im wesentlichen subjektive Variable
wie Gefühle, Wahrnehmungen, Vorstellungen etc. zu erfassen
sind, tauchen die bei der Messung solcher Variabler bekann-
ten Probleme der geeigneten objektiven Quantifizierung auf.
Bei den relativ wenig bekannten Studien, die versuchen,
QOL wenigstens ansatzweise in die Analyse mit einzubezie-
hen, findet man fast ausschließlich die Verwendung des soge-
nannten Karnofsky-Index (KARNOFSKY et al., 1949). Mit des-
sen Hilfe quantifiziert der Arzt den funktionellen Zustand
eines Patienten anhand des Umfangs seiner Fähigkeiten, die
normalen täglichen Aktivitäten zu verrichten. Dies geschieht
auf einer 11-Punkte-Skala von 100 °/6-0 °/6 (siehe Abb. 1).
Dieser Index liefert eine globale Quantifizierung des physi-
schen Status bei fortgeschrittenen Krankheiten, jedoch ist
keine Evaluierung von QOL im eigentlichen Sinne möglich.
Daneben zeigt sich unabhängig von der Art der Krankheit,
daß die Fremdbeurteilung durch den Arzt erheblich von der
Selbsteinschätzung des Patienten abweicht (HUTCHINSON et
al., 1979).
Ebenfalls problematisch ist die Verwendung existierender
Meßinstrumente der medizinischen Psychologie zur Evalu-
ierung der psychosozialen Komponenten. Diese dienen in der
Regel der Aufdeckung psychischer Morbidität und sind zudem
für den chronisch kranken Patienten nicht validiert.
Zusammenfassend ist deshalb festzustellen, daß zur Evalu-
ierung von QOL nicht auf existierende, direkt anwendbare
Meßinstrumente zurückgegriffen werden kann. Erst in letzter
Zeit wurden erste Ansätze zu solchen Evaluierungskonzepten
entwickelt (EORTC, 1981, 1982, 1983).
Zum Einsatz in klinischen Studien sollten geeignete Meßin-
strumente dabei sowohl die Kriterien der Validität und Relia-
100 Normale Aktivität, keine Beschwerden, kein
Hinweis auf Krankheit
90 Geringfügige verminderte Aktivität und Belastbarkeit
80 Normale Aktivität nur mit Anstrengung, deutlich
verringerte Aktivität
70 Unfähíg zu normaler Aktivität, versorgt sich
selbstständig
60 Gelegentliche Hilfe, versorgt sich noch weitgehend
selbst
50 Ständige Unterstützung und Pflege, häufig
ärztliche Hilfe erforderlich
U0 Überwiegend bettlägerig, spezielle Hilfe erforderlich
30 Dauernd bettlägerig, geschulte Pflegekraft notwendig





bilität als auch der Praktibilität erfüllen. Da sich die klinische
Beobachtung allein als nicht ausreichend erwiesen hat und
standardisierte Interviews den Rahmen von Großstudien
sprengen würden, bietet sich als wohl realistische Lösung ein
relativ kurzer, vom Patienten selbst zu beantwortender Frage-
bogen zu den erwähnten drei Aspekten von QOL an. Ein
solcher Fragebogen wurde z. B. für die BMFT-Studie
»Behandlung des kleinen Mammakarzinoms« (RAUSCHECKER
et al., 1983) entwickelt, bei der die Mastektomie mit einer
brusterhaltenden Strahlentherapie verglichen wird. Dieser
sehrgut gut
Mein Appetit war in letzter Zeit:
wechselnd sch/echt Så¿gccht
Mit meinem körperlichen Aussehen war ich in letzter Zeit:
sehrzufrieden zufrieden noch unzufrieden unzufrieden unzufriedenwederzufrieden sehr
sehrgut gut





Über meine Gesundheit machte ich mir in letzter Zeit:
überhaupt . einige





Ich hatte in letzter Zeit Verlangen nach Zärtlichkeit:
ja sehr manchmal schon selten fast überhauptgar nicht nicht
zu schaften:




Schmerzen oder andere Beschwerden im Bereich der operierten Brust machten mir in letzter Zeit
Übefhaupt kaum etwas ziemlich sehr
des kleinen Mammakarzi-
noms››.
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Eintritt in die Studie ı
_ . .Stand` Zensierung
rg...
Tod
Abb. 3. QOL als stochastischer Prozeß.
Bogen enthält 25 Fragen zur Lebensqualität, die von den
Patienten jeweils 9, 18 und 36 Monate nach Therapiebeginn
beantwortet werden sollen (siehe Abb. 2). 1
3. Statistische Modellierung und Auswertungsstrategien
Die statistische Modellierung basiert auf der Verwendung von
Meßinstrumenten zur Evaluierung von QOL wie z. B. Patien-
ten-Fragebögen, strukturierten Interviews etc. Diese liefern
für jeden Patienten QOL-Rohdaten in Form hoch-dimensio-
naler Vektoren von Einzelmessungen. Diese Einzelwerte kön-
nen (maximal) als intervallskaliert, vielfach auch nur ordinal-
skaliert angesehen werden. Formal erhält man also zu jedem
Meßzeitpunkt t folgenden L-dimensionalen Vektor:
zi, (r)=(z,j1 (r)1,...,z{;(r)):;1=1,...,N,;j=1,2;
wobei Nj die Anzahl der Patienten unter der Behandlung j ist.
Aus Gründen der Vereinfachung beschränken wir uns auf den
Fall zweier Behandlungen. Die meist hohe Dimension des
Datenvektors L - beispielsweise die Anzahl der Items eines
QOL-Fragebogens - macht es erforderlich, vor der statisti-
schen Modellierung als ersten Schritt eine sinnvolle Reduktion
der Variablenzahl vorzunehmen. Die dabei üblichen Verfah-
ren sind Faktoren-, Diskriminanz- oder Clusteranalyse, auf
die hier weiter nicht eingegangen zu werden braucht. Die
Frage, wieweit eine solche Reduktion sinnvoll möglich ist, ist
dabei nicht global, sondern nur im Zusammenhang der kon-
kreten Fragestellung zu beantworten. 8
Wir nehmen im weiteren nun an, daß Zij (t) auf Yij (t)
abgebildet werden konnte:
Um die Darstellung weiter zu vereinfachen, beschränken
wir uns im folgenden auf den Fall K = 1. Das Modell ließe sich
jedoch leicht auf den multivariaten Fall verallgemeinern. Nun
können QOL-Zustände 1,. . ., m definiert werden, die durch
aufsteigenden Grad von Beeinträchtigung der QOL gekenn-
zeichnet sein mögen.
Durch Einbeziehung der beiden zusätzlichen Zustände Tod
und Zensierung kann in dieser Notation der folgende grund-
legende stochastische Prozeß formuliert werden, mit dessen
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Hilfe die Lebensqualität von Patienten im Verlauf einer Studie
erfaßt werden kann (siehe Abb. 3). Die ››Geschichte« jedes
Individuums innerhalb des Prozesses kann dann vollständig
beschrieben werden durch:
H= {S (0), T1, S(1), T2, . . .,},
wobei S(i) der Zustand nach und Ti die Zeit bis zum i-ten
Zustandswechsel ist.
Die Tatsache, daß es im Rahmen einer klinischen Studie
unumgänglich ist, rechtsseitige Zensierung zuzulassen, erweist
sich wie bei der Analyse von Überlebenszeiten als nicht unpro-
blematisch und macht es erforderlich, Auswertungsverfahren
zu benutzen, die eine Zensierung ausdrücklich berücksichti-
gen. Aus diesem Grunde müssen zur Analyse von Verlaufs-
kurven in K Stichproben übliche nichtparametrische Standard-
verfahren von vorneherein aussscheiden. Es wird statt dessen
vorgeschlagen, die Auswertung direkt über den geschilderten
stochastischen Prozeß vorzunehmen.
Kennzeichnend für den stochastischen Prozeß sind die
Übergangsintensitäten zwischen den einzelnen Zuständen.
Diese sind wie folgt definiert:
Xi]-(t) = lim P{Zustandj in [t, t + A t] Zustand i zur Zeit t}/At
At-›0
Wobei i,j = 0,...,m + 2. Nimmt man nun an, daß der Prozeß
die Bedingungen eines Markoff-Prozesses erfüllt, so ist es
prinzipiell möglich, mit Hilfe der Chapman-Kolmogoroff-
Gleichungen zu Aussagen über die zugrundeliegenden Über-
gangsverteilungen zu gelangen. Damit wäre eine eindeutige
Beschreibung des stochastischen Prozesses möglich.
Das Hauptziel einer klinischen Studie stellt jedoch, wie
eingangs erwähnt, der Therapievergleich dar. Zu diesem
Zweck ist es erforderlich, die Übergangsintensitäten derart zu
modellieren, daß über eine geeignete Parametrisierung dieser
Vergleich durchführbar ist.
3 _ 1. Multi-State Proportional-Hazards-Modell
In Anlehnung an die Analyse von Überlebenszeiten wählen
wir dazu die Annahme des Proportional Hazards Model
(PHM) für die Übergangsintensitäten. Mit dem Ansatz:
7» (1; X (1)) = Ä6 (1) CXP (15 X (1))› 6
wobei X0 (t) eine unspezifizierte Grundhazardfunktion, X(t)
einen Vektor von Kovariablen und [3 den zu X(t) gehörigen
Vektor der Regressionsparameter darstellt, ist es möglich,
Abhängigkeiten der Übergangsintensitäten von anderen Fak-
toren, also insbesondere auch der Therapie, ins Modell zu
integrieren. Ein Vorteil dieses semiparametrischen Modells
besteht darin, daß zum alleinigen Zwecke des Therapiever-
gleichs auf die explizite Schätzung der Übergangsverteilung
verzichtet werden kann.
Für den Zustandswechsel i-›j können wir dann analog
schreiben:
itij (t;X(t)) = Äoij (t) exp (ß,jX(t)); i,j = 0,. . .,m + 2.
Eine derartige Modellierung von Übergangshazards mit Hilfe
des Coxschen Regressionsansatzes wurde erstmals von KAY
(1982) vorgeschlagen. Schätz- und Testverfahren basierend
auf itij(.) ermöglichen nun Aussagen über Therapieeffekte und
-unterschiede bezüglich des Ubergangs i-›j. Die dabei ver-
wendete Methodik basiert auf den Prinzipien des Partial Like-
lihood (siehe etwa KALBFLEISCH-PRENTICE, 1980). Seien dazu
gegeben:
tu) < t(2) f(n)
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die geordneten Zeitpunkte der n Übergänge i_›j, so ist aus
PL (1511) °° HÄoij (t(1<))@XP(131jX1<(1(1<))/
1<=1
Z Äo1j(t(1<)) ÜXP (131jXm(†(1<)))
'
= Ü ÜXP (131jXı<(t(1<)))/Z ÜXP (131jXm(t(1<)))
l(= 1 Il'lER(t(k),1)
in der üblichen Weise der ML-Schätzer ßij für ßij zu ermitteln.
Wie man sieht, kann die zugrundeliegende' Hazardfunktion
dabei unspezifiziert bleiben. Signifikanztests der Hypothesen
H01 ßij = 0 VS. H1Ißij=i= 0,
können auf dem Likelihood-Quotienten, der asymptotischen
Normalität von ßij oder dem Score-Test basieren.
Als Erweiterung dieses Modells ist es möglich zuzulassen,
daß der Übergang i-›j zusätzlich von der Zeit wi, die der
Patient vom Studieneintritt bis zum ersten Erreichen des
Zustands i benötigte, abhängig ist. Dies kann durch das fol-
gende PHM beschrieben werden:
7111 (tš X (t)› Wi) = Äoij (1 _ Wi) ÜXP (1311 X (t))~
Hierbei findet eine Umdefinition des Nullpunkts für die
Grundhazardfunktion auf den Zeitpunkt wi statt. Die Partial-
Likelihood-Methoden sind zur Schätzung und zum Testen der
Parameter in diesem Modell gleichfalls gültig.
In dem grundlegenden stochastischen Prozeß sind solche
Fälle nicht auszuschließen, in denen eine Rückkehr in einen
schon einmal innegehabten Zustand und damit auch mehr-
fache gleichgeartete Übergänge möglich sind. Die formale
Einbeziehung dieser wiederholten Übergänge eines Patienten
in die Partial-Likelihood ist dabei problemlos möglich. Wenn
jedoch ' die implizite Voraussetzung der Gleichheit der
zugrunde gelegten Hazardfunktion für jeden dieser gleicharti-
gen Zustandswechsel als nicht sehr realistisch anzusehen ist,
sollte durch eine eher künstliche Definition neuer Zustände
jeder wiederholte Aufenthalt in einem der m QOL-Zustände
separat gewertet werden.
Bei der praktischen Anwendung des geschilderten Modells
kann die Tatsache, daß prinzipiell sämtliche Übergänge zwi-
schen transienten QOL-Zuständen erlaubt sind, zu Schwierig-
keiten bei der Interpretation von Therapieeffekten bezüglich
QOL führen. Um dies zu umgehen, kann man die QOL-
Zustände derart umdefinieren, daß Zustandswechsel jeweils
nur in eine Richtung und von einem QOL-Zustand nur zum
nächsthöheren bzw. Tod oder Zensierung möglich sind. Das
bedeutet, daß sich aufeinanderfolgende QOL-Zustände durch
einen steigenden Grad von Verschlechterung voneinander
abgrenzen. Jedes Verweilen in einem transienten Zustand
bedeutet dann eine Verbesserung bzw. eine Beibehaltung der
bestehenden Lebensqualität. Derartige Zustände können
etwa durch das Auftreten QOL beeinträchtigender Ereignisse
definiert werden. So betrachten z. B. ROSENMAN und CHOI
(1982) unter Verwendung des Karnofsky-Index den Zustand
››Karnofsky-Index permanent > 60 °/6« als »guten<<, den ande-
ren Fall als ››schlechten« QOL-Zustand.
In unserem grundlegenden stochastischen Prozeß würde
eine Umdefinition der m QOL-Zustände etwa wie folgt sinn-
voll sein:
1* - kein Auftreten eines QOL verschlechternden Ereig-
nisses,
2* - Beeinträchtigung durch das erstmalige Auftreten eines
QOL verschlechternden Ereignisses,
3* - Beeinträchtigung durch das erstmalige Auftreten mehre-
rer QOL verschlechternder Ereignisse etc.
In dem dann entstehenden vereinfachten QOL-Prozeß ist
zudem die Zahl der zu schätzenden Parameter reduziert.
3.2. Qualitative gewichtete Überlebenszeiten
Dieser entscheidungstheoretisch orientierte Vorschlag basiert
auf der Festlegung einer Gewichtung jedes möglichen QOL-
Zustands. Mit dieser Gewichtsfunktion wird die Überlebens-
zeit jedes Patienten innerhalb des jeweiligen QOL-Zustands
multipliziert. Durch Addition dieser gewichteten Überlebens-
zeiten erhält man dann die qualitative gewichtete Gesamt-
überlebenszeit. In der Praxis könnte das bedeuten, daß z. B.
ein Monat mit einer ››guten<< QOL einen größeren Beitrag zur
Gesamtüberlebenszeit liefert als ein Monat mit einer ››schlech-
teren« QOL.
Der entscheidende Vorteil dieser Vermischung von Lebens-
quantität und -qualität liegt in der resultierenden Eindimen-
sionalität der Zielvariablen und der damit verbundenen Mög-
lichkeit, Standardverfahren bei der Analyse von Überlebens-
zeiten zu verwenden. Formal liefert das geschilderte Vorgehen
unter der Berücksichtigung von m QOL-Zuständen und einer
monotonen Gewichtsfunktion g mit:
g(1) > g(2) >~--> g(m).
sowie
H = {S (0), T1, S(1), . . .}
die qualitative gewichtete Überlebenszeit T eines Patienten
bis zu einem Zeitpunkt Tk < t S Tk+1 als:
T* = _Tj_1) _ 'i' g<S(_j)>, T0 =
T* wird nun anstelle von T, der tatsächlichen Überlebenszeit,
in ein Proportional-Hazards-Modell einbezogen. Therapie-
effekte können dann in üblicher Weise geschätzt werden. Ein
solcher Ansatz macht es formal leicht möglich, inter-indivi-
duelle Differenzierungen bei der Bewertung von QOL-
Zuständen durch Einführung individuell unterschiedlicher
Gewichtsfunktionen gi(.) zu berücksichtigen. Überlegungen
zur Wahl geeigneter Gewichtsfunktionen findet man bei
MCNEIL et al. (1981).
4. Schlußbemerkung
Die vorgeschlagenen Auswertungsmethoden basieren wesent-
lich auf der Annahme, daß der stochastische Prozeß kontinu-
ierlich zu beobachten ist. Falls dies praktisch nicht realisierbar
ist, also nur wenige vorgegebene Beobachtungszeitpunkte
möglich sind, sind Auswertungsverfahren vorzuziehen, die der
diskreten Zeitstruktur Rechnung tragen wie etwa das lineare
logistische Regressionsmodell für ordinale Daten (MCCUL-
LAGH, 1980).
Allen Auswertungsverfahren gemeinsam ist, daß der erste
Schritt, die Definition von QOL-Zuständen bzw. die Festle-
gung geeigneter Gewichtsfunktionen, vielfach nicht objektiv
und eindeutig möglich sein wird. Diese nicht auszuschlie-
ßende, in der Natur der Zielgröße liegende Subjektivität sollte
jedoch allein kein ausreichender Grund sein, Lebensqualität
nicht als integralen Bestandteil in klinischen Studien zu
berücksichtigen, insbesondere auch deshalb, weil Fortschritte
in der klinischen Forschung hinsichtlich der klassischen objek-
tiven Zielgrößen heute nur in sehr kleinen Schritten zu erwar-
ten sind. . 6 ~
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On the differential diagnosis of chronic cholangitis and chronic
hepatitis using cluster analysis
U. Ranft, l. Vido
Summary
Because conventional methods in liver diagnostics fail to dif-
ferentiate between chronic cholangitis and chronic hepatitis in
their early stages, a clinical study was performed to investigate
the differential diagnostic power of the enzyme pattern. A
collective of 71 patients with suspicion of either chronic cholan-
gitis or chronic hepatitis has been divided into two groups at the
beginning of the study by cluster analytical methods using only
the enzyme pattern. In a clinical follow-up a final diagnosis for
each patient has been ascertained. The complete agreement of
the tentative cluster analytical diagnosis with the final clinical
diagnosis lead to the conclusion that the information contents of
the enzyme pattern is sufficient for a differential diagnosis.
Zusammenfassung
Ziel einer klinischen Studie war es, den Informationsgehalt des
Enzymmusters zur Differentialdiagnose der chronischen Chol-
angitis und der chronischen Hepatitis in den Frühformen aufzu-
decken, da andere übliche Untersuchungsmethoden der Leber-
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diagnostik versagen. Ein Kollektiv von 71 Patienten mit dem
Verdacht auf entweder chronische Cholangitis oder chronische
Hepatitis wurde zu Beginn der Studie mit clusteranalytischen
Methoden allein aufgrund des Enzymmusters in zwei Gruppen
eingeteilt. In einer anschließenden klinischen Verlaufsbeobach-
tung wurde für jeden Patienten eine endgültige Diagnose
gestellt. 1 Aufgrund der vollständigen Übereinstimmung zwi-
schen vorläufiger clusteranalytischer und endgültiger klinischer
Diagnose kann auf einen zur Differentialdiagnose ausreichen-
den Informationsgehalt des Enzymmusters geschlossen werden.
Introduction
In medical diagnosis the aspect of a certain syndrome gives
sometimes the strong indication that two or more different
diseases are mixed, but no major reference sign seems to exist
allowing a clear differential diagnosis. An example for such a
situation are the early stages of chronic cholangitis and chronic
hepatitis. Histological findings, as the major reference for liver
diseases, usually show no clear differences between the two
diseases in their early stages. But in the enzyme pattern
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apparent Variations can be found. Therefore, the problem is to
reveal the information contained in the enzyme pattern and to
make it usable for a differential diagnosis. Methods of cluster
analysis offer suitable tools for such a task. In a clinical study
the applicability of cluster analysis to the differential diagnosis
of the two chronic diseases has been investigated.
Material and methods
A collective of 71 patients has been submitted to the study.
The patients satisfied the following criteria:
- identical histological findings of a portal hepatitis,
- practically normal findings of cholangiography, scintigraphy
and ERCP, respectively, and
- exclusion of extrahepatic bile duct obstruction.
In addition, the enzyme patterns show obvious differences
with suspicion of either chronic hepatitis or chronic cholan-
gitis. The enzyme pattern comprises the following' eight serum
enzymes: AST, ALT, y-GT, AP, GLDH, CHE, y-Glob, Ig. In
a clinical follow-up a final diagnosis could be confirmed for all
71 patients. More clinically relevant details can be found
elsewhere
The general proceeding of the study is depicted in the Àow-
chart of figure 1. The 71 patients passing the entrance criteria
are submitted to a cluster analysis with respect to their enzyme
pattern and are classified by the clustering results into two
diagnostic groups denoted as chronic hepatitis and chronic
cholangitis, respectively. After a clinical follow-up the tenta-
tive diagnosis of the cluster analysis is checked against the final
diagnosis. Then, the conclusion can be drawn whether the
information contained in the enzyme pattern is sufficient to
allow for a reliable diagnosis in the early stages of the diseases.
The cluster analysis itself is composed of several subtasks:
- selection of feature sets to represent the enzyme pattern,
- hierarchical clustering to reveal the relationship within the
patients with respect to their feature pattern,
- k-means clustering for partitioning the 71 patients into two
disjunctive groups, and
- discriminant analysis for valuation of the classification
results of the k-means clustering.
The euclidian distance serves as a distance measure in the
clustering procedures after standardizing the features. A com-
parative valuation of the clustering results lead to a final
classification of the patients into two groups corresponding to
chronic hepatitis and .chronic cholangitis, respectively. All
computations have been performed by using the BMDP pro-
gram package
Resuüs
Besides the original features as mentioned above new features
have been introduced as functions of the original ones and
arranged to three additional feature sets (Tables 1). In order
to satisfy the normality condition demanded by the cluster
analysis procedures all variables in the feature sets are used
only in logarithmic form.
The application of the proposed cluster analysis procedures
to the four feature sets shows very clearly that the collective of
71 patients is composed of two subgroups which are tentatively
identified as chronic hepatitis and chronic cholangitis, respec-
tively. The k-means clustering yields exactly the same parti-
tioning for all four feature sets. Taking this partitioning the
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Figure 1. Flowchart of the experimental design.
Table 1. Feature sets used by the cluster analysis
Set features
I AST, ALT, y-GT, AP, GLDH, CHE, y-Glob, Ig




(AST + ALT)/Y-GT, (AST + ALT)/AP, (AST + ALT)/GLDH
Table 2. Several quantities of the discriminant analysis describing the
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Figure 2. Mean values and standard er-
rors of the features.
depicted in figure 2. The homogeneity of the two groups can
best be visualized by the dendrograms of the hierarchical
clustering. In figure 3 as the best result, the dendrogram of
feature set IV shows clearly that most of the patients are
grouped into two compact clusters. Figure 5 depicts the corres-
ponding k-means clustering result of feature set IV. The
separability of the two groups in the feature space can best be
judged by a discriminant analysis. The distributions of the
discriminant scores of feature set IV are given in figure 4.
Table 2 summarizes the results of the discriminant analysis for
all four feature sets. The transformed features represent obvi-
ously best the information to distinguish between chronic
hepatitis and chronic cholangitis. A stepwise discriminant
analysis shows that the most significant features in sets I, II,
III, and IV are AST, y-GT, AP, GLDH, A/AST, GLDH/
ALT, and (AST+ALT) Y-GT, respectively.
The clinical follow-up proves correct without exceptions the
tentative diagnoses of the cluster analysis. All patients in the
two groups developed the typical signs of chronic hepatitis and
chronic cholangitis, respectively.
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Discussion
The procedure of the study as depicted in figure 1 should be
considered altogether as one experimental design to reveal the
diagnostically utilizable information of the feature pattern. In
this design the cluster analysis plays the role of a test filter
separating a collective of patients into two groups only on the
information basis of the enzyme pattern. The collective of
patients is defined by the suspicion that it comprises two
different diseases which are not differentiable at an early stage
by means of conventional diagnostic methods. If the results of
a clinical follow-up yield as final diagnoses none or only minor
changes with respect to the tentative Separation of the cluster
analysis, the information content of the enzyme pattern turns
out to be sufficient enough to differentiate between the two
diseases at an early Stage.
It is interesting to mention in this connection the role the
discriminant analysis whould play in the experiment instead of
the cluster analysis. Since the discriminant analysis needs the
final diagnoses, it can only evaluate the diagnostic information
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Figure 3. Dendrogram of hierarchical clus-
tering using feature set IV.
Figure 4. Discriminant score distributions of 1. 1.1. 1. 1. 1. 1. 1. 1.1. 1. 1.666 6666 li. 1. 1, 1
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of the feature pattern in a retrospective manner, whereas the
cluster analysis uses this information in a prospective manner.
Therefore, in case of correct predictions the cluster analysis
offers a much stronger support for sufficient information
toward a differential diagnosis.
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Kompartimentierung von Räumen mit Randbedingungen
Gerald Morawe und Wolfgang Horst
Zusammenfassung  
Gegenstand der Arbeit ist ein numerisches Verfahren zur Klas-
sifikation von quantitativen Daten. Als Anwendungsgebiet
kommt die Analyse medizinischer Labordaten von Patienten in
Frage. Die Klassifikation der Daten im Sinne einer Diagnose
oder Diagnoseunterstiitzung erfolgt durch Zerlegung des ein-
bettenden Raumes in Teilräume. Das Verfahren zeichnet sich
durch einige Invarianzeigenschaften aus: es ist unabhängig von
I. der Metrik der Daten, 2. der Verteilungsform der Daten,
3. der Skalierung der Daten, 4. Vorgaben hinsichtlich der
Anzahl von Diagnosegruppen.
Summary
This paper presents a numerical method to perform classifica-
tions of quantitative data. The most relevant area of interest is
the analysis of medical parameters measured in patients' sera.
The data will be classified in a sense that may be interpreted as a
physicianis diagnosis or in a some weaker sense as a supportfor
the physician's recognition ofpatient's disease. The mathemati-
cal analysis will be executed by dividing the embedding space of
data into subspaces. The subspaces are called compartments.
The method is characterized by some important pecularities: it
is independent from 1. the metric of the data, 2. the shape of the
statistical distribution of the data, 3. sealing factors of the data,
4. a priori-decisions about the number of classification groups.
Schlüsselwörter: Automatische Diagnose, Klassifikation, Iso-
tropie
Einleitung und Problemstellung
Eine Menge von Objekten sei hinsichtlich bestimmter Eigen-
schaften so in Teilmengen zu zerlegen, daß jedes Objekt
möglichst eindeutig einer Teilmenge zugeordnet werden kann.
Wir bezeichnen diese Aufgabe als Klassifikationsproblem und
die Zuordnung eines Objektes als Erkennungsproblem.
Für das Folgende seien die zu klassifizierenden Objekte in
Form von Punkten einer Ebene des IR2 gegeben; die Punkte
können z. B. Meßdaten sein und sollen Stützstellen genannt
werden. Die einbettende Ebene heiße Zustandsraum.
Eine wesentliche Besonderheit des Verfahrens liegt darin,
daß keine Abstände zwischen Stützstellen definiert werden
müssen. Zu den Schwierigkeiten der Wahl von p E IN einer
p-Norm siehe [5,7]. Wenn die Achsen des Raumes unter-
schiedliche Dimensionen tragen, erweist sich ein Abstandsbe-
griff als besonders problematisch, siehe [6]. Üblicherweise
arbeitet man in derartigen Fällen mit standardisierten Daten,
was jedoch 1. die Daten dimensionslos macht- vom naturwis-
senschaftlichen Standpunkt aus betrachtet unbefriedigend -,
2. eine Abhängigkeit von Extremwerten einbringen kann. Wir
fassen den Zustandsraum als nur lokal normiert auf, d. h. die
Metrik des Raumes ändert sich i. a. von Punkt zu Punkt.
Grundlagen des Verfahrens
Wir betrachten einen beliebigen Punkt x aus dem Zustands-
raum, genannt ››Feldpunkt<<, und bilden zwischen allen Stütz-
stellen xi und dem Feldpunkt die Verbindungsgerade
Schneidet man alle Geraden an einer willkürlich gewählten
Kreisumgebung um x ab, erhält man ein Bündel von Rich-
tungselementen oder Polen, die mit der x-Achse des Zustands-
raumes einen Winkel cp, einschließen. Symbolisch schreiben
wir P(x): = und nennen P(x) das Polardiagramm in x.
Siehe Abb. 1.
Faßt man den zugrundeliegenden Zustandsraum differenti-
algeometrisch betrachtet als topologische Mannigfaltigkeit
auf, läßt sich das Polardiagramm als Untermenge des in x
angehefteten Tangentialraumes interpretieren. Siehe dazu
[2, 3, 4]. Wenn die Menge der Stützstellen beliebig ist, ist auch
das in x konstruierte Polardiagramm i. a. ein Gebilde beliebi-
ger Struktur. Symmetrien können in besonderen Fällen vor-
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Abb. 2. Drehsphären
der Ordnung
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handen sein. Wir betrachten den Sonderfall, daß die Stützstel-
len überall dicht sind im IR2. Dann ist jeder Feldpunkt auch
Stützstelle, und alle Polardiagramme sind ebenfalls dicht in
ihren Tangentialräumen. Diesen Grenzfall nennen wir iso-
trop. In diesem Sprachgebrauch besteht der IR2 nur aus
isotropen Punkten, was vernünftig erscheint. Inhaltlich bedeu-
tet Isotropie das Fehlen einer ausgezeichneten Richtung dieses
Tangentialraumes.
Zur Analyse von Polardiagrammen dient ein einfaches Ope-
ratorkonzept. Wir definieren Drehoperatoren Ck wie folgt:
_ _ cos 211:/k -sin 2:1:/k _
ck' _ (sin 2:1:/k cos 2rr/k) k _ 1' 2°” (1)
Die Ck sind Drehungsmatrizen in der Ebene, siehe [3]. C1
stellt den Einheitsoperator dar. Mit diesen Matrizen präzisie-
ren wir den Begriff ››Isotropie« in algebraischer Weise, indem
wir alle Ck, k = 2,3, l-fach, l = 1, 2, ..., k, auf die Elemente
von P(x) wirken lassen gemäß
Ck cpi(x) = cp(x),i= 1, ...,N (2)
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N ist die Anzahl Stützstellen. Das Richtungselement der rech-
ten Seite von (2) ist zwar ein Element des Tangentialraumes,
i. A. aber kein Element aus P(x) und trägt daher keinen
Index. Der Iterationsindex l in (2) deutet an, daß die Ck
algebraisch gesehen Gruppen sind. Siehe dazu [1]. Kommen
nach l-facher Anwendung von Ck alle Elemente von P(x)
wieder mit Elementen von P(x) zur Deckung, l=1, k, liegt
ein Automorphismus von P(x) bis auf Numerierung der cp, vor.
In diesem Falle besitzt P(x) eine k-zählige Rotationssym-
metrie.
Dann schreiben wir:
Cl: cpi(X) = cI)(i) (X)› = 1›°°'›N
P(x) ist dann drehinvariant unter Ck. Wir definieren:
Definition (1): Der Zustandsraum in x heißt isotrop, wenn die
Gl. (3) für k, l-› 00 erfüllt ist.
Die Isotropie des Raumes an einem Punkt ist natürlich
gleichbedeutend mit der Homogenität der Verteilung der Pole
von P(x).
Die Operatoren Ck lassen sich in natürlicher Weise nach
ihrem Index k, genannt Ordnung, anordnen. Die Folge C1,
C2,... hat aber nicht den Charakter einer konvergierenden
Approximationsreihe, denn sie stellt kein Basissystem für eine
zu entwickelnde Funktion dar. Die aufsteigende Ordnung k
hat den Sinn, wachsende Symmetrien des Raumes miteinan-
der zu verknüpfen.
Die Matrixform der Drehoperatoren ist nicht geeignet, das
Polardiagramm auf Invarianz zu untersuchen. G1. (2) läßt sich
nicht anwenden, wenn kein Automorphismus von P(x) vor-
liegt. Deshalb ersetzen wir die Matrixform (1) durch eine
Drehsphäre, die eine Funktion des Winkels cp ist und ››gestalt-
mäßig« der Struktur eines Polardiagrammes nahe kommt. Wir





mit geeignet gewählten Koeffizienten akj. Siehe Abb. 2.
Aus naheliegenden Gründen nennen wir die Sk »Analysato-
ren«. Jeder Analysator legt ein bestimmtes periodisches
Änderungsverhalten des Radiusvektors fest, das durch die
Ordnung k gegeben ist. Die Amplitude der Änderung ist
durch die akj gegeben. Polardiagramme realer Stützstellen
zeichnen sich im Gegensatz zu den Analysatoren durch zwei
Eigenschaften aus: 1. stellen sie diskrete und endliche Mengen
von Richtungselementen dar und 2. können sie i. a. nicht
durch Ordnungen beschrieben werden. Deshalb nennen wir
Polardiagramme ››gemischte« Gesamtheiten, Analysatoren
hingegen ››reine<<.
Wir untersuchen Polardiagramme auf Invarianz wie folgt.
Der Analysator Sk (cp) wird mit einem beliebigen Radiusmaxi-
mum auf die betrachtete Richtung cp im Punkt x des Raumes
adjustiert, 0 S cp S 2 at, d. h. Sk erhält die Phase cp. Sodann
bildet man die Menge (Sk (cpi)} , wobei die cp, die Pole von P(x)
sind. Siehe Abb. 3.
Anschließend werden zwei Intervalle I_ und I1 konstruiert:
il §==li1›qf Ãøgíkír/il 15)
I- und I+ schließen die betrachtete Richtung cp symmetrisch
ein überdecken beide je eine halbe Periode der Drehsphäre Sk
vom Maximum aus gerechnet.
Der Begriff ››Isotropie<< nach Definition (1) ist nur auf das
gesamte Polardiagramm anwendbar, nicht aber auf eine Rich-
tung cp in X. Dies ergab sich aus der Natur der Operatoren Ck.
Die Sk bieten infolge der stetigen Abhängigkeit von cp die
Möglichkeit, eine analoge Isotropiebetrachtung in x einge-
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schränkt auf einen Sektor um cp durchzuführen. Die Grenzen
dieses Sektors sind in natürlicher Weise durch die beiden
Minima von Sk gegeben, wenn das Maximum wie in der obigen
Konstruktion in cp liegt. Der Sektor ergibt sich damit zu
I- V L..
Wir betrachten nun den Pol cp, E P(x), der in dem Teilinter-
vall I- liegen möge, und treffen die folgende Zuordnung:
V13 (P1 E I- 3 CP1_> CP1,+ 3 = (P1 + 11/1<› CP1,+ 51+ (63)
Entsprechend gilt für den j-ten Pol aus I+ die analoge Zuord-
nung:
Vj I E14. I --> (§pj,_ I = _ TC/k, CPj,_ E I-.1
Sämtliche Pole aus P(x) seien im Umlaufsinn von cp durch-
numeriert; der Index i sei stets dem Intervall I- zugeordnet, j
dem Intervall I+. Die Zuordnungen (6a) und (6b) stellen eine
wechselseitige Abbildung der beiden durch I- und I+ gegebe-
nen Polmengen aus P(x) dar. Die Anordnung der Pole um cp
ist zentrosymmetrisch (von der Ordnung k), wenn zu jedem cp,
E I- ein cp„+ E I+ existiert, das «mit einem cpj E I1 zur Deckung
kommt und umgekehrt. In diesem Falle gilt:
S1.(<P1,+) = S1. (<P1)› bzw. S1. (CP1,-) = S1<(<P1) (7)
Als Maß für die Zentrosymmetrie der Pole bietet sich die
folgende Größe an:
1 _ min (S (CPi,+)›S (cPj))R119 max (si. <«›...›.si <«1›.›› (8)
Gilt Sk (cpk+) = Sk (cpj), ist Rk (cp) gleich eins, andernfalls
kleiner als eins. Mit den Abkürzungen
io = card {i, cp, E I-}
jo = card {j, cpj E I+}
no = min (io, jo)
konstruieren wir folgenden Ausdruck
no 110
R1. (<9) 1 = 1/no Z R1. (§0) + 1/11., 2 Rt (cp) (9)
 I I+ Y
ví-T
.....1...........
Pole des __ --
Polardia-
gramms -
Abb. 3. Zur Analyse des Invarianzverhaltens des Polardiagramms.
\
Dieser Ausdruck heißt k-tes Residuum von P(x) in cp, wobei
der Term Rk komplementär zu Rk aufgebaut ist. (9) läßt sich
als mittlere Invarianz unter dem k-ten Analysator deuten; im
Gegensatz zur üblichen numerischen Praxis wird hier jedoch
das Residuum maximiert, resp. die Richtung maximalen Resi-
duums gesucht.
I.a. gilt für die Residuen
...sRk¬.1sRksRk_1s...sR2 (10)
Gleichheit Rk = Rk-1 kann nur in dem trivialen Sonderfall
eintreten, daß für die beiden Analysatoren Sk und Sk_1 gleich
viele Pole zur Verfügung stehen, ansonsten können die Resi-
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8; hier sind die
Stützstellen um den
Faktor ck = 10 line-
ar transformiert.
allerdings die Residuen mit ihrer Ordnung k, wird die Gleich-
heit
= = =(k-1)'Rk_1 = = 2.R2
zu einem nichttrivialen Sonderfall, der darin besteht, daß die
für jeden Analysator spezifischen Residuen homogen sind.
Das legt die folgende Definition nahe:
Definition (2): Der Zustandsraum in x heißt in der Richtung
cp = (po isotrop, wenn G1. (10a) gilt.
cpo heißt ››Hauptrichtung« in x, der Graph dieser Funktion
››Indikatrix<<. Zu diesem Begriff siehe [2, 4], sowie die Abb. 4.
Die praktische Anwendbarkeit des gesamten Konzeptes
beruht nun darauf, daß im Inneren eines Häufungsgebietes
von Stützstellen im Idealfall jede Richtung Hauptrichtung ist;
in diesem Fall geht der Inhalt von Definition (2) in den von
Definition (1) über, und die Hauptrichtung ist unbestimmt.
Am Rand eines Häufungsgebietes dagegen liegen Punkte, die
nach Definition (1) nicht isotrop sind, deren Hauptrichtung
jedoch auf das Dichtemaximum des Häufungsgebietes zeigt.
In Abb. 4 ist der längste Radius der Indikatrix zu eins
normiert; Definition (2) läßt sich daher als Definition einer
Metrik der Form
F(x,x) = 1
auffassen. Metriken dieser Form, die also orts- und richtungs-
abhängig sind, sind als Finsler-Metriken bekannt [2]. .
In Appendix B ist eine Auswahl von artifiziellen und realen
Beispielen dargestellt, die das grundsätzliche Wirken des
Algorithmus erkennen lassen. Richtungsfelder entstehen,
wenn an jedem Feldpunkt die Hauptrichtung abgetragen wird.
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Appendix A: Skalierungsinvarianz
Zum Problem der Skalierungsinvarianz bei numerischen Klas-
sifikationsverfahren siehe z. B. [5 , 7].
Der bis hierhin dargestellte Algorithmus ist von der Skalie-
rung auf den beiden Achsen abhängig, da das Polardiagramm
aus den kartesischen Koordinaten der Stützstellen berechnet
wird. Die folgenden Ausführungen beschreiben einen einfa-
chen Weg, den Algorithmus in skalierungsinvarianter Form
durch Transformation des Polardiagramms zu erhalten.
Abb. 5 zeigt das Richtungsfeld der Stützstellenmenge aus
Abb. 8, nachdem diese durch den Faktor ck = 10 in x-Richtung
gestreckt wurden. Im allgemeinen sind die Faktoren ck, cy
unbekannt. Unter »Skalierungsinvarianz« wollen wir nun ver-
stehen, aus der überabzählbaren Menge aller nur durch Fakto-
ren (ck, cy) unterscheidbaren Stützstellenmengen einen ein-
deutigen Repräsentanten auszuwählen, d. h. eine Menge, die
sich durch einen bestimmten Satz (ci, cfj) gegenüber den
Originaldaten auszeichnet.
Wir führen ein Homogenitätsmaß H für Polardiagramme
wie folgt ein. In einem ersten Schritt werden die Winkel cp, von
P(x) ranggeordnet; im zweiten Schritt werden bei cpmk, begin-
nend die Abstände di aller aufeinanderfolgenden Winkel
ermittelt, also
C11 = ICP1-CP1+1l
im dritten Schritt berechnet man die Größe H zu
HI=z di '
H ist somit die Shannon'sche Entropie, die bekannterweise ihr
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Eine Umskalierung einer Stützstellenmenge im Sinne einer
Standardisierung kann nun simuliert werden, indem an jedem
Feldpunkt das Polardiagramm so verändert wird, daß H
zunimmt, mit der Nebenbedingung, daß das Verhältnis der
Tangenswerte zweier aufeinanderfolgender Winkel erhalten
bleibt. Es gelte
fan (fa) = yi/Xi
ki+1,i 3 = tan (CPi+1)/tan (CPi)
Daraus folgt elementar, daß der Wert von ki+1„ erhalten
bleibt, wenn bei Umskalierung gilt:
xm : = cxxm
ym 3 = Cyym
Diese Nebenbedingung sichert, daß die Veränderung des
Polardiagramms nicht willkürlich geschieht, sondern daß die
Information der Originaldaten erhalten bleibt.
Praktisch vollzieht sich die Transformation des Polardia-
gramms in Form einer Rekursion. Seien {cpí} die transfor-
mierten Pole, dann gilt:
(pi frei Variierbar mit der Nebenbedingung
signum (sin (cp¶)) = signum (sin (cp1))
signum (cos (cp¶)) = signum (cos (cp1))
und für alle i > 1
CPi+1 = afct¿n (ki+1,i ' tan (CPÖ)
Für irgendeinen Anfangswert cp; nimmt H sein Maximum
an. Auf diese Weise erhalten wir aus der Menge {epi} die
Menge {fPi}H=Hm„-
Nun gilt weiterhin:
81.11 (wi) /COS (wi) - const. für alle iS1I1(<Pi) COS (wi)
Aus dieser Konstanten erhalten wir in eindeutiger Weise die
gesuchten Skalierungsfaktoren
ci: = cos (arctan(const.))
c§: = sin (arctan(const.))
Da an jedem Feldpunkt dieser Parametersatz anfällt, wäh-
len wir im Sinne einer Maximumsnorm den Punkt mit der
absolut größten Homogenität und gewinnen damit eine ein-
heitliche Umskalierung der Stützstellenmenge.
Man bemerkt, daß diese Standardisierung frei ist vom Ein-
Àuß einzelner, möglicherweise extremliegender Stützstellen.
Daß darüber hinaus Abstände zwischen Extremalpunkten und
etwa dem Schwerpunkt der Stützstellenmenge keine Rolle
spielen können, ergibt sich aus der Konstruktion des Algo-
rithmus.
Appendix B: Beispiele
Die folgenden Anwendungsbeispiele zerfallen in zwei Grup-
pen: 1. artifizielle, hochsymmetrische Punktmengen, 2. reale
Daten aus dem Bereich Endokrinologie der Schilddrüsel).
Den Punktmengen sind jeweils in standardisierter Form die
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In beiden Gruppen erkennt man, daß Richtungsfelder ent-
weder parallel strukturiert sind oder Gebiete gestörter Paralle-
lität besitzen. Die Störung kann bis zur Antiparallelität des
Feldes anwachsen. Die AuÀiebung der Parallelität kommt in
zwei Formen vor: als Senken und als Quellen von Feldlinien.
Die Abb. 6-8 legen zwanglos nahe, die Senken mit den
Häufungsgebieten von Stützstellen und die Quellen, sofern sie
linienförmig ausgebildet sind, mit den Grenzen zwischen Häu-
fungsgebieten in Verbindung zu bringen. Die Symmetrie die-
ser Beispiele läßt die Kompartimentierung des Raumes deut-
lich hervortreten.
Die Abb. 9-12 gehören zur zweiten Gruppe. Dargestellt
sind vier verschiedene Paare von Laborparametern bei eben-
falls vier klinischen Diagnosen; im einzelnen bedeuten die
Symbole ››C<< manifester Hyperthyreoidismus, ››A« manifester
Hypothyreoidismus, ››+<< latenter Hypothyreoidismus, ››><«
klinische Unauffälligkeit.
Speziell für die zweite Gruppe wurde eine kurze Fortran-
Routine geschrieben, die aus Gründen der leichteren Erkenn-
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Statistical models for anthropometric indicators of the nutritional
status of preschool children
Dankmar Böhning and Frank-Peter Schelp
Summary
The following paper concerns the use of statistical modelling
techniques for anthropometric indicators of the nutritional
status ofpreschool children. It proposes:
(1) to compare various linear and nonlinear models for
anthropometric indicators (height and weight in respect to age)
of the nutritional status ofpreschool children. The basis of this
comparison is an international reference population (NCHS
1976). If age is measured in months, starting at age of 1 and
ending at age of 60, it is found that the Count model is by far the
best. This contradicts a recentpaper by BERKEY (1982) in which
she recommends the use of the Jenss model.
(2) to develop a simple graphical tool (based on the Count
model) for the analysis of growth processes which can be used
by the practitioner in field situations without any further compu-
tational effort.
(3) to demonstrate how this model can be used to investigate
various hypotheses such as the homogeneity of two populations.
Zusammenfassung
In dieser Arbeit werden verschiedene Techniken der statisti-
schen Modellbildung fiir anthropometrische Indikatoren des
Ernährungszustandes von Vorschulkindern diskutiert.
(1) Es werden verschiedene lineare und nichtlineare Modelle
fiir anthropometrische Indikatoren (Größe und Gewicht in
Bezug zum Lebensalter) des Ernährungszustandes von Vor-
schulkindern verglichen. Die Basis dieses Vergleichs bildet eine
internationale Referenzpopulation (NCHS 1976). Fiir die
Variable Alter, gemessen in Monaten mit kleinstem Wert bei
einem Monat und größtem Wert von 60 Monaten, wird das
Count-Modell als Modell mit der besten Anpassung gefunden.
Dies steht in einem Widerspruch zu der Arbeit von BERKEY
(1982), in der sie die Benutzung des Jenss-Modells empfiehlt.
(2) Es wird ein einfaches graphisches Instrument (unter der
Benutzung des Count-Modells) für die Analyse von Wachs-
tumsprozessen entwickelt, das von dem Praktiker im Feld ohne
weiteren rechnerischen Aufwand benutzt werden kann.
(3) Es wird deutlich gemacht, wie dieses Modell verwendet
werden kann, um verschiedene Hypothesen zu untersuchen,
wie z. B. die der Homogenität zweier Populationen.
Some Key Words: Anthropometric indicators, graphical analy-
sis, linear and nonlinear regression models
1. Introduction
Various procedures exist for evaluating the nutritional status
of a child. One of these uses the variables WEIGHT,
HEIGHT, AGE and SEX. In particular, if we are concerned





have become quite popular. WEIGHT-BY-AGE and
WEIGHT-BY-HEIGHT usually respond rather quickly to
nutritional deficits, whereas HEIGHT-BY-AGE does not
seem to be directly related to the immediate nutritional situa-
tion of a child but reÀects more either a response to chronic
nutritional deficiencies in the present or in the past. The use of
a combination of WEIGHT-BY-HEIGHT and HEIGHT-BY-
AGE indicators has been recently advocated by WATERLOW
et al. (1977). Many practitioners have used these techniques
ever since (for example TROWBRIDGE and STETLER 1982).
The starting point is a well-nourished reference population
(NCHS 1976). This reference population is divided into two
HEIGHT BY AGE
BOYS
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FIGURE 1: AGE[mon†hs]
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FIGURE 4: AGE[mon†hs]
parts, one for boys, the other for girls. In each age group, the
dependent variable, here HEIGHT, can be described by vari-
ous statistical measures. Specific attention is paid to the
MEDIAN
MEDIAN - one left standard deviation (SDL)
MEDIAN + one right standard deviation (SDR).
The latter distinction is made in case the dependent Variable
is skewed (WEIGHT is, HEIGHT is not).
Researchers and practitioners interested in the question of
malnutrition primarily consider the group of preschool chil-
dren (defined to be the group of those who are less than or
equal to 60 months of age), because this group is known to
react most sensitively to changes in the nutritional status.
If we plot the MEDIAN values for each age group onto a
diagram, Figure 1 (boys) and Figure 2 (girls) show the rela-
tionship between the MEDIAN-HEIGHT and AGE. The
situation is similar for MEDIAN-WEIGHT and AGE. (See
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Figure 3 and Figure 4. The reader will have observed a discon-
tinuity in Figure 1 and Figure 2 between the age groups 36 and
37 months, caused by the fact that around that age the child”s
HEIGHT is first measured in a standing position.)
In practice, refined charts are used which include not only
the MEDIAN but also a variety of percentile curves. Now, in
case a child”s HEIGHT-BY-AGE is below a certain threshold,
for example below MEDIAN - two left standard deviations,
the practitioner assumes that this child is too short with respect
to its age.
In Section 2, we will compare Various linear and nonlinear
models for HEIGHT-BY-AGE and WEIGHT-BY-AGE data
from the reference population arriving at the Count model as
the best fit. On the basis of this model, we develop in Section 3
a chart with a mixed linear-logarithmic age axis which can
easily be used in field studies to perform a quick, noncomputer
statistical analysis. Also, we discuss statistical tests for the
investigation of a hypothesis such as the homogeneity of two
populations. In Section 4, we give some examples using lon-
gitudinal data from North-East Thailand.
2. Finding the best model
BERKEY (1982) offers a Variety of arguments for fitting models
to growth data. Not only is a large amount of data expressed in
a few parameters, but these parameters can also be used as the
basis of comparisons, say, for different growth curves. In
addition, they often have a specific meaning.
Let us consider the Count model (discussed below)
Y=a+bAge+cln(AGE)+E
where E stands for an error Variable. If we are interested in the
Velocity and acceleration of the growth process, the first and
second derivatives of Y in respect to AGE are appropriate:
(Velocity) dY/dAGE = b + c/AGE + E
(acceleration) (dY)2/(dAGE)2 = - c/(AGE*AGE) + E
From these formulae, it can be seen that for large AGE-
values the Velocity is strongly determined by the parameter b,
whereas the parameter c represents the strength of the change
in Velocity, which is, however, only effective if AGE is small.
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The simplest model we can think of is the straight line
(Line) Y = a + b AGE + E1)
where Y always stands for the dependent Variable HEIGHT or
WEIGHT. E denotes an error variable with constant variance
and covariance cov(E„ Ej) = 0 for the i-th and j-th age-group,
i=I= j.
Figures 1 to 4 make clear that a straight line is an inappro-
priate model for the reference data. Various other models
have been suggested in the literature. The Parabolic model is
mentioned in KLEINBAUM and KUPPER (1978):
(Parabolic) Y = a + b AGE + C AGE2 + E.
The Parabolic-Logarithmic model is suggested in POMER-
ANCE and KRALL (1981) for the analysis of WEIGHT and
HEIGHT growth curves:
iii
1) Note that the error Variable E can be different for each model.
(Parabolic-Logarithmic)
Y = a + b ln(AGE) + c {ln(AGE)}2 + E.
BERKEY (1982) compares the fit of the Count model
(Count) Y = a + b AGE + c ln(AGE) + E,








30.6 (.9987) 37.3 (.9985) 5.7 (.9963)
count 18.6 (.9992) 18.4 (.9993) 1.0 (.9994)
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(originally suggested by COUNT [1943]) with the Jenss model
(Jenss) Y = a + b AGE - exp(c + d AGE) + E,
introduced by JENSS and BAYLEY (1937). Note that the models
Line, Parabolic, Parabolic-Logarithmic and Count are linear
in respect to the parameters, whereas the Jenss model is
nonlinear. As a basis of comparison, we have used the sum of
the residuals defined as Zi
= Zi (Yi _ Yi)2
where Y, is the median of the i-th age group of the reference
population, and Y, is the predicted value of Y in the i-th age
group with respect to the model under consideration. Table 1
summarizes the results. It is obvious that the Count model
gives the best fit.
It is remarkable to note that the celebrated Jenss model (see
BERKEY 1982) has a fit which is inferior even to the Parabolic
model. Table 2 shows the parameter estimates for the Count
model in respect to the reference data. All regression models
were fit by the SPSS procedures REGRESSION and NON-
LINEAR. HEIGHT was measured in cm and weight in kg. To
avoid computational instabilities, AGE was transformed into
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years with its minimum value at 1/12 and its maximum at 5.
Figure 5a and Figure 5b attempt to visualize the fit of the five
models. Whereas the bad fit of the models Line, Parabolic,
and Jenss can easily be recognized from the graphics, the
Parabolic-logarithmic model and the Count model do not
show any difference in this respect.
3. A useful transformation
Let us again consider any of the three parameter models in its
general form
Y = a + b f(AGE) + c g(AGE)
where f and g are some arbitrary functions of the predictor
variable AGE. Obviously, the above equation can be rewrit-
ten as
Y = a + b [f(AGE) + (c/b) g(AGE)] .
=a+bZ
where we have set Z: = f(AGE) + (c/b) g(AGE). This trans-
formation is feasible, as long as b and c are estimated from
reference population data. In this case, Z does not depend on
a specific sample and, hence, is not a random variable. For
example, We find for the Count model
Z = AGE + (c/b) ln(AGE).
If Y is HEIGHT we have for boys
Z = AGE + 1.464 ln(AGE)
and for girls
Z = AGE + 1.530 ln(AGE)
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Based on this, we are able to develop a Y-Z diagram
showing a straight line relationship between the transformed
AGE and Y. Figure 6 shows such a diagram. This chart
provides the basis for evaluating the growth development of an
individual child and for finding his or her individual growth
line. In contrast to the untransformed models this can be done
by hand. An example demonstrates this procedure.
Consider the following HEIGHT-BY-AGE data of a little
boy:
AGE 3 6 9 12 15
HEIGHT 58.5 64. 70.5 72. 77.6
18 21 24 27 30
79.5 83.5 85.5 87.0 88.5
Then we can see in Figure 7 two regression lines: one drawn
by hand, the other found by the method of least squares. The
difference is rather small. Also, testing hypotheses becomes
simple. Let us, for example, consider the case of comparing
the slopes of two regression lines for two samples. Let
Y1=El'I'b1Z
be the regression line for Sample 1 and
YZ = 21 'I' bzz
be the regression line for Sample 2. Then the hypothesis of
homogeneity may be stated as
Hg¿l/91:1/92
Two tests are well-known. Following KLEINBAUM and KUP-
PER (1978), the exact test of Student is based on the statistic
I: (B1 _ 92)«
Then t/SD(t) has a t distribution with (nl + nz - 4) degrees
of freedom, if the null hypothesis is true. Here ni is the sample
size of the i-th sample, i= 1 or i= 2, bi is the LSE of bi and
SD(t) the standard deviation of t.
Another possible test procedure is based on the normal
distribution, using the fact that
z = 1/(VAR(i3,) + VAR(i^›2))1/2
is approximately distributed like the standard normal distribu-
tion if the null hypothesis is true. Similar tests can be applied
for the intercept. Several demonstrations follow.
4. Application to longitudinal growth data from North-
East Thailand
4.1 Comparison of Growth Curves
We now look at a specific data base. In an interventional
longitudinal study in North-East Thailand, seven villages with
altogether 548 children are evaluated. In four villages, actions
are taken which positively effect the populations nutritional
status. We are interested in comparing the development of one
intervention village (BS) with 61 children to the control village
(KKEU) with a sample size of 24. Measurements in HEIGHT,
WEIGHT and AGE were taken every 3 months, starting in
June 82 and ending in June 83. Thus, measurement sample
size is 5*75 = 375.
Figure 8 shows both village regression lines HEIGHT-BY-
AGE and Figure 9 shows the regression lines for WEIGHT-
EDV in Medizin und Biologie 1/1985
Table 3. Regression Lines HEIGHT-BY-AGE
boys
intercept slope




65.718 5 . 184
63.325 5.190
Z 3.349* -3.112 1.794* .259
* decision for alternative if alpha is 0.05







6. 185 1 .282
5.735 1 . 133
Z 2.165* -1.636 1.238 1.765*
* decision for alternative if alpha is 0.05 ~ _
BY-AGE. Clearly, for girls the HEIGHT and WEIGHT
regression lines for the village BS are above those for KKEU.
For boys, the regression lines drift together with increasing
AGE-values. In order to arrive at inferential conclusions, we
apply the large sample test mentioned in Chapter 3 in a one-
sided fashion. Tables 3 and 4 summarize the results.
Therefore, it can be assumed that the regression line for BS is
above the one for KKEU in all four cases.
4.2 Comparison of the Fit of the Count Model with the Trans-
formed Count Model
From the view of the reference population, the goodness of fit
of the Count model (or any other) is as good as its transformed
version. However, if we deal with sample data, we lose a
certain amount in the goodness of fit. More precisely, the
multiple R of the Count model is always greater or equal than
the multiple R of the transformed Count model. The question
remains as to how big the loss is.
Figure 10 summarizes the results for the seven villages in the
project area. (The abbreviations are mnemonic, that is, HB
stands for the multiple R curve of HEIGHT (boys) in respect
to the Count model, HBT for the HEIGHT (boys) in respect
to the transformed Count model, etc.). The differences are
rather small, especially for large sample sizes. ,
Computational Remarks
The approach we have presented may appear cumbersome to
the practitioner. However, all the statistical and graphical
software we have used is standard, namely the SPSS-ONLINE
version 8.2 of the SPSS (NIE et al. 1975), specifically the
subprograms REGRESSION and NONLINEAR, and the
TELL-A-GRAF package (ISSCO 1981) for all graphical
demonstrations. None of the packages assumes specific pro-
gramming experience. All graphical computations were done
on a PRIME 2250, whereas all statistical computations were
done on the CDC 170-835 at the Computing Center of the
Free University of Berlin.
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Es wird ein Ansatz der KFA vorgestellt, der es erlaubt, nach
Typen bei gerichteten Variablenbeziehungen zu suchen. Zu
diesem Zweck werden die Erwartungswerte allein auf der Basis
der unabhängigen Variablen geschätzt. Ein Beispiel aus der
klinischen Forschung wird zur Vorstellung der Methode und
zum Vergleich mit Ansätzen der KFA nullter, erster und zweiter
Ordnung herangezogen. In der Diskussion werden Vergleiche
zu log-linearen Modellen gezogen und weitere Modelle der
KFA diskutiert.
Abstract
Within the framework of configural frequency analysis (CFA)
an approach is introduced that allows for the search for types in
light of dependence-independence relations among variables.
This approach is based on the estimation of expected values of
solely the independent variables. An example is drawn upon
from clinical research to illustrate the procedure and compare it
to approaches of CFA of the zero, first and second order. In the
discussion comparisons to log-linear models are drawn, and
further potential models of CFA are expounded upon.
1 Zur 'Bedeutung der Erwartungswertschätzung in der
KFA
Mit der Konfigurationsfrequenzanalyse (KFA; KRAUTH &
LIENERT 1973) werden d-dimensionale Kontingenztafeln mit
dem Ziel untersucht, lokale Zusammenhänge zu identifizieren.
Diese treten als Typen hervor, wenn einzelne Merkmalsaus-
prägungen überzufällig häufig koinzidieren, also überfrequen-
tiert sind. Sie treten als Antitypen hervor, wenn Merkmalsaus-
prägungen unterfrequentiert sind. Die Entscheidung, ob
Typen oder Antitypen vorliegen, wird mit Binomial-, X2-
Komponenten- oder z-Tests vorgenommen, in denen Erwar-
tungswerte mit empirischen Zellhäufigkeiten verglichen
werden.
Der Erwartungwertschätzung kommt besondere Bedeutung
zu, denn jeder Schätzmethode entsprechen bestimmte Annah-
men über die Relationen, die zwischen den Variablen als
existent angenommen werden. In der elementarsten Annahme
. EDV in Medizin und Biologie 1/1985
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dieser Art wird von Fehlen jeglicher Effekte ausgegangen.
Weder Haupteffekte einzelner Variablen noch Interaktionen
zwischen Variablen gehen dann in die Erwartungswertschät-
zungen ein. Im Rahmen der KFA wurde diese Annahme bei
der Definition von Konfigurationsclustern oder Typen nullter
Ordnung getroffen (LIENERT & VON EYE 1984). Weicht eine
empirische Zellhäufigkeit von einer erwarteten überzufällig
ab, so bedeutetjdies; daß Haupteffekte oder Interaktionen
vorliegen. .
Mit der „klassischen“ KFA werden Typen erster Ordnung
gesucht (KRAUTH & LIENERT 1973). In der Erwartungswert-
schätzung wird dabei davon ausgegangen, daß Haupteffekte
einzelner Variablen durchaus existieren können, nicht aber
Variablenzusammenhänge (Interaktionen) irgendwelcher Art.
Anders ausgedrückt, es wird angenommen, daß die Variablen
paarweise, in Triplen, in Quadrupeln usw., oder kurz: total
unabhängig sind. Von Typen zweiter Ordnung wird dann
gesprochen, wenn paarweise Zusammenhänge zwischen
Variablen zugelassen werden und deshalb Typen nur noch
dann auftreten können, wenn komplexere Interaktionen vor-
liegen. Das Konzept des Typs zweiter Ordnung wurde bei VON
EYE & LIENERT (1984) eingeführt und am Beispiel von drei
psychopathologischen Symptomen illustriert.
Allgemein lassen sich damit Formen der KFA t-ter Ordnung
definieren (t < d), die dadurch gekennzeichnet sind, daß
Variablenzusammenhänge bis zum t minus ersten Grad in die
Erwartungswertschätzung eingehen (nur die Definition von
Typen nullter Ordnung weicht von dieser Regel ab; siehe
oben). Eine weitere Gruppe von Annahmen, die für die
Erwartungswertschätzung von Bedeutung ist, betrifft den Sta-
tus der untersuchten Variablen als abhängig oder unabhängig.
Wird diese Unterscheidung getroffen, 'so ist es ebenfalls mög-
lich, Typen t-ter Ordnung auf die »beschriebene Weise zu
suchen. Es ist dabei jedoch nicht möglich, aufgrund der
Erwartungswertschätzung die abhängigen Variablen als
Gruppe und die unabhängigen Variablen als Gruppe zu identi-
fizieren. Behandelt man jedoch im Sinne der Interaktions-
strukturanalyse (ISA; KRAUTH & LIENERT 1973) jede der
Variablengruppen als Supervariable, so ist eine Trennung
durchaus möglich. Bezeichnet man die Menge der abhängigen
Variablen mit A und die der unabhängigen mit B, so ent-
spricht die ISA der Regression von A auf B. Für die Schätzung
der Erwartungswerte wird dabei die Annahme getroffen, daß
A und B unabhängig, voneinander sind und daß innerhalb von
A ebenso "wie innerhalb von B beliebige Variablenbeziehun-
gen herrschen dürfen.
In dieser Arbeit soll nun ein Ansatz vorgestellt werden, in
dem es nicht nur möglich ist, zwischen den Variablengruppen
A und B zu unterscheiden, sondern der es auch ermöglicht,
aufgrund der Erwarftungsweftschätzung zu erkennen, welche
Variablen zu A undwelche zu B gehören. Dieser Ansatz soll
im folgenden gerichtete KFA '(GKFA) genannt werden.
, - _
_ - F .
.„ , _ 1. _ .
' ›.' v ' _ ' ~› ~ - _
2 Erviıartungsvvertschätzung,unter verschiedenen Mo-
dellannahmen ._ _
Die in Abschnitt 1 exemplarisch zusammengestellten Modell-
annahmen, unter. denen Erwartungswerte geschätzt werden
können, zeigen, daß in; der KFA ebenso wie in den log-
linearen Modellen substanzwissenschaftliches A-priori-Wissen
flexibel “ins Kalkül. 'einbezogen werden kann. Die Methoden
der Schätzung selberkönnen z. TI nicht mehr in geschlossener
Form dargestellt - werden, *es_s_inId; Vielmehr häufig Iterations-
verfahren erforderlich (BISHOP, FIENBERG & HOLLAND 1975;
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FIENBERG 1981). Für den in dieser Arbeit neu behandelten
Ansatz können die Erwartungswerte jedoch aus den Rand-
summen geschätzt werden.
Am einfachsten gestaltet sich dies für die KFA nullter
Ordnung, für die e= (1/n) ci für alle e ist, wobei ci die
Anzahl der Ausprägungen der i-ten Variablen kennzeichnet
und i= 1, . . ., d. Für eine KFA erster Ordnung wird die
bekannte Formel
e = Randsummel >< Ran'dsumme2 >< . _ _ /nd* (1)
verwendet. In einer KFA zweiter Ordnung gestaltet sich die
Schätzung bereits etwas aufwendiger. Im Fall weniger Varia-
blen ist ein Rechengang mit einem Taschenrechner durchaus
noch realisierbar (zum Algorithmus siehe VON EYE & LIE-
NERT 1984;-VON EYE 1982); in Fällen mit vielen Variablen
oder für KFAn höherer Ordnung sind größere Rechner und
die Anwendung von Programmpaketen wie dem BMDP (siehe
DIXON et al. 1981) erforderlich, um den zeitlichen Arbeitsauf-
wand in Grenzen zu halten.
ln allen bisher behandelten Ansätzen wird davon ausgegan-
gen, daß die analysierten Variablen zumindest von einem
bestimmten Ordnungsgrad an unabhängig sind. In den GKFA
soll- zunächst für den Fall zweier singulärer Variablen X1 und
X2 mit cl und c2 Ausprägungen - angenommen werden, daß
Variablenbeziehungen derart herrschen, daß die Variation
von X2 durch X1 determiniert wird. Bei Kenntnis der Varia-
tion von X1 sollte daher die Variation von X2 ebenfalls
bekannt sein. Die Erwartungswertschätzung trägt demnach
ausschließlich der Variation von X1 Rechnung. Für X2 werden
keine Haupteffekte angenommen. Es resultiert damit für das
Quasi-ANOVA-Modell
e = fi. /c2›
wobei fi die Frequentierung der i-ten Kategorie von X1
bezeichnet, i= 1, . . ., cl. Im Falle multipler abhängiger und
unabhängiger Variablen können - wie aus Abschnitt 1 hervor-
geht - verschiedene Modellannahmen getroffen werden, in
denen Beziehungen innerhalb der beiden Variablengruppen
und zwischen ihnen spezifiziert werden. Nimmt man z. B. an,
daß die abhängigen Variablen ausschließlich von den unab-
hängigen determiniert werden und daß die unabhängigen
keine wechselseitigen Beziehungen aufweisen, so errechnen
sich die Erwartungswerte aus den Randsummen für das fakto-
rielle Quasi-MANOVA-Modell
9 = (ng`1lâl9i)`1ll f..„ (3)
i=1 u1...ug
wobei g die Anzahl der unabhängigen Variablen u bezeichnet,
a die Anzahl der abhängigen Variablen, und j = 1, . _ ., g. Für
spezielle Modellannahmen, in denen z. B. Beziehungen zwi-
schen den unabhängigen Variablen zugelassen werden, wird
wieder empfohlen, auf entsprechende Programmpakete zu-
rückzugreifen.
In einer KFA werden die Erwartungswerte jeder einzelnen
Zelle zufallskritisch mit den empirischen Frequentierungen
verglichen. Die H0 ist dabei, daß die empirischen Zellhäufig-
keiten sich für jede Zelle so verhalten, wie in dem Modell
spezifiziert wurde, nach dem die Erwartungswerte geschätzt
wurden. Als statistische Tests finden meist Binomial- oder X2-
Komponententests (KRAUTH & LIENERT 1983) Verwendung,
oder auch der numerisch etwas aufwendigere z-Test nach
LEHMACHER (1981), gegebenenfalls mit Stetigkeitskorrektur
(KÜCHENHOFF 1985). Werden die Erwartungswerte nach (2)
oder (3) geschätzt, können resultierende Typen als Typen
gerichteter Variablenbeziehungen, also z. B. Abhängigkeitsty-
pen oder Wirkungstypen, interpretiert werden. In einem sol-
chen Fall ist bei der Interpretation darauf zu achten, daß das
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Modell expliziert wird, unter dem die Erwartungswerte
geschätzt wurden, um Verwechslungen mit der Prädiktions-
KFA nach LIENERT und KRAUTH (1974) und HEILMANN,
LIENERT und MALY (1979) auszuschließen.
Im folgenden wird ein Beispiel aus dem Bereich der Mes-
sung der Aphasie dargestellt. Es handelt sich um einen Daten-
satz, der im Rahmen der KFA bereits von KRAUTH und
LIENERT (1973) mit Hilfe der Assoziationsstrukturanalyse
untersucht wurde. Für alle statistischen Tests wird a priori eine
Signifikanzschranke von 01 = 0,05 festgelegt. Die 01-Adjustie-
rung wird nach der Methode von HOLM (1979) vorgenommen,
bei der nicht nur die Gesamtzahl der statistischen Tests,
sondern auch die Zahl der jeweils bereits durchgeführten Tests
berücksichtigt wird.
3 GKFA aphasiespezifischer Testskalen
N= 162 chronische Aphasiker wurden u. a. hinsichtlich der
folgenden 3 sprachlichen Leistungsanforderungen untersucht:
B = Benennen von abgebildeten Objekten (Instruktion:
„Sagen Sie mir bitte, wie das heißt“), D = Bilden von Allite-
rationen (Instruktion: „Zählen Sie rasch möglichst viele Wör-
ter auf, die mit ,M“ beginnen“) und E = Anzahl der verbalen
und phonemischen Versprecher beim Erledigen der Aufgaben
B und C sowie zweier weiterer Aufgaben (Nachsprechen von
Sätzen und Zeigen von abgebildeten Objekten). Die drei
Variablen B, D und E wurden pathotrop gepoolt und an
Median dichotomiert. Es entstanden dadurch drei binäre
Variablen, bei denen jeweils durch + eher pathologisches und
durch - eher normales Verhalten angezeigt wird. Der Daten-
körper ist in Tabelle 1 wiedergegeben (siehe KRAUTH & LIE-
NERT, 1973, p. 115).
Unter f sind in Tabelle 1 die empirischen Frequentierungen
der Konfigurationen, unter el die nach Formel 2 geschätzten
Erwartungswerte zusammengestellt. Die auf der Basis dieser
Erwartungswerte errechneten X2-Komponenten stehen unter
Xi. Werte, deren Überschreitungswahrscheinlichkeit geringer
als 01* ist, wurden mit einem Sternchen versehen.
Die Erwartungswerte wurden unter der Annahme
geschätzt, daß das aktive Sprachverhalten, das mit der Varia-
blen D, Bilden von Alliterationen, erfaßt wird, den anderen
gemessenen Variablen vorgeordnet ist. Es wird angenommen,
daß die Kenntnis der Ausprägung dieser Variablen allein
bereits Voraussagen über die Ausprägungen auf den Varia-
blen B und E zuläßt. Die Ergebnisse in Tabelle 1 zeigen, daß
diese Annahmen nur dort zutreffen, wo - unabhängig von den
Ausprägungen auf D und E - auf der Variablen B eher
normale Ausprägungen zu beobachten sind.
Im Bereich pathologischer Leistungen in Benennen abgebil-
deter Objekte dagegen lassen sich für drei Konfigurationen
lokale Abweichungen von der Annahme der generellen Vor-
hersagbarkeit von B und E durch D feststellen. Der Typ + + -
kann so interpretiert werden, daß sogar noch mehr Individuen
als erwartet pathologische Leistungen im Benennen von
Objekten und im Bilden von Alliterationen bei gleichzeitig
eher normaler Fehlerhäufigkeit zeigen. Der Antityp +++
zeigt, daß geringe Leistungen im Bilden von Alliterationen
nicht den Schluß auf ebenfalls pathologische Leistungen in B
und E zulassen. Schließlich zeigt der Antityp + - -, daß eher
normale Leistungen im Bilden von Alliterationen kaum die
Voraussage auf normale Fehlerquoten bei gleichzeitig schlech-
ten Benennungsleistungen erlauben.
Generell ist die Existenz von Typen ein Indiz dafür, daß von
Annahmen, unter denen die Erwartungswerte geschätzt wur-
Tabelle 1. GKFA der Aphasieskalen, B = Benennen von Objekten,
1
D = Bilden von Alliterationen und E = Anzahl der Versprecher.





























B+ = 80, B- = 82, D+ = 68, D- = 94, E+ = 78, E- = 84,
n 162
Tabelle 2. KFAn erster und zweiter Ordnung der Variablen B, D
und E.




















































den, in bestimmten Bereichen des Merkmalsraums abgewi-
chen wird. Im vorliegenden Fall der GKFA können Typen
allgemein so interpretiert werden, daß lokal die Vorhersagbar-
keit der nachgeordneten Variablen durch die vorgeordneten
Variablen stärker ist, als angenommen wurde. Umgekehrt
zeigen Antitypen, daß für bestimmte Merkmalsausprägungen
der vorgeschalteten Variablen das Auftreten bestimmter Kon-
figurationen der nachgeschalteten Variablen eher unwahr-
scheinlich ist. In beiden Fällen muß jedoch davor gewarnt
werden, Kausalitätsannahmen in die Interpretationen einflie-
ßen zu lassen. Der exploratorische Charakter der hier gewähl-
ten Form der KFA läßt Schlüsse auf kausale Effekte nicht zu,
selbst wenn sie plausibel erscheinen mögen.
Zum Vergleich der Lösung der GKFA wurden zwei weitere
KFA-Lösungen für den vorliegenden Datensatz errechnet.
Bei der ersten Lösung wurde eine „klassische“ KFA erster
Ordnung, d.h. eine KFA unter der Annahmeder totalen
Unabhängigkeit der untersuchten Variablen, angewendet. Die
dabei geschätzten Erwartungswerte stehen in Tabelle 2 unter
e2, die zugehörigen X2-Komponenten unter Zur weiteren
Illustration der Bedeutung der Annahmen hinter den Erwar-
tungswertschätzungen wurde versucht, Typen zweiter 'Ord-
nung zu identifizieren (VON EYE & LIENERT 1984). In dieser
Variante der KFA werden diejenigen Variationsanteile, die zu
Lasten der bivariaten Variablenzusammenhänge gehen, bei
der Erwartungswertschätzung berücksichtigt, so daß Typen
und Antitypen nur dann auftreten können, wenn komplexere
Variablenzusammenhänge vorliegen. Die entsprechenden
Erwartungswerte stehen in Tabelle 2 unter e2„ die zugehörigen
X2-Komponenten unter X23.
Die KFA erster Ordnung weist einen Typ (+ + -) und einen
Antityp (+ - -) aus. Beide wurden auch von der GKFA
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40 EYE, Konfigurationsfrequenzanalyse bei gerichteten Variablenbeziehungen
aufgedeckt. Diese weist jedoch noch einen weiteren Antityp
nach, der in der KFA erster Ordnung verborgen bleibt. Die
KFA zweiter Ordnung zeigt lediglich einen Typ auf, der aber
sowohl in der KFA als auch in der GKFA nicht in Vorschein
getreten ist. Es handelt sich um die Konfiguration - + + , d. h.
um unauffällige Leistungen im Benennen von Objekten, die
mit eher pathologischen Leistungen im Bilden von Alliteratio-
nen und hohen Fehlerraten einhergehen. Dieser Typ kann als
lokale Abweichung von der generellen Annahme der bivaria-
ten Variablenbeziehungen interpretiert werden.
4 Diskussion
In dieser Arbeit wurde der Versuch unternommen, die Mög-
lichkeiten der Typensuche mit der KFA auf solche Fälle zu
erweitern, in denen angenommen wird, daß eine von zwei
untersuchten Variablengruppen von der anderen determiniert
wird oder auf deren Basis vorhergesagt werden kann. Dieser
Versuch ist den Ansätzen zuzurechnen, die Typensuche mit
der KFA vor dem Hintergrund vielfältiger Annahmen über
die Datenstruktur, Modelle genannt, möglich zu machen. Auf
dieser Ebene entspricht das Vorgehen dem bei der Anwen-
dung log-linearer Modelle. Auch da werden vor der Anwen-
dung statistischer inferentieller Verfahren Annahmen über die
Datenstruktur formuliert und zur Schätzung von Erwartungs-
werten verwendet. Unterschiede bestehen u. a. in den inferen-
tiellen Prozeduren. Während in der KFA versucht wird, auf
der Basis von lokalen Zusammenhängen Nullhypothesen über
die Merkmalsstruktur zurückzuweisen - es entstehen interpre-
tativ auf diese Weise Typen und Antitypen -, werden bei der
Anwendung log-linearer Modelle Anpassungstests vorgenom-
men, um festzustellen, ob das jeweilige Modell zurückgewie-
sen werden muß (für ausführlichere Vergleiche zwischen log-
linearen Modellen und der KFA siehe KRAUTH 1980, oder
KRAUTH & LIENERT 1982).
Bei einer GKFA treten dann Typen oder Antitypen auf,
wenn die generelle Annahme, daß eine Teilmenge von Varia-
blen die Häufigkeitsverteilung der gesamten untersuchten
Kontingenztafel determiniert, lokal verletzt ist. Dies ist z. B.
bereits dann möglich, wenn einzelne der nachgeordneten
Variablen Haupteffekte haben oder in Interaktion miteinan-
der treten. Ist dies der Fall, so ist es auch inhaltlich plausibel,
zumindest lokal von der generellen Annahme abzugehen und
z. B. von Abhängigkeits- oder Wirkungstypen zu sprechen.
Diese können wie oben interpretiert werden.
Im Rahmen der bisher vorgestellten Ansätze zur KFA
könnte die GKFA auch als Spezialfall der Interaktionsstruk-
turanalyse (ISA) dargestellt werden. In der ISA wird die
gesamte Variablenmenge exhaustiv in die Teilmenge der Prä-
diktoren und die Teilmenge der Kriterien zerlegt. In einem
zweiten Schritt wird angenommen, daß innerhalb jeder dieser
beiden Gruppen alle erdenklichen Beziehungen herrschen
dürfen, daß jedoch zwischen diesen Gruppen Unabhängigkeit
vorliegt. Typen und Antitypen sind damit eindeutig als Verlet-
zungen dieser Unabhängigkeitsannahme anzusehen.
Die GKFA entspricht einer ISA, wenn nur eine nachgeord-
nete Variable untersucht wird oder wenn in Abweichung von
den üblichen Annahmen der ISA Wechselwirkungen in der
Gruppe der nachgeordneten Variablen nicht zugelassen wer-
den. In der GKFA werden damit stärkere Annahmen als in
der ISA getroffen. Es ergibt sich dadurch jedoch der Vorteil,
1 Der Verfasser dankt Herrn Prof. Dr. Dr. G. A. Lienert für hilfreiche Kommentare zu
einer früheren Version dieser Arbeit.
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daß aufgrund der Asymmetrie zwischen Prädiktoren und Kri-
terien die Prädiktoren als solche identifizierbar sind. Dies ist
in der ISA nur interpretativ möglich. Gleichzeitig sind Abwei-
chungen von den generellen Annahmen der GKFA stets ein-
deutig interpretierbar, wenn auf Prädiktorseite alle möglichen
Effekte zugelassen werden: nur Haupteffekte oder Interaktio-
nen auf der Kriterienseite führen zum Aufscheinen von Typen
und Antitypen.
Fragt man nach Argumenten zur Anleitung der Auswahl
einer der KFA-Varianten, so muß auf substanzwissenschaftli-
ches Wissen zurückgegriffen werden. Mit der Einführung von
Varianten der KFA wie der KFA zweiter Ordnung, der ISA
oder der GKFA wird es möglich, dem jeweiligen Kenntnis-
stand des Substanzwissenschaftlers differenziert Rechnung zu
tragen. Die Entscheidung jedoch, welche Modellannahme
dem jeweiligen Kenntnisstand am besten angemessen ist, kann
nicht formal, sondern nur inhaltlich begründet werden.
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