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Abstract
Multi-camera vision systems have important application in a number of fields, including
robotics and security. One interesting problem related to multi-camera vision systems is to
determine the effect of camera placement on the quality of service provided by a network
of Pan/Tilt/Zoom (PTZ) cameras with respect to a specific image processing application.
The goal of this work is to investigate how to place a team of PTZ cameras, potentially
used for collaborative tasks, such as surveillance, and analyze the dynamic coverage that
can be provided by them.
Computational Geometry approaches to various formulations of sensor placement prob
lems have been shown to offer very elegant solutions; however, they often involve unre
alistic assumptions about real-world sensors, such as infinite sensing range and infinite
rotational speed. Other solutions to camera placement have attempted to account for the
constraints of real-world computer vision applications, but offer solutions that are approx
imations over a discrete problem space.
A contribution of this work is an algorithm for camera placement that leverages Com
putational Geometry principles over a continuous problem space utilizing a model for dy
namic camera coverage that is simple, yet representative. This offers a balance between
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Recently, there has been increased emphasis on video surveillance research for various pur
poses, e.g., to avoid theft in commerce and national security. Video surveillance systems
typically consist ofmultiple video cameras which are used to monitor an environment. Tra
ditional video surveillance systems have been controlled by human operators or have used
regular camera rotation schemes to observe objects moving within the field of view of the
cameras. As networking and image processing research progresses, more advanced sys
tems are being developed to automate the process of video surveillance. This involves the
development of networking policies and image processing and computer vision algorithms
to detect, locate and track an object as it moves through an environment.
An important concept of multi-camera systems is measuring the quality of service it
provides. This could include, for example, how well a network of camera sensors monitors
an area or how effectively it can detect intruders.
The focus of this work is to investigate the coverage provided by a network ofPan/Tilt/Zoom
cameras. A PTZ camera is one that has motorized control for rotating the camera in all di
rections as well as zooming in on an image. This work attempts to pair up a set of PTZ
cameras with an image processing application to see the effects on coverage of the camera
set when taking into account the constraints of a specific application.
The question this work addresses is: How may one place a network of PTZ cameras,
potentially used for collaborative tasks, such as video surveillance, and analyze the dynamic
coverage that can be provided by them?
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The key challenge here is that PTZ cameras may adjust their pan, tilt and zoom levels
over time and cooperate in order to improve network coverage. This work does not attempt
to provide an optimal solution to the problem posed above, but rather the goal is to develop
a reasonable approach to gain insight into the problem and learn from experience. The
results of this work include:
1. A study of the related work
2. Static and dynamic models for camera coverage
3. An algorithm for automated camera placement that places cameras in a room that
provides complete coverage of the area of interest
4. An algorithm for camera visibility to deal with occlusion of walls within a room and
to compute the overlapping coverage
5. A simulated environment and coverage metrics for implementing and testing camera
coverage algorithms
6. Camera placement and parameter adjustment strategies used to target a particular
coverage goal
1.1 Related Work
At first glance of the problem, it is unclear how to model dynamic coverage for a PTZ
camera, not to mention gaining insight on how to place cameras that have dynamic coverage
capabilities. So, a starting point for this research was to determine what it means to model
"coverage". This section summarizes the related work study, highlights important concepts
that are drawn upon and presents an argument for the importance of this thesis.
1.1.1 Sensor Networks
The emergence of sensor networks as a premier research topic is a key motivating factor
for this work. Sensor networks have been made possible by recent advances in communi
cations and embedded micro-sensing technologies. A sensor network consists of a number
of sensors nodes that collaborate to perform a larger sensing task and to communicate the
information to a sink, or a central location [2]. Sensor nodes are small electronic devices
equipped with one or more sensors, a transceiver, storage components, processing com
ponents and possibly an actuator. The low-cost, low-power, multi-function capabilities
of sensor nodes enables unique features, such as random deployment and collaborative
sensing. These features allow for a wide range of potential applications and thus make sen
sor networks an interesting topic for research. Exemplary applications include battlefield
surveillance, forest fire detection, smart environments and inventory control. This work
considers a network of PTZ camera sensors targeting image processing applications.
1.1.2 Coverage: Examples from other fields
Coverage is an important concept that will be drawn upon in this work. The term "cover
age"
typically refers to measures of effectiveness which are used to characterize the overall
performance of a system. The idea of
"coverage"
appears in a number of applications in
various research fields, including the Art Gallery Problem [24], satellite ocean monitoring
[13] and the coordinated positioning of mobile robots [12].
The Art Gallery Problem involves determining the number and locations of observers
needed to monitor the interior of an n-wall art gallery room such that every point in the
room is seen by at least one observer. Using computational geometry, it has been shown
that [f J observers is occasionally necessary and always sufficient to guard an art gallery
with n vertices in its polygonal representation. Quite often not all of the |_ J observers are
needed. For example, consider the two polygons in Figure 1.1 each with 12 vertices, one
which requires [|J guards and one which does not.
n = 13 [n/3J=4 n=12
Ln/3j= 4
Figure 1.1: Observer placement for the Art Gallery Problem.
The question then becomes: How can one determine algorithms for minimum guard place
ment? Research has shown this type of problem to be NP-hard [24].
In [13], satellites are used for coverage of global oceans to determine the abundance
of phytoplankton. The authors of this work define
"coverage"
as percentage of the ocean
surface that can be monitored in a single day. A method is presented to improve ocean
coverage by exploiting redundancy in information from various missions. This is done by
collecting and merging information from satellites at various orbits.
The concept of "coordinated positioning and movement in
concert"
for command con
trol of many-robot systems is considered in [12]. Here,
"coverage"
refers to maintaining
a spatial relationship between mobile robots with respect to a specific mission goal. The
author defines three types of coverage: (1) blanket coverage, (2) barrier coverage and (3)
sweep coverage. Figure 1.2 illustrates these coverage behaviors.
Blanket coverage refers to determining a static arrangement of elements that maximizes
the total amount of area covered. Barrier coverage also involves a static arrangement of
elements, but its goal is to minimize the probability that penetration through the barrier
will go undetected. Lastly, the objective of sweep coverage is to move a group of elements
across an area of interest taking into account the trade off between maximizing the area
covered and minimizing the number of missed detections per unit area.
1.1.3 Coverage in Sensor Networks
Coverage is also an important concept in sensor networks and, since the applications being
considered in this work fit under the category of sensor networks, this section presents in
c. Sweep





to be engaged, respectively. The circles around system elements
represent the effective sensor/effector engagement radius. [12]
great detail how coverage has been defined for sensor networks.
The coverage problem in sensor networks is centered around quantifying the quality
with which sensors monitor a physical space. Due to the variety of available sensors and
the numerous applications of sensor networks, many different formulations of the coverage
problem have been proposed by the research community. The most studied types of sensor
network coverage include the following subjects: (1) point coverage, (2) area coverage and
(3) barrier coverage. Figure 1.3 illustrates each of these concepts.
The following section presents some typical models used for sensing and discusses
in detail the types of coverage illustrated in Figure 1.3. In addition, some examples of


















Figure 1.3: (a) point coverage, (b) area coverage, (c) barrier coverage [7]
Sensor Models
Many formulations of the coverage problem use sensor models as a starting point for the
definition of network coverage. The most basic sensor model proposed in the literature is
a disk model where the radius of the disk represents the sensing range of the sensor [15].
This type ofmodel will be referred to as the 0-1 sensor model throughout this work. Figure
1.4 illustrates the 0-1 sensor model for sensors with both uniform and non-uniform sensing
ranges.
Figure 1.4: Examples of 0-1 sensor model: (a) uniform disks and (b) non-uniform
disks. [15]
More complex senor models that take into account the uncertainty of sensors due to
various factors are considered in [21], [19] and [1]. Though the details of the mathematical
representations vary, the sensor models defined in these works all have in common the idea
that sensing ability diminishes as the distance between a sensor and a target increases, thus
a sensor is more likely to detect an event happening at a closer distance as opposed to a
distance further away. This will be referred to as the probabilistic sensor model. Equation




Here, d(s, P) is the Euclidean distance between the sensor 5 and the point p, and posi
tive constants A and K are sensor technology-dependent parameters.
Deployment
In addition to the sensor model used, another important consideration for analysis of net
work coverage is how sensors are deployed in an environment. Two types of deployment
are defined in the literature: (1) deterministic and (2) random. Deterministic coverage
refers to coverage provided by a set of sensor nodes deployed according to a predefined
layout. The deployment can be uniform or weighted to account for areas of increased
network activity, or hot spots. Examples of uniform patterns include repeated geometric
patterns, such as square, triangle and hexagon. In this case, coverage analysis simplifies to
the analysis of one basic cell because of the symmetric properties of the uniform pattern.
As an example of weighted deterministic coverage, consider camera coverage of valuable
items in a museum. To ensure protection of more valuable items, an increased number of
cameras could be used for monitoring them.
It is not always feasible, however, to place sensors in a deterministic fashion. Consider
placing nodes in a battlefield or a disaster area for instance. In such cases it is important
to consider random deployments. An example of assumptions made in the related work is
that nodes are uniformly distributed on a 2-D area.
Point-based and Area-based Coverage
The objective of point-based coverage is to achieve a static arrangement of sensor nodes
such that each point in a discrete set of points-of-interest is covered by at least one sensor
node at any point in time. Figure 1.3 (a) illustrates the goal of point coverage. The set
of points-of-interest that are required to be covered are depicted as squares and the sensor
nodes are depicted as circles. The connected black nodes are active nodes and can ade
quately cover the target points. A scheduling algorithm for consumption of energy based
on rotating which nodes are active can be used to determine which nodes should be active
at any given time in order to meet coverage requirements.
Area coverage is an extension of point-based coverage and focuses on monitoring a
particular area or continuous set of points in the physical world. Figure 1.3 (b) illustrates
the area coverage concept. The black sensor nodes are used to represent the active sensor
nodes and the target area to be covered is the large box. The active nodes ensure that every
point within the target area is covered, as opposed to Figure 1.3 (a) in which one is only
concerned with covering a few discrete points.
The analysis of point-based coverage is also applicable to area-based coverage, and vice
versa. The only difference is the subject to be covered. Next, some example formulations
for point-based and area-based coverage of sensor networks with both deterministic and
random deployments are presented. These examples use the previously defined 0-1 sensor
model for coverage analysis.
If the placement of sensor nodes can be achieved exactly as planned, the coverage prob
lem essentially means planning the placement of nodes to meet desired coverage require
ments. In this case, the goal of coverage can be, for example, determining the minimum
number of sensors needed to cover a given discrete set of points such that every target point
is covered by at least one sensor, as considered by the authors in [3].
In [6], the authors consider a set of sensor nodes that are randomly deployed to monitor
the target points-of-interest. Similarly to [3], the goal of coverage is to ensure that at all
times, every target point is covered by at least one sensor; however, since the sensor node
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formation is not known, the algorithm for maintaining coverage is more complex. This is
accomplished by defining disjoint sets of sensor nodes such that every set of sensors nodes
provides complete coverage of the target points. In order to preserve energy, only one of
the sets is active at any given time and the sets are activates in a sequential order. The
algorithm aims to determine the maximum number of disjoint sets so that the time between
activation of a particular sensor is thus also maximized.
In addition to their point based coverage analysis, the authors in [3] also consider plac
ing a minimum number of sensor nodes to cover a target area or continuous set of points.
The authors define the concept of an r-strip, or a string of 0-1 sensors along a line and use
it to analyze performance ratios for bounded convex regions. This concept is illustrated in
Figure 1.5. For more details, see [3].
Figure 1.5: r-strip [3]
An important consideration for sensor network design is fault tolerance. Sensor nodes
may fail due to lack of power, physical damage or environmental interference, thus there
is a need for redundancy or overlap of sensing areas. Many different applications require
varying degrees of redundancy. Coverage analysis provides a methodology in which re
dundancy can be quantified. This idea is presented in terms of a coverage formulation for
random area coverage in [15]. The authors define the term /c-coverage to refer to the cover
age degree where k represents the number of sensor nodes that cover a particular area. The
higher the value of k, the more robust the network is to sensor failures and thus the more
reliable the information that is reported to the sink. This concept is illustrated in Figure
1.4.
Barrier Coverage
Barrier coverage refers to determining whether or not an event may pass across a path,
or barrier, without being detected. This type of coverage in depicted in Figure 1.3 (c).
Various types of barrier-based coverage have been proposed. Here, two such examples
are presented. In [18], the authors combine an algorithmic approach with computational
geometry for analysis of coverage in sensor networks. The key ideas developed are the
concepts of worst-case and best-case coverage. The objectives of worst-case coverage are
to find areas of "lower
observability"
from sensor nodes and to detect breach regions. Best-
case coverage focuses on finding areas of "high
observability"
and identifying regions of
best support.
The authors define worst-case coverage as the maximal breach path (MBP), or the path
in which the distance between any point on the path and the closest senor node is maxi
mized. This scenario is illustrated in Figure 1.6.
Figure 1.6: Sensor Field With Voronoi Diagram andMaximal Breach Path (MBP). [18]
This concept exploits the idea that sensing accuracy generally decreases as distance
from a sensor node increases (i.e., the Probabilistic sensor model).
The maximal support path (MSP), or best-case coverage, is the case where the distance
between any point on the path and the closest sensor node is minimized. The MSP is
illustrated in Figure 1 .7. The concepts of best and worst-case coverage highlight weak
(i.e., MBP) and strong (i.e., MSP) points in senor fields which can be used by algorithm
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Figure 1.7: Sensor Field With Delaunay Triangulation and Maximal Support Path
(MSP). [18]
and protocol designers for future node placement or node relocation.
Another model for barrier coverage is the exposure-based model. This concept was
introduced in [19] and is built upon in [1]. This model also assumes that sensing accuracy
diminishes with increased distance, but additionally accounts for the amount of time a
senor is exposed to an event. Depending on the type of sensor, an integral or derivative
model may be used to determine the intensity of the exposure. This intensity value is then
used to develop detection models. If the intensity over a given time interval exceeds some
threshold, then the event is detected, otherwise it is not. Analysis of coverage proceeds in a
similar fashion to [18] in that it focuses on determining best-case and worst-case coverage
scenarios. Best-case coverage is the path of maximal exposure and worst-case coverage is
the path of minimal exposure.
Many of the previously mentioned formulations do well at thoroughly defining cover
age for either a specific type of sensor or a specific application; however, there has not been
much focus placed on accounting for variations in types of sensors and network operation.
Part of the contribution of this work is to provide a general framework for coverage analysis
of a network of Pan/Tilt/Zoom cameras which takes into account variations in the factors
that affect network coverage and condenses camera coverage into metrics that can be used
for comparison of networks of cameras with various parameter settings and various modes
of network operation.
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1.1.4 Sensors with Directional Sensing
Most of the previously mentioned coverage formulations assume omni-directional sensing
capabilities; however, there are many types of sensors that are limited to directional sensing.
For example, consider sonar and camera sensors where sensing is limited to an angle or field
of view. In this case it is important to consider orientation of the sensors when designing
algorithms and placement strategies. Figure 1.8 illustrates one example of a physics-based
directional model of a sonar sensor.
Figure 1.8: Plane target sonar sensor model. A plane is represented by the perpendicular
distance r and orientation a. The shaded rectangle indicates a single sonar sensor located
at the position (xs, ys,0s)- [20]
A major contribution of this work will be development of a directional sensing model
for the analysis of coverage when using cameras for sensing. Typically, related works have
modeled a sensor's sensing range as a disk, where the radius of the disk is the sensing range.
This assumes that there is no direction associated with sensor's sensing capabilities. In the
case of a camera, sensing range is limited by the field of view and therefore has a direction
associated with it. This work attempts to incorporate directional sensing into analysis of
coverage of wireless sensor networks.
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1.1.5 Time-varying (Dynamic) Coverage in Sensor Networks
While coverage of immobile sensors with omni-directional sensing capabilities has been
extensively explored and is relatively well understood, only recently have researchers more
extensively explored the idea of time-varying or dynamic coverage [5]. This type of net
work operation may be desirable in the case of having a limited number of sensor nodes,
or when it is not required to cover every point of the area of interest simultaneously.
In the case of time-varying coverage, the sensing area of a sensor node changes over
time. As a result, points that were originally uncovered may alternate between being cov
ered and not being covered and thus a greater amount of area will be covered over time.
This bring about the following questions to be answered [5]:
What is the area coverage at a given time instant?
What is the area coverage over a time interval?
What are the durations of time that a location is covered and not covered?
Additionally, for static coverage of a sensor network, an intruder that is not initially
detected will never be detected if it remains stationary or moves along an uncovered path.
Detection of the intruder is more likely to occur if sensors can search an area. This concept
brings about the following important questions to be answered by this work:
How quickly can a network of PTZ cameras detect an intruder?
How does the detection time depend on the searching strategy of the cameras?
Can one derive camera-parameter adjustment strategies to improve intrusion detec
tion capabilities?
In [5], the authors show that mobility can be used to offset a lack of sensors in order to
improve network coverage. This work will attempt to use adjustment of camera instead of
mobility to improve network
coverage over time.
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1.1.6 Camera Coverage Models
An additional contribution of this work will be the development of a model for coverage
of a PTZ camera with respect to image processing application. Camera models are used to
characterize the view of a camera using intrinsic and extrinsic camera parameters [17]. In
trinsic camera parameters specify internal camera characteristics and include focal length,
principal point and effective pixel size. Extrinsic parameters describe the spatial relation
ship between the camera and the world. Exemplary extrinsic parameters are the rotation
matrix and translation vector.
The inputs to a camera model are typically defined using camera parameters and the
outputs represent the relationship between a point in the world reference frame and its im
age projection. One such example is the pinhole camera model [17]. Here, the relationship
between a 3D point M and its image projection m is given by the formula:
m = A[Rt]M, (1.2)
where A is the camera intrinsic matrix, R is the rotation matrix and t is the translation







0 0 1 )
(1.3)
where (cx, cy) are coordinates of the principal point, (fx, fy) are the focal lengths by the
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Other camera models have been developed to determine the degree of uncertainty in
measurements obtained from a camera sensor. In [1 1], the author develops a camera model
to "gain a degree of confirmation or
rejection"
about a robot's current position which is
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based solely on visual information. This is accomplished by extracting room features from
the camera image and comparing them with features extracted from a pre-developed world
model. Similar to the pinhole camera model, the model in [11] uses camera parameters as
inputs, namely a camera image, the robot's hypothesis of its current position and the actual
position of the robot. Unlike the pinhole camera model, however, the output of this model
is the probability that the robot's hypothesis is correct. This can be thought of as a quality
of service measurement.
For this work, the goal of the camera model is to characterize the coverage of a PTZ
camera in the two-dimensional world using the focal length and pan parameters of the
camera as inputs. The pan parameter will define the orientation of the camera relative to
some reference frame, similar to the 0 or a parameter illustrated in the sonar model in
Figure 1.8. The focal length parameter sets the zoom level of the camera, thus a practical
limit is imposed on the view range by the finite spatial resolution of the camera. Figure 1.9




Figure 1.9: Camera Coverage Model
This work focuses on coverage in two different aspects, namely area coverage and
intrusion detection. This raises the following questions to be answered:
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How can one model area coverage for a PTZ camera?
What is the criteria for detection of an intruder (stationary or mobile)?
How can one model detection time of an intruder?
A study of the related work reveals the following areas in which proposed camera mod
els may be improved upon:
Unrealistic Assumptions: Computational Geometry models, such as those pre
sented in [24], make assumptions about the view of a camera that do not apply to
real-world cameras, e.g., infinite depth of field and infinite rotational speed. This
work focuses on defining the real-world constraints for modeling camera coverage
for a more practical and realizable approach.
Off-line vs. On-line Placement of Cameras: Many active vision works have con
sidered camera placement for on-line activity, but to our knowledge, little work has
been done on the off-line placement of cameras prior to performing the active vision
task.
Task-specific constraints: Camera quality of service requirements vary for different
tasks, thus there is a need for a generic camera model that incorporates the idea of
task-specific parameters, such as the minimum acceptable spatial resolution.
1.1.7 Sensor Placement
For multi-camera vision systems, as the size of a network increases, it quickly becomes im
practical for network designers to consider placing cameras by hand. Thus, it is important
to consider algorithm for automated placement of cameras. Related works, such as [10]
and [23], have addressed the problem of attempting to minimize the number of cameras
needed for both manned and automated vision systems.
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When considering real-world vision applications, it is important to consider the con
straints that limit the coverage ability of a network of cameras. For example, [10] intro
duces the idea of constraining camera placement based on task-specific and floor
plan-
specific coverage requirements. In [23], the authors consider the placement of static cam
eras (sensors) in a dynamic scene.
A contribution of this work is to build upon related work and consider the placement of
dynamic cameras in a static scene while also considering constraints specific to a particular
floor plan or image processing application.
1.1.8 Visibility
Another important real-world consideration that needs to be taken into account when con
sidering the coverage ability of multi-camera networks is constraints imposed by the pres
ence of obstacles within the region of interest. This could include, for example, poles or
walls within a building or an object moving in front of a camera and occluding its field of
view.
Analyzing visibility becomes increasingly important when considering sensors that can
vary their sensing area over time and scenes that change over time. [23] considers the
effects on visibility of static cameras as a scene changes over time. This work considers
the visibility of static and dynamic camera coverage models with respect to static scenes.
1.1.9 Covering Problems
Covering problems aim to find placements of a network of sensors so that, together, they
cover a collection of target regions [9]. For example, [8] considers 2D covering polygons
where the goal is to decide if a set of covering polygons can be translated to cover a target









Figure 1.10: 2D Covering (a) Sample P and Q, (b) Translated Q Covers P
This work attempts to draw upon this concept by using cameras, represented as triangu
lar regions, to cover a polygon representation of a floor plan. The polygon is decomposed
into triangular regions and the question becomes, given camera and application constraints,
can one place a camera and adjust its parameters such that the camera covers the triangle?
If the answer is "yes", then the camera is placed and the parameters are adjusted.
Another important piece of information learned from the study of covering problems
is that a number of 2D covering problems have been proved to be NP-complete [9]. This
gives an idea of the complexity of the problem being dealt with and is additional support
for a heuristic approach.
1.1.10 Camera Placement
Other related works have studied the problem of camera placement and have proposed
solutions. [10] considers a more realistic model for a camera than those proposed in Com
putational Geometry works such as [24]. In addition, the authors in [10] propose methods
for incorporating task-specific constraints into a model for camera coverage. The problem
is posed as a discrete optimization problem where the goal is to minimize the cost of plac
ing cameras to cover a room subject to task-specific constraints. Some interesting concepts
developed in [10] that will be drawn upon in this thesis include the formulation of a model
for dynamic camera coverage and concept of visibility.
The authors present a method of developing a model for dynamic camera coverage that
involves the introduction of a task-specific time constraint. This represents the minimum
amount of time required for an object to be within the visible field of view of at least one
camera in the system. By determining the sweeping angle of view of a camera over time,
the field of view of the camera can then be approximated by a triangular region. Figure
1.11 illustrates this concept.
Figure 1.11: Illustration of the reachable region from a camera (black disk) location on the
polygon perimeter. [10]
This work attempts to simplify this dynamic camera coverage model even further by
only considering a partial range of motion instead of considering sweeping the camera
over the entire range of motion.
Additionally, the authors in [10] present a method for dealing with occlusion of ob
jects, or determining the
"visibility"
of a camera. To do this, an angle sweep technique
is presented. While this work heavily leverages this concept, the implementation is vastly
different in that [10] works in the discrete space, while this work attempts to work in the
continuous space. Figure 1.12 illustrates the concept of polygon visibility over a discrete
problem space.
1.2 Thesis Overview
This thesis presents an approach to the camera placement problem that involves determin











Figure 1.12: Left:The polygon. Middle:Cellular representation of the polygon. Right:The
cell coverage of a camera O with FoV limits OA and OF and visible polygon OABCDEF.
The dark cells are the visible ones from camera O.[10]
different shapes of triangles (representing the field of view of the cameras) that cover a 2D
room and analyzing the camera placement algorithm via simulations to gain insights as to
where to place cameras in order to improve coverage.
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Chapter 2
Dynamic PTZ Camera CoverageModel
In order to make the problem more manageable, the constraints of the problem can be
relaxed to only consider two-dimensions. Thus, the tilt aspect of a PTZ camera is ignored.
Based on the study of the related work and this simplification, it seems that a reasonable,
yet simple enough approach is to model the dynamic coverage of each PTZ camera as a
triangle that represents the field of view of the camera, and place different shapes and sizes
of triangles to cover a 2-D room.
The approach is to first develop a model for static camera coverage, and then extend the
model to incorporate dynamic coverage constraints. The goal is to represent the sweeping
field of view of a camera in the shape of a triangle. This then gives us the ability to analyze
a given camera placement algorithm, in terms of the efficiency, robustness, and practicality
of the coverage provided by the network of PTZ cameras.
This section outlines proposed model for dynamic camera coverage. Here, consider
the 2D area that can be covered by a camera with respect to a particular image processing
application. For completeness, some important terms and camera parameters are outlined.
2.1 Pan/Tilt/Zoom Cameras
Various types of cameras are available for video surveillance tasks. This work focuses on
the use of digital cameras with Pan/Tilt/Zoom (PTZ) controls.
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Digital camera: A digital camera uses an electronic sensor to acquire spatial vari
ations in light intensity and then applies image processing algorithms to the data
provided by the sensor to reconstruct a picture of a scene [4]. Two technologies cur
rently used to manufacture digital image sensors are Charge Coupled Device (CCD)
and Complementary Metal Oxide Semiconductor (CMOS). Both CCD and CMOS
perform the task of converting light energy into electric charge to capture informa
tion about a scene. Image sensors can be thought of as a 2-D array of thousands or
millions of tiny solar cells that each transform light from one small part of an image
into electrons.
Pan/Tilt/Zoom (PTZ) camera: A Pan/Tilt/Zoom camera is a special type of camera
that has motorized control for rotating the camera in all directions and zooming in on
an image.
2.2 Camera Parameters
Next, some important camera parameters are defined.
2.2.1 Format Size
An ideal lens produces images in the form of a circle, called the image circle. Digital
cameras use a rectangular image sensor to capture a scene through a lens. Figure 2.1






Figure 2.1: Format Size [16]
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The ratio of horizontal length to vertical length of the image sensor is known as the
aspect ratio of the camera. A typical aspect ratio is 4:3 (H:V) for a standard digital camera.
Table 2. 1 displays examples of common image circle sizes along with the corresponding
horizontal and vertical lengths.






Table 2.1: Typical image circle sizes [16]
Lenses are designed to work with specific image sensor sizes. Different image sensor
sizes will yield different fields of view using the same focal length. Common image sensor
sizes include 1/4", 1/3", 1/2",
2/3"
and 1". Figure 2.2 illustrates some typical image sensor


















Figure 2.2: Typical image sensor sizes (units in mm). [16]
2.2.2 Effective Pixel Size
Most image acquisition units today utilize CCD technology. Compared to picture tubes,
CCD devices have relatively lower production costs
and have the advantage of being com
posed of many separate light-sensitive
elements. Thus, CCD sensors inherently deliver a
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two-dimensional, spatially discrete image. Figure 2.3 illustrates the 2-D array nature of a
CCD sensor.
CCD. chip
Figure 2.3: CCD sensor [29]
An important parameter of CCD chips is resolution, which is expressed as the number
of pixel elements. A CCD chip typically has a few rows and columns of
"blind"
pixels at
its edges, thus the area of the chip used for image acquisition is known as the effective pixel
size of the chip. An example of a modern high resolution CCD chip is one that contains
756 pixels in the horizontal direction and 58 1 pixels in the vertical direction.
2.2.3 Focal Length
For a thin double convex lens, rays from an infinite light source will converge at a single
point, called thefocal point. The distance between the lens and the focal point is known as
thefocal length f. To optimally capture a scene at an infinite distance to an image sensor,
the distance between the lens and the sensor is set to the focal length, i.e., the sensor should




Figure 2.4: Focal length [30]
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2.2.4 Angle ofView
The angle of view corresponds to the amount of a given scene that appears on a sensor.
Angle of view can be measured horizontally, vertically or diagonally. For digital cameras,
angle of view is a function of focal length and the size of the image sensor [16]. This is







Figure 2.5: Angle ofView
The formula for angle of view, using the ideal lens model, is represented in Equation
2.5.
9 = 2 arctan( yh (2.1)
Here, 9 is the angle of view, / is the focal length of the camera, and V is a dimension of
the CCD chip (horizontal, vertical or diagonal). See Figure 2.2 for more details..
With a fixed image sensor size, there is an inverse, non-linear relationship between the
focal length and the angle of view.
2.2.5 Field of View (FOV)
The volumetric region visible from a camera is defined as its field of view [10]. This is
determined by the apex angles of the pyramidal region originating from the lens center of








Figure 2.6: Field ofView and Depth of Field, a and /? are respectively azimuth and latitude





is the Depth of Field . [10]
2.2.6 Depth of Field (DOF)
The depth offield of a camera is the distance between the nearest and farthest objects that
appear in acceptably sharp focus in an image [10]. This concept is illustrated in Figure 2.6
as the frustum defined by the planes abde and a'b'd'e'. Further decomposing DOF into
two components:
Minimum Object Distance: The distance between a camera and the nearest object
that appears in acceptably sharp focus is defined as the minimum object distance.
This is dependent upon the camera's focal length. The greater the focal length, the
greater the minimum object distance.
Maximum Object Distance: The distance between the camera and the farthest ob
ject that appears in acceptably sharp focus defines the maximum object distance.
This parameter is dependent upon task-specific constraints, which may be spatial,
temporal or based on quality of service. For example, consider the image process
ing application of human face detection. In this case, the maximum object distance
would be limited by a minimum acceptable spatial resolution of face images required
by face detection algorithms.
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2.2.7 Spatial Resolution
Spatial Resolution is a measure of accuracy or detail of a digital image. As an example,
for a digital image, this could mean the ratio between the total number of pixels needed to
represent an object in an image and the size of the object in the real world. The higher the
spatial resolution, the more detailed and sharper an image will be.
2.3 Application Parameters
Because this work considers the coverage of a camera with respect to an image-processing
application, here some application-specific parameters are defined.
2.3.1 Object Size
This defines the size of the target object to be covered.
2.3.2 Required Pixels
This is an application-specific constraint that defines the minimum pixel resolution required
for a particular image-processing algorithm.
2.4 Camera Coverage Parameters
For this work, the problem formulation is limited to two-dimensional regions in order to
make the problem more manageable. The camera coverage model is defined in terms of in
puts and outputs. The idea is to convert the camera parameters and task-specific constraints
of the problem into a spatial coverage representation. In order to do this, some additional
terms are defined.
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2.4.1 Minimum Spatial Resolution
The minimum spatial resolution parameter, rs, refers to an application-specific limit on
the acceptable resolution of captured images. In this case, consider applications such as
face detection and face recognition. Related works have presented heuristics for minimum
acceptable resolutions for face detection and face recognition applications. For face detec
tion, the minimum number of pixels needed in a face image is 20x20 [14]. The number
of pixels required for face recognition applications is greater due to the demand for more
detail. In this case, 120x120 pixels is suggested as a limit [25].
The minimum spatial resolution required for a given camera and application pair can
be determined by dividing the required number of pixels by the size of the object.
2.4.2 Minimum Application Distance
The Minimum Application Distance, dapp_min, is defined as the minimum distance required
for a target object to be completely contained within the field of view of the camera. Con
sider, for example, the application of face detection, it still holds true that there is optical
blur for objects that are closer than theMinimum Object Distance to the camera; however,
consider also the distances in which a target object is beyond the MOD but still may be
close enough that the entire object does not fit within the field of view for the camera.
Figure 2.7 illustrates the concept ofMinimum Application distance.
53x<iW
us
Figure 2.7: Minimum Application Distance (w.r.t. Face Detection/Recognition)
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2.4.3 Maximum Application Distance
The Maximum Application Distance, davv_max is a function of focal length, effective pixel
size and the minimum acceptable spatial resolution. This parameter is derived (referring to
parameters in Figure 2.8) as follows:






x defines the number of picture elements in the horizontal direction and I represents the
width of an object that can be covered at distance dmax. So spatial resolution can be defined
as
j
in units of ^L. And from the application, notice the spatial resolution needs to be





Plugging in and solving:
U'app.max J\ j/ ) V-^-^J
2.5 Static PTZ Camera Coverage Model




















Figure 2.8: (a) Static camera coverage model and (b) image sensor parameters
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2.6 Dynamic PTZ Camera CoverageModel
Now also consider the horizontal rotational ability of a camera when modeling camera
coverage. If the camera is allowed to pan (rotate), one can see that there is potential to
cover a much larger amount of area (as compared to the static coverage case) over a period
of time. In doing this though, one must ensure that the target performance goals are not
sacrificed.
This type of coverage analysis may be useful, for example, in applications that can
tolerate areas being uncovered for a certain amount of time. LetT be an application-specific
constraint that represents the maximum amount of allowable time that a point within a
region can be uncovered. In other words, the goal is to ensure that for every point p within
a region R, p will be guaranteed to be covered in a time less than or equal to T. Figure 2.9
is a graphical example of such a scenario.
(1) (2)
Figure 2.9: Dynamic Camera Coverage Model: (1) Static camera coverage with camera
oriented toward point A, (2) Camera rotates uT degrees to point in the direction of B and
(3) Sweeping field of view of the camera (shaded region)
In Figure 2.9 (1), there is a camera at the origin oriented toward point A. Now consider
that the camera can rotate, or pan, its field of view in the clockwise direction at horizontal
angular velocity to. IfT is the
application-specific time constraint, then the maximum angle
that can be swept in that time is uT. Consider the worst-case scenario where the camera
needs to rotate an angle of ujT to cover a point. This is represented in Figure 2.9 (2) in
which the camera is rotated from loT degrees from orientation A to its new orientation B.
The resulting angle that can be
covered over time T is defined by Equation 2.3.
31
(p
= 9 + uT (2.3)
Here, <j> is the total effective horizontal angle of view over time T, 9 represents the initial
horizontal angle of view of the camera, and lo is the horizontal angular velocity. Note that
if the rotational ability of the camera is not considered (lo = 0), Equation 2.3 reduces to the
original formula for horizontal angle of view (i.e., 4> = 9).
Figure 2.9 (3) displays the resultant angle, <fi, after sweeping the camera from being
oriented toward point A to point B. As such, this work will refer to 0 as the sweeping angle
of view from now on.
The sweeping angle of the camera creates a circular sector, defined as a wedge obtained
by taking a portion of a disk with central angle 6 < n radians (180 degrees). This shape,
illustrated in Figure 2.10 has some well defined geometric properties. The radius R is
equivalent to the maximum application distance, defined in Equation 2.2. The area of the
circular sector is define in Equation 2.4, where As refers to the area of the sector. And
the area of the triangular region of the circular sector is defined in Equation 2.5, where At
refers to the area of the triangular region.
Figure 2.10: Circular Sector
As = \R29 (2.4)
At = ^Rsin(9) (2.5)
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In order to simplify the analysis of dynamic camera coverage, it is possible to con
servatively use the triangular region of the circular sector as the sweeping field of view.
This gives us the ability to model dynamic coverage in the same manner as static coverage.
Figure 2. 1 1 illustrates the sweeping field of view concept.
app.max
Figure 2. 1 1 : Sweeping FOV
The parameters from the model for static camera coverage (illustrated in Figure 2.8)
are used to define the model for dynamic camera coverage. The model for dynamic camera










Having defined the size and shapes of room and objects
of interest in this work and
defining a model for dynamic camera coverage,
the next step is to determine how the cam
eras may be placed within the
room and how the visibility of a camera can be determined.
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Chapter 3
Camera Placement and Visibility Algo
rithms
3.1 Procedure
The camera placement solution is a
"divide-and-conquer"
computational geometry ap
proach. This approach attempts to take advantage of the triangular shape of the camera
coverage model. The idea here is that a triangle is the most basic subcomponent of any
polygon. So, if the polygon can be decomposed into triangular subcomponents, it follows
that surely all of these subcomponents can be covered with a triangular region.
An important reason for choosing this approach is that by decomposing a polygon into
triangular subcomponents, the algorithm guarantees that it will always provide complete
coverage of the room (excluding the blind spot in the region around the camera due to
the minimum application distance constraint). The basic procedure for breaking the room,
represented as a simple polygon, into coverable components and placing cameras can be
summarized as follows (see Figure 3.1).
1. Partition the room into more manageable sub-components (triangulation) and check
for coverability of those sub-components
2. Further partition any remaining uncovered
sub-components if necessary
3. Place the cameras and tune the camera parameters
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4. Determine any overlapping visible camera regions (k-coverage)
Figure 3.1: Procedure
First, the algorithm for camera placement is presented, followed by the method for
determining the regions visible from a camera.
3.2 Camera Placement Algorithm
The approach of the camera placement algorithm is to decompose a polygon P into pieces
that can be
"covered"
with one triangular camera field of view T. This concept is illustrated
in Figure 3.2.
The input to the camera placement algorithm is a simple polygon representation of a
building floor plan and the output is list of camera structures that provides coverage of the
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Figure 3.2: Camera Placement Algorithm
entire floor plan. The camera structures include the location, orientation and horizontal
field of view for each of the cameras.
The camera placement algorithm assumes knowledge of the following:
1 . Camera Specifications
2. Application Specifications
The following sections outline how the polygon is partitioned into more manageable
sub-components and what it means to
"cover"
a triangular region.





Step 1: Triangulate Polygon
Polygon triangulation is a fundamental algorithm in computational geometry and has
been found to be widely applicable in a number of fields, such as the tessellation of curves
in computer graphics. As put by Seidel, this problem can be simply stated as "given the
coordinates of the n vertices of a simple polygon P in order around P, find n - 3 diagonals
that partition P into n 2
triangles"
[27].
The concept of polygon triangulation is illustrated in Figure 3.3.
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Figure 3.3: Polygon Triangulation [31]
This work uses a polygon triangulation presented by Seidel in [27]. This method was
chosen because it is presented as being relatively simple and has low computational com
plexity. The algorithm for polygon triangulation proceeds as follows [31].
1. Decompose the Polygon into Trapezoids.
Let S be a set of non-horizontal, non-intersecting line segments of the polygon. A
randomized algorithm is used to create the trapezoidal decomposition of the X-Y
plane arising due the segments of set S. This is done by taking a random ordering
sl..sN of the segments in S and adding one segment at a time to incrementally con
struct the trapezoids. This divides the polygon into trapezoids (which can degenerate
into a triangle if any of the horizontal segments of the trapezoid is of zero length).
The restriction that the segments be non-horizontal is necessary to limit the number
of neighbors of any trapezoid. However, no generality is lost due to this assumption
as it can be simulated using lexicographic ordering. That is, if two points have the
same y-coordinate then the one with larger x-coordinate is considered higher. The
number of trapezoids is linear in the number of segments. Seidel proves that if each
permutation of sl..sN is equally likely then trapezoid formation takes 0(nlog * n)
expected time.
2. Decompose the Trapezoids into Monotone Polygons.
A monotone polygon is a polygon whose boundary consists of two y-monotone
chains. These polygons are computed from the trapezoidal decomposition by check
ing whether the two vertices of the original polygon lie on the same side. This is a
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linear time operation.
3. Triangulate theMonotone Polygons.
A monotone polygon can be triangulated in linear time by using a simple greedy
algorithm which repeatedly cuts off the convex corners of the polygon. Hence, all
the monotone polygons can be triangulated in O(n) time.
Step 2: Enqueue Triangles
Each of the triangles created by the triangulation algorithm are then added to a working
queue. This maintains a running a list of regions that may not be covered by a camera.
Step 3: Cover Triangles
After the polygon is partitioned and enqueued in the working queue, the algorithm then
continually attempts to pull from the working queue and
"cover"
the triangular region with
a camera, represented in terms of the defined model for dynamic camera coverage. The
criteria for coverage can be summarized as follows.
1. Minimum angle in the triangle < Maximum camera angle of view
2. Longest edge next to Minimum angle of triangle leq longest camera depth of field
The concept of
"covering"
a triangular region with a camera is illustrated in Figure 3.4.
If successful in
"covering"
a triangle with a camera, it is removed from the queue and
the camera is added to the list of place cameras. Otherwise, the algorithm attempts to
partition the triangle into smaller triangles and then add these triangles to the queue. By
continually attempting to cover smaller and
smaller triangles, the algorithm will eventually
converge into regions that can be covered.
The details for this step are laid out in
Algorithms 2, 3 and 4.
3.3 Camera Visibility Algorithm
It is important to note that the camera placement algorithm only guarantees that each par







Figure 3.4: Camera Coverage
Algorithm 2 CoverTriangles()
while NOT TriQ.emptyO do
Dequeue first triangle
Set parameters of camera C to cover triangle T








consideration the floor plan as a whole and does not take into account the additional cov
erage benefits provided by camera fields of view that extend past the particular triangular
region that they are covering. In this case, the walls of the room may occlude the view of
the camera.
In order to get the complete picture of the coverage provided by the set of cameras
decided by the camera placement algorithm, it is first necessary to determine the area of
the room that is visible from each camera.
The inputs to the visibility algorithm are a
simple polygon representation of a building
floor-plan P and a triangular region T representing the field of view of a camera. The
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Algorithm 3 CoverTriangle(T, C)
i <= T.getMinVertexAngleIndex()
isTriCoverable = FALSE
if T.getVertexAngle(i) leq ANGLE_OFJVTEWJTMAX then
orientation = ComputeOrientation(T, i)
camera <^= Camera(T[i], orientation, T.getVertexAngle(i))
a <= left vertex of camera
b <= center vertex of camera
c <= right vertex of camera
if Length(b, a) > Length(T[i],T[i].leftQ) AND























output is visibility polygon V which represents all of the points visible from the camera.
The visibility algorithm is outlined in
Algorithms 5 and 6.
3.3.1 Ray Shooting
The approach to camera visibility analysis is a
simple ray shooting technique. Following
the camera placement algorithm, in which the location, orientation and angle of view for
a camera is determined, it is possible to compute the visibility by sweeping over the angle
of view of the camera and shooting a ray in any
given direction from the location of the
camera. All of the points along the line segment
defined by the camera location and the
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intersection point of the ray with the first of either a wall (if the view is occluded) or the
limits of the camera field of view (defined by the maximum application distance) are con
sidered to be
"visible"
from the camera. The visibility problem is illustrated in Figure 3.5 in
which there is a room represented as polygon P = (a, b, c, d, e, /) and camera represented
as triangle T = (g, h, i).
k
Figure 3.5: Camera Visibility Example
3.3.2 Polygon Intersection
As an initial level of filtering, first clip off any regions of the camera field of view that
are outside of the polygon of interest. This can be accomplished by determining the in
tersection polygon / of polygon P and triangle T. This concept is illustrated in Figure
3.6.
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Figure 3.6: Camera Visibility Algorithm: Intersection
The resulting intersection is polygon / = (g, j, d, e,k,).
Note that it is possible for the intersection of P and T to produce multiple polygons
that are not contiguous. In this case, the polygon that contains the point representing the
location of the camera is the only region of importance.
3.3.3 Event Points
An interesting observation that further simplifies the visibility analysis is that the visibility
of a ray emanating from a camera location will only ever be affected at the vertices of the
room. Thus, it is sufficient to only consider these points for the ray shooting technique.
This corresponds to the ConstructVertexList() function in 5.
Computing Event Points
For each ray R, the algorithm determines the intersection with any wall of the intersection
polygon /. Each of these points is stored in a list. These points are termed event points.
These are the points that must be considered to determine whether or not a particular vertex
alters the FOV of the camera, i.e., some
"event"
takes place at these points.
Note that there are two possible cases of visibility events that can occur. These cases




Figure 3.7: Camera Visibility Algorithm: Event Points
In case I, there is only one intersection point between ray R and the segments of the
intersection polygon /. Here, the event point is simply added to the list of visibility points.
(Note that the segments that are collinear to ray R are considered to be visible, thus one
is only concerned with finding the intersections with non-collinear segments)
Case II is a situation in which the ray may pass through one or more vertices before
intersecting a segment that either occludes the field of view or defines the limits of the
range of the FOV. Here, the algorithm marks all of these points as event points, as they will
define the visibility polygon.
Handling Event Points
Because there is no guarantee that the event points will be collected in counter-clockwise
order, the event points must be ordered after being collected. The counter-clockwise order
ing of these points defines the visibility polygon V.
To achieve ordering, one can use the information from the intersection polygon. Tra
verse the edges of the intersection polygon in CCW order and add each event point that is
on that particular segment to a list of intersection points. Since each segment of the inter
section polygon is defined in CCW order, there is a source point that defines the beginning
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of the segment, and a target point which defined the end of a segment. The list of inter
section points can be sorted by distance from the source point to maintain ordering. After
sorting, these intersection points are then added to the list of visibility points.
Figure 3.8 shows the result of the visibility algorithm for the example camera and room.
Figure 3.8: Camera Visibility Algorithm: Visibility Polygon
The visibility polygon is polygon (g, j, I, e, k).
This chapter has defined the algorithms for determining the placement and visibility
of cameras. This leads into the discussion of how these algorithms are implemented in a
simulated environment to gain insight into the problem and determine the performance of
the camera placement algorithm
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Chapter 4
Simulated Environment andAnalysis of
Dynamic PTZ Camera Coverage
A simulation framework was developed (for which a visibility algorithm was needed) to
allow for the identification of needed improvements for the camera placement algorithm
and to gain insight on strategies for camera placement and camera parameter adjustment to
improve network coverage.
4.1 Simulated Environment
The simulated environment computes the placement and parameter adjustments of a net
work of PTZ cameras given the specifications for (1) an image processing application, (2)
a camera and (3) a building floor plan. It also computes the resulting coverage and outputs
a coverage report and plots of the camera placement and level of coverage (k-coverage).
4.1.1 Application Specifications
Information fed into the simulated environment about the target application includes spec
ifications for the size of the object, the pixel requirements for any image processing algo
rithms and an application specific time constraint specifying the system's tolerance for the
minimum amount of time required for a target to become visible by at least one camera
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within the network.
For example, consider face detection as the target image processing application. Then
the application specifications for object size become the breadth and height of a human
face, illustrated in Figure 4.1. From [32], note that the average size of a human head for
adult U.S. males is about 150mm in breadth and 240mm in height.
1 - Face Breadth
2 - Face Height
Figure 4.1: (1) Face breadth and (2) Face height [32]
For pixel requirements, [14] tells us that face detection algorithms require image reso
lutions of 20x20 pixels.
The time constraint may vary depending on the
desired performance goals of the sys
tems. Consider T = 0.5s as an example.
Table 4.1 summarizes the inputs to the
simulated environment for the application of
face detection.
4.1.2 Camera Specifications
Important camera specifications for the simulated
environment include the format size of
the camera, number of
effective pixels, the range of
focal lengths and the range of horizontal
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Parameter Value
Object Size (H) 150.0 mm
Object Size (V) 240.0 mm
Required Pixels (H) 20 px
Required Pixels (V) 20 px
Time Constant 0.5 s
Table 4.1: Face Detection Specifications
angular velocity. For this work, consider the use of the Sony EVI-D 100 camera as an
example. Figures 4.2 and 4.3 summarize the camera specifications for the Sony EVI-D 100
camera.
EVI-D10G EVI-D1WP
Video Signal MTSC PAL
Image Sensor t/4 type Super HAD CCD""
Effective Pixels 768 (H) x 494 (V) 7S2 (Hi x SSi (V)
Horizontal Resolution 470 TV lines [Wide erd} 480 TV Sras (Wkfe end]
Lens tflH Optica! Zoom, 40x wttti Digital Zoom, f = 3.1 to 31. F 1 .8 K> 2.9
Horizontal Angle Of View 6.6 to 65 Degrees
Minimum Objact Distance 100 mm (Wide end}. 600 mm (Tele end)
Minimum Illumination 3.5 lx (F1 |
Awto Exposure AufctfManuat^rkw3yA, Exposure compensation. Baci. light Compensation
Snurlef Speed 1/4 lo VKU9QQ e Ma to V-c>.c*Xi s
White Balance Auto.ATW. Manual One Push, 32COK. &S0OK
Mirror Image. St if! image on Field Memory, Pasiel Image. Negatrve.'Positive Reversal, Sepia image.
Monochrome Image. Enhanced Corarast, Mosaic Image. Vertical Stretch, Horizontal Slrefch, Motion Image on Sfifl Image.
Continuous Still linage. Motion Images on Birvaried Still (Image. After-image Lag ol Moving Object
&N Ratio More than 50 dB
Pan-Tdt Horizontal x 100 degrees (Max speed 300 aegrees's).
Vertical 25 degrees (Ma* speed 125 cegrees'sl
(in 0.07 degrees increments)
Video Output VBS, Y/C
Flower Requirements DC 10.8 to 13.0 V
PowerConsumption Max. 13.2 W (at 12 Vdcj
Operating Terr$>eraluTe 0 to AOC (32 to 40Ti
Storage Tempersture -20 to 60"C (-4 to 140"F)
Dimeneions 4tftx.43U nS*fl inches (I13{W] x 120 (H) x 132 (D) mm]
Mass t b l4az{B60ejj
Supplied Acoss-sc-rics AC adaptor, IR Remote Commaivder unit, Vetera tape, Operating instrucuon
Figure 4.2: Sony EVI-D 100 Camera Specifications [28]
4.1.3 Floor plan
A typical building floor plan is represented as a collection of planar regions, thus it makes
sense to use a 2-D formulation to determine the placement of cameras in the floor plan.




Figure 4.3: Sony EVI-D 100 Pan/Tilt Range [28]












Figure 4.4: (a) A typical floor plan and (b) its polygon approximations. [10]
4.1.4 CoverageMetrics
In order to measure the performance of the camera placement algorithm, metrics were
defined to analyze coverage in terms of efficiency, practicality and robustness.
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Efficiency
Efficiency refers to maximizing the use of the cameras area coverage capabilities, i.e., min
imizing the number of cameras needed to cover a room. Efficiency is measured in simu
lations in terms of the number of cameras, the amount of area covered and uncovered per
camera and the percentage of area covered and uncovered per camera.
Practicality
Practicality refers to the fact that certain camera placements are more desirable in real-
world applications than others. For instance, it does not make much sense, practically
speaking, to place multiple cameras in the same location as it offers a single point of failure
for an object to occlude the view of the cameras. In simulations, practicality is measured
in terms of the percentage of unique camera locations.
Robustness
Robustness refers to a networks ability to reliably perform a particular task despite fail
ures or other outside interference. For example, for camera networks, this could mean that
if one camera's field of view is occluded, the task can still be performed because the are
other cameras with overlapping coverage areas. This is measured in the simulation envi
ronment in terms of k-coverage, or the number of overlapping sensors at any point within
the network.
4.1.5 Area Coverage Analysis
In order to get an approximate idea of the number of cameras needed to cover a room of a
given size, consider plugging in the application and camera specifications mentioned above
into the models for static and dynamic camera coverage.
For example, by plugging in the camera specifications into the equation for angle of
view, Equation 2.1, one can determine the relationship between focal length and angle of
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view. For the Sony EVI-D100 camera, the image sensor is 1/4 in. type which corresponds
to a horizontal distance of 3.2mm. Figure 4.5 shows the corresponding plot of angle of
view (H) vs. focal length for the Sony EVI-D 100 camera.




Figure 4.5: Angle ofView (H) vs. Focal Length (Sony EVI-D100)
This plot can be used to derive the minimum and maximum horizontal angle of view of
the camera. This is summarized in Table 4.2.
Parameter Spec Value Model Value % Error
Angle of View (H) Min. 6.6 deg 5.9 deg 10.6
Angle ofView (H) Max. 65.0 deg 54.6 deg 19.0
Table 4.2: Horizontal Angle of View (Sony EVI-D 100)
Note that the specifications for the Sony EVI-D 100 camera list the minimum and max
imum horizontal angle of view of the camera to be 6.6 degrees and 65 degrees respectively,
which vary from the calculated values. The difference can be attributed to the fact that
this work considers modeling the lens of the camera using the simple lens model, where
in actuality, the lens of the camera may be more complex. Using the simple lens model,
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however, gives us a close approximation that is useful for gaining an understanding of the
problem at hand.
The formula for coverage area can be derived as follows:
x




. 2 arctan jh
A = (k2f)2 x tan(arctan |^)
A = k___lxf (4.1)
The resulting equation (Equation 4.1) shows that area coverage is a linear function of
focal length. This is illustrated in Figure 4.6.
Area Coverage vs. Focal Length (Sony EVI-0188 u.r.t. Face Detection)
IB 15 28
Focal Length <>
Figure 4.6: Coverage Area vs. Focal Length (Sony EVI-D 100 w.r.t. Face Detection)
Extending this analysis to the dynamic model for camera coverage, To do this, consider
the equation for the area of a circular sector and the area of the triangular region of a circular
sector, represented by Equations 2.4 and 2.5, respectively. Figure 4.7 plots both of these
51




Table 4.3: Focal Length and Corresponding Coverage Area (Sony EVI-D 100 w.r.t Face
Detection)
variables against the sweeping angle of view of the camera (from 0 to 180 degrees) for the
unit circle (R=l).
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Figure 4.7: Circular sector area analysis (R=l)
Notice from Figure 4.7 that using the triangular region of the circular sector as an ap
proximation of the coverage area is reasonably accurate for angles
< 90 degrees; however,
above 90 degrees, there is a quick loss in accuracy. Table 4.4 summarizes the percent error
associated with the approximation.
Note that the camera model is reasonable considering angles less than or equal to 90
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Theta (deg) Sector Area (m2) Area triangle (m2) Percent Error
0 0 0 0
10 0.09 0.09 0.25
20 0.17 0.17 1.35
30 0.26 0.25 3.38
40 0.35 0.32 6.34
50 0.44 0.38 10.18
60 0.52 0.43 14.83
70 0.61 0.47 20.2
80 0.7 0.49 26.19
90 0.79 0.5 32.7
100 0.87 0.49 39.61
110 0.96 0.47 46.8
120 1.05 0.43 54.14
130 1.13 0.38 61.51
140 1.22 0.32 68.78
150 1.31 0.25 75.85
160 1.4 0.17 82.59
170 1.48 0.09 88.92
180 1.57 0 -
Table 4.4: Circular Sector Area Analysis (R=l)
degrees. This work will only consider horizontal angles of view within this range. This
can be accomplished by constraining the upper bound of the maximum horizontal angular
velocity of the camera. For example, sticking with the case study, one can limit the max
imum horizontal angular velocity by solving for lo in Equation 2.3. Figure 4.8 plots the
coverage area for the dynamic coverage model versus the area for the circular sector using
lo = 70^.
sec
This gives an idea of the amount of area that can be covered by considering the ability
of the camera to sweep over time. Also, this gives us confidence in the accuracy of the
camera model. Table 4.5 tabulates the range of areas for the various zoom levels of the
camera (lx - lOx).
More complex models may consider the entire
coverage area of the circular sector or
perhaps multiple smaller fields of view placed next to one another, similar to area approxi
mations used for integration.
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Figure 4.8: Dynamic camera coverage model area analysis
4.1.6 Implementation Details
The simulation framework was a custom environment developed using the C++ program
ming language with the use of the open
source Computational Geometry Algorithms Li
brary (CGAL). This code base provides efficient and proven implementations of computa
tional geometry algorithms.
Other leveraged software libraries include an implementation of a fast and efficient
algorithm for polygon triangulation developed by [22], which was used for the implemen
tation of the camera placement algorithm, and an open source implementation of a polygon
clipping algorithm, clippoly (see [26]), which was
used in the implementation of the cam
era visibility algorithm for computing the
intersection polygon.
Simulations were run on a Linux workstation running Gentoo Linux with a 2.6GHz
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Table 4.5: Dynamic camera coverage model area analysis
Intel Pentium D processor and 1GB of RAM.
The following sections outline results obtained from the simulated environment.
4.2 Critical Variables for Camera Placement
The camera placement algorithm was first run on a series of rooms covering the various
types of triangles, namely (1) acute, (2) obtuse, (3) right and (4) equiangular. These shapes
are illustrated in Figure 4.9. The size of the rooms was varied from 50 square meters to 250
square meters in order to produce rooms requiring relatively large numbers of cameras.
The goal of testing on these basic shapes was
to observe the behavior of the initial
camera placement algorithm and determine the critical variables for camera placement and
their effects on coverage.
4.2.1 Partitioning
It was found that the camera placement algorithm is highly dependent on the scheme used
for decomposing a polygon into triangles.
The initial camera placement algorithm used
polygon triangulation for coarse partitioning and split the
smallest angle of a triangle using
an angle bisector scheme for fine partitioning; however,
there are a number of other ways
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Figure 4.9: Types ofTriangles: (1) acute, (2) obtuse, (3) right and (4) equiangular
a polygon may be partitioned. It was observed that different partitioning schemes offer
various coverage benefits and that one method may be more suitable than another depend
ing on the target coverage goals of the system. For example, using a midpoint partitioning
scheme to partition a triangle, as opposed to an angle bisector scheme, results in creating
larger variations in adjacent angles. This is illustrated in Figure 4.10. The angle bisector
scheme creates even, relatively small angles which maximizes the use of a camera's area
coverage ability, while the midpoint method creates unevenly distributed angles which may
result in relatively large angles requiring more cameras to
cover an area. On the other hand,
variations in angles created by the midpoint scheme increase the likelihood that cameras
will be placed in unique locations, thus making it more practical and robust.
In addition to the scheme used for partitioning, there are also options for which angle
to pick when partitioning a triangle. For instance, a
triangle may be partitioned from its
minimum (MIN), middle (MID) or maximum (MAX) angle. This is illustrated in Figure
4.11. Some observations to note are that in Figure 4. 1 1 ( 1 ), partitioning from theMIN angle
results in creating triangles with relatively
small angles to be covered, which maximizes
the area coverage ability of the camera. Thus, this
type of partitioning would typically
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Figure 4.10: Triangle Partitioning: (1) Angle Bisector vs. (2) Midpoint
require less cameras in general. In Figure 4. 1 1 (3), we see that partitioning the MAX angle
offers the advantage of breaking up the largest angle and thus partitions the longest edge
of the triangle to be covered. The result would be more cameras with larger angles of
view, thus we would need a greater number of cameras to cover a triangle. Also, note that
MAX partitioning would create greater variations in the smallest angle of each triangular
subsection, thus increasing the likelihood that cameras are placed in unique locations.
"


























Figure 4.1 1: Triangle Partitioning: (1) MIN vs. (2) MID vs. (3) MAX
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4.2.2 Adjustable Camera Parameters
Often, the initial camera placement algorithm located cameras in a manner that under
utilized the coverage capabilities of the camera. For example, consider the placement of
the cameras in Figure 4. 12. The algorithm places the cameras at the minimum angle of the
triangles and sets the focal length accordingly to just cover the angle; however, this leads
to a situation in which the maximum possible zoom level of the camera is used and the
camera happens to be pointed at a wall. Any coverage ability offered by the camera that






Figure 4.12: Coverage Utilization
Depending on the shape of the room being covered, it may be possible to increase the
coverage utilization of a camera by adjusting the zoom level of the camera. This would
lead to increased overlap of the camera fields of view and thus and increase in network
robustness. This concept is illustrated in Figure 4.13.
When considering dynamic coverage, cameras may also sweep over time, thus in this
case one can also choose between sweeping as fast as possible to the greatest possible
angle, or sweep at the minimum speed required to cover an angle.
The various combinations of settings for pan and zoom levels offer various advantages.
Case (I): Minimum Zoom, Minimum Pan
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Figure 4. 13: Adjustable Zoom, (1)Maximum zoom coverage and (2)Minimum zoom level
coverage
required provides us with the ability to utilize all of the camera coverage area on one trian
gle. Note that there is no overlap of field of view into other regions. The net effect of this
is that one can rotate the camera at the slowest possible required speed and limit the blind
spot due to the application, represented in Figure 4.14 (1).
The slower rotational speed and reduction in effect of blind spot area due to the use
of the minimum required pan and zoom levels will result in relatively greater practical
coverage than the other cases of pan and zoom parameter adjustment.
Case (II): Minimum Zoom, Maximum Pan
In Figure 4.15, observe that maximizing the pan ability allows us to overlap coverage into
adjacent regions of the triangle to be covered. In addition, there is the benefit of smaller
blind spot due to the use of the minimum focal length.
Case II will result in increased practicality due to the slower rotational angular velocity
required as a result of the smaller focal length (larger angle of view). Also, this case will
result in increased coverage due to the benefit of overlap into adjacent regions.
Case (III) Maximum Zoom,Minimum Pan







Figure 4.14: Dynamic Camera Coverage: Case (I) Minimum Zoom, Minimum Pan. (1)
Camera Placement and (2) K-coverage
larger amount of are than Case I and II which also overlaps into opposite regions. The min
imum pan constraints the overlap to opposite regions. The trade off for increased coverage
ability is the increase in uncovered area due to blind spot, as seen in Figure 4. 16 (2).
This case offers increased efficiency due the ability to cover larger areas and increased
robustness because of overlapping field of view into other regions, but will be overall less
practical due to the amount of uncovered area.
Case (IV): Maximum Zoom, Maximum Pan
By utilizing the maximum possible pan and zoom of the camera to cover a region, not in
Figure 4.17 that one can cover the largest area and get the benefit of overlapping coverage
to adjacent and opposite regions. The trade offs here are the increased blind spot area as
well as the less practical coverage as it is required that the camera to rotate very fast.
This type of scenario will increase efficiency and robustness of a camera system, but is
the least practical.
4.2.3 Restrictions on Camera Placement
In the initial camera placement algorithm, it is often the case that triangles are partitioned
in a manner such that multiple cameras are placed in the same
location. This is impractical
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Figure 4.15: Dynamic Camera Coverage: Case (II) Minimum Zoom, Maximum Pan. (1)
Camera Placement and (2) K-coverage
in real-world scenarios because there may be objects that occlude the field of view of a
camera and one would like to avoid situations in which one object can occlude the view of
multiple cameras. Figure 4.18 is an illustration of this.
To improve the coverage practicality of network of cameras, one can create situations
in which there are multiple coverable angles to choose from and then choose between these
angles based on whether or not a particular location already has a camera placed there. In
other words, provide the ability to restrict camera placement to unique locations.
4.3 Strategies for Camera Placement and Parameter Ad
justments
The identified critical variables for camera placement offer the ability to choose among
various configurations for camera placement and camera parameter adjustment schemes to
meet target performance goals. Observations from testing the various types of triangles
led to the following strategies for improving performance relative to each of the identified
metrics, namely (1) efficiency, (2) practicality and (3) robustness.
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Figure 4.16: Dynamic Camera Coverage: Case (III) Maximum Zoom, Minimum Pan. (1)
Camera Placement and (2) K-coverage
4.3.1 Efficiency
For efficient use of cameras, one is concerned with maximizing the use of the camera's
area coverage ability and thus minimizing the number of cameras needed. The following
summarizes the suggested options for efficient performance.
Partitioning
- Angle Bisector
The angle bisector method allows for an even distribution of the angle between
partitions, creating triangles with relatively small angles to be covered. This
maximizes area coverage ability, thus requiring less cameras.
- MIN Angle
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Figure 4.17: Dynamic Camera Coverage: Case (IV) Maximum Zoom, Maximum Pan. (1)
Camera Placement and (2) K-coverage
Maximizing the zoom level allows for overlap into opposite regions, thus effi
ciently utilizing the coverage ability of the camera.
- Maximize Pan
Maximizing the use of the camera's pan capability gives us the ability to cover
larger angles which will reduce the number of partitions and thus reduce the




Midpoint partitioning is more likely to create larger variations in adjacent an
gles, thus increasing the likelihood that cameras will be placed in unique loca
tions.
- MAX Angle
Again, partitioning from the MAX
angle creates larger variations in adjacent
angles and it is more likely for cameras to be placed in unique locations. In
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Figure 4. 18: Practicality
addition, MAX angle partitioning also decreases the amount of uncovered area
due to the blind spot caused by the minimum application distance requirement
of the target application.
Camera Parameter Tuning
- Minimize Zoom
Utilizing the minimum required zoom
level to cover a triangle decrease the
amount of uncovered area due to blind spot.
- Minimize Pan
Slower rotational speeds are more practical for real-world applications as image
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processing algorithms can be sensitive to this factor. Minimizing the pan level
refers to reducing the speed with which the camera needs to rotate to cover a




As mentioned in the practicality section, midpoint partitioning offers greater
variations in the adjacent angles to be covered. A camera system will be more
robust to single points of failure if cameras are spread out in unique locations.
- MAX angle
MAX angle partitioning again offers the benefits of creating variations in adja
cent angles. This increases the likelihood that cameras will have overlapping
regions of coverage, or increased k-coverage.
Camera Parameter Tuning
- Maximize Zoom
Maximizing the zoom level causes increased overlap into opposite regions and
thus higher k-coverage.
- Maximize Pan
Maximizing the pan level causes increased overlap into adjacent regions and
thus higher k-coverage.
4.4 Simulation Results
To show the effects of the camera parameter adjustment strategies, simulations were run
on a sample set of real-world floor plan shapes and sizes. A few of the floor plans are
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regular geometric shapes (triangle, square and hexagon) with real-world sizes. Others are
examples from various related works and real-world floor plans (see [24] and [10]). Figure
4.19 dlustrates the shapes of the sample rooms and Table 4.6 summarizes the number of
sides for each N-gon and its area.











Table 4.6: Real-world Floor Plan Shapes and Sizes























cq K-cov per com
0.0634 100.0000 03553 03333
0.1010 lOQuOOOD O3S30 03390
0.0460 50.0000 03551 0.4336
0.0256 100.0000 03350 0J43B
0.0075 6O.0000 13504 0.1150
0.0337 75.0000 1.0367 0JZ532
0.0055 5O.0000 1.0443 0.0870
0.0031 62.5000 133B5 0.1423
0.0153 72.7273 1.0345 0.0340
Q.01G0 57.1423 13552 0.17Q5
0.0345 744637 1J0445 03328
Table 4.7: Results from Real-world Floor Plan Shapes and Sizes: Partitioning
The first interesting simulation result is that in order to produce interesting data for
the camera placement algorithm and camera parameter adjustment schemes (scenarios that
actually utilize and take advantage of the improvements), one needs to overcome the hard
limit set on the minimum number of cameras needed to cover a room due to the nature of
the algorithm. Results for the initial choice from room shapes and sizes are tabulated in
Table 4.7. In each, note that the room sizes are too small to obtain any meaningful info from
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the camera placement and parameter adjustment schemes. We hit the best case coverage
scenario for the algorithm every time. This limit is equal to the number of triangles created
during the triangulation stage of the camera placement algorithm, which is equal to the
number of sides of the polygon minus 2. Thus, there is a need to look at relatively large
rooms sizes for the analysis of dynamic camera coverage with respect to the application of
face detection.
To expose more interesting results, previously mentioned room sizes are scaled approx
imately 2-4x in the x and y directions. The resulting room shapes and sizes are tabulated in
Table 4.8.











Table 4.8: Real-world Floor Plan Shapes and Sizes
4.4.1 Angle Bisector vs. Midpoint Partitioning
Figures 4.20, 4.21, 4.22 illustrate the results of the various effects of different partitioning
schemes on the real-world room samples. While our initial observations led us to believe
that angle bisector and midpoint partitioning may offer
some advantages over one another,
we see from the simulation results that they offer comparable results in terms of efficiency,
practicality and
robustness. It is interesting to note though, that there are differences in
some of the results. This leads to the idea that it may
be worthwhile to explore other types
of triangle partitioning schemes.
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4.4.2 MIN vs. MID vs. MAX Angle Partitioning
The most appealing aspect of partitioning the minimum angle is that it creates smaller
angles to be covered and thus needs smaller angles of view for coverage which in turn
leads to larger focal lengths and greater area coverage ability.
Covering the smallest angle of view allows for the largest coverage area, but also pro
duces the largest blind spot. The blind spot of the camera is caused by the minimum
application distance required for an object to be within view of the camera. As zoom is
increased, the angle of view of the camera is decreased and may cause target objects to go
undetected at close distances in which the field of view is not wide enough to fit the entire
object. The concept ofMinimum Application Distance was illustrated earlier in Figure 2.7.
Consider the use of the Sony EVI-D 100 camera for Face Detection and plug into the equa
tion for Minimum Application Distance. Note that in order for the entire face to be within
the image (at a lx zoom), a face needs to be at least 232.50 mm from the camera, which
is larger than the specified Minimum Object Distance of 100 mm. This is summarized in
Table 4.9.
Focal Length Angle ofView (H) Minimum Application Distance
3.1 mm 54.60 deg 232.50 mm
31.0 mm 5.91 deg 2324.67 mm
Table 4.9: Minimum Application Distance (Sony EVI-D100 w.r.t Face Detection)
A very important observation that should be pointed out for the case ofMIN angle par
titioning is the practical limitation as room size increases. For smaller room sizes, one can
take advantage of the adjustment of zoom in order to provide relatively larger coverage area
for camera covering small angles. As the operational limits of the camera are approached
though (limits of area that can be covered), note that there is a practical limit on how much
coverage benefit can be extracted from the adjustment of camera parameters. This is espe
cially meaningful when attempting
to always partition triangles from the minimum vertex
angle. This type of partitioning will cause the algorithm to never converge for larger rooms.
For example, consider the examples presented in Figure 4.18. Notice that if the size of the
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room were increased, the algorithm would continually partition the minimum angle trying
to create a coverable triangle up to the point where the limit of the minimum angle we can
cover is reached. A camera with maximum focal length would give us this minimum angle
and would define the maximum area that can be covered by the camera. If the size of the
room continued to be increased beyond this point, the algorithm would never be able to
partition the room using this partitioning scheme alone.
This is due to the fact that the criteria for being able to cover a triangle requires that
the largest side of the triangle can be covered by the side lengths of a camera field of view.
So, the goal should be to create schemes for partitioning that target breaking up the longest
side.
Partitioning the maximum angle offers two important benefits. First, it effectively elim
inates the largest side from the coverage task. In addition, it reduces the largest angle
into smaller sub components, producing more angles that may be coverable from a camera
placement perspective.
Maximum angle partitioning is more likely to create larger angles in general, thus re
quiring cameras with larger angles of view that do not cover the same amount of area as
cameras with smaller angles of view. This will require more cameras in general to cover
the same amount of area. On the other hand, this also minimizes the blind spot produced
due to theMinimum Application Distance requirement.
Maximum angle partitioning is more likely to produce situations in which camera lo
cations are unique. By partitioning the largest angle, there is increased likelihood that the
minimum angle in the newly created triangles is at a vertex other than the vertex of the
angle that was just partitioned. Additionally, it is more likely that cameras will overlap,
increasing robustness.
MID angle partitioning offers a balance
between efficiency and robustness and would
produce more practical camera layouts relative toMID angle partitioning for smaller rooms;
however, this scheme also has the same limitation ofMIN angle partitioning as room size
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increases and the algorithm is not able to adjust camera parameters to extract more cover
age.
4.4.3 Camera Parameter Tuning
Figures 4.23, 4.24, 4.25 illustrate the effects of camera parameter tuning on coverage in
terms of the various performance metrics. Note that there is no improvement in terms of
efficiency (Figure 4.23) and practicality (Figure 4.24) from tuning the camera parameters.
This is due to the fact that the camera parameters are adjusted after the placement algorithm
determines the location and orientation of the camera. Notice though that there are some
significant advantages in terms of robustness when allowing for adjustments of the pan and
zoom levels. Figure 4.23 illustrates an increase in coverage as first we are allowed to tune
the zoom level and then both the zoom and the pan level. Therefore, it can be concluded
that adjustment of camera parameters can be used, in addition to adjustments of parameters
for partitioning and placement, to fine-tune coverage to meet target performance goals.
4.4.4 Restrictions on Camera Placement
The effects of restricting camera placement are illustrated in Figures 4.26 and 4.27 with
respect to Floor Plan example 3.
An interesting observation of this enhancement is that it is largely dependent on the ef
fectiveness of other enhancements in creating triangles with multiple coverable angles. For
example, this enhancement will have no improvement when implemented with partitioning
using the MIN angle, as there is
no improvement on the likelihood of multiple coverable
angles occurring within a triangle.
This improvement may be used in
conjunction with other algorithm enhancement to im
prove the practicality and robustness
of a camera system. Note that midpoint and maximum
angle partitioning schemes
increase the likelihood that the algorithm will create larger vari
ations in angles during partitioning. Thus, the algorithm increases the likelihood of creating
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triangles which have multiple coverable angles which can be exploited to place cameras in
unique locations.
4.5 Limitations
One important limitation to note about the algorithm for camera placement is the hard limit
set by the coarse-grained triangulation partitioning of the polygon. The algorithm depends
on decomposing a room into triangles and the best case for triangulation is N-2 triangles,
where N is the number of sides of the polygon.
Additionally, when increasing the size of the sample rooms, it was noticed that the
MIN and MID partitioning schemes cause our algorithm not to converge for relatively
large triangles. This is due to the fact that these schemes do not break up the longest edge









Figure 4.19: Real-world Floor Plan Shapes
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Figure 4.20: Effect ofTriangle Partitioning Scheme on Efficiency
Effect of Triangle Partitioning Scheme on Practicality
Angle Bisector
Midpoint
4 5 6 7
Floor Plan
10
Figure 4.21: Effect of Triangle Partitioning Scheme on Practicality
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Figure 4.22: Effect of Triangle Partitioning Scheme on Robustness

























Figure 4.23: Effect of Camera Parameter Tuning on Efficiency
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Figure 4.24: Effect of Camera Parameter Tuning on Practicality



















Figure 4.25: Effect of Camera Parameter Tuning on Robustness
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Recall the goal of the work, which aims at determining an algorithm to place cameras in
a manner that is efficient, practical and robust. Results from related work in the fields of
camera placement and covering suggest that finding an optimal solution to such a prob
lem may prove to be very difficult, if not intractable. Therefore, it can be concluded that
a more meaningful contribution to the field of camera placement would be to attempt a
heuristic approach and use it as a learning experience. The results of this work lead us to
the following conclusions.
First, the camera placement algorithm for PTZ camera coverage provides a very prac
tical and realizable approach to a very complex problem statement, i.e., the novelty of this
work lies in the simplicity of the approach. For instance, an important consideration when
designing task-specific camera placement algorithms is the practical limitations of a cam
era, such as the limited field of view, directional sensing and limited pan and zoom speeds,
and of the application, such as the minimum resolution requirements and the time con
straints. Previous work has often either made unrealistic assumptions about the real-world
constraints of a camera, such as infinite depth of field or infinite rotational speed, or have
proposed overly complex models that do
not lend themselves to the design of algorithms for
camera placement. By building upon the approximation of the field of view of a camera as
a triangle, this work has been able to represent practical limitations of a camera/application
pair with relative simplicity. Also, this also for leveraging well understood principles of
computational geometry.
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Additionally, the implementation and analysis of the camera placement algorithm pro
vides important insight on how to place cameras and adjust camera parameters to target
various coverage goals. Recall the goals of efficient, practical and robust coverage. It has
been found that one can develop strategies for camera placement and camera parameter ad
justments to improve performance relative to each of these coverage goals. These strategies
can be leveraged by future works that need to consider how to place cameras with respect
to an image processing application with specific performance requirements.
Also note the performance of the camera placement algorithm is heavily dependent
upon the size and the shape of a room and the partitioning scheme used to decompose the
room into coverable components. This work considers partitioning a room into triangles
and modeling the coverage of a camera as a triangle. This work follows a logical process
of partitioning, attempting to cover the region, and repartitioning if the region cannot be
covered. The results indicate that this may not be the most efficient way to divide a room.
For instance, note that for the camera placement algorithm, there is a hard limit on the
minimum number of cameras needed to cover a room based on the polygon triangulation.
Various types of partitioning offer various benefits in terms of coverage goals. This is a
point that may be exploited by camera placement algorithm designers to meet coverage
performance goals of a system.
With the addition of a time constraint, the model for dynamic camera coverage can be
reduced to static camera coverage. Again, the real novelty of this approach is its ability
to reduce a highly complex problem, in this case one that spans time, into a relatively
simpler problem that is more practical in terms of implementation. Since dynamic models
for camera coverage are still in the early stages of being understood by researchers, this




As noted in the concluding remarks, this work chose to represent the dynamic field of view
of a camera as a triangle region because of the balance it provides between representa
tiveness and tractability of the problem. It may be possible though to use more advanced
models for camera coverage.
Also, this works makes many assumptions about the problem in order to reduce to a 2D
formulation. A natural extension to this work would be to reintroduce the tilt parameter of
the camera and extend these ideas to the 3D world.
Another area for extension of this work is the scheme for partitioning of the polygon
regions. It was found that coverage performance is very dependent upon the type of parti
tioning scheme used. One could, for example, attempt to break the polygon region into a
set of convex polygons before attempting to cover with cameras. Also, after partitioning,
one could attempt to place a camera, and then recompute the amount of uncovered area
after placing a camera and partition again. This would be useful for cases desiring to use
the least number of cameras.
Another interesting idea would be to incorporate the camera field of view into the de
cision making process for partitioning schemes in order to do some intelligent partitioning
of the room. This would create custom partitions tailored to the application and camera
specifications.
The visibility algorithm provides a solution for occlusion due to walls of the polygon,
but this work does not consider the scene to be changing over time. One idea would be to
consider both dynamic camera coverage as well as a dynamic scene.
This work approaches the problem from a top-down perspective in which a relatively
complex shape is broken down into simple subcomponents before placing cameras. An
other idea would be to look at the problem from a bottom-up approach. Here, one could
first consider simpler polygons and determine the best case for comparison purposes. Com
plexity could then be added to
the problem as the subcomponents are better understood.
The approach taken in this work first checks whether or not a region can be covered,
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then determines the visibility of the camera. A possible improvement
would be to consider
visibility in the decision of where to place cameras.
Finally, this work is limited to looking at simple polygons. Related works have ex
tended coverage ideas to include solutions for polygons with holes. These holes could
represent, occlusion due to objects within the room. This would add additional complexity
to partitioning and placement though.
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