Luonnontieteiden ja metsätieteiden tiedekunta
Introduction 1
New satellite missions with enhanced spectral reso-2 lution (e.g. Sentinel-2, EnMAP) will soon produce ex- 
57
The Bayesian approach has been previously used in re-58 mote sensing of forest structural parameters, for exam-59 ple, from multispectral MODIS data by Zhang et al.
60
[11]. In this paper, the prior information consisted of 61 constraints for the model unknowns, i.e., the parameters 62 were assumed to be uniformly distributed over feasible variables and performing well in boreal forests [12] .
92
The bidirectional reflectance factor (BRF) of a forest, 93 r(θ 1 , θ 2 , λ), for a given solar zenith angle θ 1 , viewing 94 zenith angle θ 2 , and wavelength λ, is modeled as: [12] 95 r(θ 1 , θ 2 , λ) = ρ g (θ 1 , θ 2 , λ)t c (θ 1 )t c (θ 2 )
where ρ g is the BRF of the understory layer, t c is the tree ton recollision probability p is used in the model to de-100 scribe the aggregated structure of forest canopies. It is 101 the probability that a photon, after having survived an 102 interaction with a canopy element, will interact with the 103 canopy again.
104
The first term in Equation (1) 
123
The photon recollision probability p is approximated 124 according to [14] as
where t d is the diffuse transmittance for the tree canopy 126 layer. The canopy transmittance is modeled using Beer-
127
Lambert's law as
from which the diffuse canopy transmittance t d in equa-129 tion (2) is calculated following [13]:
The upward scattering phase function f (θ 1 , θ 2 , λ) is ap-131 proximated using the proportion of upward scattered ra-
where q in is a wavelength independent semi-empirical shape of the spectrum with sufficient accuracy. Figure   165 1 also shows an example of how the spline representa-
166
tion follows an original spectrum. Using the spline, the 167 variables ω L and ρ g are rewritten as
where S ( · ) is the spline function (piecewise polyno- 
Bayesian inversion

179
Let us denote the vector of satellite measured bidi- 
where π(r|x) the likelihood function containing the in-
195
formation from the measurements, and π(x|r) is the pos-
196
terior density for the unknowns x, i.e., the conditional 197 probability density of x given the measurements r. The 
where h(x) is the PARAS model (1), including the ap-210 proximations (2), (5), (6), and (7), and e ∈ R 150 is an ad- 
215
In the case of the additive error model (9), the likeli-
216
hood function π(r|x) gets the form
where π e ( · ) is the density function of e. Here e is mod-
218
eled as a multivariate normal distributed random vari-
219
able with a zero mean and a covariance matrix Γ e , and 220 hence, the likelihood function is
The error e is modeled as uncorrelated, with standard 
278
The associated prior correlation matrix R is thus
where κ ind. is the strength coefficient of uncorrelated- 
In this study we use the values κ ind. = 0.3, κ part = 0.4, 286 κ all = 0.3.
287
Using the correlation matrix R, the prior covariance 
Due to the monotonicity of the chosen spline represen-295 tations (6) and (7), constraining only the node points to where.
299
The shoot clumping parameter β for the conifer- fect. We take this to be the weighted average of species-306 specific β's. For β we use a uniform prior on the interval
It would be possible to model also the correlations 309 between the variables LAI eff , β,ω L andρ g . However, 310 quantified information on these correlations is scarce.
311
Therefore it is approximated that these variables are mu-312 tually independent. With this approximation, the result-
2.2.3. The posterior density and estimates
315
Substitution of equations (11) and (20) terior mean is used as the point estimate for x. As an 320 interval estimate, 95% credible intervals are computed.
321
A 95% credible interval for variable vious state x (i−1) ).
353
(b) Calculate acceptance ratio:
.
(c) Accept the new candidate y (i) with probability where γ is a scaling factor.
360
(b) Calculate
(c) Calculate the second level acceptance ratio:
. Lingonberry 0 -100% n/a n/a Heather 0 -100% n/a n/a Lichens 0 -100% n/a n/a Grasses n/a n/a 30 -100%
The leaf area index was chosen randomly from the 
428
After all the input parameters were sampled, the The results of studing the sensitivity of the ML es-514 timate to model uncertainties is illustrated in Figure 3 . of the estimates would be even more biased.
538
The root mean square errors (RMSE) and biases of 539 the two ML estimates are shown in The results of Example 1 are illustrated in Figure 5 .
575
The top image of Figure 5 inference from the data.
602
The posterior density of ρ g (Figure 5 , bottom), on the 603 other hand, is rather narrow. This is again an expected 604 result: In the case of low LAI, the understory has a large 605 effect on the measured reflectance, and in contrary to 606 ω L , the measurements are sensitive to ρ g .
607
The ML estimate for the effective LAI is marked in the LAI eff estimates is minor.
617
The VI regression estimate is marked in Figure 5 618 (top) with symbol ' '. In the low LAI case, the VI 619 regression estimate equals to 1.70, and is thus clearly 620 worse than the model-based estimates. and in a few deciduous stands the LAI eff is underesti-682 mated. Overall, the error increases with increasing LAI
683
-as expected, due to saturation effect discussed above. The scatter plot of the Bayesian posterior mean esti-719 mate using the uniform prior is shown in Figure 7 (bot-720 tom). This plot and the statistics in 
831
In the future, the proposed approach has to be tested us- The shaded areas in the top picture correspond to the 50%, 90% and 95% posterior CIs from dark to light grey, respectively. The shaded areas in the top picture correspond to the 50%, 90% and 95% posterior CIs from dark to light grey, respectively. 
