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We present a computationally efficient method to obtain the spectral function of bulk systems
in the framework of steady-state density functional theory (i-DFT) using an idealized Scanning
Tunneling Microscope (STM) setup. We calculate the current through the STM tip and then extract
the spectral function from the finite-bias differential conductance. The fictitious non-interacting
system of i-DFT features an exchange-correlation (xc) contribution to the bias which guarantees the
same current as in the true interacting system. Exact properties of the xc bias are established using
Fermi-liquid theory and subsequently implemented to construct approximations for the Hubbard
model. We show for two different lattice structures that the metal-insulator transition is captured
by i-DFT.
Introduction.– Standard wisdom has it that density
functional theory (DFT) [1] is not capable of describing
strongly correlated materials. The origin of this miscon-
ception is twofold. By construction, the exact exchange-
correlation (xc) potential of the Kohn-Sham (KS) system
yields the exact electronic density and directly related
quantities. However, approximations to the xc potential
often miss the step features due to the derivative discon-
tinuity of the generating xc functional [2]. These features
are a crucial ingredient to capture strong correlation ef-
fects in diverse physical situations such as, e.g., molec-
ular dissociation [3, 4], fermion gases in optical lattices
[5] or transport [6–12]. Approximations which include
the steps are under active development [13–17]. Further-
more, the interpretation of the KS excitation energies as
true excitation energies is not rigorously justified, even if
the exact xc potential is used. While in the limit of weak
correlations this may be a reasonable approximation, it
completely fails in the opposite limit – it is easy to show
that the exact KS band structure of the Hubbard model
in the Mott insulating phase has no gap and the deriva-
tive discontinuity plays a crucial role in describing the
Mott transition [18–21].
In general, extracting excitation energies in a DFT
framework is not straightforward. While charge neutral
excitations are accessible via time-dependent (TD) DFT
[22, 23], excitations which do change the number of elec-
trons such as those probed in (inverse) photoemission
are encoded in the spectral function, an arduous quan-
tity to calculate also for TDDFT [24]. Usually spectral
functions are calculated within a Green’s function frame-
work [25, 26], e.g. GW [27, 28], Dynamical Mean-Field
Theory (DMFT) [29–31] and GW+DMFT [32, 33], but
these methods come at considerable computational cost.
Instead, DMFT combined with DFT offers a pragmatic
approach to compute the spectra of strongly correlated
materials [34–36], although the double counting problem
remains unsolved.
Recently we proposed a method to compute the spec-
tral function [37] of a nanoscale tunneling junction using
an extension of DFT, called steady-state DFT or i-DFT
[38]. In i-DFT the fundamental variables are the non-
equilibrium steady-state density of and current through
the junction. Hence the KS system requires a nonequi-
librium extension of the standard xc potential as well
as the introduction of an xc contribution to the applied
bias in the electrodes [39–42]. In an idealized Scanning
Tunneling Microscope (STM) setup where one of the elec-
trodes (i.e. the “STM tip”) couples only weakly to the
nanoscale junction, the spectral function at frequency ω
can be obtained from the differential conductance at bias
V = ω [37, 43].
In this Letter we generalize the i-DFT+STM approach
to calculate the spectral function of arbitrary bulk sys-
tems. We further show that the Mott metal-insulator
(MI) transition in the Hubbard model, one of the main
paradigms in the field of strongly correlated electrons,
can be described by i-DFT provided that both the xc
potential and the xc bias feature steps as function of the
steady density and current. General properties of the xc
bias are derived using Fermi liquid (FL) theory in com-
bination with DMFT [29–31]. Taking advantage of ideas
developed previously in the context of the Anderson im-
purity model [38, 44] we construct an approximation sat-
isfying all FL+DMFT properties and illustrate the MI
transition in two different crystal structures, the Bethe
and the cubic lattices.
Bulk spectral function from i-DFT.– We consider a
bulk system described by a Hamiltonian written in terms
of creation and annihilation operators for electrons with
2spin projection σ in basis functions {ϕi}. The basis func-
tions are taken orthonormal but otherwise completely
general – they can be, e.g., extended Bloch states or lo-
calized Wannier functions. No assumptions on the ex-
plicit form of the Hamiltonian is made at this stage. The
system is probed by an ideal nonmagnetic tip made of
noninteracting electrons with energy dispertion ǫk and
wavefunctions ψk coupled exclusively to the n-th basis
function ϕn of the bulk. Letting Tk be the one-electron
integral between the states ψk and ϕn, the ideal tip is cho-
sen to have a transition rate γ = 2π
∑
k |Tk|
2δ(ω − ǫk)
independent of ω (wide band limit). Without any loss
of generality we set the chemical potential of the whole
system (tip plus bulk) to zero. Applying a bias V in the
tip, a steady current I(V ) flows toward the bulk through
state ϕn. The bulk-spectral function projected onto the
state ϕn can then be written as [37]
A(ω) = lim
γ→0
π
γ
dI(V )
dV
∣∣∣∣
V=ω
. (1)
Here we use i-DFT to compute I(V ). In i-DFT the
bulk density and the steady current are reproduced in
the same but noninteracting bulk system subject to an
extra one-particle potential, the so called Hartree plus
exchange-correlation (Hxc) potential vHxc, coupled to the
same tip subject to an extra bias, the xc bias Vxc. In this
fictitious KS system both vHxc and Vxc are functionals
of the bulk density and the steady current. However, in
the γ → 0 limit, see Eq. (1), vHxc becomes independent
of I and approaches the ground-state Hxc potential of
DFT [37]. In what follows we assume that vHxc is known
from a previous DFT calculation. Denoting by As(ω) the
ground-state KS spectral function we then have
lim
γ→0
I
γ
=
∫
dω
π
[f(ω − V − Vxc)− f(ω)]As(ω). (2)
For any given bias V this equation must be solved self-
consistently since Vxc depends on I. The relation between
A and As follows directly from the derivative of Eq. (2)
with respect to V
A(ω) = lim
γ→0
As(ω + Vxc)
1− γpi
dVxc
dI As(ω + Vxc)
= As(Ω)
dΩ
dω
(3)
where Ω(ω) = ω + Vxc[I(ω)]. Equation (3) is one of the
main results of this Letter and shows that i-DFT can be
used to calculate bulk spectral functions.
Properties of the xc bias from Fermi-liquid theory.– For
i-DFT to become a practical and computationally effi-
cient scheme we need to develop accurate approximations
to Vxc. Any approximation should satisfy Vxc[0] = 0, for
otherwise there would be a finite current at zero bias.
Below we derive a few more properties for uniform sys-
tems from FL theory and DMFT. We concentrate on the
local description (hence ϕn is a site basis function) and
use DMFT which becomes exact in the limit of infinite
dimensions (or, more rigorously, coordination number)
[29–31] – and otherwise yields a very good approxima-
tion for dimensions ≥ 3 [45].
Due to the Friedel sum rule [8, 46, 47], the spectral
function evaluated at the Fermi energy depends only on
the bulk density. As the latter is the same in the many-
body and the KS system we have A(0) = As(0). Since
I(0) = 0 then Ω(0) = Vxc[0] = 0 and therefore Eq. (3)
implies
dVxc
dI
∣∣∣∣
I=0
= 0. (4)
Other properties can be obtained for particle-hole (ph)
symmetric systems, e.g., the half-filled Hubbard model
on bipartite lattices. In DMFT the local Green’s function
can be written as G−1(ω) = ω− v− Σ˜(ω)−∆0(ω) where
v is the uniform potential, ∆0(ω) = Λ0(ω) − iΓ0(ω)/2
the noninteracting embedding self-energy (or hybridiza-
tion function) and Σ˜(ω) the many-body self-energy. We
emphasize that Σ˜(ω) is not the local DMFT self-energy
Σ(ω) as it contains also correlation corrections to the em-
bedding:
Σ˜ = Σ +∆−∆0. (5)
At half-filling the spectral function A(ω) = i[G(ω) −
G∗(ω)] is an even function of frequency. Additionally,
the ph symmetry yields a condition for the Hxc poten-
tial, i.e., vHxc = −v. Hence the KS Green’s function
is simply Gs(ω) = [ω −∆0(ω)]
−1 and therefore the KS
spectral function As(ω) = i[Gs(ω)−G
∗
s(ω)] is even too.
Differentiating Eq. (3), evaluating the result in ω = 0
and using A′(0) = A′s(0) = 0 (henceforth primes are
used to denote derivatives with respect to ω) we find
As(0)Ω
′′(0) = 0. Using As(0) = A(0) = limγ→0
pi
γ I
′(0) 6=
0, see Eq. (1), then yields
Ω′′(0) =
d2Vxc
dI2
∣∣∣∣
I=0
I ′(0)2 +
dVxc
dI
∣∣∣∣
I=0
I ′′(0) = 0. (6)
Taking further into account Eq. (4), this implies that also
the second derivative of Vxc w.r.t. the current should
vanish:
d2Vxc
dI2
∣∣∣∣
I=0
= 0. (7)
The third derivative of Vxc w.r.t. the current is nonva-
nishing and can be related to the pseudo quasi-particle
weight
Z˜−1 ≡ 1− Re[Σ˜′(0)]. (8)
In the Supplemental Material [48] we prove that
d3Vxc
dI3
∣∣∣∣
I=0
= −
π3Γ0(0)
8γ3
[
(Z˜−1 − Λ′0(0))
2 − (1 − Λ′0(0))
2
]
.
(9)
3We shall use the properties in Eqs. (4), (7) and (9) to
construct approximations to the xc bias.
We observe that the pseudo quasi-particle weight can
be expressed in terms of the actual quasi-particle weight
Z ≡ [1 − Re[Σ′(0)]−1 through Eq. (5): Z˜−1 = Z−1 −
Re[∆′(0)]+Re[∆′0(0)]. In DMFT the interacting embed-
ding self-energy (or hybridization function) ∆(ω) is re-
lated to the local Green’s function G(ω) = N−1
∑
k(ω −
ǫk−Σ(ω))
−1 via the Dyson equation ∆(ω) = ω−v−Σ−
[G(ω)]−1. Differentiation and evaluation at ω = 0 then
yields ∆′(0) = Z−1+G′(0)/[G(0)]2. While G(0) = Gs(0)
by Friedel sum rule, it is straightforward to show [48] that
G′(0) = Z−1G′s(0). Thus
Z˜−1 = 1 +
Z − 1
Z
·
G′s(0)
[Gs(0)]2
(10)
which can be easily evaluated since Gs(ω) depends only
on the lattice properties through ∆0(ω).
The xc bias for the metal-insulator transition.– We
consider the half-filled Hubbard model on the Bethe lat-
tice (BL) with infinite coordination number as well as on
a cubic lattice (CL), and describe the strategy common
to the construction of the xc bias for both lattices.
In the insulating Mott phase the Hubbard bands be-
come Coulomb blockade (CB) peaks as the hopping inte-
gral between neighboring sites decreases. In the limit of
vanishing hopping the CB peaks are separated in energy
by the Hubbard interaction U . For finite hopping the CB
peaks are separated by the discontinuity Uxc of the Hxc
potential (with limU→∞ Uxc(U)/U = 1). Based on the
experience gained in the Anderson model [37, 49], the xc
bias should then feature a step of height Uxc
V¯xc[I] = −
Uxc
2
sign(I˜)− (U − Uxc)g(I˜) . (11)
Here we have defined the reduced current as I˜ = I/(2γ)
and its physically realizable domain is I˜ ∈ (− 12 ,
1
2 ). The
function g(I˜) depends on the lattice and fulfills the gen-
eral properties: (i) g(−I˜) = −g(I˜), and (ii) g(± 12 ) = ±
1
2
such that V¯xc[±γ] = ∓
U
2 . In the SI we describe the strat-
egy to obtain Uxc(U) and g(I˜) for both the Bethe and the
cubic lattice.
The approximation in Eq. (11) violates the property
in Eq. (4) which is crucial for describing the Kondo peak
in the metallic phase [44]. We then make the ansatz
Vxc[I] = a(I)V¯xc[I]. (12)
For I close to zero we can approximate V¯xc[I] ≃
−Uxc2 sign(I˜). If I˜ is nonnegative we can rewrite this
expression as the limiting function of the sequence
V¯
(n)
xc [I] = −
Uxc
2 I˜
1/n. Letting αI˜p be the leading or-
der term of the function a(I) as I˜ → 0+ we have
Vxc[I] ≃ −
αUxc
2 I˜
p+1/n. We then see that the proper-
ties in Eqs. (4), (7) and (9) are fulfilled provided that
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FIG. 1. Model xc bias of Eq. (12) for the Bethe lattice for dif-
ferent values of U . Inset: Quasiparticle weights Z from NRG
of Ref. [50], our fit to the NRG data as well as Z˜ according
to Eq. (10). W is the width of the band for U = 0.
p = 3 + 1/n. Taking the limit n → ∞ and using
that a(I) = a(−I) we infer that for I ≃ 0 the func-
tion a(I) ≃ α|I˜ |3. In the following we parametrize this
function as
a(I) =
2
π
atan
(
|λKI˜|
3
)
(13)
since for |I˜| = 1/2 we must have a(I) ≃ 1 for Vxc[±γ] ≃
∓U2 . Taking into account that
d3Vxc
dI3
∣∣∣∣
I=0
= −
3Uxc
4πγ3
λ3K, (14)
the parameter λK ≫ 1 can be determined from Eq. (9).
We apply the i-DFT approach to the calculation of the
spectral function of the Hubbard model on a BL and CL.
To obtain V¯xc[I] in Eq. (11) we performed DMFT calcu-
lations for U ≫ t in both lattices using the non-crossing
approximation (NCA) as impurity solver [51]. Reverse
engineering the DMFT+NCA spectral function [48] we
found that an accurate parametrization is provided by
g(I˜) =
(
(1− b)
√
|I˜/2|+ bI˜
)
sign(I˜), (15)
with b = 1/4 in the BL and b = 0 in the CL, whereas
Uxc(U) is a smooth increasing function of U , see Ref. [48]
for the explicit form. To determine λK and hence the
function a(I) we first consider a BL. In this case ∆0(ω) =
ω
2 − i
√(
W
4
)2
−
(
ω
2
)2
, where W is the bandwidth; hence
Λ′(0) = 1/2 and Γ0(0) = W/2. Inserting these values in
Eq. (9) and using Eq. (14) we obtain
λ3K =
π4W
12Uxc
1− Z˜
Z˜2
. (16)
40
4
8
A(
ω
)W
-1 -0.5 0 0.5 1
ω/W
0
4
A(
ω
)W
-1 -0.5 0 0.5 1
ω/W
i-DFT
NRG
U/W=0.8 U/W=1.0
U/W=1.6U/W=1.4
FIG. 2. Spectral functions of the Hubbard model on the Bethe
lattice for different interaction strengths obtained by i-DFT
and compared with the NRG results of Ref. [52]. W is the
width of the band for U = 0.
Close to zero frequency the BL Green’s function G(ω) =
(4/W )2∆(ω) ≃ Z/(ω − Z∆(ω)), which implies ∆(ω) =
∆0(ω/Z); hence from Eq. (10)
Z˜ =
2Z
1 + Z
. (17)
The quasi-particle weight has been accurately calculated
in Ref. [50] using NRG, and it is well fit by a shifted
Lorentzian [48]. In the inset of Fig. 1 we show the NRG
Z, our fit and the pseudo quasi-particle weight Z˜. Pro-
ceeding along the same lines we constructed the xc bias
for a CL, see Ref. [48] for details. We anticipate that
Z˜(Z) is almost identical in the two lattices.
Results.– In Fig. 1 we show the BL xc bias for different
values of U in units of the non-interacting bandwidth
W . In the metallic phase, U/W < 1.3, Vxc exhibits a
plateau around I˜ = 0 which turns into a sharp step in the
insulating phase. The development of a step is essential
for the gap opening, see below.
In Fig. 2 we compare the i-DFT spectral functions
with NRG results from Ref. 52 for different interaction
strengths. i-DFT captures the essential features of the
spectra such as the Kondo peak at ω = 0 in the metallic
phase as well as its disappearance with increasing inter-
action strength. The curvature of the Kondo peak at
ω = 0 is, by construction, correctly described by our
xc bias but also the Hubbard side bands are captured
reasonably well, especially for large U ’s. The approx-
imation to Vxc performs poorly in the frequency range
of the minima of A(ω) and some of the finer features of
the NRG spectra are also missing. Interestingly, how-
ever, the i-DFT spectra always have finite support. This
can be understood from Eq. (3) by noting that (i) As(ω)
has finite support and (ii) the xc bias is restricted to the
intervall Vxc ∈ [−
U
2 ,
U
2 ].
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FIG. 3. Spectral functions of the Hubbard model on the sim-
ple cubic lattice for different interaction strengths obtained
by i-DFT and compared with the NRG results of Ref. [53].
The performance of the approximate xc bias for a CL
is illustrated in Fig. 3 where we again compare i-DFT
and NRG [53] spectral functions for different interaction
strengths. The general trend is similar to the previous
case, in particular the MI transition is correctly cap-
tured. One feature which draws attention is the pres-
ence of “kinks” in the i-DFT spectra which are directly
attributable to the van Hove singularities in the KS den-
sity of states.
Conclusions.– In summary, we have shown how one
can extract bulk spectral functions from i-DFT. A par-
ticular emphasis has been on the proper description of
the Mott metal-insulator transition in strongly correlated
systems which so far has been elusive within DFT. We
have derived properties of the crucial i-DFT quantity,
the xc bias, by establishing a connection to Fermi-liquid
theory. The resulting conditions, together with design
principles from previous experience with the Anderson
impurity model, have been employed to construct ap-
proximations for the xc bias of the Hubbard model on
the infinitely coordinated Bethe lattice as well as on the
cubic lattice. The resulting i-DFT spectra capture the
essential physics of the Mott metal-insulator transition
at negligible computational cost, paving the way to an
ab-initio description of strongly correlated solids within
a density functional framework.
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I. PROOF OF EQ. (9) IN MAIN TEXT
Eq. (9) in the main text relates the third derivative of the xc-bias w.r.t. the current, ∂3IVxc(0), to the pseudo
quasiparticle weight Z˜ defined in Eq. (8) in the main text. The starting point for the proofs is Eq. (3) in the main
text which relates the true many-body spectral function A(ω) to the KS spectral function As(ω) which can be written
in a very compact form as:
A(ω) = As(Ω)
dΩ
dω
where Ω(ω) ≡ ω + Vxc[I(ω)]. (S1)
Differentiating A(ω) (denoted by primes as in the main text) twice then yields:
A′(ω) = A′s(Ω) (Ω
′(ω))2 +As(Ω)Ω
′′(ω) (S2)
A′′(ω) = A′′s (Ω) (Ω
′(ω))3 + 3A′s(Ω)Ω
′(ω)Ω′′(ω) +As(Ω)Ω
′′′(ω). (S3)
We thus need to know up to the third derivative of Ω(ω) w.r.t. ω:
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where we have made use of ∂I/∂ω = γ
pi
A(ω) (Eq. (1) in the main text). Evaluating (S3) at ω = 0 and taking into
account that ∂IVxc|I=0 = ∂
2
IVxc|I=0 = 0 (Eqs. (4) and (7) in main text) so that Ω
′(0) = 1 and Ω′′(0) = 0, we find
A′′(0) = A′′s (0) +As(0)Ω
′′′(0) = A′′s (0) +
(γ
π
)3
(As(0))
4 ∂
3Vxc
∂I3
∣∣∣∣
I=0
. (S7)
On the other hand, close to zero frequency the local GF G(ω) can be written in terms of the pseudo quasiparticle
weight Z˜ defined by Eq. (8) in the main text as G(ω) ≃ Z˜/(ω − Z˜∆0(ω)). The corresponding spectral function
A(ω) = i[G(ω)−G∗(ω)] can then be written as
A(ω) ≃ Z˜2
Γ0(ω)
(ω − Z˜Λ0(ω))2 + Z˜2Γ0(ω)2/4
. (S8)
Differentiating A(ω) twice and evaluating at ω = 0 yields after some simple but lengthy algebra:
A′′(0) = −4
Γ′′0(0)
Γ0(0)2
− 32
(Z˜−1 − Λ′0(0))
2
Γ0(0)3
. (S9)
Combining (S7) and (S9) and solving for ∂
3Vxc
∂I3
∣∣∣
I=0
then yields Eq. (9) in the main text.
2II. RELATION BETWEEN G′(0) AND G′
s
(0)
For the proof of Eq. (10) in the main text relating the pseudo quasiparticle weight Z˜ and the actual quasiparticle
weight Z, we make use of a simple relationship between the derivative of the local interacting GF G′(0) and the
derivative of the non-interacting (i.e. Kohn-Sham) GF G′s(0) within DMFT. The proof is straightforward. The
starting point is the representation of the local GF in k-space within DMFT as
G(ω) =
1
N
∑
k
1
ω − ǫk − Σ(ω)
(S10)
where ǫk is the band dispersion, Σ(ω) is the local self-energy, and N is the number of sampling points in k-space. The
derivative of the GF is given by:
G′(ω) = −
1
N
∑
k
1− Σ′(ω)
(ω − ǫk − Σ(ω))2
. (S11)
At half filling, evaluation at ω = 0 then yields:
G′(0) = −
1
N
∑
k
Z−1
(ǫk)2
= Z−1G′s(0) (S12)
where we have used the definition of the quasiparticle weight as Z = (1 − Σ′(0))−1 and the fact that G′s(0) =
−N−1
∑
k 1/(ǫk)
2 which follows simply by setting Σ(ω) = 0 in Eqs. (S10-S12) above.
III. DETAILS OF THE PARAMETRIZATION OF THE XC-BIAS FUNCTIONAL
A. Reverse-engineering of xc-bias from DMFT+NCA spectra
In order to obtain the Mott part of the xc-bias functional V¯xc[I] (see Eqs. (11,12) in the main text) we have performed
DMFT calculations in the Mott phase using the non-crossing approximation (NCA) [1] as impurity solver, which yields
a reasonable description of the spectral function. The left panels of Fig. S1 and S2 show spectral functions for the
Hubbard model on the Bethe lattice (BL) and the cubic lattice (CL), respectively, calculated within DMFT+NCA for
several values of U . Also shown are reference spectral functions (black dashed lines) computed within DMFT+NRG
by Zitko et al. [2, 3] which show overall good agreement with the corresponding DMFT+NCA spectra.
From the spectral functions computed within DMFT+NCA we can reverse-engineer the corresponding xc-bias
functional for computing the spectra in the ideal STM setup. To this end the STM tip is coupled to a single site of
the Hubbard model. In this setup the Meir-Wingreen expression for computing the current becomes
I = 2γ
∫
dω
2π
[f(ω − V )− f(ω)]A(ω) = 2γ
∫ V
0
dω
2π
A(ω) (S13)
where f(ω) is the Fermi function and A(ω) is the spectral function of the site which in the ideal STM limit becomes
the equilibrium one. In the last step we have assumed the zero temperature limit. The corresponding KS current is
given by
Is = 2γ
∫ Vs
0
dω
2π
As(ω) (S14)
where As(ω) is the KS spectral function and Vs is the KS bias. Here the KS spectral function is either the semi-circular
DOS of the infinite-dimensional BL or the one of the cubic lattice.
We can now obtain the KS bias Vs and thus the xc bias Vxc from the many-body current as a function of the applied
bias V in the following way: For every bias V we compute the many-body current I from Eq. (S13). Now the KS
bias Vs is that bias for which the KS current Is exactly reproduces many-body current I, i.e. Is(Vs) = I(V ). Hence
numerical inversion using the bisection algorithm of the expression for the KS current Eq. (S14) for Is = I yields the
KS bias and thus the xc bias. The procedure can be summarized by the following scheme:
V → I ≡ Is → Vs → Vxc = Vs − V (S15)
The middle panel of Fig. S1 shows the xc-bias obtained by this procedure from the many-body spectral functions of
the Hubbard model on the BL for different values of U in the Mott-insultaing regime.
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FIG. S1: Spectral functions and reverse-engineered xc-bias for the BL. Left panel: Spectral functions calculated within
DMFT+NCA for three values of U (full colored lines) and within DMFT+NRG for U/W = 1.6 (black dashed line, data taken
from Ref. [2]). Middle panel: Reverse-engineered (RE) xc-bias Vxc[I ] obtained from DMFT+NCA spectral functions given in
left panel. Full color lines show the parameterization of the xc-bias Eq. (11) in main text together with (S16). Right panel:
Uxc as a function of U obtained from fitting Eq. (11) to RE data.
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FIG. S2: Spectral functions and reverse-engineered xc-bias for the CL. Left panel: Spectral functions calculated within
DMFT+NCA for three values of U (full colored lines) and within DMFT+NRG for U/W = 1.6 (black dashed line, data taken
from Ref. [3]). Middle panel: Reverse-engineered (RE) xc-bias Vxc[I ] obtained from DMFT+NCA spectral functions given in
left panel. Full color lines show the parameterization of the xc-bias Eq. (11) in main text together with (S16). Right panel:
Uxc as a function of U obtained from fitting Eq. (11) to RE data.
B. Parametrization of the xc-bias in the Mott phase
We have found an accurate parametrization for the function g of V¯xc (see Eq. (11) of main text) for both the BL
and the CL as
g(I˜) =
(
(1 − b)
√
|I˜/2|+ b|I˜|
)
sign(I˜) . (S16)
where b is an adjustable parameter between 0 and 1. For the BL we obtain excellent fits of the xc-bias in the
insulating phase for b = 1/4 (see middle panel of Fig. S1). For the CL excellent fits (see middle panel of Fig. S2)
are obtained for b = 0 (such that the linear contribution to the function g vanishes). Fitting our parametrization of
V¯xc to the reverse-engineered xc-bias for different values of U then yields Uxc as a function of U (see right panels in
Figs.S1,S2). For both the BL and the CL Uxc(U) is approximately linear in the insulating (I) phase. Linear fits yield
U Ixc(U) = U − 0.96W for the BL and U
I
xc(U) = U − 0.83W for the CL.
In the metallic (M) phase we cannot obtain the Uxc for the Mott part of our xc-bias functional easily since by
definition the Mott gap vanishes. However, we have found that for our approach of determining the Kondo prefactor
from Fermi liquid conditions to work Uxc should not vanish at finite U , but should vanish as U approaches 0. This
means that in the metallic regime Uxc(U) should not be interpreted as the xc discontinuity of DFT. Here we assume
the following form in the metallic phase: UMxc(U) = U
I
xc(Uc) · (U/Uc) which guarantees continuity of the function at
the critical U : UMxc(Uc) = U
I
xc(Uc). Finally, in order to obtain a smooth parametrization of Uxc(U) we interpolate
between both regimes:
Uxc(U) = f(U − Uc)U
M
xc(U) + [1− f(U − Uc)]U
I
xc(U) (S17)
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FIG. S3: Pseudo quasiparticle weight for the cubic lattice. (a,b) Fitting of quasiparticle peak according to (S8) to DMFT+NRG
spectral function (taken from Ref. [3]) for two different values of the interaction U . (c) Pseudo quasiparticle weight Z˜ obtained
from fitting (S8) for different values of U in the metallic phase (red stars). The blue line shows a fit for Z˜(U) assuming a
“quartic” Lorentzian according to (S21) for Z(U) (green line), related by (S20). The resulting fit parameters are: Γz = 0.65W
and Uc = 1.17W .
where f(E) is the Fermi function at inverse temperature β = 4/W and Uc = 1.47W for the BL and Uc = 1.17W for
the CL. The interpolated function Uxc(U) is shown in the right panels of Figs. S1 and S2 as blue lines.
C. Quasiparticle weight for the cubic lattice
The quasiparticle weight Z(U) is an important ingredient of our parametrization of the xc-bias functional as it
determines the Kondo prefactor parameter λK , c.f. Eq. (9) in the main text. For the BL the quasiparticle weight has
been accurately calculated within DMFT+NRG in Ref. [4]. We find that Z(U) is well fit by a shifted Lorentzian of
width Γz = 0.943W :
Z(U) =
(
1 +
Γ2z
U2c
)(
Γ2z
U2 + Γ2z
−
Γ2z
U2c + Γ
2
z
)
. (S18)
This is shown in Fig. 1 in the main text.
For the CL, on the other hand, we do not have accurate data on Z(U). However, since in Ref. [3] spectral functions
were calculated within DMFT+NRG, we can instead directly obtain the pseudo quasiparticle weight Z˜(U) by fitting
the pseudo quasiparticle spectral function given by (S8) to the spectra close to ω = 0 whereby the non-interacting
hybridization function (or embedding self-energy) is obtained from the non-interacting GF as
∆0(ω) = Λ0(ω)− iΓ0(ω)/2 = ω − [Gs(ω)]
−1 (S19)
The latter can be computed analytically from the complete elliptic integral of the first kind, see e.g. Ref. [3]. Fig. S3
shows fitted pseudo quasiparticle spectra according to (S8) for two different values of U (left and middle panel). Note
that the fitting has been done such as to reproduce the curvature A′′(ω) at ω = 0. Thus for smaller values of U the
quasiparticle appears to have a considerably larger width than the actual spectral function. The right panel of Fig. S3
shows the Z˜ obtained by fitting (S8) to the DMFT+NRG spectral functions for different values of U .
For the CL we have G0(0) ≃ −5.38i/W and G
′
0(0) ≃ 13.24/W
2 and thus G′0(0)/[G0(0)]
2 ≃ −0.46 which is very
similar to the corresponding value for the BL, leading to a similar relation between Z˜ and Z:
Z˜ ≃
2.2 · Z
1.2 · Z + 1
(S20)
We next assume some function for Z(U) and then fit the resulting Z˜(U) according to (S20). For the CL we find that
the form
Z(U) =
(
1 +
Γ4z
U4c
)(
Γ4z
U4 + Γ4z
−
Γ4z
U4c + Γ
4
z
)
, (S21)
5leads to a very good interpolation of the numerically extracted values of Z˜(U) (in particular, it describes well the
plateau-like behaviour for small values of U).
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