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Abstract
We investigate the possibility of fast, accurate and reliable computation of the Cauchy
principal value integrals −
∫ b
a
f(x)(x−τ )−1dx (a < τ < b) using standard adaptive quadratures.
In order to properly control the error tolerance for the adaptive quadrature and to obtain
a reliable estimation of the approximation error, we research the possible influence of round-
off errors on the computed result. As the numerical experiments confirm, the proposed method
can successfully compete with other algorithms for computing such type integrals. Moreover,
the presented method is very easy to implement on any system equipped with a reliable
adaptive integration subroutine.
Keywords: Cauchy principal value integral, finite Hilbert transform, numerical integration,
adaptive quadrature, round-off errors, Maple, Matlab
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1 Introduction
We consider the problem of numerical evaluation of the Cauchy principal value integral
Ia,b,τ (f) := −
∫ b
a
f(x)
x− τ dx = limµ→0+
(∫ τ−µ
a
+
∫ b
τ+µ
)
f(x)
x− τ dx, (1.1)
where τ ∈ (a, b), and the function f has bounded first derivative. In general, the integral (1.1)
exists if f is Ho¨lder continuous (cf. [3, §1.6]). The integrals of this type appear in many practical
problems related to aerodynamics, wave propagation or fluid and fracture mechanics, mostly with
relation to solving singular integral equations.
A great many papers devoted to the problem of numerical evaluation of the integrals of the
form (1.1) have been published so far. Some of them are [4, 8, 13, 16, 17, 21]. A nice survey on
the subject, along with a large number of references, is presented in [3, § 2.12.8].
Even though so many algorithms have been known for a quite long time, the subroutines for
computing the integrals of the type (1.1) are not commonly available in systems for scientific
computations. This is probably because most of the methods assume some properties of the
function f , e.g. that f is analytic, f is smooth enough, etc. On the other hand, almost every system
for scientific computations is equipped with one or more subroutines for automatic computation
of the integrals ∫ b
a
ψ(x)dx. (1.2)
These algorithms, usually called adaptive quadratures, can compute the integrals of the form (1.2)
for a very wide range of integrands.
The natural question arises: can an adaptive quadrature be successfully used to numerically
compute the integral (1.1)? In this paper, we search for the positive answer to that question. Our
goal is to provide tools that will allow to use an existing adaptive quadrature to compute accurate
approximation to the integral (1.1), and also will help to obtain a reliable error estimation of
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the computed result. A usual automatic (adaptive) quadrature performs the computations until
the error tolerance provided by a user (or the default, fixed one) is met. The numerical value
of the Cauchy principal values integral is sometimes quite sensitive to the influence of round-off
errors. If a user wishes high accuracy of the approximation, it may be difficult to select a proper
error tolerance (if set too small, then the computation time may considerably increase or even
the quadrature may fail to deliver reliable approximation). Thus, in the method proposed in this
paper, the error tolerance is trimmed at the safe level. In particular, if the tolerance is set to zero,
the algorithm is expected to compute the best (or rather near the best, within reasonable limits)
possible, approximation to the integral (1.1) for given parameters f and τ .
The next section contains the formulation of, what may be called, the basic form of our
algorithm. We apply two known analytical transformations that convert the integral (1.1) into
the sum of two nonsingular integrals. In Section 3, we briefly describe the idea of adaptive
quadratures. In the subsequent section, we discuss the problem of possible loss of significant digits
and the influence of round-off errors on the approximation to a Cauchy principal value integral
computed using the formula derived in Section 2. The obtained error estimates are crucial for
the efficiency and reliability of the proposed method. As we briefly demonstrate, these estimates
can be used to increase reliability of other algorithms for computing integrals of the form (1.1).
In Section 5, we present many numerical examples to validate the usefulness of the proposed
algorithm. The method is thoroughly tested with three different adaptive quadratures: the built-
in adaptive quadrature of the Maple system, the one included in Matlab, and the one presented
in [6].
2 Analytical transformations
Without loss of generality, we may restrict our attention to the case a = −1 and b = 1. The
computation of the Cauchy principal value integral
Iτ (f) ≡ Iτ,−1,1(f) = −
∫ 1
−1
f(x)
x− τ dx (2.1)
may at first seem quite easy, if we observe that by a simple change of variables, setting
δ = min{1 + τ, 1− τ}, (2.2)
we obtain
Iτ (f) =
∫
|x−τ |≥δ
f(x)
x− τ dx+ −
∫ τ+δ
τ−δ
f(x)
x− τ dx
=
∫
|x−τ |≥δ
f(x)
x− τ dx+
∫ δ
0
f(τ + x)− f(τ − x)
x
dx,
(2.3)
where we use the convention that
∫
|x−τ |≥δ ≡
∫ 1
τ+δ, if δ = 1+ τ , and
∫
|x−τ |≥δ ≡
∫ τ−δ
−1 , if δ = 1− τ .
The formula (2.3) was applied for the first time by Longman in [13], and it was derived by
splitting the function f into the odd and even parts. Both integrals on the right hand side of (2.3)
exist in the Riemann sense. We should note that if the function f has bounded first derivative in
the neighbourhood of τ , then the second integral is not even singular (unless f has singularities
itself).
The first integral on the right hand side of (2.3) was commonly not paid attention to, as it is
always a proper one. However, if |τ | is close to 1, then this integral is a near-singular one, and
standard quadratures may fail when applied directly.
In many algorithms, another transformation of the integral Iτ (f) is used, usually being called
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subtracting out the singularity. We have
Iτ (f) = −
∫ 1
−1
f(τ)
x− τ dx+
∫ 1
−1
f(x)− f(τ)
x− τ dx
= f(τ) log
1− τ
1 + τ
+
∫ 1
−1
f(x)− f(τ)
x− τ dx .
(2.4)
A direct application of the above formula is commonly not recommended (see, e.g., [8, 15]) due to
possible severe cancellation, if a quadrature node happens to be very close to τ .
The authors, however, have never seen the two above approaches being put together1. From
(2.3) and (2.4) we immediately obtain
Iτ (f) = f(τ) log
1− τ
1 + τ
+
∫
|x−τ |≥δ
g(x)dx +
∫ δ
0
h(x)dx, (2.5)
where
g(x) =
f(x)− f(τ)
x− τ and h(x) =
f(τ + x) − f(τ − x)
x
. (2.6)
If the function f has bounded first derivative, none of the integrals on the right hand side of (2.5)
is singular or near-singular (unless f itself has singularities just outside the interval [−1, 1]), and,
when the first integral of (2.5) is approximated numerically, the distance between τ and any of
the quadrature nodes is never smaller than δ.
It is clear that some loss of significance may occur when computing the values of the function
g and h defined above. The influence of the round-off errors on the accuracy of the approximation
(2.5) to the integral (2.1) is thoroughly discussed in Section 4.
3 A very short story on adaptive quadratures
The idea and basic rules of adaptive numerical integration (including some examples) is nicely
presented in [3, §6] and [20, §5.2& §5.3]. A very thorough study on the subject, together with the
comprehensive history of development of adaptive quadratures, is given in [5].
In general, adaptive quadratures are meant to be able to numerically approximate the inte-
grals of the form (1.2) for the widest possible range of integrands. The only arguments required
by an adaptive algorithm are the integrand and the interval endpoints. The algorithm tries to
approximate the integral with an error less than some default error tolerance or the error tolerance
provided by the user. Many adaptive quadratures also report the estimation of the approximation
error.
The most common idea of the adaptive integration algorithm is to split the interval of inte-
gration into subintervals of different lengths. The number of the subintervals and their lengths
depend on the behaviour of the integrand, and are determined automatically during the computa-
tion process. Usually, the approximated value of the integral over a single subinterval is computed
using some fixed quadrature rule. Along with the approximation, an error estimation has to be
computed, e.g., by the use of another quadrature rule and comparing the results. The computa-
tions are terminated, when the estimated global error of the adaptive quadrature is less than a
prescribed tolerance.
Suppose that an adaptive integration algorithm is based on the fixed linear quadrature rule
Q(ψ) ≡ Q(ψ, 0, 1) =
m∑
j=0
Bjψ(xj) (0 ≤ x0 < x1 < · · · < xm ≤ 1), (3.1)
1In fact, the formula (2.4) was already presented in the numerical section of [11], however, it was done by
referring to the preliminary results [10] that laid the basis of the present paper.
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which approximates the integral ∫ 1
0
ψ(x)dx.
Then, the final approximation to the integral (1.2) computed by the adaptive quadrature is given
by
A(ψ, a, b) =
n−1∑
k=0
Q(ψ, sk, sk+1) =
n−1∑
k=0
m∑
j=0
Bkjψ(xkj), (3.2)
where
Bkj = (sk+1 − sk)Bj , xkj = sk + (sk+1 − sk)xj ,
and
a = s0 < s1 < · · · < sn = b
are the automatically determined endpoints of the subintervals [sk, sk+1] (0 ≤ k < n, n ≥ 1). The
values sk (0 ≤ k ≤ n) and the integer n depend on ψ, a, b and the assumed error tolerance.
If the quadrature Q defined in (3.1) has the property x0 = 0, xm = 1, then it is called the
closed type one. If x0 > 0 and xm < 1, then Q is called the quadrature rule of the open type. In
the similar way we shall call the related adaptive quadrature.
When computing the integrals of the form (1.2), adaptive quadratures are much more flexible
compared to any fixed quadrature rule. However, it has to be noted that sometimes an adaptive
algorithm may fail to compute a reliable approximation. In other words, the algorithm based on
(2.5) for computing the integral (2.1) will be, in general, as reliable as the adaptive quadrature
used. The problem of reliability of adaptive quadratures was thoroughly discussed in [6] and [7].
Some more information on a specific adaptive quadrature is provided in Section 5, when the
given adaptive algorithm is being considered.
Computing the integrals of the form (2.1) by a simple application of the formula (2.5) may
not lead to satisfactory results. The numerical values of the Cauchy principal value integrals
are, in some cases, very sensitive to round-off errors. Therefore, the possible to achieve accuracy
may be considerably limited, when computations are performed in a fixed precision floating point
arithmetic. If we set too small error tolerance for the adaptive quadrature, the algorithm may work
very long, usually being unable to reach the requested accuracy. Because of the influence of the
round-off errors, the error estimation reported by the adaptive algorithm may also be false. Thus,
it is very important to have some good tools that would modify the error tolerance, if necessary,
and correct the error estimation computed by the adaptive quadrature.
4 Estimating round-off errors
It is quite obvious that even small changes of the values of the function f near the singularity point
τ may considerably change the value of the integral (2.1). Also, when using the formula (2.5), an
additional error, due to the computation of values of the functions g and h, may appear. In this
section, we derive estimates of the round-off errors that will allow to control the performance of
an adaptive quadrature, and will provide additional information on the accuracy of the computed
approximation to the integral (2.1).
Let us denote by ε the precision of the arithmetic used, and by g[ε](x) and h[ε](x) the numeri-
cally computed values of the functions g and h, defined in (2.6), at the point x (the argument x,
and also the parameter τ , may not have the exact representation in the floating point arithmetic).
For simplicity, we will temporarily assume that the values of the function f in (2.6) are computed
exactly. We shall write a ≈ b, if a = b(1 +O(ε)), and a <∼ b, if a < b or a ≈ b.
Lemma 1. If we define
D1,f = max
|x|≤1
|f ′(x)|, (4.1)
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then for all 0 < |x| ≤ δ, where δ is defined in (2.2),
|h[ε](x) − h(x)| <∼
4εD1,f
x
+ 4εD1,f . (4.2)
Proof. We have
h[ε](x) =
f
(
(τ(1+γ1) + x(1+γ2))(1+γ3)
)− f((τ(1+γ1)− x(1+γ2))(1+γ4))
x(1+γ5)
, (4.3)
where |γ1|, |γ2|, |γ3|, |γ4| ≤ ε and |γ5| <∼ 2ε. Further,
(τ(1+γ1) + x(1+γ2))(1+γ3) = τ + x+ β
for some β satisfying
|β| ≈
∣∣(γ1 + γ3)τ + (γ2 + γ3)x∣∣ ≤ 2ε,
as, by definition of δ given in (2.2), we have |τ |+ |x| ≤ 1, if |x| ≤ δ. This immediately implies that
|f((τ(1+γ1) + x(1+γ2))(1+γ3))− f(τ + x)| ≤ |β|D1,f <∼ 2εD1,f . (4.4)
Analogously,
|f((τ(1+γ1)− x(1+γ2))(1+γ4))− f(τ − x)| <∼ 2εD1,f . (4.5)
Now, from (4.3), (4.4) and (4.5) we obtain
|h[ε](x) − h(x)| =
∣∣∣∣h[ε](x) −
(
f(τ+x)− f(τ−x))(1+γ5)
x(1+γ5)
∣∣∣∣
=
∣∣∣∣h[ε](x) − f(τ+x)− f(τ−x)x(1+γ5) −
γ5
1+γ5
· f(τ+x)− f(τ−x)
x
∣∣∣∣
<∼
4εD1,f
x
+ 4εD1,f .
Lemma 2. If |x− τ | ≥ 16ε, then
|g[ε](x)− g(x)| <∼
8εD1,f
|x− τ | . (4.6)
Proof. Similarly as in (4.3), we have
g[ε](x) =
f(x(1+γ1))− f(τ(1+γ2))
(x(1+γ1)− τ(1+γ2))(1+γ3) , (4.7)
where |γ1|, |γ2| ≤ ε and |γ3| <∼ 2ε. Moreover,
(x(1+γ1)− τ(1+γ2))(1+γ3)− (x− τ) = β (4.8)
for some β ≈ xγ1 + τγ2 + (x− τ)γ3 that satisfies
|β| <∼
{
4ε, if |x− τ | ≤ 1,
6ε, otherwise.
(4.9)
From (4.8), we immediately obtain, that
(x(1+γ1)− τ(1+γ2))(1+γ3) = (x− τ)
(
1 +
β
x− τ
)
. (4.10)
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In addition, as |x|, |τ | ≤ 1, we have
|f(x(1+γ1))− f(x)| ≤ εD1,f and |f(τ(1+γ2))− f(τ)| ≤ εD1,f ,
which, together with (4.7), (4.10), (4.9), and |x− τ | ≥ 16ε, gives
|g[ε](x) − g(x)| =
∣∣∣∣∣g[ε](x) −
f(x)− f(τ)
(x− τ)
(
1 + βx−τ
)(1 + β
x− τ
)∣∣∣∣∣
=
∣∣∣∣∣g[ε](x) −
f(x)− f(τ)
(x− τ)
(
1 + βx−τ
) − β
f(x)− f(τ)
x− τ
(x − τ)
(
1 + βx−τ
)
∣∣∣∣∣
≤ 2εD1,f + βD1,f
|x− τ |
(
1 + βx−τ
) <∼ 8εD1,f|x− τ | .
Remark 1. The round-off error estimates of Lemmas 1 and 2 were obtained under the assumption
that D1,f <∞, and they can allow us to derive a global round-off error estimation for the integral
(2.1) computed using (2.5), which does not depend on τ . It is easy to verify that the inequalities
(4.2) and (4.6) could have been be replaced by more precise and much more complex estimates,
|h[ε](x) − h(x)| <∼
2ε
x
(
f ′(τ + x) + f ′(τ − x)) + 2ε(fˆ(τ + x, τ) + fˆ(τ − x, τ)), (4.11)
and
|g[ε](x) − g(x)| <∼


4ε
3|x− τ |
(
f ′(x) + f ′(τ) + 4fˆ(x, τ)
)
, if |x− τ | ≤ 1,
ε
|x− τ |
(
f ′(x) + f ′(τ) + 6fˆ(x, τ)
)
, otherwise ,
(4.12)
respectively, where fˆ(x, y) = (x−y)−1(f(x)−f(y)), if, e.g., f ′′ is bounded in the 2ε-neighbourhood
of τ , x, and τ ± x. The above inequalities, however, appear to lead to no reasonably simple and
usable global round-off error estimation. Therefore, in the incoming part of the paper, we shall
derive uniform (τ-independent) global theoretical estimates of the influence of the round-off errors,
by applying (4.2) and (4.6). Still, in the implementation of the proposed method, we shall make
some use of the inequalities (4.11)–(4.12).
In both lemmas we assumed that the values of the function f are computed exactly. In practice,
this is obviously not true. However, if the computation of f(x) for every x ∈ [−1, 1] is numerically
backward stable, i.e.
f [ε](x) = f(x(1 + γ)), (4.13)
where f [ε](x) denotes the numerically computed value of f(x), and |γ| ≤ εK1 for some small
positive K1, then all the above results remain true, only the constant factors change. Moreover,
regarding the fact that in the proofs of lemmas 1 and 2 we have bounded the errors |εx| and |ετ |
by |ε| (as |x|, |τ | ≤ 1), we may replace (4.13) with the less restrictive condition,
f [ε](x) = f(x+ γ) (−1 ≤ x ≤ 1),
which better reflects the real situations, e.g., if the function f depends on the shifted argument.
One may suggest that it is more practical to assume that
f [ε](x) = f(x+ γ)(1 + ξ) (−1 ≤ x ≤ 1),
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where |ξ| ≤ εK0 for some small K0 > 0. In a similar manner as we have proved Lemmas 1 and 2,
it can be shown that in the above case the inequalities (4.2) and (4.6) remain true, if the factor
D1,f is replaced with
Df := D1,f +
1
2
(K1D1,f +K0D0,f ), (4.14)
where
D0,f = max
|x|≤1
|f(x)|. (4.15)
4.1 The first approach – cutting of the singularity
From (4.2) and (4.6) we immediately obtain (formally) that
Eε,0(f) :=
∣∣∣∣
∫
|x−τ |≥δ
(
g[ε](x)− g(x))dx+
∫ δ
0
(
h[ε](x)− h(x))dx
∣∣∣∣
≤
∫
|x−τ |≥δ
∣∣g[ε](x)− g(x)∣∣dx+
∫ δ
0
∣∣h[ε](x) − h(x)∣∣dx
<∼
∫
|x−τ |≥δ
8εDf
|x− τ | dx +
∫ δ
0
8εDf
x
dx ≤ 8εDf
∫ 1
−1
1
|x− τ | dx ≤ 16εDf
∫ 1
0
1
x
dx,
(4.16)
which may not look like a promising formula for approximating the cumulative round-off error.
Thus, it seems quite natural to replace the integral
∫ δ
0
h(x)dx in (2.5) by
∫ δ
µ
h(x)dx for some very
small value of µ (0 < µ ≤ δ). In this case, we have
Eε,µ(f) <∼ 16εDf log(µ−1). (4.17)
By A(ψ, a, b) we shall denote an approximated value of the integral (1.2) computed by some
(adaptive) algorithm A. We will also define the theoretical approximation error,
EA(ψ, a, b) =
∣∣∣∣
∫ b
a
ψ(x)dx −A(ψ, a, b)
∣∣∣∣.
Now, from (2.5), (4.17), and
∣∣∫ µ
0
h(x)dx
∣∣ ≤ 2µD1,f , we obtain
Iτ (f) = f(τ) log
1− τ
1 + τ
+A(g[ε],−1, τ − δ) +A(g[ε], τ + δ, 1) +A(h[ε], µ, δ) + E1, (4.18)
where
|E1| <∼ EA(g[ε],−1, τ − δ) + EA(g[ε], τ + δ, 1) + EA(h[ε], µ, δ)
+ 16εDf log(µ
−1) + 2µD1,f .
(4.19)
Because we do not design our method to be used with any particular adaptive quadrature, there is
no way to know the values of the errors EA(·, ·, ·) in advance. However, we assume that these errors
will be estimated accurately enough by the adaptive algorithm itself at the time the computations
are being performed.
The best value of the parameter µ in (4.19) may be determined in several ways. One could
wish to minimize the error
Eµ := 16εDf log(µ−1) + 2µD1,f . (4.20)
Simple computations show that Eµ reaches its minimum at µ = 8εDfD−11,f (provided that D1,f 6=
0). From the practical point of view, however, this value of µ is usually too small. The other
reasonable, and our preferred way to determine the proper value of µ is to split the error more
evenly between the last two terms of (4.19). In our implementation, we determine the value of µ
as the solution of the equation
16ε log(µ−1) = 2µ. (4.21)
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The above equation is satisfied for µ = 8εW (18ε
−1), where W is the Lambert W -function (see,
e.g., [2]). Subroutines for numerical evaluation of the values of the Lambert W -function can be
found in almost every system for scientific computations. If ε = 2−d, then 8εW (18ε
−1) ≃ (5.555d−
9.747 log(d)− 5.77)ε, with the relative error less than 0.14%, for every d ∈ {20, 21, . . . , 2000}.
4.2 The second approach – open-type quadratures
If, for approximating the two integrals on the right hand side of (2.5), we use an adaptive quadra-
ture of the open type, then we are guaranteed that 0 does not belong to the set of nodes of the
quadrature A(h, 0, δ). Observe that, instead of (4.18), we may write
Iτ (f) = f(τ) log
1− τ
1 + τ
+A(g[ε],−1, τ − δ) +A(g[ε], τ + δ, 1) +A(h[ε], 0, δ) + E2 , (4.22)
where
|E2| ≤ EA(g,−1, τ − δ) + EA(g, τ + δ, 1) + EA(h, 0, δ)
+
∣∣A˜(g[ε]− g,−1, τ − δ) + A˜(g[ε]− g, τ + δ, 1) + A˜(h[ε]− h, 0, δ)∣∣. (4.23)
In the above inequality, the symbols A˜(·, ·, ·) denote the values of some (in general, arbitrary)
linear quadratures of the form (3.2). For example, A˜(g[ε]− g,−1, τ − δ) is the linear combination
of the form (3.2), where the subinterval endpoints sk were determined automatically when running
the adaptive quadrature A(g,−1, τ − δ). Now, setting
Eo = A˜(g[ε]− g,−1, τ − δ) + A˜(g[ε]− g, τ + δ, 1) + A˜(h[ε]− h, 0, δ), (4.24)
analogously to (4.16), we may obtain
|Eo| <∼ 16εDf A˜(
1
x
, 0, 1). (4.25)
The term A˜(x−1, 0, 1) is not as pessimistic as the last integral in (4.16), as it is always finite. As
we shall show, the value A˜(x−1, 0, 1) is not much larger than log(x−100 ), where x00 is the smallest
node of A˜(x−1, 0, 1).
Without loss of generality, we may assume that the quadrature rule Q defined in (3.1) satisfy
the obvious condition:
∑m
j=0Bj = 1.
Lemma 3. Assume that a quadrature Q defined in (3.1) is of the open type and let Q(ψ, a, b)
denote the quadrature Q applied (after linear transformation) to the interval [a, b], i.e.
Q(ψ, a, b) = (b− a)
m∑
j=0
Bjψ
(
a+ (b− a)xj
)
(0 < x0 < x1 < · · · < xm < 1).
Then, for every 0 ≤ a < b and c > 0
Q(
1
x
, a, b) = Q(
1
x
, ca, cb), (4.26)
and, if a > 0, ∫ b
a
1
x
dx =
∫ cb
ca
1
x
dx.
Proof. The proof is straightforward.
Lemma 4. For every open type quadrature Q of the form (3.1) there exists a positive constant
CQ such that for all 0 < a < b < 1
Q(
1
x
, a, b) ≤ CQ
∫ b
a
1
x
dx.
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Proof. Let us define
RQ(a, b) =
Q(x−1, a, b)∫ b
a x
−1dx
.
From Lemma 3 we immediately obtain that RQ(a, b) = RQ(ab
−1, 1), which further implies:
CQ := sup
0<a<b<1
RQ(a, b) = sup
0<a<1
RQ(a, 1).
As lima→0RQ(a, 1) = 0 and lima→1 RQ(a, 1) = 1, we have CQ <∞.
Theorem 1. For a linear open type quadrature Q of the form (3.1), let us define
DQ =
Q(x−1, 0, 1)
log(x−10 )
.
If
A˜(·, 0, 1) =
n−1∑
k=0
Q(·, sk, sk+1)
for some 0 = s0 < s1 < · · · < sn = 1 (n ≥ 1), then
A˜(
1
x
, 0, 1) ≤ max{CQ, DQ} log(x−100 ), (4.27)
where x00 is the smallest node of Q(·, s0, s1).
Proof. From (4.26), Lemma 4, the definition of DQ, and from x00 = x0s1 ≤ x0 < 1, we obtain
A˜(x−1, 0, 1) = Q(x−1, 0, s1) +
n−1∑
k=1
Q(x−1, sk, sk+1)
≤ Q(x−1, 0, 1) + CQ
∫ 1
s1
x−1dx = DQ log(x
−1
0 ) + CQ log(s
−1
1 )
= DQ log(x
−1
0 ) + CQ
(
log(x−100 )− log(x−10 )
)
= (DQ − CQ) log(x−10 ) + CQ log(x−100 )
≤ max{CQ, DQ} log(x−100 ).
Corollary 1. By (4.24)–(4.25) and (4.27), the inequality (4.23) may be rewritten as
|E2| ≤ EA(g,−1, τ − δ) + EA(g, τ + δ, 1) + EA(h, 0, δ) + |Eo|, (4.28)
where
|Eo| <∼ 16εDf max{CQ, DQ} log(x−100 ). (4.29)
For any given quadrature rule Q, the value of DQ can be immediately obtained by its definition,
but there seems to be no general way to compute the constant CQ. However, it can be found or
estimated very easily for most of important quadrature rules. If the error formula of a quadrature
Q is of the form ∫ 1
0
ψ(x)dx −Q(ψ, 0, 1) = Wψ(2k)(ξψ)
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(k ∈ N, 0 < ξψ < 1, W > 0), which is the case, e.g., for all Gauss-Legendre quadratures and the
open type Newton-Cotes rules (cf. [3, §2.6-§2.7]), then we immediately obtain that CQ = 1. For a
one point rule
Q(ψ, 0, 1) = ψ(x0) (0 < x0 < 1),
we have CQ = RQ(a, 1), where a is a solution of the nonlinear equation (x0 − 1)a2 + (1− 2x0)a+
a log(a) + x0 = 0. If a quadrature Q of the form (3.1) has positive coefficients and satisfies
k−1∑
j=0
Bj < xk <
k∑
j=0
Bj (0 ≤ k ≤ m),
i.e. Q is a linear combination of one point rules, then the value of CQ can be estimated using
the most pessimistic term. For example, for the 15-point Kronrod extension [12] of the 7-point
Gauss-Legendre rule, we have CQ < 1.06 < DQ ≃ 1.29.
4.2.1 The average case
The error estimation (4.29) describes the most pessimistic case, where all round-off errors cumulate
in the final approximation. This is very unlikely, and therefore it seems advisable to find some
estimation of the arithmetic related errors in the average case. The problem is that neither the
values of the coefficients nor the location of the adaptive quadrature nodes in (3.2) are known in
advance. Thus, the precise probabilistic analysis could be extremely complicated. However, one
can try to apply a simplified model of the influence of round-off errors.
Assume that all coefficients of the quadrature A˜ are equal, and that the quadrature nodes are
uniformly distributed, i.e
A˜(x−1, 0, 1) =
1
N − 1
N−1∑
i=1
N
i
, (4.30)
where N is the total number of nodes. Observe that in such a case, limN→∞ A˜(x
−1, 0, 1)/ log(N) =
1, which is consistent with (4.27), as for the quadrature (4.30) we have CQ = 1 and DQ → 1 for
N → ∞. Let U denote the continuous random variable with the uniform distribution in the
interval [−1, 1]. Now, we treat the error Eo defined in (4.24) as a random variable, and – instead of
(4.25) – we obtain Eo = εDfX , where εDf is the f -dependent value of the basic round-off error,
X =
N
N − 1
N−1∑
i=1
Yi
i
,
is the random variable that corresponds to summing up the errors at all nodes, and Yi are inde-
pendent random variables corresponding to the cumulation of the round-off errors at each single
node. From (4.25), we already know that |Yi| ≤ 16 (1 ≤ i < N). It seems reasonable to assume
that for i = 1, 2, . . . , N − 1 we have Yi =
∑16
k=1 U . We shall use the standard notation E(X)
and Var(X) for the mean value and variance of the random variable X . Obviously, E(X) = 0.
What we are interested in, however, is the value of E(|X |). It can be readily verified that any
random variable X satisfies the inequality E(|X −E(X)|) ≤
√
Var(X), which, in our case, simpli-
fies to E(|X |) ≤
√
Var(X). As variances of independent random variables add (cf. [1, §1.5]), we
immediately obtain
E(|X |) ≤
√√√√ N2
(N − 1)2
N−1∑
i=1
Var(Yi)
i2
=
4N√
3(N − 1)
√√√√N−1∑
i=1
1
i2
=
2
√
2pi
3
+O(N−1).
From the above inequality, it follows that the average error is bounded by the value whose de-
pendence on N can be practically ignored. The asymptotic distribution of the random variable
X can be given in an explicit form (see [14]) from which we may conclude that the probability
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that |X | > 2√2pi/3 is (asymptotically) less than 1/3. This value is not yet satisfactory, how-
ever, by multiplying the right hand side of the above inequality by 9/2, we already obtain that
Pr(|X | > 3√2pi) < 10−5, which turns out to be quite sufficient from the practical point of view.
Generalizing the above result to the case of an arbitrary linear quadrature A˜, we may expect
that with a very high probability
|Eo| ≤ 3
√
2piεDf max{CQ, DQ}. (4.31)
In order to use the inequality (4.31), we have to assume that the approximation to an integral
computed by the adaptive quadrature is of the linear form, i.e. of the form (3.2), which is true for
most of the adaptive integration algorithms. Thus, (4.31) is a valid estimation of the round-off
error |Eo| in – practically – every case, where an adaptive quadrature of the open type is used.
However, computation of the Cauchy principal value integral (2.1) by the use of the formula (4.22)
also requires a proper error tolerance to be set when calling the adaptive quadrature subroutine.
To this end, we can use the expression on the right hand side of (4.31), but only in the case when
the error estimator of the adaptive quadrature is also of the linear type (is a linear combination
of the values of integrand). Otherwise, it may be necessary to apply the pessimistic formula, i.e.
the last term of (4.28) (after assuming some reasonable lower bound for the value of x00).
4.3 Sensitivity to small changes of the parameter τ
When approximating the value of the integral (2.1) numerically, we cannot in general assume
that τ has an exact representation in a given computer arithmetic. That means, that we usually
approximate the integral Iτ(1+γ)(f) instead of Iτ (f), for some small value of |γ| ≤ ε. In some
cases the values of these two integrals may be considerably different.
If |τ | ≈ 1, then the first term on the right hand side of (2.5) has the largest influence on
the value of the integral (2.1). It is easily seen that in this case even a small change of τ may
significantly alter the value of the integral. Let us denote L(x) = log((1 − x)/(1 + x)). Then, we
have
|L(τ(1 + γ))− L(τ)| ≃ |γτL′(τ)|
and, consequently,
|Iτ(1+γ)(f)− Iτ (f)| ≃
2 |γτf(τ)|
1− τ2 ≤ ε
2 |τf(τ)|
1− τ2 . (4.32)
For the arbitrary value of τ ∈ (−1, 1), assuming that f(x + γ) ≃ f(x) for −1 < x < 1 and
|γ| ≤ ε, we have
−
∫ 1
−1
f(x)
x− τ(1 + γ) dx ≃ −
∫ 1−γτ
−1−γτ
f(x)
x− τ dx,
which further implies
|Iτ(1+γ)(f)− Iτ (f)| ≃ |γτ |
∣∣∣∣f(−1)1 + τ +
f(1)
1− τ
∣∣∣∣ ≤ ε|τ |
( |f(−1)|
1 + τ
+
|f(1)|
1− τ
)
. (4.33)
Observe that if |τ | → 1, then the ratio between the expression on the right hand side of (4.32)
and the one of (4.33) approaches 1. In our implementation we choose the larger of the two above
estimates.
There is one more situation, when a small perturbation of τ may have quite significant influence
on the accuracy of the numerical approximation of the integral (2.1). If |f ′′(τ)| is very large, then
f ′(τ) changes very rapidly near τ , and a small perturbation of τ may considerably change the
values of the function h (defined in (2.6)) near 0. Unfortunately, as the function f is unknown
in advance, it seems impossible to find a reasonable theoretical estimation of the influence of the
value |f ′′(τ)| on the global error |Iτ(1+γ)(f)− Iτ (f)|. However, we have confirmed experimentally,
that if |γ| ≤ ε, then the expression
Sε |τ |
√
|f ′′(τ)|, (4.34)
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for S ≃ 10 is a good estimation of this influence. Note that the existence of the second derivative
f ′′(τ) is not required in practice, as we use the second order divided difference with a very small
step instead.
Assume that the function f in (2.1) is of the form f(x) = fc(x) = F (x + c) for some (not
large) value of |c|, and that c has an inaccurate representation c(1 + γ) (|γ| ≤ ε) in the computer
arithmetic. If fc(x) ≃ fc(x + γc) for every −1 ≤ x ≤ 1, then we have Iτ (fc(1+γ)) ≃ Iτ−γc(fc),
and therefore, from the practical point of view, it seems much more reasonable to consider abso-
lute distortions of the parameter τ rather than relative. For the reason described above, in our
implementation, we replace the factor |τ | in (4.32), (4.33), and (4.34) with 1.
5 Numerical experiments
We have tested the proposed method for computing Cauchy principal value integrals (2.1) in the
two popular systems for scientific computations, Maple and Matlab, using adaptive quadratures
available for these systems.
In order to implement the proposed method, a few small remaining gaps have to be filled. First,
we have to decide the values of the constants K0 and K1 in (4.14). Theoretically, there exists no
perfect choice, as we do not know how stable the computation of the values of the function f is. In
general, assuming some reasonable level of stability of the integrand, it is sufficient to set K0 = 1
and K1 = 1, i.e.
Df =
(
1 +
K1
2
)
D1,f +
K0
2
D0,f =
3
2
D1,f +
1
2
D0,f . (5.1)
We shall make one exception from the above rule for the reasons explained in Section 5.2.
Another task is to find a simple and effective way of approximating the values D1,f and D0,f
in (4.1) and (4.15). Although computing a good approximation of D0,f is relatively simple, the
computation of D1,f is already quite difficult and time consuming. On the other hand, from (4.11)
and (4.12) we can see that only the values of f ′(x) and fˆ(τ, x) for x’s close to τ really matter, as
the largest round-off errors appear in a close neighbourhood of the singularity. Indeed, even the
most naive approximations, D0,f := |f(τ)| and D1,f := |f ′(τ)|, lead to very satisfying practical
results. In our implementation of the proposed method, we use the following substitutes of (4.1)
and (4.15):
D0,f := Dˆ0,f (τ) = |f(τ)| ,
D1,f := Dˆ1,f (τ) = max
{∣∣f ′(τ)∣∣; ωi
∣∣∣∣ f(τ±θi)−f(τ)θi
∣∣∣∣, i = 1, 2, . . . , j
}
,
(5.2)
where j = 1, θ1 = µ, ω1 = 1, if we use (4.18)–(4.19), and j = 4, θ1,2,3,4 = 1/41, 1/35, 1/16, 1/11,
ω1,2,3,4 = 2/3, 4/7, 1/2, 1/3, if we use (4.22)–(4.24), and (4.29) or (4.31). The value of f
′(τ) is
approximated by the second order symmetric divided difference.
The experiments were performed in the 64-bit versions of Maple 16 and Matlab R2014b, on
the computer powered by the 4-core processor running at 3.4GHz. The subroutines for numerical
evaluation of the Cauchy principal value integrals, which were used to compute the presented
numerical results are available online at http://www.ii.uni.wroc.pl/~pkl/programs/.
5.1 Maple
TheMaple system is partially capable of computing Cauchy principal value integrals. According to
the system documentation,Maple will be able to evaluate the integral (1.1), if using some analytical
transformation2 and the symmetry property similar to (2.3), the integral can be transformed into
a proper one. For example, Maple can easily compute the value of the integral (1.1) for f(x) = ex,
but is unable to evaluate this integral for f(x) = e−x
2
, whereas both integrals are of the same
2The ability of symbolic computations is Maple’s main feature.
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difficulty from the numerical point of view. In other words, Maple is capable of evaluating the
Cauchy principal value integrals for which analytical expressions are known.
For numerical computations, Maple uses non-standard floating point arithmetic. The precision
of computations may be modified at any time by defining the number of significant decimal digits
that are stored during the computation process. Moreover, many built-in Maple functions are
allowed to temporarily increase the computation accuracy in order to attempt to evaluate the
final result with the relative error less than 5 ·10−d, where d is the requested number of decimal
digits.
Following the Maple philosophy, we wrote our subroutine for computing integrals of the form
(2.1) in such a way that the final result is computed up to d significant decimal digits, and the
relative approximation error is less than3 5 · 10−d. Here, it should be noted that in order to
achieve an arbitrary accuracy of the approximation to the integral (2.1), the parameter τ has to
be given exactly. This is a serious restriction in general. However, in Maple all decimal numbers
are represented exactly, as also all rational ones given as a ratio of two integer numbers. In Maple,
it is also possible to define τ as an unevaluated expression, which will be computed with a desired
accuracy during the computation of the integral (2.1).
As we could find no detailed information on theMaple built-in adaptive integration subroutine,
we have decided to use the approach described in Section 4.1, i.e. to exclude a very small neigh-
bourhood of the singularity point from the interval of integration (see (4.18)–(4.19)). In the case of
Cauchy principal value integrals, there seems to be no way to estimate the relative approximation
error, unless we know the value of the integral itself. Therefore, in the Maple implementation of
the proposed method, a rough approximation to the integral (2.1) is computed first. Then, we
use (4.20), (4.21), (4.32), and (4.34) to find the required precision ε for the computation of the
integral (2.1), so that the final relative approximation error is less than the expected tolerance4.
The possible loss of significant digits that may occur when adding up the three terms in (2.5) is
also taken care for.
The results of the experiments are gathered in Tables 1–4. We computed several integrals of
the form (2.1) for f ≡ fi (i = 1, 2, 3, 4), where
f1(x) = e
4x,
f2(x) = sinh(x) cos(3193x),
f3(x) = e
−(x+0.5)2,
f4(x) = sin
(
8x+ e8x
)
,
(5.3)
and τ ∈ {−0.7, 0.11, 0.55, 0.99}. For the functions f1 and f2, the accurate value of the integral
(2.1) can be computed analytically. In the case of the two other integrands, we assumed as
accurate the 100-digit approximations computed using the presented method. In our experiment,
the value of each integral was numerically approximated up to d significant decimal digits for
d ∈ {32, 48, 64}, and then compared to the accurate result. As we can see, no relative error
exceeded 5 ·10−d. We have performed several hundreds more experiments of the similar type with
a similar outcome.
5.2 Matlab
We have performed much more extensive numerical tests of the proposed method in Matlab. The
Matlab system uses the standard double precision floating point arithmetic with machine epsilon
ε = 2−52 ≃ 2.22 · 10−16. Our goal now, as we cannot manipulate the machine precision, is to
3In fact, in our implementation, we approximate the integral with the relative error less than 10−d−1, and then
round the result to d significant decimal digits. In such a case, in theory, the final relative error is only less than
5.1 ·10−d.
4It should be noted, that due to the Maple adjustable machine precision, a very simple solution, like e.g.,
ε = 10−K for K ≥ log10(µ
−2), and µ = max{1, |f ′(τ)|}−110−d/4, would produce accurate results. In our
implementation, the above values are only determined in a close to the optimal way, which helps in saving some
computation time.
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Table 1: The requested numbers of significant decimal digits and the actual relative errors of the ap-
proximations to the integral (2.1) for f(x) = e4x, computed in Maple using the method proposed in this
paper.
requested number of relative approximation error
decimal digits τ = −0.7 τ = 0.11 τ = 0.55 τ = 0.99
32 3.6 ·10−33 1.1 ·10−32 5.9 ·10−33 5.1 ·10−35
48 4.0 ·10−49 7.0 ·10−49 1.3 ·10−48 5.8 ·10−49
64 3.9 ·10−65 2.2 ·10−64 6.0 ·10−66 3.0 ·10−64
Table 2: The requested numbers of significant decimal digits and the actual relative errors of the ap-
proximations to the integral (2.1) for f(x) = sinh(x) cos(3193x), computed in Maple using the method
proposed in this paper.
requested number of relative approximation error
decimal digits τ = −0.7 τ = 0.11 τ = 0.55 τ = 0.99
32 1.6 ·10−32 5.3 ·10−33 8.9 ·10−33 1.9 ·10−32
48 1.4 ·10−48 2.3 ·10−48 3.3 ·10−49 9.2 ·10−49
64 1.3 ·10−64 9.7 ·10−65 3.1 ·10−65 1.3 ·10−64
Table 3: The requested numbers of significant decimal digits and the actual relative errors of the approx-
imations to the integral (2.1) for f(x) = e−(x+0.5)
2
, computed in Maple using the method proposed in this
paper.
requested number of relative approximation error
decimal digits τ = −0.7 τ = 0.11 τ = 0.55 τ = 0.99
32 2.6 ·10−32 8.6 ·10−33 1.2 ·10−34 8.8 ·10−33
48 8.0 ·10−49 1.2 ·10−48 5.2 ·10−49 2.3 ·10−49
64 3.1 ·10−64 4.0 ·10−65 1.6 ·10−65 3.9 ·10−65
Table 4: The requested numbers of significant decimal digits and the actual relative errors of the approx-
imations to the integral (2.1) for f(x) = sin
(
8x+ e8x
)
, computed in Maple using the method proposed in
this paper.
requested number of relative approximation error
decimal digits τ = −0.7 τ = 0.11 τ = 0.55 τ = 0.99
32 1.7 ·10−32 3.9 ·10−34 3.1 ·10−32 3.0 ·10−33
48 2.3 ·10−49 4.1 ·10−49 1.8 ·10−48 1.9 ·10−49
64 1.5 ·10−64 1.4 ·10−64 8.3 ·10−65 5.2 ·10−65
compute the possibly most accurate approximation to the integral (2.1). We also wish to compute
a reliable estimation of the approximation error, a very valuable information for the user about
the accuracy of the approximation.
In the first set of experiments we have used the main5 Matlab adaptive quadrature, quadgk. It
is based on the idea presented in [19]. The quadgk algorithm uses the most popular (15,7) Gauss-
Kronrod pair as the basic quadrature rule. This is the open type quadrature, and thus we can
5In the newest versions of the Matlab system, the main adaptive integration subroutine is called integral.
Currently, it uses exactly the same algorithm (based on [19]) as quadgk, the latter, however, offers more user
control, and, what is the most important, reports the estimated bound on the absolute error.
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use the formula (4.22) for approximating the value of the integral (2.1). In order to estimate the
errors EA(·, ·, ·) in (4.23), we use the approximated error bounds reported by the quadgk function.
As both the basic quadrature rule and the error estimator in quadgk are of the linear type, we
use (4.24) and (4.31) with6 Df := 2Dˆ1,f(τ) + Dˆ0,f (τ), for estimating the influence of the round-
off errors. To estimate the errors related to possible perturbations of τ , we apply (4.32)–(4.34).
The error tolerance for the adaptive quadrature quadgk is automatically controlled and set to the
largest of the four above estimates (i.e. (4.31)–(4.34)).
The proposed method for computing Cauchy principal value integrals is compared to the
algorithm presented by Hasegawa and Torii in [8], which is a very good automatic quadrature
scheme for evaluating such type of integrals. In the algorithm of [8], the function f is interpolated
at the automatically selected number N of Chebyshev points tk = cos(kpiN
−1) (k = 0, 1, . . . , N).
Then, a Chebyshev series expansion to the last integral in (2.4) is computed by means of a three-
term recurrence relation. The effectiveness of this algorithm strongly depends on the smoothness
of the function f . In our implementation of the method of [8], we determine the optimal value
of N basing on the magnitude and the decay rate of the Chebyshev coefficients of the integrand,
in a little different way7 compared to the results of [8]. The estimation of the absolute error is
computed according to the formulae given in [8].
In Tables 5-9 we present the results of numerical experiments performed for the functions f1,
f2 (cf. 5.3),
f5(x) =
1
100 (x − 1.00001)−2,
f6(x) =
√
| cos(44x)|3,
f7(x) = sin(
√
1 + x) log(1 − x),
(5.4)
and a few selected values of τ . As the accurate values, we have assumed the 32-decimal-digit
results computed in Maple. We compare the absolute errors of the obtained approximations, the
computed error estimations, and the computation times8. This is no surprise that for the functions
f1 and f2 which are analytic and relatively nice, the algorithm of Hasegawa and Torii computes
the results faster than the proposed method. This is typical for adaptive quadratures to work
slower than dedicated methods in the case of regular functions. Only for complicated or not very
smooth integrands, adaptive quadratures show their potential. Here, the situation is very similar.
In case of the functions f5 and f6, the adaptive approach turned out to be more efficient than its
counterpart. There are no significant differences between the tested methods in the accuracies of
the computed approximations to the integrals, maybe except for the function f5 (Table 7). As the
algorithm of [8] features the uniform (with respect to τ) error estimation, the proposed method
follows the behaviour of the integrand slightly better when using (5.2). On the other hand, if
several integrals with the same function f but different parameters τ are to be computed, then a
lot of computations can be saved in the algorithm of Hasegawa and Torii.
In the last example presented in Table 5 we have set τ = 0.9995, which caused the error
estimation of the algorithm of [8] to fail. The relatively large round-off error appeared during the
evaluation of the one before last term in (2.4). This suggests that the additional error estimates
6The quadgk algorithm includes a nonlinear transformation of intervals of integration in order to annihilate
potential weak endpoint singularities of the integrand (see [19] for more details). This procedure introduces some
additional perturbations of the integrand and its argument. For that reason, in this particular case, we increase
the values of the constants K0 and K1 in (5.1) to K0 = K1 = 2.
7The error estimate presented in [8] does not include the influence of round-off errors and arithmetic limitations,
and may fail in case of smaller error tolerances. Therefore, we had to find a way to determine which coefficients in
the Chebyshev expansion of the function f may be considerably affected by the round-off errors, adjust the error
tolerance accordingly during the computations, and finally, remove the probably too inaccurate terms from the
above-mentioned expansion.
8The quadgk adaptive quadrature is implemented in the Matlab system as a standard m-file (with no hardware
optimisation). The high efficiency of the quadrature was achieved by using fast vectorised operations (the set of
integrals over the number of subintervals is computed at the same time). In our implementation of the algorithm
of [8], we have used the Matlab built-in, hardware optimised subroutine for computing the Fast Fourier Transform,
the most costly part of the algorithm. Thus, both compared method may be assumed equally optimised, with a
small advantage towards the method of [8].
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Table 5: The comparison of the absolute approximation error (Eτ ), its estimation (Eestτ ), and the efficiency
(computation time) of the proposed method (based on the quadgk adaptive quadrature) with the method
of [8], in the case of the integral (2.1) with f(x) = e4x. The time unit T = 0.00021s.
The method of [8] The proposed method
τ
Eτ [E
est
τ ] Time Eτ [E
est
τ ] Time
−0.22 3.7 ·10−14 ↑ ↑ 1.8 ·10−15 [ 6.2 ·10−14 ] 4.7T
0.667 7.1 ·10−15 [ 1.8 ·10−13 ] 1.0T 7.1 ·10−15 [ 6.8 ·10−13 ] 4.7T
0.9995 6.1 ·10−12 ↓ ↓ 6.1 ·10−12 [ 2.1 ·10−11 ] 4.7T
Table 6: The comparison of the absolute approximation error (Eτ ), its estimation (Eestτ ), and the efficiency
(computation time) of the proposed method (based on the quadgk adaptive quadrature) with the method
of [8], in the case of the integral (2.1) with f(x) = sinh(x) cos(3193x). The time unit T = 0.0016s.
The method of [8] The proposed method
τ
Eτ [E
est
τ ] Time Eτ [E
est
τ ] Time
−0.22 1.8 ·10−13 ↑ ↑ 7.2 ·10−14 [7.0 ·10−12] 3.5T
0.667 5.9 ·10−13 [2.6 ·10−12] 1.0T 4.4 ·10−13 [1.1 ·10−11] 4.6T
0.906 1.2 ·10−12 ↓ ↓ 1.0 ·10−12 [3.0 ·10−11] 3.7T
Table 7: The comparison of the absolute approximation error (Eτ ), its estimation (Eestτ ), and the efficiency
(computation time) of the proposed method (based on the quadgk adaptive quadrature) with the method
of [8], in the case of the integral (2.1) with f(x) = 1
100
(x− 1.00001)−2 . The time unit T = 0.0027s.
The method of [8] The proposed method
τ
Eτ [E
est
τ ] Time Eτ [E
est
τ ] Time
−0.22 8.8 ·10−8 ↑ ↑ 5.9 ·10−9 [1.9 ·10−8] 0.67T
0.667 8.5 ·10−8 [6.1 ·10−6] 1.0T 2.0 ·10−8 [5.1 ·10−8] 0.67T
0.906 1.7 ·10−6 ↓ ↓ 6.2 ·10−8 [2.0 ·10−7] 0.63T
Table 8: The comparison of the absolute approximation error (Eτ ), its estimation (Eestτ ), and the efficiency
(computation time) of the proposed method (based on the quadgk adaptive quadrature) with the method
of [8], in the case of the integral (2.1) with f(x) =
√
| cos(44x)|3. The time unit T = 1.1s.
The method of [8] The proposed method
τ
Eτ [E
est
τ ] Time Eτ [E
est
τ ] Time
−0.22 5.2 ·10−12 ↑ ↑ 8.2 ·10−15 [4.0 ·10−13] 0.0096T
0.667 9.9 ·10−12 [1.2 ·10−11] 1.0T 2.8 ·10−14 [5.8 ·10−13] 0.0083T
0.906 1.6 ·10−12 ↓ ↓ 1.6 ·10−14 [5.7 ·10−13] 0.0077T
similar to (4.32) and (4.33) may be used to increase reliability of any algorithm based on the
formula similar to (2.4).
The function f ≡ f7 is not bounded in [−1, 1], what is required in the method of [8]. The first
derivative of f7 is also unbounded. However, f
′ needs to be bounded only in some neighbourhood
of the singularity point τ for the present method to work properly in practice. The results for
Iτ (f7) are listed in Table 9.
Now, we shall concentrate only on the method which was proposed in this paper. A few values
reported in Tables 5–9 may not be a satisfactory proof of its reliability. First, we shall verify
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Table 9: The comparison of the absolute approximation error (Eτ ), its estimation (Eestτ ), and the efficiency
(computation time) of the proposed method (based on the quadgk adaptive quadrature) with the method
of [8], in the case of the integral (2.1) with f(x) = sin(
√
1 + x) log(1− x). The time unit T ≃ 0.003s.
The method of [8] The proposed method
τ
Eτ [E
est
τ ] Time Eτ [E
est
τ ] Time
0.667 N/A ↑ ↑ 1.8 ·10−15 [9.2 ·10−14] 1T
0.906 N/A N/A N/A 5.7 ·10−15 [3.4 ·10−13] 1T
0.9995 N/A ↓ ↓ 8.0 ·10−13 [1.3 ·10−10] 1T
whether the estimates derived in the paper are really necessary. To this end, we have computed
the integral (2.1) for (a little irregularly behaving function) f ≡ f8, where
f8(x) = sin(33x) + e
sin(e4x),
according to the formula (2.5), for 19999 different, equally distributed values of τ . Each of the two
integrals in (2.5) was computed using the quadgk function. The requested absolute error tolerance
was manually set to 1000ε (note that the ordinary integral
∫ 1
−1
f8(x)dx is correctly computed
by the quadgk algorithm with the absolute tolerance 5ε). As the error estimate, we have used
only the approximated error bounds reported by the quadgk function. The graphs of the actual
absolute error and its estimation obtained in this way are presented in Figure 1. As we can see, for
many values of τ (3724 of 19999) the error estimation failed, which confirms our suspicions that
the round-off errors that appear during the computation of the Cauchy principal value integrals
may not be properly estimated by adaptive quadrature itself.
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Figure 1: The graph of the absolute error (dark blue dots) of the approximation to the integral (2.1) for
f(x) = sin(33x)+exp(sin(e4x)), computed for 19999 equidistant values of τ ∈ (−1, 1) using only (2.5) and
the adaptive quadrature quadgk from the Matlab system, and the graph of the numerical estimation of
this error (irregular light red line) computed by the adaptive quadrature itself.
Figure 2 presents the results obtained for the same integral, but with the tolerance control
and the error estimates (4.31)–(4.34) turned back on. Now, the error is safely estimated, the gap
between the estimation line and the ”cloud” of actual errors varies from about 1 decimal digit (for
τ ’s near the endpoints) to about 2 decimal digits (for τ ’s near the centre of the interval). One
may fault that the estimation is not tight enough, if τ lies in the middle part of the interval. This
is because the computation of values of the function f8 is, despite its complicated formula, quite
stable. Moreover, in this example, the round-off errors that appear during the computation of
values of the functions g and h in (2.6) depend more on |εx| than on ε, while the latter is assumed
in our error estimations. To illustrate it more clearly, in the next experiment, we compute the
17
integrals (2.1) for f ≡ f9, where
f9(x) = f8(j(x)), and j(x) = arcsin(sin(2pi + x)). (5.5)
Clearly, in theory, j(x) = x for every x ∈ [−pi, pi], and, consequently, Iτ (f9) = Iτ (f8) for each
τ ∈ (−1, 1). However, the computation of values of the function f9 is much less stable than in
the case of f8. The graph of the absolute error (and its estimation) of the approximation to the
integral (2.1) with f ≡ f9, computed using the proposed method, can be found in Figure 3. The
error estimation reflects the behaviour of the actual error very well. The error nowhere exceeds its
estimation, and the distance between them is greater than 0.1 of decimal digit for all values of τ .
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
10−15
10−13
10−11
10−9
Figure 2: The graph of the absolute error (dark blue dots) of the approximation to the integral (2.1) for
f(x) = sin(33x)+exp(sin(e4x)), computed for 19999 equidistant values of τ ∈ (−1, 1) using (4.22) and the
adaptive quadrature quadgk from the Matlab system, and the graph of the numerical estimation of this
error (irregular light red line) computed according to (4.23)–(4.24), (4.31) with (5.2), and (4.32)–(4.34).
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Figure 3: The graph of the absolute error (dark blue dots) of the approximation to the integral (2.1)
for f(x) = f8(j(x)), where f8(x) = sin(33x) + exp(sin(e
4x)) and j(x) = arcsin(sin(2pi + x)), computed
for 19999 equidistant values of τ ∈ (−1, 1) using (4.22) and the adaptive quadrature quadgk from the
Matlab system, and the graph of the numerical estimation of this error (irregular light red line) computed
according to (4.23)–(4.24), (4.31) with (5.2), and (4.32)–(4.34).
In the final test involving the quadgk adaptive quadrature, we consider once again the function
f5 (5.4) which is difficult for two reasons. It is a nearly singular function, and, what is numerically
very dangerous in this example, the constant 1.00001 does not have an accurate representation
in the double precision arithmetic. The graphs of the absolute error of the approximation to the
integral Iτ (f5) and its estimation computed using the proposed method are presented in Figure 4.
In the case the computation of the values of the function f in (2.1) is very unstable, the
proposed method may fail to compute a reliable error estimation (as, practically, almost every
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other method). However, by the presented examples, we may conclude that the proposed error
estimates seem to be a very reasonable practical choice.
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Figure 4: The graph of the absolute error (dark blue dots) of the approximation to the integral (2.1) for
f(x) = 1
100
(x − 1.00001)−2 , computed for 19999 equidistant values of τ ∈ (−1, 1) using (4.22) and the
adaptive quadrature quadgk from the Matlab system, and the graph of the numerical estimation of this
error (irregular light red line) computed according to (4.23)–(4.24), (4.31) with (5.2), and (4.32)–(4.34).
Another adaptive quadrature we have tested our method with, is the quadcc algorithm based
on the results given in [6]. The quadcc function is not included in Matlab, but can be downloaded
from the Matlab File Exchange webpage9. The most significant difference between the quadgk
and the quadcc adaptive quadratures is that the latter uses a nonlinear error estimator. In the
quadcc algorithm, the integral (1.2) (over a single subinterval) is approximated using the 2k + 1
point Clenshaw-Curtis quadratures for k = 2, 3, 4, 5. As the estimation of the quadrature error,
the L2-norm of the difference between the integrand and the corresponding interpolant is used
(the norm is approximated by means of Legendre polynomial expansion). Thus, considering the
influence of round-off errors, a possible perturbation of the integrand at a quadrature node will
more likely increase the value of the quadcc error estimate rather than partially cancel out with
perturbations at other nodes (which is quite often in case of linear error estimators). This makes
the adaptive quadrature very reliable, but may cause a considerable efficiency drop if the error
tolerance is set too small.
The quadcc adaptive quadrature includes relative error control, which is a little inconvenient
for us for the reasons described when presenting experiments in Maple. To solve the problem we
may (as in the Maple implementation of our method) compute rough approximations to the two
integrals in (2.5), and then use these values to ”convert” the absolute error tolerance into the
relative one before calling the quadcc subroutine. On the other hand, in the quadcc algorithm,
the verification whether the relative tolerance is met is done by checking the condition E ≤ T |J |,
where E is the current approximation of the absolute error, T is the error tolerance, and J is the
most recent approximation of the integral. Just by modifying this condition to E ≤ T , we may
very easily change the relative error control to the absolute one. With both above solutions, we
obtain the same numerical results. However, with the latter (which we use in our experiments)
we save some computation time.
Formally, quadcc is the closed type adaptive quadrature, but it also features the properties
of the open type one. This duality is achieved by removing the node at which an infinite (or
undefined) value of the integrand is encountered from the set of nodes, and then recalculating
the quadrature weights. Therefore, using the quadcc subroutine, we also can apply the algorithm
based on (4.22) for approximating the integral (2.1). In the next two experiments, we are going to
verify whether our suspicion that the average case error estimate (4.31) may not be applicable for
controlling the error tolerance of an adaptive quadrature equipped with a nonlinear error estimator
(cf. the discussion at the end of Section 4.2.1).
9http://www.mathworks.com/matlabcentral/fileexchange/35489-quadcc
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To this end, we have computed 19999 values of the integral Iτ (f9) (cf. (5.5)) by the similar
algorithm as when using the quadgk function. In the first experiment, the error tolerance for the
quadcc subroutine was controlled by the pessimistic error estimate (4.29) (under the assumption
that x00 > ε
1/2), in the second one – by the average case estimate (4.31)10. In both cases, the
distribution of the actual approximation error is very similar, while – of course – the computed
error estimation (which is often the only information for the user about the accuracy of the
approximation) is considerably different. The results are presented in Figure 5.
As we could expect, the error tolerance based on the inequality (4.31) turned out to be a little
too small for the quadcc algorithm. Switching from the pessimistic error tolerance to the average
case one caused a huge efficiency drop. The computation time increased by11 almost 1400% (for
comparison, when performing similar experiments involving the quadgk subroutine which uses the
linear error estimator, the analogous growth of the computation time was only 10%). However, we
have observed that by only slightly releasing the error tolerance, i.e. multiplying the right hand
side of (4.31) by 2, the increase of the computation time may be considerably decreased (to only
250% in the considered example, which seems to be an acceptable price for obtaining much more
tight error estimation).
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Figure 5: The graph of the absolute error (dark blue dots) of the approximation to the integral (2.1)
with f(x) = f8(j(x)), where f8(x) = sin(33x) + exp(sin(e
4x)) and j(x) = arcsin(sin(2pi + x)), computed
for 19999 equidistant values of τ ∈ (−1, 1) using (4.22) and the adaptive quadrature quadcc [6], and the
graph of the error estimation computed using (4.23)–(4.24), (4.31) with (5.2), and (4.32)–(4.34) in the
case the error tolerance was controlled by: a) (4.29) (irregular light orange line), b) (4.31) (irregular pale
red line), c) (4.31)×2 (irregular purple line). The graph of the actual error corresponds to the case c),
however is very similar in both other cases.
The proposed method based on the quadcc adaptive quadrature is considerably slower than the
analogous one that uses the quadgk subroutine (from a few to several dozen times, depending on the
regularity of the integrand). However, the error estimator of the quadcc subroutine, responsible for
estimating the errors EA(·, ·, ·) in (4.19) or (4.23), is extremely reliable. The proposed algorithm
in connection with the quadgk quadrature offers a very reasonable level of reliability, but examples
can be found12, where the error estimator in the quadgk algorithm fails, causing our method to
return incorrect (too small) error estimation. When testing the proposed method with the quadcc
adaptive quadrature, we did not find an integral of the form (2.1) for which the approximation
error would have been falsely estimated13.
10As usual, we also include the estimates (4.32)–(4.34).
11Note that the function f9 is quite difficult for numerical computation. In case of simpler integrands the above-
mentioned difference in the computation time is much smaller.
12E.g., for more rapidly oscillating integrands. Here, it is worth noting that if f(x) in (2.1) is of the form
ϕ(x) sin(cx) or ϕ(x) cos(cx), where |c| ≫ 1 and ϕ is an analytic (or smooth) function, then dedicated nonadaptive
[9], [22], or automatic [11] methods are available.
13That does not mean such examples do not exist. Knowing the nodes of the quadrature Q in (3.1), we may
always construct an example for which the adaptive quadrature reports an incorrect error estimation (cf. [20, §5.2]).
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While presenting the results of Matlab experiments, we have concentrated on the method
presented in Section 4.2. With any reliable, open or closed type, adaptive quadrature we may
successfully apply the algorithm based on (4.18)–(4.19). The results of such an experiment for
the adaptive quadrature quadcc in the case of the integral Iτ (f9) are presented in Figure 6 (when
applying the quadgk subroutine, the results are almost identical). The distance between the
approximation error and its estimation is larger than 0.35 of decimal digit for all values of τ . As
we can also see, the graphs of the error estimation and the actual error are very regular. This
is because the most significant part of the approximation error is related to the removal of the
interval [τ−µ, τ+µ] from the interval of integration (the last term in (4.19)). For the same reason,
the approximation error is larger than the one we obtain when applying the approach presented
in Section 4.2.
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Figure 6: The graph of the absolute error (dark blue dots) of the approximation to the integral (2.1) with
f(x) = f8(j(x)), where f8(x) = sin(33x) + exp(sin(e
4x)) and j(x) = arcsin(sin(2pi + x)), computed for
19999 equidistant values of τ ∈ (−1, 1) using (4.18) and the adaptive quadrature quadcc, and the graph
of the error estimation (red solid line) computed according to (4.19) (with µ satisfying (4.21)), (5.2), and
(4.32)–(4.34).
5.3 The present method versus qawc
In this paper, we have applied a standard (designed for evaluating the integrals of the form (1.2))
adaptive quadrature to compute the Cauchy principal value integrals. An adaptive quadrature
designed specially for computing the integrals (1.1) was included in Quadpack [18]. The subroutine
is called qawc and is still used quite frequently.
The qawc algorithm uses two types of quadratures. The 25-point generalized Clenshaw-Curtis
quadrature for evaluating the integral in the subinterval containing the singularity point, and the
well known 15-point Kronrod extension of the 7-point Gauss-Legendre quadrature. The algorithm
includes empirical round-off error detection. If the estimated approximation error is too large
compared to the value of the integral in too many subintervals, the qawc subroutine reports a
failure. For the experiment, we have used the Matlab translation of qawc from the Slatec library14.
We have tested the qawc adaptive subroutine for three different functions f in (2.1): f ≡ f5
(5.4), f ≡ f9 (5.5), and f ≡ f10(x) = 100(x+1/2)2. The error tolerance was set to
√
ε in the case
of the function f5, and to 1000ε, otherwise. The assumed error tolerances are a little too small to
be reached, so we can verify how well the round-off errors are detected by the qawc algorithm. The
results are not satisfactory (see Figure 7). For the integrals Iτ (f5) and Iτ (f10), the approximation
error was falsely estimated for 15171 and 9056 of 19999 values of τ , respectively. The best results
were obtained in the case the integral Iτ (f9), the approximation error was estimated incorrectly
for only 144 values of τ , and in 1694 cases the qawc function reported a failure. For higher error
14The library can be downloaded from http://www.mathworks.com/matlabcentral/fileexchange/14535-slatec.
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tolerances, the results improved, but only in the case of functions f5 and f9. We have found that, in
general, the qawc algorithm computes quite reliable results, if a correct error tolerance Tqawc is set,
and the absolute error is estimated by max{Tqawc, Eqawc} instead of Eqawc, where Eqawc corresponds
to the error estimate reported by the qawc function. In the last graph of Figure 7, we present the
results of the experiment involving the integral Iτ (f9) again. This time however, the proper error
tolerance Tqawc was set according to (4.31)
15 and (4.33)–(4.34), while the approximation error was
estimated as described above. The integral was computed correctly for all values of τ . With this
scheme, the correct results were also obtained in the case of the other tested integrals. As far as
the efficiency is concerned, the qawc subroutine turned out to be slower than the proposed method
using the quadgk or the quadcc adaptive quadrature.
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Figure 7: The graphs of the absolute error (dark blue dots) of the approximation to the integral (2.1),
and the graphs of the error estimation (irregular light red line) computed by the qawc algorithm from
Quadpack [18] in the case a) f(x) = f5(x) (5.4) and the error tolerance Tqawc =
√
ε (upper-left graph), b)
f(x) = 100(x+1/2)2 and the error tolerance Tqawc = 1000ε (upper-right graph), c) f(x) = f9(x) (5.5) and
the error tolerance Tqawc = 1000ε (lower-left graph). The last graph also presents the results for f ≡ f9,
but in the case the error tolerance and the error estimation of the qawc subroutine were supported by the
estimates proposed in this paper.
6 Conclusions and final thoughts
We have shown that a fine ordinary adaptive quadrature can be successfully used for fast and ac-
curate computations of the Cauchy principal value integrals, if the error tolerance for the adaptive
quadrature and the reported error estimation remain under control of the error estimates proposed
in this paper.
The presented method works most efficiently when used with an adaptive quadrature using a
linear error estimator. Such adaptive quadratures, however, may sometimes accidentally fail to
compute a reliable approximation. The probability of such a failure may be considerably decreased
by setting very small error tolerance. On the other hand, if the tolerance is too small, the result
may be quite the opposite, as also the efficiency of the adaptive quadrature may drop significantly.
In the present paper, we give tools that enable the automatic selection of ”near optimal” error
tolerance, ensuring high level of reliability and high efficiency of the proposed algorithm.
A small disadvantage of the presented method is that some knowledge on the given adaptive
quadrature is required for a proper selection of constants the proposed error estimates are based
on. In addition, not every adaptive quadrature can be used together with the proposed method.
Such a quadrature should exhibit a stable behaviour in the presence of round-off errors. We do
15Note that the qawc algorithm reports a failure by testing the influence of round-off errors locally, in separate
(sometimes very small) subintervals. In this paper, we gave the global estimation of these errors. In order to
prevent the qawc subroutine from reporting a failure which in fact did not occur, we had to use a little less tight
error estimate, i.e. (4.31) and (5.1) with D1,f and D0,f defined as in (4.1) and (4.15).
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not require the adaptive quadrature to correctly estimate the influence of these errors (the error
estimates derived in this paper are meant to do so). The quadrature, however, should not miss
the accurate result by considerably more than the influence of the round-off errors justifies.
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