Abstract. The usage of question answering systems is increasing daily. People constantly use question answering systems in order to find the right answer for different kinds of information, but the abundance of available data has made the process of obtaining relevant information challenging in terms of processing and analyzing it. Many questions classification techniques have been proposed with the aim of helping in understanding the actual intent of the user's question. In this research, we have categorized different question types through introducing question type syntactical patterns for detecting question intention. In addition, a k-nearest neighbor based approach has been developed for question classification. Experiments show that our approach has a good level of accuracy in identifying different question types.
Introduction
The usage of question answering systems is increasing daily, people make frequent use of question answering systems in order to find the right answer for different kinds of information. The goal of question classification process is to accurately assign labels to questions based on expected answer type.
Many questions classification techniques have been proposed with the aim of helping in understanding the actual intent of the user's question but the abundance of available data has made the process of obtaining relevant information challenging in terms of processing and analyzing it.
Recent studies classified different type of questions by using different machine learning algorithms such as Support Vector Machine (SVM) [8] , [3] , [6] , [17] . Other works like [19] and [9] used SVM in addition to other machine learning algorithms such as Naive Bayes, Nearest Neighbors and Decision Tree. Moreover, Neural Networks has been used as the machine learning algorithm in other works [15] and [16] .
Furthermore, other methods such as features selection have been applied to obtain an accurate question classifier [6] , [19] , [7] , [18] , [9] used bag-of-words, Other works like [18] used semantic and syntactic features, Moreover, [6] used uni-gram and word shape feature.
In this paper, we propose a method that automatically identifies and classifies users' questions intention using a k-nearest neighbor based approach based on the syntactical pattern of each type of question. In particular, we develop a framework which was adapted from [11] and [10] to test the performance of the proposed method. Experimental results show that our solution leads to accurate identification of different question types.
The rest of the paper is organized as follows: Section 2 outlines previous work on question classification. Section 3 provides a detailed description of the proposed question classification framework. Section 4 reports experimental results. Finally, Section 5 concludes the paper and outlines future work.
Related Work
In this section we outline previous work on questions classification methods and machine learning algorithms.
Recent studies classified different type of questions by using different machine learning algorithms. In [8] a statistical classifier has been proposed which is based on SVM and uses prior knowledge about correlations between question words and types in order to learn question word specific classifiers. They have stated that under such a statistical framework, any data set, question ontology, or set of features can be used.
Other works like [19] and [9] used SVM in addition to other machine learning algorithms. [9] proposed an approach for question classification through using machine learning. In this work three different classifiers were used, which are; Nearest Neighbors (NN), Nave Bayes (NB), and SVM using two kinds of features: bag-of-words and bag-of n grams. In order to train the learning algorithm, a set of lexical, syntactic, and semantic features were used, among which are the question headword and hypernym. Similarly, in [19] five machine learning algorithms were used, which are; NN, NB, Decision Tree (DT), Sparse Network of Winnows (SNoW), and SVM using two kinds of features: bag-of-words and bag-of-ngrams.
In addition, authors in [17] proposed a method of using a feature selection algorithm to determine appropriate features corresponding to different question types. Moreover, they design a new type of features, which is based on question patterns then applied a feature selection algorithm to determine the most appropriate feature set for each type of questions. The proposed approach was tested on the benchmark dataset TREC, using SVM for the classification algorithm.
SVM were also used in [3] for the classification of open-ended questions. They have stated that SVM could be trained to recognize the occurrence of certain keywords or phrases in a question class and then, based on the recurrence of these same keywords, be able to correctly identify a question as belonging to that class.
Another classification has been proposed in [4] using SVM. According to authors in this work enormous amount of time is required to create a rich collection of patterns and keywords for a good coverage of questions in an open-domain application, so they have used support vector machines for question classification. The goal is to replace the regular expression based classifier with a classifier that learns from a set of labeled questions and represented the questions as frequency weighted vectors of salient terms.
Moreover, works like [15] and [16] used Neural Networks as the machine learning algorithm. [15] proposed a neural network for question answering system, they have stated that the proposed network can process many complicated sentences and can be used as an associative memory and a question-answering system. In addition, the proposed network is composed of three layers and one network which are, Sentence Layer, Knowledge Layer, Deep Case Layer and Dictionary Network. The input sentences are divided into knowledge units and stored in the Knowledge Layer.
The proposed approach in [16] formulates the task as two machine learning problems which are, detecting the entities in the question, and classifying the question as one of the relation types in the knowledge base. Based on this assumption of the structure, this approach trains two recurrent neural networks and outperform state of the art by significant margins relative improvement.
Furthermore, other studies classified different type of question using different features selection like bag-of-words, semantic and syntactic features, and unigram and word shape feature.
Authors in [6] proposed head word feature which used two approaches to augment semantic features of such head words using WordNet. In addition, other standard features were augmented as well such as wh-word, unigram feature, and word shape feature.
In [18] a machine learning-based question-answering framework has been proposed, which integrates a question classifier with a simple document/passage retrievers, and proposed context-ranking models. This method provides flexible features to learners, such as word forms, syntactic features, and semantic word features. In addition, The proposed context-ranking model, which is based on the sequential labeling of tasks, this model combines rich features to predict whether the input passage is relevant to the question type.
Finally, works in [7] used machine learning approaches, namely, different classifiers and multiple classifier combination method by using composite statistic and rule classifiers, and by introducing dependency structure from Minipar and linguistic knowledge from Wordnet into question representation, in addition, features like the Dependency Structure, Wordnet Synsets, Bag-of-Word, and Bi-gram were used. Also a number of kernel functions were analysed and the influence of different ways of classifier combination, such as Voting, AdaBoost, ANN and TBL, on the precision of question classification.
Proposed Approach
In this section we introduce a K-nearest neighbor based approach using domain specific syntax information for question classification. The framework mainly relies on Question Type Syntactical Patterns. In the first part of this section question types that have been used are explained in detail; in the second section we introduce our syntactical patterns and in the third part we explain the structure of the proposed approach.
Question Types
Questions could be classified according to their intent into six categories; Factoid, Choice, Causal, Confirmation, Hypothetical and List; each of these types have their own structure and characteristics [12] . 
Question Types Syntactical Patterns
The proposed framework mainly relies on the question types and the characteristics of each type discussed in Section 3.1. Using these characteristics we propose the formulation of syntactical patterns for each question; thus, these give us domain-specific information. Each syntactical pattern is composed of a sequence of term categories. These categories of terms are described below. For the purpose of constructing Question Type Syntactical Patterns, a random set of 3, 000 questions has been selected from Yahoo Non-Factoid Question Dataset The categorization of terms in our solution is mainly based on the seven major word classes in English: Verb (V), Noun (N), Determiner (D), Adjective (Adj), Adverb (Adv), Preposition (P) and Conjunction (Conj). In addition to that, we added a category for question words that contains the six main question words (QW): how, who, when, where, what and which. Some word classes like Nouns consists of subclasses, such as Common Nouns (CN), Proper Nouns (PN), Pronouns (Pron) and Numeral Nouns (NN). Also, the Verb class has subclasses, such as Action Verbs (AV), linking Verbs (LV) and Auxiliary Verbs (AuxV).
Furthermore, the syntactical patterns of each question types have been identified by tagging each term in the question to one of the main word classes mentioned above, and then a further tagging is done to assign each term in the question to one of the domain specific term categories. For example, in the question "who is Frida Kahlo", the terms will be tagged as follows: (a) "who" will be tagged to "QW", (b) "is" is tagged to "LV" and (c) "Frida Kahlo" is tagged to "PN".
Finally, after each term is tagged to one of the word classes, it will be tagged to the domain specific term category; the proposed categories are derived from the following topics; These categories help in the identification of the main topics that are found in most question answering systems. Terms categories have been created for the purpose of identifying the different type of questions. These terms have been constructed after the analysis of different datasets. For example, "QW" will be tagged to "Question Word Who" (QW W ho ); "LV" will not be tagged to any further categories and "PN" will be tagged to "Proper Noun Celebrity" (P N Celebrity ). This step is executed by using a database that contains more than 10,000 terms [13] .
Framework
To investigate the impact of using the domain specific syntax information on the classification performance, the following framework, shown in Figure 1 , has been developed. The proposed framework involves automatic identification and classification of user's questions using KNN approach which is based on the patterns described in the previous section. We illustrate the framework by using the following examples of question: "is mercury a metal" and "what are the symptoms of diabetes". Tagging: what= QW W hat , are=LV , the= D, symptoms=CN P lural , of= P , diabetes=CN Health , where CN P lural is Common Noun Plural and CN Health Common Noun Health.
Pattern Formulation
In this phase after tagging each term in the question, the pattern is formulated, as illustrated below for the two previously introduced questions. 
Experimental Evaluation
To test the accuracy of our proposed approach 1, 160 questions were randomly selected from Yahoo Non-Factoid Question and TREC 2007 Question Answering Data. Their distribution is given in Table 1 . K-Nearest Neighbor (KNN) was used as the machine learning algorithm for the automatic classification. The classification accuracy is obtained by using the implementation of the above algorithm from the Weka software [5] . The effectiveness of the classification was evaluated based on Precision, Recall and F-Measure, i.e. typical metrics for the evaluation of classifiers, using 10-fold cross-validation and value of K=1. Furthermore, a comparison was done using different values of K to evaluated the classification accuracy when increasing the value of K from K=1 to 10. Figure 2 shows the impact of increasing the value of K, There is a marginal increase in the accuracy between k=1, 2 and 3 in which K=3 has the highest accuracy with 83.7% shown in table 3, however, in terms of Recall for certain question categories such as causal, choice, hypothetical and list K=1 performed better. In addition, when K=4, 5 and 6 the accuracy slightly decreased while when the value of K= 6 and 7 the accuracy increased again but decreased with K=9 and 10.
These results show that KNN deals well with confirmation and factoid questions. In addition, KNN could not distinguish between causal, choice, hypothetical and list type of questions and incorrectly classified most of them as confirmation and factoid questions. As shown in table 1 the question dataset suffers from imbalance between the labels, as the number of the instances that belongs to one more classes is outnumbered by the instances that belong to other classes. This is know by the class imbalance problem and it normally hinders the classifiers ability in correctly predicting the instances that belongs to the minority class [14] . However, the proposed algorithms has been able to perform reasonably well over the minority classes as shown in table 2 and table 3. Overall, the results validate that questions Type Syntactical Patterns is an effective method for question classification as well as for the distinction between different question types.
Conclusions
In this paper, we have proposed a method that automatically identifies and classifies different question types by using a domain specific syntax information, which is based on the syntactical pattern of each types of question. In particular, we developed a framework to test the performance of the proposed method and used a machine learning algorithm (KNN) to build a model for the identification of user's question type. The experiment shows that our solution led to a good performance in classifying questions.
As future work, we aim at examining and analyzing more questions from different data-sets and extending the analysis of the different types of questions. As mention earlier, the questions dataset suffers from imbalance between the label, we aim to investigate ensemble learning and other methods to deal with the class imbalance problem [2] , [1] . We are also planning to test other machine learning algorithms to classify the questions. In addition, we will test our dataset using other classification frameworks in order to evaluate our method and be able compare it with different approaches.
