Abstract. Let f and g be two cuspidal modular forms and let F be a Coleman family passing through f , defined over an open affinoid subdomain V of weight space W. Using ideas of Pottharst, under certain hypotheses on f and g we construct a coherent sheaf over V × W which interpolates the Bloch-Kato Selmer group of the Rankin-Selberg convolution of two modular forms in the critical range (i.e the range where the p-adic L-function Lp interpolates critical values of the global L-function). We show that the support of this sheaf is contained in the vanishing locus of Lp.
Introduction
In [LLZ14] (and more generally [KLZ15] ) Kings, Lei, Loeffler and Zerbes construct an Euler system for the Galois representation attached to the convolution of two modular forms. This Euler system is constructed from Beilinson-Flach classes, which are norm-compatible classes in the (absolute)étale cohomology of the fibre product Y 2 , where Y is a modular curve (of suitable level). It turns out that these classes exist in families, in the sense that there exist classes
Here D is the overconvergent pro-sheaf of locally analytic distributions over a rigid space of weights U as defined in [AIS15] . At certain classical points of U, the classes BF m specialize to the Beilinson-Flach classes. The classes BF m are constructed in [LZ16] and shown to satisfy an "explicit reciprocity law" relating the bottom class BF 1 to the three variable p-adic L-function constructed by Urban [Urb14] . This relation can then be used to prove instances of the Bloch-Kato conjecture for the Galois representation attached to the convolution of two modular forms (including the case of an elliptic curve twisted by an Artin representation).
Building on the work of Nekováȓ, Pottharst [Pot13] describes how one can put the Bloch-Kato Selmer group of a Galois representation into a family. More precisely, given a family of G Q -representations over a rigid analytic space X, he constructs a coherent sheaf S on X which specialises to the Bloch-Kato Selmer group at certain "crystalline" points of X, i.e. points where the Galois representation is crystalline at p. This gives rise to the natural question:
• Do the Beilinson-Flach classes BF m (and hence the three-variable p-adic L-function) control the behaviour of S? In this paper, we provide a partial answer to this question.
Summary of results.
Fix an odd prime p ≥ 5. To explain the results we introduce the following notation. Let N ≥ 1 be an integer prime to p and let f and g be two normalised cuspidal newforms of levels Γ 1 (N 1 ) and Γ 1 (N 2 ) and weights k + 2 and k ′ + 2 respectively, such that N 1 , N 2 both divide N and k ′ , k ≥ 0. We assume that k = k ′ .
Definition 1.1.1. We say that a cuspidal eigenform h of level Γ 1 (N ) ∩ Γ 0 (p) and weight k + 2 is noble if the following two conditions are satisfied.
• h is the p-stabilisation of normalised cuspidal newform h ′ of level Γ 1 (N ) such that the roots {α h ′ , β h ′ } of the Hecke polynomial X 2 − a p (h ′ )X + p k+1 ε h ′ (p)
are distinct. Here a p (h ′ ) is the p-th Fourier coefficient of h ′ and ε h ′ is the nebentypus.
• If the U p -eigenvalue of h has p-adic valuation k + 1 then the local Galois representation attached to h ′ at p is not the direct sum of two characters.
We assume that one of the p-stabilisations of f and both of the p-stabilisations of g are noble. This implies that all three of these modular forms can be put into Coleman families. We denote the weight space parameterising all continuous characters Z × p → C × p by W and for an integer i, we denote the character x → x i simply by i. Let E be a p-adic field and F and G two Coleman families over affinoid domains V 1 ⊂ W E and V 2 ⊂ W E passing through p-stabilisations of f and g respectively. Under certain hypotheses on f and g (see §7.3 and §8.1) there exists a coherent analytic sheaf S on X := V 1 × V 2 × W, such that for all x = (k 1 , k 2 , j) ∈ X with k 1 , k 2 , j integers and 1 ≤ k 2 + 1 ≤ j ≤ k 1 , the specialisation of S satisfies
where M (−) denotes the Galois representation attached to a modular form (in the sense of Deligne) and the right-hand side is the (dual of the) Bloch-Kato Selmer group. We recall the construction of this sheaf in section 8 following [Pot13, §3.4] ; the construction relies on the machinery of Selmer complexes developed by Nekováȓ [Nek06] and Pottharst [Pot13] .
To be more precise, one can construct a family D of overconvergent (ϕ, Γ)-modules corresponding to the representation M := [M (F ) * ⊗
M (G)
* ](−j), where −j denotes the twist by the inverse of the universal character of W, and it is shown in [Liu15] that this family has a canonical triangulation (provided that V 1 and V 2 are small enough). In section 8, we define a Selmer complex with unramified local conditions away from p, and at p we choose local conditions defined by the cohomology of a family D + of two-dimensional sub (ϕ, Γ)-modules appearing in the triangulation of D; at classical weights, the local condition at p specialises to a so-called Panchishkin submodule, i.e. the Hodge-Tate weights for D + x (resp. D x /D + x ) are positive (resp. non-positive). Then, under some very mild conditions, this local condition corresponds to the Bloch-Kato local condition for the specialisation of the representation M . We define S to be H 2 of this Selmer complex. In [Urb14] , Urban constructs a three variable p-adic L-function, denoted L p , associated to F and G over X := V 1 × V 2 × W. Just as the Bloch-Kato conjecture predicts that the Bloch-Kato Selmer group is controlled by the L-function for the corresponding representation, we expect that the sheaf S is controlled by the three variable p-adic L-function. In particular, we expect that the support of this sheaf is contained in the vanishing locus of this p-adic L-function. We prove a partial result in this direction.
Theorem A. Let S k ′ denote the specialisation of the above sheaf at k ′ in the second variable. If V 1 is small enough and certain hypotheses hold for f and g (see §7.3 and §8.1) then
where " supp" denotes the support of a sheaf.
To prove this theorem, we actually show that if x is a point in V 1 × {k ′ } × W and L p (x) = 0 then the group H 2 f (Q, M x ) vanishes. Here H 2 f (Q, M x ) is the cohomology in degree 2 of a certain Selmer complex attached to the representation M x (see §7.2), which will be shown to coincide with the specialisation of S at x. To show that this group vanishes, we generalise the proof of Theorem 8.2.1 in [LZ16] to non-classical specialisations; this relies heavily on the theory of (ϕ, Γ)-modules and involves a careful analysis of the Perrin-Riou logarithm (see section 6).
Unfortunately, with the current methods we were unable to prove a three-variable version of this result. Indeed, a crucial step in the proof relies on the fact that G k ′ is the p-stabilisation of a classical modular form of level N 2 , whose other p-stabilisation is noble. By putting the other p-stabilisation into a Coleman family, we obtain two linearly independent Euler systems which can be used to bound the Bloch-Kato Selmer group, rather than just the strict Selmer group (this is also the technique used in the proof of [LZ16, Theorem 8.
2.1]).
For a general (non-classical) weight k 2 , the specialisation G k2 will be the unique point on the eigencurve with associated Galois representation M (G k2 ), so the above strategy will not work.
1.2. Notation. Throughout the paper fix a prime p ≥ 5. If K is a field then we often denote its absolute Galois group by G K = Gal(K sep /K), where K sep denotes a fixed maximal separable closure of K. Let R be a topological ring and G a topological group. We say M is a G-module over R (or an R[G]-module) if M is a continuous R-module equipped with a continuous homomorphism ρ : G → Aut R M . We will often work within the category of R[G]-modules. This is not an abelian category 1 but it is additive and has kernels and cokernels, so we can still talk about its derived category. If M is an R[G]-module and the action is commutative (i.e. the map ρ factors through G ab ), then we write M ι to mean the module M with the action given by g · m = ρ(g −1 )m for all g ∈ G and m ∈ M . We will often take R to be a Q p -Banach algebra (or more generally, the global sections of a rigid analytic space). In this case we write R
• for the subring of power-bounded elements. When R is a reduced affinoid algebra, this coincides with the unit ball with respect to the supremum norm.
For an R[G]-module M , let M * := Hom cont (M, R) denote the dual representation of M and, where appropriate, we write M (n) to mean the representation M tensored with the n-th Tate twist. We fix a compatible system of p-th power roots of unity inQ p , so in the case where M is a Galois representation, M (1) is just M twisted by the cyclotomic character χ cycl . In this paper, the cyclotomic character will always have Hodge-Tate weight 1.
If M is an R[G]-module, then we denote its i-th group cohomology by H i (G, M ). If G K is the absolute Galois group of a field K then we will also sometimes write
. When talking about left (resp. right) exact functors F , we write RF (resp. LF ) for the right (resp. left) derived functors of F . In particular, if M is a R[G]-module then we write RΓ cont (G, M ) for the image of the complex of continuous cochains of M in the derived category of R-modules.
If X is an object defined over a ring R and we have a homomorphism R → R ′ , then we denote the base change of X to R ′ by X R ′ . For a positive integer m, we let µ
denote the Shimura variety of level K associated with the Shimura datum (GL 2 , H ± ). This has a canonical model over Q (which we will also denote by Y K ) and we will refer to this as the modular curve of level K. In this paper, we are interested in the following choices of K.
Let m, N be two positive integers such that m(N + 1) ≥ 5. Then the subgroup
is sufficiently small and we denote the corresponding modular curve by Y (m, mN ) := Y Km,N . If m = 1 we simply denote this curve by Y 1 (N ). The modular curve Y (m, mN ) represents the contravariant functor taking a Q-scheme S to the set of isomorphism classes of triples (E, P, Q), where E/S is an elliptic scheme, P is a torsion section of order m and Q is a torsion section of order mN , such that P and Q are linearly independent, in the sense that the map
given by the Weil pairing on the points P, N Q, and the fibres of this map are smooth, geometrically connected curves.
For an integer N ≥ 1 not divisible by p, we also set
This is a sufficiently small subgroup and we denote the corresponding modular curve by Y 1 (N (p) ). This has a moduli interpretation as the contravariant functor taking a Q-scheme S to the set of isomorphism classes of triples (E, P, C), where E/S is an elliptic scheme, P is a torsion section of order N and C is a finite flat subgroup scheme of E[p] (the p-torsion of E) of order p. It will also be useful to introduce several maps between these modular curves.
• For a positive integer d, we define the following map
as the morphism which sends a triple (E, P, Q) to the triple (E/ mP , P mod mP, dQ mod mP ), where mP denotes the cyclic subgroup generated by mP .
• Recall µ • m denotes the group scheme (over Q) of m'th roots of unity. We define the following map (2.0.3)
as the morphism given by (E, P, Q) → ((E/ P , mQ mod P ), P, N Q ), where −, − denotes the Weil pairing on E[m] and P is the subgroup generated by P . • Let N ′ be a positive integer dividing N . We define the following map
to be the morphism sending (E, Q) to E,
where N · Q denotes the cyclic group scheme generated by the p-torsion section N · Q. The first two maps are compatible in the following sense. 
where the bottom map is induced from the d-th power map µ
Immediate from the definitions.
2 By sufficiently small we mean a choice of K such that the double coset space in (2.0.1) carries the structure of a complex algebraic variety.
Families of modular forms and Galois representations
3.1. Weight space.
Definition 3.1.1. Let Λ := Z p Z × p . The weight space W is defined to be the rigid generic fibre of the formal spectrum Spf Λ. It represents the functor taking a rigid analytic space X over Sp Q p to the set
The space W is isomorphic to a union of p − 1 wide open discs (recall that we have assumed p > 2).
Definition 3.1.2. Let E be a finite extension of Q p with ring of integers O E , and let U be a wide open disc in
• , the subring of power-bounded elements of O W (U) (so Λ is non-canonically isomorphic to O E t ), and write
for the map induced by κ.
Definition 3.1.3. The m-accessible part of the weight space, denoted W m , is the union of wide open discs defined by the inequality
We will eventually restrict our attention to W 0 .
Definition 3.1.4. A classical point of W is a point corresponding to the character z → z k for some nonnegative integer k. Definition 3.2.1. Let E be a finite extension of Q p with ring of integers O E , and let U ⊆ (W 0 ) E be a wide open disc containing a classical point. A Coleman family F over U (of tame level N ) is formal power series ∞ n=1 a n (F )q n ∈ qΛ U q satisfying the following properties:
(1) a 1 (F ) = 1 and
(2) For all but finitely many classical weights k contained in U, the restriction of F to k is the q-expansion of a classical modular form of weight k + 2 and level Γ 1 (N ) ∩ Γ 0 (p) that is a normalized eigenform for the Hecke operators (away from N p). We denote the character associated to F by ε F , so that for all but finitely many classical weights k in U the specialisation of ε F at k coincides with the nebentypus of F k .
3.3. Locally analytic distribution modules. Now we begin defining a family of Galois representations on W as in [LZ16, §4] .
Let Y = Y 1 (N (p)) be the modular curve at level Γ 1 (N ) ∩ Γ 0 (p), and let π : E → Y be the universal elliptic curve over Y . Let
be the relative Tate module of E. We will define several pro-sheaves of "functions and distributions on H ." By this, we mean the following. Let
it is a Galois covering, and its Galois group can be identified with the Iwahori subgroup U 0 (p) ⊂ GL 2 (Z p ) (with respect to the standard Borel).
The pro-sheaf t * H is canonically isomorphic to the constant pro-sheaf H, where H = Z 2 p . We will define several spaces of functions and distributions on subsets of H that are equipped with actions of U 0 (p).
, these spaces will descend to pro-sheaves on Y .
Firstly, we recall the definition of two locally analytic distribution modules following [LZ16, §4.2].
Definition 3.3.1. Let T 0 , T ′ 0 be the subsets of H defined by
The monoids Σ 0 (p) and Σ ′ 0 (p) act on the right on T 0 and T ′ 0 , respectively. Let R be a complete topological Z p -algebra, and let w : Z × p → R × be a continuous homomorphism. Suppose there exists an integer m ≥ 0 such that the restriction of w to 1 + p m+1 Z p is analytic. We are primarily interested in the following cases:
(1) R = Λ U , w = κ U for some finite extension E/Q p and some U ⊂ (W m ) E .
(2) R = O E , w(z) = z k for some finite extension E/Q p and some nonnegative integer k. (1) The function f is homogeneous of weight w, i.e.
The function f is analytic on discs of radius p −m , i.e. for any v ∈ T , the restriction of f to v + p m T is given by a power series with coefficients in R.
k , we will denote the modules by
If the disc U contains the point corresponding to the homomorphism z → z k , then the specialization map
and similarly there are specialization maps with D • replaced by A • or D. As mentioned at the beginning of this subsection, each of the modules defined above determines a pro-sheaf on Y . We let D 
Proposition 3.4.2 ([LZ16, Thm. 4.6.6]). Let f 0 be a noble eigenform of weight k 0 + 2, and let F be the Coleman family passing through f 0 . If the disc U ∋ k 0 is sufficiently small, then:
(1) The modules 
Given two Coleman families F and G defined over U 1 , U 2 ⊂ W E , respectively, we will write
* for the family of Galois representations on U 1 × U 2 given by the B U1⊗ B U2 -module
and to ease notation, we will often omit the subscripts when the spaces U 1 and U 2 are clear. Furthermore we will often restrict this representation to open affinoids V 1 ⊂ U 1 and V 2 ⊂ U 2 ; in this case M is a Banach module over the affinoid algebra O W (V 1 × V 2 ) that is free of rank four. 
with the diagonal Galois action. Similarly, for any λ ∈ R ≥0 , let D λ (Γ, Q p ) be the space of Q p -valued distributions on Γ of order λ as in [Col10, §II.3], with Galois action given by the same formula in (3.4.4). Define
3.5. Some properties of locally analytic distribution modules. We mention some properties of the modules defined above that will be useful in section 4.
Definition 3.5.1. Define Λ(H) to be the space of continuous Z p -valued distributions on H, and let Λ(H ) be the corresponding pro-sheaf on Y . This coincides with the sheaf of Iwasawa modules for H , i.e. Λ(H ) is the pro-system ofétale sheaves corresonding to the inverse system (Z/p n Z[H /p n H ]) n≥1 with the natural transition maps.
For any nonnegative integer k, let TSym k H be the space of degree k symmetric tensors over H, i.e. it is the subgroup of H ⊗k that is invariant under the action of the symmetric group S k . Let TSym k H be the corresponding pro-sheaf on Y .
For
For any U, m, there is a natural restriction map
and for any nonnegative integer k, TSym k H can be identified with the space of distributions on homogeneous degree k polynomial functions on H. Hence there is a natural surjection
Beilinson-Flach classes
In this section we recall the construction of classes
. These classes are obtained from so-called Rankin-Iwasawa classes under the pushforward of a certain sequence of morphisms. In particular we show that these classes satisfy certain norm relations which interpolate the (tame) Euler system relations at classical weights.
None of the results in this section are new, apart from perhaps Proposition 4.3.1 and §4.4, although we suspect this is already known to the experts.
4.1. Rankin-Iwasawa classes. Let (E, P, Q) denote the universal triple over the curve Y := Y (m, mN ) as defined in section 2, and recall that
denotes the relative p-adic 
From these classes one obtains Rankin-Iwasawa classes in the following way.
Definition 4.1.1. Let c ≥ 1 be an integer that is coprime to 6mN . We define the Rankin-Iwasawa class to be
which lies in the cohomology group H
is the Clebsch-Gordon map described in Definition 3.5.1.
2 denotes the diagonal embedding where, by abuse of notation, we write Y (m, mN ) 2 for the fibre product
2 denotes the automorphism which is the identity on the first factor and acts on the moduli interpretation as (E, P, Q) → (E, P + N Q, Q) on the second factor.
The Rankin-Iwasawa classes satisfy the following norm compatibility relations.
Proposition 4.1.2. Let c ≥ 1 be an integer prime to 6N p and let m be an integer prime to 6cN . Let l be a prime not dividing 6cN p and recall that we have defined the following morphism
(1) If l divides m then the Rankin-Iwasawa classes satisfy the following norm compatibility relation
(2) If l does not divide m then the Rankin-Iwasawa classes satisfy the following norm compatibility relation where Q l is the operator
is the transpose of the usual Hecke operator T l (resp. U l ) on Y (m, mN ).
is the map induced from multiplication by a on the first factor and the identity on the second.
• b is the diamond operator on Y (m, mN ) which acts on the moduli interpretation as (E, P, Q) → (E, b −1 P, bQ).
• σ l is the automorphism of Y (m, mN ) which acts on the moduli interpretation as (E, P, Q) → (E, lP, Q).
Proof. 
Consider the map of sheaves
We will not need an explicit description of these maps, but we do note that we have the following commutative diagram.
Lemma 4.2.3. We have the following commutative diagram of sheaves
where the horizontal arrows are the composition in (4.2.2) and, as usual, l is a prime not dividing N p and κ i is the universal character of U i .
Proof. One can check thisétale locally and this follows from the homogeneity condition in the definition of D
•
Ui and the fact that δ *
We are now in a position to define the Beilinson-Flach classes. Consider the following composition, which we will denote by τ m τ m : Y (m, mN p)
• m is the map defined in (2.0.3) and the second map is induced from the maps s Ni :
m,mN p,1 under τ m composed with the map in (4.2.1).
Let F and G be Coleman families over U 1 and U 2 respectively. To specialise the Beilinson-Flach classes at F and G one introduces the following differential operators
given by the formula
where 
under the Abel-Jacobi map AJ F ,G defined below.
Definition 4.2.5. The Abel-Jacobi map AJ F ,G is defined to be the composition
where the first map arises from the Leray spectral sequence (using the fact that
is an affine scheme, so itsétale cohomology vanishes in degree 3 and above); the second isomorphism is the Künneth formula (again using the fact that Y 1 (N i (p))Q is affine) and the third map is the projection down to the Galois representations associated to F and G.
The Beilinson-Flach classes associated to F and G satisfy norm compatibility relations similar to those for the Rankin-Iwasawa classes.
Proposition 4.2.6. Let c ≥ 1 be an integer prime to 6N p and let m be an integer prime to 6cN . Let l be a prime not dividing 6cN p and let F and G be two Coleman families over the affinoid subdomains V 1 and V 2 respecively. Suppose that j ≥ 0 is an integer not contained in V 1 or V 2 .
(1) If l divides m then the Beilinson-Flach classes satisfy the following norm-compatibility relation
(2) If l doesn't divide m then the Beilinson-Flach classes satisfy the following norm-compatibility relation
where
where, as before, σ l is the image of the arithmetic Frobenius at l in Gal(Q(µ m )/Q).
Proof. Consider the composition
By applying Lemma 2.0.5, the morphisms (Ξ l ) * and cores
obtained by composing the above map with AJ F ,G .
Immediately we see that if l divides m then
where the second equality follows from part 1 of Proposition 4.1.2 and the fact that T
is invertible and we have the required relation. For the second part, recall that by part 2 in Proposition 4.1.2, the Rankin-Iwasawa classes satisfy (
m,mN,1 . We have the following commutative diagram:
where the horizontal arrows are the maps in (4.2.7). Indeed, M (F ) * can be described as the quotient of in the cyclotomic variable j. As a consequence, we show that the three-variable Beilinson-Flach classes satisfy a norm-compatibility relation closely related to the Euler system relations.
Let
where || · || denotes the canonical supremum norm on O(V i ) (which exists because we have restricted our Coleman families to reduced affinoid subdomains). Let λ = λ 1 + λ 2 and h ≥ λ a positive integer. Define the following elements
(−1) j j! for 0 ≤ j ≤ h, n ≥ 1, and set 
m,1 is independent of the choice of h. 6 Under the morphism tm the operators U ′ l and T ′ l are compatible.
• If l divides m then
where Q l (X) is the polynomial defined in Proposition 4.2.6 and j is the universal character Γ → D λ (Γ, E) (i.e. the homomorphism taking x → ev x where ev x is the evaluation-at-x map).
Proof. Let Q l (X) denote the polynomial appearing in Proposition 4.2.6 and let l be a prime not dividing 6mpN c. Set
.
Then for all n, j ≥ 0 the specialisation Γn χ j ν m is zero; so ν m interpolates only zero classes. By uniqueness, this implies that ν m = 0. A similar argument works for l|m.
4.4.
Euler system relations in families. In Proposition 4.3.1, we showed that the Beilinson-Flach classes satisfy norm compatible relations. It turns out that we can adjust these classes so that we obtain cohomology classes satisfying the Euler system relations.
As before, let
, where Frob l denotes any lift of the arithmetic Frobenius at l. Then one can observe that
Such a congruence allows us to adjust the classes
m,1 so that we obtain Euler system relations. Proposition 4.4.1. Let c ≥ 1 be an integer prime to 6pN and let A denote the set of all square-free positive integers which are coprime to 6pN c. Then for all m ∈ A, there exist cohomology classes c Z
If l is a prime such that lm ∈ A (so in particular l ∤ m), we have the following Euler system relation
Proof. This follows from the same argument in [LLZ14, §7.3].
Unfortunately, in general, there is no way to force these classes to lie in a Galois stable lattice inside D la (Γ, M ), so we do not get an Euler system for this representation. However, this is possible after specialisation so long as we use a weaker notion of an Euler system.
Let c ≥ 1 be an integer prime to 6N p and let N be a finite product of primes containing all primes dividing 6cN p. Let S denote the set of positive integers divisible only by primes not dividing N . Then for m ∈ S and V 1 and V 2 small enough, there exist cohomology classes
which satisfy
Furthermore, the bottom class c 1 is a non-zero multiple of c BF
Indeed this is true because we have assumed k 1 = k 2 , for the following reason. Shrinking V 1 and V 2 if necessary, we can assume that M x is (absolutely) irreducible. Hence any twist of M x by a character is also irreducible. But if M x has any non-trivial invariants under the group G Q ab then there is a one-dimensional submodule of M x on which G Q acts via a character. This is a contradiction to irreducibility. Therefore, by applying Proposition 2.4.7 in [LZ16] , there exists a constant R > 0 independent of m such that R · c BF [F ,G] m,1 specialised at x lands in the cohomology of the Galois stable lattice T (η −1 ).
lands in the cohomology of the Galois stable lattice T (η −1 ). We set c m to
at x. By Proposition 4.4.1, we obtain the Euler system relations for the classes c m , and this proves the Corollary for all m ∈ A, where A is the subset of S consisting of all square-free integers.
But we can extend the classes {c m : m ∈ A} to a collection of classes indexed over the set S by defining c m to be
where m ′ is the radical of m (i.e. the product of all prime factors that divide m) and v l (m) is the l-adic valuation of m. We don't lose integrality of the classes because all integers in S are coprime to p.
Preliminaries on (ϕ, Γ)-modules
5.1. Period rings. In this section we (briefly) recall the period rings that will be used throughout the paper. Since we only work with representations of G Qp , we specialise immediately to this case and refer the reader to [Ber03] for the definitions over more general p-adic fields; proofs and their corresponding references for all of the assertions in this section can also be found in op. cit..
Let C p denote a fixed completed algebraic closure of Q p and let v p denote the unique valuation on
where the inverse limit is over the p-th power map, and fix ε := (ε n ) ∈ O ♭ Cp a compatible system of p-th roots of unity, i.e. ε n is a p n -th root of unity such that ε p n+1 = ε n .
Let 
Note that the period t defined previously is equal to log(1 + π).
The union of these rings, namely B † rig,Qp := lim − → B †,r rig,Qp , is the Robba ring associated to the p-adic field Q p and can be identified with all power series in Q p π, π −1 that converge on an annulus of the form {x ∈ C p : 0 < v p (x) ≤ 1/r} for some positive rational number r. We let B + rig,Qp ⊂ B † rig,Qp denote the subring of power series which converge on the whole open unit disc, i.e. f (x) converges for all v p (x) > 0. Both of these rings come equipped with an action of Frobenius given by the formula
and Γ := Gal(Q p (µ p ∞ )/Q p ) given by the formula
where γ ∈ Γ and χ cycl : Γ → Z × p is the cyclotomic character. The morphism ϕ has a left inverse, denoted by ψ, which satisfies the following relation
where the sum is over all p-th roots of unity. If A is an affinoid Q p -algebra, we define the Robba ring over A to be the completed tensor product B † rig,Qp⊗ A, and similarly we denote the subring of bounded power series by B + rig,Qp⊗ A. As above, both of these rings come equipped with an action of ϕ, ψ and Γ by the exact same formulae. For the rest of this section let A = E be a finite field extension of Q p and let D be a (ϕ, Γ)-module over B † rig,Qp⊗ E. By taking the "stalk at ζ p n − 1" one can define a Q p (µ p ∞ )((t))-module D dif with a semilinear action of Γ (see [Nak14] ). We set 
defined above is a quasi-isomorphism. We finish this section by stating an Euler-Poincaré characteristic formula for (ϕ, Γ)-modules, which will be used in the proof of Theorem 7.3.1. 
where rank D is the rank of D as a (B † rig,Qp⊗ E)-module. 5.4. Iwasawa cohomology. Recall that for an affinoid algebra A, we denote its unit ball by A
• . Let M be a Galois representation over A and let T be a Galois stable lattice inside M (i.e. a sub-A
• -module that is stable under the action of G Q and satisfies T [1/p] = M ). The classical Iwasawa cohomology of M is defined to be
where the inverse limit is over the corestriction maps, and the (analytic) Iwasawa cohomology of M is
where D la (Γ, M ) denotes the space of locally analytic distributions on Γ, valued in M . For a finite place v of Q, the Iwasawa cohomology groups H 7 These two constructions satisfy the relation We have the following relation between Iwasawa cohomology for M and Iwasawa cohomology for D † rig (M ). Proposition 5.4.2. Let M be a Galois representation over an affinoid algebra A. Then one has the following isomorphism
Some p-adic Hodge Theory
In this section we recall the construction of the Perrin-Riou logarithm following [Pot12, §3] and use this map to show that if the p-adic L-function doesn't vanish then we obtain two linearly independent classes in (
, where ψ is the left inverse to ϕ coming from the trace map (see §5.2).
where h 1 is the smallest Hodge-Tate weight of D and q = ϕ(π)/π. For the second part, we note that from the second bullet point in Theorem 3.1 in op. cit.
where the last inclusion follows because the Hodge-Tate weights are non-negative. Since ϕ is an isomorphism on D cris , ψ is also an isomorphism and we have ϕ
. Combining these facts we obtain the inclusion in part 2.
Similarly the third part follows from the third bullet point in Theorem 3.1 in loc. cit., using the fact that h 1 ≥ 0 and that q ∈ B 
where the second, third and fourth maps exist by Lemma 6.0.1. Here the last map is given by the inverse of the Mellin transform described above. Since all of the maps above are functorial in D, we see that L is a map of Λ ∞ -modules that is also functorial in D.
In the case that D comes from a crystalline p-adic representation, the map L is a special case of a more general construction by Perrin-Riou ([PR00]) which was later interpreted using (ϕ, Γ)-modules by Lei,
Loeffler and Zerbes ([LLZ11]). This was generalised to potentially crystalline (ϕ, Γ)-modules by Pottharst ([Pot12]) and to de Rham (ϕ, Γ)-modules by Nakamura ([Nak14]
). The key property of this map is that it interpolates the Bloch-Kato logarithm and dual exponential maps at certain classical specialisations. More precisely, let η : Γ → (E ′ ) × be a continuous character, where Γ = Gal(Q p (µ p ∞ )/Q p ), and consider the induced map Λ ∞ → E ′ which we will also denote by η. Then we have two specialisation maps: the first on Iwasawa cohomology H 1 Iw (Q p , D)
induced from the map on the Herr complexes C
) which in degree one is given by x → (0, x).
8 The second specialisation map is
where the dotted arrow is (up to some Euler factors) the Bloch-Kato logarithm in the range j < h 1 , and the dual exponential map in the range j ≥ h 1 , where h 1 is the smallest Hodge-Tate weight of D (see [Nak14] ). We will study this map at non-classical specialisations.
Proposition 6.1.2. Let D be a crystalline (ϕ, Γ)-module that satisfies hypothesis (H). The map L = L D satisfies the following properties:
(1) Let k ≥ 0 be an integer and let ω −k denote the automorphism of Λ ∞ which sends γ ∈ Γ to the element χ cycl (γ) −k γ. Then we have a commutative diagram
Recall that by Lemma 5.3.1 the cohomology of a (ϕ, Γ)-module can be calculated with ψ in place of ϕ.
where for a
× there exists a Λ ∞ -linear morphism making the following diagram commute:
where E ′ is a finite extension of E.
Proof. The first part follows from carefully tracing through the definitions. For the second part it is enough to show that if pr η (x) = 0 then ev η (L(x)) = 0, because then we can just define the map by taking a lift to H 1 Iw (Q p , D). If pr η (x) = 0 then there exists y ∈ D ψ=1 such that
But L is Λ ∞ -linear so (after base-changing D and Λ ∞ to D E ′ and (
But this is precisely mapped to zero under ev η .
From the above proposition we obtain the following corollary which will be useful in later sections. 
respectively. Then for any character η : G → E × the elements pr η (x 1 ) and pr η (x 2 ) are linearly independent if both ev η L(x 1 ) and ev η L(x 2 ) are non-zero.
Proof. This follows from functoriality of L and the existence of the bottom map in part (2) of Proposition 6.1.2. Indeed, if both ev η L(x 1 ) and ev η L(x 2 ) are non-zero, then because they lie in different direct summands of D cris they must be linearly independent in D cris⊗ Λ ∞ .
Application to Beilinson-Flach classes.
Returning to the situation in the paper, let f and g denote eigenforms satisfying the assumptions in section 1.1, so we have Coleman families
passing through the p-stabilisations f α , g α , g β respectively.
9 In this subsection G and V 2 will denote either G α and V * and M V2 (G) * respectively. If V 1 and V 2 are small enough, both of these modules come with a canonical triangulation which we will denote as
In fact there is an explicit description for both the kernel and the cokernel (see [LZ16, Theorem 6.3.2]). Let k 1 be a (not necessarily classical) weight in V 1 and η a character of Γ = Gal(Q p (µ p ∞ )/Q p ), and let E be a finite extension of Q p that contains the fields of definition of k 1 and η. Recall that k ′ + 2 denotes the weight of g. Let M (F k1 ) and M (G k ′ ) denote the specialisations of M V1 (F ) and M V2 (G) at k 1 and k ′ respectively, and note that we have isomorphisms
both of which follow from the fact that g is classical and the Galois representation doesn't change after p-
. By specialising the triangulation above and applying pr α or pr β if necessary, we obtain triangulations for these three (ϕ, Γ)-modules.
Since g is classical, D − is crystalline with Hodge-Tate weights 0, 1 + k ′ and by the explicit description in [LZ16, Theorem 6.3.2], p n is not an eigenvalue for ϕ on D − cris for any integer n ≥ 0 (so D − satisfies hypothesis (H)). Consider the following submodules
where pr α and pr β are the isomorphisms described above. Again, by the explicit description in loc. cit., (D 1 ) cris and (D 2 ) cris are both rank one sub ϕ-modules of D − cris on which ϕ acts by multiplication by α 
and similarly for z β 1 , where the first map is restriction to the decomposition group at p composed with the isomorphism pr α . Recall that L p (F , g, 1 + j) is the two-variable p-adic L-function associated to the Coleman family F and the universal twist j (see [Urb14] or [LZ16, §9]). 
Proof. Recall that D − is a crystalline (ϕ, Γ)-module satisfying hypothesis (H). Therefore we have the PerrinRiou logarithm
L : H 1 Iw (Q p , D − ) → D − cris⊗ Λ ∞ .
Bounding the Selmer group
Let f and g be two cuspidal new eigenforms satisfying the assumptions in section 1.1, and let F be a Coleman family over V 1 ⊂ W E passing through a p-stabilisation of f . In this section we show that, if V 1 is taken to be small enough and certain hypotheses are satisfied, then the cohomology group H
is the second cohomology group of the Selmer complex defined in section 7.2 below. 7.1. Cohomological Preliminaries. In [Nek06] , Nekováȓ defined the concept of a Selmer complex -an object in a certain derived category whose cohomology is closely related to the usual definition of Selmer groups. This construction is useful because the resulting complex has nice base-change and duality properties; attributes that one doesn't necessarily have for the classical Selmer groups. In [Pot13] , Pottharst extends this construction to families of Galois representations over well-behaved rigid analytic spaces. This is the tool we will use to construct a sheaf interpolating the Bloch-Kato Selmer groups. We now summarise this construction.
Let A be an affinoid algebra over Q p and let M be an A-valued representation of G Q = Gal(Q/Q) (i.e. a finitely generated, projective A-module with a continuous action of G Q ). Let Σ be a set of places of Q containing p, ∞ and all primes where M is ramified, and assume that Σ is finite. Let G Σ denote the Galois group of the maximal algebraic unramified-outside-Σ extension of Q and, for a place v ∈ Σ, let G v denote a fixed decomposition group in G Σ associated to the place v.
Definition 7.1.1. A collection of local conditions ∆ for M is a set of pairs {(∆ v , ι v ) : v ∈ Σ} where ∆ v is an object in the derived category of bounded complexes of (continuous) A-modules, and ι v is a morphism
One defines the Selmer complex R Γ(G Σ , M ; ∆) in the following way.
Definition 7.1.2. Let ∆ be a set of local conditions for M . Then the Selmer complex R Γ(G Σ , M ; ∆) is the mapping fibre
We denote the i-th cohomology of this complex by H i (G Σ , M ; ∆). If ∆ v is quasi-isomorphic to a complex of finitely generated A-modules concentrates in degrees [0, 2] (all our local conditions in this paper will satisfy this), then R Γ(G Σ , M ; ∆) is quasi-isomorphic to a complex of finitely generated A-modules, concentrated in degrees [0, 3] (see [Pot13, §1.5 
]).
This construction also works in more general situations. For example, if X is a quasi-Stein rigid analytic space then R Γ(G Σ , M ; ∆) is quasi-isomorphic to a complex of coherent O X -modules, concentrated in degrees [0, 3] (this is situation (4) described in [Pot13, §1.5]).
Proposition 7.1.3. Selmer complexes satisfy the following properties:
(1) (Duality, [Pot13, Theorem 1.16]) Suppose that the local condition ∆ v is quasi-isomorphic to a perfect complex of A-modules concentrated in degrees [0, 2], for all v ∈ Σ. We define the dual local conditions
and Q v is the mapping cone of ι v , we write j v : RΓ cont (G v , M ) → Q v for the natural map and (−) * denotes the dual (in the underived sense).
One has an isomorphism
v ∈ Σ} is another set of local conditions and {τ v } are morphisms such that ι ′ v is equal to the composition ∆
then we obtain a Poitou-Tate style long exact sequence
where Q v is the mapping cone of τ v .
Proof. For the second part, this is immediate from the definition of the Selmer complexes associated to the local conditions ∆ and ∆ ′ .
In §7.3 we will use the Poitou-Tate long exact sequence described above to show that the cohomology of the Selmer complex vanishes in degree two if the corresponding value of the p-adic L-function is non-zero. In particular we will use the following result:
Proposition 7.1.4. If the map ξ in part (2) of Proposition 7.1.3 is surjective then we have an injective map 
Convolution of two Coleman families. Let
the unramified local condition at v, where ι v is the natural map induced by inflation. We are interested in the following examples of local conditions:
• (Relaxed) For v ∈ Σ take ∆ rel to be the set of unramified local conditions for v = p and
We denote the cohomology of the associated Selmer complex by H i rel (Q, M x ).
• (Strict) For v ∈ Σ take ∆ str to be the set of unramified local conditions for v = p and
We denote the cohomology of the associated Selmer complex by H i str (Q, M x ).
• (Panchishkin) For v ∈ Σ take ∆ f to be the set of unramified local conditions for v = p and
We denote the cohomology of the associated Selmer complex by H i f (Q, M x ).
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Remark.
(1) All three of the above Selmer complexes do not change if we enlarge the set Σ, so we suppress this auxiliary set from the notation. 
Let c > 6 be an integer prime to 6N p and recall that, for an integer m coprime to 6N cp, there is a Beilinson-Flach class
By specialising these Beilinson-Flach classes at x and identifying M ((G α ) k ′ ) and M ((G β ) k ′ ) with M E (g) as before, we obtain classes in H 1 (Q(µ m ), M x ). In section 4.4 we showed that these classes satisfy certain norm relations and that we could produce an Euler system from these classes. More precisely, let T x be a Galois stable lattice inside M x . Then there exist collections {c 
where ξ is given by first restricting to p and then mapping to the quotient (this map is the same map as in Proposition 7.1.4 if we compare the relaxed and Panchishkin local conditions defined above). Then, ifc α 1 andc β 1 are both non-zero, they are linearly independent. In particular this happens when L p (F k1 , g, 1 + η) = 0. 7.3. A vanishing result. Let F be a Coleman family over an affinoid domain V . For ease of notation we set α F := a p (F ) and similarly for specialisations of F . Moreover, recall that if the specialisation of F at k 1 is a noble eigenform (so it is the p-stabilisation of an eigenform h) then α F k 1 = α h and β h denote the roots of the Hecke polynomial at p associated to h, and satisfy α h β h = p k1+1 ε h (p). In this case, we will also write β F k 1 := β h (although the notation β F is of course meaningless).
The goal of this section is to show that if the p-adic L-function doesn't vanish at x then the Selmer group H 2 f (Q, M x ) is trivial. The strategy is to combine Propositions 7.1.4 and 7.2.1 by comparing the Panchishkin and relaxed local conditions. In particular, we must show that the hypothesis in Proposition 7.1.4 is satisfied. Unfortunately this is not true in general and fails when M x has a "local zero", i.e. the local Euler factor of M x at p vanishes at s = 1. Therefore we impose the following hypothesis on M x : (NLZ) None of the products
Remark. The (NLZ) hypothesis is an open condition, i.e. if it holds at the point x then it also holds for all specialisations in an open neighbourhood of x. In particular, if F is a Coleman family passing through a p-stabilisation of f defined over an affinoid subdomain V 1 ⊂ W E , and if the (NLZ) hypothesis holds for f and g, i.e. none of the products
are equal to a power of p, then we can shrink V 1 so that the (NLZ) hypothesis holds for all specialisations
The second ingredient to proving the vanishing result is to apply the "Euler system machine" to the representation M x . To be able to apply this we need to assume the following "Big Image" hypothesis.
(BI) There exists an element σ ∈ Gal(Q/Q(µ p ∞ )) such that M x /(σ − 1)M x is one-dimensional (over E).
Remark. It turns out that for the "Big Image" hypothesis to hold we only need to assume that the image of the mod p representation of M x is sufficiently large, and this is almost always the case provided that F k1 and g are not of CM type and F k1 is not Galois conjugate to a twist of g. In particular, since the mod p representation of a Coleman family is locally constant, this implies that the "Big Image" hypothesis will hold in an open neighbourhood of the point x. We provide justifications for this in the appendix ( §A).
Under these two assumptions we have the following vanishing result.
Theorem 7.3.1. Keeping with the same notation at the start of section 7.2, assume that the (NLZ) and
Proof. Consider the local conditions ∆ = ∆ rel and ∆ ′ = ∆ f and suppose for the moment that, as in the statement of Proposition 7.1.4, the map ξ is surjective. Then there is an injective map
so it is enough to show that H 12 So we are left to show the map ξ is surjective. The mapping cone Q p is precisely the same thing as the image of the Herr complex C By duality we have
* (1)) * and from the explicit description of the triangulation ([LZ16, Theorem 6.3.2]) we have the following short exact sequences:
From the above sequences, one sees that if either
vanish then this would contradict the (NLZ) hypothesis.
Remark. To prove the above theorem, we only needed to assume that the two products α F k 1 α g and α F k 1 β g are not equal to a power of p. However, in the following section we will relate H 2 f (Q, M x ) to the usual BlochKato Selmer group at classical specialisations, and for this we will need to assume that all four products in the statement of (NLZ) are not equal to a power of p.
Furthermore, for most non-classical specialisations we do not have to impose a (NLZ) condition. Indeed by Proposition 2.1 and Théorème 2.9 in [Col08] , it is often the case that H 1 (D − x ) is automatically twodimensional unless the weights in x are classical. 
. But by the (NLZ) hypothesis, we have the following equalities:
Indeed, by the conditions on the Hodge-Tate weights, we have
cris respectively, and these products can never be equal to 1 by the (NLZ) hypothesis. Therefore, by [Pot13, Proposition 3.7], we see that
where the latter is the Bloch-Kato Selmer group. This recovers Theorem 8.3.1 in [LZ16] . In fact the proof of Theorem 7.3.1 is modelled on the proof in loc. cit..
The Selmer Sheaf
In the previous section we showed that (under certain hypotheses) if the specialisation of L p is nonzero then H 2 f (Q, M x ) = 0. It turns out that we can package together all of these cohomology groups into a coherent sheaf over V 1 × V 2 × W using the machinery of Selmer complexes. We follow closely the construction in [Pot13] .
12 By comparing the strict and relaxed local conditions, the group H 1 str (Q, A) differs from the strict Selmer group in [Rub00] by the group H 0 (Qp, A), which is finite because H 0 (Qp, M * x (1)) = 0.
8.1. Assumptions. Recall that W/Q p denotes the rigid analytic space parameterising continuous characters
Let V 1 and V 2 be two affinoid subdomains of (W) E and set X = V 1 × V 2 × W. Then X is a quasi-Stein space 13 with admissible cover U = (Y n ) n≥1 given by
where W n is the open affinoid subdomain of W parameterising all characters η that satisfy |η(γ)
, where γ is a topological generator of Γ/Γ tors . Let A ∞ (resp. A n ) denote the global sections of X (resp. Y n ). Note that for all n ≥ 1, A n is flat over A ∞ .
Let F and G be two Coleman families over V 1 and V 2 passing through p-stabilisations of f and g respectively, and let M denote the representation M (F ) * ⊗ M (G) * . Fix a Galois stable lattice T inside M , i.e. a free rank four O(V 1 × V 2 )
• -submodule that is stable under the action of G Q . Let M = D la (Γ, M ) denote the cyclotomic deformation of M , and for any n ≥ 1 we set M n = M (−κ n ), where (−κ n ) denotes the twist by the inverse of the universal character of W n . Then we also obtain a Galois stable lattice T n := T (−κ n ) inside M n .
Let Σ be a finite set of places containing p, ∞ and all primes where M ramifies. Then M is a family of G Σ -representations over the space X and we place ourselves in situation (4) in [Pot13, §1.5] .
By an O U -module we mean a compatible system of A n -modules. Let RΓ cont (G Σ , M ) denote the image of the complex of continuous cochains C
Lemma 8.1.1.
(1) RΓ cont (G Σ , M ) is a perfect complex, in the sense that it is quasi-isomorphic to a complex D
• , concentrated in finitely many degrees, such that
Proof. For the first part, this follows from the discussion in [Pot13, §1.2], and the second part is just Theorem 1.6 in op.cit..
Since X is a quasi-Stein space we also have an alternative description of RΓ cont (G Σ , M ), namely as the image of the complex lim ← −n C
• cont (G Σ , M n ) in the derived category of A ∞ -modules. By the above lemma and Kiehl's theorem, RΓ cont (G Σ , M ) is quasi-isomorphic to a complex of locally free (of finite rank) O Xmodules, so in particular its cohomology groups are coherent sheaves on X. Furthermore, since X is quasiStein, a coherent sheaf on X is determined by its global sections, so we will often use these two descriptions interchangeably. We say an A ∞ -module is coadmissible if it arises as the global sections of a coherent sheaf on X.
As in §7.1, for a collection ∆ = {∆ v } v∈Σ of local conditions We impose the following assumptions on f and g. Let x 0 = (k, k ′ , 0) ∈ X, where k + 2 and k ′ + 2 are the weights of f and g respectively, and choose n such that x 0 ∈ Y n .
(1) (Flatness of inertia) If p 0 denotes the prime ideal of A
• n corresponding to the point x 0 , then we let A
• n,p0 and T n,p0 denote the localisations of A • n and T n at p 0 . For every place v ∈ Σ not equal to p, we let I v denote the inertia subgroup of the fixed decomposition group at v.
Then we assume that T Iv n,p0 is a flat A 
where F ± D i are rank one (ϕ, Γ)-modules, then we set
rig,Qp⊗ A associated to the representation M , where A = O(V 1 )⊗O(V 2 ). As in section 6.2, assuming V 1 and V 2 are small enough we have two possible triangulations for
rig (M ) differing only by the middle term in the filtration.
Let x = (k 1 , k 2 , j) be a classical point in X satisfying 0 ≤ k 2 < k 1 and denote the specialisation of M at x by M x . The Hodge-Tate weights of M x are
We want to define a sheaf that interpolates the classical Bloch-Kato Selmer group; the correct local condition that we will need to take will therefore depend on the range we want to interpolate over. For example
• Suppose that x lies in the geometric range, i.e. one has 0 ≤ j ≤ min{k 1 , k 2 }. Then one can take the local condition at p to be the cohomology of F +o + F o+ . Indeed, this specialises to a Panchishkin submodule at x. • Suppose that x lies in the critical range, i.e. one has k 2 + 1 ≤ j ≤ k 1 . Then one can take the local condition at p to be the cohomology of F +o .
In this paper we are interested in interpolating in the critical range, since it is precisely the range where the p-adic L-function interpolates (critical) values of the global L-function. We denote by D † rig (M ) the family of (ϕ, Γ)-modules over
. This comes equipped with the triangulations
is the family of (ϕ, Γ)-modules satisfying
rig (M )(−κ n ) where (−κ n ) denotes the twist by the inverse of the universal character of W n .
We consider the following set of local conditions ∆ = {∆ v } v∈Σ where • For v = p, ∆ v is the unramified condition, i.e. ∆ v is the complex
• For v = p we take ∆ p to be the Panchishkin local condition given by
where (1) For each n ≥ 0, A n is a flat A ∞ -module and the natural map
is an isomorphism, where R Γ f (G Σ , M n ) denotes the Selmer complex associated to M n = Γ(Y n , M ) with unramified local conditions at v = p and the Panchishkin condition C
Iv is an isomorphism and hence we have an isomorphism
is the Selmer complex associated to M x with unramified local conditions away from p and the Panchishkin condition C
) at p (compare with the definition in section 7.2).
We will prove this theorem in the next section. Combining this with Theorem 7.3.1, we obtain the following corollary.
Corollary 8.2.3. Let f and g be two modular forms as in section 1.1 and let F and G be Coleman families over V 1 and V 2 passing through p-stabilisations of f and g respectively. Let M denote the cyclotomic deformation of M (F ) * ⊗ M (G) * as above, and let S = H 2 f (Q, M ) denote the coherent sheaf obtained as the second cohomology group of the Selmer complex attached to M . 15 We have defined the local conditions in terms of O U -modules, but this is equivalent to specifying local conditions in terms of coadmissible modules by [Pot13, Theorem 1.13] and the discussion preceeding it.
8.3. Proof of Theorem 8.2.2. We start by proving the following lemma.
Lemma 8.3.1. Suppose that V 1 and V 2 are small enough so that T Iv n is a flat A • n -module, and suppose that the "minimally ramified" hypothesis is satisfied. Then for any maximal ideal m in A n , the natural map
Iv is an isomorphism.
Proof. As explained previously (see Lemma 8.1.2 following the "minimally ramified" assumption), the result is invariant under twisting in the third variable, so we may assume that we're working over the space
Shrinking V 1 and V 2 if necessary, we may assume that V is an irreducible affinoid space over E. Let R denote its global sections -this is an integral domain. Let I = I v be an inertia group and set M = M (F ) * ⊗ M (G) * , thought of as a representation over R. It is enough to prove that the natural map
is an isomorphism, for all maximal ideals m of R. Let | · | E denote the norm on E (normalised so that |p| E = 1/p) and for any finite field extension E ′ of E, let | · | E ′ denote the unique norm on E ′ extending | · | E . Since R is a reduced affinoid algebra it comes with a Banach norm given by ||f || := sup m |f mod m| k(m) where k(m) denotes the residue field of m.
Let R • denote the unit ball inside R and from now on E ′ will denote the residue field of a maximal ideal m inside R. If R → E ′ is the continuous surjective homomorphism corresponding to m then, by the description of || · || above, we see that R
• is mapped into the unit ball
We also let m 0 denote the maximal ideal corresponding to the point (k, k ′ , 0), and let Take T ⊂ M to be a Galois stable R • -lattice (which exists by compactness). The representation T /pT ⊗ O E ′ is a Galois stable lattice inside M/mM and the "mod p representation" attached to M/mM is
where ss stands for semi-simplification. Since the "mod p representation" for a Coleman family is constant, we have
Now consider the short exact sequence
Taking inertia invariants and using the fact that (nT ) I = nT I , we see that
Similarly we have two more injective maps
The map in (8.3.2) factors as (8.3.3) modulo J followed by (8.3.4), i.e. it factors as
and the first map is injective. We then have
and we obtain the following sequence of inequalities:
All of these inequalities become equalities when n = n 0 by the "minimially ramified" assumption. Now we use the fact that T I is a flat R • -module. In particular, the localisation (T I ) n is free and so
where K denotes the fraction field of R • (recall that R • is an integral domain). Hence the quantity dim R • /n T I /n is constant and so all inequalities in (8.3.5) become equalities, for general n. This implies that the map
is an isomorphism. Consider the exact sequence
where W is a finitely generated R • /p-module. Then we have W/JW = 0, which implies that W [ 1 ̟ ] = 0. Indeed, W is a finitely generated O E -module and ̟ ∈ J. Since inverting ̟ commutes with taking inertia invariants, we localise the above sequence and we see that the natural map
is an isomorphism, as required.
We are now in a position to prove Theorem 8.2.2.
Proof of Theorem 8.2.2. It is clear from the definition of A n as the global sections of Y n that A n is a flat A ∞ -module. So for the first part we need to check that taking cohomology and constructing the local conditions both commute with − ⊗ A∞ A n . By part 2 in Lemma 8.1.1 and finiteness, we have
Iv is a family of representations over X of the group G v /I v and, after shrinking V 1 and V 2 , we can assume that M Iv is a flat family, in the sense that
, so in fact (by the same proof) the conclusion in part 2 of Lemma 8.1.1 holds for G v /I v and M Iv in place of G v and M , i.e.
Again by finiteness this implies that
To complete the proof of part 1, we just need to check that the local condition at p commutes with base change to A n . By [Pot13, Theorem 2.5], the Herr complex C
• of coadmissible A ∞ -modules. Since A n is a flat A ∞ -module we have
. By finiteness of cohomology, this implies that the natural map
is an isomorphism. Let x be an E ′ -valued point in Y n . We now restrict ourselves to the setting where we have a representation M n over A n which comes from a A • n -lattice T n ⊂ M n . Shrinking V 1 and V 2 if necessary, we can assume that T Iv n is a flat A • n -module for all v ∈ Σ not equal to p. Furthermore, by Lemma 8.3.1, specialisation at x commutes with taking inertia invariants. The result then follows from [Pot13, §3.4] (see in particular equation (3.3) ).
Appendix A. Justification of hypotheses
In this appendix we give justifications for the hypotheses made throughout the paper.
A.1. The "Big Image" hypothesis. Let f and g be normalised new cuspidal eigenforms of levels Γ 1 (N 1 ) and Γ 1 (N 2 ), weights k + 2, k ′ + 2 and characters ε f and ε g respectively. Let L f and L g be the coefficient fields of f and g. Assume that f and g are not of CM type and that f is not a Galois twist of g, i.e. there doesn't exist an embedding γ : L f → C and a Dirichlet character χ such that f γ = g ⊗ χ. Let V be a p-adic representation of G Q with coefficients in a finite extension E of Q p . Recall the "Big Image" hypothesis from section 7.3: (BI) There exists an element σ ∈ Gal(Q/Q(µ p ∞ )) such that V /(σ − 1)V is one-dimensional (over E).
Let p be a prime in the compositum L = L f L g and consider the representation V = M Lp (f ) * ⊗ M Lp (g) * . Then it is shown in [Loe17] that for all but finitely many primes p, the "Big Image" hypothesis holds for the representation V . Let p be such a prime (lying above a prime p ≥ 7 say) and suppose that we have a Coleman family F defined over V 1 passing through a p-stabilisation of f . Then it is not immediately obvious whether we can shrink V 1 such that the "Big Image" hypothesis holds for the representation
for all specialisations k 1 ∈ V 1 , even if we were to restrict k 1 to just classical weights. In this section we show that this is indeed possible by using the fact that the mod p reduction of the above representation is constant, for V 1 small enough.
Lemma A.1.1. Let G be a profinite group, let ρ : G → GL n (O E ) be a continuous representation, and let ρ : G → GL n (k E ) be the corresponding residual representation. Suppose there exists g 0 ∈ G so thatρ(g 0 ) has eigenvalue 1 with multiplicity one. Then there exists g ∈ G such that ρ(g) has eigenvalue 1 with multiplicity one.
Proof. Take g = lim n→∞ (g 0 ) p n! . Indeed, to show this sequence converges in G it is enough to show that its image in any finite quotient of G is eventually constant, and this is a routine check. Furthermore, the eigenvalues of ρ(g) are the Teichmüller lifts of the eigenvalues ofρ(g 0 ), so 1 is an eigenvalue for ρ(g) with multiplicity one.
In particular, the above lemma can be applied to the tensor product of a pair of Galois representations whose residual representations are "good" in the following sense. × , where N is the lowest common multiple of N 1 and N 2 .
• There exists an element u ∈ (Z/N Z) × such that the group {(σ 1 (g), σ 2 (g)) ∈ GL 2 (F p ) × GL 2 (F p ) : g ∈ G Q(µ p ∞ ) } contains the subgroup generated by SL 2 (F p ) × SL 2 (F p ) and the element 1 0 0 χ 1 (u) , 1 0 0 χ 2 (u) .
If we want to specify the element u we also call (σ 1 , σ 2 , u) good.
Lemma A.1.3. Assume p ≥ 7 and let E be a finite extension of Q p . Let ρ 1 , ρ 2 : G Q → GL 2 (O E ) be two p-adic representations, and letρ 1 ,ρ 2 denote the corresponding residual representations. If there exists an element u ∈ (Z/N Z) × such that (ρ 1 ,ρ 2 , u) is good and χ 1 (u)χ 2 (u) = 1, then ρ 1 ⊗ E ρ 2 satisfies condition (BI).
Proof. Since p ≥ 7, there exists x ∈ F × p such that x −2 χ 1 (u) and x 2 χ 2 (u) are different from 1. Since (ρ 1 ,ρ 2 , u) is a good triple, there exists an element g 0 ∈ G Q(µ p ∞ ) such that ρ 1 (g 0 ) = x 0 0 x −1 χ 1 (u) ρ 2 (g 0 ) = x −1 0 0 xχ 2 (u) .
The eigenvalues ofρ 1 (g 0 )⊗ρ 2 (g 0 ) are {1, x −2 χ 1 (u), x 2 χ 2 (u), χ 1 (u)χ 2 (u)}, so the eigenvalue 1 has multiplicity one and we may apply Lemma A.1.1.
A.1.1. Examples of good triples (σ 1 , σ 2 , u). Returning to the situation at the start of section A.1, let p be a prime of the compositum L = L f L g lying above a prime p ≥ 7. We have Galois representations
which satisfy det •ρ * f,p = ε G (g), for all g ∈ G Q(µ p ∞ ) . In particular, we can shrink V 1 and V 2 so that ε F k 1 = ε f and ε G k 2 = ε g for all specialisations x = (k 1 , k 2 ) ∈ V 1 × V 2 .
Then, assuming ε f (u)ε g (u) ≡ 1 modulo p, by Lemma A.1.3 we have that the (BI) condition holds for the representation M x for any specialisation at x ∈ V 1 × V 2 .
A.2. The "flatness of inertia" and "minimally ramified" hypotheses. An example of a pair of modular forms f and g that satisfy the "flatness of inertia" and "minimally ramified" hypotheses are as follows. Let ℓ 1 and ℓ 2 be two distinct primes ≥ 7 both different from p, and let f and g be two normalised cuspidal new eigenforms of levels Γ 1 (ℓ 1 ) and Γ 1 (ℓ 2 ), weights k + 2 and k ′ + 2, and characters ε f = ε 1 and ε g = ε 2 respectively. Suppose that ε 1 and ε 2 are both non-trivial modulo p. Let E be a p-adic field containing a n (f ), a n (g) and the images of ε 1 and ε 2 , and suppose that a ℓ1 (f ) and a ℓ2 (g) are both non-zero.
Let ρ 1 and ρ 2 denote the restriction of M E (f ) and M E (g) to the inertia group at ℓ 1 and ℓ 2 respectively. By [LW12, §5] , the local components at ℓ i of the automorphic representations associated to f and g are prinicipal series representations; therefore by the local Langlands correspondence (and local-global compatibility) we have
where 1 is the trivial character. Let F and G be Coleman families over V 1 and V 2 passing through p-stabilisations of f and g respectively. Let M denote the representation M V1 (F ) * ⊗ M V2 (G) * and let M i denote the restriction of M to the inertia group I ℓi .
Since inertial types are locally constant, we can shrink V 1 and V 2 so that for every classical weight k = (k 1 , k 2 ) ∈ V 1 × V 2 the specialisation of M satisfies M i,k ∼ = 1 ⊕ 1 ⊕ ε i ⊕ ε i for i = 1, 2. It is not hard to see that the action of I ℓi on M factors through a finite quotient isomorphic to (Z/ℓ i Z) × (it is true on a Zariski dense subset) and that M i must decompose as
Indeed the action factors though a finite group and we can define idempotents corresponding to each direct summand. Taking Σ = {ℓ 1 , ℓ 2 , p, ∞} we see that the "flatness of inertia" and "minimally ramified" hypotheses hold for f and g (provided that V 1 and V 2 are small enough). A similar argument can be applied if either (or both) of ε i are trivial, except now the local component can be an unramified twist of the Steinberg representation and the action of inertia factors through a (not necessarily finite) abelian quotient. However we are primarily interested in the case ε 1 · ε 2 = 1 anyway, otherwise the "Big Image" hypothesis would not hold for the representation M E (f ) * ⊗ M E (g) * .
