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Abstract
This dissertation covers the modeling of epidemics in populations that contain multiple groups that also
includes interaction between subgroups. The main techniques employed are thresholds for both the deter-
ministic and the stochastic system through an approximating multi-type branching process. We formulate
a continuous time Markov Chain that corresponds to each deterministic system studied. The main idea will
be to study the spectral radius of the next generation matrix with regards to crossing of a critical threshold
(corresponding to stability) with regards to the parameter γ, which measures the amount of interaction
between each of the groups.
We include numerical approximations of the ordinary differential equation (ODE). We also derive how
the continuous time is an actual approximation through the theory of Darling and Norris. We further
give examples of comparing all three: spectral data, the actual ODE numerical results, and the stochastic
approximation. We further study how modifying the parameters modifies the properties of the model.
Multiple examples for each model are given in both the paper and the end material.
We also discuss how the graph structure modifies the ability of an epidemic to spread.
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Chapter 1
Introduction to Epidemiology
1.1 Epidemiology
Mathematics has always had a close connection with the physical sciences. Only more recently has mathe-
matical tools been brought to the life sciences. One particular area that biology and mathematicians have
been working together on is the study of the spread of diseases. These models are of particular importance
in developing worlds where infectious disease are prevalent.
Epidemiology is the branch of science that investigates factors of disease and disorder [49]. Research in
the field helps one to understand how many people are sick, how the numbers change, and how the illness
alters the economy [49]. Many different ways of collecting data in the field are available. One may collect
epidemic data through questionnaires and surveys. Another method to collect data is to gather anonymous
medical records from clinics. Finally, one may also use census information [48].
According to the Center for Disease Control and Prevention (CDC) [15] , epidemiology is “the method
used to find the causes of health outcomes and diseases in populations.” Epidemiology is not only a scientific
field of endeavor, but also a systematic and data driven field as well [48]. One uses patterns of distribution,
causes and risk factors to study how populations at various levels are impacted by health issues [15, 56]. For
instance, the different types of populations studied include neighborhoods, schools, states, local, country,
county, and global scales [15, 56]. Many different types of issues are explored. For instance, environmental
exposures, infectious diseases, injuries, non-infectious diseases, and natural disasters [15, 48]. Environmental
studies are another avenue that is explored by the CDC [15]. The CDC mentions that air pollutants causing
breathing issues [15]. Furthermore, they point out we could also notice older buildings have certain chemicals
in their walls that could lead to the development of disease [15].
The CDC lists at the level of infectious disease, one has food-borne illness, influenza, common cold,
sexually transmitted diseases, dengue fever, bacterial infections and pneumonia [15]. There are also injuries
that can be documented [15]. Epidemiology experts at the CDC also study violence patterns [15]. Lastly,
one may also study natural events such as hurricanes, typhoons, tidal waves, earthquakes, and tornadoes
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and the public health problems that they represent [15].
The definition of an illness may change over time [49]. This makes it hard to compare historical data
to present day data. The National Institutes of Health (NIH) points out that even two people in the same
field may have a different working definition of a certain illness. The key terms in the field according to the
National Institute of Health (NIH) are incidence, prevalence, cost, burden, and the disability adjusted life
year. The incidence is the number of new cases of a disease in a population over a given time. The prevalence
is the number of existing cases of a disease in a population in a given time. The cost is all the physical
costs associated with medical care and costs that are not as easy to measure such as the work related and
educational costs. There are both the physical costs and the hidden costs. The burden of the disease is
defined to be the significance that a disease has on a society. It can be measured in the years of life lost to
the ill health from the disease. The disability adjusted life year is a measure of the health of a population.
It represents one lost year of healthy life and is used to perform estimates of the current population health
compared to a healthy society without the disease [49].
Epidemiology is also a branch of a more general field of study referred to as Public Health [44]. Public
health combines science and data to the prevention of disease and to the improvement of health of a society
[44, 49]. The field combines probability, analysis, statistics, and mathematical research methods [51]. At one
level, those in the field must develop and test hypotheses and conjectures relating to the onset and prevention
of disease [44, 49, 15]. At another level, epidemiologists must also promote and protect society from various
illnesses and instill in the mind a view toward health based upon scientific and logical reasoning [44, 51].
One needs to understand how to use common sense measures such as proper sanitation. Some illnesses are
associated with different groups of people so that age, race, sex, marital status and factors also become
of significant importance [48, 39, 15, 49]. Furthermore, we need to understand how geography affects an
epidemic [60]. We need to know whether there are differences between an urban society and an agricultural
society would affect an epidemic. For instance, how would a disease spread in say Chicago versus a third
world country [60]. People, place, time, and personal characteristics are of ample importance in the study of
epidemiology. We need to know when does a disease occur such as annual versus seasonal. Perhaps it does
not occur regularly, but more sporadically. The difference between a week, day, minute and an hour may be
of great significance in two different diseases [60, 15].
One of the most important ideas in epidemiology is to find the underlying causes of disease [44]. Many
research goals are to the pursuit of causes. One tries to find what influence the risk of illness [44]. This
allows public health workers to take appropriate action to prevent disease spread [49, 15]. Notice that it
is not always possible to directly identify cause and effect between exposure and illness [44]. Sometimes
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there is an outside factor that has not been account for in the study [35]. Although sometimes action are
still taken even though we do not have exact causal information [35]. For instance when proper sanitation
techniques were first identified such actions were taken without knowing why cleanliness prevented infection
[12].
Another key quantity is an assessment of the overall health. Policy must be appropriated by health
officials that is designed to inquire into the health of a population [49, 15]. Important to know are what
services are available, whether the services are accessible, the effectiveness of the measures, and how to
improve the given situation [49, 15, 64]. Not only are these of tantamount importance, but also the overall
extend of the health issues [12, 49]. Experts need to be able to pinpoint the areas of importance and who
is at risk [12]. We also need to know whether the issues are getting better or worse over time [12, 15, 49].
Those in charge of resources need to know what materials and services are available [15, 49].
Notice as well that individual decisions make a big difference as well. One example would be to find out
whether taking the bus to ones job affects overall health versus walking or bicycling to their job. Another
example is the affects of smoking on health [15]. Another example would be taking the stairs versus the
escalator and the overall changes in health that result. Epidemiologists have studied these questions and
many more such as how affective various forms of birth control are [44]. It was epidemiologists who first
documented the negative affects of smoking on the individual [44]. As we can see the study of epidemics is
much more than just the study of how something such as the influenza impacts a society, but also goes to
incredible distances to see how various “illness” spread in a society [44].
Bill Gates once said that “Of all the things that could kill more than 10 million people around the world,
the most likely is an epidemic stemming from either natural causes or bioterrorism.” [27]. Experts such as
Mark Woolhouse fear that eventually a highly infectious illness will cause worldwide problems [64]. Experts
predict that the supply of medical commodities will be not be able to handle the required supply leading to
a need to create tools to prevent the impending destruction of such an epidemic [27]. Furthermore, experts
point out that the costs could be trillions [53]. We know that the great pandemic of 1918 infected much of
the world and led to 50 million deaths [50]. Gerson, a Presidential advisor, mentions the AIDS epidemic does
not spread rapidly, but AIDS has killed 40 million people as of 2015 [27]. Gerson also points out one of the
problems with such a crisis is that many individuals resist normal preventive measures [27]. For instance he
mentions the healers in Guinea still resist proper treatment of Ebola leading to worsened conditions [67, 27].
Also notice that Ebola is spread by contact of bodily fluids who people that demonstrate symptomatic effects
[67]. Hence, they are mostly putting the health workers, family, and caregivers at a chance of becoming ill.
The biggest fear is that the next epidemic will be airborne [1]. For instance, airplanes would be a great
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risk for spreading disease in such a scenario [1, 27]. Experts argue this would make any mass transport as
a vehicle of mass transmission [62]. It would lead to global shutdown as all travel would by necessity need
to be shut down [1, 62, 27]. The disease would spread to vast regions of the earth and quickly because of
our global dependence on travel [1, 62, 27]. The question that scientists and the average citizen alike have
in mind becomes: “what if we had a pandemic as strong as the influenza of 1918 or worse?” We would
also need to monitor the situation in each country. Laboratories exist in many different areas and each have
different levels of biosafety [49]. This is where training from various health societies comes into play. We
need organizations such as the NIH and CDC to provide the resources and train the individuals. These
organizations require funding to provide these resources. When one talks about surveying a disease having
organizations to collect data such as the NIH and CDC are helpful for learning about the disease. Experts
points out that we just do not have the current resources to pinpoint exactly where and how to treat a
disease [27]. As we can see, funding such organizations is one way to increase our preparedness for a massive
pandemic.
Before moving to the history of epidemics, it is important to note that mathematics is vital to the study of
epidemics [61]. Epidemics provides one context for the importance of teaching mathematics and science [61].
Dr. Laura Temime examines how epidemics combines medicine, statistics, psychology, social, and genetic
factors. At the level of mathematics, this goes back to the model of Kermack and McKendrick. Recently,
mathematics has played an ever increasing role in the study of epidemics. For instance, mathematics has been
used to model and study HIV [2], influenza [65], and hospital based resistant infections[18]. The perception
of such models varies based on the individual and the setting [17]. The mathematical models have gained
acceptance over the years, but are still judged in a negative light by some experts [17]. In fact, Temime
[61] provides one of the first studies that looks at mathematical models and the perception of such models.
Dr. Laura Temime looks at comparing mathematical models and antibiotic resistance research. She notes
that the topic of antibiotic resistance has been analyzed in terms of treatment protocols for prevention and
assessment of control strategies in hospitals. Furthermore, she points out that antibiotic resistance is a major
topic in public health for all developed countries that has yet to reach its most significant impact on society.
In the study, she provides an analysis of 60 articles about the modeling of antibiotic resistance. They found
that articles about mathematical models is not only of interest to mathematicians and epidemiologists. The
articles also ventured into biology and medical journals. The number of such articles has increased in recent
years [61].
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1.2 Historical Epidemics
One epidemic of recent interest was the Ebola outbreak that occurred in 2014 [29]. Goldin points out
the Ebola outbreak provides an example of how global travel and interconnection have changed the world.
Infection has occurred not only in Africa, but also in places as far away as the United States and European
countries [29]. Climate change is also of paramount importance to the spread of disease as the worsening
effects of climate change will make potentially more potent epidemics [54]. One of the problems as mentioned
earlier is that resources are needed for their to be global managing of disease spread. We just do not have the
proper tools and resources in place for an emerging outbreak. Goldin documents how lately the support for
the World Health Organization has declined [29]. This stands in stark contrast to the fact that the world has
become ever more connected. Given the devastation that would emerge not only physically but economically,
it is of paramount importance that we are prepared for emerging disease spread [29, 54]. He argues that the
greatest potential threat for the human race is not necessarily diabetes, heart disease and related factors,
but the potential for pandemic disease [29]. While it is true that we were able to overcome the recent H1N1
and H5N1 epidemics, he points out that this does not mean that we can easily solve every epidemic we
encounter as the Ebola example provides [29]. One of the more alarming things about such diseases is that
we have no viable vaccine or such a vaccine will take much time to produce [12]. The incubation period for
Ebola (the amount of time between infection and symptoms) is 2 days [67]. This means that a person could
have traveled without even knowing that they had such an illness. Currently the worst epidemics have been
starting in areas that lack the resources to fight such a disease[67]. For instance, many have begun in third
world nations [67].
Countries that were ravaged by Ebola have seen up to 25 percent of their resources spent on combating
the epidemic [29]. Goldin also argues that the devastation has further reduced funding because the economies
themselves are reduced leading to less tax revenue. The quarantines and school closures furthermore made
the picture bleak by taking away even more resources [29, 67]. As a result, food prices have gone up and
malnutrition has increased too [29]. Given that major economic countries are part of an interconnected
whole we see that a devastating outbreak in a small third world country can be important to even our own
economy.
One thing that helps contain the Ebola virus is that it is spread by direct contact and not by breathing
air [67].Transmission requires direct contact with blood, organs, or bodily fluids [?]. Even in a disease such
as Ebola, preventive measures in such a situation should be reinforced [67]. For instance, minimal contact
should be made between passengers during such a pandemic and increased sanitary measures such as frequent
hand washing are recommended [67]. Furthermore, in the case of Ebola, the World Health Organization
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(WHO) points out that the person feels sufficiently sick that they will be unlikely to travel [67]. The
infections in the case of Ebola are occurring in small regions among friends and family members [67]. Many
control measures should be enacted in these small communities. Furthermore, extra time, precaution and
prevention must take place in clinics and hospitals [67]. For instance, many cases of Ebola were because of
insufficient measures with regards to contact between patient and worker [68, 67]. The symptoms of Ebola
include fever, weakness, headache, and sore throat [68, 67]. Usually, followed by vomiting, diarrhea, rash,
and bleeding [68, 67]. Ebola can be contained by restricting those that potentially have the disease from
travel [67]. This demonstrates that not all illnesses would require world travel to be shut down or mass
quarantines to take place. Sometimes, only certain individuals should be prevented from traveling.
As Worby[65] mentions, different age groups can be important to the study of an epidemic. In particular,
Worby mentions in 2012 there was an outbreak of pertussis. In Worby’s article there were age groups divided
into multiple sets of ages. The worst were 11–12, 13–14, and 8–10. In particular, the 8–14 age group presented
the greatest depletion of susceptible. Whooping cough made a return in 2012 with the highest numbers seen
in fifty years [65]. In Worby, they studied how different age groups encountered different rates of infections
occurring. Pertussis in adults is usually mild, but it can be fatal in young children and infants [65]. In fact,
Worby mentions that recently it has been recommended that adolescents receive a booster vaccination since
there are increased rates of infection among certain age groups and high prevalence with 8–14 year olds.
Another illness where multiple groups is important is influenza [66]. In order to properly treat and
prevent influenza outbreaks, the age structure becomes important [66]. With influenza type A, it was found
that children aged 5–17 were the highest risk of starting an outbreak [66]. In a type B outbreak of influenza,
in 2012, adults age 18–49 and those under 4 years old had the highest relate risk of causing an outbreak
[66]. This would allow for them to modify their systems to allow for vaccination that specifically target
different age groups. For instance, one could focus on those 5–17 years old. After simulating such a system
with multiple groups, Worby et. al, found that such measures may contribute to reducing the outbreak of
a disease [65].
As for influenza epidemics, of particular note, are the epidemics of 1918, 1957, and 1968 [41]. The origin
of the three strains of influenza were Spain, Asia, and Hong Kong [41, 71]. They were each type A influenza
[71, 41]. One was H1N1, one was H2N2, and the remaining was H3N2 [41]. The 1957 and 1968 epidemics
showed major differences in the antigens of the strains prior to the epidemic strain [41]. The most significant
infection outbreak was with the 1918 pandemic [24]. It was known for its virulent nature [50]. Many patients
experienced 3 to 5 days of fever and were shortly thereafter completely recovered [41]. Although, this was at
a moment in history, when bacterial super infections associated with viruses led to death [41]. For instance,
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it was common in measles outbreaks [57]. There were also many significant mortality cases that could not
be documented to a secondary bacterial infection [57, 41]. The 1957 pandemic started with a reported
250,000 cases in Hong Kong [41]. It was known that the 1957 pandemic that women in the third trimester
of pregnancy were extremely susceptible to this particular influenza strain [41]/
Figure 1.1: The 1918 flu pandemic. Graph from [50].
As we can see from the included graph, the 1918 flu pandemic caused a significant increase in the amount
of deaths in 1918. Notice that the disease caused significant mortality in October 1918. Notice that there
were multiple nations all experiencing a sharp increase in the number of deaths per week. Notice also that
the New York, Paris, and Berlin nearly coincided with each other with New York’s being the worst. Also,
notice that London was slightly later in the arrival compared to the Paris, New York, and Berlin. We also
notice that in early 1919 that London experienced another sharp increase in annual deaths. The last week
of February and early March were particularly noticeable with a significant increase in deaths.
Notice that influenza cases varies between different age groups. Notice that in seasonal flu that the worst
cases are usually seen in those over age 65. Notice that in the 2009 H1N1 influenza that the over 65 group
was not the most significant. The most significantly infected were the 18-29 group and the 30-49 group. As
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Figure 1.2: The 2009 H1N1 pandemic. Data from[24].
we can see the 2009 influenza was unique in its ability to infect younger individuals. Typically influenza
exhibits much smaller rates in the 5-9 and 10-17 group as can be seen above, whereas in the 2009 pandemic
the 5-9 age group was as bad as the 30-49 age group was in the seasonal flu. This provides substantial
evidence that different age groups impacts different distributions of disease. We can clearly see which groups
to target for treatment based on analysis each epidemic. For instance, typically you would want to vaccinate
the 65 and over as a top priority. In the 2009 pandemic, you would want to vaccinate a large amount of
the younger individuals. This indicates that adding group dynamics is an important aspect of modeling an
epidemic [24].
The 1957 influenza has been studied to document how school closures affect the spread of an epidemic [71].
The basic reproduction has been estimated at 1.8 for this influenza in particular [71]. Around 60 percent of
those infected actually experienced symptoms [71, 42]. In past studies, it has been shown that school closures
for epidemics with basic reproduction numbers has reduced an epidemic by around 10 percent [71, 42]. For
instance, an R0 of about 3 would be a typical example in this case. If the number is around 1.8, then
perhaps as much as 20 percent could be prevented [71]. This in particular indicates the importance of contact
patterns and why graph theoretical computations are important to the study of disease spread. Furthermore,
it also indicates that certain subsets have different rates of contact and different sets of parameters. Thus,
further demonstrating the need for models that go beyond just 1 level of interaction. The 1957 pandemic
further demonstrated that it takes time to isolate the antiviral and to produce the vaccine [42]. The WHO
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recommends that countries consider closing schools during a global pandemic [67]. For making the decision
to close a school, the main factor to consider is contact patterns [71].
In fact, the contact patterns in this particular study amount to using groups based on individual ages.
Furthermore, a number of different infection parameters were calculated and the next generation method
was then used to calculate the basic reproduction number. We will shortly see what these techniques imply
and what exactly the next generation method means.
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Figure 1.3: The 1957 Pandemic. Data from[71].
The 1957 pandemic graph shows that control measures are only appropriate for epidemics with R0
relatively small. For instance, we notice that at R0 = 1.8 there is a significant reduction of the spread of
disease whereas in the R0 = 3.5 case we see incredibly small reductions in the disease incidence (the rate of
frequency of the disease). Also notice that increasing the size of the control measure also further prevents
the spread of illness. Yet, looking at the R0 = 3.5 we see that even the 75 percent control measure has a
much smaller impact than when the reproduction number was 1.8.
Pandemic influenza has appeared for around at least hundreds of years [71, 24, 11]. Each having its own
genetic structures [45, 71]. Morens points out that before the 1930s the data is sparse and is not necessarily
accurate [45]. It is believed that many epidemics throughout history may have been influenza [45]. As
an example, the Assyrian epidemic of 713 BC that affected nearly 200000 was thought to be an influenza
epidemic [30]. Even centuries ago, it was noted that influenzas were directly impacted by geography and
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travel [30, 45]. Throughout history, influenza has been particular deadly for elderly, ill, young children, and
pregnant women[71, 24]. It is of particular note that many influenza may have originated between contact
and proximity to humans and animals [71]. For instance, it is thought that horses and swine were important
to the emergence of certain variants of the influenza such as H1N1 [71, 24].
Another concern with influenza is that there may be a highly pathogenic H5N1 avian version that may
become transmissible between humans [46]. Studies have been performed that demonstrate that the H5N1
can become genetically modified where it becomes easily transmissible [46, 1]. This has led to a concern with
the actual cost of a pandemic. For instance, it is known that there is a direct connection between the cost
of a pandemic and the severity of a pandemic. In [46] evidence is presented for the increased health costs.
Another is the loss of work through the illness and the mortalities [71, 46]. As we have seen throughout
this introduction, various methods of trying to control the epidemic parameters is important. One needs
to find a way to reduce the infectiousness of a disease. It is important as such to know which is the most
cost effective way to control a pandemic [71, 1, 45, 46]. One study undertaken by Milne was based again
upon dividing into different age groups (seven in particular) [46]. Further the importance of community
settings and graph theoretical ideas became of importance [46]. For instance, the spread of a disease in a
school versus a place of employment [46]. Once in place this model allows for social distance and vaccination
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Figure 1.5: The 1957 Pandemic. Data from[71].
measures to be included [24, 71]. For the 2009 pandemic flu the reproduction number was about 1.2, for the
1957 flu it was about 1.5 to 2 and for the 1918 was around 2 [71, 24]. These are referred to as low, medium,
and high transmission for the influenza epidemics [46]. The study further indicated that based on the these
3 factors different outcomes for the use of antivirals was possible. In cases with higher values of R0 a larger
amount of antivirals is required to properly combat the spread of the disease [46]. Finally, it turned out that
the severity of the disease determined the impact of cost [46]. For instance, a very severe epidemic will have
more costs, but preventive measures will reduce the costs incurred [46, 71, 49]. For instance, the number of
life years saved (the amount of productivity lost over a year compared to the ideal situation) increases [49].
For high severity pandemics the amount of money saved per life year can vary from near 10,000 dollars to
40000 dollars [46]. In this particular study using antivirals, closing schools, and reducing community contact
saved the largest amount of life years [46]. For those epidemics with a high enough severity, this was the
most cost effective strategy [46]. The least effective was only combining school closures with work closures
[46]. By reducing the work force, you are significantly impacting productivity [46]. Those epidemics with
the least severity can lead to even more impressive outcomes that save nearly 200,000 dollars [46].
Measles presents a case for why vaccination is important in diseases that are preventable by vaccination
[16]. In 2015, 189 people in 24 states developed measles. In 2014, there were 667 cases [16]. This occurred in
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spite of the fact that measles was declared eliminated in 2000 in the United States of America [16]. Recently,
for various reasons, many people have resisted vaccination for their children [58]. A majority of those that
were infected recently were not vaccinated [16]. Furthermore, measles is still prevalent in various European
countries and Africa [16, 12, 34]. The disease was contracted from travel by individuals from outside the
country [16]. Once there is a large population of people with many individuals that are not vaccinated, the
disease has a chance for an outbreak [16]. In early 2016, there were a report 2 cases in the United States
[16]. In 2015, the outbreak was a result of measles at an amusement park in California [16]. Patient zero was
never identified, but it is thought that patient zero was infected overseas and then went to the amusement
park [16]. The actual viral strain was connected to a measles outbreak that was in the Philippines in 2014
[16]. In 2014, the measles case was among an Amish community [16]/ Again, this outbreak may have been
caused by the Philippines strain [16].
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Figure 1.6: The 2009 simulation of influenza. Data from [39]
Kelso et. al, documented how various age structures experienced different levels of attack rate. He
demonstrated how there is a difference between various age groups and the spread of disease in this simulation
of the 2009 influenza. Notice that the control measures reduced the attack rate. Notice also that case isolation
was the most effective whereas workplace nonattendance was the least effective. Also notice that the highest
attack rates were in the youngest group of ages.
One further factor that divides pandemics into multiple groups is gender [69]. One study looked at
particular how gender affected pandemics [69]. Gender may influence both the exposure patterns, exposure
times, and different contact patterns [69]. The WHO study points out one thing to notice is that in some
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societies males spend more time away from the home than females. Hence, they will be exposed to more
infections [69]. For the female population, the significant infection risk would be at home in this particular
society. For instance, this is implicated in the initial spread of Ebola outbreaks [67, 68]. Another factor is
that caring for the sick in such a society is usually provided for by the women [67, 69]. In an observational
study in Kolkata, India, boys were more likely than girls to received treatment for illness and at a sooner
time [11]. There are also biological factors that influence the spread of a disease between the two genders
[12]. There can be differences for instance in immune response [12]. The major difference from a biological
perspective during adulthood is that pregnancy is known to change the immune system change [12, 69, 11].
One commonality is that both genders are likely to receive vaccinations in nearly all societies except for
some areas of southern Asia [11]. Measles is an infection in which females and males have similar rates
of incidence and exposure, but the infection is usually more severe for females [69, 34]. Malnutrition is
common in some areas of the world [12]. This leads to differences in susceptibility to infection and can
change the rates between males and females [67]. For instance, if the females in the society are less likely to
suffer from malnutrition, they will be able to resist becoming infected. It has been observed that nutrition
is relatively worse for males than for females overall and in particular in a number of African countries
[43]. As for diarrhoeal infections, incidence is higher in males, and death rates were higher for females
[69]. In pneumonia, mortality was higher for males and only small differences are observed with regards to
infectiousness [69]. Dengue fever is more likely to spread between girls than boys [69]. With measles, it has
been observed that females have even more severe infections when it is contracted from a male as opposed
to another female [69].
The leading causes of mortality vary based on income in the world. For instance, in some countries
the leading causes of death are heart disease and cancer. In other countries, the leading causes of death
are infections. For instance, in low income countries, the leading causes of death are lower respirartory
infections, HIV/AIDS, diarrhoeal diseases, strokes, heart disease, malaria, and birth complications [70].
1.3 Compartmental Models
The models we study involve compartments. Compartments divide the population into classes. Let’s take
a look at a model that involves the classes S, I, R. The SIR model involves susceptible individuals denoted
S, infected individuals denoted I, and cured (or removed by death) individuals denoted R. The terminology
S(t) denotes that there are S(t) many susceptible individuals at a time t.
The reason for studying compartmental models is that it allows one to abstract the study of disease
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Figure 1.7: Leading Causes of Death in the World. Data from [70]
into various classes of illness [34]. For instance, one may ignore extraneous factors such as the genetics of
the infection and instead only focus on discrete units of illness such as the number of people that are sick,
the number of people that can get sick, and the number of people that are either no longer sick or have
succumb to the illness [34]. The compartmental model allows one to use mathematics to study a disease.
Various assumptions may then be made on the interactions of the elements, and then a mathematical model
can be developed using either differential equations or stochastic settings such as studied using the Gillespie
algorithm.[34]. We can then study quantities of importance from this model. For instance, we can determine
how many people will become infected, susceptible, or recovered. Further, one can determine how long the
disease takes to spread.
The SIR model originally developed by Kermack and McKendrick is the following:
dS
dt
= −βSI
dI
dt
= βSI − γI
dR
dt
= γI
(1.1)
In this model, we have a flow from susceptible to infected to recovered. Note that there is no exit or entry
from the population. The population size is held constant. We also assume that the members are aggregating
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in a homogeneous manner.
In this simple SIR model there is no periodic solution. The susceptible population monotonically de-
creases, the recovered monotonically increase, and the infected increase, reach a plateau, and decrease.
Recently, there has been an extension of this model by adding in multiple patches. In particular, van den
Driessche has looked in detail at thresholds in epidemics. Various models have been studied with regards
to R0 the reproduction number which represents a crucial threshold in whether there is an epidemic or not.
The quantity is the expected number of secondary infections arising from one infectious individual entering
into a completely susceptible population [34]. Using matrix theory, they have shown a link between the
threshold R0 and the stability of the dynamical system associated with the models. See the appendix for
more details on this process.) In particular, they have produced a method of studying the Jacobian of the
differential equations that focuses only on the infection groups instead of focusing on all the compartments.
We start with a system of differential equations. We can then demonstrate that if R0 < 1, then the disease
free equilibrium is stable and if R0 > 1, then the disease free equilibrium is unstable. (The meaning of R0
will be introduced in the following paragraphs.) This allows us to have a threshold for whether an epidemic
occurs in the deterministic model. We will first take a look at some simple examples of the deterministic
system. Then, we will look at how adding multiple locations and strains of a disease effects the dynamics.
Later, we will look at how Markov models of disease.
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The threshold parameter R0 has been defined in different ways in the literature. As mentioned above,
the threshold that occurs at 1 determines whether a disease can infect the population at significant levels.
In the literature, Diekmann defines R0 in terms of the spectral radius of a matrix (next generation matrix).
In particular, we need to know the eigenvalues of the Jacobian matrix.
Following Chavez we formulate the following example.
Suppose we have the system
dx
dt
= f(x, y, z)
dy
dt
= g(x, y, z)
dz
dt
= h(x, y, z)
where the vectors x, y, z are in Rm, Rn, and Rp respectively. With the condition that if there are
no infectious individuals than the disease cannot be spread, ie h(x, 0, 0) = 0. The x components repre-
sent susceptible, recovered, and other non-infected individuals. The y components in this example repre-
sent infected individuals that do not spread disease and the z components are disease spreading infected
components. The disease free equilibrium is U0 = (x
∗, 0, 0) Note at the disease free equilibrium we have
f(U0) = 0, g(U0) = 0, h(U0) = 0.
The spectral bound for a matrix is defined as follows. Consider a matrix A with spectrum σ(A), the
spectral bound is the largest real part in the spectrum, i.e. m(A) = sup{Re(λ) : λ ∈ σ(A)}. The spectral
radius is the dominant eigenvalue of the so called next generation matrix. We recall that the spectral radius is
ρ(A) = lim||An||1/n. In the literature, van den Driessche, demonstrated that when you have next generation
matrix FV −1, where F is a non-negative matrix fij ≥ 0, and V is a non-singular M -matrix, then we have
the following correspondence
m(F − V ) < 0 ⇐⇒ ρ(FV −1) < 1
m(F − V ) ≥ 0 ⇐⇒ ρ(FV −1) ≥ 1
Let’s first take a look at the original model of Kendrick and McCormick. The system of ordinary
differential equations is the compartmental model with S susceptible, I infected, and R recovered individuals.
We have the system
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dS
dt
= −βSI/N
dI
dt
= βSI/N − γI
dR
dt
= γI
(1.2)
and the total population isN = S+I+R. Notice that in this model of infectious disease that the dynamics
do not allow for new infection after recovery. There is no reentry into the infected or susceptible class at the
point of recovery. β represents the expected number of susceptible infected by one infectious individual per
unit of time while γ is the recovery rate. Using the terminology of Chavez, we have X = (S,R) and Z = I
with disease free equilibrium given by U0 = (N, 0, 0) We have F = β, V = γ, and so R0 = ρ(FV
−1) = βγ . The
threshold given by the spectral radius agrees with the standard one given in the literature. This threshold
level says that there is an epidemic if R0 > 1. In other words, if β > γ, there will be an epidemic. In fact,
this is what Kermack and McKendrick proved in their 1927 paper.
In Chapter 2, we look at the Perron-Frobenius in applications to proving ideas about the spectral radius.
Sternberg [59] has a technique that allows us to show that the derivatives of the spectral radius r are
increasing. Recall that the Perron-Frobenius applies to irreducible matrices. The Perron-Frobenius theorem
can be applied to our matrices since they contain positive entries. Once we have this result we will be able
to show that the parameters are increasing the largest eigenvalue in absolute value ρ(A).
Definition 1. A matrix A with entries Aij is said to be positive if every entry is positive, i.e., Aij > 0
Definition 2. An irreducible matrix A is one for which every index (i, j) there exists a m such that (Am)ij 6=
0
Theorem 1.3.1. (Perron-Frobenius [10] ) An irreducible positive matrix A with spectral radius ρ(A) = r has
r a eigenvalue.This eigenvalue is called the Perron-Frobenius eigenvalue. The eigenvalue is simple, i.e., the
associated eigenspaces of the left and right eigenvectors are one dimensional. The eigenvalue r has associated
left and right eigenvectors where components, can be chosen positive. Moreover, the only eigenvectors with
all positive components are the ones associated with the eigenvalue r. Furthermore
min
i
∑
j
Aij ≤ r ≤ max
i
∑
j
Aij
One of the short comings of the SIR model is that it does not allow for a distinction of multiple groups.
Furthermore, there is only rate of disease spread. It is known that certain populations for certain illnesses
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are more likely to become infected by a disease. For instance, many seasonal influenza are dependent upon
age group. There are also differences between gender with regards to the spread of disease too. In order
to combat these short comings, in this thesis we will develop the Gamma model that has multiple groups
with different parameters. Furthermore, we will see how interaction between the various groups impacts the
spread of disease as well. Another thing to consider is that travel also affects epidemics as well. As we have
seen, globalization has had a significant impact on pandemics and therefore the simplistic SIR model cannot
account for such notions as important as travel or age structure.
1.4 Format of Chapters and Epidemic Examples
In the following chapters, we will look at how multiple groups can affect the dynamics of disease spread. We
will study two models from both a deterministic and a stochastic point of view. The first model will turn out
to have somewhat limited dynamics. Therefore, we will focus on the second model. After presenting these
two models, we will in particular study the numerical data of the second model. We will study the numerics
of collections of random sets of parameters and what happens when you have 25 random epidemics. We will
see that in fact the models do not vary much in terms of the number of groups that we add. Although, as
we will see, there are particular instances when the 10 group must always be worse than a corresponding 2
group system.
We then studying how multiple levels affects an epidemic. As a specific example we studied the level
system and compared it to a 2 level system. Note that this was provided a specific example and there is
nothing of particular importance in studying 10 levels. Thus, we also included a study of when there are
an arbitrary number of levels as well. We will see that the 10 level system has a larger basic reproduction
number R0 for a particular coarse grained versus a fine grained system. We will select a 2 level system
with given parameters and then pick parameters for the 10 level system that match up exactly for the no
interaction case. Once we have the 2 level system, we are selecting parameters in such a way that the 10
sets of parameters are divided into two sets of parameters. In other words, we average the first 5 infection
parameters so that they equal the first infection parameter and then average the next 5 infection parameters
so that they correspond to the second infection parameter. We do the same for the recovery parameter as
well. Coarse graining is done to average away the fine details of a more fine detailed system. This will allow
us to determine the dynamics at the different scales by averaging away the complications of the 10 level
system. We are essentially removing the degrees of freedom of the eigenvalues.
One further aspect that determines the ability of an epidemic to spread is control structures. We for
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instance might want to restrict travel between certain regions. One way to accomplish this is to the study the
graph theoretical properties.We present a simplified model and study how long it takes various epidemics to
spread on various network structures. For instance, one may want all nodes connected to each other meaning
that everyone comes into contact with everyone. One way to accomplish this task for small number of nodes
is to enumerate every possible dynamic. We present such a method in chapter 5. We then study how long it
takes for all nodes to become infected. One way to be able to easily encapsulate such data for an epidemic
is to use incidence matrix which tells one whether there is a connection between nodes or not. It gives the
detail structure of the graph in a linear algebra setting.
In the appendix, proofs of major results that are not covered in the earlier chapters is included. Further-
more, many examples of the various processes are presented as well. Included, for instance, is examples of
spectral radius computations, the graphs of the number susceptible, infected, and recovered for particular
sets of data, and ideas behind vaccines and quarantines are explained as well.
One question that comes to mind when studying epidemics is why would random processes be important
in such a study. We may want to know why would a stochastic model be important to study. The reason for
studying stochastic models is that when one has smaller population sizes, then chance encounters become
important to the spread of an illness. We will see in this thesis that for instance, this is not as important in
larger populations as the ideas of [20] Darling and Norris indicate that as we increase the population size we
approach the dynamics of the deterministic system. We include multiple analysis of such systems. One such
viewpoint is that presented by Linda Allen which goes back to ideas presented in the early 20th century
about multiple group branching process. Branching process approximations are used to prove results about
systems with small number of initial infected. We will see that for our system there is indeed a relationship
between the threshold for this and the deterministic system. One final point of view is to use the Gillespie
algorithm to actually simulate continuous time Markov Chain versions of the deterministic (ODE) models
presented in the paper. We include such analysis for the second model.
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Chapter 2
Group Epidemics with Interaction
2.1 Introductory Group Model (2 levels)
In this section, we consider a group based epidemics model. We start with an introductory model. This
model is interesting, yet the dynamics are somewhat limited. This is a variant of the SIR model, which is
discussed in the appendix. Initially, we study the system with 2 groups. The two groups are denoted by
(x1, y1, z1) and (x2, y2, z2). The model is defined by a set of 6 differential equations. Notice that there is a
susceptible x1 that comes into contact with two types of infected individuals y1 and y2. The parameter of
infection is α1. The parameter of interaction and spread of infection for a type 1 meeting the type 2 infected
is γ12. Notice that a type 1 susceptible stays as a type 1 whether or not it is infected by a type 1 or a type
2 infected individual. The rate of recovery of an infected type 1 is β1. Similarly, for susceptible and infected
individuals of type 2.
Let us have the following system of equations where the xi represent susceptible, yi represent infected,
and the zi represent the recovered.
dx1
dt
= −α1x1y1 − γ12x1y2
dy1
dt
= α1x1y1 − β1y1 + γ12x1y2
dz1
dt
= β1y1
dx2
dt
= −α2x2y2 − γ21x2y1
dy2
dt
= α2x2y2 − β2y2 + γ21x2y1
dz2
dt
= β2y2
(2.1)
Suppose that (x1 + x2 + y1 + y2 + z1 + z2)(t) = 1 To find the disease free equilibrium, set the above six
equations to zero with y1 = y2 = 0. Note that the equations are independent of zi. Hence, we find that the
DFE is (S10 , 0, R
1
0, S
2
0 , 0, R
2
0).
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The Jacobian for this matrix at the disease free equilibrium is

0 −α1x1 0 0 −γ1x1 0
0 −β1 + α1x1 0 0 γ1x1 0
0 β1 0 0 0 0
0 −γ2x2 0 0 −α2x2 0
0 γ2x2 0 0 −β2 + α2x2 0
0 0 0 0 β2 0

Let us rewrite the system as in the notation of Van Den Dreissche [23] :
We have that
F = (α1x1y1 + γx1y2, α2x2y2 + γx2y1)
V = (β1y1, β2y2)
We check that the conditions A1 to A5 of van Den Dreissche are satisfied (see the appendix for the
notation). We note that A1 must be satisfied by the way we defined F, V . We picked them so that Fi ≥ 0
and V +i , V
−
i ≥ 0. For A2, we note that there is no way for an empty compartment to have any movement
out by our choice of V since y1, y2 are both zero at this situation. Condition A3 is satisfied since the last of
the six components are implicitly 0. I.e., we have Fi = 0 for i > 2 as needed. For A4, we must check that
a disease free state stays that way. Yes it does since F has y1, y2 both zero and so we get Fi = 0. We also
have the same true for V +i as well by the same reasoning.
Finally, we check that when Fi = 0, that the linearized system has eigenvalues with negative real part.
This is true because we then have the system with eigenvalues −β1,−β2. The matrix for F is
α1x1 γx1
γx2 α2x2

and for V is
β1 0
0 β2

We thus see that FV−1 is
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α1x1/β1 γ12x1/β2
γ21x2/β1 α2x2/β2
 .
At the DFE, we have
α1S10/β1 γ12S10/β2
γ21S
2
0/β1 α2S
2
0/β2
 .
Definition 3. We define the parameter ρi =
αiS
i
0
βi
. For the uncoupled system, (when γ = 0), it provides
ameasure of the existence of an epidemic. Specifically, ρi > 1 is an epidemic.
Note that we do not call this the basic reproduction number because we have used the proportion infected
in this model. Recall that the basic reproduction number is the number of expected secondary infections
resulting from 1 infected. It is instead what we call a threshold property that determines stability given a
proportion of susceptible given no infected. Note that we could also rewrite every equation of the original
system by multiplying the proportions by N .
We define the parameter σi as the off diagonal terms, i.e., σ1 = γ12S
1
0/β2 and σ2 = γ21S
2
0/β1
Definition 4. Let ρ(A) be the largest eigenvalue in absolute value of A. This is called the spectral radius.
In our new terminology we have
ρ1 σ1
σ2 ρ2

Theorem 2.1.1. For a system with the parameters ρ1, ρ2, σ1, σ2 we have that increasing σ1, σ2 increases
ρ(A).
Proof. The eigenvalues are:
1
2
(
ρ1 + ρ2 ∓
√
(ρ1 − ρ2)2 + 4σ1σ2
)
Note that we have f(σ1, σ2) = (ρ1 − ρ2)2 + 4σ1σ2 where we have ∂f∂σ1 = 4σ2 and
∂f
∂σ2
= 4σ1. Since
σ1, σ2 ≥ 0 we have that f increases in the direction σ1 and f increases in the direction σ2.
Observe that the largest eigenvalue is
1
2
(
ρ1 + ρ2 +
√
(ρ1 − ρ2)2 + 4σ1σ2
)
22
Since f increases respect to σ1, if we increase σ1, we increase f and hence we increase the largest eigenvalue
ρ.
Theorem 2.1.2. For a system with with ρ1, ρ2 > 1, then ρ(A) > 1 independent of σ1, σ2.
Proof. Note that ρ1+ρ22 > 1 and adding on the
√
(ρ1 − ρ2)2 + 4σ1σ2 only serves to increase ρ(A).
Definition 5. We define the τ threshold as
τ = (1− ρ1)(1− ρ2)
Theorem 2.1.3. If ρ1 > 1 or ρ2 > 1, then τ ≤ 0. If both ρ1 > 1, ρ2 > 1, then τ ≥ 0. If ρ1 < 1, ρ2 < 1, then
τ ≥ 0.
Proof.
τ = (1− ρ1)(1− ρ2)
Note that if both ρ1 < 1, ρ2 < 1, then this is a product of positive numbers and will be positive. If both are
ρ1 > 1, ρ2 > 1, then this is a product of two negative numbers and will be positive. If only one is ρ1 > 1,
then this is a product of a positive and a negative, and will be negative.
Theorem 2.1.4. Fix ρ1, ρ2, let σ1σ2 > τ , then ρ(A) > 1.
Proof. Case 1: If ρ1 + ρ2 < 2, then we have the following if and only if conditions,
σ1σ2 > τ
σ1σ2 > 1− (ρ1 + ρ2) + ρ1ρ2
4σ1σ2 > 4− 4(ρ1 + ρ2) + 4(ρ1ρ2)
ρ21 + ρ
2
2 − 2ρ1ρ2 + 4σ1σ2 > 4− 4(ρ1 + ρ2) + ρ21 + 2ρ1ρ2 + ρ22
(ρ1 − ρ2)2 + 4σ1σ2 > (2− (ρ1 + ρ2))2
√
(ρ1 − ρ2)2 + 4σ1σ2 > 2− (ρ1 + ρ2)
ρ1 + ρ2 +
√
(ρ1 − ρ2)2 + 4σ1σ2 > 2
ρ(A) > 1
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Case 2: If ρ1 + ρ2 ≥ 2, then we have that at least one of ρ1 > 1, and hence we have that ρ(A) has met
the critical threshold because
ρ(A) =
ρ1 + ρ2
2
±
√
(ρ1 + ρ2)2 + 4σ1σ2
Note that ρ1+ρ22 ≥ 1 and hence we know that ρ(A) ≥ 1 since the square root only serves to add a positive
quantity to our result.
The significance of our last two results is that this model’s parameters (specifically, the rate of infection
between the two groups) does not prevent an epidemic. Increasing the propensity for a susceptible from
group 1 to infect a group 2 member does not allow for a system that was supercritical to become subcritical
again.
Note that the last result above allows us to have a decoupled system without an epidemic have an
epidemic by having the σ1, σ2 large enough.
Definition 6. We say that a system is supercritical if the system is not stable. We say the parameter ρi
is supercritical if ρi > 1.
Definition 7. We say that a system is subcritical if a system is stable. We say the parameter ρi is
subcritical if ρi < 1.
2.2 Introductory Model, 3 Levels
Let us consider the 3 by 3 system of equations with multiple groups. We have that
dx1
dt
= −α1x1y1 − γ12x1y2 − γ13x1y2
dy1
dt
= α1x1y1 − β1y1 + γ12x1y2 + γ13x1y3
dz1
dt
= β1y1
dx2
dt
= −α2x2y2 − γ21x2y1 − γ23x2y3
dy2
dt
= α2x2y2 − β2y2 + γ21x2y1 + γ23x2y3
dz2
dt
= β2y2
dx3
dt
= −α2x2y2 − γ31x3y1 − γ32x3y2
dy3
dt
= α2x2y2 − β2y2 + γ31x3y1 + γ + 32x3y2
dzz
dt
= β3y3
(2.2)
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Note that x1(t) + x2(t) + x3(t) + y1(t) + y2(t) + y3(t) + z1(t) + z2(t) + z3(t) = 1
We use the Van den Dreissche formalism again to find an epidemic threshold. We first compute the
disease free equilibrium. We find that at the DFE we have y1 = y2 = y3 = 0. Note that the equations are
independent of zi. Hence, we find that the DFE is (S
1
0 , 0, R
1
0, S
2
0 , 0, R
2
0, S
3
0 , 0, R
3
0).
Let us rewrite the system as in the notation of Van den Dreissche:

α1x1 γ12x1 γ13x1
γ21x2 α2x2 γ23x2
γ31x3 γ32x3 α3x3

Evaluated at the DFE, we have
F =

α1S
1
0 γ12S
1
0 γ13S
1
0
γ21S
2
0 α2S
2
0 γ23S
2
0
γ31S
3
0 γ32S
3
0 α3S
3
0

Similarly we find that
V =

β1 0 0
0 β2 0
0 0 β3

We find that the next generation matrix is FV−1 at the DFE is
FV−1 =

α1
β1
S10
γ12
β2
S10
γ13
β3
S30
γ21
β2
S20
α2
β2
S20
γ23
β3
S20
γ31
β1
S30
γ32
β2
S30
α3
β3
S30

We can set ρi =
α1
β1
Si0 and set the (2, 1) to be σ1, (2, 3) to σ2, (2, 1) to be σ3, (2, 3), to be σ4, (3, 1) to be
σ5, and (3, 2) to be σ6. Then we have that
FV−1 =

ρ1 σ1 σ2
σ3 ρ2 σ4
σ5 σ6 ρ3

We note that if σ1, σ2, σ3, σ4 = 0, then we have the eigenvalues are ρ1, ρ2, ρ3. We find that there is an
epidemic in this case if at least one of the ρ1 > 1.
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Theorem 2.2.1. If the σi = 0, then we have eigenvalues of the next generation matrix are ρ1, ρ2, ρ3. Hence,
we see that there is an epidemic if and only if one of the ρi > 1.
Proof.
FV−1 =

ρ1 0 0
0 ρ2 0
0 0 ρ3

The eigenvalues are the diagonal entries ρ1, ρ2, ρ3. Hence, we see that the largest eigenvalue in absolute
value is larger than 1 if one of the ρi is larger than 1.
For the general case with arbitrary σ values, then we can also derive bounds on the eigenvalues. We have
by the Gershgorin circle theorem bounds on the eigenvalues.
Theorem 2.2.2. Gershgorin Circle Theorem: Suppose that a matrix has entries Aij with eigenvalues λ,
then we have that
|λ−Aii|≤
∑
i 6=j
|Aij |
The eigenvalues must lie in the union of these circles. Note that some of the circles may not contain any
eigenvalues [25].
Applying this result to our matrix gives us the following bounds:
Theorem 2.2.3. The eigenvalues for the next generation matrix satisfy
|λ− ρ1|≤ σ1 + σ2
|λ− ρ2|≤ σ3 + σ4
|λ− ρ3|≤ σ5 + σ6
Proof. Apply the Gershgorin circle theorem to the next generation matrix for the 3 by 3 system.
2.3 Symmetric Case
If the next generation matrix is symmetric, then we have the spectral theorem for symmetric matrix applying
to give all eigenvalues are real. We would then have that
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Theorem 2.3.1. The next generation matrix for the symmetric case
FV−1 =

ρ1 σ1 σ2
σ1 ρ2 σ3
σ2 σ3 ρ3

has 3 real eigenvalues which satisfy the following bounds:
|λ− ρ1|≤ σ1 + σ2
|λ− ρ2|≤ σ1 + σ3
|λ− ρ3|≤ σ2 + σ3
Theorem 2.3.2. Let ρ1 ≤ ρ2 ≤ ρ3 < 1. If σ1 + σ2 ≤ 1− ρ3, σ1 + σ3 ≤ 1− ρ2, and σ2 + σ3 ≤ 1− ρ1, then
we have that there is no epidemic.
Proof. Let us note that the Gershgorin circle theorem applies. We have the
|λ− ρ1|≤ σ1 + σ2
|λ− ρ2|≤ σ1 + σ3
|λ− ρ3|≤ σ2 + σ3
Notice that ρ3 is the largest parameter. Hence, we have the Gershgorin circles are all within the critical
threshold. For instance, since we have all real eigenvalues and the 3 parameters that are ordered along the
real axis we have that
|λ− ρ1|≤ σ1 + σ2
and we have
σ1 + σ2 ≤ 1− ρ3
then the circle’s radius is small enough so that it never meets the critical threshold at x = 1.
Theorem 2.3.3. Let ρ1 ≥ ρ2 ≥ ρ3 ≥ 1, then if σ2 + σ3 ≤ ρ3 − 1, σ1 + σ3 ≤ ρ2 − 1, and if σ1 + σ2 ≤ ρ1 − 1,
then we have that there is an epidemic.
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Proof. Note again
|λ− ρ1|≤ σ1 + σ2
|λ− ρ2|≤ σ1 + σ3
|λ− ρ3|≤ σ2 + σ3
Hence, we see that each Gershgorin circle is completely contained in the right half plane about x = 1.
For instance, since |λ− ρ3|≤ σ2 +σ3 ≤ ρ3− 1, the Gershgorin circle is completely contained within the right
half plane about x = 1.
The Perron-Frobenius theorem can be applied to our matrices since they contain positive entries. Once
we have this result we will be able to show that the parameters are increasing the largest eigenvalue in
absolute value ρ(A).
Definition 8. A matrix A with entries Aij is said to be positive if every entry is positive, i.e., Aij > 0
Definition 9. An irreducible matrix A is one for which every index (i, j) there exists a m such that (Am)ij 6=
0
Theorem 2.3.4. (Perron-Frobenius [10] ) An irreducible positive matrix A with spectral radius ρ(A) = r has
r a eigenvalue.This eigenvalue is called the Perron-Frobenius eigenvalue. The eigenvalue is simple, i.e., the
associated eigenspaces of the left and right eigenvectors are one dimensional. The eigenvalue r has associated
left and right eigenvectors where components, can be chosen positive. Moreover, the only eigenvectors with
all positive components are the ones associated with the eigenvalue r. Furthermore
min
i
∑
j
Aij ≤ r ≤ max
i
∑
j
Aij
Theorem 2.3.5. If we increase σi then we increase the ρ(A).
Proof. For the generality of the technique used to prove this see [59].
Let ρ(A) = r be the spectral radius. By the Perron-Frobenius theorem there exists a real eigenvalue that
dominates all other eigenvalues. Let the associated positive normalized left and right eigenvectors be u, v.
We consider
v

ρ1 σ1 σ2
σ1 ρ2 σ3
σ2 σ3 ρ3
u = rvu = r
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Let’s call the next generation G. Since all the entries are positive, we have that the Perron-Frobenius
theorem applies.
We have that
vGu = rvu = r
since we have the associated normalized eigenvectors in the Perron-Frobenius theorem.
Take the partial derivative with respect to the σ1. We then have that
∂v
∂σ1
Gu+ v
∂G
∂σ1
u+ vG
∂u
∂σ1
Note that we have
∂G
σ1
=

0 1 0
1 0 0
0 0 0

We have that Gu = ru and that vG = ru and we apply this to equation
∂v
∂σ1
Gu+ v
∂G
∂σ1
u+ vG
∂u
∂σ1
This gives us that
r(
∂v
∂σ1
u+ v
∂u
∂σ1
) = r
∂(vu)
σ1
= r
∂1
∂σ1
= 0
∂r
σ1
= v1u2 + v2u1
By the Perron-Frobenius we know that the eigenvectors can be chosen positive. Hence, we know that
the the number above is a sum of positive numbers and hence positive. Hence, the spectral radius increases
by increasing σ1. Similarly, we can show that the other σi increase the spectral radius.
This last result allows us to strengthen are result on when an epidemic occurs in this model. Let r be
the Perron-Frobenius eigenvalue. We have that r : Rn2 → R+ and that Dr = y ⊗ x If any of the ρi > 1,
then the ρ(A) > 1.
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Theorem 2.3.6. Let ρi > 1 for at least one index i. Suppose we are given the following
A(0) =

ρ1 0 0
0 ρ2 0
0 0 ρ3

be given and note that r(A(0)) > 1. Define the map
At =

ρ1 tσ1 tσ2
tσ1 ρ2 tσ3
tσ2 tσ3 ρ3

Then
r(A(1)) ≥ r(A(0))
Proof. We apply the last result that the system is increasing in terms of the increasing parameter. Hence,
we have that r(A(1)) ≥ r(A(0)) = 1. The last result follows from the fact that the largest eigenvalue is
certainly larger than 1 if at least one of the eigenvalues is larger than 1.
We can use the same proof to show that the parameter with the most contribution to an epidemic
occurring or not is the ρ. Let’s assume that we have a symmetric 3 by 3 system with ρ and σ1, σ2, and σ3,
then the ρ is the most important parameter that is most sensitive to perturbations.
Theorem 2.3.7. Suppose that we have the following 3 by 3 system:

ρ σ1 σ2
σ1 ρ σ3
σ2 σ3 ρ

ρ is the parameter that is most sensitive to the epidemic threshold, i.e., ∂r∂ρ ≥ ∂r∂σi for all i.
Proof. Note that we have
G =

1 0 0
0 1 0
0 0 0

Hence we will obtain that
∂r
∂ρ
= xt
∂G
∂ρ
x = x21 + x
2
2 + x
2
3
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Since
∂G
∂σ1
=

0 1 0
1 0 0
0 0 0

We also can find the
∂r
∂σ1
= xt
∂G
∂σ1
x = x1x2 + x2x1 = 2x1x2
Similarly, we find that we have
∂r
∂σ2
= 2x2x3
and
∂r
∂σ3
= 2x1x3
Note that the Arithmetic/Geometric mean inequality can be applied here. Recall the inequality states
that
√
ab ≤ a+b2 . We apply this with √
x2y2 ≤ x
2 + y2
2
Hence, we have
2xy ≤ x2 + y2
We thus see that we have
∂r
∂σ1
= 2x1x2 ≤ x21 + x22 ≤ x21 + x22 + x23 =
∂r
∂ρ
We thus see that the ρ is the most important parameter for contribution to an epidemic in this scenario of
a symmetric matrix.
Theorem 2.3.8. Suppose that we have the following 3 by 3 system:

ρ σ σ
σ ρ σ
σ σ ρ

The parameter to which the spectral radius is most sensitive is σ.
Proof. Computing the eigenvalues directly we have
ρ− σ, ρ− σ, 2σ + ρ
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We can see that r = |2σ+ ρ|. Hence, we see that, ∂r∂ρ = 1, ∂r∂σ = 2. Hence, we see that σ is the most sensitive
to change.
n-Dimensional Model
Let us have the following system of equations:
dxi
dt
= −αixiyi −
∑
j
γijxiyj
dyi
dt
= αixiyi − βiyi +
∑
j
γ1jxiyj
dzi
dt
= βiyi
(2.3)
We can apply the Van Den Dreissche method again. We will find that the next generation matrix has
the form of the ρi along the diagonal and the σi for the remaining entries with again ρi =
αixi
βi
and the
σi = f(γ∗∗, β∗∗, S∗0 ) defined as exactly in the 3 dimensional case.
Theorem 2.3.9. For a positive matrix A (all parameters are positive), then we can apply Perron-Frobenius
to show that the system is increasing in terms of increasing parameter.
Proof. Let ρ(A) = r be the spectral radius. By the Perron-Frobenius theorem there exists a real eigenvalue
that dominates all other eigenvalues. Let the associated positive normalized left and right eigenvectors be
u, v. We consider
vGu = rvu = r
Let’s call the next generation G. Since all the entries are positive, we have that the Perron-Frobenius
theorem applies.
We have that
vGu = rvu = r
since we have the associated normalized eigenvectors in the Perron-Frobenius theorem.
Take the partial derivative with respect to the σ1. We then have that
∂v
∂σ1
Gu+ v
∂G
∂σ1
u+ vG
∂u
∂σ1
=
∂r
∂σi
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We have that Gu = ru and that vG = ru and we apply this to equation
∂v
∂σ1
Gu+ v
∂G
∂σ1
u+ vG
∂u
∂σ1
This gives us that
r(
∂v
∂σ1
u+ v
∂u
∂σ1
) = r
∂(vu)
σ1
= r
∂1
∂σ1
= 0
∂r
σ1
= u1v2 + u2v1
By the Perron-Frobenius we know that the eigenvectors are positive. Hence, we know that the entries
are positive in the eigenvector. Hence, we know that the the number above is a sum of positive numbers
and hence positive. Hence, the spectral radius increases by increasing σ1. Similarly, we can show that the
other σi increase the spectral radius.
This last result allows us to strengthen are result on when an epidemic occurs in this model. Let’s let r
be the Perron-Frobenius eigenvalue. We have that r : Rn2 → R+ and that Dr = y ⊗ x If any of the ρi > 1,
then the ρ(A) > 1.
Theorem 2.3.10. Let ρi > 1 for at least one index i. Suppose we are given the following
A(0) =

ρ1 0 0 · · · 0
0 ρ2 0 · · · 0
0 0 ρ3 · · · 0
0 0 0 · · · ρn

be given and note that r(A(0)) > 1. Define the map
At =

ρ1 tσ1 tσ2 · · · tσn
tσ1 ρ2 tσn+1 · · ·
tσ2 tσn+1 ρ3 · · ·
· · · · · · · · · · · ·
· · · · · · · · · · · · ρn

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Then
r(A(1)) ≥ r(A(0))
Proof. We apply the last result that the system is increasing in terms of the increasing parameter. Hence,
we have that r(A(1)) ≥ r(A(0)) = 1. The last result follows from the fact that the largest eigenvalue is
certainly larger than 1 if at least one of the eigenvalues is larger than 1.
We can use the same proof to show that the parameter with the most contribution to an epidemic
occurring is ρ. Let’s assume that we have a symmetric n by n system with ρ and σ1, σ2, · · · , and σ(n+12 ),
then the ρ is the most important parameter that is most sensitive to perturbations.
Theorem 2.3.11. Suppose that we have the following n by n system:

ρ σ1 σ2 · · · σn−1
σ1 ρ σn−1 · · ·
σ2 σn−1 ρ · · ·
· · · · · · · · · · · ·
· · · · · · · · · · · · ρ

ρ is the parameter that is most sensitive to the epidemic threshold, i.e., ∂r∂ρ ≥ ∂r∂σi for all i.
Proof. Hence we will obtain that
∂r
∂ρ
= xt
∂G
∂ρ
x = x21 + x
2
2 + x
2
3 + · · ·+ x2n
Since
∂G
∂σ1
=

0 1 0 · · ·
1 0 0 · · ·
0 0 0

We also can find the
∂r
∂σ1
= xt
∂G
∂σ1
x = x1x2 + x2x1 = 2x1x2
Similarly, we find that we have ∂r∂σi have a similar form as above of 2xixj for some i, j.
Note that the Arithmetic/Geometric mean inequality can be applied here. Recall the inequality states
that
√
ab ≤ a+b2 . We apply this with √
x2y2 ≤ x
2 + y2
2
34
Hence, we have
2xy ≤ x2 + y2
We thus see that we have
∂r
∂σ1
= 2x1x2 ≤ x21 + x22 ≤ x21 + x22 + x23 + · · ·+ x2n =
∂r
∂ρ
We thus see that the ρ is the most important parameter for contribution to an epidemic in this scenario of
a symmetric matrix.
2.4 Final Size of Epidemic
Following a method outlined in Diekmann and Heesterbink (2000), one may derive an equation for the final
size of the epidemic. Recall our system of equations was
dx1
dt
= −α1x1y1 − γ12x1y2
dy1
dt
= α1x1y1 − β1y1 + γ12x1y2
dz1
dt
= β1y1
dx2
dt
= −α2x2y2 − γ21x2y1
dy2
dt
= α2x2y2 − β2y2 + γ21x2y1
dz2
dt
= β2y2
(2.4)
Let’s take the first equation and divide by x1 on both sides to find that we have
x˙1
x1
= −α1y1 − γ12y2
x˙2
x2
= −α2y2 − γ21y1
Now let’s integrate these two equations over the positive reals to find
∫ ∞
0
x˙1
x1
dt =
∫ ∞
0
−α1y1 − γ12y2dt
∫ ∞
0
x˙2
x2
dt =
∫ ∞
0
−α2y2 − γ21y1dt
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We find that we have on the right hand side of the last two equations
log(x1(∞)/x1(0))
Let’s note that we can denote the final size of an epidemic as the total number of susceptible at the beginning
minus the total at the end.
Notice that we may integrate the zi equations with respect to time to find that
∫ ∞
0
˙z1(t) =
∫ ∞
0
β1y1dt
∫ ∞
0
˙z2(t) =
∫ ∞
0
β2y2dt
Hence we find that
z1(∞) =
∫ ∞
0
β1y1dt
z2(∞) =
∫ ∞
0
β2y2dt
Now we substitute these into our system of equations to find
log(x1(∞)/x1(0)) = −α1z1(∞)
β1
− γ12 z2(∞)
β2
log(x2(∞)/x2(0)) = −α2z2(∞)
β2
− γ21 z1(∞)
β1
One may use a comparison theorem (see [4])to show that the total number of infected approaches zero
as t→∞.
Theorem 2.4.1. The total number of infected approaches 0 as time evolves. We say that the disease becomes
extinct.
lim
t→∞ I(t) = y1(t) + y2(t) = 0
36
Chapter 3
Gamma Model
3.1 Gamma Model with 2 levels
While the last model is interesting in it’s own right, it was shown that increasing the parameters always
increased the severity of the infection. We now modify the equation to allow for interaction to vary between
the two infections with both being weighted by a parameter γ. The dynamics are slightly more interesting in
this model. We again have a SIR model with 2 levels of interaction, which will be increased to more levels in
later sections. We have two groups of individuals which are denoted by (x1, y1, z1) and (x2, y2, z2) where the
x represents susceptible, the y represents infected, and the z represents recovered. The dynamics is again
deterministic and described by a set of 6 ordinary differential equations. This time we have an infection
parameter α which acts on the system, but now there is a parameter γ that is on both infections meeting a
susceptible of type 1 from infected group 1 and 2 individuals. If γ = 0, then the individuals of type 2 are
not going to cause an infection with a type 1 susceptible. Similarly when γ = 0, a type 2 susceptible will
not be infected by a type 1 individual. Notice that if γ = 1, what happens is that a type 1 can not infect a
type 1, but can a type 2 and a type 2 can not infect a type 2, but can a type 1.
The reason for studying such a model is that some illnesses have multiple classes of individuals. We can
determine how a disease will spread when there are multiple types of individuals such as different age groups
that have different capabilities of infecting individuals. One might also want to determine what happens if
some individuals are much more capable of spreading a disease. Also, how does the strength of the connection
between the various classes of individuals determine the disease and it’s spread. One should also note that
these equations could be modified to included multiple classes. For instance, we could add a treatment
class to incorporate vaccination dynamics. One could also further add a multiple to selected classes to
incorporate a partial quarantine on certain classes of individuals. As an example we could consider a school
that is closed for an influenza epidemic by multiplying that specific class of individuals by a parameter qi
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which is a number such that 0 ≤ qi ≤ 1. We can modify the system slightly to the following:
dx1
dt
= −α1 ((1− γ)x1y1 + γx1y2)
dy1
dt
= α1 ((1− γ)x1y1 + γx1y2)− β1y1
dz1
dt
= β1y1
dx2
dt
= −α2 ((1− γ)x2y2 + γx2y1)
dy2
dt
= α2 ((1− γ)x2y2 + γx2y1)− β2y2
dz2
dt
= β2y2
(3.1)
where x1 + y1 + z1 + x2 + y2 + z2 = 1.
Theorem 3.1.1. The total number of infected approaches 0 as time evolves. We say that the disease becomes
extinct.
lim
t→∞ I(t) = y1(t) + y2(t) = 0
To find the disease free equilibrium, set the above six equations to zero with y1 = y2 = 0. Note that the
equations are independent of zi. Hence, we find that the DFE is (S
1
0 , 0, R
1
0, S
2
0 , 0, R
2
0).
Let us rewrite the system as in the notation of Van Den Dreissche:
F =
α1(1− γ)s10 α1γs10
α2γs
2
0 α2(1− γ)s20

V =
β1 0
0 β2

FV−1 =
α1(1− γ)s10/β1 α1γs10/β2
α2γs
2
0/β1 α2(1− γ)s20/β2

We can write this in our previously defined terminology as (where ρ terms are the terms without the
1− γ and the σ terms are everything but the γ. )
(1− γ)ρ1 γσ1
γσ2 (1− γ)ρ2

The eigenvalues are
38
12
(ρ1(1− γ) + ρ2(1− γ)
±
√
(ρ1(1− γ) + ρ2(1− γ))2 − 4(−ρ2σ1σ2 + ρ1ρ2 − 2γρ1ρ2 + γ2ρ1ρ2)
Theorem 3.1.2. Suppose that we have the symmetric case with ρ1 = ρ2 = ρ, σ1 = σ2 = σ then we have the
following:
∂r
∂γ
= (1/
√
2)(1, 1)t
dG
dγ
(1, 1)(1/
√
2) = σ − ρ
∂r
∂ρ
= (1− γ)
∂r
∂σ
= γ
Proof. We have that the absolute value of eigenvalues for the symmetric case are
|−γσ + ρ− γρ|
|γσ + ρ− γρ|
Note that
|γσ + ρ− γρ|> |−γσ + ρ− γρ|
In particular, |(1− γ)ρ+ γσ|> |(1− γ)ρ− γσ| since
|ρ+ γ(σ − ρ)|≥ |ρ+ γ(−ρ− σ)|
In general note that |a+ b|> |a− b| since if a > b, then |a− b|= a− b to give us that a+ b > a− b and if
b > a, then |a− b|= b− a to give us that a+ b > b− a.
Theorem 3.1.3. In general we have the following formulas
∂r
∂γ
=
1
2
(−ρ1 − ρ2)
+
(2(ρ1 + ρ2)(−ρ1 + γρ1 − ρ2 + γρ2)− 4(−γσ1σ2 − 2ρ1ρ2 + 2γρ1ρ2))
2
√
(−ρ1 + γρ1 − ρ2 + γρ2)2 − 4(−γ2σ1σ2 + ρ1ρ2 − 2γρ1ρ2 + γ2ρ1ρ2)
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∂r
∂ρ1
=
1
2
(1− γ)
+
2(−1 + γ)(−ρ1 + γρ1 − ρ2 + γρ2)− 4(ρ2 − 2γρ2 + γ2ρ2)
2
√
(−ρ1 + γρ1 − ρ2 + γρ2)2 − 4(−γ2σ1σ2 + ρ1ρ2 − 2γρ1ρ2 + γ2ρ1ρ2)
)
∂r
∂σ1
=
γ2σ2
2
√
(−ρ1 + γρ1 − ρ2 + γρ2)2 − 4(−γ2σ1σ2 + ρ1ρ2 − 2γρ1ρ2 + γ2ρ1ρ2)
This last theorem implies that
Theorem 3.1.4. Suppose that γ ∈ [0, 1], then we have that all matrix entries are positive. Hence, we have
that increasing parameters other than γ of the system increases the spectral radius.
Proof. Apply the same result as in model 1 since all entries are positive, increase that entry increases the
spectral radius by the Perron-Frobenius theorem.
3.2 Number of times a solution crosses the critical threshold
Given our formula for the spectral radius, we know that that r is at least ρ1+ρ22 . This tells us that in
particular the system is always unstable if ρ1, ρ2 > 1 and σ1σ2 > 1. As we will shortly see, the spectral
radius is never concave down.
For the case ρ1 ≥ 1, ρ2 ≥ 1 we have that the line σ1σ2 = 1 divides the region into two scenarios. Scenario
one is when σ1σ2 < 1, where we have unstable/stable. Then after reaching this, we switch always unstable.
If one of ρi is below 1 and keep σ1σ2 > 1, then we find that the same general patterns occur as above
with the minimum value at least (ρ1+ρ22 ). As long as ρ1 + ρ2 > 2, there will be the same scenario as above
since we are guaranteed to be above the critical threshold for σ1σ2 > 1, and we are guaranteed to cross from
unstable to stable if σ1σ2 < 1.
There is one interesting case: If ρ1 + ρ2 < 2, then we can have different crossing patterns. The minimum
value (if it exists) is allowed to dip below the critical threshold. The spectral radius will cross the critical
threshold exactly one time and will go from unstable to stable. In general, by concavity, we see that the
threshold is crossed once for σ1σ2 < 1 and goes from Unstable to Stable. Otherwise, we would have the
function having a point of inflection. The scenario where σ1σ2 < 1, by concavity, is the crossing from
unstable to stable. Let σ1σ2 > 1 and ρ1 + ρ2 < 2. Then we have that there are two possible scenarios. We
could stay above the threshold and be unstable or we could cross the threshold twice and have Unstable
then Stable then Unstable.
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Lastly if we have ρ1, ρ2 both below 1, and σ1σ2 < 1, then the function never crosses the critical threshold.
The function is concave up and below the value of 1 at both endpoints. By the continuity of the function,
the critical threshold is never reached. In this case, we have always unstable. If σ1σ2 > 1, then there will
be exactly 1 crossing. Since the function is concave up and has the left point stable and the right point
unstable, then we have exactly 1 place where the function crosses the value.
Theorem 3.2.1. The spectral radius is never concave down with respect to γ , i.e. it is concave up or a
line.
Proof. Let f(γ) = ρ1+ρ22 (1 − γ) +
√
(1− γ)2(ρ1 − ρ2)2 + 4γ2σ1σ2/2 be given. We compute the second
derivative to obtain
f ′′(γ) =
2 (ρ1 − ρ2) 2 + 8σ1σ2
4
√
4γ2σ1σ2 + (1− γ)2 (ρ1 − ρ2) 2
−
(
8γσ1σ2 − 2(1− γ) (ρ1 − ρ2) 2
)
2
8 (4γ2σ1σ2 + (1− γ)2 (ρ1 − ρ2) 2) 3/2
After simplifying we obtain
f ′′(γ) =
2 (ρ1 − ρ2) 2σ1σ2
(4γ2σ1σ2 + (γ − 1)2 (ρ1 − ρ2) 2) 3/2 ≥ 0
Note that this is a ratio of non-negative terms and hence the second derivative is non-negative itself.
Hence, we see that the spectral radius is not allowed to be concave down.
The following analysis can be put into the following form. We include an analysis of the linear case
since it is computationally more enlightening. We include a generalized study of the eigenvalue for arbitrary
ρ1, ρ2, σ1, σ2 that does not necessarily satisfy the differential equations as it contains interesting dynamics
in itself. Then we restrict to the ρ1, ρ2, σ1, σ2 that do satisfy our equation.
Theorem 3.2.2. Suppose that we have eigenvalue equation for arbitrary ρ1, ρ2, σ1, σ2. We will show that
there system has 5 different possible types of stability patterns. The system can cross the threshold 0 times,
1 times, or 2 times. Furthermore, the patterns must follow into the types of (1) stable, (2) unstable, (3)
unstable to stable (4) stable to unstable (6) unstable to stable to unstable.
Proof. Let us note that the largest eigenvalue is going to be
(
(1− γ)
2
(ρ1 + ρ2) +
√
(1− γ)2(ρ1 − ρ2)2 + 4σ1σ2γ2
2
)
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For the function to be linear we would need either the function to have radicand zero or for the function
under the radicand to be a perfect square or for there to be a γ2 by itself. For the radicand to be zero we
would need ρ1 = ρ2 and for one of the σ to be zero. Next, since the second term has no ρ1, ρ2 we would need
this to be equal for a perfect square. Thus, we would need to have σ1 = σ2 as well to be a perfect square. In
this case we would have that the function comes from a symmetric matrix. Hence, the only possible values
for which we have a linear function in this case is when ρ1 = ρ2 and σ1 = σ2. We know that for linear
function there is at most 1 crossing with the threshold. Note as well that we cannot remove the γ2 under
the radical by itself since again we would need ρ1 = ρ2 and σ1 or σ2 to be zero. Furthermore, if we tried to
have no γ term under the radical we would need to have ρ1 = ρ2. In this special case the function is still
linear.
For the linear case we have then that the eigenvalues are
(1− γ)
2
(2ρ)±
√
4σ1σ2γ2/2.
This simplifies so that we can see the largest eigenvalue in absolute value is
(1− γ)ρ+√σ1σ2γ.
We may rewrite this as
ρ+ (
√
σ1σ2 − ρ)γ.
Notice that γ = 0 has ρ as the input. If the function is increasing, then note that ρ > 1 guarantees that
there are zero crossings and always unstable. Hence, in this case we see that ρ > 1 and σ1σ2 > ρ insure this
case is unstable with no crossings. If ρ < 1 and the function is decreasing then we have no crossings and
always stable. For the remaining linear cases there is exactly 1 crossing at ρ+ (
√
σ1σ2 − ρ) = 1, i.e., when
we have
γ =
1− ρ√
σ1σ2 − ρ .
Furthermore we should note that if the function is increasing (
√
σ1σ2 − ρ > 0) we go from stable to
unstable and if the function is decreasing (
√
σ1σ2 − ρ < 0) we go from unstable to stable.
For the general case of a quadratic function let’s consider the function
f(γ) = (1− γ)ρ1 + ρ2
2
+
√
(1− γ)2(ρ1 − ρ2)2 + 4σ1σ2γ2
2
.
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Note that
f(1) =
√
σ1σ2
Note that f(0) depends upon which of the ρ1, ρ2 is larger. We have that
f(0) =
ρ1 + ρ2
2
+
|ρ1 − ρ2|
2
Hence we see that f(0) = ρ1 if ρ1 > ρ2 and f(0) = ρ2 if ρ2 > ρ1. We can write this as f(0) = max(ρ1, ρ2).
We can arrange the general case into the following decomposition of the (σ1, σ2) plane. We have included
the number of times that the critical threshold is crossed and the type of the crossing. Notice that it goes
smoothly from region to region. For instance, we do not have a jump from US to SU when going from
σ1σ2 > 1 to σ1σ2 < 1. To see why these are true requires the use of concavity. For instance, if the function
is at γ = 0 below the critical threshold and is below the critical threshold at γ = 1, then by concavity the
function is always stable.
ρ1 ρ2 σ1σ2 ρ1 + ρ2 Number of Crossings Type
> 1 > 1 > 1 0 U
> 1 < 1 > 1 > 2 0 U
< 1 > 1 > 1 > 2 0 U
< 1 < 1 < 1 0 S
> 1 > 1 = 1 1 US
< 1 > 1 = 1 > 2 1 US
< 1 > 1 < 1 > 2 1 US
> 1 < 1 < 1 < 2 1 US
> 1 > 1 < 1 1 US
> 1 < 1 = 1 > 2 1 US
> 1 < 1 < 1 > 2 1 US
< 1 < 1 > 1 1 SU
< 1 < 1 = 1 1 SU
> 1 < 1 > 1, < C < 2 2 USU
Table 3.1: Stability Table
Let us note that there does exist such a C value by studying the characteristic polynomial of the matrix
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associated with this system, i.e., the matrix
(1− γ)ρ1 γσ1
γσ2 (1− γ)ρ2

Our characteristic polynomial is
p(z) = γ2ρ1ρ2 − γ2σ1σ2 − 2γρ1ρ2 + ρ1ρ2 + z2 + z (γρ1 + γρ2 − ρ1 − ρ2)
.
After collecting terms, we obtain the following
p(z) = γ2 (ρ1ρ2 − σ1σ2) + γ (−2ρ2ρ1 + ρ1 + ρ2)− ρ1 + ρ1ρ2 − ρ2 + 1
.
Let’s plug in z = 1 into our equation to obtain
1− (1− γ)(ρ1 + ρ2) + (1− γ)2ρ1ρ2 − γ2σ1σ2 = 0
.
Note that we may then study where the crossings of the threshold by finding the number of roots to
γ2(ρ1ρ2 − σ1σ2) + γ(ρ1 + ρ2 − 2ρ1ρ2) + 1 + ρ1ρ2 − ρ1 − ρ2 = 0
.
After simplifying further we have,
γ2(ρ1ρ2 − σ1σ2) + γ(ρ1 + ρ2 − 2ρ1ρ2) + (1− ρ1)(1− ρ2) = 0
.
Recall that this equation has two distinct real roots when b2 − 4ac > 0.
Note that this gives us
(ρ1 + ρ2 − 2ρ1ρ2)2 > 4(ρ1ρ2 − σ1σ2)(1− ρ1)(1− ρ2)
Now, note that if ρ1 > 1 and ρ2 < 1, then the last term contributes a net negative value to the equation.
Further note that in the case with the C value we had ρ1 + ρ2 < 2. Hence by the AM/GM inequality, we
44
ρ1 ρ2 σ1σ2 ρ1 + ρ2 Number of Crossings Type
< 1 < 1 < 1 0 S
> 1 > 1 > 1 0 U
> 1 < 1 < 1 > 2 1 US
> 1 < 1 < 1 < 2 1 US
Table 3.2: Stability Table
would have
√
ρ1ρ2 < (ρ1 + ρ2)/2
ρ1ρ2 ≤ 1
Let us think now of fixing the ρ1, ρ2 but allowing the σ1σ2 to vary. We need to know that it is possible for
(ρ1 + ρ2 − 2ρ1ρ2)2 > 4(ρ1ρ2 − σ1σ2)(1− ρ1)(1− ρ2)
Let us note that the functions defined on both sides are continuous. We need to know that there is a set of
values for which the function has two solutions. We just note that the condition above needs to be satisfied.
Now, let us vary the σ1σ2 > 1 Note that eventually σ1σ2 >> 1, hence, we obtain that the right hand side
becomes larger because everything on the left hand side is fixed. Since a continuous function on connected
spaces maps to connected spaces, we know that the inequality will be satisfied for some interval of values.
Hence, we obtain that there is a C such that if σ1σ2 < C, then there are exactly two solutions. In fact, we
can explicitly solve the inequality above to find that if we pick
C = − (ρ1 + ρ2 − 2ρ1ρ2)
2
4(1− ρ1)(1− ρ2) + 4ρ1ρ2
then we obtain an interval of values for which the equation has two solutions.
The general method above produced interesting results. The dynamics of this particular system are
limited by the condition on the parameters.Since ρ1ρ2 = σ1σ2, we are dramatically reduced to the data
listed in the table:
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3.3 Gamma Epidemic with 3 levels
The equations in 3 levels are:
dx1
dt
= −α1((1− γ)x1y1 + γ
2
x1y2 +
γ
2
x1y3)
dy1
dt
= α1((1− γ)x1y1 + γ
2
x1y2 +
γ
2
x1y3)− β1y1
dz1
dt
= β1y1
dx2
dt
= −α2((1− γ)x2y2 + γ
2
x2y1 +
γ
2
x2y3)
dy2
dt
= α2((1− γ)x2y2 + γ
2
x2y1 +
γ
2
x2y3)− β2y2
dz2
dt
= β2y2
dx3
dt
= −α3((1− γ)x3y3 + γ
2
x3y1 +
γ
2
x3y2)
dy3
dt
= α3((1− γ)x3y3 + γ
2
x3y1 +
γ
2
x3y2)− β3y3
dz3
dt
= β3y3
(3.2)
where the α are infection parameters, β are recovery parameters and the γ are terms that allow for
interaction between different levels.
The next generation matrix for the matrix is
FV−1 =

α1(1−γ)
β1
s10
α1(γ/2)s10
β2
α1(γ/2)
β3
s10
α2(γ/2)s20
β1
α2(1−γ)
β2
s20
α2(γ/2)
β3
s30
α3(γ/2)s30
β1
α3(γ/2)
β2
s30
α3(1−γ)
β3
s30

Note we are setting the ρ, σ to be what they are corresponding to from matrix to matrix. For instance,
we encapsulate into these variables everything except for the γ parameter and the division by 2. We find
that we have
FV−1 =

ρ1(1− γ) σ1γ/2 σ2γ/2
σ3γ/2 ρ2(1− γ) σ4γ/2
σ5γ/2 σ6γ/2 ρ3(1− γ)

The eigenvalues are computed using the characteristic polynomial:
46
We can write the polynomial in terms of the coefficients. Let’s write this as
f(x) = ax3 + bx2 + cx+ d
where
a = −1,
b = ρ1 − γρ1 + ρ2 − γρ2 + ρ3 − γρ3,
(3.3)c = −ρ1ρ2 + 2γρ1ρ2 − γ2ρ1ρ2 − ρ1ρ3 + 2γρ1ρ3 − γ2ρ1ρ3 − ρ2ρ3
+ 2γρ2ρ3 − γ2ρ2ρ3 + γ2σ1σ3/2 + 1/4γ2σ2σ5 + γ2/4σ4σ6,
and finally we have
(3.4)
d = ρ1ρ2ρ3 − 3γρ1ρ2ρ3 + 3γ2ρ1ρ2ρ3 − γ3ρ1ρ2ρ3
− 1/4γ2ρ3σ1σ3 + 1/4γ3ρ3σ1σ3 − 1/4γ2ρ2σ2σ5 + 1/4γ3ρ2σ2σ5
+ 1/8γ3σ1σ4σ5 + 1/8γ
3σ2σ3σ6 − 1/4γ2ρ1σ4σ6 + 1/4γ3ρ1σ4σ6.
Let us write the equation in the form of a general cubic polynomial,
f(x) = x3 + px2 + qx+ r = 0
Set the p = −b, q = −b, r = −c.
We recall that the roots type are determined by the discriminant ∆. The formula for us is then
∆ = −18pqr − 4p3r + p2q2 + 4q3 − 27r2.
There are three cases for the root of a cubic polynomial. There is the case when ∆ > 0 which is when
we have three distinct real roots.
There is the case when ∆ = 0 which is when the cubic polynomial has a multiple root and the roots are
all real.
Lastly, there is when ∆ < 0 which is when the equation has one real root and a conjugate pair of complex
roots.
We have that roots are given by
x1 =
1
3
(p+
3
√
(2p3 + 9qr + 27r) +
√
(−27∆)
2
+
p2 + 3q
3
√
(2p3 + 9qr + 27r) +
√
(−27∆)
2
),
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x2 =
1
3
(p+
−1 + i√3
2
3
√
(2p3 + 9qr + 27r) +
√
(−27∆)
2
+
p2 + 3q
3
√
−1 + i√3
2
(2p3 + 9qr + 27r) +
√
(−27∆)
2
),
x3 =
1
3
(p+
−1− i√3
2
3
√
(2p3 + 9qr + 27r) +
√
(−27∆)
2
+
p2 + 3q
3
√
−1− i√3
2
(2p3 + 9qr + 27r) +
√
(−27∆)
2
).
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3.4 Gamma Epidemic with n levels
Suppose that we have a system with n levels then the system is defined by
dxi
dt
= −αi((1−
∑
j 6=i
γij)xiyi +
∑
j 6=i
γijxiyj)
dyi
dt
= αi((1−
∑
j 6=i
γij)xiyi +
∑
j 6=i
γijxiyj)− βiyi
dzi
dt
= βiyi
(3.5)
Let us not study the most general version here, but the system with all γ terms equal. In particular, let
us define all the γi terms as γi =
γ
n−1 . Note that γ ∈ [0, 1] so that we can compare severity of disease for all
levels.
dxi
dt
= −αi((1− γ)xiyi +
∑
j 6=i
γ
n− 1xiyj)
dyi
dt
= αi((1− γ)xiyi +
∑
j 6=i
γ
n− 1xiyj)− βiyi
dzi
dt
= βiyi
(3.6)
The matrix A associated with the spectral radius has entries given by
aii =
αiS
i
0(1− γ)
βi
and
aij =
αiS
i
0γ/(n− 1)
βj
.
Theorem 3.4.1. Suppose that we have the n level Gamma system with exactly 1 parameter for infection
and recovery and an initial number of susceptible Si0 = s(0), then the spectral radius is constant.
Proof. We have the eigenvalues are
α1S
1
0
β1
and α1S
1
0/(n− 1) (n−1)−nγβ1 . Hence, the spectral radius is constant
and equal to α1β1 S
1
0
In the case of only two different recovery and infection parameters, then again we can compute the
spectral radius directly as a function of the eigenvalues. Finally, let us note that we can write the equation
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for the spectral radius in terms of γ for when we have only two parameters of which d are of the first type
α1, β1 and the next n− d are of type α2, β2. Let us further suppose Si0 = 1/2.
Theorem 3.4.2. Suppose Si0 is given, d parameters of type α1, β1 and n−d of type α2, β2, then the spectral
radius is convex with respect to γ.
Proof.
r(γ) =
(n− 1)α2β1 − dα2β1γ + (n− 1)α1β2 + (n− d)γα1β2
4(n− 1)β1β2 +√
4(n− 1)(nγ − (n− 1))α1α2β1β2 + ((−(n− 1) + dγ)α2β1 + (−(n− 1) + (n− d)γ)α1β2
4(n− 1)β1β2
(3.7)
r′′(γ) = S10(
2α1α2(n− 1)(d)(n− d)(α2β1 − α1β2)2
4(n− 1)(nγ − (n− 1))α1α2β1β2 + ((−(n− 1) + dγ)α2β1 + (−(n− 1) + (n− d)γ)α1β2)3/2 )
We find that r′′(γ) ≥ 0.
Conjecture Given the n level Gamma model with arbitrary infection and recovery parameters and γ the
rate of interaction, then the spectral radius is convex with respect to γ.
3.5 Comparing 10 levels to 2 levels
Let us compare and contrast the 10 levels and the 2 level for Gamma Model for parameters α1 = 3, α2 =
2, β1 = 1, β2 = 3. In the corresponding 10 by 10 system we will take α1 = · · · = α5 = 3, α6 = · · · = α10 =
2, β1 = 1, · · · , β5 = 1, β6 = 3, · · · , β10 = 3. Let us have Si0 = 1/2 for both systems. This was scale the 10
level system up to a population size of 5 times as large to account for the greater number of levels. Notice
also that when there is no interaction, this means that they have the same spectral radius. We can see the
included graph.
We can also take a 10 level system and average the 10 parameters into a collection of 2 parameters.
For instance, we could take the first 5 parameters have them average together to form a 2 by 2 system to
compare to and we could do the same for the 10 recovery parameters too.
As a second example, let us suppose that we took a system with α1 = 5, α2 = 2, β1 = 1, β2 = 4. Then
we would create the corresponding 10 level system with constant parameters with α1 = · · · = α5 = 5, α6 =
· · · = α10 = 2, β1 = 1, · · · , β5 = 1, β6 = 4, · · · , β10 = 4. Let us have Si0 = 1/2 for both systems. Then we
could take random combinations of the first 5 parameters that sum to 25, the second that sum to 10, the
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Figure 3.1: A comparison of 10 levels to 2 levels with α1 = 3, α2 = 2, β1 = 1, β2 = 3.
third set of 5 to sum to 5 and the last set to sum to 20 and examine how the system changes given different
random collection of parameters.
The 10 group is worse than the 2 no matter the value of γ with regards to the spectral radius, but notice
some random combinations can be much worse than other random combinations of parameters. We also
notice that the spectral radius for this particular example is the exact same at γ = 0 for the 2 level and the
corresponding constant parameter 10 level system, but when we relax this condition and instead take random
combinations of parameters with the same sum we get larger spectral radius data. This makes intuitive sense
because when we change the parameters, the spectral radius which is the largest of the absolute value of the
eigenvalues will have some of the parameters increased. For instance, the infection parameters before were
all 5 for the first 5 parameters, but now we could potentially have 9 as one of the parameters. Thus allow
for the maximum to increase.
Notice that the 10 by 10 case is always worse than the corresponding 2 group system. We can derive a
result for comparing the two levels to the 10 levels. Let us suppose that we have a set of parameters for
the 2 group system. Let us further assume that we take the 10 level system correspond to have the same
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Figure 3.2: A 2 level system compared to a 10 level and spectral data
parameters into two groups.
Theorem 3.5.1. Let us have the Gamma Model with parameters α1, α2, β1, β2 and the corresponding 10
levels with α1 as the first 5 infection parameters and α2 as the next 5 infection parameters. Let us have β1
as the first 5 recovery parameters and β2 fixed as the last 5 recovery parameters. Then the spectral radius
with Si0 = 1/2 for all i in both models will have equal spectral radius at the γ = 0 and the 10 level spectral
radius will bound the 2 level spectral radius from above.
Proof. The 2 group system has eigenvalues
(1− γ)(α2β1 + α1β2)± .5
√
16(2γ − 1)α1α2β1β2 + 4(γ − 1)2(α2β1 + α1β2)2
4β1β2
The 10 group system has eigenvalues
(9− 10γ)α1/β1
with multiplicity four and
(9− 10γ)α2/β2
also with multiplicity four.
The remaining eigenvalues are
α2β1(9− 5γ) + α1β2(9− 5γ) + .5
√
144(10γ − 9)α1α2β1β2 + 4(9− 5γ)2(α2β1 + α1β2)2
36β1β2
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Calculating the minimum of
α2β1(9− 5γ) + α1β2(9− 5γ)± .5
√
144(10γ − 9)α1α2β1β2 + 4(9− 5γ)2(α2β1 + α1β2)2
36β1β2
− (9− 10γ)α1/β1
one finds that the minimum value is α2β1 − α1β2 for α1β2 < α2β1 which is positive. Hence, the positive
square root is larger in this case.
For 32α1β2 ≤ 7α2β1, the minimum is
(2α2β1 + 3α1β2)/(18β1β2) + 1/18
√
4α22β
2
1 + 17α1α2β1β2 + 4α
2
1β
2
2/(β1β2)
which is positive.
For α2, β1, β2 > 0 and α1β2 >= α2β1, we have a minimum value of 0.
Lastly, for the remaining values where we have α1 < α2β1/2β2, we have
3α1α
2
2β
2
1 − 4α21β1β2α2 + α31β22
2β1(α2β1 + α1β2)2
+
√
2
√
α21α
4
2β
3
1 − 3α31α32β21β2 + 3α41α22β1β22 − α51α2β32
β1(α2β1 + α1β2)4
which is also positive.
Hence, the expression involving the square is indeed the largest eigenvalue.
We can show that
(3.8)
α2β1(9− 5γ) + α1β2(9− 5γ) + .5
√
144(10γ − 9)α1α2β1β2 + 4(9− 5γ)2(α2β1 + α1β2)2
36β1β2
≥ (1− γ)(α2β1 + α1β2) + .5
√
16(2γ − 1)α1α2β1β2 + 4(γ − 1)2(α2β1 + α1β2)2
4β1β2
.
Notice that we show this by noticing that we need to show that
(3.9)
1
36β1β2
(4γ(α2β1 + α1β2) + .5
√
144(10γ − 9)α1α2β1β2 + 4(9− 5γ)2(α2β1 + α1β2)2
− 4.5
√
16(2γ − 1)α1α2β1β2 + 4(γ − 1)2(α2β1 + α1β2)2) ≥ 0.
Notice that we have for γ = 0, that the two spectral radius are at the same value. Also notice that at
γ = 1, we have that the larger function is the 10 levels function.
If it were the case that the 2 levels function was greater than the 10 levels function, then at some point
there must have been an intersection. Hence, we should solve the given function for γ. When we solve for γ,
we find that γ = 0. Hence, the only intersection point is at γ = 0. Hence, we must have that the functions
never cross other than γ = 0. Hence, we must have that the function for 2 groups is always bounded above
by the function for 10 groups.
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Note that in general for any n ≥ 4, we can apply the same argument.
Theorem 3.5.2. Let n ≥ 4, then the n level Gamma system bounds the 2 level Gamma system from above
for the spectral radius. (Assuming only 2 different sets of parameters α1, α2, β1, β2. In other words, the last
theorem is with n levels in place of 10 levels)
Proof. We notice that the n level system is determined by the eigenvalues. Since again, we only have 2
infection and 2 recovery that this will reduce to a quadratic expression. The spectral radius for the n level
system is given by
r(γ) =
((n− 1)− (n/2)γ(α1β2 + α2β1)
4(n− 1)β1β2 +
.5
√
16(n− 1)(nγ − (n− 1))α1α2β1β2 + 4((n− 1)− (n/2)γ)2(α1β2 + α2β1)2
4(n− 1)β1β2
(3.10)
Now we can compare to the 2 level system. Following the same argument as in the 10 level case. The left
most point the functions are equal and at the right most point the n levels is bounding the 2 levels. Hence,
the two functions must cross at some point. They only cross at γ = 0 in the given interval. Hence, we see
that the two levels is always bounded by the n levels.
Hence, the n level is an upper bound for the corresponding 2 level system.
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Chapter 4
Comparison of Stochastic and
Deterministic Models
4.1 2 Levels
Referring back to our equation 4.1 for the deterministic model, we formulate a corresponding stochastic
model. We will denote the new model by a stochastic process with given rates. Recall that we had 5 key
parameters that defined our system. We had the recovery rates β1, β2. We had the infection rates α1, α2.
We also defined a parameter of interaction γ ∈ R with γ ∈ [0, 1].
Letting N →∞, we have that this stochastic model is approaching the equation 4.1 of the deterministic
model. We can compare the Stochastic version to the deterministic version in terms of the table of data that
we derived for Gamma model. In particular, we can apply the results to particular sets of parameters and
show that all of the stability conditions that occurred in our table have a corresponding stochastic equivalent.
We then used the Gillespie algorithm to simulate the data for varying sets of parameters α1, α2, β1, β2.
4.2 Branching Process Approximation [47, 4]
The probability generating function associated with this continuous time Markov chain may be calculated.
For a more detailed introduction to the multiple branching process see the appendix of this paper. Suppose
that we are given a set of Random Vector Variables (discrete for instance), {X(t) : t ∈ [0,∞)} where
X(t) = (X1(t), X2(t), · · · , Xm(t)}. In this theory of multi-type Branching Process, there is an individual
of type i that gives birth to an offspring of type j. Total offspring of a type i is independent of type i
Process Change Rate
Infection Event of S1 S1 → S1 − 1; I1 → I1 + 1 α1(1− γ)S1I1
N
+
α1γS1I2
N
Infection Event of S2 S2 → S2 − 1; I2 → I2 + 1 α2(1− γ)S2I2
N
+
α2γS2I1
N
Recovery Event I1 I1 → I1 − 1;R1 → R1 + 1 β1I1
Recovery Event I2 I2 → I2 − 1;R2 → R2 + 1 β2I2
Table 4.1: Stochastic Rates
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individuals and those that are not i individuals as well. Suppose that we let {Zij} be the offspring random
variables. The j means that j produced the offspring and the i means the type of offspring produced. The
number itself refers to the actual number of offspring produced. The technique for multitype Branching
Process was explained and applied by Mode to multiple applications [47]. The application to epidemics has
been explicitly stated by Linda Allen [4] and Frank Ball [8]. We apply the multitype branching process idea
to our Gamma model.
The notation Pi(s1, s2, · · · sm) = Prob{Z1i = s1, Z2i = s2, · · · , Zmi = sm} is probability of one type i
individual producing sj type j individuals.
The probability generating function for the offspring for the type j individuals be given as
fj(x1, x2, · · · , xm) =
∞∑
sm=0
· · ·
∞∑
s1=0
Pj(s1, s2, · · · , sm)xs11 · · ·xsmn
Following the notation of the Branching Process book by Mode [47], let us assume that fi is is not linear
in the variables. We can define the mean for the offspring variables by considering the expected value matrix
M = [mij ].
This is used to derive a threshold for whether a Branching Process becomes infinite in size or stays finite.
Note that
mij =
∂fj
∂xi
|(1,1,1,···,1).
Since the function is a probability function, if we replace all the xi with the quantity xi = 1, then
fj(1, 1, 1, 1, 1, · · · 1) =
∑∑
Pj(s1, s2, · · · , sm) = 1
As mentioned in the book by Harris, on Multi-type Branching Processes, as in the corresponding 1
dimensional case there is a multiple dimensional case threshold as well. For instance, if we assume that fi is
not linear in the variables xi and that the matrix M is irreducible, then the spectral radius is well defined.
From the spectral radius, one obtains a threshold for multi-type branching processes. The threshold, much
as in the deterministic case, is the value of one.
If
ρ(M) < 1,
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then with complete certainty the disease becomes extinct. [47, 4] In mathematical notation, we have
lim
t→∞Prob{X(t) = 0} = 1.
Otherwise, there is a finite probability that the disease becomes extinct. In other words, if
ρ(M) > 1,
then we have that there is a unique fixed point of the probability generating function in the m-dimensional
unit cube such that the probability generating function fi satisfies the equation fi(s1, s2, · · · , sm) = si for
each i = 1, · · · ,m and that the probability of eventual extinction is now given by
lim
t→∞Prob{X(t) = 0} = s
i1
1 s
i2
2 · · · simm
and further note that this number is bounded above by one. Hence, we have
lim
t→∞Prob{X(t) = 0} < 1.
[47]
Let’s assume that we have I1(0) = 1, i.e. one infected person at the outset. [47, 4] The probability
that there is a transmission of the disease is when we have a susceptible of type 1 infected by type 1 or a
susceptible of type 1 infected by type 2. We could have a susceptible of type 2 infected by an infected of
type 1 or a susceptible of type 2 infected by a type 2. Note that there will be 2 infectious individuals x2
afterwards. Hence, we find that the probability for susceptibles of type 1 being infected by type 1 is given
by α1(1− γ) + α1γ/(α1(1− γ) + α1γ + β1) and similarly we have for I2(0) = 1 with probability being given
by α2(1 − γ) + α2γ/(α2(1 − γ) + α2γ + β2). Hence, we see that the probability generating function for I1
when I1(0) = 1 and I2(0) = 0 is given by
f1(x1, x2) =
α1(1− γ)x21 + α1γx1x2 + β1
α1(1− γ) + α1γ + β1 ,
and for I2 when I2(0) = 1 and I1(0) = 0 is given by
f2(x1, x2) =
α2(1− γ)x22 + α2γx1x2 + β2
α2(1− γ) + α2γ + β2 .
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After we simplify, we find that we have
f1(x1, x2) =
α1(1− γ)x21 + α1γx1x2 + β1
α1 + β1
and we have
f2(x1, x2) =
α2(1− γ)x22 + α2γx1x2 + β2
α2 + β2
.
We now compute the expected value matrix for our system, which turns out to be
M =

2α1(1− γ)x1 + α1γx2
α1 + β1
α1γx1
α1 + β1
α2γx2
α2 + β2
2α2(1− γ)x2 + α2γx1
α2(1− γ) + α1γ + β2
 .
Evaluating at (1, 1, · · · , 1) we obtain
M =

2α1(1− γ) + α1γ
α1 + β1
α1γ
α1 + β1
α2γ
α2 + β2
2α2(1− γ) + α2γ
α2 + β2
 .
Simplifying more, we obtain
M =

2α1 − α1γ
α1 + β1
α1γ
α1 + β1
α2γ
α2 + β2
2α2 − α2γ
α2 + β2
 .
We can now derive a formula for the eigenvalues of this matrix. Hence, we see that the spectral radius is
the maximum of these two eigenvalues.
Theorem 4.2.1. The spectral radius for the expected value matrix M is the maximum of the absolute value
of the eigenvalues of
M =

2α1 − α1γ
α1 + β1
α1γ
α1 + β1
α2γ
α2 + β2
2α2 − α2γ
α2 + β2
 .
For the special case when γ = 0, we obtain
M =

2α1
α1 + β1
0
0
2α2
α2 + β2
 .
Hence, in this case ρ(M) = max(
2α1
α1 + β1
,
2α2
α2 + β2
) is the spectral radius.
When ρ(M) < 1, there is no epidemic in the approximating branching process. When ρ(M) > 1, there is
a finite probability that the infected eventually limit onto zero.
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Process Change Rate
Infection Event of S1 S1 → S1 − 1; I1 → I1 + 1 α1(1− γ)S1I1
N
+
α1γ/2S1I2
N
+
α1γ/2S1I3
N
Infection Event of S2 S2 → S2 − 1; I2 → I2 + 1 α2(1− γ)S2I2
N
+
α2γ/2S2I1
N
+
α2γ/2S2I3
N
Infection Event of S3 S2 → S3 − 1; I2 → I3 + 1 α3(1− γ)S3I3
N
+
α2γ/2S3I1
N
+
α2γ/2S3I2
N
Recovery Event I1 I1 → I1 − 1;R1 → R1 + 1 β1I1
Recovery Event I2 I2 → I2 − 1;R1 → R2 + 1 β2I2
Recovery Event I3 I3 → I3 − 1;R1 → R2 + 1 β3I3
Table 4.2: Stochastic Rates
4.3 Gamma Model with 3 levels of interaction
Let us take the calculations that we made in previous sections and study one more level of interaction. Recall
that α are the infection rates. The β are the recovery rates. Let γ be in [0, 1].
The branching process that approximates this continuous time Markov chain is the one with infected
random variables I1, I2, I3. In particular, we have {I(t) : t ∈ [0,∞)} where I(t) = (I1(t), I2(t), I3(t)}. We
apply the multi-type branching process theory theory that was developed in the beginning of this chapter.
The probability generating function for I1 is denoted by f1(x1, x2, x3), I2 is f2(x1, x2, x3), and I3 is
f3(x1, x2, x3). Applying the same method that we used earlier, we find that we have
f1(x1, x2, x3) =
α1(1− γ)x21 + α1γ/2x1x2 + α1γ/2x1x3 + β1
α1(1− γ) + α1γ/2 + α1γ/2 + β1 ,
where I1(0) = 1 and I2(0) = 0 and I3(0) = 0.
For I2 we have
f2(x1, x2, x3) =
α2(1− γ)x22 + α2γ/2x2x1 + α2γ/2x2x3 + β2
α2(1− γ) + α2γ/2 + α2γ/2 + β2 ,
where I2(0) = 1 and I1(0) = 0 and I3(0) = 0.
For I3 we have
f3(x1, x2, x3) =
α3(1− γ)x23 + α3γ/2x3x1 + α1γ/2x3x2 + β2
α3(1− γ) + α3γ/2 + α3γ/2 + β3 ,
where I3(0) = 1 and I1(0) = 0 and I2(0) = 0.
After simplifying each calculation, we find that we have
f1(x1, x2, x3) =
α1(1− γ)x21 + α1γ/2x1x2 + α1γ/2x1x3 + β1
α1 + β1
.
59
f2(x1, x2, x3) =
α2(1− γ)x22 + α2γ/2x2x1 + α2γ/2x2x3 + β2
α2 + β2
f3(x1, x2, x3) =
α3(1− γ)x23 + α3γ/2x3x1 + α3γ/2x3x2 + β2
α3 + β3
We find that we have the matrix
M =

2α1(1−γ)x1+α1γ/2x2+α1γ/2x3
α1+β1
α1γ/2x1
α1+β1
α1γ/2x1
α1+β1
α2γ/2x2
α2+β2
2α2(1−γ)x2+α2γ/2x1+α2γ/2x3
α2+β2
α2γ/2x2
α2+β2
α3γ/2x3
α3+β3
α3γ/2x3
α3 + β3
2α3(1−γ)x3+α3γ/2x1+α3γ/2x2
α3+β3
 .
Evaluating at (1, 1, · · · , 1) we obtain
M =

α1(2−γ)
α1+β1
α1γ/2
α1+β1
α1γ/2
α1+β1
α2γ/2
α2+β2
α2(2−γ)
α2+β2
α2γ/2
α2+β2
α3γ/2
α3+β3
α3γ/2
α3+β3
α3(2−γ)
α3+β3
 .
We can now derive a formula for the eigenvalues of this matrix. Hence, we see that the spectral radius
is the maximum of these two eigenvalues.
Theorem 4.3.1. The spectral radius for the expected value matrix M is the maximum of the absolute value
of the eigenvalues of 
α1(2−γ)
α1+β1
α1γ/2
α1+β1
α1γ/2
α1+β1
α2γ/2
α2+β2
α2(2−γ)
α2+β2
α2γ/2
α2+β2
α3γ/2
α3+β3
α3γ/2
α3+β3
α3(2−γ)
α3+β3
 .
Set the interaction parameters γ = 0 we obtain

2α1
α1+β1
0 0
0 2α2α2+β2 0
0 0 2α3α3+β3
 .
Hence, in this case ρ(M) = max(
2α1
α1 + β1
,
2α2
α2 + β2
,
2α3
α3 + β3
) is the spectral radius.
At this point, for general parameters, we cannot say much about the eigenvalues. We can compute the
discriminant as we mentioned in the deterministic model to allow us to determine if there is a repeated
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root and whether the roots are real or not. In general, we can even derive an equation for the roots using
the method outlined there as well. If one of the parameters is set to zero, say α2 = 0, then 0 itself is an
eigenvalue. Thus, we will end up with solving a second degree polynomial in this case. The techniques used
to describe the theory of the 2 by 2 system may then be applied.
For instance, if we compute the characteristic polynomial when α2 = 0, we will find it is
f(x) = −x3 + q1(x)x2 + q2(x)x
where
q1(x) =
2α1
α1 + β1
+
2α3
α1 + β3
− α1γ
α1 + β1
− α3γ
α3 + β3
)
and
q2(x) = (
4α1α3γ
(α1 + β1)(α3 + β3)
− 4α1α3
(α1 + β1)(α3 + β3)
− α1α3γ
2
(α1 + β1)(α3 + β3)
+
α1α3γ
2
(2α1 + 2β1)(2α3 + 2β3)
)
Theorem 4.3.2. The spectral radius is a function of the discriminant if α2 = 0.
Proof. Factor out the x term from the given above equation. Then apply the quadratic formula. The roots
are
4α1α3 + 2α1β3 + 2α3β1 + 2α1α3γ − α3β1γ − α1β3γ ±
√
∆
2(α1α3 + α3β1 + α1β3 + β1β3)
the square root of the discriminant term. Since the largest eigenvalue in absolute value appears when we
add a positive term, we see that the spectral radius is when we have added the square root term.
We can also apply results of Darling Norris to this system as well by slightly modifying the equations
given for the 2 by 2 case. The Darling Norris result is presented later in this chapter.
Theorem 4.3.3. As the population size is increased to N → ∞, the stochastic epidemic with jump rates
given in the above table is close to the 3 by 3 deterministic Gamma model corresponding to the stochastic
model. For the assumptions that need to be made see the section of the Darling Norris presented later in this
chapter.
Proof. Apply Darling Norris to prove this result suitably modifying the equations to account for the fact
that the model has 3 layers of interaction now.
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4.4 Realizations of Epidemics
Let us note that our stochastic model has random variable
X(t) = (S1(t), I1(t), R1(t), S2(t), I2(t), R2(t))
In our models that follow, we used the Gillespie algorithm to compute the expected value of R1(t) +R2(t).
For population of size n = 4000 with N = 200 trials, we obtain the pictures on the following page.
In the first set of pictures for gamma model with parameters α1 = 3, α2 = 2, β1 = 1, β2 = 3, we see that
the as γ varies from 0 to 1, we have the threshold occurs near the value γ = .4. The threshold is when the
value of 1 is crossed in the ρ graph. The red line represents ρ as a function of γ. When the value is above
1, we should have an epidemic and when the value is below 1 we should have a stable (no epidemic) state.
Notice that near the critical value, there is a significant decrease from around 33 percent recovered to about
15 percent recovered near γ = .4. By the time γ = 1, there is around 6 percent recovered. The blue line
in the graph represents the average recovered size in the stochastic realization. The Gillespie algorithm is
performed 200 times with each iteration having a population of size n = 4000 individuals. The average is
computed from these 200 realizations.
In the second picture, we have α1 = 5, α2 = 1, β1 = 2, β2 = 2 and we see that the threshold is reached
near γ = 2. Notice the significant drop near γ = .2 in the corresponding blue line below the ρ (red line). We
see that the average number recovered goes from 22 percent to about 13 percent at γ = .2 to near 8 percent
at γ = .4 and eventually reaches 5 percent at γ = 1.
In the third set of pictures, we have α1 = 3, α2 = 2, β1 = 5, β2 = 3. In this case, we see that there
is always a stable state. In this case we see that a small amount of average recovered are encountered as
is predicted by the ρ picture. In the graph on the left we see that the ρ is always well below the critical
threshold of ρ = 1. We also see that the total number stays around 3 percent.
In the last set of pictures, we have α1 = 5, α2 = 2, β1 = 1, β2 = 1. We have that ρ is always well
above the critical threshold value of ρ = 1. We see that as expected a large number of average recovered
is encountered. Notice that as γ varies from 0 to 1, we stay about ρ = 1 always. Notice that at γ = 0
we have around half of the population becoming recovered which means that a large number of individuals
were infected at some point. Also the number increases to nearly 65 percent at γ = .4. Eventually coming
to near 64 percent at γ = 1.
As we can see from the graphs, we can always have a significant amount of the population recovered or
a very small amount of the population recovered or a combination of both. Notice that in the first two sets
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of parameters, we went from an unstable condition to a stable condition. In the last two set of pictures we
had either always stable or always unstable. Also notice that the ρ picture also had positive derivative as
we derived in the analytical section of this paper.
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Figure 4.1: Gamma model with α1 = 3, α2 = 2, β1 = 1, β2 = 3.
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Figure 4.2: Gamma model with α1 = 5, α2 = 1, β1 = 2, β2 = 2.
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Figure 4.3: Gamma model with α1 = 3, α2 = 2, β1 = 5, β2 = 3.
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Figure 4.4: Gamma model with α1 = 5, α2 = 2, β1 = 1, β2 = 1.
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Figure 4.5: Gamma model with α1 = 3, α2 = 2, β1 = 5, β2 = 3, and α1 = 5, α2 = 2, β1 = 1, β2 = 1
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Figure 4.6: Gamma model with α1 = 3, α2 = 2, β1 = 1, β2 = 3 and α1 = 5, α2 = 1, β1 = 2, β2 = 2
The spectral radius crosses the threshold at the same value for both the stochastic and the deterministic
system. In other words the ρ(M) and ρ(FV −1) cross the ρ = 1 at the same value. Based on this information,
we conjecture that the spectral radius for both systems have the same threshold crossing. In particular, we
predict the following:
Conjecture: The spectral radius for both multi-type branching process and the deterministic system
cross the threshold at the same value of γ.
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4.5 Parameter Changes
In this section, we numerically explore the parameter changes and their corresponding effects on the epidemic.
We first explore how γ changes the properties of our systems. We notice that in the above explorations for
fixing the four numerical quantities α1, α2, β1, β2, that increasing the γ parameter decreases the severity of
the disease. Let us recall that in the deterministic system we had been able to show that only 4 possible
cases were possible. We had the case where the disease was always stable, always unstable, or switched from
unstable to stable. Recall we in fact had over 10 possibilities, but we were able to reduce these based on the
parameters of the system.
On average, we see that in the stochastic system we see that increasing γ makes it more likely that the
disease will not spread. This can be intuitively thought of as the following: we have a disease that has two
levels of infectiousness. A susceptible of type 1 comes into contact with two types of infected. When γ is
turned on, then we have that type 2 infections become increasingly more important. Eventually when γ = 1,
we have reached a point where only type 2 infected are infecting susceptible of type 1 and vice versa we
have only type 1 infecting the type two susceptible. Hence, we see that γ is making the infection less severe
because the multiple layers of interaction allows for competition between the two levels of infection. These
cross terms have the significance of making the overall number of infections decreased compared to when
there is no interaction.
Let’s take a look at how the α1 and α2 parameters change the percent that are eventually recovered. Let
us suppose that we fix the recovery parameters to both be one. In other words, let us have β1 = β2 = 1. Let
us first study the case where γ = .5. Let us study the parameters where α1 and α2 are both varying from 1
to 10. In this process we averaged with 10 iterations for each time we computed a sample data point. The
sample data point was the percent that were recovered. As we can see from the three dimensional plot, as
we fix ourselves at a fixed α2 and vary the α1 we obtain a much larger percent of the population becoming
recovered as we increase the α1 levels from one to ten. Note that the proportion of the population recovered
is very small for α1 and α2 vary small. As both numbers become larger, then we see that the proportion of
the population that eventually becomes recovered reaches everyone. Note that the total population along
the 45 degree angle where we have α1 + α2 going from summing to two until summing to twenty also is
nearly monotonically increasing. In fact, the more iterations we take the more monotonically increasing the
data will become.
Also note that the graph is very symmetric about the 45 degree line in the z = 0 plane. For instance,
if we fix α2 at a small level, and look at the level curve, we see that the graph is increasing to around 60
percent of the population being infected. If we analogously look at α1 at a small level and vary α2, we find
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Figure 4.7: Total proportion recovered as a function of α1 and α2 with γ fixed at .5
the exact same pattern. We find that the percent recovered is nearly zero for the small α2 and nearly 60
percent for α2 becoming larger.
Let us also note that proportion infected does not experience signification growth for small α1, α2. Note
that around α1 = 2 to α1 = 4 and similarly for α2 = 2 until α2 = 4, we experience a significant steepness
in the graph. This tells us that there is a significant difference in the proportion eventually recovered that
happens around when these numbers close to α1 = α2 = 3. Notice that once we have reached α1 = α2 being
at least five that the growth is not nearly as significant, which is to be expected since a large amount of
the population is already infected at this point. Thus, there is not many more people that could become
recovered.
Let us now study when we change γ to be .3. Now, we have a similar overall structure to the data,
yet the graph has been shifted downward. Note that the same general trends are occurring with the data
exhibiting increasing proportion infected as a result of increasing either α parameter while keeping the other
one fixed. We also notice that the northeast corner point is still where the largest number recovered is
occurring. Again, this makes sense since when both parameters α1 and α2 are large, then the infection rates
are large. When the infection rates are large for fixed recovery rates we expect the epidemic to be severe.
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Figure 4.8: Total proportion recovered as a function of α1 and α2 with γ fixed at .3
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Let us now study when we change γ to be .8. Now, we have a very large proportion of the population
becoming recovered no matter what the level of α1 and α2. Note that again when α1 = α2 = 1 we have a
very small proportion of the population becoming recovered eventually. Notice the steepness of the three
dimensional plot. This indicates that the levels of infection and eventual recovery are very large for this
scenario. Notice that we start out with 1 infected in each group of infection I1 and I2. After the stochastic
simulations are performed, we find that eventually even for very small α1 and α2 that the infection and
recovery is affecting a large percentage of the population. Note that the same general trends are occurring
with the data exhibiting increasing proportion infected as a result of increasing either α parameter while
keeping the other one fixed. We also notice that the northeast corner point is still where the largest number
recovered is occurring. Again, this makes sense since when both parameters α1 and α2 are large, then the
infection rates are large. When the infection rates are large for fixed recovery rates we expect the epidemic
to be severe.
As we increase the population size, the randomness from the Stochastic process will decrease. Notice
that for a small number of iterations combined with a small population size will allow for the infection to
not always monotonically increase in terms of the the parameters. This is to be expected since of stochastic
effects. For instance, we see that there are peaks and valleys in each of these pictures no matter what the
level of γ has been set towards. This is a result of the randomness in how severe an illness is spread based
upon chance. There is still a significant amount of chance encounter that is exhibited in these graphics for
only 10 iterations combined with a population size of 1000.
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Figure 4.9: Total proportion recovered as a function of α1 and α2 with γ fixed at .8
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In general, as we increase the population size by the Darling Norris result, we will approach a monoton-
ically increasing picture as shown in the three pictures below.
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Figure 4.10: ODE Model γ = .8 and β1 = β2 = 1. and on right Stochastic (10 iterations)
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Figure 4.11: ODE Model γ = .5 and β1 = β2 = 1. and on right Stochastic (10 iterations)
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Figure 4.12: ODE Model γ = .5 and β1 = β2 = 1. and on right Stochastic (10 iterations)
4.6 The connection between Stochastic System and the
Ordinary Differential Equation
Following Darling and Norris [20], we see that increasing population size leads to the deterministic equation.
In particular, we can show that
P
(
sup
t≤t0
||Xt − xt||> 
)
≤ 2de −δ
2
2At0 (4.1)
where t0 is the horizon time. The Stochastic system is given by Xt and the corresponding deterministic
is xt where δ = e
−Kt0/3. In particular, X = (Xt) is a continuous time Markov Chain with countable state
space. For every state in the state space, the total jump rate is finite. The jump rate from a state ψ to ψ′
is given by q(ψ,ψ′) where the states are distinct.
We have coordinate functions xi where x = (x1, x2, · · · , xd) is from the state space S to Rd. We consider
the process Xt = (X
1
t , · · · , Xdt ) = x(Xt). There is for each ψ, a drift vector given by
β(ψ) =
∑
ψ′ 6=ψ
(x(ψ′)− x(ψ))q(ψ,ψ′)
Let
Xt = X0 +Mt +
∫ t
0
β(Xs)ds
where 0 ≤ t ≤ T1
xt = x0 +
∫ t
0
b(xs)dx
where 0 ≤ t ≤ ω
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where T1 is the first time at which the drift vector becomes infinite and Mt is a Martingale defined by
the first equation above.
Let θ = δAt0 and fix A > 0. We define
σθ(x) = e
θ|x| − 1− θ|x|
We define the following four sets:
Ω0 = {||X0 − x0||≤ δ}
Ω1 =
{∫ min(T,T0)
0
||β(Xt)− b(x(Xt))||dt ≤ δ
}
Ω2 =
{∫ min(T,T0)
0
φ(Xt, θ)dt ≤ 1
2
θ2At0
}
Ω
′
2 =
{
min(T, t0) ≤ T1, sup
t≤min(T,t0)
||Mt||≤ δ
}
Note that if f(t) = sups≤t||Xs − x(Xs)|| on the interval [0,min(T, t0)]. We then can estimate
f(t) ≤ ||X0 − x0||+ sup
s≤t
||Ms||+
∫ t
0
||β(Xs)− b(x(Xs)||ds+
∫ t
0
||b(Xs − b(xs)||ds
With the event Ω0 ∩ Ω1 ∩ Ω′2, we can estimate f with
f(t) ≤ 3δ +K
∫ t
0
f(s)ds
This allows us to demonstrate that f(min(T, t0)) ≤ , which further implies that T > t0 and hence we
have f(t0) ≤ . What happens is that the approximation of X is given by the ordinary differential equation
x
Note that the field for b is Lipschitz and K above is the Lipschitz constant for b. Also note that A is a
constant.
For our Gamma Model, we start by defining x : S → R6 with the equation x(ψ) = ψ/N and we set
Xt = x(Xt). The drift vector is given by
β(ψ) = b(x(ψ))
where
b(x) = (−α1((1− γ)x1y1 + γx1y2, α1((1− γ)x1y1 + γx1y2)
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−β1y1, β1y1,−α2((1− γ)x2y2 + γx2y1), α2((1− γ)x2y2 + γx2y1)− β2y2, β2y2).
By rescaling the timescale parameters, we can assume the recovery parameters are 1 to simplify the compu-
tations.
∫ t0
0
φ(ψ, θ)dt =
∫ t0
0
max
i
φi(ψ, θ)dt
This is equal to ∫ t0
0
max
∑
ψ′ 6=ψ
(σθ(x
i
t(ψ
′
)− xit(ψ))q(ψ
′
, ψ)
Note that
∑
q(ψ,ψ
′
) ≤ N In each step at most 1/N susceptible can change, hence max|xit(ψ
′
)−xit(ψ)|≤
1/N . Note that the jump rates are the same as defined in the table of rates as defined at the beginning of
Stochastic version of Gamma Model. As stated in Darling and Norris note that σθ(1/N) ≤ (θ/N)2e by a
standard Taylor estimate. Hence, following Darling and Norris we have
∫ min(T,t0)
0
φ(Xt, θ)dt ≤ Nσ(1/N)(max(α1, α2) + 1)t0 ≤ .5θ2At0
In fact as noted in Darling and Norris, any A will work as long as
A ≥ QJ2 exp(δJ/At0)
where Q is the maximum jump rate and J is the bound on the maximum norm for the jump. The maximum
jump rate for us is N .
Finally let U = [0, 1]6 and set x0 = ((1−p)/2, p/2, 0, (1−p)/2, p/2, 0). The differential equation x′t = b(xt)
has a unique solution (note that b is Lipschitz) starting from x0 which will stay in U for all time. The Lipschitz
constant is given by max(2α1 + 2β1, 2α2 + 2β2). Set A = (1 + max(α1, α2))e/N .
We can see that the components of Xt remains in [0, 1] and never leaves U . We see that Ω0 is satisfied
by the fact that we take the same initial conditions for both the ODE and the Stochastic process. We have
Ω1 is true as well as we have β(ψ) = b(x)(ψ)
Hence, we see that P(supt≤t0 ||Xt− xt||> ) ≤ 12e−N
2/D for constant D that depends upon α1, α2, k, t0.
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4.7 25 Random Epidemics
Let us show what happens when we study the 3 by 3 case for actual epidemics. Let’s suppose that we want
to study how γ affects the epidemic size. Suppose that we have the rates as listed in the table in the previous
section. We fix γ ∈ [0, 1] and the parameter interactions being γ/2, γ = γ/2 and 1 − γ. We can produce a
plot of 25 random epidemics meaning that we select 25 different set of infection and recovery parameters.
We find that as we increase γ, eventually, the total number recovered exhibits a decrease. Sometimes γ
near .5 has the most recovered. As we can see from the graph, usually, γ near 1 exhibits the smallest number
recovered. This means that overall there were fewer individuals being infected. The spread of the disease
tends to be most significant when γ is near 0. Notice that 20 percent of the 25 random sets of data crossed
the 30 percent recovered threshold. Nearly 40 percent crossed 10 percent becoming recovered. Comparing
to the spectral radius, we also see that around 40 percent of the data had crossed the critical threshold at
some point.
We see that the average spread of infection will not affect a significant proportion of the population.
Although, there can still be large amounts of the population infected if the infection parameters are large
enough or the recovery parameters are small enough. Notice that one epidemic had over 60 percent recovered
meaning that a substantial proportion of the population became infected. This would represent a set of
parameters that on average would produce very devastating epidemics.
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Figure 4.13: 25 Random Epidemics for 3 levels and spectral data
We can perform the same calculation with 2 levels and we find the following graph. We have selected
parameters between 1 and 10 for the α and between 1 and 10 for the β for 2 levels. We find a very similar
situation as in the 2 by 2 case as for the 3 by 3 case of 25 random epidemics.
When we have 10 levels, of 25 random epidemics, there is again a very large amount of epidemics that
infect above 10 percent of the population. The epidemics do not appear to be infecting as high of numbers.
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Figure 4.14: 25 Random Epidemics for 2 levels and spectral data
Notice that most of the epidemics are not above 60 percent recovered. While looking at the spectral radius,
we see that nearly half the 25 random data sets are above the critical threshold no matter what gamma.
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Figure 4.15: 25 Random Epidemics for 10 levels and spectral data
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Chapter 5
Epidemics on Graphs ([37], [38], [52])
5.1 Deriving the model
The study of epidemics [37] is important to learn about how disease spreads and how to control the spread
of disease. Networks are of fundamental importance in studying the spread of disease. One can study
the spread of disease deterministically and stochastically. The original deterministic model goes back to
Kermack and McKendrick. In this model there were three conditions S, I,R which stand for the number of
susceptible individuals, the number of infected individuals, and the number of recovered individuals.
Let’s recall the model, which is also derived with more details in the appendix. If there is a fixed
population, N = S + I +R, they modeled the dynamics based on the following three equations,
dS
dt
= −βSI,
dI
dt
= βSI − γI,
dR
dt
= γI.
(5.1)
where β is the contact rate at which susceptible become infected and γ is the recovery rate.
One may also look at the scenario when there is no recovery. In this case, the system is represented as
dS
dt
= −βSI,
dI
dt
= βSI.
(5.2)
To see how these equations may be derived from a stochastic point of view, assume that the number of
susceptible particles is represented by [S] and that the susceptible S will become infected I and stay infected
with no chance of recovery. Further make the assumption that S become I at rate ρ.
Theorem: If we have [S] susceptible and [I] infected with a rate of infection ρ, then we have the
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following equations
dS
dt
= −ρ[SI]
dI
dt
= ρ[SI]
where [SI] is the total number of susceptible infected links.
Proof: We have an event that susceptible becomes infected which is represented by a decrease in
susceptible and an increase in infected.
[S]→ [S]− 1
[I]→ [I] + 1
During a small time interval δt, the probability of infection is
ρ[SI]δt
We now compute the expected value for the susceptible at t+ δt:
E[St+δt|St] = E[St]− 1Pr(infection)
= E[St]− ρ[SI]δt
We then have that
[St+δt]− [St]
δt
= −ρ[SI]
Taking the limit as δt→ 0, we have that
d
dt
[St] = −ρ[StIt]
We thus find that
d[S]
dt
= −ρ[SI]
d[I]
dt
= ρ[SI]
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This is the deterministic method of studying an epidemic model. One may also study a system stochas-
tically by using random graph models. In particular one may use the Gillespie algorithm [38] to compute
the expected time for all individuals in a population to become infected. We assume that we have a fixed
population size N . Let the probability of infection γ = 1. We assume that each individual (a vertex on the
graph) becomes infected at a rate kl where k is the number of infected neighbor. For a vertex, we can write
this rate as
ρ(AI)i = ρ
∑
j 6=i
AijIj
This counts the number of infected individuals. If we compute AI, and the jth entry gives us the number
of infected neighbors of individual j. To simulate stochastically the time for an infection to occur, we let Tj
be E(qj) we have Tj be an exponential process of rate qj = (AI)j . The time until the next infection can be
represented by δtm =
−1
m log(Rand). Compute minj Tj which is an exponential of rate
∑
j 6=i qj [52]. This
minimum occurs at one of the vertices. The time is updated as T = T + δtm. The time is updated until all
vertices are infected.
5.2 Expected Infection Time
In studying epidemics on networks, one question that we are interested in is how much time will it take for
everyone to become infected. We can study this by computed the expected time until everyone is infected.
Define a jump chain Sk = Tk − Tk−1 where Tk is the time up until the kth event. If we model the infection
as kIt where k is a natural number and It is the number infected at time t, then we can define expected
value for each step in the jump chain Sk [52].
For each Sk, we have an exponential process with rate q. E(kq) where k is the number of infections and
q where is the exponential process rate. We have that P (Sk > t) = e
−kqt, [52] and E[Sk] = E[E(qk)] = 1kq .
The expected time for all infections is then the sum over all those infected:
E[Sk] =
∑
i
1
qi
.
This gives us a measure of the expected time for all people to become infected.
We can furthermore calculate the variance.
E[S2k] =
2
k2q2
− 1
k2q2
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V = E[x2]− E[x]2
Giving us that the variance is
V =
∑
io
1
k2q2
5.3 Graph Properties
Since the study of epidemics is very much network oriented, graph properties are useful [37].
Let us consider a network with nodes of type t. In the case of an SI model, the nodes can be of two types
susceptible and infected.
Let φ(i, t) = 1 if node i is type t. Otherwise φ(i, t) = 0
Since φ(i, t) = 0 for all fixed except when node i is of type t, we have∑
t φ(i, t) = 1 for each i
Let G be the matrix Gij = 1 if i, j are connected. Otherwise, Gij = 0
The number of singles is defined as
∑
i φ(i, t).
The number of doubles [t1, t2] is
∑
i,j φ(i, t1)φ(j, t2)Gij .
The number of triples [t1, t2, t3] is
∑
i,j,k φ(i, t1)φ(j, t2)φ(k, t3)GijGjk.
∑
t1
φ(i, t)
=
∑
t1
∑
i
φ(i, t)
=
∑
i
∑
t1
φ(i, t) = N
This says that the number of infected is equal to the sum of the types. In our case, this is the infected
and susceptible is equal to the total.
One can also obtain similar formulas for doubles. Namely, we have the formula:
=
∑
t2
[t1, t2] = n[t1]
This says that for a homogeneous network with on average each node having n neighbors that the sum
of the edges starting from a node of type t1 to a node of a different type is n[t1].
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In our case this means that [SS] + [SI] = n[SS]. If each node had on average 2 neighbors, we would
have [SS] + [SI] = 2[SS].
I made a computer program to compute the expected time until all individuals are infected. This
revealed that the connectivity of the graph is important for describing whether all individuals are infected.
Quarantines are important to prevent the spread of an infection. Also revealed was that the same graph
may have a different time for all to be infected. This was a result of a different placement of the nodes with
respect to each other. Two isomorphic graphs can have different times depending upon whether they start
at the same node or not. Two isomorphic graphs which have the same starting node will take the same
time to infect since each node will be infected at an exponential rate and the number of neighbors of each
vertex will be the same. The following data was obtained for a graph with 5 vertices with the dark blue
color indicating the starting node. Each graph has starting node highlighted and the time for all individuals
to become infected is included. Notice that the density of the graph determines the time it takes for all to
become infected. The more dense the network, the faster the infection spreads.
Figure 5.1: Epidemics on graphs.
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Appendix A
Background Results
A.1 Compartmental Models [40]
Compartmental models are used in the study of epidemics. Populations are divided into compartments
that satisfy assumptions. Kermack and McKendrick developed a model based upon compartments. A
compartment divides a given population into groups. Common examples include all susceptible members
of a population, all infected members of a population, and all recovered members of a population divide
into three groups called S(t), I(t), R(t). We then use ordinary differential equations or Gillespie algorithms
to study how the various parameters change the totals of these compartments. For instance, the ordinary
differential equation form of the SIR model may be described by a set of differential equations.
Let us define the compartments as follows:
S = S(t) - the number of susceptible members of a population.
I = I(t) - the number of infected members of a population.
R = R(t) - the number of recovered members of a population.
We may define
s(t) = S(t)/N
i(t) = I(t)/N
and
r(t) = R(t)/N
where N is the number of members of the total population under consideration. Note that t is the time. For
instance, time could be measured in years. We note that s(t) + i(t) + r(t) = S(t)/N + I(t)/N +R(t)/N =
N/N = 1.
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In the simplest models, the births, deaths, and immigration are ignored. The only way for a susceptible
individual to leave a compartment is to become infected. If we suppose that the contacts per day is α for an
infected individual and the proportion susceptible is s(t), then αs(t) is the average number of new infected
individuals per time period.
Let us suppose that β is a fraction of the infected that will recover during the time period.
The equations that describe the system are
ds
dt
= −αs(t)i(t)
di
dt
= αs(t)i(t)− βi(t)
dr
dt
= βi(t)
(A.1)
Note that since s(t)+i(t)+r(t) = 1, we could have selected the first and last equations above as given and
derived the remaining equation since d(s(t) + i(t) + r(t))/dt = d(N)/dt = 0 Also notice that the susceptible
are monotonically decreasing, and the recovered monotonically increasing. Eventually, in this simple SIR
model, the susceptible number will approach 0 and the recovered number will approach 1. Furthermore,
we note that there is a point at which di/dt = 0 where there will be a maximum amount infected and this
number will decrease to 0 as well.
The assumptions made in the simple SIR model are a well mixed population meaning that two members
of the population are equally likely to encounter each other. The population is closed to birth, death, and
migration of both entrance and exit, and that the initial population contained a fixed amount of individuals.
We say that an epidemic occurs in the simple model if didt > 0 meaning that the number of infected
individuals is increasing. Let us note that in the second equation of the model this means that
αs(t)i(t)− βi(t) > 0
αs(t)i(t)/β > i(t)
At the beginning of an epidemic the number of susceptible is approximately s ≈ 1, and so let us set s = 1
in the inequality above, to find that we have α/β > 1. Set the number R0 = α/β, we find that there is an
epidemic if R0 > 1.
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A.2 Reproduction Number [26]
The basic reproduction number, which has no dimensions, is the expected number of secondary infections
produced by a single infection in a completely susceptible population. Let us demonstrate that the repro-
duction number is a threshold for the simple SIR model.
A.3 Vaccines [26]
In order to prevent and slow the growth of an epidemic, the introduction of vaccines is important. We start
with a basic SIR model with infection parameter α and recovery parameter β.
ds
dt
= −αs(t)i(t)
di
dt
= αs(t)i(t)− βi(t)
dr
dt
= βi(t)
(A.2)
Initially, we have a reproduction number R = R0. We then select a proportion of the population to
vaccinate. Let us suppose that proportion p of the population is vaccinated. Furthermore, suppose that the
vaccine is 100 percent effective. It is well known that the entire population does not need to be vaccinated
in order to prevent an epidemic. There is a critical proportion that needs to be vaccinated to prevent an
epidemic in which less than 100 percent receive the vaccine. The concept is encompassed by the notion
of herd immunity. Herd immunity is the indirect reduction of a disease spread by reducing the number of
people that can become an infected by an infected individual.
The critical concept here is the number of individuals that need to be vaccinated in order to prevent
an epidemic without vaccinating everyone. Notice that before a vaccine that the reproduction number is
R = R0. After the vaccine the number is now R = R0(1 − p) because there are (1 − p) left unvaccinated
that can become sick. Hence, we want p > 1− 1/R0 because we want the new number R = R0(1− p) to be
below the critical threshold. We want R < 1 which implies R0(1 − p) < 1 which after simplifying becomes
p > 1− 1/R0.
A.4 Next Generation Method [23]
Definition A matrix where A where the nondiagonal entries are non-positive is called a Z matrix. Note
that A = sI −B where B ≥ 0 is a Z matrix. If A = sI −B where ρ(B) < s, we call this an nonsingular M
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matrix.
Lemma 1 If T is nonnegative, then ρ(T ) < 1 if and only if (I − T )−1 ≥ 0 exists.
Proof: 1.) (I − T )(I + T + · · ·+ T k) = I − T k+1 by elementary algebra
2.) (I − T )−1 = ∑∞k=0 T k ≥ 0 by taking the limit since ρ(T ) < 1.
We note that this exists since ρ(T k) = ρ(T )k and since ρ(T ) < 1.
We see the series converges since ρ(T )k converges exponentially fast to 0.
For the converse statement, assume that the inverse of I − T exists.
1.)Tx = ρ(T )xfor somex by Perron-Frobenius theorem
2.)(I − T )−1x = 1
[1− ρ(T )]x since (I − T )x = [1− ρ(T )]x
3.)ρ(T ) < 1 since x > 0 and (I − T )−1 > 0
Lemma 2 If A has the Z sign pattern, then A−1 ≥ 0 if and only if A is a nonsingular M matrix.
Proof:
1.)A = sI −B, ρ(B) < s 1. by definition of nonsingular M matrix
2.)A−1 = (I −B/s)−1/s, ρ(B/s) < 1 by 1 and elementary algebra
3.)A−1 = (I −B/s)−1/s ≥ 0 by lemma 1
For the converse, we can define B and find an s such that A = sI−B where ρ(B) < s. Since B = sI−A,
we can pick s > ρ(B) to have B ≥ 0. Thus, we see that A is a nonsingular M matrix.
Lemma 3 If A is an M matrix, all its eigenvalues have positive real part.
Proof:
1.)A = sI −B, ρ(B) < s 1. by definition of nonsingular M matrix
2.)Bx = νx,Ax = (sI −B)x by definition. of eigenvalue
3.)Ax = (s− ν)x
Since ρ(B) < s, we must have s− ν > 0. Hence, eigenvalues have positive real part. The converse is also
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true since if q > 0 for all eigenvalues q of A, then define B = sI − A, if A were a nonsingular but not a M
matrix, then ρ(B) > s, then we would have Ax = (s− ν)x where Re(s− ν) < 0. But we said that q > 0 for
all eigenvalues. In particular this one as well.
Theorem If F is non-negative, V is a nonsingular M matrix, then s(F−V ) < 0 if and only if ρ(FV −1) <
1.
Proof:
Note that (V − F )−1 = V −1(I − FV −1)−1 and V (V − F )−1 = I + F (V − F )−1. Hence, we see that
(V − F )−1 ≥ 0 if and only if (I − FV −1)−1 ≥ 0
(⇐= )
1.)FV −1 ≥ 0 lemma 2 since F ≥ 0 and V −1 ≥ 0
2.)I − FV −1 has the Z sign pattern by 1
3.)(I − FV −1)−1 ≥ 0 lemma 2 since ρ(FV −1) < 1
4.)(V − F )−1 ≥ 0 by 3 and the note before proof
5.)V − F is a nonsingular M Matrix lemma 2
6.)All eigenvalues of V − F have positive real part lemma 3
7.)S(F − V ) < 0
( =⇒ )
1.)V − Fhas eigenvalues with positive real part.
2.)V − F is a nonsingular M Matrix lemma 3
3.)(V − F )−1 ≥ 0 lemma 2
4.)(I − FV −1)−1 ≥ 0 note before proof
5.)FV −1 ≥ 0 lemma 2 since F ≥ 0 and V −1 ≥ 0
6.)I − FV −1 has the Z sign pattern by 5
7.)ρ(FV −1) < 1 lemma 1
Following van den Driessche, we now prove that for F non-negative and V a non-singular M matrix the
above result relating the basic reproduction number and the asymptotic stability. We are given a dynamical
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system:
Let dxidt = fi(x) = Fi(x)−Vi(x) where Fi(x) is the rate of appearance of new infections in compartment i
and VI is the rate of transfer of individuals between compartments. Let V−i −V+i = Vi. Let each be C2(X).
Let’s make the following assumptions:
Assumption 1 if x ≥ 0, then Fi,V+i ,V−i ≥ 0 for i = 1, 2, · · ·n.
Assumption 2 if xi = 0, then V−i = 0.
Assumption 3 Fi = 0 if i > m
Assumption 4 if x belongs to the disease free states, then Fi(x) = 0,Vi(x) = 0 for i = 1, 2, · · ·m.
Assumption 5 if F = 0, then the DFE is stable.
Lemma 1 If x0 is disease free solution of
dxi
dt = fi(x), and fi satisfies the five assumptions, then we have
the following Jacobian:
DF(x0) =
F 0
0 0
, DV(x0) =
V 0
J3 J4
 , where F = [ ∂Fi∂xj (x0)] and V = [∂Vi∂xj (x0)]
Proof: Let x0 be disease free. By assumptions 3 and 4, we have
∂Fi
∂xj
(x0) = 0 for i > m or j > m. We
can see this by noting that if we let ej be the Euclidean basis, we have by definition that
∂Fi
∂xj
(x0) = lim
h→0
Fi(x0 + hej)− Fi(x0)
h
. Assumption 1 and assumption 4 give us that F is non-negative.
By the 2nd and 4th assumptions, we have Vi(x) = 0 for i ≤ m. Hence, ∂Vi∂xj (x0) = 0 for i ≤ m, j > m.
Let ej be the Euclidean basis, we have by definition that
∂Vi
∂xj
(x0) = lim
h→0
Vi(x0 + hej)− Vi(x0)
h
.
Since, x0 is a DFE, then the 2nd and 4th assumptions tell us that Vi = 0 for i = 1, · · ·m. For i 6= j, the
ith component of x0 + hej = 0. We also have Vi(x0 + hej) ≤ 0. This follows from assumptions 1 and 2. We
have ∂Vi∂xj ≤ 0 for i ≤ m, j 6= i. This tells us that V has to be a Z matrix. By assumption 5, we have to have
that the eigenvalues of V have positive real part, hence we see that V is a non-singular M matrix.
As a direct consequence of our lemma and our previous theorem, we have that
Theorem Let f(x) satisfy the 5 assumptions. Suppose that x0 is disease free, then x0 is stable iff R0 < 1.
Proof: We just need to know that the answer depends upon F − V and then we can apply our previous
theorem. Let’s take
F 0
0 0
−
V 0
J3 J4

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Note that since F − V 0
−J3 −J4

is block upper triangular, the eigenvalues are in F − V and in −J4. We know that the eigenvalues of
J4 have positive real part, so that the eigenvalues of −J4 have negative real part. Hence, we see that the
stability of F − V determines whether the system is stable or not. We have that our results for M-matrix
apply. We know that F is non-negative, and V is a non-singular M matrix so we know that F − V has
negative eigenvalues if and only if R0 < 1.
Following the argument given by Watmough and Van Den Dreissche [23], we see that the unstableness
is by continuity. See their article for the details.
A.5 Examples of Spectral Radius
In the second model, we investigated the parameter γ (the interaction parameter). In this section, we will
calculate multiple examples (including examples where ρ1ρ2 6= σ1σ2) of the spectral radius for a 2 by 2
matrix if we include a parameter γ.
Example of Spectral Radius 1
Let’s take the matrix with
.00001(1− γ) .99999γ
1.00001γ 1.00000001(1− γ)

Example of Spectral Radius 2
.4(1− γ) .4γ
3γ 1.2(1− γ)

For a symmetric form, we have
a(1− γ) bγ
bγ a(1− γ)

This gives us eigenvalues
λ = a(1− γ)± bγ
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This gives us normalized eigenvectors
1√
2
{(−1, 1), (1, 1)}
The largest eigenvalue in absolute value is a(1− γ) + bγ = (b− a)γ + a.
Hence, we see that if b > a, then the slope is increasing and we are always at a lower threshold of a for
the spectral radius. If b < a, then as we increase γ, we decrease the spectral radius. We see that the spectral
radius is 0 at a/(a− b).
Example Spectral Radius 3
Let’s assume a symmetric form 1.1(1− γ) .9γ
.9γ 1.1(1− γ)

Example Spectral Radius 4
Let’s assume a symmetric form .9(1− γ) 1.1γ
1.1γ .9(1− γ)

Example Spectral Radius 5
Let’s assume a symmetric form 1.1(1− γ) 1.2γ
1.2γ 1.1(1− γ)

Example Spectral Radius 6
Let’s assume a symmetric form 1.2(1− γ) 1.1γ
1.1γ 1.2(1− γ)

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Figure A.1: Spectral radius example 1 and example 2
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Figure A.2: Spectral radius example 3 and example 4
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Figure A.3: Spectral radius example 5 and example 6
A.6 Examples of the evolution of the deterministic systems for
models 1 and 2 with given data
Example 1 Model 1
Here is an example with α1 = 2, β1 = 1, γ1 = γ2 = 1/2, α2 = 3, β2 = 1/2. The initial conditions are
x1(0) = .6, x2(0) = .2, y1(0) = .1, y2(0) = .1, z1(0) = 0, z2(0) = 0. We sketch the total epidemic size and
included y1, y2.
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Figure A.4: Model 1 ODE Infecteds/Time and Recovered
Example 1 for Gamma Model
If we set α1 = 30, α2 = 30, γ = .4, β1 = 2, β2 = 2, then we get the following dynamics for our system:
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Figure A.5: Model 1 ODE Infecteds/Time and Recovered
Example 2 for Gamma Model
If we set α1 = 30, α2 = 2, γ = .4, β1 = 2, β2 = 3, then we get the following dynamics for our system:
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Figure A.6: Model 1 ODE Recoveres/Time and Total Recovered
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Figure A.7: Model 1 Example 2 ODE Infecteds/Time Total Infecteds
A.7 Martingale
A Martingale [55] comes up in the study of epidemics with regards to branching processes. A Martingale is
a collection {(Xn, Bn), n ≥ 0} where the Xn are random variables and the Bn are σ fields that satisfy the
following properties: (1) information improves as time passes meaning that B0 ⊂ B1 ⊂ B2 ⊂ · · · ⊂ B, (2)
For every n Xn ∈ Bn meaning that Xn is Bn measurable, and (3) E(Xn|Bm) = Xm. One may also see the
last condition denoted in a notation as as E(Xn+1|σ(X1, X2, · · · , Xn)) = Xn This is because of the fact that
since Xn ∈ Bn we have that
σ(X0, · · · , Xn) ⊂ Bn
, and thus we see by the fact that
E(Xn+1|σ(X0, · · · , Xn)) = E(E(Xn+1|Bn|X0, · · · , Xn) = E(Xn|X0, X1, · · · , Xn) = Xn
For instance, in Resnick [55], we see that a simple branching process is a Martingale. We have an
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Figure A.8: Model 1 Example 2 ODE Recovereds/Time and Total Recovered
offspring distribution so that pk is the probability of k offspring for each individual. We have the mean
offspring number m =
∑
k kpk for each individual. Then one defines {Zni , n ≥ 0, i ≥ 1} which is a sequence
of independent identically distributed random variables with the given distribution pk. We define Z0 = 1 and
Zn+1 = Z
n
1 + · · ·+ZnZn for the number of offspring at the time n+1. We have that pij = P (Zn+1 = j|Zn = i)
is the transition function for the Markov Chain Zn. Note that
∑
pijj = mi
In fact, we have
Pf = mf
giving us that Zn/m
n is a Martingale since E(f(Yn+1)|Yn = i) = mf(i) and since this is a Markov Chain
we have E(f(Yn+1|Yn) = E(f(Yn+1|Y0, · · · , Yn) = mf(Yn)
We can define the generating function f(s) =
∑
k pks
k = E(sZ1) for s ∈ [0, 1] with fn(s) = E(sZn),
f0(s) = s, f1 = f . Then we have fn+1(s) = fn(f(s)) = f(fn(s)) with m = f
′(1).
The extinction probability is q = P (Zn → 0) = P (extinction) = P (∪Zn = 0) will have f(s) = s and
be the minimal such one. We also note that m > 1 implies that q < 1 meaning that there is a positive
probability that the process does not go extinct. If m ≤ 1, then with certainty the process goes extinct.
An important result we have used is the Doob L2 inequality. A good reference for Martingale inequalities
is Williams [63].
Theorem A.7.1. Let p > 1 with q defined so that 1/p + 1/q = 1. Suppose that Z is a non-negative
martingale bounded in Lp and define
Z = sup
k
Zk
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where k ∈ Z. Then we have that Z ∈ Lp and furthermore
||Z||p≤ q sup
r
||Zr||p
Hence, we have that
E( sup
0≤t≤t0
|Zt|p) ≤ ( p
p− 1)
pE(|Zt0 |p)
In particular for L2, we have
E(sup|Zt|2) ≤ 4E(|Zt0 |p)
A.8 Branching Process Theory
In this section, the branching process theory is introduced with the associated probability terminology such
as the associated generating functions. The generating function allows one to easily compute quantities
such as the moments of a random variable, the mean, standard deviation, and other important quantities.
Suppose that we have a discrete random variable Z with values from {0, 1, 2, · · ·} and associated probabilities
pj = Prob{Z = j} where j = 0, 1, · · · such that the pj define a probability function meaning
∑
j
pj = 1
We have the expected value of the random variable Z is
E(Z) = p1 + 2p2 + · · · =
∑
j
jpj = µ
The probability generating function of the random variable Z is defined as
pgf(s) = E(sZ) = p0 + p1s+ p2s2 + · · · =
∑
j
pjs
j
where s ∈ R. Setting s = 1, we find that pgf(1) = 1. We note that if Z represents a population size, we can
find the probability of extinction p0. This is when we evaluate pgf(0). Hence, we find that
p0 = Prob{Z = 0} = p0
.
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Taking the derivative of pgf(s), we are able to find the probabilities of exactly 1 individual, p1. Taking
another derivative we can find p2 and this process can be continued indefinitely.
If we want to know about moments, then we define the moment generating function
M(s) = E(esZ) = p0 + p1es + · · · =
∑
j
pje
js
We can calculate the derivative of the moment generating function M(s) to compute the various moments.
As an example, let Z be a random variable with MZ(s), then computing the derivative evaluated at s = 0,
gives us
M ′(0) =
∑
j
jpj = E(Z)
The second derivative gives us the second moment
M ′′(0) = E(Z2)
. We can compute the variance of Z as
Var(Z) = E(Z − µ)2
Var(Z) = E(Z2)− (µ)2 = M ′′(0)− (M ′(0))2 =
∑
j
j2pj − (
∑
j
jpj)
2
A.9 Single Type Galton-Watson Branching Process
Suppose that we have a Markov Chain {Zn} that satisfies the following properties: (i) Each individual at
generation n gives birth to a random number of offspring X of the same type (in the next generation) with
X a discrete random variable that has values {0, 1, · · ·}. The offspring probabilities are
pj = Prob{X = j}, j = 0, 1, · · ·
(ii) The individuals have offspring independently of one another. (3) The same offspring distribution is
applied to every generation [6].
We will denote the probability generating function of Zn as pgfn and the probability generating function
of X as g.
Note that pgfn(s) = g
n(s) is the composition with itself n times assuming that properties (i) through
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(iii) are met. Suppose that we have one individual at the start, Z0 = 1. The pgf of Z0 is pgf0(s) = s.
The probability generating function of Z1 consists of the offspring from generation 1, i.e., Z1 = Y hence
we find pgf1(s) = g(s). Now looking to generation 2, we find that pgf2(s) = g(g(s)) = g
2(s). The
probability of extinction at generation 1 is pgf1(0) = g(0). The probability of extinction in generation 2 is
pgf2(0) = g(g(0)). Suppose that we start from another initial population size Z0 = N , then we have the
probability generation function is pgfn(s) = [g
n(s)]N . We can find the probability of extinction as
pgfn(0) = [g
n(0)]N
We can calculate the long term probability of extinction by taking n → ∞. Again, there a critical
threshold, which we call m that determines the long term behavior of a branching process. Note that the
mean number of offsrping m is defined as
m =
∑
j
jpj
which we can see can be computed by m = g′(1) by taking the derivative of the probability generation
function associated to X, g.
Theorem A.9.1. If m ≤ 1, then the population becomes extinct. If m > 1, then the population has
a probability of survival. The actual extinction probability involves the initial population size m and the
distribution of the offspring with function g. To calculate the probability, find g(q) = q where 0 < q < 1.
The probability of extinction is qN .
If m ≤ 1,
lim
n→∞Prob{Zn = 0} = limn→∞ pgfn(0) = 1
If m > 1,
lim
n→∞Prob{Zn = 0} = limn→∞ pgfn(0) = q
N
where again q is the fixed point of g such that 0 < q < 1.
We refer to a branching process as subcritical for m < 1, critical for m = 1, and supercritical if m > 1.
The probability that a population survives (the case when m > 1) is 1 − qN . Notice this is a single type
process as opposed to a more general multiple type process. For instance, a multiple type branching process
associated with the Gamma Model given in this paper. For instance, this could mean there is only one
type of population as opposed to two. For instance, there could infected individuals of type 1 and infected
individuals of type 2. At any moment when the population Zn reaches zero, then it must remain there. The
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population has become extinct when Zn = 0. Again, we find
pgfn(0) = Prob{Zn = 0}
A.10 Multiple Type Galton-Watson Branching Process
The offspring are all of the same type in the single type branching process. Sometimes this assumption is
unrealistic. Perhaps there are multiple genotypes or perhaps there are people that are more prone to become
ill with a disease when they have a certain gene history as opposed to another individual. We can correct
for this by allowing multiple types in our branching process. As another example we could have different
factors affecting different age groups [47].
A multiple type branching process is a set of random variable vectors X(n) where each of the vectors
consists of k distinct types, X(n) = (X1(n), X2(n), · · · , Xk(n)). Suppose that each component random
variables Xi(n) each have k offspring random variables. Note that we have j = 1, 2, · · · , k type of offspring
from parent i.
Define a probability generating function for each of the k random variables Xi(n) in generation n where
the i = 1, 2, · · · , k. The probability generating function for Xi depends on all k types of individuals as
opposed to just one which was seen with the single type branching process. Suppose that the probability
generating function for Xi is defined with the assumption that Xi(0) = 1 with the other l 6= i set to zero.
The offspring generating function for the Xi will be denoted by the notation gi(s1, s2, · · · , sk). We have that
gi(1, 1, · · · , 1) = 1 and that we can compute extinction by calculating gi(0, 0, · · · , 0).
We can compute various derivatives to find the various moments as in the single type branching process,
but now there are parents with different type offspring, hence we have
mji =
∂gi(s1, s2, · · · , sk)
∂sj
∣∣∣∣s1 = 1, s2 = 1, · · · , sk = 1
The mean number of type j offspring from parent of type i is denoted by mji. There are different types
of means because we have different types of offspring as opposed to just one which was seen in the single
type branching process. We note that since each i and j can take on k different values that we have k2 mean
values to compute. Place the mji into a matrix and call it M. As in the single type branching process, there
is a method to compute the long term behavior statistics, but this time depending upon the matrix M.
Definition 10. A positive matrix is one in which all entries are positive. A regular matrix is when we have
a matrix with all positive entries or when some power of a nonnegative matrix has all positive entries. We
98
note that there is an eigenvalue largest in absolute value for a regular matrix. The dominant eigenvalue is
the determinant of whether the population grows or becomes extinct. Let’s call the dominant eigenvalue λ.
Theorem A.10.1. If the dominant eigenvalue λ ≤ 1, then the population becomes extinct in the long term.
If λ > 1, then there is a positive probability that the population survives. Again, to determine the probability
requires the computation of the fixed points of gi of the i = 1, 2, · · · , k generating functions. [47]
Suppose that each population is of size Ni where i = 1, 2, · · · , k. In other words Xi(0) = Ni for each
i = 1, 2, · · · , k. If each generating function is not linear in the variables sj for all k functions and with
gi(0, 0, · · · , 0) > 0 for at least one i, then we have that we have a regular matrix M and dominant eigenvalue
λ.
If λ ≤ 1, then we have
lim
n→∞Prob{X(n) = 0} = 1
If λ > 1, then we have
lim
n→∞Prob{X(n) = 0} = q
N1
1 q
N2
2 · · · qNkk
where (q1, · · · , qk) is the fixed point of the generating functions gi(q1, · · · , qk) = qi and the 0 < qi < 1 for
each i = 1, 2, · · · , k.
E(X(n)) = MnE(X(0))
A.11 Gillespie Algorithm [52, 28]
In order to simulate epidemics, we use a process called the Gillespie algorithm. This allows us to introduce
randomness into an epidemic. A stochastic process allows one to compute epidemics with a set of parameters
such as the infection and recovery parameters. Then we can generate a random path for the evolution of an
epidemic. In a deterministic system, given the same initial conditions, the path of the system follows the
same evolution every time it is run. In a stochastic process, while there is a dependence on the parameters,
given the same initial conditions, a random path will be followed. Sometimes, an infection will result in
a significant proportion infected. Sometimes, an infection will not result in a significant proportion of a
population becoming infected even though the initial conditions and the parameters are all the same.
Suppose, for simplicity, that we consider the standard SIR model again. Furthermore, suppose that we
ignore demography, quarantines, vaccines, and multiple levels of interaction. Suppose that transmission to
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infected occurs at the rate α and recovery occurs at rate β. When transmission occurs, we have
S → S − 1, I → I + 1
When recovery occurs, we have
I → I − 1, R→ R+ 1
We require two pieces of information in order to simulate the stochastic SIR model. We need to know what
event is next and when does the event occur.
The probability that an event occurs is
P(Event = ι) =
aι∑
i aι
where ai is the event rate.
The event occurs at a time that is exponentially distributed. The distribution is given by
∑
i
aιe
−τ∑i aι
where τ is the time to the next event.
The Gillespie algorithm follows the steps of:
1. Set all the initial data and initialize time to t = 0.
2. Calculate ai for each i
3. Choose the next according to the distribution
P(Event = ι) =
aι∑
i aι
4. Choose the time τ by the distribution ∑
i
aιe
−τ∑i aι
5. Update the data to the steps 3 and 4 above and start back at step 2.
For the SIR model itself we have events E1, E2 where they represent infection and recovery events
respectively. Generate random vectors R1, R2 corresponding to the events above. Calculate δtk =
−log(Rk)
Rk
.
Select the smallest of the two and update the time by δtδ. Update the state variables as described above.
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Repeat the process with a new set of random variables R1, R2 until the process ends. Since we have a finite
population and no demography, eventually the infected will all become recovered. Hence, eventually we will
have I(t) = 0.
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Appendix B
Algorithms for Epidemics
B.1 Matlab Code for Epidemics Model 1
%This code is used to calculate the spectral radius.
% It also computes the stochastic model and the deterministic model.
% The graphs produce pictures of the average number recovered.
clear all;
GAMMA = 0:.1:1;
N=2000;
rt=3e1;
for g = 1:length(GAMMA)
alpha1=3; alpha2=2; beta1=1; beta2=3;
s10=960;
s20=960;
i10=40;
i20=40;
r10=0;
r20=0;
data(g)=epiInteract1(N, rt, GAMMA(g), beta1, beta2,
alpha1, alpha2,s10, s20, i10, i20, r10, r20 );
end
function epidemicInteractingLevels=epiInteract1(populationSize, runTimes
, gamma, beta1, beta2, alpha1, alpha2,s10, s20, i10, i20, r10, r20)
l=1;
N=populationSize;
rateofRecovery1=beta1; %beta 1
rateofRecovery2=beta2; %beta 2
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rateofInteraction=gamma; %gamma
rateofInfection1=alpha1; %alpha 1
rateofInfection2=alpha2; %alpha 2
updater{1}=[ 1 1 0 0 0 0];
updater{2}=[0 1 1 0 0 0];
updater{3}=[0 0 0 1 1 0];
updater{4}=[0 0 0 0 1 1];
for numberofRunTimes=1:runTimes
totals=[s10 i10 0 s20 i20 0];
k=1;
T(k) = 0;
recovered(l)=0;
while(totals(2)+totals(5)>0)
k=k+1;
rates1=interactingAgent(totals(1), totals(2), totals(4), totals(5),
rateofRecovery1, rateofRecovery2, rateofInteraction, rateofInfection1,
rateofInfection2, N);
asum=cumsum(rates1);
T(k)=T(k 1) (1/asum(end))*log(rand);
selected=find(asum>asum(end)*rand,1);
totals=totals+updater{selected};
clear rates1;
clear tau;
end
recovered(l)=totals(3)+totals(6);
l=l+1;
end
%averageat1=sum(recoveredat1)/numberofRunTimes;
%averageat2=sum(recoveredat2)/numberofRunTimes;
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averageEpidemicSize=sum(recovered)/runTimes/N;
epidemicInteractingLevels=sum(recovered>=.21*N)/runTimes;
%epidemicInteractingLevels=sum(recovered)/numberofRunTimes/N;
%figure(144);histogram(recovered, 'pdf');
function rates =interactingAgent(S1, I1, S2, I2, rateofRecovery1,
rateofRecovery2, rateofInteraction, rateofInfection1, rateofInfection2, N)
rates(1)=rateofInfection1*(1 rateofInteraction)*S1*I1/N
+rateofInfection1*rateofInteraction*S1*I2/N;
rates(2)=rateofRecovery1*I1;
rates(3)=rateofInfection2*rateofInteraction*S2*I1/N
+ rateofInfection2*(1 rateofInteraction)*S2*I2/N;
rates(4)=rateofRecovery2*I2;
end
figure(129); plot(GAMMA, data, 'r'); xlabel('\gamma');
ylabel('Number of times at least 21 percent of population is recovered');
title('Measure of Infections with 2 levels of interaction');
for g = 1:length(GAMMA)
alpha1=3; alpha2=2; beta1=1; beta2=3;
data(g)=epiInteract1(1000, 1e2, GAMMA(g), beta1, beta2, alpha1, alpha2);
f=@(t,x)[ alpha1*((1 GAMMA(g))*x(1)*x(2)+GAMMA(g)*x(1)*x(5));
alpha1*((1 GAMMA(g))*x(1)*x(2)+GAMMA(g)*x(1)*x(5)) beta1*x(2);
beta1*x(2); alpha2*((1 GAMMA(g))*x(4)*x(5)+GAMMA(g)*x(4)*x(2));
alpha2*((1 GAMMA(g))*x(4)*x(5)+beta2*x(4)*x(2)) beta2*x(5);beta2*x(5)];
[t, xa] = ode45(f, [0 300], [.499 .01 0 .499 .01 0]);
odedata(g)=xa(end,3)+xa(end,6);
clear xa; clear f; clear t; clear x;
end
a=alpha1/beta1*1/2;
b=alpha1/beta2*1/2;
c=alpha2/beta1*1/2;
d=alpha2/beta2*1/2;
n=1000;
y=linspace(0, 1, n);
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for j=1:n
A=[a*(1 y(j)) b*y(j); c*y(j) d*(1 y(j))];
radius(j)=max(abs(eig(A)));
end
grid on;
figure(31); plot(GAMMA, data,' o', y, radius); xlabel('\gamma');
ylabel('Average Number Recovered');
title('Measure of Infections with 2 levels of interaction');
B.2 Graph Theory Code
The next code is connected to the graph theory model of the SI described in the paper.
% This Mathematica code computes the expected time it takes to
%infect all the nodes in the graph theoretic model.
%There is a matrix input (the incidence matrix).
%Recall an incidence matrix is a Matrix of all connections between the nodes of a graph.
% It determines where the next infection occurs and when it occurs.
%Then a sequence of all graphs of a given size is produced with the expected time
% to infect all the nodes.
Where[infected , A ] :=
Module[{probabilities, a, everyone, susceptible},
When[infected, A];
SeqTime[infected, A];
SeqProb[infected, A];
a = Length[A];
probabilities = Table[0, {i, 1, a}];
everyone = Range[a];
susceptible = Complement[everyone, infected];
For[q = 1, q <= a, q = q + 1,
If[MemberQ[susceptible, q],
probabilities[[q]] =
Sum[A[[q, j]], {j, infected}]/
Sum[A[[l, j]], {l, susceptible}, {j, infected}],
probabilities[[q]] = 0]];
probabilities]
When[infected , A ] :=
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Module[{times, epitimes, a, everyone, susceptible},
a = Length[A];
times = Table[0, {i, 1, a}];
everyone = Range[a];
susceptible = Complement[everyone, infected];
For[q = 1, q <= a, q = q + 1,
If[MemberQ[susceptible, q],
times = Sum[Sum[A[[q, j]], {q, susceptible}] , {j, infected}]]]
If[times == 0, epitimes = Bad, epitimes = 1/times;]
times;
epitimes]
SeqProb[seq , A ] :=
Module[{front, back}, front = Take[seq, {1, Length[seq] 1}];
back = seq[[Length[seq]]];
(SeqProb[front, A]) * Where[front, A][[back]]]
SeqProb[{1}, A ] := 1
SeqTime[seq , A ] :=
Module[{front, back}, front = Take[seq, {1, Length[seq] 1}];
back = seq[[Length[seq]]];
(SeqTime[front, A]) + When[front, A]]
SeqTime[{1}, A ] := 0
"Path Times"
pathTimes =
Table[SeqTime[ {1} ˜ Join ˜ Permutations[{2, 3, 4, 5}][[k]], A], {k,
1, 24}]
"Path Probabilities"
pathProbabilities =
Table[SeqProb[ {1} ˜ Join ˜ Permutations[{2, 3, 4, 5}][[k]], A], {k,
1, 24}]
"Total Expected Time"
{Sum[pathTimes[[q]]*pathProbabilities[[q]], {q, 1, 24}],
AdjacencyGraph[A]}
TimePic[A ] :=
Module[{pathTimes, pathProbabilities},
pathTimes =
Table[SeqTime[ {1} ˜ Join ˜
Permutations[Table[qq, {qq, 2, Length[A]}]][[k]], A], {k,
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1, (Length[A] 1)!}];
pathProbabilities =
Table[SeqProb[ {1} ˜ Join ˜
Permutations[Table[qq, {qq, 2, Length[A]}]][[k]], A], {k,
1, (Length[A] 1)!}];
{Sum[pathTimes[[q]]*pathProbabilities[[q]], {q,
1, (Length[A] 1)!}],
AdjacencyGraph[A, VertexStyle > {1 > Blue, Length[A] > Green},
VertexSize > 0.2]}]
mat = Table[If[Random[] < .9, 1, 0], {a, 1, 7}, {b, 1, 7}]; A =
Sign[mat + Transpose[mat]];
pics = {}
For[i = 1, i <= 50, i = i + 1; Print[i];
mat = Table[If[Random[] < .5 && a != b, 1, 0], {a, 1, K}, {b, 1, K}];
A = Sign[mat + Transpose[mat]]; pics = Append[pics, TimePic[A]]]
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