Abstract Currently, environmental modelling is frequently conducted with the aid of artificial neural networks (ANNs) in an effort to achieve greater accuracy in simulation and forecasting beyond that typically obtained when using solely linear models. For the design of an ANN, modellers must contend with two key issues: (a) the selection of model input and (b) the determination of the number of hidden neurons. A novel approach is introduced to address the optimal design of ANNs based on a multi-objective strategy that enables the user to find a set of feasible ANNs, determined as optimal trade-off solutions between model simplicity and accuracy. This is achieved in a multi-objective fashion by simultaneously minimizing three different cost functions: the model input dimension, the hidden neuron number and the generalization error computed on a validation set of data. The multi-objective approach is based on the Pareto dominance criterion and an evolutionary strategy has been employed to solve the combinatorial optimization problem. From a theoretical perspective, the choice of a multi-objective approach marks an attempt to account for, and overcome, the "curse of dimensionality" and to circumvent the drawbacks of "overfitting" that are inherent in ANNs. Moreover, it is demonstrated that the strategy renders the choice of the ANN more robust, as is evident by "unseen data" in the testing stage, since structure determination is not merely based on the statistical evaluation of the generalization performance. The methodology is tested and the results are reported in a case study relating groundwater level predictions to total monthly rainfall.
INTRODUCTION
When modelling environmental phenomena by means of time series, scientists and practitioners have to make some preliminary decisions which depend, among other things, on the quality and quantity of data, the statistical coverage of the possible event space with respect to the phenomena of interest, model purpose, and the trade-off between accuracy and robustness.
From a practical standpoint, the analyst must choose from the data-driven modelling strategies available, especially between linear and nonlinear representations of the physical processes. The selection of the data-driven strategy is an open issue in which the quality and, particularly, the quantity of data play a fundamental role. In this paper, the use of artificial neural networks (ANNs) is proposed.
In the last decade, ANNs have grown in importance within the hydrological community due to their flexibility and the increasing amount of field data coming from monitoring networks (e.g. Hsu et al., 1995; Smith & Eli, 1995; Minns & Hall, 1996; Mason et al., 1996; Dawson & Wilby, 1998; Abrahart et al., 1999; ASCE Task Committee, 2000; Minns, 2000; Giustolisi, 2000; Hu et al., 2001; Rajurkar et al., 2002; Wilby et al., 2003; Campolo et al., 2003; Abebe & Price, 2003; Chibanga et al., 2003; Kisi, 2004; Rowinski et al., 2005; Hu et al., 2005; Giustolisi & Laucelli, 2005) .
Actually, linear time-invariant (LTI) dynamic models are a special case of inputoutput dynamic ANNs (IODNNs), as recently shown by Giustolisi & Laucelli (2005) , where further indications for hydrologists about the differences between linear and nonlinear modelling within the ANN framework are provided.
The decision on the selection of linear or nonlinear modelling is an important one and is driven by:
-Time series quality, quantity and statistical coverage of the event space. The datadriven strategies cannot discriminate between the underlying function of a nonlinear phenomenon and other disturbances when data are too noisy or scarce and/or not sufficiently representative to permit identification of the function at hand. As an example, one might think of what happens if one tries to select, among all possible alternatives, a function y = f(x) defined in a domain that is wider than the range for which one has few noisy data. -Model purpose and the trade-off between accuracy and robustness. Even if linear models perform less well than their nonlinear counterparts, they can be more robust, for example, with respect to parameter estimation and stability issues.
To design an IODNN/LTI model from a given time series of data, the user has to decide upon the dimension of the model input and its components (that is, the elements of the model input vector). This is not a trivial exercise because, for a given level of accuracy, the user must select a subset of the candidate components for the model input which should be the optimally correlated to the model target, as in Chibanga et al. (2003) . The main difficulty lies with the fact that there is a nonlinear dependence between the model performance and its input selection. Furthermore, the choice of the best model input is correlated to the number of hidden neurons and to the incidence of overfitting as demonstrated in the rest of the paper. Finally, the fact that LTI models having one neuron are a special case of the IODNNs indicates that the number of hidden neurons should be correlated to the complexity of the physical phenomena as nonlinearity and components of the physical phenomena. For example, Wilby et al. (2003) found that "hidden nodes are associated with distinct quick-flow and base-flow components, as well as state in the soil moisture accounting". Given these considerations, the selection of both the model input and the number of hidden neurons for IODNNs should be performed concurrently. This task is a combinatorial problem because, for a given accuracy, there is a great number of possible combinations (model input type -number of hidden neurons) to examine in order to find the best solution.
For this reason, this paper advances a novel method for the optimal design of IODNNs (the strategy can also be used to model non-dynamic phenomena) and, as a special case, LTI models, that uses a multi-objective approach and genetic algorithm (GA) as a population-based strategy for optimization. The key idea is to find the best structure for the model, at various accuracy levels, using as search objectives parsimony (the minimum dimension of the model input and the smallest number of hidden neurons) and the fitness of a validation set (to evaluate generalization performance during training).
The multi-objective strategy is based on the Pareto dominance criterion allowing for the generation of the so-called Pareto front (Van Veldhuizen & Lamont, 2000) of non-dominated solutions (further explained subsequently). The space investigated comprises a vast ensemble of possible model structures and the aim is to find the best one. Thus, the solutions belonging to the Pareto front are the best from both the parsimony and fitness perspectives, meaning that there is no solution that simultaneously fulfils more effectively both criteria than those lying on the front. To solve the combinatorial optimization problem of discerning the Pareto model set, an evolutionary approach based on a multi-objective genetic algorithm (MOGA) strategy has been adopted.
THE APPROACH TO OVERCOME INHERENT PROBLEMS OF ANNs
It is well-known that ANNs suffer from two problems (Haykin, 1999) : (a) the curse of dimensionality; and (b) overfitting to training data that might curtail their generalization performance.
The so-called curse of dimensionality is the exponential increase in the need for weights when the dimension of the model input space escalates. If one wants to perform function approximation while preserving a constant level of accuracy, increasing input size leads to an exponential rise in the number of connections. In such a widened space, the training set of input events becomes sparse (in the statistical sense). On the other hand, since ANNs acquire greater flexibility in mapping training events when their structure becomes more complex, overfitting occurs; that is, ANNs tend to fit training events too precisely due to the large number of weights. As a consequence, they exhibit a general propensity to generate poor predictions for those events that are far from the training scenarios in the model input space. There are several techniques to avoid overfitting which are generally based on limiting the fitness to training data or constraining the "capacity of the machine" (i.e. flexibility of the model) as described in Giustolisi & Laucelli (2005) .
One way to prevent the incidence of overfitting that derives from poor generalization is to minimize the model input dimension and hidden neuron number (flexibility) while preserving fitness properties. Additionally, the curse of dimensionality (Haykin, 1999) , which often affects this modelling technique, highlights the } importance of properly selecting the model input dimension and its components to avoid sparseness of the training events and to weigh carefully the quality of data when deciding the number of hidden neurons. In short, both problems suggest, as a solution to poor generalization performance, choosing the most parsimonious (to avoid overfitting) and effective structure (i.e. dimension and component selection for the model input for avoiding curse of dimensionality) of ANN.
ARTIFICIAL NEURAL NETWORK STRUCTURE AND TRAINING ALGORITHM ANN structure
Input-output dynamic neural networks are a special case of ANNs that are useful for time series modelling (Haykin, 1999) . The general structure of IODNNs aims at interpolating a nonlinear transformation F (Ljung, 1999; Giustolisi, 2000; Giustolisi & Laucelli, 2005) :
where ŷ(t) is the model prediction or output at time t, W1 and W2 are first and second layer weights of the ANN, respectively (see Fig. 1 ), and ϕ(t,W1,W2) is the model input (regressor) at time t which depends on its recurrent structures (Giustolisi, 2000; Giustolisi & Laucelli, 2005) . In this paper, the ARX model input is used (NARX is the name of the related ANN structure) as depicted in Fig. 1 . Its input is characterized by three parameters (na, nb, nk) , where nb and na are the number of inputs x and outputs y, respectively, while nk is the related delay expressed in units of time (see Fig. 1 ).
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Artificial neural network construction can be carried out in different ways (Giustolisi, 2004; Giustolisi & Laucelli, 2005) . This paper deals with ridge and radial structures. In a ridge construction, the kernel (transfer function of the neurons) argument is a linear function in space of the model input ϕ. Thus, equation (1) assumes the form:
The bias term in the first layer (input layer), shown in Fig. 1 , is an unvarying component in the model input ϕ and the corresponding weights are elements of the matrix W1. The term K j is referred to as the kernel (or transfer function of the hidden neuron) and its argument is a hyper-plane in the space R d+1 since it is a linear combination of the d (= na + nb for NARX structure) elements of the input space and the bias. The weights W1 i,j , where i ∈ [0, d] and j ∈ [1, h], represent only scale parameters and, among them, the particular weights W1 0,j are translation parameters for the model inputs (once again, consult Fig. 1 ).
In the radial construction, the kernel argument depends on a chosen norm (usually Euclidean) in the R d space of the model input ϕ. Equation (1) takes the form:
where Σ is a matrix of dilatations (playing a similar role as the scale parameters in the ridge construction). Usually, instead of a matrix Σ, only a single common dilatation parameter is used for all kernels. In this kind of construction W1 j are the centres of the transfer function (similar to translation parameters in the ridge construction). Finally, the first layer bias term does not usually exist because it is implicitly included in the kernel function; therefore, the model input dimension is d.
ANN training and kernels
Artificial neural network training was performed as a least squares nonlinear optimization problem using the Levenberg-Marquardt approximation (Kisi, 2004) and adaptive search direction (Fletcher, 1987) . The procedure for optimal design requires several trainings for the numerous different possible ANNs (i.e. changing the model input dimension and type, the number of hidden neurons and initial weights). Therefore, the application of singular value decomposition (SVD) during each training run has been used to improve the procedure. The algorithm is reported in Giustolisi & Laucelli (2005) .
Training commenced from different random initializations of the weights because of the non-convex shape of the error surface associated with the least-squares nonlinear optimization for weights estimation (Haykin, 1999; Giustolisi & Laucelli, 2005) . For this reason, the initial weights have been treated as decision variables during model construction and subsequent use. In this work, two classical transfer functions for hidden neurons, the hyperbolic tangent and Gaussian functions related to ridge and radial constructions, respectively (see Fig. 2 ), were used in order to assess their performance when dealing with environmental data. Therefore, the transfer functions of the neurons were:
in which a and b serve as training parameters, and weights, for improving the NARX construction (Giustolisi & Laucelli, 2005) . They respectively denote constant scale parameters for all the kernel functions and arguments (in the radial construction, the same dilatation for the transfer functions of the neurons is used).
CODING OF THE OPTIMAL DESIGN FOR IODNNs
As indicated earlier, the goal of this work is to build a NARX model, optimally selecting: (a) the dimension and components of the model input; and (b) the number of hidden neurons. Considering, for example, na = 4 and nb = 13 (as done in the case study in the remainder) as the maximum number of past outputs and inputs, respectively, from time series that might constitute the model input, we need to code the problem of selecting among all the possible components of the vector [y t-1 , y t-2 , y t-3 , y t-4 , x t , x t-1 , x t-2 , x t-3 , x t-4 , x t-5 , x t-6 , x t-7 , x t-8 , x t-9 , x t-10 , x t-11 , x t-12 ] those that will actually be used in ϕ (the model input). This problem may be coded in a 17-element long binary string that operates as the decision variable set in a GA formulation. The number of hidden neurons is easily represented by a single element integer string ranging from one to the maximum assumed number of hidden neurons h m . In reality, the NARX may be characterized, if necessary, by biases (see Fig. 1 ). Their presence or absence can be treated as decision variables that complete the binary string encoding the model input.
An example of coding the decision variables for the NARX structure is:
String Table 1 y t-1 y t-2 y t-3 y t-4 x t x t-1 x t-2 x t-3 x t-4 x t-5 x t-6 x t-7 x t-8 x t-9 x t-10 x t-11 x t-12 W 10 W 20 h W ini
This sequence corresponds to [y t-1 , y t-2 , x t-3 , x t-7 , x t-12 ] as the model input, the presence of a first layer bias, the absence of second layer bias and three hidden neurons. The final element in the GA string (i.e. W ini ) calls for an explanation: it is a decision variable deriving from the non-convexity of the weight estimation problem. Indeed, weight estimation depends on randomly assigned initial weights (Giustolisi & Laucelli, 2005) . Thus, inclusion of different initial guesses for the starting weights is mandatory in order to more thoroughly explore the potential solution space, and the last element in the coding string is devoted to this task. In fact, it permits the exploration of more than one guess of the initial weights and ensures greater independence of the ANN optimal design results from the initial weights. Because each initial guess corresponds to a particular configuration of the GA string, the user must choose the maximum number of guesses ng which produces ng random weights W ini for the NARX structure coded as:
String Table 2 y
t-1 y t-2 y t-3 y t-4 x t x t-1 x t-2 x t-3 x t-4 x t-5 x t-6 x t-7 x t-8 x t-9 x t-10 x t-11 x t-12 W
The initial weights for each configuration (model input, bias and hidden neuron number) can be obtained by picking out the opportune elements from the W ini matrix indicated in the last element of the GA string. In this way, each configuration has ng initial guesses for the weights that are coded and stored in the GA where they are treated as decision variables. Finally, with regard to coding the model input, it is worthwhile to emphasize that nk is implicit (nk = 3 in the example reported in String  Table 1 ) and that the maximum dimension of the model input and the greatest number of hidden neurons h m are related to the length of the training data series. In fact, the maximum number of parameters to estimate must be conveniently smaller than the number of training data, especially considering the mathematical problems of conditioning.
MULTI-OBJECTIVE OPTIMIZATION AND PARETO DOMINANCE CRITERION
There are several approaches to deal with multi-objective optimization problems. A clear description of these methods is given in Srinivas & Deb (1995) . Among the various strategies, the authors' choice is the Pareto dominance criterion (Pareto, 1896) because it offers the following main advantages: (a) it is reasonably fast when there are few objective functions; and (b) it deals simultaneously with multiple solutions. and that each possible solution to the problem falls in a subspace R 2 whose axes comprise the values assumed by the two objective functions. Point A divides R 2 into four areas. The points falling within the two areas designated as "non-dominated" could belong to the same Pareto front of A considering the minimization of both F1 and F2. The area of "dominated" points refers to solutions that are worse when considering the joint minimization of F1 and F2. Conversely, the area of "dominating" points includes solutions that are better from the perspective of minimizing both objective functions. In this paper, there are three objective functions subject to minimization: (i) one based on maximizing the fitness by minimizing the sum of square errors (actually, the coefficient of determination will be used as in the remainder of the article); (ii) the input dimension; and (iii) the number of hidden neurons.
A BRIEF REVIEW OF MULTI-OBJECTIVE STRATEGY IN GAs
Genetic algorithms (GAs) are stochastic global search and optimization methods that mimic processes of natural biological evolution (Holland, 1975; Goldberg, 1989) . Genetic algorithms operate on a population of potential solutions by applying the principle of survival of the fittest in order to produce successively better approximations to a solution. From each generation of a GA, a new set of approximations is created through a procedure of selecting individuals according to their level of fitness in the problem domain and preserving or combining them with operators that reflect mechanisms of natural genetics. This process develops populations of individuals that are better suited to their environment, determined by reference to the objective function, than the individuals from which they were created, just as in natural adaptation. Genetic algorithms were initially exploited for single-objective optimization in which one objective function is used to evaluate a particular feature of each individual solution, establishing the criterion that governs exploration of the solution space. However, particular qualities of GA searches inspired researchers to develop multi-objective strategies in order to solve problems which call for the simultaneous optimization of two or more non-commensurate criteria. An early GA application to multi-objective optimization was undertaken by Schaffer (1984) . His algorithm, entitled the Vector Evaluated Genetic Algorithm, produced encouraging results. In this approach, shuffling sub-populations together corresponds to averaging the fitness components associated with each of the objectives.
Later, a method of ranking and fitness attribution, based on the Pareto-optimality concept (Pareto, 1896), was proposed by Goldberg (1989) . In this method, the population is divided into several subpopulations according to the designation of a rank number (i.e. in a given generation, each subpopulation is assigned a rank number which serves as a fitness indicator). Another multi-objective strategy was introduced by Fonseca & Fleming (1993 . Their approach involves ranking an individual relative to the number of individuals in the current population which dominate it. In this scheme, the non-dominated individuals are assigned the same rank, while the dominated individuals are penalized according to the population density in the corresponding region of the trade-off surface (Savic, 2002) . Zitzler & Thiele (1998) proposed an elitist multi-criterion evolutionary algorithm, named the Strength Pareto Evolutionary Algorithm (SPEA). Recently, the SPEA has evolved into SPEA2 (Zitzler et al., 2001) . Knowles & Corne (1999) proposed a simple multi-objective evolutionary algorithm using a single parent/single child model referred to as the Pareto Archived Evolutionary Strategy. Deb et al. (2002) introduced a fast and elitist multi-objective genetic algorithm based on the evolution of the Non-dominated Sorting Genetic Algorithm (NSGA) presented by Srinivas & Deb (1995) , known as NSGA-II. In this procedure, in order to sort a population of assigned size according to the level of nondomination, solutions must be compared with each other in the population so as to ascertain whether they are dominated. Solutions of the first non-dominated front are stored in the first Pareto front, while solutions of the second front are stored on the second Pareto front, and so on. The new population is constituted by the solutions on the first Pareto front. If they are less than the initial population size, solutions from the next front are selected according to their ranks. Finally, Giustolisi et al. (2004) recently proposed a multi-objective genetic algorithm named OPTIMOGA (see also Giustolisi, 2006) . It optimizes both the exploration of the objective space and the exploitation of the best front of non-dominated solutions. As reported in Giustolisi et al. (2004) , the algorithm employs a varying population size and a particular rank assignment useful for spreading solutions in the objective space.
CASE STUDY
The application of NARX and ARX to total monthly rainfall and groundwater levels is illustrated by a case study of the shallow unconfined aquifer system of Brindisi, located in the northern part of the Salento Peninsula in Apulia, southern Italy (Fig. 4) . It serves as an opportune subject for investigation because it is a relatively simple hydrogeological structure that occupies a small area (about 200-300 km 2 ) and comprises a shallow aquifer that is supplied only by direct rainfall, an ideal arrangement for scrutinizing the relationship between groundwater levels and rainfall. 
Geological and hydrogeological framework
The aquifer is situated in Quaternary deposits composed of sands, sandstone, conglomerates, terraced sands as well as alluvial and colluvial deposits (Upper Pleistocene, Holocene) which are vertically stratified and protrude extensively into the wide structural tectonic depression lying between two large calcareous blocks of the Apulian Foreland calcareous platform: Murge and Salento (Fig. 4) . During the Pliocene era, this area was subject to a sedimentary cycle (Bradanic Foordeep sedimentary cycle) which settled in the wide depression involving the Mesozoic carbonate substratum. The deposits housing the aquifer are the closure deposits of this cycle and have a medium primary permeability ranging from 8 × 10 -6 m s -1 to 1.4 × 10 -4 m s -1 (Ricchetti & Polemio, 1996) . They lie upon a Grey-Blue Sub-Apennine clay formation characterized by very low permeability such that the horizontal circulation of water is only possible in the overlying soil, creating an aquifer supplied exclusively by direct rainfall. From a morphological perspective, the area of interest is mainly flat, distinguished by a palaeo-terraced aspect and a shallow but well-developed hydrographic network with only a few deep pathways. A detailed description of the aquifer can be found in Ricchetti & Polemio (1996) .
The phreatic level and raingauge station
In order to study the relationship between groundwater levels and rainfall amounts, the data that have been used are measured phreatic levels from the gauging station located near Brindisi and rainfall data from the Brindisi raingauge station. Both of these stations are operated by the National Hydrographical Service of Italy. Observations from the phreatic level gauging station are available for a relatively long period extending from 1952 to 1996 (Fig. 5(b) ), while rainfall data have been recorded at Brindisi for an even longer duration, since the end of the 19th century. Despite such an ample rainfall record, the authors have chosen to use only data corresponding to the observational period of groundwater levels. Figure 4 indicates the location of the well from which the groundwater level data used in the application of the multi-objective IODNN (MO-IODNN) were sampled. The available data collections are: (a) a rainfall time series and (b) a groundwater level time series. Each series incorporates 528 data points in which the rainfall series consists of monthly cumulative depths measured in cm and the groundwater series comprises average monthly values of the depth of the water's free surface in the well (measured from the mouth of the well, which is located at 35.92 m above sea level). Both the rainfall and groundwater data series cover a 44-year period: from January 1953 to December 1996. Figure 5 (a) and (b) presents the time plots of rainfall and groundwater levels, respectively. The study area is distinguished by a typically Mediterranean climate, experiencing one dry period and one wet period each year. Preliminary studies reveal that replenishment of the groundwater system typically occurs in the first three months of the year while the rainy autumn months do not contribute to recharge since the water that infiltrates is needed to restore the water content associated with the field capacity of the soil. The greatest variations of the pluviometric regime occur in March and April, reaching a minimum during summer when evapotranspiration is more intense. Recharge is more vigorous passing from autumn towards spring for low intensity rainfall events. The contribution to infiltration of high intensity and short duration rainfall events is low as a consequence of soil permeability and of runoff and evapotranspiration processes. A long-term analysis reveals that, during the 40-year historical record considered, a remarkable decline in phreatic levels has occurred (Grassi et al., 2004) .
PRELIMINARY MODELLING CONSIDERATIONS
Before modelling, both time series were split into two subsets: the first, made up of 300 samples, was named the training set, and the second, composed of 228 samples, was referred to as the test set. The training set was itself broken down into two further subsets: the first, designated the evaluation or estimation subset, encompassed 216 samples (75%), and the second, containing 84 samples (25%), was labelled the validation subset. The evaluation subset was used for weight estimation while the validation subset was employed for fitness evaluation according to the populationbased (OPTIMOGA) strategy. The test set is considered in a later phase once the optimizer has already generated the set of best models (NARXs). In this phase, it is used to test the generalization capabilities of the models (i.e. to assess how these models perform when fed with an input data set different from that used to identify them). In other words, the MO-IODNN was compared against these "unseen data". The procedure just described is essentially a cross-validation scheme (Haykin, 1999) that must be performed in this procedure. In fact, it is clear that by increasing the complexity of the ANN, the accuracy of the evaluation subset improves. Therefore, the validation subset is a separate batch of data applied during training for the purpose of structure verification. Thus, the procedure could be seen as a cross-validation tactic using a multi-objective GA strategy for solving the combinatorial problem of concurrently selecting the input and the number of hidden neurons. It is important to emphasize that, in a classical application, a similar cross-validation scheme is used for picking the number of hidden neurons using a single-objective strategy (minimization of prediction error computed on the validation subset). Finally, the model performance was evaluated using the coefficient of determination (CoD) computed on the test set: 
where N is the number of samples; Ĥ is the groundwater level returned by the model; H exp is the measured groundwater level; and avg(H exp ) represents the average value of measured groundwater levels evaluated for the N samples. The coefficient of determination is a statistical measure of unexplained-to-total data variation. It equals zero when the model prediction is Ĥ = avg(H exp ) and one when Ĥ = H exp . However, the procedure is more general than the particular function used for measuring accuracy. Therefore, it is possible to apply different error functions, and more than one if there are conflicting objectives as is typical with multi-objective optimization.
From equation (5), it should be emphasized that CoD, SSE (sum of squared errors) and NRMSE (normalized root mean squared error) are strictly correlated (note that the value m does not depend on the particular model), belonging to the same family of objective functions.
With regard to the multi-objective-IODNN (MO-IODNN) technique, the software was implemented in a Matlab environment with the features of the IODNN being: -the groundwater level H for the output time series y and the total monthly rainfall P for the input time series x; -a NARX structure having a maximum number of hidden neurons equal to 10; -two different transfer functions/kernels for the neurons (see equations (4) and Fig. 3 ): hyperbolic tangent and Gaussian functions; -weight estimation as least squares optimization by means of an SVD strategy (Giustolisi & Laucelli, 2005) ; -maxima na and nb, respectively equal to 4 and 13 (note that nk is implicitly chosen when determining the best model input); -first layer bias (only for ridge construction) and second layer bias used as decision variable; -maximum numbers of parameters (a, b, W) estimated at 193 and 183 for ridge and radial construction, respectively; -linear scaling of the time series in the range [0 1] when used in the ANN; and -number of initial weights randomly generated (W ini ) equal to 10.
Of particular note, na = 4 is chosen considering the fourth order as the maximum for system "memory", a common practise when no prior information is available (Ljung, 1999) ; nb = 13 is selected in order to use the previous year's and current monthly rainfalls as candidate inputs; the maximum number of hidden nodes = 10 is determined considering the maximum number of weights to estimate (193 or 183) with respect to the evaluation subset (216).
Regarding OPTIMOGA, the decision variables (coded in the individuals during evolution) were: -a binary string for the model input components, first-layer bias and second-layer bias; -two integer cells for coding the number of hidden neurons and decisions regarding the initial weights. and the objectives to minimize were: -the choice of the function 1 -CoD for computing fitness on the validation set; -the dimension of the input (i.e. the number of components used in the model input); and -the number of hidden neurons.
Therefore, the Pareto front is discrete and the approach aims at solving the combinatorial problem of finding the best structures vs accuracy in a multi-objective framework. Specific features of OPTIMOGA are: -selection based on ranking; -multi-point crossover with probability rate equal to 0.4; -single-point mutation with probability rate equal to 0.1; -fixed population in evolution equal to 20 individuals; and -generation number equal to 500.
Finally, addressing practical concerns, it is important to report that the MO-IODNN strategy implemented in a Matlab environment took about 18 min (depending on the kernel) for roughly 6700 evaluations of objective functions during 500 runs using a PC powered by an Intel Pentium IV, 2600 MHz processor and executed within a Windows XP operating system.
A relatively fast convergence of OPTIMOGA was observed. The fact that the Pareto front is discrete and the solutions (the best NARX structures) are few (25 and 19 solutions as subsequently described) may partly explain the rapid convergence. Naturally, the unknown structure of the problem's search space would completely account for the convergence issue.
The search space for OPTIMOGA, in the case of the hyperbolic tangent function, was 100 × 2 17+2 = 52 428 800 models and, for Gaussian functions, it was 100 × 2 17+1 = 26 214 400 models, because first-layer bias does not exist, residing implicitly in the transfer functions.
The results of the MO-IODNN strategy (Pareto front of non-dominated NARXs from the objectives point of view) are reported in Tables 1 and 2 (the trivial model Ĥ = mean(H) is not included even if found during the procedure). The OPTIMOGA found a Pareto front size of 25 and 19 solutions for the hyperbolic tangent and Gaussian functions, respectively. Table 3 reports the Pareto front of non-dominated ARX linear models that were obtained as a special case of the NARX structure when using a linear transfer function Table 4 ANN with the hyperbolic tangent function (1) and the Gaussian function (2) trained using regularization (TIK) and hidden selection (HID) in a cross-validation framework.
Parameters of the ANNs Prediction horizons on test set H t-1 H t-2 H t-3 H t-4 P t P t-1 P t-2 P t-3 P t-4 P t-5 P t-6 P t-7 P t-8 P t-9 P t-10 P t-11 P t-12 Bias ( and W2 = [1 0] as in Giustolisi & Laucelli (2005) . Results in Table 3 are invaluable for addressing the question of linear or nonlinear modelling in the specific case study.
DISCUSSION OF RESULTS
Tables 1-3 report the structures of the NARX/ARX models belonging to the Pareto front and demonstrate their performance evaluated in terms of CoD (see equation (5)) with respect to 1-, 3-, 6-, 9-and 12-month predictions computed on a test set (unseen data) during model construction by OPTIMOGA. These predictions were undertaken using standard methods for discrete dynamic systems (Ljung, 1999) . In order to obtain more reliable estimates of model performance, test data are re-sampled 1000 times according to a bootstrap scheme (Efron, 1979) , thus implying that CoD figures in Tables 1-3 are average values. Indeed, model predictions (Ĥ) for the various time horizons are evaluated for all the points of the test set. In this way, it is possible to compute the global performance index for the test set (CoD in the case presented here) by means of equation (5). The bootstrap approach is to re-sample Ĥ a number of times in order to realize several computations of the error function. In this way the average value of CoD is a less biased estimate of generalization performance. Tables 1-3 are organized in rows, with each one corresponding to a NARX structure belonging to the Pareto front. The models have been sorted according to their structure in such a way that similar structures occupy closer rows. The last row reports mean parameter values. With respect to the rows in Tables 1-3 : H t-4 are the past groundwater levels in the model input. The subscript 1 signifies use as model input. -P t , P t-1 , P t-2 , P t-3 , P t-4 , P t-5 , P t-6 , P t-7 , P t-8 , P t-9 , P t-10 , P t-11 , P t-12 are the past cumulative monthly rainfalls in the model input. Once again, a subscript with 1 indicates use in model input. -Bias (1) and Bias (2) are the first-and second-layer bias indicators, respectively.
The subscript 1 denotes use in model input. -# Xi is the dimension of the model input.
-# Hid is the number of hidden neurons for the NARX. -# W is the number of weights (W) of the NARX. -% W is the percentage of the weights considering as a reference the maximum number (191, 181 and 18 respectively for ridge, radial and linear constructions).
The average values for H t-1 , H t-2 , H t-3 , H t-4 , P t , P t-1 , P t-2 , P t-3 , P t-4 , P t-5 , P t-6 , P t-7 , P t-8 , P t-9 , P t-10 , P t-11 , P t-12 , Bias (1) and Bias (2), reported in the last row, represent the occurrence probability rate of the aforesaid parameters in the model lying on the Pareto front.
Consideration of results
Examining Tables 1-3, certain observations arise: -The NARX models having the maximum number of hidden neurons together with the maximum model input dimension never belong to the Pareto front. Moreover, the ARX having the maximum model input dimension does not belong to the Pareto front. This means that the MO-IODNN strategy found more parsimonious structures that simultaneously possess better accuracy with respect to the validation data (generalization performance estimation during model construction), implying that efforts to achieve parsimony (aimed at circumventing the curse of dimensionality and problems stemming from overfitting) favours an increase in generalization performance. -The complete input (H t-1 , H t-2 , H t-3 , H t-4 , P t , P t-1 , P t-2 , P t-3 , P t-4 , P t-5 , P t-6 , P t-7 , P t-8 , P t-9 , P t-10 , P t-11 , P t-12 ) is never selected by the described evolutionary strategy, confirming that not all the model input components are necessary for mapping underlying functions of the phenomenon to be modelled. -The models always use the H t-1, and very often H t-2 (rates are 0.92, 0.77, 0.79 and 0.88). This is related to the fact that weight estimation was done by minimizing one-step-forward prediction (Giustolisi & Laucelli, 2005) and probably also because of the existence of unknown secondary or extra inputs and/or noise correlations producing short-time correlations in the output time series that are picked up by the model stochastic component, as in Giustolisi & Laucelli (2005) . -Regarding the probability rate of the model input components from the input time series, generally P t is selected as first in less parsimonious structures of the Pareto front (this corresponds to nk = 0); however, P t-1 is occasionally selected as such (nk = 1). This occurs for the linear model and for the radial NARX possessing very short model input and only two hidden neurons (i.e. decidedly linear models). Moreover, the NARX models identify the P t-12 component as important (i.e. the previous year's cumulative monthly rainfall is relevant in nonlinear modelling) while the P t-8 component is significant in linear modelling. Therefore, to increase model generalization performance, more distant (earlier) rainfall data is required. -With respect to the # Xi and # Hid, and considering the entire set of the Pareto front, the radial constructions seem to demand a lower complexity than the ridge construction and, therefore, a lower number of weights. -Finally, looking at the best models (shaded rows) selected by the authors (as subsequently explained), the tangent hyperbolic function allows slightly better generalization performance with a more parsimonious input.
Model selection: a key issue
The Pareto front of the models may be used to increase robustness during the model selection phase by the test set. In the classical approach, model selection is completely statistical, occurring via the estimation of generalization capability on "unseen data" in which a model is generated for a given structure. Thus, the selection phase boils down to accepting or rejecting the model. The Pareto front of the model yields the best "solutions" for a variety of parsimony levels and structures. This may favour selection by entertaining similar structures involving comparable generalization performance. Indeed, the choice of one model from among similar structures instils greater confidence that the generalization performance will not be biased by the specific realization of the finite time series used as the test set. Finally, with respect to the tension between model purpose and robustness, the comparison between linear (ARX) and nonlinear (NARX) modelling offers insight regarding model selection.
Looking again at the models selected by the authors in Tables 1-3 (indicated by the shadowed rows), they reveal that the choice of nonlinear modelling is beneficial when the prediction horizon is extended. This may be explained by the fact that the short-time prediction (substantially dealing with short-time correlations in the output time series) may be linearly mapped, while the relationship between the input and output time series (Giustolisi & Laucelli, 2005 ) is nonlinear, being related to the physical processes governing the transformation of rainfall into groundwater levels. Therefore, the choice of linear vs nonlinear modelling is also driven by model objectives, such as prediction horizons.
Comparison of two classical techniques for the avoidance of overfitting
A comparison of two techniques for the avoidance of overfitting is reported in order to further demonstrate the MO-IODNN strategy. The use of regularization (TIK) and the selection of hidden neurons (HID) are justified by the substantially different approach of the two techniques. The first, as reported in Giustolisi & Laucelli (2005) , is based on smoothing the function mapping of the ANN by adding a term to the error function in order to affect minimization (Haykin, 1999) during training, the latter is based on selecting the best number of hidden neurons (Haykin, 1999) . Both techniques have been used in a cross-validation scheme (Haykin, 1999) for selecting the regularization term D and the number of hidden neurons Hid. As for na, nb, the biases and the maximum number of hidden neurons, they have been treated as equal to those in the MO-IODNN strategy. Clearly, in these cases, the inputs and the biases of the ANNs are not selected by the strategy (therefore the subscript indicator is equal to 1 in Table 4 for the H t-i and P t-i components), while the number of hidden neurons remains equal to 10 when the regularization strategy is performed, leaving a parameter to be chosen by cross-validation in the other case. The regularization parameter D was found to be 10 -8 and 10 -5 for the hyperbolic tangent and Gaussian functions, respectively, while the number of hidden neurons selected was equal to 2 and 8 for hyperbolic tangent and Gaussian functions, respectively (see Table 4 , column Hid, rows HID).
Keeping in mind that the MO-IODNN strategy derives from a different philosophy (as compared to the classical avoidance of overfitting methodologies), because it produces a set of ANNs that are best from a multi-objective point of view (i.e. with respect to model parsimony and accuracy as related to a validation set), a comparison of the results in Table 4 with those reported in Tables 1 and 2 can be undertaken.
The ANNs constructed using both the TIK and HID strategies show worse prediction performance for both transfer functions than those selected in the MO-IODNN strategy. Moreover, as previously discussed, the selection of the ANNs in the MO-IODNN framework is more robust, being based not only on generalization statistics but also on consideration of the Pareto front of the ANNs. Therefore, the fact that the MO-IODNN strategy always produces better statistical performance in generalization than classical overfitting avoidance techniques lends support to the proposed method, especially recalling that it permits robust model selection and an effective comparison with linear modelling.
CONCLUSIONS
This paper presents a multi-objective strategy for the optimal design of ANNs when dealing with nonlinear modelling time series. The strategy allows for the selection of the best network structure (model input components and number of hidden neurons) by means of minimizing three objective functions pertaining to the model input dimension, the number of hidden neurons, and the error computed on a validation set. As explained, this approach is rooted in a desire to avoid the two challenges associated with ANNs, "overfitting" and the "curse of dimensionality", which, when they occur, can lead to poor generalization performance.
To demonstrate the approach, two transfer functions for hidden neurons were tested in a groundwater level modelling case study. One of the major improvements of the approach is the ability to improve robustness during the model selection stage by means of a Pareto set of best models. In fact, the user may examine models having similar structure and generalization performance on the Pareto front in order to boost decision-making confidence in a manner offering a wider perspective than that which is typical of classical statistical performance estimation in which individual models undergo solitary evaluation. The same strategy can easily be applied to linear models (regarded as a special case of ANNs) in order to address the choice between linear or nonlinear modelling. The paper illustrates, for the specific case study, that the shorttime prediction of groundwater levels can be satisfactorily achieved with a linear model, while nonlinear modelling is necessary for realizing a higher generalization performance when the operational exigency involves prediction related to a more distant time horizon.
