Introduction and results.
In a sequence of three papers Mahler ( [4] - [6] ) discussed the transcendence and algebraic independence of values of functions in several variables satisfying a certain type of functional equation. In his survey article [7] , 37 years later, he stated three new problems. The third problem (for the first and second problem cf. Loxton and van der Poorten [3] ) dealt with implicit functional equations of the type (1) P (z, f (z), f (T z)) = 0
and a polynomial P (z, y, u) with coefficients in Q, the algebraic closure of Q. Nishioka [8] (cf. Chapter 1.5 in [11] ) solved this problem for polynomial transformations T . In [9] she extended her method to functions in several variables and suitable generalizations of the transfor-
Becker [1] generalized the result of Nishioka to algebraic transformations T. Töpfer gave in [15] a quantitative version of Becker's result. In that article Töpfer asked for a proof of the algebraic independence of the values of several functions satisfying implicit functional equations at algebraic points.
In this paper we follow the proof of Töpfer [15] and derive a lower bound for the transcendence degree of the values of functions f 1 , . . . , f m satisfying a special system of implicit functional equations for the transformation T z = z d with an integer d ≥ 2. It should be easy to generalize the following result to polynomial or even rational or algebraic transformations T (cf. Becker [1] and Töpfer [14, 15] ).
For the development of Mahler's method in the last 15 years see the monograph of Nishioka [11] and the overview article of Waldschmidt [16] for further references.
Throughout the paper let K denote an algebraic number field and O K the ring of integers in K. As usual we denote by α the house of an algebraic number α, which is the maximum of the absolute values of the conjugates of α. A denominator of an algebraic number α is a positive integer D such that Dα ∈ O K . If P (z, y 1 , . . . , y m ) =: P (z, y ) is a polynomial with complex coefficients, deg z P =: d z P denotes the partial degree of P with respect to z, deg y P =: d y P denotes the total degree in y := (y 1 , . . . , y m ) and analogous notations in other cases. If the coefficients of P are algebraic, the height H(P ) of P is defined as the maximum of the houses of the coefficients of P , and the length L(P ) is the sum of the houses Let f 1 , . . . , f m be analytic in a neighborhood U of the origin, algebraically independent over C(z) and suppose that the coefficients of their power series
belong to a fixed algebraic number field K and satisfy
As an application of this theorem we obtain easily the following 
Remarks. (i) Nishioka [8] , deg y (P )}. The reason for this is that we have to construct a sequence of polynomials (Q k ) k 0 ≤k≤k 1 , where the difference k 1 − k 0 has to be relatively large (cf. Lemma 8) . In the simpler case m = 1 it suffices to find just one integer k to obtain a contradiction. By an improvement of the method of proof we get the transcendence of f (α) under the condition d > max{n (24)).
(ii) Töpfer proved in [15] a transcendence measure for f (α) under the condition d > n max{n, deg y (P )}.
(iii) For m ≥ 1 and β = 1 we get the result of Nishioka [10] . In [10] one can also find a lot of applications. For other examples in this case, but d y (P ) = 1, see Chirskiȋ [2] and Töpfer [14] .
Our next example deals with infinite products of the form
where d and n are positive integers with d ≥ 2.
Let 1 ≤ n 1 < . . . < n m (m ≥ 2). Then the functions f n i are analytic for |z| < 1 and satisfy the functional equations
m).
Hence we have the following:
then the values
are algebraically independent over Q. Under the corresponding conditions on α, d and n we get the algebraic independence of
Remark. Nishioka proved (Theorem 3.4.13 in [11] ) the algebraic independence of
for any algebraic number α with 0 < |α| < 1. 
Preliminaries and auxiliary results. For
P r o o f. Assertions (i) and (ii) are consequences of the identities (3) and (4) using the fact that the number of ν ∈ N µ 0 with ν 1 + . . . + ν µ = j is bounded by
Remark. If the functions f 1 , . . . , f m satisfy functional equations of type
with polynomials P i ∈ Q[z, y, u]\{0} and deg u (P i ) ≥ 1, we see that there exist an algebraic number field K, an explicit computable constant c > 0 and a positive integer D ∈ N such that for j ∈ N 0 and all ε > 0:
hold, i.e. the conditions of Lemma 4 are fulfilled for all L > 1. For a proof of this remark see Lemma 1.5.3 of Nishioka [11] and Proposition 1 of Becker [1] for a more general result.
with the following properties:
with (cf. the identity (4)) 
Assertion (iii) is equivalent to the condition
with ν, N, L as above and a suitable constant c 9 ∈ R + depending only on f and α. Then there exist constants c 10 , c 11 ∈ R + depending only on f and α such that
where T k (α) denotes the kth iterate of T at the point α.
P r o o f. From (5) we get
This representation together with Lemma 5 and the inequality |f i,j | ≤ exp(γ 0 (j + 1)) (notice that the functions f 1 , . . . , f m are analytic in a neighborhood of 0), hence |f
For D, L, c 4 as above and ν as in Lemma 5 we get
By a Liouville estimate we obtain the second part. We now come to the last part of Lemma 6. By Lemma 5 we write
and by the assumption on k and the first two parts of Lemma 6 we get
Now the assertion follows from |T
Then there exists j ∈ {1, . . . , d} such that 
. , m} and polynomials
such that the following assumptions are satisfied :
Construction of an auxiliary function.
Since the case β = 1 (i.e. n 1 = . . . = n m = 1) was treated by Nishioka [10] we can assume β > 1.
The proof is rather long, so we give a short sketch of the main steps. In the first step we show how the powers of f (α) can be reduced by using the functional equations. In the second step we consider R(T
for a polynomial R and construct by induction a polynomial R k , with degrees and height depending only on the degrees and height of R and on d, β, d y (P ) and k, such that |R k (α, f (α))| has almost the same analytic bounds as |R(T In what follows let k ∈ N be fixed. Under the conditions of Theorem 1 on α, d and f we put for abbreviation
For j = 1, . . . , m let P n j ,j := a and we define the following notations:
Lemma 9. Suppose that k ∈ N and λ ∈ N 0 . Then for all j = 1, . . . , m we have
, where δ i,k is the Kronecker symbol, and the assertions are obvious.
Let now λ = n j + l for l ∈ N 0 . We show the assertion by induction on l. This is obvious for l = 0 because of (2) and
. In the induction step the assertion follows from
So we get
where
In the reduction step we replace
and finally get a polynomial R k with almost the same bounds for |R k (α, f (α))|, the degrees and the height of R k as R 0 .
we get, by Lemma 9,
Now the bounds for the partial degrees d y j are obvious. From Lemma 9 we get
and similarly we derive the upper bound for d u . The length can be bounded in an analogous way by
with (cf. Lemma 9)
The degrees and length of R λ,ν can be bounded by Lemmas 9 and 10:
, where the constants γ 1 , γ 2 ∈ R + depend only on P and n. Thus the system of β linear equations with β unknowns,
0 else is the generalized Kronecker symbol, has for ω := (ω λ ) λ∈M a nontrivial solution
Hence the determinant of the matrix of coefficients must vanish at the point
, and the expansion of the determinant with respect to the powers of R *
Since the polynomials U l are sums of products of the form 
By analogy we obtain
The length of U l can be bounded by
Now the necessary tools for the reduction step from R 0 to R k are complete, and we prove for j = 0, . . . , k the existence of polynomials
and for j ≥ 1:
Here the constant c 14 > 0 depends only on f and α and (10) exp
The functions ψ 1 , ψ 2 satisfy for j ≥ 1 the following recurrence equalities:
where c 15 , c 16 , c 17 ∈ R + are suitable constants depending only on f and α. The existence of the polynomials will be proved in the next section. First we will derive upper bounds for d 1,j , d 2,j , H j and ψ 1 (j) and a lower bound for ψ 2 (j).
Obviously (7) implies
and for d 1,j we get inductively (note that d > d y (P ) by the condition of Theorem 1)
For H j , the logarithm of the height of R j , we get in a similar way
Now we can easily deduce from (11) and the above estimates that
In a similar way (cf. (13)) we can derive a lower bound for ψ 2 (k):
Now we prove by induction on j = 0, . . . , k the existence of a sequence of polynomials R j ∈ O K [z, y ] satisfying the conditions (6)- (10) . For j = 0, this is a consequence of Lemmas 5 and 6 with R 0 := R and
for a suitable constant c 9 > 0. Now suppose that the assertions are true for j − 1 (j ∈ {1, . . . , k}). We apply Lemmas 10 and 11 with R replaced by R j−1 . This yields the existence of polynomials
). The induction hypothesis together with the fact that −γ 2 
For l = 1, . . . , β we obtain by a standard estimate together with Lemma 11,
where the constant γ 6 ∈ R + depends only on f and α.
By (13) and (16) we see that
and by Lemma 7 we get the existence of l 0 ∈ {1, . . . , β} such that 4. Proof of Theorem 1. Now the necessary tools for the proof of Theorem 1 are complete. From the preceding section with j = k we know that for k, N ∈ N sufficiently large with
for sufficiently large constants c 9 , c 23 > 0, there exist polynomials
The estimates for the degrees (19) and (20) are obvious from (16) and the above estimates. The upper bound for the height (21) of R k and a lower bound for the right-hand side of (22) could be derived from (18) and (15) .
With (14) and (16) it follows from (18) that
and this gives the left-hand inequality of (22); note that β ≥ 2. In order to use Lemma 8 we define the polynomials (
where D ∈ N is a denominator of α. Because of (18) and (19) and the condition d y (P ) < d we obtain, for k ∈ N,
Now for N ∈ N we define a number M ≥ N by ν := c 4 M m+1 and for positive integers k 0 ≤ k ≤ k 1 , where k 0 < k 1 will be specified later, we prime polynomials. By the functional equation we obtain
Since a and b are relatively prime polynomials, we get a(z d ) n i 1 | a(z), hence a ∈ C * and (1 − z)a
