routing. The latter is termed as Source QoS routing. Henceforth, in this paper, the term "routing algorithms" will refer to QoS routing algorithms unless specified. Also, the terms "nodes" and "routers" have been used inter-changeably in this paper.
In Source routing algorithms, the entire path computation is done at the source router. One of the main drawbacks of the source routing algorithms is that each router in the network is required to maintain a global network state information which needs to updated periodically. Global state refers to the information regarding the entire network connectivity and resource availability in all the links. Protocols like OSPF can be extended to do such updates [11] . This frequent updating generates a lot of overhead. The global state thus maintained is inherently imprecise due to the dynamic nature of the network resource availability. There is always a trade-off between the average number of messages exchanged and the amount of staleness (or impreciseness) in the global state maintained at each router. Clearly, the amount of impreciseness and the average message overhead, both increase with the network size. Hence, such approaches are not scalable with network size. Also in source routing, finding a path could be computationally intensive for the source router. In distributed routing algorithms, the path computation is shared by various routers in the network. Hence, there is no computation burden on any single router in the network.
In this paper, we propose a new distributed packet forwarding mechanism based on the QoS requirements of the flow. We assume a network where all the routers are QoS aware i.e. packets are forwarded based on both their destination and QoS requirements. We do not consider a heterogeneous network, where some routers are QoS aware and some are not. We limit ourselves to the case of establishing an unicast flow. Each connection request contains the destination id, and the set of QoS requirements for that flow. The routing algorithm reads the destination and the QoS requirements, and returns a path (if available) that is most likely to satisfy the requirements. [5] in the sense that, we use additional state information and reduce the overhead in connection establishment. To reduce the overhead in flooding, along with the QoS constraints an additional constraint is imposed on the number of hops the connection request can travel [2], [6] . Our method complements this bounded flooding approach and can be used along with it. The combined usage results in a much lower overhead than either of them used alone. We propose a new distributed routing algorithm in which a router stores information only about its immediate neighbors (routers reachable in one hop) and second degree neighbors (neighbors of a neighbor). The advantage of this approach is two-fold. Firstly, the message overhead and the impreciseness will not be as large as maintaining the global state. A router exchanges information only with its neighbors. As a result, the impreciseness in storing the information about the second degree neighbors will not be as big as the impreciseness in storing the entire global state. Secondly, using the information about the second degree neighbors, a router can forward the connection requests intelligently instead of blindly flooding the requests. This is because every router can now see two levels downstream. Hence the overhead in connection establishment is reduced.
B. Related Works
Cidon et al. [9] have used the idea of storing information about the Second-degree neighbors. However they use it only for re-routing (deflection routing). They have proposed deflection routing schemes for source routing networks and for ATM networks. In source routing, the source router chooses the path for a connection based on it's global state and then sends a control packet to reserve resources along that path. It is quite possible that, a router along the path, on getting the control packet, finds that it does not have sufficient resources (along the link connecting it to the next hop). Then it would use its information about the second degree neighbors to route the connection along some other link to the next hop. In other words, the second-degree neighbor information is used only for bypassing a particular link. They have also suggested a bypass algorithm for ATM networks. Upon a VP construction, loaded areas are identified and bypass routes are created to be used when the primary route is blocked. Thus in [9], having found a path (by some other means), the second-degree neighborhood information is used only for bypassing a link whereas we use the same information for building an entire path from a source to the destination. Our approach could also be extended so that a router stores information about its
However as we increase , the impreciseness in the information stored by a router also increases proportionally. If
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packet. Also, any new entry is added to the existing second-level entries.
B. Update Policies
The main idea of sending Hello2 packets is to communicate the changes in a router's resource availability to other routers. If a router sends Hello2 packets every time a change occurs, a lot of overhead would be created in the network. To reduce this overhead, an update policy is prescribed. The update policy used decides when these Hello2 packets are sent.
A simple update policy could be based on timers and it could be such that an update is sent every G seconds. Protocols like OSPF and RIP send updates at regular intervals of time. While such an approach is acceptable for best-effort routing, it is not suited for QoS routing. The reason being that, within the update interval, the resources available in the routers can change drastically. If this change is not communicated to other routers, they will have imprecise (or stale) information and hence, the performance of QoS routing will degrade. Also it is very difficult to model the impreciseness in the table entries with such an update mechanism. A detailed survey on various update policies could be found in [1] . The update policy used in our work is the one suggested in [10] . Each node remembers the last advertised metric on each link. If the ratio between the last advertised value and the current value is above (or below) a threshold Q , an update is triggered. The node constructs Hello2 packets and sends them to all its neighbors. The advantage of using such a threshold based update policy 5 is that, the impreciseness could be easily modeled using probabilities. If bandwidth is advertised on a link, and if say Q is 2, then at any time, the actual metric available on that link could be modeled as a uniform distribution in 
III. PACKET FORWARDING MECHANISM
The forwarding mechanism suggested could be used for any QoS metric. In this paper, bandwidth is taken as the QoS metric and all discussions and results are with respect to bandwidth. An outline of the packet forwarding mechanism is given in Section III-A and a flow chart of the same is given in figure 1 .
A. An Outline
Each node maintains a routing is equivalent to flooding the probes blindly to all eligible nodes. In our simulation, all the sources make only one attempt with
Similar to the bounded flooding approach, we could also have an bounded approach for forwarding using the two-level . Henceforth in our discussions, the term "unbounded" will refer to the probe forwarding without the hop constraint, while "bounded" will refer to the probe forwarding with the hop constraint.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
The motivation for forwarding based on a two level table is to reduce the message overhead of flooding based ap- would be justified if the overhead created due to this table maintenance is much less than the savings in probe forwarding. The savings in the probe forwarding is dependent on resource availability and the network topology. In the discussions that follow, we shall refer to forwarding based on the two-level table as two-level forwarding.
Extensive simulations were done on varied network topologies to measure the total message overhead in both blind flooding and two-level forwarding. Due to space constraints, results are reported only from two network topologies. The two approaches were tested on the network topologies shown in figures 3, and 4. Figure 4 is the topology of a standard ISP [15] . We believe that these collectively represent various network topologies that could be encountered. The simulations were done using OPNET, a commercial network simulation software. Each link is duplex and has a capacity of 155 Mbps (OC-3). 
A. Performance of the Unbounded versions
The graph given in figure 5 shows the overhead in the unbounded versions of the two approaches on MESH-I. In this graph and the graphs that follow,
G
is the threshold value used in the update policy. It is clear that, two-level forwarding has very low overhead (per call-admitted) when compared to blind flooding. When the available bandwidth in the network is less, the overhead increases significantly as the threshold bandwidth admitted by the bounded versions is less than or equal to the bandwidth admitted by the unbounded versions. This is due to the reduced scope of the path search. Again on MESH-I, in terms of bandwidth admitted, the performance of the two-level approach is comparable to that of the blind flooding. Figure 11 shows the overhead incurred on the ISP topology by the two bounded versions. The lack of alternate paths combined with the hop constraint make the blind flooding and the two-level forwarding comparable in terms of message overhead. In terms of bandwidth admitted, flooding performs better than the two-level forwarding. This can be seen from figure 12.
V. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a new packet forwarding mechanism based on the QoS requirements of the connection. 
