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ABSTRACT

Same-Sex Union Formation and Dissolution in the United States and Europe
by
Eric Ketcham
Advisor: Neil G. Bennett

Despite recent improvements in the availability of data on same-sex union formation
and dissolution, the field remains understudied. Recent findings on the stability of same-sex
unions in the United States and in Europe are inconsistent both within and between countries.
Using three data sets – How Couples Meet and Stay Together, the Generations and Gender
Survey, and the Longitudinal Internet Studies for the Social sciences surveys – event-history
analyses are conducted to examine the stability of same-sex unions relative to male-female
unions in the United States and continental Europe. The availability of partners for LGBTidentified males and females in eighteen selected cities across the United States is also estimated
using Gallup Daily tracking survey data, with partner preferences estimated from the 2010 U.S.
Census 10 percent PUMS as well as two empirical studies on age preferences. Same-sex union
formation is contextualized using responses to attitudinal questions in the Gallup Daily tracking
survey and the World Values Survey. Findings indicate differential patterns of union stability in
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the United States and in Europe – whereas no differences in union stability among cohabiting
couples are found in the United States, female-female cohabiting couples in Western Europe
have a higher risk of dissolution than their male-female cohabiting couple peers; additionally,
while female-female formal unions are found to have a higher risk of dissolution than malefemale peers in formal unions in Western Europe, no differences in union stability among
couples in formal unions are found in the Netherlands, and female-female couples in formal
unions in the United States have a higher risk of dissolution compared to their male-female
couple peers. Estimates of availability of partners for same-sex-attracted individuals are
sensitive to the underlying age preferences assigned to the model.
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CHAPTER 1

Introduction

Acceptance of same-sex unions has surged in recent decades, with one country after the
next legalizing same-sex marriages. The Netherlands was the first country to legalize same-sex
marriages in 2001, after being among the first to legalize registered partnerships in 1998. Many
countries soon followed suit; at the time of writing, 27 countries have legalized same-sex
marriages either at the national or subnational level, with Taiwan having passed legislation on
May 24th of this year. Many additional countries recognize same-sex unions entered into
elsewhere or have legal registered partnerships of some kind.
Despite the global trend towards greater acceptance (and celebration) of homosexuality
and same-sex partnerships, the topic remains understudied. Data on same-sex unions are
limited with only a handful of data collection efforts globally allowing for meaningful analyses.
The foremost issue is small sample sizes in data sets that draw on representative samples and
that allow for direct comparison between same-sex and male-female partnerships. What is
more, the handful of recent studies using representative data to explore same-sex union stability
arrive at differing conclusions. Questions remain about many aspects of same-sex relationships
as well. For example, seeking to shed light on the formation of same-sex unions, many studies
have explored partner preferences among same-sex-attracted males and females, but no studies
have attempted to explore marriage markets among LGBT-identified males and females. This
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dissertation seeks to build on recent work on union stability in the United States to provide a
more nuanced look at the relative stability of male-male, female-female, and male-female
unions than has been done before; to provide a first look at same-sex union stability in Western
Europe and contextualize these findings with earlier work in Scandinavia, the United Kingdom,
and the Netherlands; and to calculate partner availability in same-sex marriage markets,
contextualized with experiences and attitudes of LGBT-identified male and females in the
United States.

Same-Sex Union Stability in the United States and Europe
Results from research on the stability of same-sex unions have been inconsistent across
the literature, as well as inconsistent between the United States and European contexts.
Findings on same-sex unions in Europe indicate that same-sex couples have higher rates of
union dissolution compared to male-female couples, with female-female couples having higher
rates of union dissolution than their male-male counterparts (e.g., Andersson, Noack, Seierstad,
and Weedon-Fekjær 2006; Wiik, Seierstad, and Noack 2014). In contrast, recent studies in the
United States suggest that same-sex couples have the same risk of union dissolution as their
male-female peers (Manning, Brown, and Stykes 2016; Rosenfeld 2014), although this
relationship was not found in earlier studies in the U.S. context (Blumstein and Schwartz 1983;
Kurdek 1998; Kurdek 2004). The mechanisms behind the differences that are found remain
unexplained, though recent research brings into question whether differences in union stability
are a result of differential selection into relationships (Joyner, Manning, and Bogle 2015), such
that only the most stable unions among certain groups may transition into cohabitation or
marriage
Chapter 4 presents analyses that focus on the U.S. context to better understand
differences in union stability across three compositions of couples – male-male, female-female,
and male-female. Within each composition of couple, two levels of formalization are also
2

investigated – marital or “marriage-like” unions (civil unions and domestic partnerships), and
cohabitational unions. Data come from the How Couples Meet and Stay Together dataset, a
nationally representative longitudinal survey of coupled individuals in the United States
(Rosenfeld, Thomas, and Falcon 2015). While previous studies have used these data to compare
union stability between same-sex and male-female unions (Rosenfeld 2014; Weisshaar 2014),
only one recent study (Ketcham and Bennett 2019), a version of a portion of this dissertation,
tested for differences among the three gender compositions and the two levels of formalization
outlined above, and included an additional wave of data from what had been used before. A
version of the analyses are presented in Chapter 4.
Chapter 5 presents analyses of union stability in the European context, mirroring
Chapter 4. Again investigating three gender compositions of couple – male-male, female-female,
and male-female – as well as two levels of formalization – formal and cohabitational – relative
union stability is investigated. For these analyses, the Generations and Gender Survey,
providing data from France, Germany, and the Netherlands, and the Longitudinal Internet
Study for the Social sciences surveys, conducted in the Netherlands, provide longitudinal data
on relationships for each respondent. The combined analytic sample allows for analyses that
explore relative union stability in the continental European context. The parallel analyses in
Chapters 4 and 5 permit direct comparison between the U.S. and European contexts, explored in
Chapter 7.

Same-Sex Marriage Markets in the United States
Availability Ratios calculated in Chapter 6 shed light on same-sex marriage markets in
the United States. While research has been conducted on the availability of partners for
different-sex-attracted males and females, to my knowledge there has been no research on the
availability of partners for same-sex-attracted individuals. The Gallup Daily tracking survey
(Gallup 2018) provides data on the relative size of the LGBT-identified individuals in selected
3

cities across the United States, as well as contextual data illuminating the attitudes and
experiences of LGBT-identified individuals. Since 2012, this survey has included a question on
LGBT identification. Information on LGBT identification, along with responses to questions on
marital status, age, gender, and metropolitan statistical area, allow for analyses of the
geographic distribution of LGBT-identified individuals and availability of individuals for samesex union formation. Observed unions in the 2010 U.S. Census 10 percent PUMS (Ruggles et al.
2018), as well as empirical studies on age preferences conducted in the United States (Kenrick et
al. 1995) and in Finland (Antfolk 2017) form the bases for age preferences for same-sexattracted males and females. These analyses permit comparison of markets for union formation
for same-sex-attracted individuals in cities across the United States.
In sum, the analyses contained in this dissertation advance the understudied field of
same-sex union formation and dissolution, building on a growing body of literature on a topic
that has only recently been possible to study with representative data.
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CHAPTER 2

Theoretical Framework

Union Dissolution
Inconsistencies in Findings for Same-Sex and Male-Female Couple Stability.
Findings on the stability of same-sex unions have been inconsistent across the literature.
Several studies suggest that same-sex couples have dissolution rates higher than those of malefemale couples (Andersson, Noack, Seierstad, and Weedon-Fekjær 2006; Kurdek 1998; Lau
2012; Weisshaar 2014; Wiik, Seierstad, and Noack 2014). However, other studies indicate that
same-sex couples have dissolution rates that are similar to those of male-female couples
(Manning, Brown, and Stykes 2016; Rosenfeld 2014).
A variety of approaches to sampling and measurement are employed across studies on
same-sex couples. In the absence of available representative data, some studies have used nonrepresentative samples of same-sex couples, relying on convenience or snowball samples
(Balsam, Beauchaine, Rothblum and Solomon 2008; Blumstein and Schwartz 1983; Kurdek
1998; Kurdek 2004; Lau 2012). There is also a lack of comparability among operationalizations
and conceptualizations of same-sex unions. Due to differences in legal status of formal unions
among same-sex couples across time and space, some studies have focused on civil unions
(Balsam et al. 2008; Ross, Gask, and Berrington 2011), others a mix of formalized unions
including marriage (Anderson et al. 2006; Rosenfeld 2014; Weisshaar 2014; Wiik et al. 2014),
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and still others cohabitational couples (Blumstein and Schwartz 1983; Joyner, Manning, and
Bogle 2017; Kurdek 1998; Kurdek 2004; Lau 2012; Manning et al. 2016; Rosenfeld 2014;
Weisshaar 2014). While these measures are inconsistent across the literature, they are also often
inconsistent within studies comparing one type of union for same-sex couples (e.g. cohabitation)
to another type of union for male-female couples (e.g., marriage; see Balsam et al. 2008;
Blumstein and Schwartz 1983; Kurdek 1998; Kurdek 2004; Lau 2012; Manning et al. 2016).
These limitations of previous studies lead to difficulty attempting to generalize results. For
examples, while Kurdek (1998) and Wiik et al. (2014), both found that same-sex couples were
less stable than male-female couples, Kurdek compared same-sex civil unions with male-female
marriages, and Wiik et al. compared registered partnerships among same- and different-sex
couples. Given these differences in the types of formalization of unions compared, it is unclear
whether these findings are truly comparable, since Kurdek’s findings may relate to the type of
union available to same-sex couples, rather than the gender composition of the couples
themselves. See Table 2.1 for a summary of recent and relevant studies.
In addition to inconsistencies in the relationship status of couples studied, there are
differences between findings in the Scandinavian and American contexts, even among recent
studies using representative samples to compare same-sex and male-female union stability.
Studies using administrative level data in Norway and Sweden found that same-sex couples had
higher dissolution rates than male-female couples, with female-female unions experiencing
higher dissolution rates than male-male couples (Andersson et al. 2006; Wiik et al. 2014).
Findings from couples in the United States are less consistent. Using data from the How Couples
Meet and Stay Together survey (HCMST) (Rosenfeld, Thomas, and Falcon 2015) data, Rosenfeld
(2014) found that same-sex and male-female couples had the same dissolution rates after
accounting for entrance into formal unions, including domestic partnerships, civil unions, and
formal marriage, when considering same-sex couples as a group. Focusing on cohabitational
unions, Manning et al. (2016) found that same-sex and male-female cohabiting couples
6

experienced similar dissolution rates, whereas both same-sex and male-female cohabiting
couples were subject to higher dissolution rates than male-female married couples. In contrast,
Joyner et al. (2017) found that male-male dating relationships (i.e., neither formalized nor
cohabitational) were less stable than male-female relationships of the same variety; femalefemale dissolution rates in these relationships were indistinguishable from their male-female
counterparts. However, when considering cohabitational non-formalized unions, female-female
unions were found to be less stable than male-female relationships, and male-male unions were
indistinguishable from their male-female peers (Joyner et al. 2017). Additionally, Rosenfeld
(2014), considering separately male-male and female-female couples, found that female-female
couples had a higher risk of union dissolution compared to their male-female and male-male
couple peers.
While the particular findings vary by context, one commonality is that unions among
female-female couples are often found to be less stable than those of their male-male and malefemale counterparts, though some studies find this to be the case for cohabitational unions and
others for formal unions. Thus far, the jury is still out as to whether this difference in gendered
dissolution risk holds true across couple types. The mechanisms that might explain this
association between gender composition of a couple and union stability are explored in the
literature, but remain unclear, as described in the following sections.
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Table 2.1. Table of Selected Research Relevant to Same-Sex Union Dissolution.

Authors
& Year

Blumstein &
Schwartz
1983

Representative
Same-Sex
Sample

No

Representative
MaleFemale
Sample

No

8
Kurdek 1998

Kurdek 2004
Andersson,
Noack,
Seierstad, &
WeedonFekjær 2006

No

No

Yes

No

No

Yes

Data Set
Convenience sample of
approximately 6,000
couples, of whom
approximately 1,750
were same-sex,
obtained through
advertisements for the
study.
Same-sex:
convenience/snowball
sample gathered from
gay periodicals and
referrals.
Male-female: all
marriages published in
the Dayton Daily News
May 1986 through Jan
1988
Same-sex:
convenience/snowball
sample gathered from
gay periodicals and
referrals.
Male-female:
marriages published in
the Dayton Daily News

Population registers of
Norway and Sweden

Considered MaleMale vs.
FemaleFemale

Yes

Yes

Same-Sex
Couple
Type

MaleFemale
Couple
Type

Country
(ies)

Findings

Cohabiting

Cohabiting
and
married

United
States

Female-female couples were
most likely to break up.

United
States

Male-male and femalefemale cohabiting couples
were more likely to dissolve
their unions than were malefemale married couples.

Cohabiting

Yes

Cohabiting

Yes

Registered
partnerships
(legal
equivalent to
marriage)

Married

Married

United
States

Married

Norway
and
Sweden

No differences in stability
found between male-male
and female-female couples.
No direct comparison was
made to male-female
couples.
Female-female couples were
more likely than male-male
couples to dissolve their
unions. Male-male couples
were more likely than malefemale couples to dissolve
their unions.

Table 2.1. (continued)

Authors
& Year

Representative
Same-Sex
Sample

Representative
MaleFemale
Sample

Kalmijn,
Loeve, &
Manting
2007

Unclear –
Sample
derived from
those filing
taxes

Unclear –
Sample
derived
from those
filing taxes
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Balsam,
Beauchaine,
Rothblum, &
Solomon
2008

Ross, Gask,
& Berrington
2011

Lau 2012

Rosenfeld
2014

Yes (for civil
unions) and
No (for nonformalized)

Yes

Unclear

Yes

Data Set

No

Income Panel Study,
register data based on
those filing taxes in the
Netherlands
All registered same-sex
civil unions in
Vermont during 1st
year post-legislation;
non-formalized samesex were friends of civil
union sample; married
male-female couples
were siblings of civil
union sample

Yes

Civil unions during
first five years postlegalization in United
Kingdom

Yes

National Child
Development Study,
British Cohort Study

Yes

How Couples Meet and
Stay Together

Considered MaleMale vs.
FemaleFemale

Yes

Same-Sex
Couple
Type
Cohabiting
and
formalized
(though not
considered
separately)

Civil union
and nonformalized

MaleFemale
Couple
Type

Cohabiting
and
married

Country
(ies)

Findings

The
Netherlands

Same-sex couples were less
stable than male-female
couples. Male-male couples
were less stable than femalefemale couples.

Married

United
States

Civil union

Married

United
Kingdom
(England
and
Wales)

Yes

Cohabiting

Cohabiting
and
married

Great
Britain

Yes

Cohabiting
and
formalized
unions

Cohabiting
and
formalized
unions

United
States

No

Yes

Same-sex couples not in civil
unions were more likely to
dissolve their unions than
same-sex couples in a civil
union or male-female
married couples.
Female-female couples
dissolved unions at a greater
rate than male-male couples,
however same-sex civil
unions dissolved at a lower
rate than male-female
marriages over study period.
Same-sex cohabiting
couples’ unions experienced
lower stability than those of
male-female cohabiting and
married couples.
Same-sex couples
experienced the same
dissolution rates as malefemale couples. Femalefemale couples were more
likely to dissolve than malefemale couples when
considered separately from
male-male couples.

Table 2.1. (continued)
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Authors
& Year

Representative
Same-Sex
Sample

Representative
MaleFemale
Sample

Data Set

Considered MaleMale vs.
FemaleFemale

Weisshaar
2014

Yes

Yes

How Couples Meet and
Stay Together

Wiik,
Seierstad, &
Noack 2014

Yes

Yes

Population register of
Norway

Yes

Survey of Income and
Program Participation

Yes

National Longitudinal
Study of Adolescent
and Adult Health

Manning,
Brown, &
Stykes 2016

Joyner,
Manning, &
Bogle 2017

Yes

Yes

No

Same-Sex
Couple
Type
Cohabiting
and
formalized
unions

MaleFemale
Couple
Type
Cohabiting
and
formalized
unions

Yes

Formalized
unions

Formalized
unions

Norway

No

Cohabiting

Cohabiting
and
married

United
States

Yes

Noncoresident
and
cohabiting

Noncoresident
and
cohabiting

United
States

Country
(ies)
United
States

Findings
Same-sex couples were more
likely to dissolve their
unions than were malefemale couples.
Female-female couples were
more likely to dissolve their
unions than were male-male
couples, who in turn were
more likely to dissolve their
unions than were malefemale couples.
Same-sex and male-female
cohabiting couples all
experienced the same
dissolution rates, and were
less stable than male-female
married couples.
Male-male couples were
more likely to dissolve than
male-female couples, when
including non-coresidence.
Coresident female-female
couples were more likely to
dissolve than male-female
couples to dissolve.

Mechanisms for Differences in Union Stability.
Various hypotheses have been put forth to explain the gendered differences in same-sex
dissolution rates. The first lies in the suggestion that male-male and female-female couples selfselect differently into cohabitation and marriage, as posited by Lau (2012). While Lau (2012)
found that relationships among male-male cohabitational couples were less stable than those
among female-female cohabitational couples, he recognized that consensus has not been
achieved on this gendered difference, and that male-male couples may be more highly selfselected than female-female couples, a prediction he acknowledged was at odds with his own
tentative findings. Greater self-selection among male-male couples would indicate that malemale couples have a higher threshold for transitioning into cohabitation or a formal union, such
that those who choose to enter into cohabitation or a formal union would be more stable, given
that only the most committed couples would enter into cohabitation or a formal union. Lau
(2012) notes that Carpenter and Gates (2008) found such a selection effect: Male-male couples
who sought legal recognition of their union in California had been together longer than femalefemale couples who did the same, which may result in greater stability observed among malemale legal unions.
The difference in stability has also been attributed to fewer perceived barriers to union
dissolution in same-sex unions (Kurdek 1998), though these findings are based on a comparison
of same-sex cohabitational unions and male-female marital unions, which raises the question of
whether the difference in perceived barriers to union dissolution arise from the sex composition
of the couples or the difference in type of union. Cohabitational unions do not have legal barriers
to union dissolution, and may not have the same financial barriers to dissolution that formal
unions have, given that those in cohabitational unions do not need to file for divorce to dissolve
their unions. The lack of legal and potentially lesser financial barriers to dissolution allow for
cohabitational unions to dissolve more easily, and so cohabitational unions may be less stable
than marital unions. Differences found between the stability of same-sex cohabitational unions
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and male-female marital unions may reflect the barriers to dissolution of the formalization of
the union rather than the stability of a given gender composition of a couple.
Another hypothesis reflects gendered differences in relationship satisfaction and the
initiation of divorce. Women have been found to be more sensitive than men to relationship
difficulties and may perceive marital problems more readily (Amato and Rogers 1997). Women
have also been found to be less satisfied in their relationships (Wiik, Keizer, and Lappegård
2012) and to be more likely to initiate divorce (Kalmijn and Poortman 2006; Sweeney 2002). If
these findings generalize to same-sex unions, it would follow that female-female unions would
be less stable than male-male unions, given that the odds of dissolution are compounded in
female-female relationships.
Differences in the stability of same-sex and male-female couples may arise from
differentials in the effects of predictors of relationship stability between couple types, such as
household income. For example, Weisshaar (2014), in her study of the effects of equal earnings
on union stability and relationship satisfaction among same-sex and male-female couples, found
that equal earnings between partners is associated with increased relationship stability among
same-sex couples, but decreased stability among male-female couples. Other common
covariates of relationship stability in the literature are education, race/ethnicity, and presence of
minor children, which may function differently for same-sex and male-female couples. If this is
the case, the sociodemographic characteristics of partners may predict dissolution differentially
among male-male, female-female, and male-female couples, such that differentials in union
stability between same-sex and male-female couples could be explained by differences in
sociodemographic factors as well as the effects of those factors by couple type.
Joyner et al. (2017) predicted differences in union stability by gender composition of the
couple, using the minority stress model discussed below. Drawing on the minority stress model,
same-sex couples may experience stressors that male-female couples do not experience. The
additional stressors affect same-sex couples such that same-sex unions, on average, experience
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lower levels of stability. Additionally, females experience additional stressors that males do not,
and since female-female couples would experience an interaction of sexism- and heterosexismbased stressors, whereas male-male couples would not experience sexism-based stressors,
female-female couples may experience lower levels of stability than male-male couples.

Social Exchange Theory and the Minority Stress Model.
Social exchange theory may explain differences in stability between same-sex and malefemale relationships, as well as differences between male-male and female-female relationships.
Levinger (1976) posited that marital unions dissolve when dissolution represents a potentially
net positive change, in that the perceived benefits of alternatives to the relationships (including
being single) outweigh the perceived benefits within the relationship, factoring in any costs of
union dissolution, be they financial, psychological, or otherwise. One source of differences
between same-sex and male-female relationships in the perceived benefits within a relationship
may be additional stressors that affect same-sex couples that male-female couples do not
experience, which in turn may manifest themselves in relationship quality. While Kurdek (2004)
and Balsam et al. (2008) found that same-sex couples had better relationship quality than malefemale couples, many other studies have found that same-sex couples face additional stresses
and navigate additional challenges that male-female couples do not encounter (e.g., Frost and
Meyer 2009; Frost et al. 2017; LeBlanc, Frost, and Wight 2015; Meyer 2003).
The minority stress model posits that minorities, in this case sexual minorities,
experience additional stresses not experienced by the majority group (Meyer 2003). These
stressors come from external events, anticipation of these events, and the “internalization of
negative societal attitudes” (Meyer 2003: 676). For example, individual level stressors may
include ongoing experiences such as the concealment of sexual identity or acute experiences
such as denial of service.

13

In addition to individual-level stressors that same-sex attracted individuals may
experience, there are couple-level stressors (Frost et al. 2017). Couple-level stressors include
processes such as negotiating gender roles within the couple or feeling like being on display in
public when interacting together in ways that would be accepted for male-female couples (e.g.,
holding hands) (Frost et al. 2017).
The disclosure of sexual orientation, or outness, is an additional obstacle same-sex
couples must surmount, which male-female couples need not worry about. Management of the
disclosure of sexual orientation influences the stability of relationships (Murphy 1989).
Differences in degrees of outness between members of a couple can lead to stress within the
relationship.
Stability is also a function of familial and friendship networks (Felmlee 2001), and the
structures and effects of these networks are different between same-sex and male-female
couples (Oswald 2002). In particular, being out to family members and friends as well as
acceptance of the relationship by these significant people in an individual’s life may affect the
quality of a relationship (Caron and Ulin 1997; Reczek 2016). However, even though increased
outness is reported to reduce stress within a relationship, outness may lead to increased stress
from family- or work-related stress (Knoble and Linville 2012). Entering into a formal union
may lead to additional family stresses through coming out to family or through experiencing
negative reactions of family members to the formalization of a same-sex union (Ocobock 2013).
On a variety of measures, LGBT-identified individuals indicate lower levels of well-being
(Gates 2014). These include self-reported well-being with respect to finances, physical health,
and social life, among other realms. As Beals, Impett, and Peplau (2002) have noted, lesbians
and gay men may face minor, but constant stress in the form of microagressions due to their
sexual minority status. This may place stress on a relationship to which a male-female
relationship would not be subjected. Perceived stress is a predictor of relationship quality
among same-sex couples, with higher levels of stress predicting lower self-reported relationship
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quality (Otis, Rostosky, Riggle, and Hamrin 2006). Similarly, relationship quality may suffer
from the internalized homonegativity of one or both members of a couple (Lavner 2017; Otis et
al. 2006), internalized homonegativity being self-hatred or stigma felt against oneself that a
same-sex attracted individual may experience as a reflection of the negative views in the society
more generally.
While the minority stress model has been used as a lens to better understand same-sex
relationships that have not been formalized as well as coresidential unions (Joyner et al. 2017),
research testing whether dissolution rates for marital unions are consistent with predictions
made with the minority stress model are needed. Same-sex marital unions may be less prone to
minority-stress due to their legal acceptance and equivalence to male-female marital unions,
removing an institutional source of stress. While the legal availability and acceptance of samesex marital unions does not necessarily include acceptance of same-sex relationships by family,
Bennett (2017) notes that a couple’s marital status seems to matter more than the gender
composition of the couple for parental approval, according to data from Rosenfeld (2014).
However, parental approval of same-sex unions, whether marital or not, is lower than that for
male-female unions (Rosenfeld 2014), and may still constitute a source of stress for same-sex
couples.
Joyner et al. (2017) suggest that minority stress is approximately equal for both malemale and female-female couples, albeit due to stresses from different sources. Of course, both
male-male and female-female couples, as well as non-partnered LGBT-identified individuals
have experienced a variety of forms of discrimination [for a discussion of the history of
discrimination against LGBT-identified men and women, see Chauncy (2004)]. Females in
same-sex relationships report more stress from family reactions, as opposed to men in same-sex
relationships, who report greater fear of violence or harassment (Todosijevic, Rothblum, and
Solomon 2005). It is possible, however, that female-female couples face higher levels of stress
than male-male couples, due to an interaction of stresses from sexism and heterosexism. That is,
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same-sex couples, whether male-male or female-female would experience similar stresses due to
perceived discrimination of their sexual minority status and homophobia, whether experienced
from others or internalized. LGBT-identified females would experience separate stresses due to
perceived discrimination of their gender and internalized sexism, or the stigma against oneself
that a female may feel as a result of absorbing and believing stigmas against or negative
perceptions of women that exist in the society more generally. These separate stresses would
compound such that female-female couples would experience, on average, greater levels of
minority stress than male-male couples. Indeed, LGBT-identified women, in particular, report
lower levels of well-being than LGBT-identified men (Gates 2014).
The analyses in Chapters 4 and 5 test the hypothesis that female-female relationships
will have lower stability, on average, compared to male-male and male-female relationships, as
predicted by an interaction between minority stresses from minority status within two social
systems of stratification – sexual orientation and gender. (It is important to note that the
theoretical framework is not directly tested, but rather forms the basis for a prediction in an
association between couple type and relationship stability.) This prediction is not to say that
female-female couples experience more discrimination than male-male couples as a result of
their couple type, but that LGBT-identified females may experience greater stressors due to
identification as both LGBT and female, whereas LGBT-identified males may experience
stressors due only to identification as LGBT and not based on their gender. Similarly, the
prediction that male-male couples will have lower relationship stability compared to malefemale couples is tested in Chapters 4 and 5. This would be attributed again to minority stress,
mediated through lower relationship quality. Several studies have found that female-female
couples have higher dissolution rates than male-male couples (Andersson et al. 2006; Rosenfeld
2014; Ross, Gask, and Berrington 2011; Wiik et al. 2014). It is also important to note, however,
that Kalmijn et al. (2007) and Lau (2012) concluded that male-male couples have higher
dissolution rates than female-female couples, although these findings are outliers in the
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literature. Further, Lau noted that the difference between male-male and female-female
dissolution rates was only marginally statistically significant, and therefore is merely suggestive.

Union Formation
General Theories of Mate Preferences.
The most commonly used frameworks to discuss mate preference in the literature are
evolutionary and biological theories (Bailey et al. 1994; Jankowiak, Hill, and Donovan 1992;
Kenrick et al. 1995; Lippa 2007; Symons 1979). Biological theories of mate preference are based
on evolutionarily adaptive preferences that manifest themselves at three levels: consensual,
different by sex, and different by individual (Buss and Barnes 1986). At the consensual level are
traits that are considered universally desirable in a mate, such as being kind, understanding,
exciting, and easygoing – traits that Buss and Barnes (1986) find to be desired by both males
and females in a marital partner. Other traits will be sought differentially by sex. Across much of
the literature males are found to place more value on physical attractiveness and females are
found to place more value on social status and access to resources (Buss and Barnes 1986).
Finally, partner preferences are also subject to individual preferences that are personal to the
individual (e.g., religious observance or political ideology).
Two theories are put forward to explain sex differences in mate preferences (Buss and
Barnes 1986). According to the biological perspective, partners seek characteristics in a mate
that indicate high chances of reproductive success. According to Symons (1979), males place
high importance on characteristics that may indicate fecundity, such as youth, and
characteristics that may indicate health, such as physical attractiveness. Females will seek males
who can offer resources and protection for themselves and for offspring. Accordingly, females
will be more interested in social status and social class when selecting a mate, and, since access
to resources typically increases with age, females will express more interest in older males.
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Some find the evolutionary or biological perspective to be unsatisfactory in explaining
mate preferences because it is sexist (Kaufman and Phua 2003). The biological framework
assumes that preferences are innate and determined by genetics and hormones (Symons 1979).
An alternative theory frames mate preferences in social structures and socialization in which
males and females hold differential preferences due to structural forces (Buss and Barnes 1986).
According to the “structural powerlessness” framework, females use marriage as a means to gain
material resources (Barnes 1986). In this framework, in societies in which there are more equal
gender roles, there would be fewer differences in mate preferences by sex, since males and
females would have been socialized similarly and there would be fewer differences in sex roles in
the societal structure (Buss and Barnes 1986; Lippa 2007).

Theories of Same-Sex Attraction and Mate Preferences.
The biological framework does not have a clear and immediate explanation for same-sex
attraction, sexual behavior, and mate preferences. Several biological explanations have been
explored (see Kenrick et al. 1995 for a brief discussion). One possible explanation is that samesex attraction is adaptive on a group level, such that same-sex attracted individuals may invest
in the care of nieces, nephews, and the children of others in a community. Or, same-sex
attraction may be the result of the expression of a gene that is adaptive for another purpose, a
genetic spandrel. Or, it could be that same-sex attraction is a result of environmental factors
either in combination with a genetic predisposition or a result of environmental factors alone.
One theory for the development of same-sex attraction that has been posited is the
“exotic become erotic” (EBE) theory (Bem 1996). In this theory, individuals are most attracted
to those that are different from themselves. Bem (1996) proposes a process by which genes and
hormones interact with environmental factors in a child’s development that may lead to samesex attraction. In this process, children’s genetics and the prenatal hormones they were exposed
to may predispose them to a particular temperament. If this temperament is gender-atypical,
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the child may associate more closely with other children of the opposite sex, which may make
them feel different from those of the same sex. Feeling different from another group leads to
subconscious arousal, which then leads to attraction to those of the same sex.
In some studies, same-sex mate preferences have been considered a way to test theories
of mate preference, since same-sex attracted males and females display gendered mate
preferences that are unaffected by preferences of the opposite sex (Bailey et al. 1997; Lippa
2007; Symons 1979). Symons (1979), in summarizing research on the sexual behavior of
homosexual males and females in the decades leading up to his book The Evolution of Human
Sexuality, concludes that hormonal differences between males and females drive innate,
biological differences in sexual behavior that are epitomized by the sexual behavior of same-sexattracted males and females. In part, he argues that males are largely driven by visual stimuli
and as such are attracted to “young, handsome men” (301), but does not posit an age preference
for same-sex-attracted females. As he states: “Among men, sex sometimes results in intimacy;
among women intimacy sometimes results in sex” (301). Following his argument, sexual
attraction, and therefore youthfulness, is not of primary importance in mate selection among
same-sex attracted females.

Characteristics of Mate Preference among Same-Sex and Different-Sex Attracted
Individuals.
In order to test the above theories and to explore characteristics that same-sex and
different-sex attracted individuals seek in partners, many studies have been conducted using a
variety of methods including content analysis of personals advertisements (Bailey et al. 1997;
Bartholome et al. 2000; Kaufman and Phua 2003; Kenrick et al. 1995), self-reporting through
surveys (Antfolk 2017; Bailey et al. 1994; Ha et al. 2012; Lippa 2007), and ratings of photos
accompanied by vignettes or sample personals advertisements (Bailey et al. 1997; Ha et al. 2012;
Jankowiak et al. 1992). To test the EBE theory (Bem 1996), Bailey et al. (1997) conducted a
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content analysis on dating advertisements placed by same-sex attracted males and females in
Chicago, and asked participants to rate sample dating advertisements that were constructed to
represent masculine, feminine, or neutral targets. They coded the advertisements for whether
the individual who placed the advertisements described themselves as masculine, feminine, or
androgynous, and whether they sought a partner who was masculine, feminine, or androgynous.
They found that most same-sex attracted males most often described themselves as masculine
and sought masculine partners. Same-sex attracted females often described themselves as
feminine and sought feminine partners, but not with the same frequency that males sought
masculine partners. Given their assertion that same-sex-attracted individuals were more likely
to express sex-atypical behaviors as children and develop attraction to same-sex individuals who
exhibited “sex-typical” behavior, the authors concluded that these findings support the EBE
theory, since same-sex attracted males and females typically sought partners who were “sextypical” as adults.
Testing evolutionary theories of mate preference, Bailey et al. (1994) asked a sample of
same-sex and different-sex attracted males and females to respond to a questionnaire with a
series of Likert-scale questions about partner preferences to investigate whether there were sex
differences and sexual orientation differences in mate preferences based on interest in younger
partners and in uncommitted sex, as well as interest in sexual stimuli, expression of sexual
jealousy, and importance of attractiveness in a partner. They find that males were more
interested in younger partners and in uncommitted sex than females, and that males exhibited
more sexual jealousy, more interest in sexual stimuli, and placed more importance on physical
attractiveness than did females. However, few differences were found between same-sex
attracted and different-sex attracted respondents of the same gender.
An emphasis on physical characteristics by males, both same-sex attracted and differentsex attracted has been found in other studies, as well (Bartholome, Tewksbury, and Bruzzone
2000; Ha et al. 2012; Lippa 2007). In studies including a comparison between male and female
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respondents, males placed greater importance on physical characteristics than did females (Ha
et al. 2012; Lippa 2007). In these studies, differences were found between sexes with minimal
difference between same-sex attracted and different-sex attracted groups. Generally females
were found to place more importance on personality traits (Lippa 2007).
Age preferences have also been found to be fairly consistent within sex, regardless of
sexual orientation (Antfolk 2017; Jankowiak et al. 1992; Kaufman and Phua 2003; Kenrick et al.
1995). Findings indicate that males prefer partners of the same age or younger, whereas females
prefer partners their same age or older. Both same-sex attracted and different-sex attracted
males have age preferences that expand as they get older and are interested in partners who are
increasingly younger than themselves. This pattern is particularly pronounced among same-sex
attracted males (Kenrick et al. 1995). For males above the age of 40, on average the highest
preferred age of a partner is a few years younger than themselves with the lowest preferred age
up to 20 years younger than themselves. While females tend to prefer partners who are their
same age or older, this pattern is not quite as pronounced with same-sex attracted females, who
are more interested in partners around their own age throughout the life course (Kenrick et al.
1995).
Given the consistent findings on age preferences across the literature, I use maximum
and minimum ages estimated from the findings of Kenrick et al. (1995) in my calculations of
availability ratios in Chapter 6. While some studies report their findings in general categories of
preference for younger, older, or same-age partners (Kaufman and Phua 2003), or else are
based on findings outside the United States (Antfolk 2017), Kenrick et al. (1995) presents oldest
and youngest preferred partner ages separated by sex, sexual orientation, and age.
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CHAPTER 3

Data and Methods

Data and Sample for Union Dissolution in the United States
The How Couples Meet and Stay Together (HCMST) survey is a panel study of 3,009
coupled individuals over five waves from 2009 to 2015 (Rosenfeld, Thomas, and Falcon 2015).
Waves 1, 2, and 3 were fielded in 2009, 2010, and 2011 respectively, wave 4 was fielded in 2013,
and wave 5 was fielded in 2014-2015. The sample is nationally representative, with an
oversample of gay, lesbian, and bisexual self-identified individuals. Only individuals who
indicated in the first wave of the survey a year for start of cohabitation with their partner are
included, some of which had been formalized through civil union, domestic partnership, or
marriage. In the restricted sample 1,847 male-female couples and 327 same-sex couples are
included, of whom 153 are male-male and 174 are female-female.
The HCMST sample was originally obtained through the Knowledge Networks (now
GfK) large nationally representative ongoing panel contacted through random digit dialing.
Wave 1 of the HCMST study was completed over the internet and waves 2 through 5 were
completed by phone and internet, with internet provided by Knowledge Networks for
respondents who did not already have internet access at home. Knowledge Networks also
conducted a pre-study wave collecting background data on respondents including eligibility for
the study, which had a response rate of 57 percent. For the main waves of the HCMST survey,
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the response rate for wave 1 was 13 percent, which is based on a 33 percent response rate
resulting from the creation of the panel for Knowledge Networks through nationally
representative random digit dialing, the subsequent demographic panel from Knowledge
Networks before wave 1 with a response rate of 57 percent, and a response to wave 1 of HCMST
of 71 percent. Response to waves 2, 3, 4, and 5 are calculated based on those who were eligible
for follow up – that is, those who reported being in a relationship at wave 1 and reported being
in that same relationship at wave 2, 3, 4, or 5 for eligibility for inclusion in the following wave.
The response rates are 85 percent, 73 percent, 60 percent, and 46 percent for waves 2 through 5
respectively, and are calculated relative to participation in wave 1 of the study (Stanford SSDS
Social Science Data Collection 2018).
Respondents in the dataset were asked to report on their current relationship at wave 1
and were followed up on that same relationship in subsequent waves. Relationships identified at
wave 1 held different formal union statuses (non-cohabiting, cohabiting, or formalized), and had
a range of relationship durations. Some of the variability in relationship types is accounted for
by including only individuals who report that their relationship was or had been co-residential
at wave 1. Additionally, a cross-section of data from these different marital or cohabitational
cohorts are spliced together by using only the relationship durations occurring between 2009
and 2015 (the observation period of the study) in the models. For example, an individual
reporting that the couple had entered into a cohabiting relationship five years prior to wave 1
and stayed together and responded to all waves of the study would contribute information
referring to the 6th to 13th years of cohabitation in the current data, whereas another individual
reporting that the couple had moved in together one year prior to wave 1 would contribute
information referring to the 2nd to 8th years of cohabitation.
In the models, commonly used predictors of relationship stability are included, all
measured during either the demographic panel prior to the first wave or during the first wave
itself, including years of education, race of respondent, residence within a Metropolitan
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Statistical Area, household income, presence of minor children in the home, relationship
quality, and age at union. Relationship quality is measured dichotomously, with one indicating
excellent relationship quality. The measure is constructed from a five-point scale from excellent
to very poor, measured at wave 1, and is dichotomized because over 60 percent of respondents
indicate excellent relationship quality.
All findings presented are based on unweighted data. In models for union dissolution,
weights were used in alternative models, however the use of weights did not change the
direction of point estimates for variables indicating same-sex, male-male, or male-female
couples relative to male-female couples, nor did they affect which of these covariates has a
significance level of less than .10. The notes on weighting that accompany the HCMST data set
state that it is not clear whether it is appropriate to weight models comparing only male-male
and female-female unions given that there is reason to question the identification of same-sex
couples in the Current Population Survey (the data used for the target population), and so
weights were not used for the model for risk of union formation among same-sex couples only
(KN and Stanford Notes on the HCMST Weights 2012). Standard errors in the models are
clustered by respondent.
Descriptive statistics of selected variables are presented in Table 3.1. Approximately
twice the proportion of male-female relationships are formalized at wave 1 compared to malemale relationships and to female-female relationships. This likely reflects the availability of
union formalization options for same-sex couples in 2009, the time of wave 1. Twice the
proportion of individuals in same-sex unions as those in male-female unions report having a
Bachelor’s degree or higher. On average, those in male-male unions report household incomes
$30,000 greater than their male-female counterparts, and those in female-female unions report
household incomes $20,000 greater than their male-female counterparts. Just over 95 percent
of respondents in same-sex unions report living in a Metropolitan Statistical Area, compared to
just 84 percent of those in male-female unions. Also of note, nearly 90 percent of male-male
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unions and just over 80 percent of female-female unions formed when the respondent was 25
years old or older, compared to only 57 percent of male-female unions. This is consistent with
Orth and Rosenfeld’s (2018) finding, also analyzing HCMST data, that the average age of the
respondent at the time of the start of their reported relationship at wave 1 is approximately 10
years older for male-male and female-female unions than for male-female unions.

Table 3.1. Descriptive Statistics for Analytic Subsample in the HCMST Data Set.

Percent Formalized before Wave 1
Percent with a Bachelor’s Degree or Higher
Race
Percent White
Percent Black
Percent Other
Percent Hispanic
Percent 2+ Races
Percent with Residence in a Metropolitan Statistical
Area
Mean Household Income (Standard Deviation)

MaleMale
44.6
66.0

FemaleFemale
35.3
62.6

MaleFemale
88.3
32.3

81.1
4.6
3.3
7.8
3.3
95.4

78.2
4.6
4.0
9.8
3.5
96.0

75.2
6.8
2.8
11.3
4.0
83.6

$99,183
($49,093)
3.9
17.0
57.5

$90,167
($51,997)
7.5
24.7
63.6

$69,347
($42,480)
33.1
9.6
62.3

Percent with Minor Children in Household
Percent Dissolving by Wave 5
Percent Reporting Excellent Relationship Quality
(Dichotomized)
Percent Forming Union at age 25 or Older
89.7
81.4
57.5
Sample Size (Unweighted)
153
174
1,847
Note: Only the analytic subsample is included, namely respondents reporting having lived with
their partner prior to wave 1.

Measures in the HCMST Data
Respondents were asked to self-identify their gender in a panel of demographic
questions asked of Knowledge Networks’ larger adult sample, prior to the first wave of HCMST.
In the first wave of the survey, participants were asked if they were in a romantic or sexual
relationship. Only those reporting romantic or sexual relationships at the first wave were
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included in the remainder of the survey. Respondents with partners were then asked to identify
the gender of their partner, and were then asked more explicitly if they were in a same-sex or
opposite-sex relationship. The name of their partner was also asked and included in future
questions to increase accuracy across waves and for those with multiple partners.
In order to identify individuals who broke up with their partner between waves during
the observation period, participants were asked at each follow up assessment to identify whether
their relationship was still intact. Those whose unions had dissolved were dropped from future
waves of the study. To identify those who transitioned from cohabitation to marriage,
participants were also asked at each wave if they had entered into a formal union, if their
relationship was not formalized in previous waves. The data were gathered prior to Obergefell v.
Hodges, and as such same-sex marriages were not universally available in the United States at
the time of data collection. To account for this, respondents were asked to indicate whether they
considered their union formalized (civil union, domestic partnership, or marriage), regardless of
the legal status of their union in their city or state. Although civil unions and domestic
partnerships were classified separately, in the current study all types of formalized unions are
considered together (i.e., marriages, civil unions, and domestic partnerships) under the
umbrella “formal union,” as opposed to cohabitational unions in which the couple lives together
but the couple has not registered the partnership or the couple does not consider themselves to
be married.

Data and Sample for Union Dissolution in Europe
Data for the analyses exploring union formation and dissolution in Europe come from
two sources: The Generations and Gender Survey (GGS) and the Longitudinal Internet Studies
for the Social sciences (LISS) panel.
The Generations and Gender Survey (GGS) includes a set of harmonized surveys across
19 European countries in the first wave, with a second wave available for 13 countries. The GGS
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covers a broad range of topics including relationships, fertility, health, and income, among
others. Wave 1 of the GGS took place between 2004 and 2011, with Wave 2 occurring three years
later for a given country. Samples are constructed separately within each country, however
samples are random and are constructed to be representative within a given country.
Only France, Germany, and the Netherlands are included in the analytic subsample,
since these countries have two waves of observations and have the largest subsample of
individuals in same-sex relationships. The analytic sample is restricted only to coupled
individuals with responses to key questions in both waves 1 and 2, and who report age at union
of 50 or under.
It is important to note that Régnier-Loilier (2017) discusses the feasibility of using GGS
data for studying topics related to same-sex couples. Same-sex relationship identification for
unions current at wave 1 depends on matching the sex of the respondent and the sex of the
partner, rather than from a dedicated indicator stemming from a dedicated question in the
questionnaire. He points out that a small amount of error in sex-coding for either the
respondent or the partner can lead to a large number of false positive identifications of current
same-sex relationships, which would affect findings. His analyses indicate that some error in
sex-coding for respondents or their partners likely exists in the data set, as some error exists in
any data set, and that this has a disproportionate effect on the same-sex couple subsample
within the GGS, given the small size of the subsample. Régnier-Loilier suggests the use of other
variables to corroborate the same-sex status of couples. To test the reliability of identification of
same-sex unions in the GGS data, same-sex relationships were identified independently at wave
1 and wave 2, and the results compared. Same-sex relationships were identified by the gender of
respondent and gender of partner, with a check that the respondent indicated the same partner
at wave 2. Fifty-eight individuals identified their partner as same-sex in wave 1 and different-sex
at wave 2, and 65 individuals identified their partner as different-sex at wave 1 and same-sex at
wave 2. To improve the accuracy of the coefficients calculated for each couple type, relationships
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that were identified as same-sex at wave 1 and different-sex at wave 2 or vice versa were
removed from the data set. Since there are only two waves in the GGS data set, none of these
unions reported a breakup. It is possible that some couples identified as same-sex in wave 1 and
who broke up before wave 2 are misidentified; this method of comparing gender reporting at
wave 2 will not allow for identification of such misspecification.
The total analytic sample is 10,053 coupled individuals, of whom 45 are males in samesex unions and 38 are females in same-sex unions (see Table 3.2). While the subsample in samesex unions is only approximately 0.8 percent of the full analytic sample, this is on par with
percentages of individuals reporting current same-sex relationships in other large-scale
representative data sets (see Fischer, Kalmijn, and Steinmetz 2016 for a brief discussion).
Still, the resulting subsample is modest, with 83 individuals in same-sex unions. To increase the
analytic power of the sample, these data are supplemented with data from the LISS panel study,
discussed below.

Table 3.2. Sample Size of Male-Female, Male-Male, and Female-Female Couples by
Formalization of Union and Country of Residence in the Combined Analytic GGS Subsample.

MaleFemale

Cohabiting
MaleMale

FemaleFemale

MaleFemale

Formal Union
MaleFemaleMale
Female

France

756

3

4

3,244

8

4

Germany

180

2

0

1,840

5

0

The Netherlands

617

14

19

3,333

13

11

The Longitudinal Internet Studies for the Social sciences (LISS) panel provides the
second data source for unions in Europe. The LISS sample is representative of Dutch speaking
households in the Netherlands, with 4,500 households and the 7,000 individuals living within
those households. Participants are asked to complete a questionnaire each month. A portion of
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the time participants spend taking the questions is reserved for the LISS Core Study, which
includes questions on relationships. Core questions are repeated once per year. Data on
relationship formation and dissolution are available for the panel from 2008 to 2017 across ten
waves.
Only those who report coresidential unions at the first wave and report an age at union
of 50 or under are included in the analytic sample, resulting in a subsample of 4,731 individuals,
42 of whom are in male-male unions and 60 of whom are in female-female unions. Reliability of
gender identification of partner was tested by comparing same-sex couple identification in wave
1 and wave 2, provided that a respondent indicated still being in a relationship with the same
individual at wave 2. No relationships were identified as changing from same-sex to differentsex or vice versa between waves 1 and 2 in the LISS data. As with the GGS data, this method of
testing reliability of identification of same-sex couples cannot confirm same-sex couples who
dissolved their union between waves 1 and 2.
All models presented use unweighted data. LISS does not provide standard weights for
their data, given that the target populations and variables to use to construct appropriate
weights vary, however they do calculate weights on request for a fee. Standard errors in the
models are clustered by respondent. Controls are also included in the models for country of
residence as well as whether the participant responded to the GGS or LISS survey.

Measures in the European Data Sets
Two variables are constructed measuring duration of union, one for length of marriage
for those who are married or have otherwise sought legal recognition of their union, and one for
length of cohabitation for those who are coresidential but have not sought legal recognition.
Relationships are separated into cohabiting and formalized unions (marriage, registered
partnership, or pacte civil de solidarité). In the GGS data, same-sex couples are identified using
a series of questions on household members including the relationship of each household
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member to the head of household and the gender of each individual. In the LISS data, same-sex
couples are identified through a series of questions about the respondent and their
relationships, including the gender of the respondent and the gender of their partner.
Individuals who indicate their union has dissolved are coded as having broken up between
waves.
Several variables included in the analyses of the HCMST data are not included in
analyses of the merged GGS and LISS data. While a panel of questions on religion and ethnicity
are included in the LISS surveys, ethnicity is not measured in a way that corresponds with race
or ethnicity in the U.S. context, perhaps unsurprisingly. LISS data include a variable on whether
the participant is of Dutch origin, first generation Western or non-Western origin, or second
generation Western or non-Western origin. The GGS also asks about ethnicity as a question of
origin, and includes a separate set of questions for country of birth and country of birth of
parents. Again, the operationalization of ethnicity does not correspond to that in the United
States, and questions about race are absent. Data on household income are also unreliable due
to large amount of missing data. Of the 45 males in same-sex relationships in the GGS, data on
income is only available for one, and of the 38 females in same-sex relationships there is no data
on income. In the LISS survey, of the 42 males in same-sex relationships 13 have data on
income, and of the 60 females in same-sex relationships 21 have data on income. Considering
these small numbers as well as the fact that these data almost exclusively come from the Dutch
context, it is problematic to include data on income in the analyses with the intent to generalize
to the European context in general or to the three countries represented by the data.
Furthermore, including household income even in model for the Netherlands only, data would
be based on extremely few couples
Included in the analyses of risk of union dissolution in Europe are level of education of
the respondent, age at union of the respondent, presence of minor children in the household,
and reported relationship quality (see Table 3.3 for descriptive statistics). Level of education is
30

measured as a dichotomous variable indicating whether the respondent has a Bachelor’s degree
or higher. Age at union is also measured dichotomously indicating whether the union began at
age 30 or older. Minor children are considered those under the age of 14, because the GGS
includes a panel of question specifically about the presence of and interaction with children
under the age of 14 in the household. Relationship quality is constructed from Likert-scale
questions in both the GGS and LISS surveys. For the LISS survey and for GGS data in France
and Germany, respondents are asked to rate their satisfaction with their current relationship on
a scale of zero to 10, with zero indicating not at all satisfied and 10 indicating completely
satisfied. In GGS data in the Netherlands, relationship satisfaction was measured on a five-point
scale also ranging from not satisfied at all to completely satisfied. The constructed variable used
in the analyses indicates excellent relationship quality if the respondent reports a satisfaction
score of eight or higher on the 11-point scale, or “completely satisfied” on the five-point scale.
While dichotomizing relationship satisfaction may reduce power, it does allow for the question
to be made comparable across the GGS and LISS surveys. Relationship quality is measured at
wave 1 in each survey.

Table 3.3. Descriptive Statistics for the Combined Analytic Sample from the GGS and LISS
Survey Subsamples.

Percent Formalized before First Observation
Percent with Bachelor’s Degree or Higher
Percent with Minor Children in Household
Percent Dissolving before Last Wave of Study
Percent Reporting Excellent Relationship Quality
(Dichotomized)
Percent Forming Union at Age 30 or Older
Sample Size (Unweighted)
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MaleMale
58.6
38.1
18.4
8.1
75.9

FemaleFemale
40.8
25.8
31.6
14.3
72.3

MaleFemale
83.6
25.4
47.6
5.3
77.3

35.6
87

51.0
98

17.2
14,599

Analytic Plan for Union Formation and Dissolution in the United States and in Europe
The models are fully interactive with union type, separating those in cohabitational
unions and those in formal unions. For the models for dissolution in the United States, timeinvariant covariates for sex composition of couple, level of education, race or ethnicity of
respondent, metropolitan residence, income, presence of minor children in the household, and
relationship quality, all measured at wave 1, are included in the models predicting union
stability. In the models for Western European unions, time-invariant covariates for sex
composition of couple, level of education, presence of minor children in the household,
relationship quality, and age at union are included. Two duration variables are included – one
for length of cohabitation for those who had not formalized their unions, and one for length of
formal union for those whose unions were formal, both measured in years. Given that
observations of unions and dissolutions are fewer in later years, particularly among same-sex
couples, only durations up to 15 years of cohabitation or formal union are used. Hazards of
union dissolution are computed through discrete time event-history analysis with a
complementary log-log link using the following model:

! !! !! = 1 − 1 − !! !! !

!! !

,

representing the hazard for individual i at time tj, where !! is the baseline hazard, X is the range
of covariates, and β is the vector of their associated coefficients. Similarly, for unions in the
United States the hazard of transition from cohabitational to marital union is calculated over the
study period using time-invariant covariates for sex composition of the couple, relationship
quality (1=excellent, 0=otherwise), household income, age at union, level of education, and
metropolitan residence, again using discrete time event-history analysis with a complementary
log-log link. Risk of union formation in the Western European context cannot be calculated
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since only one same-sex couple transitioned from a cohabitional union to a formal union across
the pooled observation period in the GGS and LISS studies.

Data on the Acceptance of Homosexuality and Experiences of LGBT-Identified Individuals in
the United States
The Gallup Daily tracking survey (Gallup 2018) provides data on the geographic
distribution of LGBT-identified individuals across the United States. This Gallup survey gathers
data from approximately 1,000 different respondents for each of 350 days out of the year, for a
total of approximately 350,000 individuals surveyed per year. The survey has taken place since
2008, and added a question on LGBT-identification in 2012. The LGBT-identification question
allows only a dichotomous response to indicate identification with any of the four identifications
lesbian, gay, bisexual, or transgender. Unfortunately, it is not possible to disaggregate with
which identity the respondent identifies from this question. While transgender identification
included with LGB identification may introduce some error in estimation of same-sex marriage
markets, a 2011 report from the Williams Institute estimating the proportion of the population
of the United States identifying as LGBT indicates that the transgender population is relatively
small compared to both the population of the United States as a whole (approximately a third of
a percent of the population of the United States), as well as compared to the proportion of the
United States identifying as lesbian, gay or bisexual (approximately three and a half percent of
the United States population) (Gates 2011). Transgender identification represents only about
one-tenth of LGBT identification more generally (Gates 2011). As of 2016, approximately four
percent of respondents in the Gallup Daily tracking survey identify as LGBT (Gates 2017).
Additional questions on marital status, age, and gender are also used in order to identify
respondents who are single and to calculate availability of partners given theorized preferences.
Sample sizes for LGBT- and non-LGBT-identified males and females in the Gallup survey are
presented in Table 3.4.
33

Table 3.4. Gallup Sample Sizes within Selected Cities by LGBT-Identification and Sex.
City
Atlanta
Boston
Chicago
Dallas
Houston
Los Angeles
Miami
New York
Philadelphia
Phoenix
Portland
Riverside
San Antonio
San Diego
San Francisco
San Jose
Seattle
Washington, D.C.
Total

LGBT-Identified
Males
Females
661
559
651
555
845
604
667
495
481
349
1,499
978
675
351
2,462
1,684
673
547
491
435
378
416
488
284
200
185
387
285
816
618
150
124
509
513
882
560
12,915
9,542

Non-LGBT-Identified
Males
Females
14,030
13,211
13,183
11,563
19,263
17,943
16,540
15,147
14,392
12,533
24,285
22,345
11,075
10,358
45,214
40,563
16,557
15,497
12,532
12,187
7,408
7,233
9,334
8,640
5,297
5,010
7,739
7,347
10,026
9,432
4,000
3,275
10,545
9,689
17,143
15,403
258,563
237,386

Additional context is given using the World Values Survey (Inglehart et al. 2014). An
index is created of two variables measuring acceptance of homosexuality. The first variable
measures whether a respondent indicates not wanting a homosexual as a neighbor on a
dichotomous scale. This variable is recoded such that zero indicates not wanting a homosexual
as a neighbor and one indicates not having selecting this choice. The other variable measures
how “justifiable” the respondent indicates they believe homosexuality is on a scale of one to ten,
with one indicating never justifiable and ten indicating always justifiable. (“Justifiable” may be
an odd term to use to discuss acceptance of homosexuality. The World Value Survey asks this
question as part of a 15-item panel of questions on respondents’ attitudes about a range of
potentially negative behaviors, including “stealing property”, “sex before marriage”, and
“someone accepting a bribe in the course of their duties”. This may not be an appropriate place
in the survey to ask about attitudes towards homosexuality.) The variable is adjusted to a scale
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of zero to one, and the two indicators of acceptance of homosexuality are averaged to create a
simple index with zero indicating low acceptance of homosexuality, and one indicating high
acceptance. This index is presented by state in Figure 6.1 in chapter 6 to contextualize
acceptance of homosexuality across the United States.

Data on Age Preferences for Same-Sex Attracted Individuals in the United States
In the absence of dating agency data for the U.S. same-sex marriage market, age
preferences are estimated using empirical data on same-sex coresidential unions from the 2010
U.S. Census (Ruggles et al. 2018) to provide calculations of the number of potential partners for
a given individual of a particular gender and age. Average age differences between coresidential
same-sex partners and male-female unions can been seen in Figure 3.1. Preliminary analyses
compared the 2012-2016 ACS 5-year estimates (Ruggles et al. 2018) and the 2010 U.S. Census
10 percent PUMS for differences in same-sex union patterns and found that same-sex union
patterns do not differ widely between these two data sets. Comparison was also made among
Metropolitan Statistical Areas (MSAs) (see Figures 3.2 and 3.3). No large differences were found
among MSAs. In order to maximize sample size, and given these preliminary results in
comparing union patterns between the 2012-2016 ACS and the 2010 Census, the 10 percent
sample of the 2010 Census is preferable to the 5% sample of the 2012-2016 ACS. Additionally,
since no major differences were found by city, national data will be used to estimate same-sex
partner age preferences.
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Male−Female

Figure 3.1. Mean of Absolute Value of Age Differences by Couple Type and Metropolitan
Statistical Area in the 2010 Census 10 Percent Sample and the 2012-2016 American
Community Survey.
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Mean Age Difference by City and Couple Type

Metropolitan Statistical Area

Male-Male
Atlanta
Boston
Chicago
Dallas
Houston
L.A.
Miami
New York
Philadelphia
Phoenix
Portland
Riverside
San Antonio
San Diego
San Francisco
San Jose
Seattle
Washington
Female-Female
Atlanta
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Houston
L.A.
Miami
New York
Philadelphia
Phoenix
Portland
Riverside
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San Diego
San Francisco
San Jose
Seattle
Washington
0

1

2

3

4

5

6

7

Mean Age Difference
Source: 2010 Census 10% PUMS

Figure 3.2. Mean of Absolute Value of Age Differences by Couple Type and Metropolitan
Statistical Area in the 2010 Census 10 Percent Sample.
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8

Median Age Difference by City and Couple Type

Metropolitan Statistical Area

Male-Male
Atlanta
Boston
Chicago
Dallas
Houston
L.A.
Miami
New York
Philadelphia
Phoenix
Portland
Riverside
San Antonio
San Diego
San Francisco
San Jose
Seattle
Washington
Female-Female
Atlanta
Boston
Chicago
Dallas
Houston
L.A.
Miami
New York
Philadelphia
Phoenix
Portland
Riverside
San Antonio
San Diego
San Francisco
San Jose
Seattle
Washington
0

1

2

3

4

5

Median Age Difference
Source: 2010 Census 10% PUMS

Figure 3.3. Median of Absolute Value of Age Differences by Couple Type and Metropolitan
Statistical Area in the 2010 Census 10 Percent Sample.

Age preferences are calculated in four ways. In the first set of preferences, preference
weights are calculated by the proportion of unions that are observed within a given age
combination. In the second set of age preferences, minimum and maximum age preferences are
considered the minimum and maximum ages at which observed unions with a partner of a given
age are observed. The third set of preferences are estimated from findings by Kenrick et al.
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(1995), which provides data on maximum and minimum reported acceptable ages of partners by
a sample of personals advertisements posted by same-sex and different-sex attracted males and
females in a range of publications in the United States in the 1980s and 1990s. Finally, a fourth
set of preferences are estimated from findings from Antfolk (2017), which provides more recent
data on maximum and minimum accepted ages for same-sex and different-sex attracted
individuals than Kenrick et al. (1995) using survey data, but draws on a sample from Finland.
See Chapter 6 for a more detailed discussion of calculated age preferences.
The method of using observed couples to estimate suitable age combinations is not
perfect, as Goldman et al. (1984) acknowledge, for multiple reasons. One reason is that observed
unions reflect the structure of the marriage market as much as they do they preferences of the
individuals in the marriage market, since they are the outcomes of the market itself. Another
reason is that a small proportion of unions fall in age combinations that are older or younger
than the considered maximum or minimum ages, thereby theoretically making those unions
unsuitable matches.

Measures of the Marriage Market
Analyses in Chapter 6 use the Availability Ratio (AR) to calculate the balance of marriage
markets for LGBT-identified males and females in a given age group. The measure was
developed by Goldman et al. (1984), who build their measure on earlier ratios including those of
Akers (1967) and Hirschman and Matras (1971). Whereas Akers (1967) and Hirschman and
Matras (1971) based their measures on the number of females in a certain age group to males of
a certain age group, a simple ratio of two numbers, Goldman et al. (1984) accounted for
competition between individuals for the same potential partners by including in the
denominator of their measure the average number of partners available to a given individual’s
potential partners. The Availability Ratio for the same-sex context is calculated for an individual
age i as follows, notation adapted from Lampard (1993):
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where Pj is the number of persons age j and Sij is the suitability of persons age j for persons age i.
Persons k are those suitable for persons j. One is subtracted from the numerator to account for
the fact that a person cannot be their own partner. In dichotomous measures of suitability, Sij is
equal to one if persons age j are suitable for persons age i, and Sij is equal to zero if unsuitable. In
proportional measures of availability, Sij represents the proportion of persons aged i who would
accept persons aged j, which accounts for a range of strength of age preferences for given ages.
Separate calculations are conducted for males and for females.

40

CHAPTER 4

Comparative Couple Stability: Same-Sex and Male-Female Unions in the United States

With the advent of Obergefell v. Hodges in 2015, same-sex marriages are legal across the
United States, and in some states same-sex marriages and other governmentally recognized
unions were legal several years prior. Levels and patterns of the stability of this relatively new
type of union are not well understood. While some studies have shown that same-sex unions are
at higher risk of dissolution compared to male-female unions, others have found similar
dissolution rates for same-sex and male-female unions. A common finding across the literature,
however, is that female-female unions in particular are less stable than their male-male or malefemale counterparts. It is unclear, however, whether this gendered difference in union stability
is found for both cohabiting and formalized unions (i.e., marriage, domestic partnership, or civil
union). Additionally, the mechanisms underlying the relative instability of female-female unions
remain unexplained.
This chapter seeks to compare the stability of male-male, female-female, and malefemale couples in both cohabitational and formalized unions in the United States, exploring the
interaction effects between the gender composition and the formal union status of couples.
While the literature on this topic has divergent findings, each study has approached this issue in
a slightly different way, some investigating only cohabitational unions or only formal unions,
and some considering same-sex couples as a single group rather than separating male-male and
41

female-female unions, for example. Using recent, longitudinal data from coupled individuals,
couples are separated by gender composition and formalization to provide an understanding of
similarities and differences in stability between couple types. Analyses indicate that
cohabitational unions experience the same risk of union dissolution, and that all formalized
unions have a lower risk of dissolution compared to their cohabitational peers. However, results
indicate that formalized female-female unions have higher risk of union dissolution compared to
formalized male-male and male-female unions. This chapter also seeks to shed light on
mechanisms that drive this differential in stability.

Same-Sex and Male-Female Couple Stability in the United States
As would be expected, being in a formal union, relative to being in a cohabitational
union, is associated with a reduced risk of union dissolution (model not shown). This finding is
consistent both with the concept that the barriers to union dissolution are higher once the union
is formalized, as well as the fact that couples self-select for commitment into formalizing their
unions.
Across the base models, when same-sex couples of both sexes are considered together,
there is no difference in risk of dissolution between same-sex couples and male-female couples
(see Table 4.1, Models 1 and 5). When considering male-male and female-female couples
separately, however, differences emerge. Among those in cohabitational unions, there is no
difference in risk of union dissolution by gender composition of the couple (see Table 4.1, Model
2). On the other hand, among those in formal unions, female-female couples have a higher risk
of union dissolution compared to male-female couples (see Table 4.1, Model 6). The differential
in union dissolution risk is not statistically significant between female-female and male-male
couples in formal unions (see Table 4.2, Model 1). When taking into account a range of
covariates to control for many common predictors of union stability, that is, race of respondent,
metropolitan residence, log of household income, and presence of minor children in the
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household, cohabitational unions of different gender compositions all have the same risk of
union dissolution (see Table 4.1, Model 3). This lack of differences in stability between
cohabitational unions remains when including a measure of relationship quality as well (see
Table 4.1, Model 4). In contrast, when taking into account a range of covariates, female-female
formal unions are predicted to be less stable than their male-female couple counterparts (see
Table 4.1, Models 7 and 8). When considering a range of covariates, as with the base model,
female-female formal unions are not associated with a statistically significantly higher risk of
union dissolution compared to male-male formal unions (see Table 4.2, Model 2). Given the
small number of dissolutions of formal unions among female-female and male-male couples –
14 and 4, respectively – the lack of statistical significance is not terribly surprising.
Figure 4.1 shows the estimated proportion of couples’ unions dissolving, based on
Models 2 and 6 of Table 4.1, for couples by gender composition and formalization of the union
over a 15-year period.
This graph illustrates what we learn statistically from Table 4.1: Union stability varies
both by union status as well as by gender composition, with the stability of same-sex couples
largely indistinguishable from that of male-female couples, except for that of female-female
couples in a formal union, which is associated with an increased risk of union dissolution
compared to male-female formal unions. The cumulative dissolution curves for male-female,
male-male, and female-female cohabitational unions are not statistically significantly different
from each other, nor are the curves for male-female and male-male formal unions. Last, we see
that dissolution is considerably greater within cohabitational unions than in formal unions.
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Table 4.1. Discrete Time Event-History Analyses for Risk of Union Dissolution in the United States, by Years of Cohabitation or
Years of Formal Union, Clustered Standard Errors in Parentheses.

Same-Sex Couple (Ref: Male-Female)

Model 1
0.03
(0.24)

Male-Male
Female-Female
Log of Household Income
Minor Children in Household

Cohabiting
Model 2
Model 3
-0.14
(0.30)
0.16
(0.28)

0.20
(0.35)
0.37
(0.31)
-0.12
(0.13)
0.32
(0.29)

Relationship Quality (1 = Excellent)
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BA+
Race (ref: White)
Black, Non-Hispanic
Other, Non-Hispanic
Hispanic
Two or More Races, Non-Hispanic
Metro Residence
No. of Couple-Years
Union Dissolutions

† p<.10, * p<.05, ** p<.01, *** p<.001

-0.25
(0.27)
-0.02
(0.37)
0.00
(0.77)
0.00
(0.38)
0.85
(0.40)
-0.10
(0.38)
701
106

Model 4
0.16
(0.35)
0.50
(0.31)
-0.15
(0.14)
0.34
(0.29)
-0.84
(0.24)
-0.23
(0.27)
-0.15
(0.37)
0.17
(0.68)
-0.05
(0.37)
0.82
(0.40)
-0.08
(0.40)

Model 5
0.30
(0.29)

Formal Union
Model 6
Model 7
-0.27
(0.54)
0.56
(0.32)

†

0.19
(0.57)
0.99
(0.36)
-0.16
(0.17)
0.56
(0.25)

**

*

***
-0.58
(0.24)

*

0.50
(0.36)
-1.14
(1.00)
0.21
(0.30)
-0.13
(0.60)
1.08
(0.47)
3,339
91

*

*

Model 8
0.13
(0.56)
0.92
(0.36)
-0.14
(0.16)
0.40
(0.24)
-1.67
(0.24)
-0.50
(0.26)
0.28
(0.37)
-1.36
(0.99)
0.15
(0.31)
-0.22
(0.61)
1.16
(0.47)

*

†
***
†

*

Table 4.2. Discrete Time Event-History Analyses for Risk of Union Dissolution in the United
States for those in Formal Unions, by Years of Formal Union, with Male-Male as Reference,
Clustered Standard Errors in Parentheses.
Couple Type
Male-Female
Female-Female

Model 1

Model 2

0.27
(0.54)
0.83
(0.58)

-0.19
(0.57)
0.79
(0.58)
-0.58
(0.24)

Education ≥ 16 yrs
Race (ref: White)
Black, Non-Hispanic
Other, Non-Hispanic
Hispanic
Two or More Races, Non-Hispanic
Metro Residence
Log of Household Income
Minor Children in Household
No. of Couple-Years
Union Dissolutions
† p<.10, * p<.05, ** p<.01

0.50
(0.36)
-1.14
(1.00)
0.21
(0.30)
-0.13
(0.60)
1.08
(0.47)
-0.16
(0.17)
0.56
(0.25)
3,339
91
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Figure 4.1. Cumulative Proportion of Unions Dissolving in the HCMST Subsample by Couple
Type and Duration of Formal Union or Cohabitation, Estimated from Table 4.1, Models 2 and
6.
Other Predictors of Union Stability
Table 4.1, Model 7 indicates that several predictors of union stability are significant
among those in formal unions – presence of minor children, level of education, and metro
residence. These predictors of union stability are robust to the inclusion of a measure of
relationship quality (see Table 4.1, Model 8), although the significance level changes for some to
marginal statistical significance at the .01 level. Among cohabiting unions, relationship quality
and identification as two or more races are the only predictors found to be statistically
significant in the model that includes relationship quality (see Table 4.1, Model 4).
In order to test whether predictors of stability of relationships are associated with
different outcomes for male-male, female-female, and male-female unions, a series of
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interaction effects were tested between covariates predicting union stability and gender
composition of the couple (see Table 4.3).
Among those who are in a formal union, residence in a metropolitan area is associated
with a higher risk of union dissolution (see Table 4.1, Models 7 and 8). Interacting metropolitan
residence with gender composition of the couple suggests that female-female couples in
cohabiting unions and living in metropolitan areas are less likely to dissolve than male-female
unions (see Table 4.3, Model 1), which is an interesting finding given that metropolitan
residence is not associated union dissolution risk among cohabiting unions in Models 3 and 4 of
Table 4.1. No effect is found for male-male couples in cohabiting unions. A higher risk of
dissolution is found for metropolitan residence for those in formal unions when considering all
couple gender compositions together (see Table 4.3, Model 4). However, when considering an
interaction between metropolitan residence and gender composition of the couple, femalefemale couples are not found to have a lower risk of union dissolution in a metropolitan context
compared to male-female couples. There are no male-male couples in formal unions living in a
metropolitan area that dissolve during the study period, and so no comparison can be made to
male-female couples.
Consistent across those in cohabitational unions and formal unions, household income is
not associated with a lower risk of union dissolution (see Table 4.1). When considering
interaction effects between household income and gender composition of cohabitational couples
(see Table 4.3, Model 2), no association between income and stability is found for male-female
couples. On the other hand, male-male couples are much less likely to dissolve their relationship
the higher their household income compared to male-female couples (see Table 4.3, Model 2).
No significant effect is found for female-female couples. For couples in formal unions, an
interaction effect reveals that there are no significant differences among couple types in the
association between household income and union stability (see Table 4.3, Model 5).
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Table 4.3. Discrete Time Event-History Analyses for Risk of Union Dissolution in the United
States by Years of Cohabitation or Years of Formal Union, Including Interaction Effects
between Couple Type and Selected Covariates, Clustered Standard Errors in Parentheses.
Model 1
Couple Type
Male-Male
Female-Female
Metro Residence
MM x Metro
FF x Metro
Log of Household
Income

1.31
(0.83)
2.51
(0.61)
0.30
(0.44)
-1.24
(0.88)
-2.33
(0.68)
-0.13
(0.13)

***

11.32
(4.15)
3.54
(3.08)
-0.08
(0.37)

**

*

FF x HH Income
0.35
(0.29)

-0.07
(0.18)
-1.00
(0.37)
-0.30
(0.29)

Other, Non-Hispanic
Hispanic
Two or More Races,
Non-Hispanic

0.20
(0.57)
2.88
(1.18)
1.27
(0.51)
omitted

*
*

-0.11
(0.13)

-0.17
(0.17)

17.29
(10.60)
-0.67
(5.81)
1.08
(0.47)

*

0.57
(0.25)

-0.13
(0.18)
-1.51
(0.94)
0.14
(0.51)

**

0.29
(0.28)

Model 6
0.20
(0.57)
0.72
(0.38)
1.06
(0.47)

-0.18
(0.27)

-0.25
(0.28)

0.02
(0.37)
-0.03
(0.76)
0.02
(0.38)

0.00
(0.37)
-0.03
(0.77)
0.01
(0.38)

0.09
(0.39)
0.05
(0.76)
0.00
(0.38)

0.50
(0.36)
-1.13
(1.00)
0.21
(0.30)

0.49
(0.36)
-1.61
(1.39)
0.19
(0.30)

0.50
(0.36)
-1.39
(1.08)
0.25
(0.30)

0.66
(0.44)
701
106

0.94
(0.38)

-0.12
(0.60)
3,333

-0.10
(0.60)
3,339
91

-0.04
(0.60)
3,334

0.83
(0.40)

*

No. of Couple-Years
Union Dissolutions

†
*

*

0.56
(0.25)

-0.17
(0.17)

-0.00
(0.35)
0.55
(0.98)
1.34
(0.65)
-0.24
(0.27)

FF x Children

Race (ref: White)
Black, Non-Hispanic

0.11
(0.36)
0.13
(0.34)
-0.11
(0.38)

Formal Union
Model 5

Model 4

-1.96
(1.22)

MM x Children

Education ≥ 16 yrs

Model 3

**

MM x HH Income

Minor Children in
Household

Cohabiting
Model 2

*

*
-0.57
(0.24)

*

-0.58
(0.23)

*

0.43
(0.25)
empty

†

1.96
(0.67)
-0.61
(0.24)

**

†

*

† p<.10, *p<.05, ** p<.01, *** p<.001

Among male-female couples in formal unions, the presence of minor children in the
household (measured dichotomously) is associated with a higher risk of union dissolution (see
Table 4.3, Model 6). The presence of minor children in the household is associated with a higher
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risk of union dissolution for female-female couples compared to male-female couples, both in
cohabitational and formal unions (see Table 4.3, Models 3 and 6). There were no cases of malemale couples with children who dissolved their formal unions in the dataset and therefore the
comparison cannot be made for male-male couples.

Probability of Transition into Formal Union
To investigate one possible mechanism of the suggested relatively high risk of union
dissolution associated with female-female couples in a formal union, models were run to test
whether female-female couples have a lower threshold compared to male-male couples for
entrance into a formal union, perhaps reflecting a reduced selection effect for female-female
couples. Figure 4.2 indicates that nearly 53 percent of female-female couples cohabiting during
the first wave of HCMST formalize their union during the six-year study period, compared to
approximately 40 percent of male-male couples.

Figure 4.2. Percentage of Unions Formalized over Observation Period in the HCMST
Subsample by Gender Composition of Couple, among Those Couples Cohabiting During Wave
1.
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To properly account for exposure to risk of marriage, in Table 4.4 discrete time eventhistory analyses are presented for risk of transition from cohabitational union to formal union
for same-sex couples. Male-female couples were excluded from this analysis due to differential
access to formal unions between same-sex and male-female couples over the study period.
Same-sex couples, however, have the same access to formal unions over the study period,
whether male-male or female-female, and so can be more readily compared.
Table 4.4 suggests that female-female couples have the same risk of union formalization
as have male-male couples, however this may be due largely to the small sample size. While it
may be expected that measures such as relationship satisfaction, education, and income would
be associated with risk of union formalization, no predictors of union formalization are found to
be statistically significant. It is important to note that age at union was included in the models
(dichotomized by whether the respondent reported their age at union as greater than or equal to
25), however all couples with a respondent 25 years of age or older at the start of the
relationship formalized their union during the study period.

Table 4.4. Discrete Time Event-History Analyses for Risk of Formalizing Union among SameSex Couples in the United States, by Years of Cohabitation, Clustered Standard Errors in
Parentheses.
Female-Female (ref: Male-Male)
Relationship Quality (1 = Excellent)

Model 1
0.52
(0.48)

Model 2
0.35
(0.47)
0.83
(0.56)

Log of Household Income

Model 3
0.59
(0.50)
0.18
(0.23)

BA+
Metro Residence
No. of Couple-Years
Union Formations

234
18
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Model 4
0.42
(0.51)
0.80
(0.57)
0.08
(0.27)
0.45
(0.59)
-0.84
(0.98)

In order to test whether differential selection occurs into cohabitation, discrete time
event history analyses on risk of cohabitation among non-coresident couples were run, however
the results are not significant by couple type (models not shown). Over the study period, only
nine male-male and five female-female couples transitioned from non-coresidence to
cohabitation. The small sample size precludes the ability to test whether differences exist among
male-female, male-male, and female-female couples (or between male-female and same-sex
couples taken as a group) in the probability of forming a cohabitational union.

Discussion
In partial support of the hypothesis that unions among same-sex couples generally
would be less stable than those among male-female couples, and those of female-female couples
less stable than those of male-male couples, results indicate that female-female couples in a
formal union have a higher risk of union dissolution than male-female formal union couples. No
other differences in union stability are found. Consistent with the work of Manning et al. (2016),
when considering same-sex couples, regardless of gender composition, no significant differences
are found between same-sex cohabiting couples and their male-female cohabiting peers. Samesex couples in a formal union, when taken as a single group, appear to have the same risk of
union dissolution as their male-female counterparts, in agreement with Rosenfeld (2014).
Differing patterns between couple types are revealed, however, when considering malemale and female-female couples separately. The findings suggest that patterns of union stability
in same-sex unions are gendered. Female-female couples in a formal union experience a higher
risk of union dissolution compared to male-female married couples. This elevated risk of union
dissolution is not found for male-male couples in a formal union. Neither is any difference found
in dissolution rates for male-male or female-female cohabiting couples compared to their malefemale peers.
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The results agree in part with the common finding that female-female unions are
associated with higher risk of union dissolution compared to male-female couples (Andersson et
al. 2006; Rosenfeld 2014; Wiik et al. 2014), however an elevated risk of union dissolution is not
found among male-male couples in a formal union, in contrast to Andersson et al. (2006) and
Wiik et al. (2014). These results build upon Rosenfeld’s (2014) analysis by disaggregating malemale and female-female couples who are cohabiting as well as in a formal union.
What drives the gendered differences in same-sex union stability may be a combination
of factors, including reduced selection for entrance into formal union for female-female couples
and differential effects of covariates of union stability for couples by gender composition. The
differential threshold for entrance into a formal union by gender is consistent with untested
predictions by Lau (2012) and Wiik et al. (2014), although Lau found that male-male couples
could have a higher risk of union dissolution.
The differential effects of predictors of union stability may reflect gendered differences in
society at large in which male-male and female-female unions may be perceived differently by
society or may be structured differently, a reflection of the minority stress model. Indeed, samesex couples face a variety of stressors that are absent in male-female relationships, such as
managing disclosure of sexual orientation as well as minority stresses stemming from sexual
identity. These factors have been found to influence stress within relationships, as well as
perceived relationship quality. Negative reactions to the relationship from family, friends, and
co-workers may add additional stress to same-sex relationships. Indeed, using Gallup (2018)
data, there is evidence that LGBT-identified females may feel less positively about their recent
experiences and surroundings, as measured by experiences and attitudes. On an index
comprising four dichotomous variables – feeling treated with respect yesterday, feeling safe
walking home alone at night, feeling satisfied with city of residence, and feeling city of residence
is getting better – being an LGBT-identified female is a statistically significant predictor of a
lower score relative to non-LGBT-identified males, non-LGBT-identified females, and LGBT52

identified males (see Table 4.5, Model 1). However, LGBT-males do not have statistically
significantly different scores compared to non-LGBT-identified males. These findings may
indicate that LGBT-identified women may experience greater stressors, both external and
internal, compared to other groups. These stressors may in turn manifest themselves in a
relationship. As Riggle and Rostosky (2007) discuss, stressors experienced by one couple
member have an effect on the other member of the couple. However, they also argue that
marriage and greater societal acceptance of same-sex marriage would decrease experiences of
minority stress by same-sex couples. Minority stress alone cannot explain why female-female
married couples experience higher risk of union dissolution compared to their married peers,
but that female-female cohabiting couples do not experience the same higher relative risk
compared to their cohabiting peers, given that greater societal acceptance of a formalized
marriage is predicted to lead to greater union stability as mediated by lower levels of minority
stress.

Table 4.5. OLS Regression for Index on a Four-Point Scale Measuring Satisfaction with Recent
Experiences and Surroundings in the United States, Gallup (2018), Standard Errors in
Parentheses.
LGBT-identified (1=yes)
Gender (1=female)
LGBT-identification x Gender
Income
Income squared
Employed
Constant
No. of observations
R-squared
† p<.10, *** p<.001

Model 1
-0.02
(0.01)
-0.18 ***
(0.00)
-0.04
†
(0.02)
0.09 ***
(0.00)
-0.00 ***
(0.00)
0.05 ***
(0.00)
2.86 ***
(0.01)
234,839
0.0448
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One possible explanation for this difference is that predictors of union stability function
differently among couple types. The finding that higher incomes are associated with greater
union stability for male-male cohabiting unions, but not for male-female cohabiting unions, is
evidence that cohabitation may function differently among same-sex and male-female unions,
despite the fact that no differences in union stability were found among the three gender
compositions of cohabiting couples (see Table 4.3, Model 2). This finding suggests that
predictors of union stability may, in fact, function differently by couple type, building, for
example, on the findings of Weisshaar (2014), who found that equal earnings are stabilizing
among same-sex but destabilizing among male-female couples. It is possible that other
predictors function differently by couple type within marriages, however due to the small
sample size of the HCMST data set, these differences cannot be identified by the current study.
It is also possible that lesbian and gay subcultures, taken separately from the larger
LGBT subculture, treat relationships differently, such that age at union (and potentially other
predictors) have different effects on same-sex unions by gender. Having common children in a
relationship, for example, has been found to have a positive association with stability among
female-female couples, but a negative association among male-male couples (Wiik et al. 2014).
Unfortunately, the present data do not allow for tests for this difference fully, given that there
were no male-male formal unions with children in the household in the sample.
These differential pressures on same-sex unions by gender may also include differentials
in perceived barriers to union dissolution by gender in which female-female couples may not
only be more weakly selected into formal unions but may also see the union as less permanent
or easier to leave, as evidenced by findings from male-female relationships in which females
were more likely to express dissatisfaction within the relationship or request divorce (Amato
and Rogers 1997; Kalmijn and Poortman 2006; Sweeney 2002; Wiik et al. 2012).
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Limitations
Despite the oversample for lesbian, gay, and bisexual self-identified individuals in the
How Couples Meet and Stay Together survey, the overall sample size for this sexual minority
population is small. This problem is exacerbated when selecting for only those in co-residential
unions, as well as separating the sample by gender and relationship status (cohabitational or
formal).
The first wave of the study identified individuals who were in a wide variety of
relationships, regardless of the length or the level of formalization of the relationship. The
design of the HCMST survey, however, creates an issue of left censoring in which couples are not
identified at the start of their relationship. The data come from five waves conducted between
2009 to 2015, which is a relatively short observation period, especially when examining
significant life events such as transition into marriage. To account for this study design, the
analyses essentially construct period data based on individuals at risk for union dissolution or
union formalization only during the observation period. A study that follows couples from the
start of their relationships would allow for more rigorous analyses.
Finally, legal status of same-sex unions varied across time and place during the
collection of the HCMST data. Some state and city governments had legalized same-sex
marriage, civil unions or domestic partnerships while others had not, and many localities
legalized same-sex unions during the observation period. This creates an uneven context
temporally and geographically for same-sex couples. While it would be ideal to control for legal
status of formal unions in the state or city of residence, unfortunately the smallest geography
available in the HCMST public data set is region, and so local legal status cannot be accounted
for. Additionally, all observations during the study period occurred before the ruling of
Obergefell v. Hodges, which was decided in June 2015; the last observations in wave five took
place in March 2015. To account for the fact that not all couples had access to legal marriage,
this study includes civil unions and domestic partnerships in the formal union category, and
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allows for individuals to identify themselves as married regardless of governmental recognition
of the union. To reduce variability in union status studied, future studies may be able to study
only legal marriages given that all couples now have access to governmentally-recognized
marriage at the city, state, and federal level.
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CHAPTER 5

Comparative Couple Stability: Same-Sex and Male-Female Unions in Europe

Just as in the U.S. context, findings from the European context are also inconsistent.
Several studies suggest that same-sex couples have dissolution rates higher than those of malefemale couples (Andersson, Noack, Seierstad, and Weedon-Fekjær 2006; Lau 2012; Wiik,
Seierstad, and Noack 2014). However, findings are not consistent with respect to whether malemale couples’ relationships or those of female-female couples are more likely to dissolve. While
most studies find that female-female couples are less stable than male-male or male-female
couples, Kalmijn et al. (2007) and Lau (2012) both find that those of male-male couples are less
stable than female-female couples.
In contrast, Ross, Gask, and Berrington (2011), using official data on civil partnerships in
England and Wales during the first five years after civil partnerships became available, find that
same-sex civil partnerships in England and Wales are more stable than male-female marital
unions. They caution, however, that these findings may be due to many civil partnerships being
registered to couples that had already been together for many years.
In order to investigate potential biases in union stability due to differences between early
registrants of same-sex civil unions or marriages and those who register later on, Wiik et al.
(2014) examined the rate of union dissolution for same-sex and male-female couples during the
1993 to 2010 period in Norway. It is important to note, however, that Wiik et al. (2014) were
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seeking to follow up on earlier findings from Norway and Sweden that indicated that same-sex
unions were less stable than male-female unions (Andersson et al. 2006). Wiik et al. (2014) find
that differentials in dissolution rates are stable over the period 1993 to 2010, suggesting that
differences between same-sex and male-female unions are stable, even as the novelty of samesex unions wears off and after an initial cohort of same-sex couples sought legal status when
registered partnership became available in 1993 in Norway. These findings may suggest that
greater stability of same-sex unions in England and Wales may also be stable, despite being in
disagreement with the findings from Scandinavia.
This chapter seeks to examine differences in union stability by gender composition of the
couple in Europe using two data sources – the Generations and Gender Survey (GGS) and the
Longitudinal Internet Studies for the Social sciences survey (LISS). The Generations and Gender
Survey is a longitudinal study with data from two waves, the first wave fielded between the years
of 2004 and 2011, with the second wave of data fielded three years later. Of the European
countries included in the GGS with two waves of data, the three with the largest subsample of
respondents in same-sex relationships were selected. These countries are France, Germany, and
the Netherlands.
The LISS survey panel contains data exclusively from the Netherlands, with data
available at the time of writing from 10 waves fielded annually from 2008 to 2017. Across this
time period, same-sex marriages have been available in the Netherlands, where the first legal
same-sex marriages were performed in 2001.
Same-sex subsample sizes are modest in the combined GGS-LISS data, however they are
sufficient to explore same-sex union dissolution risk. See Figure 5.1 for sample sizes of the samesex analytic sample with each country represented in the data. Note that male-female couple
sample sizes are omitted, since they are much larger and their inclusion would obscure same-sex
couple sample sizes.
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Combined Analytic Sample, Reported Same−Sex Unions in GGS and LISS
France

Germany

Netherlands

75

Counts

Male−Male
Female−Female

50

Cohabiting
Formal

25

0

Gender Composition of Couple

Figure 5.1. Combined Analytic Sample, Reported Same-Sex Unions in GGS and LISS.
The laws regarding same-sex unions vary between these countries, in particular at the
time data were collected (see Table 5.1 for a summary of the availability and timing of
availability of same-sex unions, as well as the years waves 1 and 2 of the GGS and waves 1
through 10 of LISS were fielded). France, Germany, and the Netherlands all allow same-sex
marriages at the time of writing, and same-sex marriages were available in the Netherlands
across the study period. In France and Germany, same-sex partnerships were available during
the time of data collection, however legal same-sex marriages only became available after the
second wave of the GGS in both countries.
The context of whether marriages are legal within a country might reasonably be
considered a proxy for societal acceptance and recognition of the legitimacy of same-sex unions.
A country with legal same-sex unions may provide a more hospitable environment for same-sex
couples, which may reduce the amount of social stigma and stress same-sex-attracted
individuals may feel, both individually and as a couple. It may be expected that in such
countries, same-sex unions are less likely to be statistically significantly different in their
stability than male-female unions. Given that the majority of the analytic sample used for this
59

chapter is from the Netherlands, I expect that few differences will be found between male-male,
female-female, and male-female unions.

Table 5.1. Summary of Legal Status of Same-Sex Unions in Relevant European Countries.
Marriage

Registered Partnerships

France

Same-sex marriage has been
available since May 18, 2013.

Germany

Same-sex marriage has been
available since October 1,
2017.
Same-sex marriage has been
available since April 1, 2001.
The Netherlands was the first
country in the world to
legalize same-sex marriage.

The Pacte civil de
solidarité, a civil union that
is defined irrespective of
gender, has been available
since 1999.
Same-sex unions have been
available since 2001.

The Netherlands

Same-sex unions have been
available since 1998.

Years of GGS (and
LISS) Fielding
Wave 1: 2005
Wave 2: 2008

Wave 1: 2005
Wave 2: 2008-2009
Wave 1: 2002-2004
Wave 2: 2006-2007
(LISS Waves 1-10:
2008-2017)

Same-Sex and Male-Female Union Stability in Europe
Two main findings emerge in the analyses for differences (and similarities) between
same-sex and male-female unions (see Table 5.2). In Model 1 of Table 5.2, it can be seen that
same-sex cohabiting couples, when considered as a group, have a higher risk of union
dissolution than their male-female peers. Disaggregating male-male and female-female
cohabiting couples, female-female couples have a higher risk of union dissolution compared to
male-female cohabiting couples (see Table 5.2, Model 2). This finding is robust to the inclusion
of a range of covariates, including a model with and without relationship quality, which may
mediate other control variables (see Table 5.2, Models 3 and 4). This finding also takes into
account controls for country of residence and whether the participant responded to the GGS or
LISS survey. Female-female cohabiting unions are also found to have a higher risk of union
dissolution compared to male-male cohabiting unions (see Table 5.3, Model 1).
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Table 5.2. Discrete Time Event-History Analyses for Risk of Union Dissolution in Europe, by Years of Cohabitation or Years of
Formal Union, Clustered Standard Errors in Parentheses.

Same-Sex Couple

Model 1
0.75 *
(0.38)

Male-Male

Cohabiting
Model 2
Model 3
-0.22
(0.81)
1.24
(0.42)

Female-Female
Education ≥ 16 yrs
Minor Children in Household
Age at Union ≥ 30

**

-0.13
(0.81)
1.23
(0.42)
-0.45
(0.17)
0.19
(0.17)
0.30
(0.16)

**
*

†

Relationship Quality (1 =
Excellent)
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Country (ref: Germany)
France
Netherlands
Survey (1 = LISS)

Model 4
-0.39
(0.85)
1.18
(0.41)
-0.41
(0.18)
0.07
(0.17)
0.27
(0.16)
-1.13
(0.16)

-0.26
(0.27)
-0.29
(0.26)
-1.68
(0.19)

***

No. of Couple-Years
No. of Union Dissolutions

† p<.10, *p<.050, **p<.010, ***p<.001

-0.26
(0.27)
-0.29
(0.26)
-1.68
(0.19)

-0.12
(0.27)
-0.17
(0.27)
***
-1.80
(0.20)
8,803
486

***

-0.23
(0.27)
-0.52
(0.27)
-1.65
(0.20)

Model 5
1.13 **
(0.43)

Formal Union
Model 6
Model 7
0.89
(0.64)
1.45
(0.55)

**

**

*

†

0.96
(0.64)
1.45
(0.57)
-0.43
(0.17)
0.11
(0.21)
0.30
(0.18)

*
*

†

***

†
***

-0.52
(0.21)
-0.75
(0.20)
-1.68
(0.20)

*
***
***

-0.51
(0.21)
-0.75
(0.20)
-1.68
(0.20)

*

-0.48
(0.21)
***
-0.73
(0.20)
***
-1.79
(0.21)
17,777
475

*
***
***

Model 8
0.93
(0.66)
1.41
(0.58)
-0.42
(0.18)
0.03
(0.21)
0.27
(0.18)

*
*

-1.14
(0.16)

***

-0.54
(0.21)
-1.10
(0.21)
-1.47
(0.22)

*
***
***

Table 5.3. Discrete Time Event-History Analyses for Risk of Union Dissolution in Europe, by
Years of Cohabitation or Years of Formal Union, with Male-Male as Reference, Clustered
Standard Errors in Parentheses.
Cohabiting
Model 1
Couple Type
Male-Female
Female-Female
Education ≥16 yrs
Minor Children in Household
Age at Union ≥ 30
Relationship Quality (1 = Excellent)
Country (ref: Germany)
France
Netherlands
Survey (1 = LISS)
No. of Couple-Years
No. of Couple Dissolution
† p<.10, * p<.05, ** p<.01, *** p<.001

0.39
(0.85)
1.57
(0.93)
-0.41
(0.18)
0.07
(0.17)
0.27
(0.16)
-1.13
(0.16)

†
*

†
***

-0.23
(0.27)
-0.52 †
(0.27)
-1.65 ***
(0.20)
8,803
486

Formal Union
Model 2
-0.93
(0.48)
0.48
(0.85)
-0.42
(0.18)
0.03
(0.21)
0.27
(0.18)
-1.14
(0.16)

*

*
***

-0.54 *
(0.21)
-1.10 ***
(0.21)
-1.47 ***
(0.22)
17,777
475

Among those in formal unions, same-sex couples have a higher risk of union dissolution
compared to their male-female peers (see Table 5.2, Model 5). Disaggregating male-male and
female-female formal unions, female-female couples in formal unions have higher risk of union
dissolution than male-female formal unions (see Table 5.2, Model 6). This finding is also robust
to the inclusion of other predictors of union stability, including relationship quality (see Table
5.2, Models 7 and 8). While male-male formal union couples have the same risk of union
dissolution as their male-female formal union couple peers, male-male and female-female
formal unions, difference in union stability between male-male and female-female formal
unions is not statistically significant (see Table 5.3, Model 2).
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Given that a large proportion of the sample comes from the Netherlands, including a
majority of the identified same-sex couples in the GGS data set (as well as all respondents in the
LISS survey), I ran separate models for the Netherlands only (see Table 5.4). The findings
overlap in part with the findings from the pooled data from France, Germany, and the
Netherlands. Considering same-sex cohabiting couples as a group, same-sex cohabiting unions
have a higher dissolution risk compared to male-female cohabiting couples (see Table 5.4,
Model 1). When disaggregating male-male and female-female cohabiting couples, female-female
cohabiting couples have a higher risk of union dissolution compared to their male-female peers
(see Table 5.4, Model 2), and this finding is robust to the inclusion of a range of predictors of
union stability (see Table 5.4, Models 3 and 4). The coefficient for female-female cohabiting
unions is statistically significantly different at the .01 level from that for male-male cohabiting
unions (model not shown).
Findings differ from the broader Western European context when considering formal
unions. No difference is found between same-sex formal unions and male-female formal unions
(see Table 5.4, Model 5). Considering male-male and female-female formal unions separately,
male-male and female-female formal unions have the same risk of union dissolution as malefemale formal unions (see Table 5.4, Model 6). When including other predictors of stability,
neither male-male nor female-female couples in formal unions are found to have a statistically
significantly different risk of union dissolution compared to male-female formal unions (see
Table 5.4, Models 7 and 8).
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Table 5.4. Discrete Time Event-History Analyses for Risk of Union Dissolution in the Netherlands Only, by Years of Cohabitation or
Years of Formal Union, Clustered Standard Errors in Parentheses.

Same-Sex Couple

Model 1
1.03 **
(0.38)

Male-Male

Cohabiting
Model 2
Model 3
-0.03
(0.81)
1.61
(0.40)

Female-Female

***

Education ≥16 yrs
Minor Children in Household
Age at Union ≥ 30

-0.03
(0.81)
1.53
(0.42)
-0.28
(0.24)
0.19
(0.23)
0.39
(0.21)

***

†

64

Relationship Quality (1 =
Excellent)
Survey (1 = LISS)

-1.66
(0.20)

No. of Couple-Years
No. of Union Dissolutions

† p<.10, * p<.05, ** p<.01 *** p<.001

***

-1.66
(0.20)

***

-1.72
(0.22)
6,484
259

***

Model 4
-0.28
(0.86)
1.42
(0.41)
-0.26
(0.25)
0.03
(0.23)
0.30
(0.21)
-1.12
(0.21)
-1.59
(0.22)

Model 5
0.33
(0.49)

Formal Union
Model 6
Model 7
-0.63
(1.02)
0.85
(0.55)

**

-0.67
(1.05)
0.74
(0.58)
-0.76
(0.30)
-0.07
(0.27)
0.49
(0.25)

*

*

***
***

-1.62
(0.20)

***

-1.63
(0.20)

***

-1.85
(0.22)
12,517
208

***

Model 8
-0.84
(1.08)
0.67
(0.58)
-0.73
(0.30)
-0.20
(0.27)
0.43
(0.25)
-1.32
(0.24)
-1.48
(0.23)

*

†
***
***

To further explore results in the Netherlands, and to better understand differences
between the GGS and LISS samples, I ran models separately for respondents to the GGS and
LISS surveys in the Netherlands alone (see Table 5.5), as well as fully interactive models pooling
data from both surveys with an interaction term for the survey (see Table 5.6). As can be seen,
results vary depending on the data set used. When considering the models based on LISS data
only (see Table 5.5, Models 1-4 and 9-12), there is no difference between the stability of samesex and male-female cohabiting unions. No differences are found when separating same-sex
couples by male-male and female-female couples as well. These findings are robust to the
inclusion of a range of covariates. When considering those in formal unions, same-sex couples
are found to have a higher risk of union dissolution compared to male-female couples. When
disaggregating male-male and female-female formal unions, male-male unions are found to
have the same risk of union dissolution as male-female formal unions, however female-female
couples are found to have a higher risk of union dissolution compared to male-female unions.
Considering data from the GGS only (see Table 5.5, Models 5-8 and 13-16), results
indicate that same-sex cohabiting couples have a higher risk of union dissolution compared to
male-female unions (see Table 5.5, Model 5). When disaggregating same-sex unions, femalefemale cohabiting unions have a higher risk of union dissolution compared to male-female
cohabiting unions, and male-male cohabiting unions have no statistically significantly different
risk of union dissolution compared to their male-female peers (see Table 5.5, Model 6). This
finding is robust to the inclusion of additional predictors of union stability (see Table 5.5,
Models 7 and 8). After removing couples for whom identification of being in a same-sex couple
changes at waves 1 and 2, as well as those with missing data on covariates included in the model,
there are no same-sex couples in formal unions in the Netherlands in the GGS data set who
dissolve their unions during the observation period. Given that no observations of dissolution
are made, the GGS cannot be used alone to model dissolution risk for same-sex couples in
formal unions in the Netherlands.
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Table 5.5. Discrete Time Event-History Analyses for Risk of Union Dissolution in the Netherlands Only, Separated by GGS and LISS
Survey, by Years of Cohabitation or Years of Formal Union, Clustered Standard Errors in Parentheses.
Cohabiting
Same-Sex Couple
Male-Male

Model 1
-0.04
(0.62)

Female-Female

LISS Only
Model 2
Model 3
-0.51
(1.03)
0.50
(0.79)

-0.41
(1.02)
0.47
(0.76)
0.12
(0.50)
0.35
(0.29)
0.45
(0.27)

Education ≥16 yrs
Minor Children in Household
Age at Union ≥ 30

†

Relationship Quality (1 = Excellent)
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No. of Couple-Years
No. of Union Dissolutions

Model 4
-0.49
(1.06)
0.15
(0.82)
0.23
(0.51)
0.24
(0.29)
0.33
(0.29)
-1.11
(0.28)

Model 5
1.34 **
(0.45)

GGS Only
Model 6
Model 7
0.17
(1.04)
1.94
(0.46)

***

0.15
(1.04)
1.81
(0.50)
-0.32
(0.26)
0.13
(0.28)
0.36
(0.27)

***

***

3,575
61

Model 8
-0.19
(1.10)
1.78
(0.48)
-0.31
(0.26)
-0.03
(0.29)
0.30
(0.26)
-1.12
(0.26)

2,290
198
Formal Union

Same-Sex Couple
Male-Male

Model 9
1.41 **
(0.48)

Female-Female
Education ≥16 yrs
Minor Children in Household
Age at Union ≥ 30

LISS Only
Model 10
Model 11
0.62
(1.01)
1.77
(0.54)

**

0.91
(1.04)
1.90
(0.55)
0.02
(0.54)
0.55
(0.36)
0.05
(0.37)

Relationship Quality (1 = Excellent)
No. of Couple-Years
No. of Union Dissolutions

† p<.10, * p<.05, ** p<.01 *** p<.001

6,177
48

**

Model 12
1.09
(1.05)
1.96
(0.48)
-0.03
(0.54)
0.42
(0.36)
0.03
(0.37)
-1.05
(0.32)

***

Model 13
empty

GGS Only
Model 14
Model 15

Model 16

empty

empty

empty

empty

empty

empty

-0.82
(0.32)
-0.33
(0.32)
0.60
(0.29)
***
4,845
160

*

*

-0.79
(0.33)
-0.45
(0.33)
0.54
(0.30)
-1.43
(0.30)

*

†
***

***

***

Considering fully interactive models, findings reflect those of the pooled data from
France, Germany, and the Netherlands (see Table 5.6). Same-sex cohabiting couples as a group
are found to have a higher risk of union dissolution compared with male-female cohabiting
couples (see Table 5.6, Model 1). However, when separating male-male and female-female
cohabiting unions, female-female unions are found to have a higher risk of union dissolution
compared to male-female cohabiting unions, and male-male cohabiting unions are found to
have the same risk of union dissolution as their male-female peers (see Table 5.6, Model 2).
These findings are robust to the inclusion of a range of covariates (see Table 5.6, Models 3 and
4).
Similarly, among formal unions, the same pattern is found. Same-sex couples are found
to have a higher risk of union dissolution compared to male-female formal unions (see Table
5.6, Model 5), but when disaggregating same-sex couples, female-female formal unions are
found to have a higher risk of union dissolution compared to their male-female peers, whereas
male-male couples are found to have no difference is union dissolution risk (see Table 5.6,
Models 6, 7 and 8).
While the survey a respondent answers is associated with a difference in union
dissolution risk, few differences are found in interaction terms between the survey and each
covariate. This suggests that, largely, each covariate functions similarly in the data from both
surveys. Exceptions to this are that minor children in formal union households are associated
with greater instability in the LISS survey than in the GGS survey (see Table 5.6, Models 7 and
8), and that female-female cohabiting unions are more stable in the LISS survey than in the GGS
survey, but only when taking into account a range of covariates including relationship quality
(see Table 5.6, Model 4).
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Table 5.6. Discrete Time Event-History Analyses for Risk of Union Dissolution in the Netherlands Only, Fully Interactive by Survey,
by Years of Cohabitation or Years of Formal Union, Clustered Standard Errors in Parentheses.

Same-Sex

Model 1
1.34 **
(0.45)

MM

Cohabiting
Model 2
Model 3
0.17
(1.04)
1.94
(0.46)

FF

***

Education ≥ 16 yrs
Minor Children in HH
Age at Union ≥ 30

0.15
(1.04)
1.81
(0.50)
-0.32
(0.26)
0.13
(0.28)
0.36
(0.27)

***
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Relationship Qual (1=Exc.)
LISS (1=LISS, 0=GGS)
Same-Sex x LISS

-2.80
(1.12)
-1.30
(0.77)

*

-2.76
(1.13)

*

-2.99
(1.15)

**

Model 4
-0.20
(1.11)
1.87
(0.47)
0.31
(0.26)
0.02
(0.29)
0.27
(0.26)
-1.15
(0.26)
-1.61
(0.40)

FF x LISS
Educ ≥ 16 yrs x LISS
Minor Child. in HH x LISS
Age at U. ≥ 30 x LISS

-0.68
(1.46)
-1.44
(0.91)

-0.56
(1.46)
-1.33
(0.91)
0.43
(0.57)
0.22
(0.41)
0.09
(0.39)

Rel. Qual (1=Exc.) x LISS
No. of Couple-Years
No. of Union Dissolutions

† p<.10, * p<.05, ** p<.01 *** p<.001

5,865
259

-0.28
(1.53)
-1.82
(0.92)
0.57
(0.57)
0.05
(0.40)
0.11
(0.38)
0.04
(0.39)

Formal Union
Model 6
Model 7
0.62
(1.01)
1.77
(0.54)

***

**

0.91
(1.04)
1.90
(0.55)
-0.82
(0.32)
-0.33
(0.32)
0.60
(0.29)

**
*

*

***
***

†

MM x LISS

Model 5
1.41
**
(0.48)

*

-1.60
(0.56)
empty

**

-1.59
(0.56)

**

-2.46
(0.72)

**

Model 8
1.09
(1.05)
1.86
(0.48)
-0.79
(0.33)
-0.45
(0.33)
0.54
(0.30)
-1.43
(0.30)
-2.21
(0.73)

empty

empty

empty

empty

empty

empty

0.84
(0.63)
0.88
(0.48)
-0.55
(0.47)

0.77
(0.63)
0.88
(0.48)
-0.51
(0.47)
0.37
(0.44)

11,022
208

†

***
*

†
***
**

†

Other Predictors of Union Stability
In the analyses pooling data from France, Germany, and the Netherlands, several
covariates emerge as significant predictors of union stability (see Table 5.2). Level of education,
age at union, and relationship quality are all predictors of union stability among cohabiting and
formal unions. Relationship quality, unsurprisingly is negatively correlated with the risk of
union dissolution, and is significant at the .001 level for both cohabitational and formal unions.
Entering a union at age 30 or older is positively correlated with the risk of union dissolution
among cohabiting and formal unions. Level of education, operationalized as the respondent
having a Bachelor’s degree or higher, is found to be correlated with lower risk of union
dissolution both among cohabitational and formal unions.
It is possible that predictors of union stability function differently in male-male, femalefemale, and male-female unions. To test this hypothesis, I ran additional analyses with
interaction effects for each covariate (see Table 5.7). Only interactions for age at union among
those in a formal union were found to be statistically significant. While an age a union of 30 or
higher is associated with high risk of dissolution among male-female formal unions, it is
associated with an even higher risk among male-male formal union couples, and a lower risk
among female-female formal union couples (see Table 5.7, Model 7).
No interaction effects for cohabiting male couples can be calculated. There are no malemale cohabitational couples in which the respondent holds a Bachelor’s degree or higher that
break up during the study period. The same is true for presence of minor children in the
household. Posing a similar issue for analysis, all male-male cohabiting couples that started
their union at the age of 30 or over, and all male-male cohabiting couples that reported excellent
relationship quality dissolved during the study period, which causes a problem of collinearity.
The inclusion of household income was not possible in the models in general due to an
abundance of missing data. In fact, no such data are available for over 85 percent of
respondents.
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Table 5.7. Discrete Time Event-History Analyses for Risk of Union Dissolution in Europe by Years of Cohabitation or Length of
Formal Union, Including Interaction Effects between Couple Type and Selected Covariates, Clustered Standard Errors in
Parentheses.
Model 1
Couple Type
Male-Male
Female-Female
Education ≥16 yrs
MM x Educ
FF x Educ
Minor Children in Household

0.48
(0.88)
0.92
(0.60)
-0.41
(0.18)
empty

*

0.50
(0.82)
0.07
(0.17)
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FF x Children
0.27
(0.16)

-0.24
(0.85)
1.07
(0.51)
-0.41
(0.18)

*
*

0.06
(0.17)
empty

MM x Children

Age at Union ≥ 30

Cohabiting
Model 2
Model 3

†

0.36
(0.82)
0.27
(0.16)

†

MM x Age at Union
FF x Age at Union
Relationship Quality (1 = Excellent)

-1.14
(0.16)

***

-1.13
(0.16)

***

0.00
(0.88)
0.96
(1.07)
-0.40
(0.18)

*

0.07
(0.17)

0.25
(0.16)
omitted

0.27
(0.16)

0.27
(1.15)
-1.14
(0.17)

***

FF x Rel. Qual.

Netherlands
Survey (1 = LISS)
No. of Couple-Years
No. of Dissolutions

0.80
(0.81)
1.19
(0.55)
-0.41
(0.18)

0.06
(0.17)

MM x Rel. Qual.

Country (ref: Germany)
France

Model 4

-1.16
(0.17)
omitted

*
*

†

***

Model 5
0.78
(0.83)
1.19
(0.55)
-0.43
(0.18)
-0.40
(1.30)
0.60
(1.23)
0.04
(0.21)

0.27
(0.18)

-1.15
(0.16)

*
*

*

***

Formal Union
Model 6
Model 7
0.91
(0.75)
1.35
(0.85)
-0.42
(0.18)

*

0.02
(0.21)
0.06
(1.37)
0.14
(1.08)
0.27
(0.18)

-1.10
(0.21)

-0.54
(1.07)
2.39
(0.56)
-0.41
(0.18)

***
*

0.03
(0.21)

***

0.27
(0.18)
2.28
(1.27)
-2.54
(1.23)
-1.16
(0.16)

† p<.10, * p<.05, ** p<.01, *** p<.001

-0.23
(0.27)
-0.52 †
(0.27)
-1.65 ***
(0.20)
8,798

-0.23
(0.28)
-0.52 †
(0.28)
-1.63 ***
(0.20)
8,724
486

-0.23
(0.28)
-0.52 †
(0.27)
-1.66 ***
(0.20)
8,760

-1.43
(0.64)
1.34
(0.74)
-0.43
(0.18)

*
†
*

0.03
(0.21)

*

0.26
(0.18)

*

†
*
***

-0.01
(0.81)
-0.23
(0.27)
-0.51 †
(0.27)
-1.65 ***
(0.20)
8,753

Model 8

-1.17
(0.17)
omitted

***

0.14
(1.08)
-0.54
(0.21)
-1.11
(0.21)
-1.45
(0.22)

*
***
***

-0.54 *
(0.21)
-1.10 ***
(0.21)
-1.47 ***
(0.22)
17,777

-0.55
(0.21)
-1.09
(0.21)
-1.52
(0.22)
475

**
***
***

-0.55 *
(0.21)
-1.09 ***
(0.21)
-1.50 ***
(0.22)
17,758

Discussion
The present findings, that cohabiting and formal union female-female couples
experience a higher risk of union dissolution compared to their male-female couple cohabiting
peers, align in part with previous findings from Europe and in part with findings from the
United States, including findings from Chapter 4. Andersson et al. (2006), Kalmijn et al. (2007),
Lau (2012), and Wiik et al. (2014), analyzing data from Norway, Sweden, the Netherlands, and
the United Kingdom, all find that same-sex couples’ unions are less stable than their malefemale peers. On the other hand, Ross et al. (2011) found that same-sex couples in civil unions
were more stable than male-female married couples; however, it is worthwhile to note that they
acknowledged that their results constituted an outlier, and posited that their findings may
reflect a short term trend following legalization of same-sex civil unions. The findings from most
European countries stand in contrast to recent work in the United States that typically finds that
same-sex couples have the same risk of union dissolution as their male-female peers (Rosenfeld
2014; Manning, Brown, and Stykes 2016).
As noted above, of particular interest are two findings – the higher risk of union
dissolution among female-female cohabiting couples relative to male-female cohabiting couples,
and the higher risk of union dissolution among female-female formal unions relative to malefemale formal unions. These findings are not surprising in the context of findings from other
studies on same-sex union stability in Scandinavia, the United Kingdom, and the Netherlands.
Also, given that differences in union stability among male-male, female-female and male-female
formal unions are not found in the Netherlands when considered alone, there may be support
for the claim that the availability of legal marriages in a country is associated with comparable
union stability between same-sex and male-female formal unions, leading to country specific
effects. Unfortunately, the number of dissolutions of same-sex cohabiting and formal unions
observed do not allow for the full exploration of interaction effects between gender composition
of the couple and country.
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The null finding that there is no difference among formal unions for male-male, femalefemale, and male-female formal unions in the Netherlands may be an indicator of a high level of
acceptance of same-sex unions in the Netherlands. The Netherlands began recognizing same-sex
partnerships in 1998, and passed marriage equality in 2001, the first country in the world to
legalize same-sex marriage. The relatively long history of same-sex unions in the country may
reflect or contribute to a broad societal acceptance. This acceptance could lead to lower levels of
minority-stress, or a complete lack of minority stress if homosexuality and same-sex unions are
so widely accepted as to be considered a non-issue. As discussed in Chapter 2, lower levels of
minority stress may manifest themselves in less strain placed on a relationship, and in turn
greater union stability, or rather the same union stability as a non-minority union.
The finding that female-female cohabiting couples have a higher risk of dissolution than
their male-female peers is harder to explain. One possible explanation is that female-female
couples are less self-selected into cohabitational unions than are male-female couples. In this
scenario, a greater proportion of female-female couples would make the transition into a
cohabiting union than would male-female couples. This could indicate that entrance into
cohabitation may have a lower threshold for female-female couples in Europe than it does for
male-female couples. Unfortunately, I am not able to analyze data on the transition from
cohabitational to formal unions with the current data, since only one same-sex union makes this
transition during the combined observations periods of the GGS and LISS panels.

Limitations
There are a handful of notable limitations with the data and analyses for same-sex union
dissolution in Europe. First is the small sample size. With a little under 90 male-male and a little
under 100 female-female unions in the combined GGS and LISS samples, there are few unions
on which to base findings, particularly when separating the sample into cohabitational and
formal unions, and considering the range of covariates. This is particularly notable in the
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supplemental analyses exploring potential interaction effects between gender composition of the
couple and predictors of union stability (see Table 5.7), as well as in exploring the Netherlands
separately from France and Germany, and when using data only from LISS or only from GGS,
but is also a limitation of the pooled data across France, Germany, and the Netherlands. Indeed,
while the data from France and Germany contribute time at risk for same-sex cohabiting
couples, no dissolutions of same-sex cohabiting couples are observed in either country.
Additionally, the Netherlands is heavily overrepresented in the current combined GGS
and LISS data. Of the 185 individuals in same-sex unions in the combined sample, 159 are in the
Netherlands, nearly 86 percent. Nineteen individuals in same-sex unions are from France and
seven from Germany. While the findings in this chapter may be suggestive of trends in Europe,
they speak much more to Western Europe, and the Netherlands in particular, than they do to
continental Europe as a whole. Variation in legal recognition of unions and the acceptance of
homosexuality and same-sex unions across the countries included in the GGS and LISS survey
combined sample raises questions to the generalizability of the findings in this chapter to
Europe as a whole, a problem that is exacerbated by the skewed sample.
A possible limitation is that individuals in the Netherlands may have been selected for
both the GGS and LISS surveys, however risk of overlap is small, given that they both represent
only a small fraction of the population of the Netherlands. Additionally, since the surveys were
fielded in different years (GGS wave 1 in 2002-2004 and wave 2 in 2006-2007, LISS waves 1
through 10 annually from 2008 to 2017), any individuals who were selected for both would have
contributed information from different years of their relationship. It is possible that differences
in dissolution risk observed between the GGS and LISS surveys may be a product of the time
periods in which the data were collected, whether a product of changing attitudes towards samesex unions, or other historical events that may have affected union stability.
Data quality may present another issue, particularly in the identification of same-sex
couples in the GGS. Many couples that were identified as same-sex in wave 1 were not identified
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as same-sex in wave 2 and vice versa, when identifying couples by the reported gender of the
respondent and gender of their reported partner. Taking this into consideration, it may be that
some couples identified as same-sex in both waves 1 and 2 are in fact not same-sex couples, and
it may be that some same-sex couples are not accurately identified. Given data quality concerns
over same-sex partner identification among respondents to the GGS, and given that there are no
observed dissolutions among same-sex couples in formal unions in the Netherlands in the GGS
after listwise deletion, the LISS data may be considered the most interpretable models for the
Netherlands only (see Table 5.5, Models 1-4 and 9-12). However, given extremely small sample
sizes with few observed same-sex union dissolutions in the LISS data alone or in the
Netherlands using both LISS and GGS data, pooling GGS and LISS data from the Netherlands,
France and Germany may allow for better generalizability (see Table 5.2).
Finally, another limitation of the data is the short observation period currently available
with the GGS data. With only two waves for each country, three years apart, few data points are
gathered on each union in the GGS country panels. The LISS survey data, on the other hand, has
a longer observation period with finer-grained detail, fielding a wave each year over 10 years.
Some of these limitations may be addressed by data available in the near future. A new
wave of GGS data is being fielded in 2019 and 2020 and will become available in the coming
years. These new data will provide a longer observation period, and may capture additional
same-sex unions. More robust data that more accurately represent the population distribution
of continental Europe may allow for more generalizable findings.
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CHAPTER 6

Comparative Marriage Markets:
Partner Availability for Same-Sex and Male-Female Unions in the United States

Approaching the issue of same-sex unions from a different angle, this chapter seeks to
better understand the formation of same-sex unions. One aspect of union formation is the
availability of suitable partners (e.g., in the case of formal unions, “marriage markets”). Union
formation may play a role in union dissolution, and may in part explain differences found in
union dissolution rates between same-sex and male-female unions. There is reason to believe
that same-sex and male-female unions are formed under different conditions, such as the
average level of familial support, average age at first union, etc. Factors determining union
formation may vary by gender composition. Further, the likelihood of cohabitational union
formation for same-sex couples depends on how supportive the social context is (Prince, Joyner,
and Manning 2017).

Acceptance of Homosexuality and Experiences of LGBT-Identified Males and Females in the
United States
Acceptance of homosexuality varies widely across the United States. To measure
acceptance by state, I created an index using two variables from the World Values Survey Wave
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6 (Inglehart et al. 2014). The first variable indicates whether a respondent indicates not wanting
to have a homosexual as a neighbor, and the second indicates whether a respondent feels that
homosexuality is justified on an 11-point Likert scale from never justified to always justified. (As
discussed in Chapter 3, “justified” is the terminology used by the World Value Survey on a 15item panel of questions asking the respondent about how justified they felt certain behaviors
were, a seemingly odd placement for a question on homosexuality.) The Likert scale for the
second variable is adjusted to a scale from 0 to 1. These are combined by averaging the two
variables into an index with one indicating high acceptance of homosexuality and zero
indicating low acceptance of homosexuality. Areas of the country that are typically more liberal
tend to have higher scores on the acceptance index, including the Northeast, the West Coast,
and parts of the Midwest (see Figure 6.1). The South, by contrast, tends to have lower
acceptance of homosexuality.
Of course, there is likely to be a significant amount of variation within states. In order to
explore contexts at a more local level, 18 cities are selected for further and more detailed
analyses: Atlanta, Boston, Chicago, Dallas, Houston, Los Angeles, Miami, New York,
Philadelphia, Phoenix, Portland, Riverside, San Antonio, San Diego, San Francisco, San Jose,
Seattle, and Washington, D.C. This selection of cities represents a purposive sample based on
the cities with the largest LGBT-identified samples (by count) according to results from Gallup
(2018), as well as additional cities with the largest populations in the United States, regardless
of the size of the LGBT-identified population. Four variables from Gallup (2018) are selected to
better understand the experiences and perceptions of LGBT-identified males and females in
these cities: feeling safe walking home alone at night (asked in 2012 and 2013), feeling treated
with respect the day prior to the survey (asked in 2012 and 2013), feeling satisfied with the city
of residence (asked in 2012 through 2016), and feeling the city of residence is getting better
(asked in 2012 and 2013), each measured dichotomously.
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Figure 6.1. Map of Acceptance of Homosexuality by State, Based on World Values Survey 6.

Logistic regressions were run for each of the attitudinal variables as dependent variables,
controlling for income and employment, including dummies for each of the four groups of
interest: LGBT-identified males, LGBT-identified females, non-LGBT-identified males, and
non-LGBT-identified females. No constant was included in the models to allow for the
calculation of a coefficient for each of the four groups, facilitating comparison. See Figures 6.2,
6.3, 6.4, and 6.5 for results of these analyses.
Looking back to minority stress theory, it might be expected that LGBT-identified males
and females will be less likely to report positive outcomes on this set of measures than would
non-LGBT-identified males and females. It might also be expected that females will be less likely
to report positive outcomes than males. Combining these, there may be an additive effect by
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which LGBT-identified females are less likely to report positive outcomes than LGBT-identified
males or non-LGBT-identified females. Using this framework, it may be most productive to
compare the groups in four pairs: LGBT-identified females compared to non-LGBT-identified
females, LGBT-identified males compared to non-LGBT-identified males, LGBT-identified
females compared to non-LGBT-identified males, and LGBT-identified females compared to
LGBT-identified males.
The plots of coefficients allow us to see the point estimates and to make an informal
comparison across groups. In the plots for feeling safe walking alone at night (see Figure 6.2),
the salient pattern is that females, both LGBT- and non-LGBT-identified, tend to be less likely
than males, both LGBT- and non-LGBT-identified, to report feeling safe walking alone. No clear
patterns seem to emerge for likelihood to report feeling treated with respect yesterday (see
Figure 6.3). For feeling satisfied with city of residence, LGBT-identified males and females tend
to have lower point estimates than non-LGBT-identified males and females (see Figure 6.4).
Finally, for feeling city of residence is getting better, LGBT-identified males tend to have higher
point estimates than non-LGBT-identified males and females, and LGBT-identified females do
not seem to have a clear pattern emerge (see Figure 6.5).
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Figure 6.2. Logistic Regression Coefficients with 95 Percent Confidence Intervals for Feeling
Safe Walking Alone at Night in City of Residence, Controlling for Income and Employment.
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Figure 6.3. Logistic Regression Coefficients with 95 Percent Confidence Intervals for Feeling
Treated with Respect Yesterday, Controlling for Income and Employment.
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Figure 6.4. Logistic Regression Coefficients with 95 Percent Confidence Intervals for Feeling
Satisfied with City of Residence, Controlling for Income and Employment.
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Figure 6.5. Logistic Regression Coefficients with 95 Percent Confidence Intervals for Feeling
City of Residence Getting Better, Controlling for Income and Employment.

82

A series of maps presents these same data in a new form, allowing for clearer comparison
between groups in each city. The maps are based on the same point estimates as for Figures 6.2
through 6.5, however statistical significance in differences between coefficients at the .10 level is
tested for. For cities in which the coefficient for one group is statistically significantly higher
than its comparison group, the city is marked cyan. If the coefficient is statistically significantly
lower, it is marked orange. If it is indistinguishable, the city is marked grey. The groups
compared are LGBT-identified females compared to non-LGBT-identified females (top left of
each set of maps), LGBT-identified males compared to non-LGBT-identified males (top right of
each set of maps), LGBT-identified females compared to non-LGBT-identified males (bottom
left of each set of maps), and LGBT-identified females compared to LGBT-identified males
(bottom right of each set of maps) (see Figures 6.6 through 6.9). Each set of maps represents
one variable of interest – feeling safe walking alone at night (see Figure 6.6), feeling treated with
respect yesterday (see Figure 6.7), feeling satisfied with city of residence (see Figure 6.8), and
feeling city of residence is getting better (see Figure 6.9).
Interestingly, within a given comparison group and a given variable of interest, the
difference in coefficients is always in the same direction or is null. For example, for feeling safe
walking alone at night, LGBT-identified females are more likely than non-LGBT-identified
females to report they feel safe in Portland, San Diego, Houston, Atlanta, and Miami, and in all
other cities have the same likelihood to report feeling same (see Figure 6.6).
It is perhaps unsurprising that LGBT-identified females are less likely to report feeling
safe walking alone at night in most cities, compared to LGBT- and non-LGBT-identified males
(see Figure 6.6), however it is interesting that, in a handful of cities, LGBT-identified females
feel safer than non-LGBT-identified females.
For feeling treated with respect yesterday, few differences, and few patterns in
differences, emerge in the comparison groups (see Figure 6.7). Perhaps the only pattern to
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emerge is that LGBT-identified females have lower odds of reporting feeling treated with respect
yesterday in Riverside compared to each other group.
For feeling satisfied with city of residence, LGBT-identified females are less likely to
report feeling satisfied than are non-LGBT-identified males and females in most cities, with the
exception of Seattle, Portland, San Jose, Chicago, Washington, and Philadelphia (see Figure
6.8). LGBT-identified males have few differences compared to non-LGBT-identified males, with
the exception of lower likelihood to report feeling satisfied in the southern and southwestern
cities of Phoenix, San Antonio, Houston, and Atlanta.
However, it does seem that LGBT-identified males and females perceive their cities as
getting better more so than non-LGBT-identified males and females in many cities (see Figure
6.9). LGBT-identified females are more likely to report feeling the city is getting better relative
to the reports of non-LGBT-identified males and females in San Diego and Atlanta. By
comparison, LGBT-identified males are more likely to report feeling the city is getting better
than non-LGBT-identified males along the East Coast, the Pacific Northwest, as well as in
Riverside and San Antonio.
While these analyses do not currently speak to marriage markets in the cities, future
research may be able to connect the context within each city, including experiences and attitudes
of LGBT-identified males and females, with the experiences of finding and dating partners. As
Prince, Manning, and Joyner (2017) point out, the likelihood to form a cohabitational union
among same-sex couples depends on how supportive the social context is. The social context
within a city may also affect the ability to find a partner, and the stability of relationships.
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Differences in Log Odds of Reporting Feeling Safe Walking Alone at Night in
City or Area of Residence, Controlling for Income and Employment
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-Significance calculated at the p<.1 level

Figure 6.6. Differences in Log Odds of Reporting Feeling Safe Walking Alone at Night in City or Area of Residence, Controlling for
Income and Employment.

Differences in Log Odds of Reporting Feeling Treated with Respect Yesterday,
Controlling for Income and Employment
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relative to
Non-LGBT-Identified Females
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Non-LGBT-Identified Males

86
LGBT-Identified Females
relative to
Non-LGBT-Identified Males

Significantly Higher

No Statistically Significant Difference

LGBT-Identified Females
relative to
LGBT-Identified Males

Significantly Lower

Notes:
-Not to scale
-Significance calculated at the p<.1 level

Figure 6.7. Differences in Log Odds of Reporting Feeling Treated with Respect Yesterday, Controlling for Income and Employment.

Differences in Log Odds of Reporting Feeling Satisfied with City of Residence,
Controlling for Income and Employment
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Figure 6.8. Differences in Log Odds of Reporting Feeling Satisfied with City of Residence, Controlling for Income and Employment.

Differences in Log Odds of Reporting Feeling City of Residence Getting Better,
Controlling for Income and Employment
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Figure 6.9. Differences in Log Odds of Reporting Feeling City of Residence Getting Better, Controlling for Income and Employment.

Same-Sex Marriage Markets
Marriage market research has been conducted for male-female unions, but the literature
has not yet been extended to the same-sex marriage market context. In the context of malefemale unions, Goldman, Westoff, and Hammerslough (1984) developed an Availability Ratio to
measure the relative availability of suitable partners for a given individual. The Goldman et al.
Availability Ratio built upon previous work that measured marriage markets by means of sex
ratios based on set age differences between males and females, and that used either the entire
population of males and females whether married or single (Akers 1967), or used the single
population of males and females (Hirschman and Matras 1971). In either case, the literature
prior to Goldman et al. (1984) calculated marriage market data in a way that did not take into
account competition for mates. Goldman et al.’s Availability Ratio, instead of a simple ratio of
the number of females to the number of males available to them, calculates the number of
partners available to an individual i relative to the average number of partners available to i’s
available partners. This takes into account competition in the marriage market.
A balanced marriage market is one in which the ratio of potential partners for an
individual to the potential partners for those partners is equal to one. As Goldman et al. explain,
if we take the example of a given woman who has 100 potential male partners available to her of
suitable age, level of education, etc., and each of those potential partners has 100 potential
female partners, then the ratio of the number of potential suitors for that woman relative to the
number of potential suitors for those suitor is one, indicating a balanced marriage market. A
ratio higher or lower than one would indicate an imbalanced market, with more potential
partners for one group than for another – higher than one indicating that more than one
potential partner is available to each person in the age group of interest, and lower than one
indicating the fewer than one potential partner is available to each person in the age group of
interest.
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Age Preferences of Same-Sex Attracted Individuals in the United States
Ideal data would take into account a variety of preferences including variables
corresponding to social status, such as education, income, and wealth, as well as physical
attractiveness. In the absence of such data, age preferences alone will be used to estimate
preferred mates.
Four sets of age preferences are posited, each based on a different set of assumptions.
The first set of age preferences are estimated from the 2010 United States Census 10 Percent
sample (Ruggles et al. 2018). In this set of preferences, the proportion of same-sex partnerships
occurring to given age combinations, measured in one-year increments, are used as a proxy for
mate preference. Proportions are initially calculated for all age groups available in the 2010 U.S.
Census – ages 18 to 95. Proportions for those between ages 18 to 65 are then used for the
calculation of the Availability Ratio. For example, age preferences for a male age 18 are
calculated as the proportion of unions occurring between two males age 18, between males age
18 and age 19, between males age 18 and age 20, etc.
The second set of age preferences are also estimated from the 2010 U.S. Census,
measured dichotomously. For each given age combination, a value of zero or one is assigned
depending on whether a union is observed in that cell. For example, if there are any observed
unions between two males age 18, then that is assigned a value of one, indicating that that is an
acceptable age combination. Age combinations that are not observed in the 2010 U.S. Census
are assigned a value of zero, indicating that it is not an acceptable age combination.
The third and fourth sets of age preferences are estimated from empirical studies on
partner age preferences that include data on same-sex attracted individuals. The first study is
Kenrick et al. (1995), which provides data on minimum and maximum age differences that
same-sex attracted males and females would prefer at each age measured in 10-year increments
from the 20s to the 50s, and is based on personals advertisements placed in several publications
across the United States in the 1980’s and 1990’s. The general pattern of preferred age
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differences for males is that younger males prefer partners around their same age, and as males
get older they increasingly prefer partners younger than themselves and their oldest preferred
partner is younger than themselves by their 40s. The age preference trajectory for same-sex
attracted females is centered more closely around the individual’s age, with younger females
including slightly older partners and older females including slightly younger partners in their
preferences. The preferences used for Availability Ratio calculations are as follows, estimated
from Figure 1 and Figure 2 presented in Kenrick et al. (1995: 1169). Same-sex attracted males
between ages 18 and 29 are estimated to accept partners between five years older and five years
younger than themselves; between ages 30 and 39 are estimated to accept partners between two
years older and 10 years younger than themselves; between ages 40 and 49 to accept partners
between two years younger and 17 years younger than themselves; and at ages 50 and above to
accept partners between five years younger and 20 years younger than themselves. Same-sex
attracted females between the ages of 18 and 29 are estimated to accept partners between eight
years older and one year younger than themselves; between ages 30 and 39 to accept partners
between seven years older and three years younger than themselves; between ages 40 and 49 to
accept partners between three years older and six years younger than themselves; and at ages 50
and above to accept partners between one year older and seven years younger than themselves.
The second set of age preferences estimated from an empirical study comes from Antfolk
(2017), which utilizes results from questions about sex and family in the Finn-Kin study, based
on a representative sample drawing from the Population Registry of Finland. Antfolk (2017)
finds that females tend to prefer partners around their own age or older, whereas males’ age
preferences widen as they get older, maintaining an interest in partners in their 20s while
considering partners around their own age as well (see Figure 2 in Antfolk 2017: 6). Youngest
considered partner preferences for same-sex attracted females are estimated as 18 years old for
18 year-old women, and increases by one year for each two years of age of the respondent.
Oldest considered partner preferences start at 33 years old for 18 year-old respondents, and
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increases by one year for each year of age of the respondent. For same-sex attracted males,
youngest considered partner is estimated at 18 years of age, and remains 18 years of age
regardless of the age of the respondent. Oldest estimated considered partner starts at 30 years of
age and increases by one year for each year of age of the respondent. For example, a respondent
age 18 would accept a partner up to age 30, a respondent age 19 would accept a partner up to age
31, a partner age 20 would accept a partner up to age 32, etc.
For all age preference patterns, age preferences are binned into five-year age groups such
that, if the majority of ages within a five-year age window are considered acceptable for an
individual of a given age, the five-year age window is considered acceptable as a whole. The
preferences of the midpoint age in each five-year age group are taken as the representative age
for that group (e.g., the age preferences of a person age 22 is taken to represent the age
preferences of individuals ages 20 to 24, age preference of a person age 27 to represent
preferences of individuals ages 25 to 29, etc.).

Availability Ratios for Same-Sex Attracted Individuals in the United States
The number of individuals available at each age is calculated from the Gallup Daily
tracking survey (Gallup 2018). Two sets of subsamples are calculated. First, national subsamples
are calculated from those that identify as LGBT, report being single, and report their sex. City
subsamples are subsequently calculated within each of the 18 metropolitan statistical areas
listed above. The availability ratios for each group are sensitive to the age preference
assumptions assigned to them. The first set of availability ratios are calculated nationally for
single LGBT-identified males and females (see Figure 6.10). Using the “proportions” age
preferences, both LGBT-identified males and females have availability ratios above one at
younger ages and below one at older ages. The crossover occurs approximately at age 45 for both
males and females. Applying the “dichotomous” age preferences, availability ratios follow an
inverted U-shaped curve for both LGBT-identified males and females with availability under one
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for ages under approximately 30, availability ratios above one from ages 30 to 45 for males and
above one after age 30 for females, with approximately balanced marriage markets for males
and females over 50. Peak availability ratios occur at approximately age 40, with a peak of
approximately 1.25 for males and 1.75 for females. With the “Kenrick” age preferences, starkly
different availability ratio patterns emerge. For males, availability ratios are below one at ages
under 30, but steadily increase to a peak of just over two for ages 40 to 45, then drop to an
availability ratio between 1.5 and two for ages above 45. For females, availability ratios spike to
slightly over 1.5 at age 25, then drop to an approximately balanced marriage market from ages
30 on. The “Anfolk” age preferences yield availability ratio curves that are similar to those from
the dichotomous age preferences, with inverse U-shaped curves, though with somewhat more
extreme results. For females, availability ratios start below one for individuals in their 20s, but
increase to a peak just above 2.5 at age 30, and drop back down to approximately balanced
availability ratios after age 45, though slightly below one. For males, availability ratios are below
one for individuals in their 20s, but increase to approximately 1.5 for those in their 30s and early
40s, then drop back down to an approximately balanced availability ratio after age 45.
Interpreting the Kenrick availability ratios, the ratios below one at younger ages initially
seem surprising, however this reflects the strong competition for mates at young ages, in which
the youngest males will only accept other young males, however older males will accept broader
age groups (albeit age groups only younger than themselves), and so have a greater number of
males available to them. This pattern also reflects the fact that the number of single LGBTidentified males consistently decreases moving from younger to older ages such that a smaller
group of older males are competing for a wider group, and a larger pool of younger males are
competing for a relatively smaller range of ages. The relatively more balanced availability ratios
for females reflects the fact that females’ age preferences stay within a fairly narrow age band
around the age of the individual.
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Figure 6.10. Availability Ratios for LGBT-Identified Individuals in the United States Using
Four Sets of Age Preferences.
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The Antfolk availability ratios for females reflect a preference for slightly older partners
at younger ages and for slightly younger partners at older ages. This creates greater demand for
partners in their 30s and early 40s, resulting in the high peak observed. For males, the same
logic of the Kenrick availability ratios follows, except that preferences are slightly less extreme.
Youngest acceptable ages increase with age, and continue to accept partners their own age
across all ages.
The Kenrick and Antfolk age preferences are applied within the subsamples for each city,
resulting in similar availability ratios across most cities (see Figures 6.11 and 6.12). Gaps in the
graphs arise for two reasons. First, in some instances there were no men or women in a given
age category in a given city, and so no availability ratio could be calculated for that age. In other
cases, due to very small numbers of individuals in a given age group in a given city, extreme
availability ratios were calculated which hindered interpretation of the graphs. I replaced
availability ratios above four as missing values, since they represented anomalous spikes rather
than seeming to fit into a trajectory or pattern. With the Kenrick distribution, in most cities,
females experience an approximately balanced marriage market across all ages. This, again,
reflects the fact that females prefer partners around their own age, which creates dating pools
that change only incrementally with age. Males experience an approximately balanced marriage
market up to age 35, then see availability ratios climb at older ages. As with the national
availability ratios, this reflects the fact that a smaller group of older men accept a wider range of
ages, with more men in those age groups, creating increasingly favorable dating pools for older
men.
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in Selected Cities, Kenrick Distribution
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Figure 6.11. Availability Ratios for LGBT-Identified Individuals in Selected Cities, Using
Preferences Estimated from Kenrick et al. (1995).
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Availability Ratios for LGBT−Identified Males and Females
in Selected Cities, Antfolk Distribution
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Figure 6.12. Availability Ratios for LGBT-Identified Individuals in Selected Cities, Using
Preferences Estimated from Antfolk (2017).
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With the Antfolk age preference distribution, men tend to experience approximately
balanced availability ratios at all ages and females tend to see a peak in availability ratios
between the 30s and 40s. The lower availability ratios at the youngest ages likely reflects narrow
age preferences, and the lower availability ratios at the oldest ages likely reflects strong
competition for partners. The higher availability ratios at ages in the 30s and 40s likely reflects
that many age groups would accept a partner at these ages, while individuals in their 30s and
40s also have relatively wide acceptance of younger and older individuals, and so there are many
potential partners for individuals in these age groups.

Discussion
Several limitations exist in the present analysis, many of which have already been
discussed above. Some limitations arise from the Gallup (2018) data used to estimate the
number of same-sex attracted individuals there are in the population nationally and within
cities. While the Gallup Daily Tracking Survey is designed to be representative of the population
of the United States, it is not designed to be representative within groups, and may not be
representative of the population of same-sex attracted males and females nationally. The issue
of representativeness is exacerbated when separating the sample by city, and then again
separating the resulting subsamples by ages. Breaking apart the sample into these groups results
in vanishingly small subsamples, and at times estimating a population of zero for same-sex
attracted individuals at given ages within cities. Of course, this is not the case. One possible way
to address this issue is to use five-year age categories rather than single-year age groups.
Another limitation of the Gallup data is the measurement of same-sex attraction, which
in fact is a dichotomous variable measuring identification as “LGBT”. Respondents are not able
to indicate whether they identify as lesbian, gay, bisexual, or transgender. Ideal data would
identify same-sex attracted individuals separate from those who identify as bisexual, and
separate from those who identify as transgender, which is not a category of sexual orientation.
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Limitations of using observed unions in census data are also present in these analyses.
The unions observed in the census are a product of the marriage markets themselves, and
therefore do not reflect pure age preferences, but rather marriage market outcomes as
influenced by the availability of partners and other structural forces. An observation of a union
within a given age pairing also does not reflect the minimum and maximum ages at which an
individual would accept a partner, but rather the age at which a person accepted one individual
partner. Additionally, partners are observed at the point in their union at which the 2010 Census
takes place, rather than at the time of union. This affects the estimation of age preferences at
older ages in particular, for which estimations may be based on unions that formed years or
decades earlier, and so are a product of age preferences at much younger ages. Given that age
preferences shift with age, albeit more so for males than females, observed age pairings for
individuals at older ages may not reflect their preferences at the time of observation but rather
their preferences at a younger age. Ideal data would indicate the age at union for all unions
formed in a given year or time period.
Despite these limitations, the analyses in this chapter are a first pass at adapting
measures of the male-female marriage market to same-sex marriage markets, which has not yet
been addressed in the literature. The analyses in this chapter are exploratory and are based on a
wide variety of assumptions and imperfect data. These issues may be alleviated in future studies
with data that more accurately reflect the same-sex dating pools and preferences within those
pools. For example, messaging behavior on dating apps for same-sex attracted individuals may
be a more accurate measure of age preferences (or other preferences) than are age-specific
marriage rates or observed unions. Additionally, a survey that is designed to be representative of
same-sex attracted individuals within cities would provide more accurate data on the size of the
dating pool within each city, and may yield differences in results in dating contexts, preference
and availability of partners by city.
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CHAPTER 7

Discussion

The analyses contained in Chapters 4, 5, and 6 provide an exploratory look at same-sex
union stability and formation in the United States and Europe, as well as contextualizing
information on the experiences and attitudes of LGBT-identified males and females in the
United States. Key findings indicate that same-sex union stability in the United States and
Europe follow different patterns. In the United States, same-sex cohabiting couples experience
the same risk of union dissolution as male-female couples, but female-female couples in formal
unions have a higher risk of dissolution than do male-female or male-male couples. On the other
hand, in continental Europe, female-female couples in both cohabitational and formal unions
have a higher risk of union dissolution than male-female couples. The findings on the
availability of partners for LGBT-identified males and females are less clear, with Availability
Ratios sensitive to the underlying age preference assumptions, with each set of assumptions
presented in Chapter 6 having its own set of strengths and limitations. The contextualizing
information is somewhat clearer, with some cities in the United States more or less favorable
than others to LGBT-identified males and females relative to non-LGBT identified males and
females.
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Same-Sex Union Stability in the United States and Europe
The minority stress model presented in Chapter 2 does not provide sufficient
explanation for the difference in union stability found in the United States and Europe.
Following the minority stress model, it would be expected that same-sex couples, whether
cohabiting or in formal unions, would experience higher risk of union dissolution than their
male-female counterparts. Separating same-sex couples by gender, it would be expected that
female-female couples would experience higher risk of union dissolution than their male-male
couple peers. In neither context are these the findings. Additionally, the findings are different
between the United States, Western Europe, and Netherlands only contexts. However, the
minority stress model can partially account for the findings in the European context. Given that
there is no difference in union stability among male-male, female-female, and male-female
couples in formal unions in the Netherlands, but that female-female couples in formal unions
have lower stability than male-female unions when including France and Germany, it may be
that differences in the legal status of same-sex marriage in the three countries are manifested in
the social acceptance of same-sex unions, leading to differential minority stress. In the
Netherlands, where same-sex marriage has been legal for nearly two decades, there are no
differences between male-male, female-female, and male-female married couples in terms of
union stability. However when including France and Germany, where same-sex partnerships,
but not marriage, were legal at the time the data were collected, male-male and female-female
unions have lower stability than male-female unions. If this is the case, then more analyses of
recent data collected after the passage of same-sex marriage in France and Germany should
indicate a decline in this differential, or no differential at all.
One explanation may account for the findings in each context: differential selection into
formal unions. In the United States, female-female couples may be more likely to seek formal
unions, and so there may be a lower threshold for the transition from cohabitation to formal
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unions among this group (see Table 4.4). The same argument may account for differences in
union stability found in Europe. Female-female non-cohabiting couples may be more likely to
transition into cohabitational unions, and the lower threshold into cohabitation may account for
the higher risk of union dissolution among female-female cohabiting couples compared to malefemale cohabiting couples in Europe (see Table 5.2), though I am not able to test for this
selection effect. The argument against this explanation is that it may be a bit too opportunistic,
and can be adapted to explain any difference in stability found by making an assumption about
the threshold into a given type of union by a given couple type.
The focus on who does or does not transition into a formal union may be a function of
the prevalence of and societal expectations of seeking legal recognition in a union. Marriage
rates have declined in recent decades in both the United States and Europe, but the decline has
been more pronounced in Europe (Coleman 2013; Dillender 2014). By 2010, marriage rates in
Bulgaria, the Czech Republic, France, and Hungary had fallen below 0.5 (Coleman 2013), but
the marriage rate in the United States hovered closer to 0.7 (Dillender 2014). This suggests that
the context within these countries on the expectations of marriage may differ. The threshold for
entry into marriage in the United States may be somewhat lower than in Europe. If the societal
expectation for marriage is felt more strongly by females, it may be that female-female couples
experience greater pressure to marry than do male-male or male-female couples, resulting in a
lower selection into formal unions for female-female couples and a higher risk of union
dissolution among this group. In the European context, the societal expectation of marriage may
be lower for male-female couples, and so those couples who do choose to marry, regardless of
gender composition, are highly self-selected, but there may be a higher pressure among samesex couples to seek formal unions, given how recent same-sex partnerships have become
available. This selection effect may explain why differences in union stability are found across
couple types in Europe. This could also be a relic of the years in which the data were collected,
with the GGS data collected between 2002 and 2009 in the Netherlands, France, and Germany,
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and the LISS data collected between 2008 and 2017. If earlier unions, formed closer to when
unions were first made available, were less stable than more recent unions, it would be expected
that the unions captured by the LISS survey would be more stable, and in fact they are (see
Table 5.2). However, Wiik et al. (2014) explored a similar argument using population register
data in Norway to test whether the higher risk of union dissolution found among same-sex
couples in Norway by Andersson et al. (2006) persisted, and Wiik et al. found the same
differentials as Andersson et al., suggesting that the differences in union stability between samesex and male-female couples was not due to recency of legal recognition.
Finally, another possible explanation is the threshold to dissolution may be different by
couple type, given that the legal unions available were different in each context at the time of
each survey. In the United States, marriages were available to some, domestic partnerships and
civil unions to others. In Europe marriage was available to those in the Netherlands,
partnerships to those in Germany and pacs (pacte civil de solidarité) in France. Differences in
the legal status and barriers to dissolution of each union type may account for differences in
findings.
Ultimately, the differences in the relative stability of male-male, female-female, and
male-female unions between the U.S. and European context are hard to explain, and more data
are needed to test various hypotheses.

Context of Same-Sex Marriage Markets
The experiences and attitudes of LGBT-identified individuals in the United States sheds
light on the varying context of acceptance of homosexuality, which may in turn affect marriage
markets. As Prince, Joyner, and Manning (2017) note, the rapid increase in acceptance of
homosexuality likely affects the dynamics of same-sex union formation and functioning.
The series of analyses in Chapter 6 comparing the experiences of LGBT-identified males
and females in cities across the United States provide information on the context of same-sex
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marriage markets, though in their current form they are not able to speak directly to marriage
markets themselves. Of the few trends that are discernable from the analyses, LGBT-identified
females may be more optimistic about the trajectories of Atlanta and San Diego compared to
non-LGBT-identified males and females, and LGBT-identified males may be more optimistic
about East Coast cities, the Pacific Northwest, as well as San Antonio and Riverside than nonLGBT-identified males. LGBT-identified males may be more influenced by context than are
LGBT-identified females (Prince et al. 2017). As Prince et al. (2017) find, LGBT-identified males
were more likely to form unions in social contexts that were more accepting of homosexuality,
whereas this pattern was not found for LGBT-identified females. The social context, in
combination with Availability Ratios, may indicate the likelihood of union formation for LGBTidentified males in particular.

Limitations Across Portions of the Dissertation
One limitation across all analyses in this dissertation is the lack of power in analyses
resulting from small sample sizes. HCMST, GGS, and LISS data are among the best data
available at the time of writing due to their representative samples, however subsample sizes for
respondents reporting same-sex partners are small in each study, and this problem is
exacerbated by separating male-male and female-female couples as well as cohabiting and
formal unions.
Further, while each study is representative in the geographies used for sampling, it is not
clear whether the same-sex-partnered subsamples are representative when separated from the
larger analytic sample. HCMST is nationally representative of the United States and includes an
oversample of LGBT-identified individuals, however it may be the case that the LGBT-identified
subsample is not fully representative of LGBT-identified individuals nationally. The GGS sample
is representative nationally within each country included in the data, and the LISS is nationally
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representative of Dutch-speaking households in the Netherlands, however the same issues of
subsample representativeness are present.
Additionally, no recent data on partner age preferences for LGBT-identified individuals
in the United States exist. The Kenrick et al. (1995) data provides a glimpse into age preferences,
however the data are based on personals advertisements placed in publications across the
United States in the 1980s and 1990s, hardly recent. The Antfolk (2017) data provides a much
more recent analysis, but is based on survey data from Finland and so may not reflect the age
preferences of LGBT-identified individuals in the United States. Both studies provide data on
the maximum and minimum ages at which a person would accept a partner, however neither
provide weights for the strength of preferences. For example, an individual may accept a
partner within 10 years of their own age, but may have the strongest preference for someone
within five years of age of their age. A modern method of measuring partner preferences, and
the strengths of those preferences, is by examining messaging behavior on dating apps. Not only
would this provide data based on observed behaviors rather than on self-reporting, the
frequency of messages to potential partners of given ages could be used as a proxy for the
strength of the preference for a partner of that age. Recent work by Bruch and Newman (2018)
explore partner preferences using dating app messaging behavior for different-sex interested
individuals, but the analyses are not extended to the same-sex dating context.

Directions for Future Research
This dissertation, in part, serves as a call for continued data collection efforts to establish
more conclusive findings on same-sex union stability and union formation. A follow up study to
HCMST, called HCMST 2017, has recently been fielded with a new sample of respondents. As
this sample is followed in the coming years, this data set will serve as a new source of
information to validate previous findings, as well as to see if differences on same-sex union
stability in the United States are stable across time. Crucially, since the new HCMST 2017 study
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takes place after Obergefell v. Hodges, all individuals in the study have access to marriage,
regardless of whether their partner is male or female, removing the issue of variability of access
to marriage in the original HCMST study. Additionally, civil unions and domestic partnerships,
which may function differently than marriage, will not need to be considered the same as
marriage.
The GGS is also undergoing continued fielding, with a new wave called GGP 2020
underway or soon to be carried out in 25 countries around the world. These new data may allow
not only for more robust analyses on same-sex unions in continental Europe, but also for
exploration of trends outside of Western countries, since countries such as Japan, China, and Sri
Lanka intend to participate. Currently, only one study has examined same-sex union formation
and dissolution outside of the Western context, using data from Taiwan, but is subject to
substantial data limitations given that respondents are age 24 to 26 in the final wave of data
collection, an extremely young age for generating generalizable conclusions about all same-sex
couples (Lin, Yu, and Su 2019).
Additionally, partner age preference data for same-sex-attracted individuals in the
United States will allow for more reliable and valid calculations of partner availability. An
extension of the Bruch and Newman (2018) study to examine messages between individuals of
the same-sex may yield robust data on partner preferences that could then be applied to the
calculation of Availability Ratios. Further research on Availability Ratios should also include
calculations of the Iterated Availability Ratio (IAR), a measure that better takes into account
competition for partners. The IAR was developed by Lampard (1993), who adapted it from the
availability ratio used by Goldman et al. (1984). Although Goldman et al.’s Availability Ratio
takes into account competition for the same potential partners, the number of calculated
potential partners calculated by the Availability Ratio does not necessarily add up to the actual
available population. Lampard’s IAR improves upon Goldman et al.’ AR by distributing
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potential partners in an iterative fashion such that the number of potential partners across the
market sums to the number of available individuals within the market.

Conclusion
Research on same-sex unions has undergone a transformation in recent years. Early
research on the topic in the 1980s and 1990s relied on unrepresentative purposive or snowball
samples that were unable to come to robust generalizable findings due to their sampling
methods. More recent work has utilized data drawing on representative samples from the
United States, a handful of European countries, and Taiwan, however findings are inconsistent
both within and between countries. Despite the improvements in data, sample sizes are still
small. What is more, the context of same-sex unions is a moving target, with societal acceptance
of homosexuality and same-sex marriages rapidly increasing, and same-sex marriages becoming
available in additional countries and jurisdictions every year. The changing context may have an
effect on the likelihood of union formation as well as the stability of unions.
The analyses contained in this dissertation seek to contribute to the growing body of
work on same-sex unions by providing a more nuanced look at same-sex unions in the United
States than has been done before; a first look at same-sex union stability in continental Europe
expanding on work done in Scandinavia, the United Kingdom, and the Netherlands; and an
exploration of union formation in the United States, adapting measures originally generated for
studying male-female partner availability. Many of the results in this dissertation must be taken
as suggestive due to data limitations, but as new and better data become available, future studies
will be able to more robustly address the issues discussed herein.
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