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Abstract
Many applications in spatial statistics, geostatistics and image analy-
sis require efficient techniques for sampling from large Gaussian Markov
random fields (GMRFs). A suite of methods, based on the Cholesky de-
composition, for sampling from GMRFs, sampling conditioned on a set of
linear constraints, and computing the likelihood were presented by Rue
(2001). In this paper, we present an alternate set of methods based on
Krylov subspace approaches. These methods have the advantage of requir-
ing far less storage than the Cholesky decomposition and may be useful
in problems where computing a Cholesky decomposition is infeasible.
Keywords
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point system
1 Introduction
Gaussian Markov random fields (GMRFs) are important models in applied
statistics. They can be utilised to model spatially structured uncertainty, sea-
sonal variation, and other trends in the data; and are common model compo-
nents in spatial statistics, image analysis and modelling of binary and categorical
data (see (Rue and Held, 2005; Pettitt et al., 2002; Besag and Higdon, 1999;
Cressie, 1991; Gilks et al., 1998) and references therein). Gaussian Markov ran-
dom fields are used in a variety of ways in these applications. For example, an
improper GMRF is used as a prior distribution to model structured spatial un-
certainty in disease mapping (Held et al., 2005), while samples from a GMRF,
in conjunction with simulated annealing, are used in an optimisation algorithm
that aims to align gel tracks with a reference database (Glasbey, 2006). Another
potential application uses samples from a GMRF to approximate stock market
paths under the Black-Scholes model for pricing exotic options (L’Ecuyer, 2004).
GMRFs are commonly used in Bayesian modelling and, hence, inference is usu-
ally made using Markov Chain Monte-Carlo (MCMC) and such methods usually
require tens of thousands or millions of samples to be drawn from the GMRF in
question (Rue and Held, 2005). It follows that efficient methods for generating
multiple samples from large GMRFs are required in applied Bayesian modelling.
In this paper, we present a suite of Krylov subspace methods for sampling from
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a large GMRF. The methods presented here are intended to complement those
presented by Rue (2001).
A GMRF is defined as follows. Consider a cloud of n discrete points V in a
region D ∈ Rd. At each point si ∈ V, define a neighbourhood Ni and a Gaussian
random variable yi. Furthermore, let the random vector y = [yi] be distributed
according to a multivariate Gaussian distribution with covariance matrix Σ. The
joint probability density function for the GMRF y is the multivariate normal
density function
p(y) ∝ exp
(
−1
2
yTAy + bT y
)
, (1)
where A is the precision matrix, that is A is the inverse of the covariance matrix,
and the mean is defined implicitly by Aµ = b. The Markov property imposes
the sparsity pattern Aij = 0 if j /∈ Ni on A (Rue, 2001). For a multivariate
normal distribution, A is required to be symmetric positive semi-definite (Rue
and Held, 2005) and, in this paper, the stronger condition of positive definiteness
is assumed.
One method for sampling from a GMRF is to form
y = A−1b+ x, (2)
where x is a sample from the zero-mean GMRF X ∼ N (0, A−1) (Rue and Held,
2005). While the first term in (2), A−1b, can be approximated using a conjugate
gradient method (Saad, 2003), the general method for approximating the second
term, x, is given in the following algorithm.
Input: The size of the GMRF n, the precision matrix A.
Output: A sample, x, from the zero-mean GMRF parameterised by A.
Sample a vector, z, of independently and identically distributed (i.i.d.)
standard normal variables, i.e. zi ∼ N (0, 1).
Decompose A = RRT .
The sample is given as the solution to RTx = z.
Algorithm 1: The general method for sampling from a zero mean GMRF.
Clearly, the sampling method depends on the choice of R. Choosing R to be
the Cholesky triangle of A leads to a sampling method due to Rue (2001). When
implemented using nested-disection techniques, this method requires O(n3/2)
flops (Rue, 2001). In this paper, we will mainly be concerned with the alternate
choice R = A1/2, which leads to calculations of the form x = A−1/2z (Ilic´
et al., 2004). Whereas Ilic´, Turner and Pettitt investigated the use of low degree
polynomials to approximate x, in this paper we will investigate Krylov subspace
methods for sampling from GMRFs.
Krylov subspaces form the basis for a large number of modern iterative
methods for the solution of large sparse linear algebra problems. The m-
dimensional Krylov subspace generated by A ∈ Rn×n and z ∈ Rn is given
by Km(A, z) = span
{
z,Az,A2z, . . . , Am−1z
}
. While the basis given in the
definition is useful for theoretical results, in practice an orthogonal basis for
Km(A, z) is preferred. When A is symmetric, an orthogonal basis for Km(A, z)
2
is generated using the Lanczos decomposition
AVm = VmTm + βmvm+1eTm, (3)
where the columns of Vm ∈ Rn×m form an orthonormal basis for Km(A, z),
Tm ∈ Rm×m is a small tridiagonal matrix, βm is a constant, vTm+1Vm = 0, and
em = (0, 0, . . . , 0, 1)T ∈ Rm is the mth vector in the standard basis for Rm. For
a detailed discussion of the implementation of the Lanczos decomposition, see
(Stewart, 2001).
There are several differences between methods based on the Lanczos de-
composition and those based on the Cholesky decomposition. Krylov methods
require significantly less storage than methods based on the Cholesky decom-
position. On the other hand, it is significantly faster to compute the second
and subsequent samples using the Cholesky decomposition method, whereas
the Krylov subspace approximation requires approximately the same computa-
tional effort for each sample as the Lanczos approximation depends explicitly
on z. In order to achieve this speedup, the method of Rue assumes that, if
A is updated from one sample to the next, it changes in such a way that its
Cholesky decomposition can be easily updated. This assumption is not neces-
sary when using Krylov subspace approaches, which allows the consideration of
a larger class of models and iterative procedures. It can be seen from this dis-
cussion that the Krylov subspace methods presented in this paper are designed
to complement the Cholesky decomposition approach, allowing the considera-
tion of models that may be computationally infeasible using that approach. In
this paper we focus on the Lanczos approximation to the inverse square root,
and extend the considerations to methods for restarting and accelerating the
convergence of this approximation.
An important and related problem is that of sampling from a class of GMRFs
with singular precision matrices, known as intrinsic GMRFs. These are used
in statistical modeling to remove trend components in data (Rue and Held,
2005), for example let A˜ be a symmetric positive semi-definite matrix with
nullity(A˜) = k, let {n1, n2, . . . , nk} be an orthonormal basis (ONB) for N (A˜)
and let N = [n1, n2, . . . , nk]. Then, for any y ∈ N (A˜), the improper density is
invariant to the addition of vectors in the nullspace of A˜. A number of examples
of intrinsic GMRFs can be found in Chapter three of (Rue and Held, 2005).
For computational purposes, it is convenient to view intrinsic GMRFs as
a special case of a GMRF conditioned on linear constraints. We will denote
a GMRF conditioned on linear constraints by x|Bx = c, where x is a proper
GMRF with symmetric positive definite precision matrix A, and B ∈ Rk×n
is the matrix of constraints (Rue, 2001). To see this, let x be a zero-mean
GMRF with non-singular precision matrix A˜ + αNNT , where α > 0, then
the density of y|NT y = 0 is a GMRF with mean 0 and singular precision
matrix A˜. Without loss of generality, we will assume throughout this paper
that the constraint matrix has full row rank. In most applications the number
of constraints k  n. The connection between this problem and the general
theory of saddle point problems (Benzi et al., 2005) was discussed in (Simpson
et al., 2006) and three methods that were presented in that paper are reviewed
in Section 3.
The final ingredient required for a full suite of routines for iterative methods
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based on GMRFs is a method for approximating the log-likelihood
l(x) = −n
2
log(2pi) +
1
2
log(det(A))− 1
2
xTAx. (4)
Clearly, the most expensive operation required for the evaluation of the log-
likelihood is the approximation of the determinant of a large, sparse, symmetric
positive definite matrix. A Monte-Carlo method for approximating log(det(A))
was presented in (Bai et al., 1996) and, for completeness, this will be briefly
outlined in Section 4.
The outline of the paper is as follows. A Lanczos method, based on ap-
proximating the matrix-vector product A−1/2z, for sampling from a zero-mean
GMRF is considered in Section 2. The problems of restarting and precondi-
tioning matrix function approximations are considered in Sections 2.1 and 2.2.
Section 3 surveys three complementary methods for sampling from a GMRF
conditioned on linear constraints. The Gaussian quadrature method for com-
puting the approximate likelihood, originally presented in (Bai et al., 1996), is
briefly reviewed in Section 4. Finally, a case study is presented in Section 5.
2 A Lanczos method for sampling from a zero
mean GMRF
In order to approximate the product of a general matrix function and a vector,
f(A)z, several authors (Saad, 1992; Hochbruck and Lubich, 1997; van den Eshof
et al., 2002; Chiu et al., 2002; van der Vorst, 1987; Frommer and Simoncini, 2006)
use the Lanczos approximation
f(A)z ≈ ‖z‖Vmf(Tm)e1, (5)
where e1 = (1, 0, 0, . . . , 0)T is the first canonical vector in the standard basis
for Rm. In this section we will investigate the case f(t) = t−1/2. In this
algorithm, the inverse square root of the tridiagonal matrix Tm ∈ Rm×m, needs
to be accurately approximated. As Tm is SPD, this is usually performed using
an eigendecomposition, however, rational approximations or special methods
constructed specifically for the inverse square root can also be used (Saad, 1992;
Sidje, 1998; Davies and Higham, 2004; Hale et al., 2007).
Unlike Krylov subspace methods for the solution of linear systems or eigen-
value problems, the Lanczos approximation to matrix functions does not come
equipped with a natural residual and, therefore, there is no natural measure
of the accuracy of the approximation. An error bound based on Theorem 6 in
(van den Eshof et al., 2002) is presented here and numerical experimentation
has shown it to describe the error decay quite well.
Theorem 1 Let A be a symmetric positive definite matrix with smallest and
largest eigenvalues denoted λmin and λmax respectively. Then∥∥∥A−1/2z − ‖z‖2 VmT−1/2m e1∥∥∥
2
≤ λ−1/2min ‖rm‖2 , (6)
where rm is the residual after usingm iterations of the conjugate gradient method
to solve Ay = z.
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Proof. See (Ilic´ et al., 2007b).
This bound is important because it provides a way to gauge the accuracy of
the approximation to A−1/2z from Km(A, z) based on the norm of the residual
for solving the linear system Ax = z. This quantity can be calculated for little
additional cost during the Lanczos algorithm (Saad, 2003) and can, therefore,
be used to determine the subspace size m that guarantees a certain accuracy in
the solution.
It should be noted that the preceding discussion has tacitly assumed that the
basis Vm is orthogonal. It is, however, well known that in floating point arith-
metic, the basis generated by the Lanczos decomposition quickly loses orthog-
onality (Stewart, 2001). A number of complicated procedures for maintaining
the orthogonality of the Lanczos basis have been presented in the literature, and
these are surveyed in (Stewart, 2001). Numerical tests have, however, indicated
that the loss of orthogonality does not pose serious problems when computing
the inverse square root.
2.1 Restarting Lanczos approximations to the inverse square
root
While the Lanczos approximation converges superlinearly to x = A−1/2z, it
requires the storage of the full orthogonal basis Vm. In practice, for very large
GMRFs, the storage of the basis may not be feasible, and in these cases a num-
ber of alternative approaches have been suggested. Popolizio and Simoncini
(2006) suggest a two-pass strategy, namely building Tm while only storing three
basis vectors and then recomputing the basis vectors. This approach, however,
requires twice the work of the standard Lanczos approximation. An alternative
strategy can be based on stopping the iteration afterm steps and ‘restarting’ the
approximation with a new Krylov subspace. This approach is commonly used
in Krylov subspace methods for solving non-symmetric linear systems (Saad,
2003). There are two approaches for restarting general matrix functions pre-
sented in the literature. The first, due to Eiermann and Ernst (2006) is based
on polynomial interpolation and is designed for general non-normal matrices.
The second approach, due to Ilic´, Turner, and Simpson (2007b) is based on a
decomposition of the residual of the associated linear system Ay = z. This
method is designed for symmetric matrices and an analogue of Theorem 1 has
been proven for a class of functions that include the inverse square root. Imple-
mentation details can be found in (Ilic´ et al., 2007b).
2.2 Accelerating convergence of the Lanczos approxima-
tion to the inverse square root
While restarting the Lanczos approximation allows the user to specify the
amount of storage that the method will require, this comes at the price of con-
vergence speed. This slowdown is demonstrated in Figure 1. The slow conver-
gence occurs due to the loss of information accrued in the discarded subspaces.
A common technique to overcome this slowdown when solving linear systems
is to use some form of preconditioning (Saad, 2003). Preconditioning matrix
function approximations is a more delicate affair than preconditioning linear
5
systems and, as such, only two methods have been proposed in the literature.
These methods are outlined in the following subsections.
2.2.1 Adaptive preconditioning
The bound in Theorem 1 strongly suggests that the behaviour of the Lanczos
approximation is almost entirely determined by the spectrum of A. In fact,
it is well known that as m increases, Km(A, z) contains increasingly accurate
approximations to the invariant subspaces of A (Stewart, 2001; Ilic´ and Turner,
2004). Therefore, one method for improving the convergence of the restarted
Lanczos approximation is to augment some of the converged eigenvectors of A
onto the new Krylov subspace. This idea is known as adaptive preconditioning
(see (Burrage and Erhel, 1998; Chapman and Saad, 1997) for the linear case
and (Ilic´ et al., 2007a) for the Lanczos approximation case).
The ideas of this preconditioner are as follows. Let the columns of the matrix
Qj ∈ Rn×j span an eigenspace of A and let Λj = QTj AQj be the associated
generalised Rayleigh quotient. We form the preconditioner
M−1j = γQjΛ
−1
j Q
T
j + I −QjQTj ,
where γ = 12 (θmin + θmax) and θmin = ρ(Λ
−1
j ) and θmax = ρ(Λj). Then
Aj = AM−1j has the same eigenvectors of A and the eigenvalues corresponding
to Qj have been shifted to γ. It should be noted that, in practice, the columns
of Qj will only span an approximately invariant subspace of A and, as such,
the previous discussion is invalid. We have found, however, in numerical exper-
iments that, providing the eigenvector estimates are reasonably good, that this
effect is negligible. The error bound in Theorem 1 suggests that the adaptive
scheme should focus on the smallest eigenvalues. Furthermore, as numerous
samples are required for an MCMC method, the adaptive preconditioner can be
extended as more eigenpairs converge. For full implementation details see (Ilic´
et al., 2007a).
2.2.2 Shift-and-invert preconditioning
An alternate method for accelerating the convergence of the Lanczos approx-
imation is to implement a ‘shift-and-invert’ scheme. These methods, arising
from Krylov methods for solving the eigenvalue problem, attempt to approx-
imate A−1/2z on the space Km
(
(A− ξI)−1, z). This method was introduced
independently by Moret and Novati (2004) and Hochbruck and van den Eshof
(2006). The Krylov subspace Km
(
(A− ξI)−1, z) is built using a preconditioned
conjugate gradient method at each step. Clearly, in order for this method to
be successful, it is necessary for it to converge in far fewer operations that the
standard Lanczos approximation. Popolizio and Simoncini (2006) found that
the convergence of the shift-and-invert Lanczos method is strongly dependent on
the choice of shift parameter ξ. Furthermore, numerical experiments reported
in that paper suggest that this method works best when the spectral interval
of A, i.e. the smallest interval containing the spectrum of A, is large. This
was confirmed by our own experiments. For a detailed description of the im-
plementation of the shift-and-invert Lanczos method, as well as a discussion on
the best choice of the shift parameter, refer to (Popolizio and Simoncini, 2006;
Hochbruck and van den Eshof, 2006).
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3 Sampling from a GMRF conditioned on linear
constraints
Given a sample from the unconditional GMRF x from N (0, A−1), a sample from
the corresponding GMRF conditioned on the linear constraints Bx = c can be
calculated using the update formula (Simpson et al., 2006)
x˜ = x− δx, (7)
where δx is the first n entries the the solution to the linear equations(
A BT
B 0
)(
δx
y
)
=
(
0
Bx− c
)
. (8)
In the remainder of this section, we will denote the block matrix in (8) as A.
Systems of this form arise from the Karush-Kuhn-Tucker conditions in con-
strained optimisation problems and, as such, we will refer to this system as the
K.K.T. system. They also occur in the finite element literature, where they are
referred to as saddle point systems (Benzi et al., 2005). The update equation
given in (Rue and Held, 2005) can be recovered from equation (8) by applying
Schur-complement reduction. This yields the conditioning by Kriging formula
δx = A−1BT
(
BA−1BT
)−1
(Bx− c). (9)
Noting that the term X = A−1BT occurs twice in the update equation (9),
Rue (2001) suggested the use of the Cholesky decomposition that had already
been computed during the unconditional sampling to solve the matrix equation
AX = BT . (10)
The update was then calculated using the formula δx = X(BX)−1z. Methods of
this form are known as segregated methods for solving the K.K.T. system (Benzi
et al., 2005). A second class of methods, known as coupled methods, attempt
to solve for y and δx jointly (see (Benzi et al., 2005) for a survey of methods
for solving (8)). In this section, we will review the two segregated methods
and one coupled method presented in (Simpson et al., 2006) for calculating the
correction.
3.1 Segregated method 1: A multiple Krylov subspace
approach
A direct extension of the method presented in (Rue, 2001) is to solve the k linear
systems AX∗i = bi using Krylov subspace methods, where X∗i is the ith column
of X and BT = [b1, . . . , bk]. Simpson, Turner, and Pettitt (2006) showed that, if
the desired solution accuracy is , then the solution of each linear system needs
to satisfy
∥∥∥r(i)m ∥∥∥ ≤ √
k
. The following algorithm summarises this method for
calculating the correction.
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Input: The size of the GMRF n, the precision matrix A, the constraint
matrix BT and a tolerance .
Output: The constraint correction δx and X = A−1BT .
for i = 1, 2, . . . , k do
Solve AX∗i = bi using the preconditioned conjugate gradient method
until
∥∥∥r(i)m ∥∥∥ ≤ √
k
(see Saad, 2003, for details).
Form Xi = ‖bi‖2 VmT−1m e1
end
Form S = BX and solve Sw = z
Set δx = Xw.
Algorithm 2: A sequential Krylov subspace method for calculating the cor-
rection to a zero-mean GMRF conditioned on linear constraints.
3.2 Segregated method 2: A band Lanczos approach
In most applications, the number of constraints is significantly smaller than the
size of the GMRF. Therefore, it is possible to use the block Krylov subspace
Km(A,BT ) to build an approximation to X. In general, this method requires
fewer matrix-vector products (the dominant computational cost in Krylov meth-
ods) than the first method, however, it usually requires more storage. Imple-
mentation details can be found in (Simpson et al., 2006) and they are outlined
in the following algorithm.
Input: The size of the GMRF n, the precision matrix A and the
constraint matrix BT .
Output: The constraint correction δx and X = A−1BT .
Set R = BT .
repeat
Compute QR-decomposition R = QW .
Use Ruhe’s variant of the Block Lanczos Method (Saad, 2003) to form
AUm = UmTm + Vm+1Tm+1,mETm.
Calculate Y = T−1m
(
W
0
)
.
Set X = X + UmY .
Set R = Vm+1Tm+1,mETmY .
until convergence criterion is met (see (Saad, 2003) for details) ;
Form S = BX and solve Sw = z.
Set δx = Xw.
Algorithm 3: A block-Lanczos method (Ruhe’s variant) for calculating the
correction to a zero-mean GMRF conditioned on linear constraints.
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3.2.1 Method 3: A coupled approach
The final method that was outlined in Simpson et al. (2006) solves the full
K.K.T. systemAv = b using a Krylov subspace method. This is computationally
feasible as the product of the K.K.T. matrix A with a vector can be computed
in, at most, C(A) + 2kn flops, where C(A) is the cost of the matrix vector
product involving A. Unfortunately, as A is not positive definite, the conjugate
gradient method cannot be used on this system. In its place, we use an algorithm
known as MINRES due to Paige and Saunders (1975), which finds the optimal
approximation from Km(A, b). Further details on the coupled approach can be
found in (Simpson et al., 2006; Benzi et al., 2005).
3.3 Recommendations
It was concluded in (Simpson et al., 2006) that all three methods can be useful
in different situations. The fastest method for producing a single correction is
method three, however, each subsequent correction requires the same amount
of work as the first. On the other hand, as the segregated methods approximate
the full matrixX, the time required to calculate subsequent samples is negligible
compared to the time required to approximate X. When selecting a segregated
method, one must decide whether less storage or fewer matrix-vector products
are preferred as, in general, method one requires less storage than method two,
whereas method two requires fewer matrix-vector products. If accuracy is not
important, for example if the samples are then thresholded (as in (Pettitt et al.,
2002)), or if A changes non-linearly during the MCMC iterations, then it may
be cheaper to use the coupled method - especially if a good preconditioner is
available.
4 Approximate evaluation of the likelihood
In models where the matrix A involves unknown parameters, in order to apply
iterative techniques such as maximum likelihood estimation and MCMC pro-
cedures to estimate the posterior density of the GMRF, it is also necessary to
approximate the determinant of a large sparse symmetric positive definite ma-
trix (Rue, 2001). This problem has received a great deal of attention in the
literature. Methods have been proposed that use various techniques includ-
ing sparse approximate inverses (Reusken, 2001), Gauss quadrature (Bai et al.,
1996) and diagonal approximations (Ipsen and Lee, 2003) to estimate det(A). It
appears that the Gauss quadrature scheme developed by Bai, Fahey, and Golub
(1996) is the most popular of these methods. This method is based on using
Gauss quadrature to approximations the bilinear form zT log(A)z, and the use
of a Monte Carlo method to approximate the identity
log(det(A)) = tr(log(A)). (11)
This approach generates a confidence interval that contains det(A) with a set
probability (Bai et al., 1996).
The crux of Bai, Fahey and Golub’s method for estimating the determinant
of an SPD matrix A is the following result from (Hutchinson, 1990).
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Theorem 2 ((Hutchinson, 1990, Proposition 1)) Let B ∈ Rn×n be a symmetric
matrix with non-zero trace. Let Z be the discrete random variable which takes
the values −1, 1 each with probability 1/2 and let z = (z1, z2, . . . , zn)T be a vector
of n independent samples from Z. Then zTBz is an unbiased estimator of tr(B)
and
Var(zTBz) = 2
∑
i 6=j
b2ij .
Moreover, Z is the unique random variable amongst zero mean random variables
for which zTBz is a minimum variance, unbiased estimator of tr(B).
Therefore, (11) can be rewritten as
log(det(A)) = E(zT log(A)z).
Although this reformulation appears to have replaced an n term sum with a
2n term sum, it turns out that the expectation can be approximated using a
Monte-Carlo rule with fewer than n terms. Therefore, the calculation of the
determinant has been reduced to approximating the bilinear form zT log(A)z.
The naive approach to approximating the bilinear form zT log(A)z is to use
the Lanzcos approximation to form
zT log(A)z ≈ zTVm log(Tm)V Tm z
= neT1 log(Tm)e1, (12)
where Vm is an ONB for Km(A, z), and z is a sample from Z. This approx-
imation is relatively inexpensive as it does not require the storage of Vm and
can, therefore, be formed without considering restart and preconditioning pro-
cedures. This approximation was improved by Bai, Fahey and Golub, who
exploited the connection between the Lanczos procedure and orthogonal poly-
nomials to construct a Gauss quadrature scheme to find upper and lower bounds
for zT log(A)z. This was achieved by modifying Tm in (12) in an appropriate
way, which allowed for the construction of confidence intervals for the true de-
terminant as well as point estimates. Full details can be found in (Bai et al.,
1996).
5 Case study — a simulation experiment
All tests were performed on a 2.33GHz Intel Core 2 Duo processor Macbook
Pro using Matlab 7.4.0.287 (R2007a).
The covariance function that will be considered in the following case studies
was introduced by Pettitt et al. (2002). Let dij = d(si, sj) be the distance
between sites si and sj in V. The dependence between two nodes is defined by
the function
γij =
{
1, j ∈ N δi
0, otherwise,
where N δi = {j ∈ N : sj ∈ V, d(si, sj) < δ, i 6= j} and δ is the critical distance
parameter which controls the sparsity of the precision matrix (Pettitt et al.,
2002). The precision matrix A can be related to the matrix γ = [γij ] by the
relation
A = I + φ(D − γ), (13)
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where I is the n×n identity matrix, D = diag
(∑
k∈N iδ γik, i = 1, 2, . . . , n
)
, and
φ > 0 is a spatial dependence parameter (Pettitt et al., 2002). Elementwise,
this is equivalent to
Aij =
{
1 + φ
∑
k∈N iδ γik i = j,
−φγij i 6= j.
Clearly A is symmetric and Aii >
∑n
j=1j 6=i |Aij | for all i = 1, . . . , n. It then
follows by Theorem 12.2.16 in (Graybill, 1983) that A is positive definite. It
can also be shown that the smallest eigenvalue of A is 1 (Ilic´ et al., 2004).
For this case study 1000 points were generated uniformly [0, 5]× [0, 5]. These
points were used to form a GMRF y ∼ N (0, A−1), where the precision matrix A
is defined in (13). In this case study we will attempt to recover the parameters
used to define A by a MCMC process. In particular, we will focus on the
neighbourhood size parameter δ. We take for the prior distribution of δ a
uniform distribution supported on [0, 0.5] and the true parameter value is taken
to be δ = 0.1.
We performed the inference using a random walk Metropolis-Hasting algo-
rithm and the proposal distribution was chosen to be uniform on[
max
(
δ − 10−3, 0) ,min (δ + 10−3, 0.5)] .
At each step of this algorithm, it is necessary to calculate the ratio of the
likelihoods, which is given by
2 log
(
p(x|δ∗)
p(x|δ)
)
= log(det(A(δ∗)))− log(det(A(δ))) + xT (A(δ)−A(δ∗))x.
The posterior for this model, generated using 5000 M-H iterations, is shown in
Figure 2. The first 1000 samples were used as burn in.
As the matrix A(δ) is reasonably small, the inference could be carried out
using Rue’s method. The time required to calculate one determinant using Rue’s
method was 0.11s, while the time required to calculate one determinant using
the method of Bai, Fahey and Golub was 0.14s. When comparing these two
timings, however, it should be noted that the Cholesky decomposition requried
for Rue’s method was calculated using the chol command in Matlab. As this
is a built in function, it should be expected that it runs much faster than a
standard m file. To further this comparison, Table 1 gives a comparison of times
for approximating the determinant and computing a sample for a GMRF with
8000 points and the same parameters. It can be seen that there is significant
speed up gained by using the Krylov methods on this problem.
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Figure 1: The convergence of the restarted Lanczos approximation (solid line)
and the unrestarted Lanczos approximation (dashed line). This graph demon-
strates both the superlinear convergence of the Lanczos method and the linear
convergence of the restarted approximation.
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Figure 2: Histogram of the 4000 samples from the posterior p(δ|x) generated
using random-walk Metropolis-Hastings.
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Table 1: A comparison of execution times for n = 8000. When computing the
sample, the subspace was increased until the target accuracy was achieved using
Theorem 1. Three hundred iterations of the algorithm of Bai, Fahey, and Golub
(1996) were used with m = 30.
Operation Method Time (seconds) Error
Sampling Rue 18.11 —Krylov 0.34 ≤ 1.75e− 9
Log-determinant Rue 17.49 —Krylov 8.98 6.28e− 6 (relative)
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