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Abstract
We examine swift heavy ion-induced defect production in suspended sin-
gle layer graphene using Raman spectroscopy and a two temperature molec-
ular dynamics model that couples the ionic and electronic subsystems. We
show that an increase in the electronic stopping power of the ion results in an
increase in the size of the pore-type defects, with a defect formation threshold
at 1.22–1.48 keV/layer. We also report calculations of the specific electronic
heat capacity of graphene with different chemical potentials and discuss the
electronic thermal conductivity of graphene at high electronic temperatures,
suggesting a value in the range of 1 Wm−1K−1. These results indicate that
swift heavy ions can create nanopores in graphene, and that their size can
be tuned between 1-4 nm diameter by choosing a suitable stopping power.
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1. Introduction
Graphene has many attractive properties which have lead scientists to
seek ways to apply this material. For example, it has been used in DNA
sequencing [1], chemical sensing [2], gas separation [3, 4, 5] and water de-
salination [6]. Many of these applications require post-synthesis atomic scale
modification of the material, which can not be accomplished by directly us-
ing the conventional methods without adapting them first for nanomaterials.
For example, ion implantation of graphene requires energies several orders
of magnitude lower than the conventional three-dimensional materials used
in the semiconductor industry [7, 8, 9, 10, 11]. Also other types of modifica-
tions are possible with ion beams [12, 13, 14, 15, 16], but the effects depend
sensitively on ion energy.
A rough division can be made between low energy ion irradiation (a few
keV/nucleon) and high energy irradiation (a few hundreds of keV/nucleon).
The ions in the latter energy range are referred to as swift heavy ions or
SHI [17]. The lower energy ions slow down in materials via atomic colli-
sions, whereas the high energy ions lose energy via interactions with the
electronic subsystem, causing ionization and electronic excitations along the
ion path. These channels of energy loss are characterized by nuclear (Sn)
and electronic (Se) stopping powers, respectively, and are expressed in units
of energy loss/length.
Although many studies [18, 19, 20, 21, 22, 23] have addressed the under-
lying mechanism of defect formation by SHI, these mechanisms still remain
unclear. Several hypotheses have been proposed, such as Coulomb explo-
sion [18, 19], inelastic thermal spike [20, 21], exciton self-trapping [22] and
combinations of these [23, 24]. Regardless of the underlying mechanism, it is
well established that SHI tend to create structural modifications with cylin-
drical symmetry (’tracks’) along the ion path within the target material [25].
Only a few experimental studies have addressed the effect of SHI irradi-
ation in graphene [26, 27, 28, 29, 30, 31, 32, 33]. Most of these experiments
were performed on supported graphene and under oblique incidence. Mea-
surement of SHI induced defects in single layers of suspended graphene un-
der perpendicular incidence is still a challenge. During the experiments, the
graphene samples become covered with hydrocarbon contaminants, which ef-
fectively prevent imaging of the defects under the contamination atoms. This
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makes it impossible to verify the pore-like nature of the irradiation-induced
defects with imaging methods. Atomistic simulations can assist understand-
ing of the processes that take place during irradiation. However, the model
describing the interaction of ions with electrons in the simulations is of cru-
cial importance, since it defines the dynamics of energy exchange between
the electronic and ionic sublattices of graphene and hence is responsible for
formation of final defects. In recent molecular dynamics simulations by Zhao
and Jianming [16], the interaction of SHI with graphene was described by
the inelastic thermal spike model [34, 35, 36], and the energy deposited on
atoms by excited electrons was added instantaneously within a certain radius
around the ion path. Although this model has proven sufficient for some cases
in three-dimensional materials [37, 38, 39, 34, 40, 41] , in two-dimensional
materials as graphene it is oversimplified, since it does not take into account
the electronic subsystem and its energy exchange with the lattice during the
simulation. Moreover, due to these simplifications, the model may fail to
capture the key processes developing in a single layer material, leading to
a strong uncertainty in the damage formation threshold, reported as 5.3-8
keV/nm (1.8-2.7 keV/layer) without validation from experiments.
In this study, we report a combined experimental and theoretical study
of defect formation in suspended graphene by SHI ions. The induced defects
are analyzed by Raman spectroscopy in combination with the two temper-
ature molecular dynamics (TTMD) model [42], which couples the ionic and
electronic subsystems in a concurrent multiscale simulation. This model
was able to resolve inconsistency of experimental observations by SAXS and
RBS measurements reported in [43] in contrast to the instantaneous thermal
spike model [44]. In this study, we show that, assuming a constant elec-
tronic thermal conductivity of 1 Wm−1K−1 , TTMD succeeds in reproducing
the threshold for damage formation and the defect behaviour observed for
graphene in two independent experiments. The good agreement between
both experiments and the simulations establishes 1.22-1.48 keV/layer as the
defect formation threshold in graphene.
2. Methods
2.1. Sample preparation and irradiation
We report the results of two independent experiments carried out on
suspended single layer graphene samples. For clarity, we will refer to the
results of our two different experiments as set A and set B. The graphene
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samples of set A were prepared using the mechanical exfoliation technique of a
graphite crystal onto a patterned SiO2/Si substrate. The pattern consisted of
periodically etched holes in the sample with a diameter of 3.2 µm and a depth
of about 8 µm. Graphene covering these holes is suspended (see Fig. 1 (a)).
The layer thickness was checked by Raman spectroscopy using the FWHM
of the 2D band [45]. In all samples, the disorder-induced D band was absent
prior to irradiation. For the samples of set A, a linear background subtraction
was applied. The samples of set B were commercially purchased. Graphene
was grown by the chemical vapor deposition method [46] and transferred
onto gold transmission electron microscopy grids with a porous carbon mesh
by the provider. In this set, the size of the holes of the mesh (∼ 1 µm) was
close to the size of the laser beam, so that in most cases the recorded spectra
contained a contribution of the D band. This background contribution was
subtracted from the data presented in this work. For both sets A and B,
the peaks were fitted with a combination of Gaussian and Lorentzian profiles
with their spectral weight as a free parameter. Point spectra were taken from
several different positions and then averaged. The error bars in figures 1 and
3 are the FWHM of the corresponding distribution.
The samples of set A were irradiated by SHI projectiles of varying kinetic
energy at the IRRSUD beamline of GANIL (Caen, France) with 91 MeV Xe,
at the Tandem van de Graaff accelerator of the RBI (Zagreb, Croatia) with
23 MeV I, 15 MeV Si, 6 MeV Si, 3 Mev O, and 1 MeV O, while the samples of
set B were irradiated at the Tandem van de Graaff accelerator TAMIA at the
University of Helsinki (Finland) with 23 MeV and 35 MeV C, 15 MeV and
35 MeV Si, and 35 Mev Au (see table 1). No stripping foil was used during
irradiation. All samples were irradiated under perpendicular incidence at
room temperature and with a constant fluence of either 50.000 SHI/µm2 (set
A) or 100.000 SHI/µm2 (set B). These fluences were chosen to produce a
sufficiently high signal-to-noise ratio, while both still having low overlapping
of tracks. Therefore, in this regime we can safely assume that the ratio of
the D and G bands does not yet change significantly with the fluence (see
Ref. [32]), enabling us to compare the D/G ratio as a function of dE/dx at
a fixed fluence. After irradiation under high vacuum conditions, the samples
were transferred back to ambient conditions to be investigated by Raman
spectroscopy.
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Figure 1: (a) Optical image of a graphene flake exfoliated on a patterned SiO2 substrate.
(b) Raman mapping of the AD/AG peak area ratio of the box marked in the optical image.
This sample was irradiated with 23 MeV I ions. The ratio is significantly enhanced for
suspended graphene compared to SiO2 supported graphene. (c) Some of the measured
Raman spectra showing the evolution of the D (peaks marked in red) and the G (peaks
marked in green) bands for different stopping powers in keV/layer. The fluence was
50.000 ions/µm2. (d) The corresponding AD/AG peak area ratios plotted against the
electronic stopping power of the SHI as calculated by SRIM. All results are shown for the
graphene samples of set A (see text).
2.2. Raman spectroscopy
Raman spectroscopy is a common non-destructive method to study de-
fects in graphene. The D band (at 1350 cm−1), shown in Fig. 1 (c) for
stopping powers equal or larger than 1.48 keV/layer, is a direct consequence
of the presence of defects in the graphene lattice [47, 48]. A quantitative
defect analysis, i.e. the determination of their size and their nature, respec-
tively, is however not an easy task. Lucchese et al. proposed a model based
on the peak intensity ratios of the D and G peaks (ID/IG), which can be used
to determine the density of defects in a single layer graphene sheet, provided
the defect size is known [49]. Vice versa, the size can be determined , in
principle, if the defect density is known. The defect density in our experi-
ment becomes equal to the fluence (50.000 ions/µm2 for set A and 100.000
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ions/µm2 for set B) if we assume an efficiency (probability of defect creation
per ion) of one for all the ions. This assumption should hold for high Se
ions, however, in the low Se range it may add uncertainties to our analysis.
Because the specific type of the SHI induced defects is not known we cannot
derive their size directly from the Raman data. We circumvent this problem
by using the peak ratios only to determine the relative size of the defects in-
duced by irradiations with different SHIs. Then, by comparing these results
with the simulation results, we obtain information about the actual defect
size for every ion type used in the experiments. Note, that we used the area
ratios AD and AG (the areas underneath the D and G peaks, respectively)
rather than the intensity ratios ID and IG, because it has been recently shown
that the ID/IG ratios in defective graphene are significantly influenced by the
doping level of graphene, which may result in a false interpretation of the
ID/IG ratios [50].
The Raman measurements of the irradiated samples of set A were per-
formed with a Renishaw InVia Raman microscope equipped with a 532 nm
laser for excitation (laser power 2 mW). Raman maps were taken in two
areas, where graphene was suspended and supported on the SiO2 substrate.
A typical measurement is shown in Fig. 1 (b). To obtain the AD/AG data
for suspended graphene, a Raman map was recorded with the step width
of 500 nm which allows us to average the AD/AG data over about 30–40
point spectra. The results show that the AD/AG is significantly higher on
the suspended graphene area compared to the SiO2 supported graphene.
These results are in agreement with irradiation experiments with field effect
transistors based on supported graphene [51], where it was observed that
highly charged ions (HCIs) yield more damage than SHIs. The SHIs, un-
like HCIs, deposit energy deep into the bulk. As a consequence, SHIs heat
the substrate efficiently, which may facilitate the healing effect in graphene.
The lower damage observed in our experiment for the supported graphene
(compared to the suspended) could be explained by such a substrate-assisted
mechanism.
The Raman spectra of the samples of set B were measured using an NT-
MDT NTEGRA Spectra AFM/Raman instrument with 488 nm excitation
wavelength. The output laser power was ca. 4 mW over a focused spot with a
diameter of ca. 0.5 µm. Several spectra were recorded for each sample at both
irradiated and non-irradiated areas (covered by a mask during irradiation) in
order to subtract the background signal from the irradiation-induced increase
in the AD/AG ratio.
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3. Theoretical approach
3.1. Two temperature molecular dynamics model
We study the SHI-induced damage formation in suspended graphene us-
ing two teperature molecular dynamics (TTMD) simulations. This approach
is a further development of the classical inelastic thermal spike two temper-
ature model [52, 53]. The dynamic energy exchange between electronic and
ionic subsystems in graphene is followed by using a concurrent multiscale
model implemented within a molecular dynamics code [42]. The model as-
sumes that the high velocity electrons generated along the ion path spread
out in the target, depositing energy by electronic collisions and exciting elec-
trons. The electronic subsystem becomes eventually thermalized, leading to
high local electronic temperatures, and both electronic and lattice subsys-
tem exchange energy with time. In the TTMD model, the evolution of the
electronic temperature (Te) is given by the heat diffusion equation [20] with
an additional electron-phonon coupling term G (Te − Ti)
Ce
∂Te
∂t
=
1
r
∂
∂r
[
rKe (Te)
∂Te
∂r
]
−G (Te − Ti) + A (r, t) , (1)
where Ce is the electronic specific heat capacity, Te and Ti are the elec-
tronic and ionic temperatures, r is the radial distance from the ion trajectory,
Ke the electronic thermal conductivity and t is the time. A(r, t) is the en-
ergy deposited by secondary electrons as described by the Waligorski radial
energy distribution [54]. The evolution of the ionic temperature is naturally
followed within the MD algorithm [55] coupled to the Eq.1 by modifying the
equations of motion as follows [56]
mi
d2ri
dt2
= Fi + σmivi, (2)
with
σ =
GVN(Te − Ti)∑
i
mi(vi)2
, (3)
where mi and ri are the mass and position of atom i, Fi the force acting
on it, vi its velocity. The electronic subsystem is divided in a grid, VN
is the volume of an individual electronic grid cell and Te is the electronic
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temperature of the cell. The energy is instantaneously deposited to the
electronic subsystem of the target at the beginning of the simulation.
The MD simulations were performed with the PARCAS MD code [57]
modified to include the electronic energy exchange [42]. The choice of the in-
teratomic potential in this case is particularly important since the lattice heat
capacity and thermal conductivity are intrinsic properties of the potential. In
our simulations for the interactions between the carbon atoms, we used the
bond-order potential by Brenner et. al. [58] with a longer cutoff rc = 2.64 A˚
in order to reproduce the bond breaking force more accurately [59]. For small
interatomic distances it was smoothly joined to a universal repulsive poten-
tial [60] to account for energetic collisions. The chosen carbon potential
describes well graphene properties, although, it somewhat underestimates
the lattice thermal conductivity of graphene monolayers at room tempera-
ture, giving 1100 W K−1m−1 [61], in contrast to the experimental values,
which are in the range 2.000-5.000 W K−1m−1 [62, 63]. However, we note
that these equilibrium values of the lattice thermal conductivity are not di-
rectly relevant for energy dissipation during swift heavy ion impacts. This is
because the conventional lattice conductivity is to a large extent due to equi-
librium phonon properties [64]. In the case of SHI impacts, the ion passage
through a graphene monolayer occurs on a sub-fs time scale, and the initial
energy dissipation is in the form of a shock wave that propagates out from
the impact point on a sub-ps time scale. Since the phonon relaxation time in
graphene is larger than a ps [65], it is clear that there is not sufficient time
to form an equilibrium phonon system before most of the energy has already
dissipated away. Hence the initial energy dissipation in the form of a shock
wave can be expected to be described rather by the speed of sound, which is
well described by the Brenner potential for graphene [61]
The simulation cell size was selected after performing a finite size test,
the biggest cell used in the test had dimensions 100 nm×86.4 nm×7.0 nm.
The system used in the simulations consisted of a 25.1 nm×21.6 nm×7.0 nm
graphene sheet of 20 000 atoms with periodic boundary conditions.
3.2. Parameterization of the electronic subsystem model.
The electronic subsystem in our simulations is described by means of the
electronic stopping power of a projectile Se and three additional parame-
ters, electron-phonon coupling G(Te), electronic specific thermal conductiv-
ity Ke(Te) and electronic specific heat capacity Ce(Te), which are included
in Eq. 1. These parameters can have a strong dependence on the electronic
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temperature, therefore, it is important to consider them as functions of Te in
the calculation in order to obtain an accurate description of the temperature
evolution.
It is challenging to obtain the electronic stopping power of graphene di-
rectly from experiments. Instead we estimate Se for graphene from the value
given by SRIM [66] for equilibrium charge state ions in graphite. We scale
this value to match the energy deposited to a single sheet of graphene in
graphite dividing the stopping power given in keV/nm by three, since there
are approximately 3 monolayers per nm in graphite. The stopping power
from SRIM should be a good approximation for most of the ions. However,
for 23 MeV I and 35 MeV Au ions the experimental charge states are con-
siderably lower than the equilibrium values, and therefore we expect SRIM
to overestimate the stopping power of these two ions.
The Se values for the ions used in our experiments vary from 0.27 keV/layer
to 5.00 keV/layer (see table 1). Five different simulations were carried out
for each ion in order to account for stochastic uncertainties.
Table 1: The studied ions and energies with the corresponding stopping power values
calculated from the values of graphite (given by SRIM) for graphene, as well as the cor-
responding electronic stopping cross-sections for graphite. The superscripts denote the
charge state of the ions used in our experiments.
ion sample E Se Se Sn
[MeV] [keV/layer] [eVnm2/atom] [eV/layer]
C6+ B 35 0.27 7.10 0.2
C4+ B 23 0.35 9.21 0.2
O1+ A 1 0.44 11.56 7.0
O2+ A 3 0.72 18.94 3.1
Si3+ A 6 1.22 32.10 7.3
Si6+ B 35 1.37 36.05 1.7
Si4+and 3+ A,B 15 1.48 38.94 3.4
I6+ A 23 2.20 57.89 91.3
Au7+ B 35 2.24 58.95 183.3
Ta24+ A 84 4.90 128.93 78.1
Xe23+ A 91 5.00 131.56 33.3
The electron-phonon coupling G(Te) is estimated considering the rela-
tion between the relaxation time τ and the electronic specific heat capacity
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Ce(Te), τ = Ce(Te)/G(Te) [67]. The constant τ can be obtained using time-
and angle-resolved photoemission spectroscopy. If homogeneous heating is
applied to the electron subsystem, and after it is allowed to relax, the elec-
tronic temperature drops according to exp(−t/τ), where t is the time, and
therefore the constant τ can be measured. For graphene, the characteristic
relaxation time due to the interaction with optical phonons is τ ≈ 150 fs [68].
In our simulations G(Te) takes values from 1 · 1015 Wm−3 K−1 at 300 K to
2 · 1018 Wm−3 K−1 at the highest temperatures.
The heat capacity, Ce(Te), was evaluated numerically through
Ce(Te) =
∂
∂Te
∫ ∞
−∞
g(E)f(E, µ(Te), Te)EdE, (4)
where the f(E, µ(Te), Te) is the Fermi-Dirac distribution, and the dependence
of the electron chemical potential µe on Te was taken into account by solv-
ing numerically the integral equation connecting the total number of charge
carriers with µe. We stress that the position of the Fermi energy at high
temperatures is considerably different from EF,0 = µ(Te = 0). The density of
states(DOS) g(E) was calculated using a standard density functional-theory
approach with the PBE exchange and correlation functional, as implemented
in the VASP code[69]. Since in SHI irradiation electrons reach temperatures
over 50.000 K, we need an accurate description of the high energy states of
these DOS. As the contribution of the states above the vacuum level (note
that graphene ionization potential is about 5 eV in our model) is rather small
even at the highest temperatures studied, for the calculation of Ce we used
the density of states of A-A stacked graphite, thus avoiding the unphysical
contribution of the vacuum states at high energies, which depends on the
simulation box size.
As graphene is frequently doped, we choose three values of EF = 0.01 eV,
EF = 0.20 eV and EF = 0.40 eV, corresponding to charge carrier (electron)
concentrations of 7×109, 3×1012, and 13×1012cm−2, respectively. Ce(Te) is
presented in Fig 2, and it is similar to Ce(Te) calculated using a model density
of states in the low-temperature range [68]. Evidently, at low temperatures
Ce(Te) strongly depends on charge carrier concentration, and Ce is higher for
larger n, as expected, while at high Te it is essentially independent of EF .
The electronic thermal conductivity Ke(Te) of graphene is believed to
account only for 1% of the total thermal conductivity [70] at temperatures
close and slightly above room temperature. Yigen et al. [71] reported electron
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Figure 2: (a) Electronic temperature dependence of the specific electronic heat capacity
Ce(Te) of A-A stacked graphite for three different chemical potentials EF = 0.01 eV,
EF = 0.20 eV and EF = 0.4 eV.
thermal conductivity values ranging from 0.5-10 Wm−1K−1 for the tempera-
ture interval 20-300 K. The most crucial transfer of energy in SHI irradiation
happens in the first picoseconds in the region around the ion track, where
the electrons reach temperatures of several tens of thousands of K. At high
temperatures under the Fermi temperature TF ∼ 20.000 K, we expect the
electron–electron scattering to dominate. In that regime, the scattering life-
time follows 1
τe−e
∝ T 2lnT [72, 73] and therefore the electronic thermal con-
ductivity decreases Ke =
Cv2τ
2
. At temperatures higher than TF the electron
subsystem starts to behave like a low density plasma and Ke rises again [56].
It is reasonable to assume that Ke depends only weakly on the doping
level at high temperatures, since the electronic heat capacity converges to the
same value independently of the Fermi energy. Due to the fact that there is no
experimental data of the thermal conductivity at the temperatures of interest,
we leaveKe as a free parameter, and we fit it to obtain a reasonable agreement
with the threshold for damage formation that is observed in the experiments.
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Figure 3: Defect size as a function of the energy deposited in the graphene layer. Sim-
ulation results with the average defect diameter correspond to the y-axis on left side of
the figure, and the Raman results with the D and G mode area ratio for the samples
A and B correspond to the axis on the right side. Simulations are presented with three
different chemical potentials corresponding to energies EF = 0.01 eV, EF = 0.20 eV and
EF = 0.4 eV. Snapshots from simulations corresponding to three different stopping power
values are indicated.
Since it is a fitted parameter, we ignore currently its dependence on the
electronic temperature and therefore use it as a constant value.
4. Results and discussion
Raman spectra from the graphene samples of set A irradiated with var-
ious ions with different stopping powers Se are shown in Fig. 1 (c). The
corresponding AD/AG ratios are plotted in Fig. 1 (d) against Se (as cal-
culated with SRIM). For ions with low Se values up to 1.22 keV/layer, the
AD/AG ratio decreases with increasing stopping power. From 1.22 keV/layer
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onwards, the AD/AG ratio clearly increases with increasing electronic stop-
ping power. The latter can easily be explained in terms of increasing a defect
(pore) size.
The origin of the decrease for low electronic stopping powers seems, how-
ever, less clear. There are several possible explanations, the contribution of
which is difficult to disentangle. For instance, the charge state of the projec-
tile may play a certain role in this process, since not all projectiles used in
the study had their equilibrium charge state. Moreover, the morphology of
the defect (hollow areas vs. defective areas, round pores vs elongated pores)
must also be taken into account, especially for these rather small-size defects.
The presence of water, on the other hand, may introduce the chemistry re-
lated effects at the reactive edges [74], which may influence the Raman data.
Finally, synergistic effects of nuclear and electronic stopping(see ref [75]) can-
not be excluded in this region. To clarify which of the above-listed factors
may play a crucial role for the reverse behavior of the damage dependence on
the stopping power, a dedicated separate study must be performed. Above
1.22 keV/layer, the energy transferred to the target in a collision is more
than the threshold displacement energy of the lattice atoms (ca. 23 eV [76])
and pore formation becomes more and more effective. Thus, AD/AG starts
to increase, mirroring the increasing defect size.
Note also that the nuclear stopping power Sn of the projectiles used in
our study (see table 1) is in general very small, of the order of a few 10 eV
per atomic layer. If the energy transferred in a collision is smaller than the
threshold displacement energy of 23 eV, Sn might cause wobbling of the
graphene membrane without creating a defect. This could also give rise to
purification effects, causing desorption of loosely bound contamination atoms
from the graphene sheet. Although the energy deposited by nuclear stopping
is somewhat higher for Si ions of 6 MeV (third value in Fig. 1 (d)) than that
for O ions of 1 and 3 MeV (first and second values in Fig. 1(d)), all these
values are well below the displacement threshold energy, allowing us to safely
exclude nuclear stopping as the reason for decreasing of AD/AG ratio in the
lowest energy range studied here.
In Figure 3 we compare the simulation results with the Raman measure-
ments. The Raman experiments indicate a threshold for damage production
between Se values of 1.22 keV/layer and 1.48 keV/layer. We see a clear cor-
relation within the statistical uncertainty between the experimental AD/AG
ratio and the simulation results of the defect size, obtained using electronic
thermal conductivity Ke 1 Wm
−1K−1. The linear correlation suggests that
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the defects are pore-like, since for that type of defects the Raman active
area and the AD/AG ratio scale linearly with the diameter of the pore. De-
spite the good agreement, we note that in the simulations the trend of the
damage produced by Si ions with the energies 6 MeV, 15 MeV and 35 MeV
differs from the AD/AG curve given by the Raman experiments. In our
simulations we observe smaller damaged area by the Si(15 MeV) and Si(35
MeV) ions than by the Si(6 MeV) ions, even though the former two have
higher stopping powers. The reason for this behaviour lies in the Waligorski
energy distribution formula [54], which gives the radial distribution of the
secondary electrons around the ion track. According to the Waligorski for-
mula, higher velocity ions will transfer on average more momentum to the
secondary electrons and therefore these will travel further. Hence if two ions
have approximately the same stopping power but one of them has higher
velocity, the energy deposition profile for the latter ion will be less localized
at the centre of the track and on average the electron temperatures will be
lower than for the ion with lower velocity. This effect was seen in the bulk
materials [77] and is known as the velocity effect. The velocity effect also
explains why we barely observe any damage by the Si(35 MeV) ions contra-
dictory to the experimental results. However, the experiments are in good
agreement with the work of Zeng et al. [32] where is reported that supported
graphene shows no velocity effect, unlike graphite. These results indicate
the necessity of further development of theoretical models to enable a better
understanding of the velocity effect in two-dimensional materials.
To analyse the effect of doping on the damage production by SHI, we
repeated the simulations with different chemical potentials (EF = 0.01 eV,
EF = 0.20 eV and EF = 0.4 eV). As one can see in Figure 3, the results
showed only small deviation due to the changes in the Fermi energy. The
largest differences were observed in the simulations with low stopping pow-
ers, which have also large statistical uncertainties. In some simulations with
low stopping powers, no damage was observed, increasing considerably the
standard deviation of the data. Experimental and simulation results are
both clearly lower than the value reported in Ref. [16] for the damage forma-
tion threshold, underlining the importance of the temperature dependence
of the parameters of the electronic subsystem as well as the electron-phonon
coupling during the SHI impact.
We chose the case of 84 MeV Ta irradiation (Se 4.9 keV/layer) to demon-
strate more closely the evolution of pore formation in the simulations. The
snapshots of the atomic structure at different times are shown in Fig 4. Right
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Figure 4: Visualization of pore formation in the simulations. Top view of graphene is
presented after irradiation with 84 MeV Ta corresponding to a stopping power of 4.9
keV/layer. The final pore diameter is about 41 A˚.
after the initial energy deposition, defects start to appear in the sample and
a cylindrical area of amorphous material is created at the path of the ion
within the first femtoseconds of the simulation. At 20 fs, the kinetic energy
transferred from the electronic subsystem to the atoms is sufficient to displace
the atoms from their initial lattice sites within a diameter of about 15 A˚. The
energy spreads fast and already at 75 fs the defected area has spread to a
diameter of about 45 A˚. After the initial defect has formed, graphene reknits
or self-organizes [78] itself at the edges, and as a result after about 500 fs the
final defect diameter of about 41 A˚ is reached and a round pore is created.
This pore corresponds to about 460 missing carbon atoms. Atoms detached
from the continuous network are either sputtered, re-deposited as adatoms or
captured at the sides of the created hole. In addition to the large hole-type
defect, vacancies and adatoms can be created during the irradiation. The
total simulation time was 70 ps, allowing relaxation of the structure after
the final defect size had been reached.
As mentioned above, the best agreement with the Raman experimental
results was achieved (see Figure 3) when the specific electronic thermal con-
ductivity Ke of graphene was estimated to be 1 Wm
−1K−1. We note that
this value is well within the range of values reported in the literature [71, 70].
For higher thermal conductivities, Si (6 MeV, Se = 1.22 keV/layer) and Si(15
MeV, See = 1.48 keV/layer) ions do not produce damage in the graphene
layer, and for lower Ke we still do not observe any permanent damage with
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lower stopping power ions O (1 MeV, Se = 0.44 keV/layer) and O (3 MeV,
Se = 0.72 keV/layer) ions.
Higher Ke(Te) rapidly decrease the defect production in graphene, as heat
dissipates faster through the electronic subsystem. With the values close to
300 Wm−1K−1 (the highest reported values in literature [79]) no structural
changes in graphene are seen in the simulations for all studied ions.
5. Conclusions
In this work we described a method to estimate quantitatively the size of
the SHI-induced pore-like defects in suspended graphene by combination of
Raman spectroscopy and two temperature molecular dynamics simulations.
We showed that the irradiation with SHIs of increasing stopping power pro-
duces defects with increasing size in the suspended graphene. According
to our simulations, regardless of the high lattice thermal conductivity of
graphene, interactions during high energy ion irradiation in the MeV range
are enough to produce pore-type defects of diameter size ranging between 1-4
nm in the membrane, which is the pore size required for advanced nanofiltra-
tion concepts aiming e.g. at the desalination of water. The good agreement
between experiments and simulations at high stopping powers suggests that
the Raman signal is due to the formation of pores in the layer. Curiously, at
low electronic stopping power values Raman mapping shows a healing effect.
The defect production threshold for the stopping power is found to be ca.
1.22–1.48 keV/layer. Above this, the defect size sensitively depends on the
stopping power, indicating diameter-selectivity for the created pores. The
simulations with the concurrent two temperature molecular dynamics model
coupling the ionic and electronic subsystems suggest that the electronic ther-
mal conductivity of our graphene samples at high electronic temperatures is
rather small. By comparing predictions of the simulations with the Raman
experiments, we estimated the electronic thermal conductivity of graphene at
high temperatures to be about 1 Wm−1K−1, which is well in the range of val-
ues reported in the literature. The chemical potential proved to have only a
minor effect on the defect size. Controllable modification of graphene atomic
structure opens a way for patterning suspended samples for application pur-
poses, such as creating detectors with high sensitivity and membranes with
unprecendented filtering performance.
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