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Abstract
The upper semicontinuity of random attractors for non-compact random dynamical systems
is proved when the union of all perturbed random attractors is precompact with probability
one. This result is applied to the stochastic Reaction-Diffusion with white noise defined on the
entire space Rn.
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1 Introduction
In this paper, we study the limiting behavior of random attractors of non-compact random dynam-
ical systems as stochastic perturbations approach zero. In particular, we will establish the upper
semicontinuity of random attractors for the stochastically perturbed Reaction-Diffusion equation
defined on the entire space Rn:
du+ (λu−∆u)dt = (f(x, u) + g(x))dt + ǫhdW, (1.1)
where ǫ is a small positive parameter, λ is a fixed positive constant, g and h are given functions
defined on Rn, f is a smooth nonlinear function satisfying some conditions, and W is a two-sided
real-valued Wiener process on a complete probability space.
∗Supported in part by NSF grant DMS-0703521
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By a random attractor we mean a compact and invariant random set which attracts all solutions
when initial times approach minus infinity. The concept of random attractor was introduced in
[12, 13] as extension to stochastic systems of the concept of global attractor for deterministic
equations found in [2, 14, 21, 24, 25], for instance. In the case of bounded domains, random
attractors for stochastic PDEs have been studied by many authors, see, e.g., [6, 7, 8, 9, 10, 11, 12, 13,
17, 18, 19, 20, 22, 23, 27, 28] and the references therein. In these papers, the asymptotic compactness
of random dynamical systems follows directly from the compactness of Sobolev embeddings in
bounded domains. This is the key to prove the existence of random attractors for PDEs defined
in bounded domains. Since Sobolev embeddings are not compact on unbounded domains, the
random dynamical systems associated with PDEs in this case are non-compact, and the asymptotic
compactness of solutions cannot be obtained simply from these embeddings. This is a reason why
there are only a few results on existence of random attractors for PDEs defined on unbounded
domains. Nevertheless, the existence of such attractors for some stochastic PDEs on unbounded
domains has been proved in [4, 26] recently. The asymptotic compactness and existence of absorbing
sets for the stochastic Navier-Stokes equations on unbounded domains were established in [5].
In this paper, we will examine the limiting behavior of random attractors for the stochastically
perturbed Reaction-Diffusion equation (1.1) defined on Rn when ǫ→ 0, and prove the upper semi-
continuity of these perturbed random attractors. In the deterministic case, the upper semicontinuity
of global attractors were investigated in [14, 15, 16, 25] and many others. For stochastic PDEs de-
fined in bounded domains, this problem has been studied by the authors of [9, 10, 19, 20, 22]. To
the best of our knowledge, there is no result reported in the literature on the upper semicontinuity
of random attractors for stochastic PDEs defined on unbounded domains. The purpose of this
paper is to prove such a result for equation (1.1) on Rn. Of course, the main difficulty here is
the non-compactness of Sobolev embeddings on Rn. In this paper, we will overcome the obstacles
caused by the non-compactness of embeddings by using uniform estimates for far-field values of
functions inside the perturbed random attractors. Actually, by a cut-off technique, we will show
that the values of all functions in all perturbed random attractors are uniformly convergent to zero
(in a sense) when spatial variables approach infinity (see the proof of Lemma 6.1 for more details).
The outline of this paper is as follows. We recall the basic random attractors theory in the
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next section, and prove a result on the upper semicontinuity of random attractors in Section 3.
This result works for non-compact random dynamical systems corresponding to stochastic PDEs
defined on unbounded domains. In Section 4, we define a continuous random dynamical system for
equation (1.1) in L2(Rn). The uniform estimates of solutions for the equation are given in Section
5. Finally, we prove the upper semicontinuity of random attractors for (1.1) in the last section.
We denote by ‖ · ‖ and (·, ·) the norm and the inner product in L2(Rn) and use ‖ · ‖p to denote
the norm in Lp(Rn). Otherwise, the norm of a general Banach space X is written as ‖ · ‖X . The
letters c and ci (i = 1, 2, . . .) are generic positive constants which may change their values from line
to line or even in the same line.
2 Random attractors
We recall some basic concepts related to random attractors for stochastic dynamical systems. The
reader is referred to [1, 3, 11, 13] for more details.
Let (X, ‖ · ‖X) be a Banach space with Borel σ-algebra B(X), and let (Ω,F , P ) be a probability
space.
Definition 2.1. (Ω,F , P, (θt)t∈R) is called a metric dynamical system if θ : R × Ω → Ω is
(B(R) × F ,F)-measurable, θ0 is the identity on Ω, θs+t = θt ◦ θs for all s, t ∈ R and θtP = P for
all t ∈ R.
Definition 2.2. A continuous random dynamical system (RDS) on X over a metric dynamical
system (Ω,F , P, (θt)t∈R) is a mapping
φ : R+ × Ω×X → X, (t, ω, x) 7→ φ(t, ω, x),
which is (B(R+)×F × B(X),B(X))-measurable and satisfies, for P -a.e. ω ∈ Ω,
(i) φ(0, ω, ·) is the identity on X;
(ii) φ(t+ s, ω, ·) = φ(t, θsω, ·) ◦ φ(s, ω, ·) for all t, s ∈ R+;
(iii) φ(t, ω, ·) : X → X is continuous for all t ∈ R+.
Hereafter, we always assume that φ is a continuous RDS on X over (Ω,F , P, (θt)t∈R).
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Definition 2.3. A random bounded set {B(ω)}ω∈Ω of X is called tempered with respect to (θt)t∈R
if for P -a.e. ω ∈ Ω,
lim
t→∞ e
−βt‖B(θ−tω)‖X = 0 for all β > 0,
where ‖B‖X = sup
x∈B
‖x‖X .
Definition 2.4. Let D be a collection of random subsets of X. Then D is called inclusion-closed
if D = {D(ω)}ω∈Ω ∈ D and D˜ = {D˜(ω)}ω∈Ω with D˜(ω) ⊆ D(ω) for all ω ∈ Ω imply that D˜ ∈ D.
Definition 2.5. Let D be a collection of random subsets of X and {K(ω)}ω∈Ω ∈ D. Then
{K(ω)}ω∈Ω is called a random absorbing set for φ in D if for every B ∈ D and P -a.e. ω ∈ Ω, there
exists T (B,ω) > 0 such that
φ(t, θ−tω,B(θ−tω)) ⊆ K(ω) for all t ≥ T (B,ω).
Definition 2.6. Let D be a collection of random subsets of X. Then φ is said to be D-pullback
asymptotically compact in X if for P -a.e. ω ∈ Ω, {φ(tn, θ−tnω, xn)}∞n=1 has a convergent subse-
quence in X whenever tn →∞, and xn ∈ B(θ−tnω) with {B(ω)}ω∈Ω ∈ D.
Definition 2.7. Let D be a collection of random subsets of X. Then a random set {A(ω)}ω∈Ω
of X is called a D-random attractor (or D-pullback attractor) for φ if the following conditions are
satisfied, for P -a.e. ω ∈ Ω,
(i) A(ω) is compact, and ω 7→ d(x,A(ω)) is measurable for every x ∈ X;
(ii) {A(ω)}ω∈Ω is invariant, that is,
φ(t, ω,A(ω)) = A(θtω), ∀ t ≥ 0;
(iii) {A(ω)}ω∈Ω attracts every set in D, that is, for every B = {B(ω)}ω∈Ω ∈ D,
lim
t→∞ dist(φ(t, θ−tω,B(θ−tω)),A(ω)) = 0,
where dist(·, ·) is the Hausdorff semi-metric given by dist(Y,Z) = sup
y∈Y
inf
z∈Z
‖y− z‖X for any Y ⊆ X
and Z ⊆ X.
The following existence result for a random attractor for a continuous RDS can be found in
[3, 4, 13].
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Proposition 2.8. Let D be an inclusion-closed collection of random subsets of X and φ a con-
tinuous RDS on X over (Ω,F , P, (θt)t∈R). Suppose that {K(ω)}ω∈K is a closed random absorbing
set for φ in D and φ is D-pullback asymptotically compact in X. Then φ has a unique D-random
attractor {A(ω)}ω∈Ω which is given by
A(ω) =
⋂
τ≥0
⋃
t≥τ
φ(t, θ−tω,K(θ−tω)).
3 Upper semicontinuity of random attractors
In this section, we establish the upper semicontinuity of random attractors when small random
perturbations approach zero. Let (X, ‖·‖X ) be a Banach space and Φ be an autonomous dynamical
system defined on X. Given ǫ > 0, suppose Φǫ is a random dynamical system over a metric system
(Ω,F , P, (θt)t∈R). We further suppose that for P -a.e. ω ∈ Ω, t ≥ 0, ǫn → 0, and xn, x ∈ X with
xn → x, the following holds:
lim
n→∞Φǫn(t, ω, xn) = Φ(t)x. (3.1)
Let D be a collection of subsets of X. Given ǫ > 0, suppose that Φǫ has a random attractor
Aǫ = {Aǫ(ω)}ω∈Ω ∈ D and a random absorbing set Eǫ = {Eǫ(ω)}ω∈Ω ∈ D such that for some
deterministic positive constant c and for P -a.e. ω ∈ Ω,
lim sup
ǫ→0
‖Eǫ(ω)‖X ≤ c, (3.2)
where ‖Eǫ(ω)‖X = sup
x∈Eǫ(ω)
‖x‖X . We also assume that there exists ǫ0 > 0 such that for P -a.e.
ω ∈ Ω, ⋃
0<ǫ≤ǫ0
Aǫ(ω) is precompact in X. (3.3)
Let A0 be the global attractor of Φ in X, which means that A0 is compact and invariant and
attracts every bounded subset of X uniformly. Then the relationships between Aǫ and A0 are
given by the following theorem.
Theorem 3.1. Suppose (3.1)-(3.3) hold. Then for P -a.e. ω ∈ Ω,
dist(Aǫ(ω),A0)→ 0, as ǫ→ 0. (3.4)
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Proof. We argue by contradiction. If (3.4) is not true, then there δ > 0 and a sequence {xn}∞n=1
with xn ∈ Aǫn(ω) and ǫn → 0 such that
dist(xn,A0) ≥ δ. (3.5)
It follows from (3.3) that there are y0 ∈ X and a subsequence of {xn}∞n=1 (still denoted by {xn}∞n=1)
such that
lim
n→∞xn = y0. (3.6)
Next we prove y0 ∈ A0. To this end, we take a sequence {tm}∞m=1 with tm →∞. By the invariance
of Aǫn we find that there exists a sequence {x1,n}∞n=1 with x1,n ∈ Aǫn(θ−t1ω) such that
xn = Φǫn(t1, θ−t1ω, x1,n), ∀ n ≥ 1. (3.7)
By (3.3) again, there exist y1 ∈ X and a subsequence of {x1,n}∞n=1 (still denoted by {x1,n}∞n=1) such
that
lim
n→∞x1,n = y1. (3.8)
By (3.1) and (3.8) we find that
lim
n→∞Φǫn(t1, θ−t1ω, x1,n) = Φ(t1)y1. (3.9)
It follows from (3.6)-(3.7) and (3.9) that
y0 = Φ(t1)y1. (3.10)
Since x1,n ∈ Aǫn(θ−t1ω) and Aǫn(θ−t1ω) ⊆ Eǫn(θ−t1ω), by (3.2) we get
lim sup
n→∞
‖x1,n‖X ≤ lim sup
n→∞
‖Eǫn(θ−t1ω)‖X ≤ c. (3.11)
By (3.8) and (3.11) we find that
‖y1‖X ≤ c.
Similarly, for each m ≥ 2, repeating the above procedure, we can find that there is ym ∈ X such
that
y0 = Φ(tm)ym, ∀ m ≥ 2, (3.12)
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and
‖ym‖X ≤ c, ∀ m ≥ 2. (3.13)
Since tm →∞, (3.12) and (3.13) imply that y0 ∈ A0. Therefore, by (3.6) we have
dist(xn,A) ≤ dist(xn, y0)→ 0,
a contradiction with (3.5). This completes the proof.
We remark that the upper semicontinuity of random attractors for stochastic PDEs as pertur-
bations of autonomous, non-autonomous and random systems was first proved by the authors in
[9], [10] and [22], respectively. The conditions (3.1)-(3.3) of this paper are close but different from
that given in [9, 10, 22]. For instance, the following condition is essentially assumed in [9, 10, 22]
(see Theorem 2 on page 1562 in [9], Theorem 3.1 on page 496 in [10], and Theorem 2 on page 655
in [22]): there exists a compact set K such that, P -a.s.
lim
ǫ→0
dist(Aǫ(ω),K) = 0. (3.14)
For parabolic PDEs defined in bounded domains, the solution operators are compact, which follows
from the regularity of solutions and the compactness of Sobolev embeddings. In that case, the
existence of the compact set K satisfying condition (3.14) can be obtained by the existence of
bounded absorbing sets in a space with higher regularity (see [9, 10, 22]). However, this method
does not work for PDEs defined on unbounded domains because Sobolev embeddings are no longer
compact in this case. Therefore, in the case of unbounded domains, it is difficult to find a compact
set K which satisfies (3.14). In this paper, we require condition (3.3) rather than (3.14). As proved
in Section 6 of this paper, the condition (3.3) is indeed fulfilled for the parabolic equation (1.1)
defined on the unbounded domain Rn, and hence the upper semicontinuity of the random attractors
follows from Theorem 3.1 immediately.
4 Stochastic Reaction-Diffusion equations on Rn
In this paper, we will investigate the upper semicontinuity of random attractors of the stochas-
tic Reaction-Diffusion equation defined on Rn. Given a small positive parameter ǫ, consider the
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following stochastically perturbed equation:
du+ (λu−∆u)dt = (f(x, u) + g(x))dt + ǫh dW, x ∈ Rn, t > 0, (4.1)
with the initial condition:
u(x, 0) = u0(x), x ∈ Rn. (4.2)
Here ǫ and λ are positive constants, g is a given function in L2(Rn), h ∈ H2(Rn) ∩W 2,p(Rn) for
some p ≥ 2, W is a two-sided real-valued Wiener process on a complete probability space (Ω,F , P ),
where P is the Wiener distribution, Ω is a subset of {ω ∈ C(R,R) : ω(0) = 0} with P (Ω) = 1, and
F is a σ-algebra. In addition, the space (Ω,F , P ) is invariant under the Wiener shift:
θtω(·) = ω(·+ t)− ω(t), ω ∈ Ω, t ∈ R.
This means that (Ω,F , P, (θt)t∈R) is a metric dynamical system (see, e.g., [9, 23] for existence of
this space).
Consider the one-dimensional Ornstein-Uhlenbeck equation:
dy + λydt = dW (t). (4.3)
One may easily check that a solution to (4.3) is given by
y(θtω) = −λ
∫ 0
−∞
eλτ (θtω)(τ)dτ, t ∈ R.
Note that the random variable |y(ω)| is tempered and y(θtω) is P -a.e. continuous. Therefore, it
follows from Proposition 4.3.3 in [1] that there exists a tempered function r(ω) > 0 such that
|y(ω)|2 + |y(ω)|p ≤ r(ω), (4.4)
where r(ω) satisfies, for P -a.e. ω ∈ Ω,
r(θtω) ≤ e
λ
2
|t|r(ω), t ∈ R. (4.5)
Then it follows from (4.4)-(4.5) that, for P -a.e. ω ∈ Ω,
|y(θtω)|2 + |y(θtω)|p ≤ e
λ
2
|t|r(ω), t ∈ R. (4.6)
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Let z(θtω) = hy(θtω) and v(t) = u(t)− ǫz(θtω) where u is a solution of problem (4.1)-(4.2). Then
v satisfies
∂v
∂t
+ λv −∆v = f(x, v + ǫz(θtω)) + g + ǫ∆z(θtω). (4.7)
In this paper, we assume that the nonlinearity f satisfies the following conditions: For all x ∈ Rn
and s ∈ R,
f(x, s)s ≤ −α1|s|p + ψ1(x), (4.8)
|f(x, s)| ≤ α2|s|p−1 + ψ2(x), (4.9)
∂f
∂s
(x, s) ≤ β, (4.10)
|∂f
∂x
(x, s)| ≤ ψ3(x), (4.11)
where α1, α2 and β are positive constants, ψ1 ∈ L1(Rn)∩L∞(Rn), and ψ2 ∈ L2(Rn)∩Lq(Rn) with
1
q
+ 1
p
= 1, and ψ3 ∈ L2(Rn).
It follows from [4] that, under conditions (4.8)-(4.11), for P -a.e. ω ∈ Ω and for all v0 ∈ L2(Rn),
(4.7) has a unique solution v(·, ω, v0) ∈ C([0,∞), L2(Rn))
⋂
L2((0, T ),H1(Rn)) with v(0, ω, v0) = v0
for every T > 0. Furthermore , the solution is continuous with respect to v0 in L
2(Rn) for all t ≥ 0.
Let
u(t, ω, u0) = v(t, ω, v0) + ǫz(θtω), where v0 = u0 − ǫz(ω). (4.12)
We can associate a random dynamical system Φǫ with problem (4.1)-(4.2) via u for each ǫ > 0,
where Φǫ : R
+ × Ω× L2(Rn)→ L2(Rn) is given by
Φǫ(t, ω, u0) = u(t, ω, u0), for every (t, ω, u0) ∈ R+ × Ω× L2(Rn). (4.13)
Then Φǫ is a continuous random dynamical system over (Ω,F , P, (θt)t∈R) in L2(Rn). In the sequel,
we always assume that D is a collection of random subsets of L2(Rn) given by
D = {D = {D(ω)}ω∈Ω, D(ω) ⊆ L2(Rn) and e−
1
2
λt‖B(θ−tω)‖ → 0 as t→∞}, (4.14)
where
‖B(θ−tω)‖ = sup
u∈B(θ−tω)
‖u‖.
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In [4], the authors proved that Φǫ has a D-pullback random attractor if D is the collection of all
tempered random subsets of L2(Rn). Following the arguments of [4], we can also prove that Φǫ
has a unique D-pullback random attractor {Aǫ(ω)}ω∈Ω when D is given by (4.14) (the existence of
{Aǫ(ω)}ω∈Ω in this case is also implied by the estimates given in Section 5 of this paper). When
ǫ = 0, problem (4.1)-(4.2) defines a continuous deterministic dynamical system Φ in L2(Rn). In
this case, the results of [4] imply that Φ has a unique global attractor A in L2(Rn). The purpose
of this paper is to establish the relationships of {Aǫ(ω)}ω∈Ω and A when ǫ→ 0.
5 Uniform estimates of solutions
In this section, we derive uniform estimates of solutions with respect to the small parameter ǫ.
These estimates are useful for proving the semicontinuity of the perturbed random attractors.
Here and after, we always assume that D is the collection of random subsets of L2(Rn) given in
(4.14).
Lemma 5.1. Let 0 < ǫ ≤ 1, g ∈ L2(Rn) and (4.8)-(4.11) hold. Then for every B = {B(ω)}ω∈Ω ∈ D
and P -a.e. ω ∈ Ω, there is T (B,ω) > 0, independent of ǫ, such that for all v0(θ−tω) ∈ B(θ−tω),
‖v(t, θ−tω, v0(θ−tω))‖2 ≤ e−λt‖v0(θ−tω)‖2 + c+ ǫcr(ω), ∀ t ≥ 0,
∫ t
0
eλ(τ−t)‖∇v(τ, θ−tω, v0(θ−tω))‖2dτ ≤ e−λt‖v0(θ−tω)‖2 + c+ ǫcr(ω), ∀ t ≥ 0,
and ∫ t
0
eλ(τ−t)‖u(τ, θ−tω, u0(θ−tω))‖ppdτ ≤ c+ ǫcr(ω), ∀ t ≥ T (B,ω),
where c is a positive deterministic constant independent of ǫ, and r(ω) is the tempered function in
(4.4).
Proof. The idea of proof is similar to that given in [4], but now we have to pay attention to how
the estimates depend on the parameter ǫ. Multiplying (4.7) by v and then integrating over Rn, we
find that
1
2
d
dt
‖v‖2 + λ‖v‖2 + ‖∇v‖2 =
∫
Rn
f(x, v + ǫz(θtω)) vdx+ (g, v) + ǫ(∆z(θtω), v). (5.1)
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For the nonlinear term, by (4.8)-(4.9) we obtain
∫
Rn
f(x, v+ ǫz(θtω)) vdx =
∫
Rn
f(x, v+ ǫz(θtω)) (v+ ǫz(θtω))dx− ǫ
∫
Rn
f(x, v+ ǫz(θtω)) z(θtω)dx
≤ −α1
∫
Rn
|u|pdx+
∫
Rn
ψ1(x)dx − ǫ
∫
Rn
f(x, u) z(θtω)dx
≤ −1
2
α1‖u‖pp + ǫc2(‖z(θtω)‖pp + ‖z(θtω)‖2) + c3, (5.2)
where c2 and c3 do not depend on ǫ. Similarly, the remaining terms on the right-hand side of (5.1)
are bounded by
‖g‖‖v‖ + ǫ‖∇z(θtω)‖‖∇v‖ ≤ 1
2
λ‖v‖2 + 1
2λ
‖g‖2 + 1
2
ǫ‖∇z(θtω)‖2 + 1
2
‖∇v‖2. (5.3)
Then it follows from (5.1)-(5.3) that
d
dt
‖v‖2 + λ‖v‖2 + ‖∇v‖2 + α1‖u‖pp ≤ ǫc4(‖z(θtω)‖pp + ‖z(θtω)‖2 + ‖∇z(θtω)‖2) + c5. (5.4)
Note that z(θtω) = hy(θtω) and h ∈ H2(Rn) ∩W 2,p(Rn). Then we have
‖z(θtω)‖pp + ‖z(θtω)‖2 + ‖∇z(θtω)‖2 ≤ c6(|y(θtω)|p + |y(θtω)|2) = p1(θtω). (5.5)
By (4.6), we find that for P -a.e. ω ∈ Ω,
p1(θτω) ≤ c6e
1
2
λ|τ |r(ω), ∀ τ ∈ R. (5.6)
It follows from (5.4)-(5.5) that, for all t ≥ 0,
d
dt
‖v‖2 + λ‖v‖2 + ‖∇v‖2 + α1‖u‖pp ≤ ǫc4p1(θtω) + c5. (5.7)
Multiplying (5.7) by eλt and then integrating the inequality, we get that, for all t ≥ 0,
‖v(t, ω, v0(ω))‖2 +
∫ t
0
eλ(τ−t)‖∇v(τ, ω, v0(ω))‖2dτ + α1
∫ t
0
eλ(τ−t)‖u(τ, ω, u0(ω))‖ppdτ
≤ e−λt‖v0(ω)‖2 + ǫc4
∫ t
0
eλ(τ−t)p1(θτω)dτ + c7. (5.8)
By replacing ω by θ−tω, we get from (5.8) and (5.6) that, for all t ≥ 0,
‖v(t, θ−tω, v0(θ−tω))‖2+
∫ t
0
eλ(τ−t)‖∇v(τ, θ−tω, v0(θ−tω))‖2dτ+α1
∫ t
0
eλ(τ−t)‖u(τ, θ−tω, u0(θ−tω))‖ppdτ
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≤ e−λt‖v0(θ−tω)‖2 + ǫc4
∫ t
0
eλ(τ−t)p1(θτ−tω)ds+ c7 ≤ e−λt‖v0(θ−tω)‖2 + ǫc9r(ω) + c7. (5.9)
Since v0(θ−tω) ∈ D, there is T = T (B,ω), independent of ǫ, such that for all t ≥ T ,
e−λt‖v0(θ−tω)‖2 ≤ 1,
which along with (5.9) implies the lemma.
As a consequence of Lemma 5.1, we have the following estimates for u.
Lemma 5.2. Let 0 < ǫ ≤ 1, g ∈ L2(Rn) and (4.8)-(4.11) hold. Then for every B = {B(ω)}ω∈Ω ∈ D
and P -a.e. ω ∈ Ω, there is T (B,ω) > 0, independent of ǫ, such that for all t ≥ T (B,ω) and
u0(θ−tω) ∈ B(θ−tω),
‖u(t, θ−tω, u0(θ−tω))‖2 ≤ c+ ǫcr(ω),
and ∫ t+1
t
‖∇u(τ, θ−t−1ω, u0(θ−t−1ω))‖2dτ ≤ c+ ǫcr(ω),
where c is a positive deterministic constant independent of ǫ, and r(ω) is the tempered function in
(4.4).
Proof. It follows from (4.12) and Lemma 5.1 that
‖u(t, θ−tω, u0(θ−tω))‖2 ≤ 2‖v(t, θ−tω, u0(θ−tω)− ǫz(θ−tω))‖2 + 2ǫ2‖z(ω)‖2
≤ 4e−λt(‖u0(θ−tω)‖2 + ‖z(θ−tω)‖2) + c+ ǫcr(ω), (5.10)
where we have used (4.4) and the fact 0 < ǫ ≤ 1. Since u0(θ−tω) ∈ B(θ−tω) and ‖z(ω)‖2 is
tempered, there is T (B,ω) > 0, independent of ǫ, such that for all t ≥ T (B,ω),
e−λt(‖u0(θ−tω)‖2 + ‖z(θ−tω)‖2) ≤ 1, (5.11)
which along with (5.10) implies that, for all t ≥ T (B,ω),
‖u(t, θ−tω, u0(θ−tω))‖2 ≤ 4 + c+ ǫcr(ω). (5.12)
Similarly, we have
‖∇u(τ, θ−t−1ω, u0(θ−t−1ω))‖2 = ‖∇v(τ, θ−t−1ω, u0(θ−t−1ω)− ǫz(θ−t−1ω)) + ǫ∇z(θτ−t−1ω)‖2
12
≤ 2‖∇v(τ, θ−t−1ω, u0(θ−t−1ω)− ǫz(θ−t−1ω))‖2 + 2ǫ2‖∇z(θτ−t−1ω)‖2 (5.13)
For τ ∈ (t, t+ 1), by (4.6) we find that
‖∇z(θτ−t−1ω)‖2 ≤ c|y(θτ−t−1ω)|2 ≤ ce
λ
2 r(ω). (5.14)
By (5.13) and (5.14), we get
‖∇u(τ, θ−t−1ω, u0(θ−t−1ω))‖2 ≤ 2‖∇v(τ, θ−t−1ω, u0(θ−t−1ω)− ǫz(θ−t−1ω))‖2 + ǫcr(ω).
Integrating the above with respect to τ in (t, t+ 1) we obtain
∫ t+1
t
‖∇u(τ, θ−t−1ω, u0(θ−t−1ω))‖2dτ
≤ 2
∫ t+1
t
‖∇v(τ, θ−t−1ω, u0(θ−t−1ω)− ǫz(θ−t−1ω))‖2dτ + ǫcr(ω). (5.15)
Given t ≥ 0, replacing t by t+ 1 in Lemma 5.1 we find that
∫ t+1
t
eλ(τ−t−1)‖∇v(τ, θ−t−1ω, u0(θ−t−1ω)− ǫz(θ−t−1ω))‖2dτ
≤ 2e−λ(t+1)(‖u0(θ−t−1ω)‖2 + ‖z(θ−t−1ω)‖2) + c+ ǫcr(ω). (5.16)
Replacing t by t + 1 in (5.11), we find that the first term on the right-hand side of (5.16) is less
than 2 when t ≥ T (B,ω). Therefore, we have, for all t ≥ T (B,ω),
∫ t+1
t
eλ(τ−t−1)‖∇v(τ, θ−t−1ω, u0(θ−t−1ω)− ǫz(θ−t−1ω))‖2dτ ≤ 2 + c+ ǫcr(ω).
Since eλ(τ−t−1) ≥ e−λ for τ ∈ (t, t+ 1), the above implies that, for all t ≥ T (B,ω),
∫ t+1
t
‖∇v(τ, θ−t−1ω, u0(θ−t−1ω)− ǫz(θ−t−1ω))‖2dτ ≤ eλ(2 + c+ ǫcr(ω)). (5.17)
It follows from (5.15) and (5.17) that, for all t ≥ T (B,ω),
∫ t+1
t
‖∇u(τ, θ−t−1ω, u0(θ−t−1ω))‖2dτ ≤ c+ ǫcr(ω),
which along with (5.12) concludes the proof.
We are now in a position to establish the uniform estimates of solutions in H1(Rn).
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Lemma 5.3. Let 0 < ǫ ≤ 1, g ∈ L2(Rn) and (4.8)-(4.11) hold. Then for every B = {B(ω)}ω∈Ω ∈
D and P -a.e. ω ∈ Ω, there is T (B,ω) > 0, independent of ǫ, such that for all t ≥ T (B,ω),
u0(θ−tω) ∈ B(θ−tω) and v0(θ−tω) = u0(θ−tω)− ǫz(ω),
‖∇v(t, θ−tω, v0(θ−tω))‖2 ≤ c+ ǫcr(ω),
and
‖∇u(t, θ−tω, u0(θ−tω))‖2 ≤ c+ ǫcr(ω),
where c is a positive deterministic constant independent of ǫ, and r(ω) is the tempered function in
(4.4).
Proof. Taking the inner product of (4.7) with ∆v in L2(Rn), we get that
1
2
d
dt
‖∇v‖2 + λ‖∇v‖2 + ‖∆v‖2 = −
∫
Rn
f(x, u)∆vdx− (g + ǫ∆z(θtω),∆v). (5.18)
By (4.9)-(4.11), the first term on the right-hand side of (5.18) satisfies
−
∫
Rn
f(x, u) ∆vdx = −
∫
Rn
f(x, u) ∆udx+ ǫ
∫
Rn
f(x, u) ∆z(θtω)dx
=
∫
Rn
∂f
∂x
(x, u) ∇udx+
∫
Rn
∂f
∂u
(x, u) |∇u|2dx+ ǫ
∫
Rn
f(x, u)∆z(θtω)dx
≤ c (‖∇u‖2 + ‖u‖pp)+ ǫc (‖∆z(θtω)‖2 + ‖∆z(θtω)‖pp)+ c, (5.19)
where we have used the fact 0 < ǫ ≤ 1. For the last term on the right-hand side of (5.18), we have
|(g,∆v)| + ǫ|(∆z(θtω),∆v)| ≤ 1
2
‖∆v‖2 + ‖g‖2 + ǫ‖∆z(θtω)‖2. (5.20)
It follows from (5.18)-(5.20) that, for all t ≥ 0,
d
dt
‖∇v‖2 ≤ c (‖∇u‖2 + ‖u‖pp)+ ǫc (‖∆z(θtω)‖2 + ‖∆z(θtω)‖pp)+ c
≤ c (‖∇u‖2 + ‖u‖pp)+ ǫcp2(θtω) + c, (5.21)
where p2(θtω) = ‖∆z(θtω)‖2 + ‖∆z(θtω)‖pp. Let T (B,ω) be the constant in Lemma 5.2, fix t ≥
T (B,ω) and s ∈ (t, t+ 1). Integrating (5.21) in (s, t+ 1) we find that
‖∇v(t+ 1, ω, v0(ω))‖2 ≤ ‖∇v(s, ω, v0(ω))‖2 + ǫc
∫ t+1
s
p2(θτω)dτ
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+c
∫ t+1
s
(‖∇u(τ, ω, u0(ω))‖2 + ‖u(τ, ω, u0(ω))‖pp) dτ + c.
≤ ‖∇v(s, ω, v0(ω))‖2 + ǫc
∫ t+1
t
p2(θτω)dτ
+c
∫ t+1
t
(‖∇u(τ, ω, u0(ω))‖2 + ‖u(τ, ω, u0(ω))‖pp) dτ + c.
Integrating the above with respect to s in (t, t+ 1), we have
‖∇v(t+ 1, ω, v0(ω))‖2 ≤
∫ t+1
t
‖∇v(s, ω, v0(ω))‖2ds+ ǫc
∫ t+1
t
p2(θτω)dτ
+c
∫ t+1
t
(‖∇u(τ, ω, u0(ω))‖2 + ‖u(τ, ω, u0(ω))‖pp) dτ + c.
Now replacing ω by θ−t−1ω, we get that
‖∇v(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖2
≤
∫ t+1
t
‖∇v(s, θ−t−1ω, v0(θ−t−1ω))‖2ds+ ǫc
∫ t+1
t
p2(θτ−t−1ω)dτ
+ c
∫ t+1
t
(‖∇u(τ, θ−t−1ω, u0(θ−t−1ω))‖2 + ‖u(τ, θ−t−1ω, u0(θ−t−1ω))‖pp) dτ + c. (5.22)
Replacing t by t+ 1 in Lemma 5.1, we find that there exists T1 = T1(B,ω) > 0, independent of ǫ,
such that for all t ≥ T1,
∫ t+1
t
eλ(τ−t−1)‖∇v(τ, θ−t−1ω, v0(θ−t−1ω))‖2dτ ≤ c+ ǫcr(ω), (5.23)
and ∫ t+1
t
eλ(τ−t−1)‖u(τ, θ−t−1ω, u0(θ−t−1ω))‖ppdτ ≤ c+ ǫcr(ω). (5.24)
Since eλ(τ−t−1) ≥ e−λ for τ ∈ (t, t+ 1), we obtain from (5.23)-(5.24) that, for all t ≥ T1,
∫ t+1
t
(‖∇v(τ, θ−t−1ω, v0(θ−t−1ω))‖2 + ‖u(τ, θ−t−1ω, u0(θ−t−1ω))‖pp)dτ ≤ ceλ(1 + ǫr(ω)). (5.25)
It follows from (5.22), (5.25) and Lemma 5.2 that, there is T2 = T2(B,ω) > 0, independent of ǫ,
such that for all t ≥ T2,
‖∇v(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖2 ≤ c1 + ǫc2r(ω) + ǫc
∫ 0
−1
p2(θτω)dτ
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≤ c1 + ǫc2r(ω) + ǫc3
∫ 0
−1
e−
λ
2
τr(ω)dτ ≤ c1 + ǫc4r(ω), (5.26)
where we have used (4.6). From (4.12) and (5.26) we have, for all t ≥ T2,
‖∇u(t+ 1, θ−t−1ω, u0(θ−t−1ω))‖2 ≤ c5 + ǫc6r(ω). (5.27)
The lemma then follows from (5.26) and (5.27).
Next, we derive uniform estimates of solutions for large space and time variables. Particularly,
we show how these estimates depend on the small parameter ǫ.
Lemma 5.4. Let 0 < ǫ ≤ 1, g ∈ L2(Rn) and (4.8)-(4.11) hold. Suppose B = {B(ω)}ω∈Ω ∈ D
and u0(ω) ∈ B(ω). Then for every η > 0 and P -a.e. ω ∈ Ω, there exist T = T (B,ω, η) > 0 and
R = R(ω, η) > 0 such that for all t ≥ T ,
∫
|x|≥R
|u(t, θ−tω, u0(θ−tω))(x)|2dx ≤ η,
where T (B,ω, η) and R(ω, η) do not depend on ǫ.
Proof. Let ρ be a smooth function defined on R+ such that 0 ≤ ρ(s) ≤ 1 for all s ∈ R+, and
ρ(s) =
{
0 for 0 ≤ s ≤ 1;
1 for s ≥ 2.
Then there exists a positive constant c such that |ρ′(s)| ≤ c for all s ∈ R+.
Taking the inner product of (4.7) with ρ( |x|
2
k2
)v in L2(Rn), we obtain that
1
2
d
dt
∫
Rn
ρ(
|x|2
k2
)|v|2dx+ λ
∫
Rn
ρ(
|x|2
k2
)|v|2dx+
∫
Rn
|∇v|2ρ( |x|
2
k2
)dx
=
∫
Rn
f(x, u)ρ(
|x|2
k2
)vdx−
∫
Rn
vρ′(
|x|2
k2
)
2x
k2
· ∇vdx+
∫
Rn
(g + ǫ∆z(θtω)) ρ(
|x|2
k2
)vdx. (5.28)
By (4.8) and (4.9), the first term on the right-hand side of (5.28) satisfies
∫
Rn
f(x, u)ρ(
|x|2
k2
)vdx =
∫
Rn
f(x, u)ρ(
|x|2
k2
)udx− ǫ
∫
Rn
f(x, u)ρ(
|x|2
k2
)z(θtω)dx
≤ −1
2
α1
∫
Rn
|u|pρ( |x|
2
k2
)dx+
∫
Rn
ψ1ρ(
|x|2
k2
)dx
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+
1
2
∫
Rn
ψ22ρ(
|x|2
k2
)dx+ ǫc
∫
Rn
(|z(θtω)|p + |z(θtω)|2) ρ( |x|2
k2
)dx. (5.29)
Note that the second term on the right-hand side of (5.28) is bounded by
|
∫
Rn
vρ′(
|x|2
k2
)
2x
k2
· ∇vdx| = |
∫
k≤|x|≤√2k
vρ′(
|x|2
k2
)
2x
k2
· ∇vdx|
≤ 2
√
2
k
∫
k≤|x|≤√2k
|v| |ρ′( |x|
2
k2
)| |∇v|dx ≤ c
k
(‖v‖2 + ‖∇v‖2). (5.30)
For the last term on the right-hand side of (5.28), we have
|
∫
Rn
(g+ǫ∆z(θtω))ρ(
|x|2
k2
)vdx| ≤ 1
2
λ
∫
Rn
ρ(
|x|2
k2
)|v|2dx+ 1
λ
∫
Rn
(g2+ǫ2|∆z(θtω)|2)ρ( |x|
2
k2
)dx. (5.31)
It follows from (5.28)-(5.31) that
d
dt
∫
Rn
ρ(
|x|2
k2
)|v|2dx+ λ
∫
Rn
ρ(
|x|2
k2
)|v|2dx
≤ c
k
(‖∇v‖2 + ‖v‖2) + c
∫
Rn
(|ψ1|+ |ψ2|2 + g2) ρ( |x|2
k2
)dx
+ ǫc
∫
Rn
(|∆z(θtω)|2 + |z(θtω)|2 + |z(θtω)|p) ρ( |x|2
k2
)dx. (5.32)
Then using Lemmas 5.1-5.3 and following the process of [4], after detailed calculations we find that,
given η > 0, there exist T = T (B,ω, η) and R = R(B, η), which are independent of ǫ, such that for
all t ≥ T and k ≥ R, ∫
|x|≥k
|v(t, θ−tω, v0(θ−tω))|2dx ≤ η,
which along with (4.12) implies the lemma.
6 Upper semicontinuity of random attractors for Reaction-Diffusion
equations on Rn
In this section, we prove the upper semicontinuity of random attractors for the Reaction-Diffusion
equation defined on Rn when the stochastic perturbations approach zero. To this end, we first
establish the convergence of solutions of problem (4.1)-(4.2) when ǫ → 0, and then show that the
union of all perturbed random attractors is precompact in L2(Rn).
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To indicate dependence of solutions on ǫ, in this section, we write the solution of problem (4.1)-
(4.2) as uǫ, and the corresponding cocycle as Φǫ. Given 0 < ǫ ≤ 1, it follows from Lemma 5.2 that,
for every B = {B(ω)}ω∈Ω ∈ D and P -a.e. ω ∈ Ω, there exists T = T (B,ω) > 0, independent of ǫ,
such that for all t ≥ T ,
‖Φǫ(t, θ−tω,B(θ−tω))‖ ≤M + ǫMr(ω), (6.1)
where M is a positive deterministic constant independent of ǫ, and r(ω) is the tempered function
in (4.4). Denote by
Kǫ(ω) = {u ∈ L2(Rn) : ‖u‖ ≤M + ǫMr(ω)}, (6.2)
and
K(ω) = {u ∈ L2(Rn) : ‖u‖ ≤M +Mr(ω)}, (6.3)
where M is the constant in (6.1). Then for every 0 < ǫ ≤ 1, {Kǫ(ω)}ω∈Ω is a closed absorbing set
for Φǫ in D and ⋃
0<ǫ≤1
Kǫ(ω) ⊆ K(ω). (6.4)
It follows from the invariance of the random attractor {Aǫ(ω)}ω∈Ω and (6.4) that
⋃
0<ǫ≤1
Aǫ(ω) ⊆
⋃
0<ǫ≤1
Kǫ(ω) ⊆ K(ω). (6.5)
On the other hand, by Lemmas 5.2 and 5.3, we find that, for every 0 < ǫ ≤ 1 and P -a.e. ω ∈ Ω,
there exists T1 = T1(ω) > 0, independent of ǫ, such that for all t ≥ T1,
‖Φǫ(t, θ−tω,K(θ−tω))‖H1(Rn) ≤M1 + ǫM1r(ω) ≤M1 +M1r(ω), (6.6)
where K(ω) is given in (6.3) and M1 is a positive deterministic constant independent of ǫ. By (6.5)
and (6.6) we obtain that, for every 0 < ǫ ≤ 1, P -a.e. ω ∈ Ω and t ≥ T1,
‖Φǫ(t, θ−tω,Aǫ(θ−tω))‖H1(Rn) ≤M1 +M1r(ω). (6.7)
By invariance, Aǫ(ω) = Φǫ(t, θ−tω,Aǫ(θ−tω)) for all t ≥ 0 and P -a.e. ω ∈ Ω. Therefore, by (6.7)
we have that, for P -a.e. ω ∈ Ω,
‖u‖H1(Rn) ≤M1 +M1r(ω), ∀ u ∈
⋃
0<ǫ≤1
Aǫ(ω). (6.8)
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We remark that (6.8) is important for proving the precompactness of the union
⋃
0<ǫ≤1
Aǫ(ω) in
L2(Rn).
Lemma 6.1. Let g ∈ L2(Rn) and (4.8)-(4.11) hold. Then the union ⋃
0<ǫ≤1
Aǫ(ω) is precompact in
L2(Rn).
Proof. Given η > 0, we want to show that the set
⋃
0<ǫ≤1
Aǫ(ω) has a finite covering of balls of radii
less than η. Let R be a positive number and denote by
QR = {x ∈ Rn : |x| < R} and QcR = Rn \QR.
Let {K(ω)}ω∈Ω be the random set given in (6.3). By Lemma 5.4, we find that, given η > 0 and
P -a.e. ω ∈ Ω, there exist T = T (ω, η) > 0 and R = R(ω, η) > 0 (independent of ǫ) such that for
all t ≥ T and u0(θ−tω) ∈ K(θ−tω),
∫
|x|≥R
|uǫ(t, θ−tω, u0(θ−tω))(x)|2dx ≤ η
2
16
. (6.9)
By (6.5), u0(θ−tω) ∈ Aǫ(θ−tω) implies that u0(θ−tω) ∈ K(θ−tω). Therefore it follows from (6.9)
that, for every 0 < ǫ ≤ 1, P -a.e. ω ∈ Ω, t ≥ T and u0(θ−tω) ∈ Aǫ(θ−tω),
∫
|x|≥R
|uǫ(t, θ−tω, u0(θ−tω))(x)|2dx ≤ η
2
16
,
which along with the invariance of {Aǫ(ω)}ω∈Ω shows that, for P -a.e. ω ∈ Ω,
∫
|x|≥R
|u(x)|2dx ≤ η
2
16
, ∀ u ∈
⋃
0<ǫ≤1
Aǫ(ω),
that is for P -a.e. ω,
‖u‖L2(Qc
R
) ≤
η
4
, ∀ u ∈
⋃
0<ǫ≤1
Aǫ(ω). (6.10)
On the other hand, (6.8) implies that the set
⋃
0<ǫ≤1
Aǫ(ω) is bounded in H1(QR) for P -a.e. ω ∈
Ω. By the compactness of embedding H1(QR) ⊆ L2(QR) we find that, for the given η, the set⋃
0<ǫ≤1
Aǫ(ω) has a finite covering of balls of radii less than η4 in L2(QR). This along with (6.10)
shows that
⋃
0<ǫ≤1
Aǫ(ω) has a finite covering of balls of radii less than η in L2(Rn).
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Next, we investigate the limiting behavior of solutions of problem (4.1)-(4.2) when ǫ → 0. We
further assume that the nonlinear function f satisfies, for all x ∈ Rn and s ∈ R,
|∂f
∂s
(x, s)| ≤ α3|s|p−2 + ψ4(x), (6.11)
where α3 > 0, ψ4 ∈ L∞(Rn) if p = 2, and ψ4 ∈ L
p
p−2 (Rn) if p > 2.
Under condition (6.11), we will show that, as ǫ → 0, the solutions of the perturbed equation
(4.1) converge to the limiting deterministic equation:
du
dt
+ λu−∆u = f(x, u) + g(x), x ∈ Rn, t > 0. (6.12)
Lemma 6.2. Suppose g ∈ L2(Rn), (4.8)-(4.11) and (6.11) hold. Given 0 < ǫ ≤ 1, let uǫ and u be
the solutions of equation (4.1) and (6.12) with initial conditions uǫ0 and u0, respectively. Then for
P -a.e. ω ∈ Ω and t ≥ 0, we have
‖uǫ(t, ω, uǫ0)− u(t, u0)‖2 ≤ cect‖uǫ0 − u0‖2 + ǫcect
(
r(ω) + ‖uǫ0‖2 + ‖u0‖2
)
,
where c is a positive deterministic constant independent of ǫ, and r(ω) is the tempered function in
(4.4).
Proof. Let vǫ = uǫ(t, ω, uǫ0) − ǫz(θtω) and W = vǫ − u. Since v and u satisfy (4.7) and (6.12),
respectively, we find that W is a solution of the equation:
∂W
∂t
+ λW −∆W = f(x, uǫ)− f(x, u) + ǫ∆z(θtω).
Taking the inner product of the above with W in L2(Rn) we get
1
2
d
dt
‖W‖2 + λ‖W‖2 + ‖∇W‖2 =
∫
Rn
(f(x, uǫ)− f(x, u))Wdx+ ǫ
∫
Rn
∆z(θtω)Wdx. (6.13)
For the first term on the right-hand side of (6.13), by (4.10) and (6.11) we have
∫
Rn
(f(x, uǫ)− f(x, u))Wdx =
∫
Rn
∂f
∂s
(x, s)(uǫ − u)Wdx
=
∫
Rn
∂f
∂s
(x, s)W 2dx+ ǫ
∫
Rn
∂f
∂s
(x, s)z(θtω)Wdx
≤ β‖W‖2 + ǫα3
∫
Rn
(|uǫ|+ |u|)p−2|z(θtω)||W |dx+ ǫ
∫
Rn
ψ4|z(θtω)||W |dx
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≤ β‖W‖2 + ǫc
(
‖uǫ‖pp + ‖u‖pp + ‖z(θtω)‖pp + ‖W‖pp + ‖ψ4‖
p
p−2
p
p−2
)
. (6.14)
By the Young inequality, the last term on the right-hand side of (6.13) is bounded by
ǫ
∫
Rn
|∆z(θtω)W |dx ≤ 1
2
ǫ‖∆z(θtω)‖2 + 1
2
ǫ‖W‖2 ≤ 1
2
ǫ‖∆z(θtω)‖2 + 1
2
‖W‖2. (6.15)
It follows from (6.13)-(6.15) that
d
dt
‖W‖2 ≤ c‖W‖2 + ǫc+ ǫc (‖uǫ‖pp + ‖u‖pp + ‖z(θtω)‖pp + ‖∆z(θtω)‖2 + ‖W‖pp)
≤ c‖W‖2 + ǫc+ ǫc (‖uǫ‖pp + ‖u‖pp + ‖z(θtω)‖pp + ‖∆z(θtω)‖2)
≤ c‖W‖2 + ǫc+ ǫc (‖uǫ‖pp + ‖u‖pp)+ ǫce 12λ|t|r(ω), (6.16)
where we have used W = uǫ(t, ω, uǫ0)− ǫz(θtω)−u , the fact 0 < ǫ ≤ 1 and (4.6). Integrating (6.16)
on (0,t) we obtain
‖W (t)‖2 ≤ ect‖W (0)‖2 + ǫc+ ǫcr(ω)ect
∫ t
0
e(
1
2
λ−c)sds
+ǫc
∫ t
0
ec(t−s)
(‖uǫ(s, ω, uǫ0)‖pp + ‖u(s, u0)‖pp) ds
≤ ect‖W (0)‖2 + ǫc1 + ǫc1r(ω)ec2t + ǫcect
∫ t
0
(‖uǫ(s, ω, uǫ0)‖pp + ‖u(s, u0)‖pp) ds. (6.17)
It follows from (5.8) that
∫ t
0
eλ(s−t)‖uǫ(s, ω, uǫ0)‖ppds ≤ e−λt‖vǫ0(ω)‖2 + ǫc
∫ t
0
eλ(s−t)p1(θsω)ds + c,
which together with (5.6) implies that, for all t ≥ 0,
∫ t
0
eλs‖uǫ(s, ω, uǫ0)‖ppds ≤ ‖vǫ0(ω)‖2 + ǫc
∫ t
0
eλsp1(θsω)ds+ ce
λt
≤ ‖vǫ0(ω)‖2 + cr(ω)
∫ t
0
e
3
2
λsds+ ceλt ≤ ‖uǫ0 − ǫz(ω)‖2 + c3r(ω)ec4t + ceλt. (6.18)
Since eλs ≥ 1 for all s ∈ [0, t], we obtain from (6.18) that
∫ t
0
‖uǫ(s, ω, uǫ0)‖ppds ≤ 2‖uǫ0‖2 + 2‖z(ω)‖2 + c3r(ω)ec4t + ceλt. (6.19)
Similarly, by (6.12) for ǫ = 0, we can also get that
∫ t
0
‖u(s, u0)‖ppds ≤ c‖u0‖2 + ceλt. (6.20)
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By (4.4), (6.17) and (6.19)-(6.20) we find that, for all t ≥ 0,
‖W (t)‖2 ≤ ect‖W (0)‖2 + ǫcec5t (r(ω) + ‖uǫ0‖2 + ‖u0‖2) . (6.21)
Finally, by (4.6) and (6.21) we have, for all t ≥ 0,
‖uǫ(t, ω, uǫ0)− u(t, u0)‖2 = ‖W (t) + ǫz(θtω)‖2 ≤ 2‖W (t)‖2 + c6ǫec7tr(ω)
≤ 2ect‖W (0)‖2 + ǫcec8t (r(ω) + ‖uǫ0‖2 + ‖u0‖2)
≤ 2ect‖uǫ0 − u0 − ǫz(ω)‖2 + ǫcec8t
(
r(ω) + ‖uǫ0‖2 + ‖u0‖2
)
≤ 4ect‖uǫ0 − u0‖2 + ǫc9ec8t
(
r(ω) + ‖uǫ0‖2 + ‖u0‖2
)
.
This completes the proof.
We are now in a position to establish the upper semicontinuity of the perturbed random attractors
for problem (4.1)-(4.2).
Theorem 6.3. Let g ∈ L2(Rn), (4.8)-(4.11) and (6.11) hold. Then for P -a.e. ω ∈ Ω,
lim
ǫ→0
distL2(Rn)(Aǫ(ω),A) = 0, (6.22)
where
distL2(Rn)(Aǫ(ω),A) = sup
a∈Aǫ(ω)
inf
b∈A
‖a− b‖L2(Rn).
Proof. Note that {Kǫ(ω)}ω∈Ω is a closed absorbing set for Φǫ in D, where Kǫ(ω) is given by (6.2).
By (6.2) we find that
lim sup
ǫ→0
‖Kǫ(ǫ)‖ ≤M, (6.23)
whereM is the positive deterministic constant in (6.2). Let ǫn → 0 and u0,n → u0 in L2(Rn). Then
by Lemma 6.2 we find that, for P -a.e. ω ∈ Ω and t ≥ 0,
Φǫn(t, ω, u0,n)→ Φ(t, u0). (6.24)
Notice that (6.23)-(6.24) and Lemma 6.1 indicate all conditions (3.1)-(3.3) are satisfied, and hence
(6.22) follows from Theorem 3.1 immediately.
22
References
[1] L. Arnold, Random Dynamical Systems, Springer-Verlag, 1998.
[2] A.V. Babin and M.I. Vishik, Attractors of Evolution Equations, North-Holland, Amsterdam,
1992.
[3] P.W. Bates, H. Lisei and K. Lu, Attractors for stochastic lattice dynamical systems, Stoch.
Dyn., 6 (2006), 1-21.
[4] P.W. Bates, K. Lu and B. Wang, Random attractors for stochastic Reaction-Diffusion equa-
tions on unbounded domains, J. Differential Equations, 246 (2009), 845-869.
[5] Z. Brzezniak and Y. Li, Asymptotic compactness and absorbing sets for 2d stochastic Navier-
Stokes equations on some unbounded domains, Transactions of American Math. Soc., 358
(2006), 5587-5629.
[6] T. Caraballo, J. A. Langa and J. C. Robinson, a stochastic pitchfork bifurcation in a reaction-
diffusion equation, Proc. R. Soc. Lond. A, 457 (2001), 2041-2061.
[7] T. Caraballo, I.D. Chueshov and P.E. Kloeden, Synchronization of a stochastic Reaction-
Diffusion system on a thin two-layer domain, SIAM J. Math. Anal., 38 (2007), 1489-1507.
[8] T. Caraballo, J. Real and I.D. Chueshov, Pullback attractors for stochastic heat equations in
materials with memory, Discrete Continuous Dynamical Systems, Series B, 9 (2008), 525-539.
[9] T. Caraballo, J.A. Langa and J.C. Robinson, Upper semicontinuity of attractors for small ran-
dom perturbations of dynamical systems, Commu. Partial Differential Equations, 23 (1998),
1557-1581.
[10] T. Caraballo and J.A. Langa, On the upper semicontinuity of cocycle attractors for non-
autonomous and random dynamical systems, Dynamics of Continuous, Discrete and Impulsive
Systems Series A: Mathematical Analysis, 10 (2003), 491-513.
[11] H. Crauel, A. Debussche and F. Flandoli, Random attractors, J. Dyn. Diff. Eqns., 9 (1997),
307-341.
23
[12] H. Crauel and F. Flandoli, Attractors for random dynamical systems, Probab. Th. Re. Fields,
100 (1994), 365-393.
[13] F. Flandoli and B. Schmalfuβ, Random attractors for the 3D stochastic Navier-Stokes equation
with multiplicative noise, Stoch. Stoch. Rep., 59 (1996), 21-45.
[14] J.K. Hale, Asymptotic Behavior of Dissipative Systems, American Mathematical Society, Prov-
idence, RI, 1988.
[15] J.K. Hale, X. Lin and G. Raugel, Upper semicontinuity of attractors for approximations of
semigroups and PDE’s, Math. Comp., 50 (1988), 89-123.
[16] J.K. Hale and G. Raugel, Upper semicontinuity of the attractor for a singularly perturbed
hyperbolic equation, J. Differential Equations, 73 (1988), 197-214.
[17] O.V. Kapustyan, O.V. Pereguda and J. Valero, Qualitative behavior of solutions of a randomly
perturbed Reaction-Diffusion equation, Nonlinear Oscillations, 8 (2005), 172-183.
[18] P. E. Kloeden and J.A. Langa, Flattening, squeezing and the existence of random attractors,
Proc. R. Soc. A, 463 (2007), 163-181.
[19] Y. Lv and W. Wang, Limiting dynamics for stochastic wave equations, J. Differential Equa-
tions, 244 (2008), 1-23.
[20] Y. Lv and W. Wang, Dynamics of the nonlinear stochastic heat equation with singular per-
turbation, J. Math. Anal. Appl., 333 (2007), 695-711.
[21] J.C. Robinson, Infinite-Dimensional Dynamical Systems, Cambridge University Press, Cam-
bridge, UK, 2001.
[22] J.C. Robinson, Stability of random attractors under perturbation and approximation, J. Dif-
ferential Equations, 186 (2002), 652-669.
[23] B. Schmalfuβ, Measure attractors and random attractors for stochastic partial differential
equations, Stoch. Anal. Appl., 17 (1999), 1075-1101.
[24] G. R. Sell and Y. You, Dynamics of Evolutionary Equations, Springer-Verlag, New York, 2002.
24
[25] R. Temam, Infinite-Dimensional Dynamical Systems in Mechanics and Physics, Springer-
Verlag, New York, 1997.
[26] B. Wang, Random attractors for the stochastic Benjamin-Bona-Mahony equation on un-
bounded domains, J. Differential Equations, 246 (2009), 2506-2537.
[27] D. Yang, The asymptotic behavior of the stochastic Ginzburg-Landau equation with multi-
plicative noise, J. Mathematical Physics, 45 (2004), 4064-4076.
[28] S. Zhou, F. Yin and Z. Ouyang, Random attractor for damped nonlinear wave equations with
white noise, SIAM J. Applied Dynamical Systems, 4 (2005), 883-903.
25
