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Introduction
The theory of transformations groups is the theory of symmetries of a set. For-
mally, a symmetry of a set is a bijective map from the set to itself. If the set has
some kind of mathematical structure, then we are naturally interested in those
symmetries which preserve the given structure. For example, the symmetries
of a topological space are homeomorphisms. When the transformations of a set
form a group, we call the group a transformation group and the set a G-set.
We also say that the group G acts on the set X. The study of these groups will
reveal a lot about the set itself.
In this thesis we are interested in topological transformation groups i.e. the
transformation groups of topological spaces. We will, in particular, study the
case where the topological space X is completely regular and where the trans-
formation group G is a Lie group. The theory of Lie groups is vast and they
have a well-understood structure. Our main goal is to present and prove the
so-called slice theorem which is one of the most important results in the theory
of transformation groups. A slice in a G-space X characterizes the action of G
locally in an invariant neighbourhood of an orbit of X. The slice theorem i.e.
the fact that there exists a slice at every point in a G-space X was ﬁrst proved
in the case where G is a compact Lie group. This was done in the 1950s by
Gleason [Gl], Koszul [Ko], Montgomery and Yang [Mon-Ya] and in full gener-
ality by Mostow [Mos]. In order to prove the existence of slices in the case of
non-compact Lie groups, the way that G acts needs to somehow be restricted.
It turns out that proper action is the right way to do this. The existence of
slices for proper actions of non-compact Lie groups was ﬁrst proved by Palais
in 1961 [Pa2]. Abels and Lütkepohl presented a diﬀerent kind of proof in 1977.
We will present these two proofs in detail and compare them.
We will present the machinery needed for the two proofs. The ﬁrst four chap-
ters are dedicated to the general theory of topological transformation groups,
Lie groups and their representations and inﬁnite-dimensional manifolds. Chap-
ter ﬁve is dedicated to proper actions. Then in chapter six the two diﬀerent
proofs for the existence of slices for proper actions of non-compact Lie groups
are presented. After the detailed presentations of the proofs, we will compare
them in a more general level. We will also present some applications of the slice
theorem and consider possible ways to generalize the slice theorem for non-Lie
groups.
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Chapter 1
Topological transformation
groups
This chapter is an introduction to topological transformation groups i.e. to
G-spaces. We will deﬁne a transformation group and a topological group and
present some basic results about them. They are then used to deﬁne a topo-
logical transformation group. We will also present the properties of topological
transformation groups needed in the next chapters.
1.1 Transformation groups
1.1.1 Deﬁnition. Let (G, ·) be a group and X a set. Then G acts on X if
there is a map ϕ : G×X → X such that
1. ϕ(eG, x) = x for all x ∈ X, where eG is the identity element of G
2. ϕ(g2, (ϕ(g1, x)) = ϕ(g2 · g1, x) for all g1, g2 ∈ G and x ∈ X.
We also say that the triple (X,G,ϕ) is a transformation group or that X is a
G-set. In this thesis we will mainly say that X is a G-set.
We will say that G is a group and use the notation g1 · g2 = g1g2 for the
group operation and g−1 for the inverse element of g, as is usual in mathematical
text. We will also use the notation e for the identity element of a group G. When
the map ϕ is clear from the context, we will also use the notation ϕ(g, x) = gx.
With these notations the above deﬁnition has the form:
1.' ex = x
2.' g2(g1x) = (g2g1)x.
A symmetry or a transformation is a map from the mathematical object to itself
that preserves the mathematical structure it has been given. When X is a set,
the symmetries are all bijections from X to X. The next lemma says that every
element of the group G deﬁnes a symmetry on a G-set X.
1.1.2 Lemma. If X is a G-set and g ∈ G, then the map ϕg : X → X deﬁned
by ϕg(x) = ϕ(g, x) = gx is a bijection.
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Proof. It follows from the deﬁnition of a G-set that
ϕg(ϕg−1(x)) = gg
−1x = ex = x and
ϕg−1(ϕg(x)) = g
−1gx = ex = x.
This means that ϕg ◦ ϕg−1 = ϕg−1 ◦ ϕg = idX and thus ϕg is a bijection.
1.1.3 Example. A common example of a transformation group is the triple
(G/H,G, pi), where H is a subgroup of G and G/H is the left coset space. The
action pi : G×G/H → G/H is deﬁned by pi(g′, gH) = (g′g)H. It is easy to see
that this really deﬁnes an action, because egH = gH and g1(g2H) = (g1g2)H
by the deﬁnition of the operation of cosets.
We will give more examples of transformation groups after we have given the
group G, the set X and the map ϕ more structure, namely after we have spoken
of topological groups and Lie groups. These examples will naturally be math-
ematically more exciting. Before that we will introduce basic deﬁnitions and
properties of transformation groups, which don't require any extra structure.
1.1.4 Deﬁnition. If x ∈ X, then the set G(x) = {gx | g ∈ G} is called the
orbit of x and X/G = {G(x) | x ∈ X} is called the set of orbits.
1.1.5 Proposition. Two orbits of X are either equal or disjoint.
Proof. We will show that if x, y ∈ X, then the orbits of x and y are equal if
they are not disjoint. If G(x) ∩G(y) 6= ∅, then there exists elements g1, g2 ∈ G
such that g1x = g2y. If gx ∈ G(x), then we get
gx = g(g−11 g1)x = (gg
−1
1 )g1x = (gg
−1
1 )g2y = (gg
−1
1 g2)y.
Now (gg−11 g2)y ∈ G(y) for all g ∈ G and thus G(x) ⊂ G(y). Similarly we get
that G(y) ⊂ G(x) and hence G(x) = G(y).
1.1.6 Deﬁnition. The map pi : X → X/G deﬁned by pi(x) = G(x) is called
the orbit map.
1.1.7 Proposition. If x is a point in X, then the set Gx = {g ∈ G | gx = x}
is a subgroup of G.
Proof. We have trivially that ex = x, so e ∈ Gx. If g, g′ ∈ Gx, then
gg′x = g(g′x) = gx = x,
which implies that gg′ ∈ Gx. Similarly,
g−1x = g−1gx = ex = x,
which implies that g−1 ∈ Gx. Thus Gx is a subgroup of G.
1.1.8 Deﬁnition. The subgroup Gx = {g ∈ G | gx = x} is called the isotropy
group at x or the stabilizer subgroup of x. In this thesis we will use the name
isotropy group.
1.1.9 Deﬁnition. Let X be a G-set and A a subset of X. If gA ⊂ A for all
g ∈ G, then A is called G-invariant.
2
1.1.10 Remark. If A is G-invariant, then the map ϕ|A : G × A → A is well-
deﬁned. Thus a G-invariant subset A of X is also a G-set.
1.1.11 Proposition. The orbit G(x) of x ∈ X is G-invariant.
Proof. LetG(x) be the orbit of x and g, g′ ∈ G. Then for all elements gx ∈ G(x),
it holds that g′(gx) = (g′g)x ∈ G(x) by the deﬁnition of a G-set.
1.1.12 Deﬁnition. A map f : X → Y , where (X,G,ϕ) and (Y,G, φ) are
transformation groups, is called a G-map or an equivariant map if f(ϕ(g, x)) =
φ(g, f(x)). By using the shorter notation, this condition is equal to f(gx) =
gf(x). A G-map which is also a bijection is called a G-isomorphism.
1.1.13 Proposition. If X is a G-set, then there exists a G-isomorphism from
G/Gx to G(x).
Proof. It follows from Example 1.1.3 and Proposition 1.1.11 that both G(x) and
G/Gx are G-sets. We then deﬁne a map f : G/Gx → G(x) by f(gGx) = gx. If
g1Gx = g2Gx, then Gx = g
−1
1 g2Gx, which implies that g = (g
−1
1 g2)g
′ for some
g, g′ ∈ Gx. It then follows that
x = gx = g−11 g2g
′x = g−11 g2x
and thus g−11 g2 ∈ Gx. This leads to
f(g1Gx) = g1x = g2x = f(g2Gx),
because g−11 g2 ∈ Gx implies that g−11 g2x = x, which is equivalent to g2x = g1x.
This means that f is well deﬁned.
We show next that f is a bijective G-map. If g1, g2 ∈ G, then
f(g1(g2Gx)) = f((g1g2)Gx) = (g1g2)x = g1(g2x) = g1f(g2Gx)
and hence f is a G-map. The map f is injective, because if f(g1Gx) = f(g2Gx),
then g1x = g2x and hence x = g
−1
1 g2x, which is equivalent to gx = g
−1
1 g2gx
when g ∈ Gx. We thus get that
Gx = g
−1
1 g2Gx ⇔ g1Gx = g2Gx.
The map f is also surjective, because y ∈ G(x) implies that y = gx for some
g ∈ G and thus y = gx = f(gGx). Hence f is a bijective G-map.
1.2 Topological groups
The ﬁrst step in the discussion of mathematically more interesting transforma-
tion groups is to deﬁne a group that also has a topological structure. This kind
of a group allows us to study the transformations of topological spaces, which
we will do in the next section.
1.2.1 Deﬁnition. A group G is a topological group, if G is a Hausdorﬀ space
and the maps µ : G × G → G, (g1, g1) 7→ g1g2, and ι : G → G, g 7→ g−1, are
continuous.
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1.2.2 Remark. From now on we will use the symbols µ and ι as in the previous
deﬁnition without further explanation. For example by ... because the map µ
is continuous in G... we will always mean that the map G×G→ G, (g1, g2) 7→
g1g2, is continuous.
1.2.3 Remark. We could also deﬁne a topological group without the Hausdorﬀ
requirement. It can be shown that all T1-topological groups are Hausdorﬀ and
that all topological groups without any separation requirements are T3. In fact,
they even satisfy the property: for every g ∈ G and every open neighbourhood
U of g there exists a continuous function f : G→ [0, 1] such that f(x) = 0 and
f(y) = 1 for all y ∈ G \ U . Notice that some authors call spaces satisfying this
property completely regular and spaces satisfying the T3 property regular but
for us regularity and complete regularity will always include the T1-property.
Our main focus will be Lie groups which are Hausdorﬀ spaces, so our restriction
to Hausdorﬀ topological groups is then justiﬁed.
A topological group is thus a set which is both a group and a topological
space. We can then speak of the algebraic properties and the topological prop-
erties of the topological group G and say for example that G is connected or
G is commutative. It should be clear that this means that G is connected as a
topological space and commutative as a group.
1.2.4 Remark. When we say that a subgroup of a topological group is normal,
we will always mean that it is a normal subgroup.
1.2.5 Example. Every group G can be made into a topological group by the
discrete topology.
1.2.6 Example. The groups (Rn,+) and (Cn,+) are topological groups with
the usual topologies.
1.2.7 Example. Probably the most important examples of topological groups
are the general linear groups (GL(n,R), ·) and (GL(n,C), ·), where GL(n,R)
is the set of all invertible n × n matrices over R, GL(n,C) is the set of all
invertible n × n matrices over C and · is the matrix multiplication. It is a
standard result in algebra that these are actually groups. We will show how
to make them topological groups. Identify the set M(n,R) of all n × n ma-
trices over R with Rn2 with the map f : M(n,R) → Rn2 deﬁned by A =
[ai,j ]
n
i,j=1 7→ (a1,1, a1,2, . . . , a1,n, a2,1 . . . , an,n). We topologizeM(n,R) by deﬁn-
ing that A is open in M(n,R) if and only if f(A) is open in Rn2 . Then the
topology of GL(n,R) is the relative topology it inherits from M(n,R). Now
GL(n,R) is Hausdorﬀ because it is a subset of the metric space Rn2 . The
multiplication of two matrices consists of addition and multiplication of real
numbers, and these are clearly continuous maps: a matrix element [cij ] of A ·B
is [ci,j ] =
∑n
k=1 aikbkj , where aik ∈ A, bkj ∈ B. An element [a−1ij ] of the inverse
matrix A−1 of a matrix A is [a−1ij ] =
1
det(A) (−1)i+j det(Aij), where det is the
determinant map. The determinant map is continuous and det(A) 6= 0, thus
the map ι is also continuous. Thus GL(n,R) is a topological group. We get
that GL(n,C) is a topological group by the same procedure.
1.2.8 Example. Let End(V ) be the set of all linear maps L : V → V , where
V is a ﬁnite dimensional real or complex vector space. Because V is ﬁnite
dimensional, there exists a linear bijection f : End(V ) → M(n,F), where F
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is R or C and n is the dimension of V , such that f(L ◦ L′) = f(L)f(L′).
Notice that the map f depends on the choice of basis for V . It thus follows
that End(V ) is n2-dimensional. We also know that the restriction of f to
Aut(V ) = {L : V → V | L is linear and invertible} i.e f : Aut(V ) → GL(n,F)
is a group isomorphism. We can then endow the group Aut(V ) with the topology
of GL(n,F) i.e. we deﬁne that A is open in Aut(V ) if and only if f(A) is open
in GL(n,F). This makes Aut(V ) a topological group.
1.2.9 Proposition. A subgroup H of a topological group G is also a topological
group when we equip it with the relative topology.
Proof. We have to show that the maps µ′ : H × H → H, (h1, h2) 7→ h1h2,
and ι′ : H → H, h 7→ h−1, are continuous. Now ι′ is continuous because it is
the restriction of the continuous map ι of G to H. To prove the continuity of
the map µ′ we will need a result in topology which says that the topology of
the product space H × H is the same as the relative topology of the product
in G × G. Thus the map µ′ is continuous because it is the restriction of the
continuous map µ in G×G to H ×H.
1.2.10 Example. It can be shown that the sets
O(n) = {A ∈ GL(n,R) | AtA = AAt = In}
U(n) = {A ∈ GL(n,C) | AtA = AAt = In}
SL(n,R) = {A ∈ GL(n,R) | det(A) = 1}
SL(n,C) = {A ∈ GL(n,C) | det(A) = 1}
SO(n) = O(n) ∩ SL(n,R)
SU(n) = U(n) ∩ SL(n,C)
are subgroups of the general linear groups GL(n,R) and GL(n,C). We will
show that the groups O(n) and SL(n,R) are subgroups. Clearly we have that
ItnIn = InIn = In, InI
t
n = InIn = In and det(In) = 1,
so In ∈ O(n) and In ∈ SL(n,R). If A,B ∈ O(n), then
(AB)tAB = BtAtAB = BtInB = B
tB = In,
so that AB ∈ O(n). The inverse element of A is At by the deﬁnition of O(n),
from which it then follows that (At)tAt = AAt = In and thus A
−1 ∈ O(n). We
then have that O(n) is a subgroup of GL(n,R). If A,B ∈ SL(n,R), then
det(AB) = det(A) det(B) = 1 · 1 = 1 and det(A−1) = det(A)−1 = 1−1 = 1
and thus AB ∈ SL(n,R) and A−1 ∈ SL(n,R). We then have that SL(n,R) is
also a subgroup of GL(n,R). The proof for the groups U(n) and SL(n,C) is
similar to proofs of O(n) and SL(n,R). Then the proofs for SO(n) and SU(n)
follow from the fact that the intersection of two subgroups is a subgroup. We call
these groups the orthogonal group, the unitary group, the special linear group
(over R or C), the special orthogonal group and the special unitary group1.
1These and the general linear groups together with symplectic groups Sp(n,R) and Sp(n,C)
are called the classical groups.
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The following propositions deal with the topological properties of topological
groups. We will mainly cover only the ones that we will need later on. A wider
treatment of this subject can be found in [Po]. Another good references are the
introductory chapters in [Ka] and [Br]. For a more precise treatment we suggest
[St].
1.2.11 Proposition. If G is a topological group, the maps Lg : G → G, g′ 7→
gg′, Rg : G → G, g′ 7→ g′g and ι : G → G, g 7→ g−1 are homeomorphisms of G
to itself. We will call the map Lg the left translation map and the map Rg the
right translation map.
Proof. The left translation Lg is the composition of the continuous maps f :
G → {g} × G and µ and the right translation Rg is the composition of the
continuous maps f ′ : G→ G×{g} and µ. Thus they are continuous. This means
that the maps Lg−1 and Rg−1 are also continuous as they are the compositions
of f and f ′ with the map ι. Now
Lg ◦ Lg−1 = idG = Lg−1 ◦ Lg and
Rg ◦Rg−1 = idG = Rg−1 ◦Rg
and hence Lg and Rg are homeomorphisms. The map ι is continuous by deﬁni-
tion and it has a continuous inverse ι−1 = ι.
1.2.12 Corollary. A topological group G is a homogeneous space.
Proof. If g, g′ ∈ G, then
Lg′g−1(g) = g
′g−1g = g′
is a homeomorphism which maps g to g′.
1.2.13 Proposition. The map fg : G→ G, h 7→ ghg−1, is a homeomorphism.
We will call the map f an inner automorphism or a conjugation.
Proof. The map fg is the composition Lg ◦Rg−1 , hence it is continuous. It has
the composition Lg−1 ◦ Rg as its inverse map, which is continuous and thus fg
is a homeomorphism.
1.2.14 Proposition. If U is a neighbourhood of the neutral element e ∈ G,
then both gU = {gu | u ∈ U} and Ug = {ug | u ∈ U} are neighbourhoods for
g ∈ G.
Proof. Now g = ge ∈ gU and g = eg ∈ Ug. They are neighbourhoods for g
because gU = Lg(U) and Ug = Rg(U) are open by Proposition 1.2.11.
The next corollary shows that all open subgroups are also closed.
1.2.15 Corollary. If H is an open subgroup of a topological group G, then H
is closed.
Proof. If H is an open subgroup, then H is a neighbourhood of e. By the
previous proposition, the set gH is open for all g ∈ G. ThenG\H = ⋃g∈G\H gH
is open in G and thus H is closed.
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1.2.16 Deﬁnition. If A and B are subsets of a topological groups, we use the
notation AB = {ab | a ∈ A, b ∈ B} and A−1 = {a−1 | a ∈ A}.
1.2.17 Lemma. Let U be an open neighbourhood of the neutral element e in a
topological group G. Then there exist neighbourhoods V and W of e such that
V V ⊂ U and W−1 ⊂ U .
Proof. Let µ be as usual and let U be a neighbourhood of e. Then e = µ(e, e)
and because µ is continuous, there exists a neighbourhood U ′ of e such that
µ(U ′) ⊂ U . By the deﬁnition of product topology, there exists a neighbourhood
of the form V × V in U ′. Then V V = µ(V × V ) ⊂ µ(U ′) ⊂ U . The map ι is
also continuous and e = ι(e), so there exists a neighbourhood W of e such that
ι(W ) ⊂ U . But ι(W ) = W−1, so we get that W−1 ⊂ U .
1.2.18 Remark. IfW = W−1, thenW is called a symmetric neighbourhood. We
can actually ﬁnd a symmetric neighbourhood for e by taking the intersection
W ∩ W−1. Furthermore, if W−1 is as in the previous lemma, we get that
W ∩W−1 ⊂ U . The previous lemma and the observations of this remark can be
generalized to neighbourhoods of any point g in G by the previous proposition.
The next proposition tells us how to formulate the closure of subset in a
topological group by using the neighbourhoods of the identity element. Denote
by Ne the set of all neighbourhoods of e i.e. Ne is the neighbourhood ﬁlter of e.
1.2.19 Proposition. If A is a subset of a topological group G, then
A =
⋂
U∈Ne
UA =
⋂
U∈Ne
AU.
Proof. Let x ∈ A¯ and let U be a neighbourhood of e. Then by the previous
lemma there exist a neighbourhood W of e such that W−1 ⊂ U . Now xW and
Wx are neighbourhoods of x and because x ∈ A¯, we have that xW ∩A 6= ∅ and
Wx ∩A 6= ∅. So there exist points wx ∈ A and xw′ ∈ A. Then
x = w−1(wx) ∈W−1A ⊂ UA and x = (xw′)w′−1 ∈ AW−1 ⊂ AU.
This means that A¯ ⊂ UA and A¯ ⊂ AU for all U and hence A¯ ⊂ ⋂U∈Ne UA and
A¯ ⊂ ⋂U∈Ne AU .
Next we show that
⋂
U∈Ne UA ⊂ A¯ and
⋂
U∈Ne AU ⊂ A¯. Assume on the
contrary that there exist points x ∈ ⋂U∈Ne UA\A¯ and x′ ∈ ⋂U∈Ne AU\A¯. Then
x, x′ ∈ G \ A¯ and because this set is open, there exist open neighbourhoods U
and U ′ of e such that Ux ⊂ G\A¯ and x′U ′ ⊂ G\A¯. This means that Ux∩A = ∅
and x′U ′ ∩A = ∅. We use again the previous lemma to ﬁnd neighbourhoods W
and W ′ of e such that W−1 ⊂ U and W ′−1 ⊂ U ′. Now x ∈WA and x′ ∈ AW ′
which implies that x = wa and x′ = a′w′ for some a, a′ ∈ A and w ∈ W ,
w′ ∈W ′. Then
a = w−1x ∈W−1x ⊂ Ux and a′ = x′w′−1 ∈ x′W ′−1 ⊂ x′U.
But this is a contradiction with Ux∩A = ∅ and x′U ′∩A = ∅. Thus⋂U∈Ne UA ⊂
A¯ and
⋂
U∈Ne AU ⊂ A¯ and A¯ =
⋂
U∈Ne UA =
⋂
U∈Ne AU .
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1.2.20 Lemma. Let
∏n
i=1Xi be a product space and let Ai ⊂ Xi be compact
for all i = 1, . . . , n. If B ⊂ ∏ni=1Xi is open such that ∏ni=1Ai ⊂ B, then there
exists open subsets Bi ⊂ Xi, i = 1, . . . , n, such that
n∏
i=1
Ai ⊂
n∏
i=1
Bi ⊂ B.
Proof. If the product
∏n
i=1Ai is a subset of an open set B, then for all (ai)
n
i=1 ∈∏n
i=1Ai there exist open sets Ui ⊂ Xi such that
(ai)
n
i=1 ∈
n∏
i=1
Ui ⊂ B.
The union of these clearly covers
∏n
i=1Ai. The product Π
n
i=1Ai is compact so
we have that
∏n
i=1Ai is included in a union of ﬁnitely many
∏n
i=1 Ui. This
means that
n∏
i=1
Ai ⊂
m⋃
k=1
n∏
i=1
Uki ⊂ B.
Then for all i = 1, . . . , n and a ∈ Ai we denote by Ui(a) the open neighbourhood⋂{Uki | k = 1, . . . ,m, a ∈ Uki } of a in Xi. Now, for every (ai) ∈ ∏Ai, it holds
that
∏n
i=1 Ui(ai) ⊂ B. Next, for all i = 1, . . . , n, we denote by Bi the open
set
⋃{U ik | a ∈ Ai} of Xi and notice that Ai ⊂ Bi. Finally we will show that∏n
i=1Bi ⊂ B. Let (xi)ni=1 ∈
∏n
i=1Bi. Then xi ∈ Bi for all i = 1, . . . , n so that
there exist ai ∈ Ai such that xi ∈ Ui(ai). Then
(xi)
n
i=1 ∈
n∏
i=1
Ui(ai) ⊂ B,
and the proof is complete.
1.2.21 Proposition. Let G be a topological group and let A be a compact subset
of G. If U is a neighbourhood of A in G, then there exists a neighbourhood V
of e such that V A ⊂ U .
Proof. Let G be a topological group, A ⊂ G compact and U a neighbourhood
A. Now A = eA = µ({e} × A) ⊂ U which is equivalent to {e} × A ⊂ µ−1(U).
The map µ is continuous and hence µ−1(U) is open. Then by the previous
lemma there exists a neighbourhood V of e such that V × A ⊂ µ−1(U). But
now V ×A ⊂ µ−1(U) is equivalent to µ(V ×A) ⊂ U . Thus V A ⊂ U .
1.2.22 Proposition. If A and B are subsets of a topological group G, then the
following are true:
1. If A is open, then AB, BA and A−1 are open.
2. If A is compact, then A−1 is compact.
3. If both A and B are compact, then AB and BA are compact.
4. If A is compact and B is closed, then AB and BA are closed.
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Proof. 1. and 2. follow from Proposition 1.2.11, because
AB =
⋃
a∈A
aB =
⋃
a∈A
La(B), BA =
⋃
a∈A
Ba =
⋃
a∈A
Ra(B)
and A−1 = ι(A). If then A and B are compact, then AB and BA are the images
of the continuous map µ|A×B : A×B → AB and µB×A : B ×A→ BA. Hence
they are compact and 3. is true.
To prove 4. we will show that AB is closed, when A is compact and B
closed. So let g ∈ G \AB. This means that g 6= ab for all ab ∈ AB from which
it follows that a−1g 6= b. This then implies that A−1g ⊂ G \ B. Now G \ B is
open and A−1g = Rg(A−1) is compact. We use the previous proposition to the
compact set A−1g and to the open set G\B. Thus there exists a neighbourhood
U for e such that A−1gU ⊂ G \ B. This means that a−1gu 6= b, which then
implies that gu 6= ab for all a, b, u. It follows that gU ∈ G \ AB. Because gU
is by Proposition 1.2.11 a neighbourhood for g, G \AB is open and thus AB is
closed.
We know that when a subgroup H of a group G is normal, the quotient
space G/H can be made into a group called the quotient group. Next we will
show that the quotient group G/H can be made into a topological group, when
H is also closed in G.
1.2.23 Deﬁnition. The relation
U ⊂ G/H open⇔ pi−1(U) ⊂ G open
deﬁnes a topology in G/H called the quotient topology.
The next lemma is frequently used.
1.2.24 Lemma. If X,Y and Z are topological spaces and if there exists a
commutative diagram
X
f1
  
f2

Y
f3
// Z
such that f1 is continuous and f2 is surjective and open, then f3 is continuous. If
f1 is open/closed and if f2 is surjective and continuous, then f3 is open/closed.
Proof. Lemmas 1.15. and 1.18. in [Ka].
1.2.25 Proposition. The natural projection pi : G → G/H, g 7→ gH, is a
continuous and an open homomorphism and the maps µ′ : G/H×G/H → G/H,
(g1H, g2H) 7→ g1g2H and ι′ : G/H → G/H, gH 7→ g−1H are continuous.
Proof. The natural projection pi is continuous by the deﬁnition of the quotient
topology. If O is open in G, then
pi−1(pi(O)) = OH =
⋃
h∈H
Oh
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is open in G by Proposition 1.2.11 and hence pi(O) is open in G/H by the
deﬁnition of quotient topology. The map pi is also a homomorphism, because
pi(g1g2) = (g1g2)H = g1Hg2H = pi(g1)pi(g2).
Thus pi is a continuous, open homomorphism.
Next consider the commutative diagram
G×G µ //
pi×pi

G
pi

G/H ×G/H
µ′
// G/H
where µ is as usual. Then the composition pi ◦ µ is continuous and pi × pi is
surjective and open, and hence µ′ is continuous by the previous lemma. The
continuity of the map ι′ comes from the commutative diagram
G
ι //
pi

G
pi

G/H
ι′
// G/H
where ι is as usual, by a similar argument.
Furthermore, when H is a closed normal subgroup of G we get that the
quotient space is also a topological group.
1.2.26 Proposition. If H is a closed normal subgroup of a topological group
G, then G/H is a topological group.
Proof. The quotient group G/H is deﬁned because H is a normal subgroup.
The previous proposition shows that the maps µ and ι are continuous, so the
only thing left to show is that G/H is Hausdorﬀ. Let g1H, g2H ∈ G/H and
suppose that g1H 6= g2H. This means that g−12 g1 /∈ H and because H is closed,
there exists a neighbourhood U of g−12 g1 such that U ⊂ G \H. Next we deﬁne
a map
f : G×G×G→ G by (g1, g2, g3) 7→ g1g2g3.
Now f is continuous because it is the composition of the map µ with itself i.e. f
is the map (g1, (g2, g3)) 7→ (g1, g2g3) 7→ g1g2g3. Then f(e, g−12 g1, e) = g−12 g1 and
by the continuity of f , there exists a neighbourhood V of (e, g−12 g1, e) such that
f(V ) ⊂ U . Because V contains a neighbourhood of the form W ×{g−12 g1}×W ,
where we can choose W to be a symmetric neighbourhood of e, we get that
Wg−12 g1W ⊂ U . Then W = W−1 implies that
Wg−12 g1W ∩H = ∅ ⇔ g−12 g1W ∩WH = ∅ ⇔ g1W ∩ g2WH = ∅.
Furthermore, we get that g1WH ∩ g2WH = ∅, because H is a subgroup. This
can be seen as follows: if there were an h ∈ H such that g1Wh ⊂ g2WH,
then g1Whh
−1 = g1W ⊂ g2WH, but this contradicts our previous result. So
g1WH = pi(g1W ) and g2WH = pi(g2W ) are open and disjoint neighbourhoods
for the points g1H, g2H ∈ G/H. Thus we have proved that G/H is a topological
group.
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1.2.27 Proposition. If H is a compact normal subgroup of a topological group
G, then the map pi : G→ G/H is closed.
Proof. Let A be a closed subset of G. Then by Proposition 1.2.22 the set AH is
closed. It then follows from the openness of pi that pi(G \AH) is open in G/H.
We have that pi−1(pi(A)) = AH and hence
G \AH = G \ (pi−1(pi(A))) = {g ∈ G | g /∈ pi−1(pi(A))}
= {g ∈ G | pi(g) /∈ pi(A)}
= {g ∈ G | pi(g) ∈ G/H, pi(g) /∈ pi(A)}
= pi−1(G/H \ pi(A)).
Then
pi(G \AH) = pi(pi−1(G/H \ pi(A))) = G/H \ pi(A)
and because pi(G \AH) is open, pi(A) is closed.
The most important example of a closed normal subgroup is the identity
component, i.e. the connected component of the identity element.
1.2.28 Proposition. If G0 is the connected component of the identity element
e of a topological group G, then G0 is a closed normal subgroup of G. Thus
G/G0 is a topological group.
Proof. All the components of a topological space are closed, so G0 is closed.
Because the map µ is continuous and G0 × G0 is connected, it follows that
G0G0 is connected. Clearly e = ee ∈ G0G0, so that G0G0 ⊂ G0. Because the
map ι is also continuous, G−10 is connected. Clearly e = e
−1 ∈ G−10 , so that
G−10 ⊂ G0. Thus G0 is a subgroup. We notice that the composition of the
maps Lg and Rg−1 is a homeomorphism by Proposition 1.2.11, so we get that
Lg(Rg−1(G0)) = gG0g
−1 is connected. Now
e = geg−1 ∈ gG0g−1 ⇒ gG0g−1 ⊂ gG0g−1
i.e. G0 is normal. Thus G/G0 is a topological group.
1.2.29 Proposition. The topological group G/G0 is totally disconnected i.e.
the only connected sets are the one point sets gG0.
Proof. Chapter 3.22, part C) in [Po].
1.2.30 Corollary. If the topological group G is locally connected, then G/G0
is discrete.
Proof. If G is locally connected, then e has a connected neighbourhood U . Now
U is contained in G0 and gU is a connected neighbourhood for every g ∈ G.
It follows then from the openness of the map pi that pi(gU) = gUG0 = gG0 is
open. But G/G0 is totally disconnected, so the point gG0 is open. Thus G/G0
is discrete.
1.2.31 Deﬁnition. A map between two topological groups is called a homo-
morphism of topological groups, if it is a continuous homomorphism of groups.
A map between two topological groups is called an isomorphism of topological
groups, if it is a homeomorphism and a isomorphism of groups. We will also say
that that a map is a homomorphism or an isomorphism, if it is clear from the
context that we mean the topological ones.
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There exists a topological version of the isomorphism theorem of groups:
1.2.32 Theorem. Let G1 and G2 be topological groups and let f : G1 → G2
be a continuous homomorphism. Then G1/ ker f is a topological group. If f is
also open or G1 is compact, then the groups G1/ ker f and im f are topologically
isomorphic.
Proof. First we show that ker f is a closed normal subgroup of G, from which
it follows that G1/ ker f is a topological group. Now ker f is a normal subgroup
by a basic result in algebra. It is closed because it is the inverse image of the
identity element of G2 under a continuous map and the identity element is closed
in G2, because G2 is Hausdorﬀ.
Next consider the commutative diagram
G1
f
$$
pi

G1/ ker f
f ′
// im f
where f ′ is the map induced by f . Notice that f ′ is a group isomorphism.
Then pi is a surjective and open and f is continuous, so f ′ is continuous by
Lemma 1.2.24. The map pi is also continous, so if f is open, then f ′ is open
again by the same lemma and thus f ′ is a homeomorphism. If G1 is compact,
then G1/ ker f is compact because it is the image of a compact set under a
continuous map. Because G2 is Hausdorﬀ and f
′ is now a continuous map it
follows that f ′ is a homeomorphism.
1.2.33 Remark. If f is also assumed to be surjective, then we get that f is
topological isomorphism between G1/ ker f and G2.
1.2.34 Corollary. If N and H are closed normal subgroups of a topological
group G and N ⊂ H, then the topological groups G/H and (G/N)/(H/N) are
topologically isomorphic.
Proof. We deﬁne a map pi′ : G/N → G/H by gN 7→ gH. If g1N = g2N , then
g−11 g2 ∈ N and g−11 g2 ∈ H. It follows that g1H = g2H and hence
pi′(g1N) = g1H = g2H = pi′(g2N).
Thus pi′ is well-deﬁned. The natural homomorphisms piN : G → G/N and
piH : G → G/H are surjective, continuous and open. Then the commutative
diagram
G
piH
##
piN

G/N
pi′
// G/H
and Proposition 1.2.24 give us that pi′ is continuous and open. It is also clear
that pi′ is surjective. By the previous theorem pi′ is a topological isomorphism
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between (G/N)/ kerpi′ and G/H. We now only need to determine kerpi′. We
notice that
kerpi′ = {gN ∈ G/N | pi′(gN) = H}
= {gN ∈ G/N | gH = H}
= {gN ∈ G/N | g ∈ H} = H/N.
Thus G/H is topologically isomorphic to (G/N)/ kerpi = (G/N)/(H/N).
1.2.35 Proposition. If V is an n-dimensional real or complex vector space,
then Aut(V ) is topologically isomorphic to GL(n,F), where F is R or C.
Proof. We already know that f : Aut(V ) → GL(n,F), L 7→ [L]V , where V is a
basis of V , is a group isomorphism and that the deﬁnition of the topology on
Aut(V ) makes the map f into a homeomorphism. We notice that the map f
depends on the basis of V . If we choose another basisW for V and then deﬁne a
topology on Aut(V ) using the map f ′(L) = [L]W , we get that f ′ = ψ−1◦f(L)◦ψ,
where ψ is the map that changes the bases. But now ψ−1 ◦ f(L) ◦ ψ is just
conjugation which is a homeomorphism of Aut(V ) to itself. Hence the topologies
are the same.
1.2.36 Example. Topological groups that are topologically isomorphic to Rn
for some n ∈ N are called vector groups. A subgroup of a topological group is
called a vector subgroup, if it is a vector group.
A useful property of topological groups is that in order to show that a group
homomorphism between topological groups is continuous or open, we only need
to study continuity or openness at one point. Usually it is easiest to show
continuity or openness at the identity element.
1.2.37 Proposition. A group homomorphism f : G1 → G2 between topological
groups G1 and G2 is continuous/open if it is continuous/open at some point.
Proof. Let g1, h1 ∈ G1 and assume that f is continuous at g1. Denote g2 =
f(g1) and h2 = f(h1). We will show that f is continuous at h1. If V is
a neighbourhood of h2, then g2h
−1
2 V is a neighbourhood of g2 and then by
continuity, f−1(g2h−12 V ) is a neighbourhood of g1. Now, by the homomorphism
properties of f ,
x ∈ f−1(g2h−12 V )⇔ f(x) ∈ g2h−12 V ⇔ h2g−12 f(x) ∈ V
⇔ f(h1)f(g1)−1f(x) ∈ V ⇔ f(h1)f(g−11 )f(x) ∈ V
⇔ f(h1g−11 x) ∈ V ⇔ h1g−11 x ∈ f−1V
⇔ x ∈ g1h−11 f−1(V ),
so we get that f−1(g2h−12 V ) = g1h
−1
1 f
−1(V ). Then h1g−11 (g1h
−1
1 f
−1(V )) =
f−1(V ) is a neighbourhood of h1 and thus f is continuous at h1.
Assume then that f is open at g1 and let g2, h2 be as in the ﬁrst part. We
will show that f is open at h1. Let U be a neighbourhood of h1. Then g1h
−1
1 U
is a neighbourhood of g1 and then by openness, f(g1h
−1
1 U) is a neighbourhood
of g2. As above, we can show by using the fact that f is a homomorphism, that
f(g1h
−1
1 U) = g2h
−1
2 f(U). Then h2g
−1
2 (g2h
−1
2 f(U)) = f(U) is a neighbourhood
of h2 and thus f is open at h2.
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1.3 Topological transformation groups
We have mentioned previously that the concept of a topological group will
allow us to study transformations of topological spaces. This is because the
transformations of a topological space have to preserve its topological structure
i.e. the transformations have to be continuous maps.
1.3.1 Deﬁnition. A transformation group (X,G,ϕ) is a topological transfor-
mation group, if G is a topological group, X is a topological space and ϕ is
continuous. We will say that X is a G-space or that the group G acts on the
space X.
1.3.2 Example. Every topological group acts on itself by the group operation.
In Example 1.1.3 we showed that a group G acts on the coset space G/H by
(g′, gH) 7→ g′gH. The next example shows that the action is continuous when
G is a topological group.
1.3.3 Example. If G is a topological group and H is a subgroup of G, then the
action deﬁned in Example 1.1.3 is a continuous action i.e. G/H is a G-space.
This can be seen by noticing that in the commutative diagram
G×G µ //
id×pi

G
pi

G×G/H
ϕ
// G/H
the map pi ◦ µ is continuous and the map id×pi is open and surjective. Hence
by Lemma 1.2.24 the map ϕ is continuous.
1.3.4 Example. Deﬁne a map ϕ : GL(n,R)×Rn → Rn by (A, ~x) 7→ A~x. Then
ϕ(A,ϕ(B, ~x)) = A(B~x) = (AB)~x and ϕ(In, ~x) = In~x = ~x
and thus GL(n,R) acts on Rn. Because the action can be given by addition
and multiplication in Rn, the action is continuous. Similarly we can deﬁne a
continuous action of GL(n,C) on Cn.
Next we will study how the deﬁnitions and basic properties of transformation
groups behave in the topological case.
1.3.5 Lemma. If X is a G-space and g ∈ G, then the map ϕg : X → X deﬁned
by ϕg(x) = ϕ(g, x) = gx is a homeomorphism of X.
Proof. The map ϕg is continuous by deﬁnition, bijective by Lemma 1.1.2 and
the inverse map ϕg−1 is clearly continuous.
1.3.6 Proposition. If X is a T1-space, then the isotropy group Gx is closed
for all x ∈ X.
Proof. Every x ∈ X is closed in X by T1-property. The map ϕ′ : G → X,
g 7→ gx, is continuous because ϕ′ : G × {x} → X, (g, x) 7→ gx, is a restriction
of ϕ. Hence ϕ′−1(x) is closed. But now
ϕ′−1(x) = {g ∈ G | ϕ′(g) = x} = {g ∈ G | gx = x} = Gx
and thus Gx is closed.
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1.3.7 Corollary. If G is compact and X is T1, then Gx is compact for all
x ∈ X.
Proof. The isotropy groups are now closed by the previous proposition and
hence they are compact as they are closed in the Hausdorﬀ space G.
1.3.8 Deﬁnition. A map between two topological transformation groups is
called an equivariant map or a G-map if it is a continuous G-map of transfor-
mation groups. If it is also a homeomorphism, it is called a G-isomorphism.
1.3.9 Remark. From now on, all our transformation groups are topological trans-
formation groups, so when we speak of G-maps or G-isomorphisms we will al-
ways assume that they are continuous.
We would like to establish a topological version of Proposition 1.1.13, but
unfortunately without any further restrictions it holds only in the special case
when G is compact. Later we will be able to obtain the same result for locally
compact groups when restricted to proper actions.
1.3.10 Proposition. If G is a compact topological group and X is Hausdorﬀ,
then the map f : G/Gx → G(x), deﬁned by gGx 7→ gx, is a G-isomorphism.
Proof. Let G be a compact group. We have already proved that f is G-
isomorphism of transformation groups, so the only thing left to prove is that f
is a homeomorphism. We have a commutative diagram
G
pi

f ′
$$
G/Gx
f
// G(x)
where f ′(g) = ϕ(g, x) is continuous. Then f is continuous by Lemma 1.2.24.
We then notice that G/Gx is compact, because it is the image of the continuous
map pi and G(x) is Hausdorﬀ, because it is a subset of a Hausdorﬀ space X.
Now f is a homeomorphism, because it is a bijective and continuous map from
a compact space to a Hausdorﬀ space.
1.3.11 Deﬁnition. The set of orbits X/G can be endowed with the quotient
topology given by the equivalence relation x ∼ x′ ⇔ ∃g ∈ G : x′ = gx. Thus we
can call X/G the orbit space of X.
1.3.12 Proposition. The projection map pi : X → X/G is continuous and
open.
Proof. The map pi is continuous by deﬁnition. Let A ⊂ X be open. Then
GA = ∪g∈Gϕg(A) is open. It follows that pi−1(pi(A)) = GA is open. Hence by
the deﬁnition of quotient topology, this means that pi(A) is open in X/G.
The orbit space X/G has nice properties in the case when the group G is
compact:
1.3.13 Proposition. If X is a G-space and G is a compact group, then the
following hold:
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1. The projection map pi : X → X/G is a closed map.
2. If X is Hausdorﬀ, then X/G is Hausdorﬀ.
Proof. Proposition 1.58 in [Ka].
The previous propositions concerning compact groups are fundamental prop-
erties of topological transformation groups. Later in Section 5.2 we will gener-
alize some of these properties in the case of proper actions of locally compact
groups.
1.3.14 Proposition. Let H be a closed normal subgroup of G and let X be
a G-space. Then the G-action on X induces a G/H-action on the orbit space
X/H.
Proof. The space G/H is now a topological group. If ϕ is the action of G on X,
then ϕ′ is the action of G/H on X/H deﬁned by ϕ′(gH,H(x)) = H(gx). The
map ϕ′ is well-deﬁned, because if (gH,H(x)) = (g′H,H(x′)), then gH = g′H,
H(x) = H(x′) and thus
ϕ′(gH,H(x)) = H(gx) = {hgx | h ∈ H} = {ghx | h ∈ H}
= {g′hx | h ∈ H} = {g′hx′ | h ∈ H}
= {hg′x′ | h ∈ H} = H(g′x′) = ϕ′(g′H,H(x′)).
This is an action, because ϕ′(eH,H(x)) = H(x) and
ϕ′(g1H,ϕ′(g2H,H(x))) = ϕ′(g1H,H(g2x)) = H(g2g1x)
= ϕ′(g2g1H,H(x)).
We have a commutative diagram
G×X
pi1×pi2

ϕ // X
pi2

G/H ×X/H
ϕ′
// X/H
where pi1 and pi2 are the natural projections. The continuity of ϕ
′ now follows
from the Proposition 1.2.24.
We end this chapter by showing how to make an H-space into a G-space,
when H is subgroup of G. So let X be an H-space and let H be a subgroup of
G. Then the action h(g, x) = (gh−1, hx) makes G ×X an H-space. The orbit
space of this action is denoted by G×H X and the orbit of (g, x) is denoted by
[g, x]. We notice that two orbits [g, x] and [g′, x′] are equal if and only if there
exists a h ∈ H such that g′ = gh−1 and x′ = hx. For details look Chapter 1.9
in [Ka].
1.3.15 Deﬁnition. The space G×H X together with the G-action deﬁned by
g′[g, x] = [g′g, x] is called the induced G-space.
1.3.16 Proposition. If f : X → Y is an H-equivariant map, then we get an
induced map G ×H f : G ×H X → G ×H Y deﬁned by [g, x] 7→ [g, f(x)]. The
map G×H f is continuous.
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Proof. Let [g, x] = [g′, x′]. Then there exists h ∈ H such that g′ = gh−1 and
x′ = hx and we get that
f([g′, x′]) = f([gh−1, hx]) = [gh−1, f(hx)]
= [gh−1, hf(x)] = [g, f(x)]
= f([g, x]).
The map G×H f is easily seen to be continuous when we consider the commu-
tative diagram
X × Y id×f //
pi

X × Y ′
pi

X ×G Y
X×Gf
// X ×G Y ′.
Thus G×H f is a well-deﬁned continuous map.
1.3.17 Proposition. Let H be a subgroup of G and deﬁne a G-action on
(G/H) × X by g′(gH, x) = (g′gH, x). If H acts trivially on X, then G ×H X
and (G/H)×X are G-homeomorphic.
Proof. We deﬁne a map f : G ×H X → (G/H) × X by f([g, x]) = (gH, x)
and show that f is a G-homeomorphism. Now f is well-deﬁned, because if
[g, x] = [g′, x′], then g′ = gh−1 and x′ = hx for some h ∈ H and thus
f([g′, x′]) = (g′H,x′) = (gh−1H,hx) = (gH, x) = f([g, x]).
If f([g, x]) = f([g′, x′]), then (gH, x) = (g′H,x′) which is equivalent to gH =
g′H and x = x′. Now g−1g′ ∈ H, from which we get that g′ = gh−1 and
x′ = hx, because H acts trivially on X. Thus f is injective. The map f is also
clearly surjective.
Next consider the commutative diagram:
G×X
pi

pi′×id
''
G×H X
f
// (G/H)×X
where pi′ × id(g, x) = (gH, x) and pi is the projection (g, x) 7→ [g, x]. Then f
is continuous and open by Lemma 1.2.24, because pi′ × id is clearly continuous
and open. Finally, f is G-equivariant, because
f(g′[g, x]) = f([g′g, x]) = (g′gH, x) = g′(gH, x) = g′f([g, x]).
Thus f is a G-homeomorphism.
We get an immediate corollary:
1.3.18 Corollary. If X is a one-point space, then G ×H X and G/H are G-
homeomorphic.
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Chapter 2
Locally compact groups
Our main focus will be on proper actions of locally compact groups, so in this
chapter we will present some basic properties of locally compact spaces and
locally compact topological groups.
2.1 Locally compact space
2.1.1 Deﬁnition. A subset A of a topological space X is called relatively com-
pact if the closure of A is compact.
2.1.2 Deﬁnition. A topological space X is locally compact if every point has
a relatively compact neighbourhood i.e. if for every x ∈ X there exists a neigh-
bourhood U of x such that U is compact.
The next theorem is about locally compact Hausdorﬀ spaces:
2.1.3 Proposition. If a space X is locally compact and Hausdorﬀ and U is a
neighbourhood of x ∈ X, then x has a neighbourhood V such that V is compact
and V ⊂ U .
Proof. Let U be a neighbourhood of x ∈ X. Because X is locally compact,
x has a neighbourhood W such that W is compact. It then follows by basic
results in topology that W is regular. Now U ∩W is a neighbourhood of x in
W and because W is regular, there exists a neighbourhood V of x in W such
that the W -closure of V is a subset of U ∩W . Because V ⊂ U ∩W ⊂ W and
V is open in W , we get that V is open in W and thus V is open in X. This
means that V is a neighbourhood of x in X. Finally the W -closure of V is the
same as V ∩W = V which implies that V ⊂ U ∩W ⊂ U and V is compact as
a closed subset of a compact set W .
2.1.4 Corollary. A Hausdorﬀ space X is locally compact if and only if for every
neighbourhood U of every point x there exists a neighbourhood V of x such that
V is compact and V ⊂ U .
Proof. If X is locally compact and Hausdorﬀ, then the condition is true by the
previous proposition. If we then assume that X is Hausdorﬀ and the condition
is true, then every point x has a neighbourhood V such that V is compact i.e.
X is locally compact.
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2.1.5 Remark. The previous corollary shows that a Hausdorﬀ space is locally
compact if every point has a neighbourhood basis 1consisting of relatively com-
pact neighbourhoods.
2.1.6 Corollary. A locally compact Hausdorﬀ space is regular.
Proof. The claim follows when we remember that the T3 property can be char-
acterised by the following: a space X is T3 if and only if for every x ∈ X and
for every neighbourhood U of x there exists a neighbourhood V of x such that
V ⊂ U .
2.1.7 Proposition. A locally compact Hausdorﬀ space is completely regular.
Proof. Lemma 1.25. in [St].
2.1.8 Proposition. Let X be a locally compact Hausdorﬀ space. If A ⊂ X is
open or closed, then A is locally compact.
Proof. Let A ⊂ X be open. Then every point a ∈ A has an open neighbourhood
U ⊂ A ⊂ X. It then follows from the previous proposition that every point
a ∈ A has a neighbourhood V such that V is compact and hence A is locally
compact. If A ⊂ X is closed then a ∈ A has a neighbourhood U ⊂ X such that
U is closed. We can then deﬁne V = A ∩ U which is neighbourhood of a in A.
Furthermore, V = A ∩ U = A ∩ U is closed in U and hence it is compact as it
is a closed subset of a compact Hausdorﬀ space.
2.1.9 Proposition. If f : X → Y is continuous, open and surjective, X is
locally compact and Y is Hausdorﬀ, then Y is locally compact.
Proof. Let y ∈ Y . Then y = f(x) for some x ∈ X. Let U be a neighbourhood
of x such that U is compact. Because the map f is continuous and open, we get
that f(U) is open and f(U) is compact. Furthermore, f(U) is a neighbourhood
of y. We show that f(U) is compact. The space Y is Hausdorﬀ so f(U) is closed
and hence f(U) = f(U). From this we get that f(U) ⊂ f(U) = f(U) and thus
f(U) is compact, because it is closed in the compact set f(U).
2.1.10 Proposition. If Y is a locally compact dense subspace of a compact
space X, then Y is open in X.
Proof. Let y ∈ Y . Because Y is locally compact, there exists a neighbourhood
V of y in Y such that V is compact2 in Y . From relative topology we get that
there exists an open set U in X such that V = Y ∩U . Denote W = X \ V . We
will show that W ∩ U = ∅, because then
u ∈ U ⇒ u /∈ X \ V ⇒ u ∈ V
i.e. U ⊂ V and thus V = U ∩ V = U . But this means that V is open in X.
We notice ﬁrst that V is closed in X. ThenW is open in X and furthermore
W ∩U is open in X. Assume then that W ∩U is not empty. Because Y is dense
in X, there exists a point x ∈ Y ∩ (W ∩ U) = (Y ∩ U) ∩W = V ∩W . But now
V ∩W ⊂ V ∩W = ∅ and hence W ∩ U = ∅.
1Sometimes called a local basis.
2The closure means the closure of V in Y .
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2.2 Locally compact group
Now we take a closer look to the case when a topological group is locally com-
pact.
2.2.1 Deﬁnition. A topological group is locally compact if it is a locally com-
pact topological space.
We have the next characterization of locally compact groups:
2.2.2 Proposition. A topological group is locally compact if and only if the
neutral element has a relatively compact neighbourhood.
Proof. Let G be a locally compact group. Then every point and in particular
the neutral element has a relatively compact neighbourhood. Next assume that
the neutral element has a relatively compact neighbourhood U . Then a point
g ∈ G has the relatively compact neighbourhood gU by Proposition 1.2.11.
2.2.3 Example. All compact groups are locally compact and hence for example
the group (S1, ·) is locally compact.
2.2.4 Example. The groups (Rn,+) and (Cn,+) are locally compact.
2.2.5 Example. All discrete groups are locally compact and hence every alge-
braic group with discrete topology is a locally compact topological group.
2.2.6 Example. An example of a topological group that is not locally compact
is the the set Q of rational numbers with addition as the group operation when
the topology of Q is the relative topology it inherits from R. Notice that it is
locally compact when given the discrete topology.
2.2.7 Proposition. Every closed subgroup of a locally compact group is locally
compact.
Proof. This follows straight from Proposition 2.1.8.
2.2.8 Proposition. A ﬁnite product of locally compact groups is locally com-
pact.
Proof. Let
∏n
i=1Gi be a product of locally compact groups. Then every point
g ∈∏ni=1Gi has a neighbourhood U of the form U = ∏ni=1 Ui, where Ui is open
and Ui is compact in Gi for all i. Then U =
∏n
i=1 Ui is compact by Tychonoﬀ's
theorem.
2.2.9 Proposition. A quotient group of a locally compact group is locally com-
pact.
Proof. The projection pi : G→ G/H is continuous and open so this follows from
Proposition 2.1.9.
2.2.10 Proposition. If H is a compact normal subgroup of a topological group
G and if the quotient group G/H is locally compact, then G is locally compact.
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Proof. Let H be a compact normal subgroup of G such that G/H is locally
compact. If gH ∈ G/H and U is a neighbourhood of gH such that U is compact,
then pi−1(U) is a neighbourhood of g. We then need to show that pi−1(U) is
compact. The set U is closed and hence pi−1(U) is closed. This means that
pi−1(U) = pi−1(U). We also have that pi−1(U) ⊂ pi−1(U) so we get that
pi−1(U) ⊂ pi−1(U) = pi−1(U).
We then need a fact that if f : X → Y is a closed map and f−1(y) is compact
for all y ∈ Y , then f−1(A) is compact for all A ⊂ Y (Lemma 1.57 in [Ka]). Now
pi is closed by Proposition 1.2.27 and pi−1(gH) = gH is compact, so pi−1(U) is
compact. The group G is Hausdorﬀ, so pi−1(U) is compact.
2.2.11 Lemma. The identity component of a locally compact group is compact
if the group has an open compact subgroup.
Proof. Let G0 be the identity component of a locally compact group G. Now
G0 is closed in G and thus G0 is the intersection
⋂
i∈I Hi of all open subgroups
of G by Theorem 6.8 in [St]. Then by assumption G0 ⊂ Hi for some i, where
Hi is open and compact in G. But every open subgroup is also closed, so we
get that G0 is closed in Hi because G0 = Hi ∩G0. Thus G0 is compact as it is
closed in the compact Hausdorﬀ space Hi.
Remember that a space is called σ-compact if it is a countable union of
compact sets. The next theorem is called the open mapping theorem:
2.2.12 Theorem. If G1 is a σ-compact locally compact group, G2 a locally
compact group and f : G1 → G2 a surjective continuous homomorphism, then
f is an open mapping.
Proof. Theorem 6.19 in [St].
2.2.13 Proposition. Let H be a σ-compact closed subgroup and N a closed
normal subgroup of a topological group G. If HN is a locally compact subgroup,
then the topological groups HN/N and H/(H ∩N) are topologically isomorphic.
Proof. The natural projection pi : HN → HN/N is a continuous homomor-
phism, so its restriction pi|H is also continuous. Clearly pi|H is surjective. Now
H is locally compact, because it is closed in the locally compact group HN .
We can then use the open mapping theorem to the map pi|H and get that pi|H
is also open. Then we use Proposition 1.2.32 to get that HN/N is topologically
isomorphic to H/ kerpi|H . Next we show that kerpi|H = H∩N . Let h ∈ kerpi|H .
Then pi|H(h) = hN = N which is equal to h ∈ H ∩N . Thus we get that HN/N
is topologically isomorphic to H/(H ∩N).
An important property of a locally compact topological group is the existence
of an invariant integral called the Haar integral. The proofs for the existence
and uniqueness of this integral can be found in Chapter D, Section 12 in [St] or
Chapter IV, 15 in [He-Ro].
2.2.14 Deﬁnition. Let X be a topological space. We denote by C(X) the
set of all continuous functions from X to R. Remembering that the support
of a function f ∈ C(X) is the set supp(f) = {x ∈ X | f(x) 6= 0}, we denote by
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Cc(X) the set of all the functions in C(X) that have compact support. Similarly,
we denote by C+(X) the set of all functions in C(X) that are positive i.e.
C+(X) = {f ∈ C(X) | f(x) ≥ 0 for all x ∈ X}.
It is known that the set C(X) is a vector subspace of the vector space of
all functions from X to R. Similarly, the sets Cc(X) and C+(X) are vector
subspaces of C(X) and hence C+c (x) = Cc(X) ∩ C+(X) is vector subspace of
C(X). The integral is then deﬁned to be a linear map from C+c to R an we have
the following result:
2.2.15 Theorem. Every locally compact group G has a (left) invariant integral
or a Haar integral i.e. there exists a linear map I : Cc(G)→ R such that
1. I(f ◦ Lg) = I(f) for all f ∈ Cc(G),
2. I(f) ≥ 0 for all f ∈ C+c (G) and
3. there exists f ∈ C+c (G) such that I(f) 6= 0.
We can then use the Riesz represention theorem (Theorem 2.14 in [Ru] or
Corollary 11.37 in [He-Ro]) to construct a left invariant measure µ such that
I(f) =
∫
G
f(x)dµ(x). Here integration is the usual Lebesgue integration.
2.2.16 Remark. For compact groups we can require that I(1) = 1.
The last proposition is a property of the Haar integral.
2.2.17 Proposition. Let f ∈ L2(G) and let A be a µ-measurable set (for ex-
ample a closed subset) of G. Then
∫
A
f(x)dµ(x) is a measure and, in particular,∫
∪ni=1Ai
f(x)dµ(x) =
n⋃
i=1
∫
Ai
f(x)dµ(x)
for disjoint µ-measurable subsets Ai of G.
Proof. Theorem 1.29 in [Ru].
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Chapter 3
Lie groups and Lie algebras
This chapter is an introduction to the most important type of topological groups
in this theses, namely to Lie groups. We will deﬁne Lie groups and Lie algebras
and present some of their properties. This is done detail to gain a better under-
standing of the nature of Lie groups. We will also present some classical results
of the representation theory of Lie groups and structure theory of Lie groups.
3.1 Lie groups
A Lie1 group is a topological group such that the topological space of the group
is a real smooth manifold and the group operations are smooth. First we will
deﬁne a smooth manifold.
3.1.1 Deﬁnition. Let U be an open set in Rm and let V be an open set
in Rn. A map f from U to V can be written as f(x) = (f1(x), . . . , fn(x))
where fi(x) : Rm → R is the coordinate function of f for all i = 1, . . . , n.
Then the function f is smooth if fi is inﬁnitely many times diﬀerentiable for all
i = 1, . . . , n. A diﬀeomorphism is a smooth map that has a smooth inverse.
3.1.2 Deﬁnition. Let M be a topological space. A pair (U, φ), where the map
φ : U → V is a homeomorphism from an open set U in M to an open set V in
Rn, is called a chart. A collection of charts {(Uα, φα)} is called an atlas, if the
open sets Uα cover M . The atlas is smooth if the map
φβ ◦ φ−1α : φα(Uα ∩ Uβ)→ φβ(Uα ∩ φβ)
is smooth for every pair (α, β) with Uα ∩Uβ 6= ∅. We call the map φβ ◦φ−1α the
transition map from φα to φβ .
3.1.3 Deﬁnition. Two smooth atlases {(Uα, φα)} and {(Vβ , ψβ)} are said to
be equivalent if the union {(Uα, φα)} ∪ {(Vβ , ψβ)} is smooth i.e. if the map
ψβ ◦ φ−1α : φα(Uα ∩ Vβ)→ ψβ(Uα ∩ Vβ)
is a diﬀeomorphism for each pair (α, β) with Uα ∩ Vβ 6= ∅. An equivalence class
of atlases onM is called a smooth structure onM and we denote the equivalence
class of an atlas {(Uα, φα)} by [(Uα, φα)].
1Named after the Norwegian mathematician Sophus Lie (1842-1899)
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3.1.4 Deﬁnition. A smooth manifold is a pair (M, [(Uα, φα)]) where M is a
Hausdorﬀ space satisfying the second axiom of countability and [(Uα, φα)] is a
smooth structure onM . We also say that (M, [(Uα, φα)]) is a smooth n-manifold
when we want to emphasize the dimension of Rn.
A smooth manifold is thus a topological space which is locally similar to the
n-dimensional Euclidean space. This allows us to do calculus on the space. The
ﬁrst example of a smooth manifold is the space Rn itself.
3.1.5 Example. The space Rn is a smooth manifold. This is because Rn is
second countable and [(Rn, idRn)] is a smooth structure on Rn.
3.1.6 Example. We show that every ﬁnite-dimensional real vector space V is
a smooth manifold. It is known that every norm in V deﬁnes a topology on V
and they all deﬁne the same topology. If V = {v1, . . . , vn | vi ∈ V } is a basis for
V , then the map L : Rn → V ,
L(x) = L(x1, . . . , xn) =
n∑
i=1
xivi,
is an isomorphism. We will show that it is also a homeomorphism. Let Rn
have the usual Euclidean topology τ and let τ ′ be a norm topology in V . We
only need to show that L is continuous and open in 0¯ = (0, . . . , 0). Let U be
a neighbourhood of L(0¯) = 0. Then there exists  > 0 such that {v ∈ V |
‖v‖ < } ⊂ U . Next, deﬁne M = max(‖v1‖, . . . , ‖vn‖) and U ′ = {x ∈ Rn |
|x1| + · · · + |xn| < /M}. Now U ′ is a neighbourhood of 0¯ and for all x ∈ U ′,
we have that
‖L(x)‖ =
∥∥∥∥∥
n∑
i=i
xivi
∥∥∥∥∥ ≤
n∑
i=1
‖xivi‖ =
n∑
i=1
|xi| · ‖vi‖
≤M ·
n∑
i=1
|xi| < .
So U ′ ⊂ L−1({v ∈ V | ‖v‖ < }) ⊂ L−1(U) and thus L is continuous.
Next we will show that L is open at 0¯. The set
A = {x ∈ Rn | |x1|+ · · ·+ |xn| = }
is compact in (Rn, τ). Thus L(A) is compact in V . We then have that ‖v‖ > 0
for all v ∈ L(A), because 0¯ /∈ A. The norm is a continuous function, so we get
that δ = inf{‖v‖ | v ∈ L(A)} is positive. Let v = (x1v1, . . . , xnvn) ∈ V and
0 < ‖v‖ < δ. Now the point |x1|+...|xn| (x1, . . . , xn) is in A and satisﬁes
0 < ‖v‖ < δ ≤
∥∥∥∥L( |x1|+ . . . |xn| (x1, . . . , xn)
)∥∥∥∥ = |x1|+ . . . |xn| ‖v‖.
Thus |x1|+ . . . |xn| <  and
{v ∈ V | ‖v‖ < δ} ⊂ L({(x1, . . . , xn) ∈ Rn | |x1|+ . . . |xn| < }).
We have shown that the map L is a homeomorphism and thus (V,L−1) is
a smooth atlas on V . This smooth structure is independent of the choice of
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basis. To show this, assume that W = {w1, . . . , wn | wi ∈ V } is another basis
for V and L′ : Rn → V is the corresponding isomorphism. Now there exists an
invertible matrix A = [aij ]
n
i,j=1 such that vi =
∑
j aijwj for all i. The transition
map from L to L′ is then given by L′−1 ◦ L(x) = x′, where x′ = (x′1, . . . , x′n) is
determined by
n∑
j=1
x′jwj =
n∑
i=1
xivi =
n∑
i,j=1
xiaijwj .
So x′j =
∑
i aijxi and thus L
′−1 ◦ L is an invertible linear map. Hence it is a
diﬀeomorphism. This means that the smooth atlases (V,L−1) and (V,L′−1) are
equivalent, which implies that [(V,L−1)] is a smooth structure on V . Thus V is
a smooth manifold.
The n-sphere is a non-trivial smooth manifold.
3.1.7 Example. The n-sphere Sn is the space {x ∈ Rn+1 | x21+· · ·+x2n+1 = 1}.
It is second countable as it is a subset of Rn. The sets U1 = {x ∈ Sn | xn+1 < 1}
and U2 = {x ∈ Sn | xn+1 > −1} form an open cover of Sn and the maps
φ1 : U1 → Rn and φ2 : U2 → Rn given by
φ1(x) = φ1(x1, . . . , xn+1) =
(
x1
1− xn+1 , . . . ,
xn
1− xn+1
)
φ2(x) = φ2(x1, . . . , xn+1) =
(
x1
1 + xn+1
, . . . ,
xn
1 + xn+1
)
are homeomorphisms. Hence both {(U1, φ1)} and {(U2, φ2)} are charts. It
can be shown2 that they actually form a smooth atlas. It then follows that
(Sn, [(U1, φ1), (U2, φ2)]) is a smooth manifold.
The concept of a smooth map is deﬁned between the Euclidean spaces Rn
and Rm. Because smooth manifolds look locally like Euclidean spaces, we can
deﬁne a smooth map between smooth manifolds by the help of charts.
3.1.8 Deﬁnition. A continuous map f : M → N between two smooth mani-
folds (M, [(Uα, φα)]) and (N, [(Vβ , ψβ)]) is called smooth, if the map
ψβ ◦ f ◦ φ−1α : φα(Uα ∩ f−1(Vβ))→ ψβ(Vβ)
is smooth in the sense of Deﬁnition 3.1.1 for all pairs (α, β) such that Uα ∩
f−1(Vβ) 6= ∅.
The next two lemmas show how to build new smooth manifolds from old
ones.
3.1.9 Lemma. If N is an open subset of a smooth manifold M , then N is also
a smooth manifold.
Proof. Let [(Uα, φα)] be the smooth structure onM . Then [(N∩Uα, (φα)|N∩Uα)]
is a smooth structure on N .
3.1.10 Lemma. If M and N are smooth manifolds, then M ×N is a smooth
manifold.
2Example 2, Chapter 3 in [Ka]
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Proof. Let [(Uα, φα)] be the smooth structure on M and [(Vβ , ψβ)] the smooth
structure on N . Then [(Uα×Vβ , φα×ψβ)] is a smooth structure onM ×N .
3.1.11 Deﬁnition. Let m,n ∈ N and n ≤ m. A subset N of a smooth m-
manifoldM is called a embedded n-submanifold3 if for each y ∈ N there exists a
chart (U, φ) ofM at y such that N∩U = {x ∈M | φn+1(x) = · · · = φm(x) = 0},
where φi is the coordinate function of φ.
3.1.12 Deﬁnition. Let m,n ∈ N and n ≤ m. A subset N of a smooth m-
manifold M is called a immersed n-submanifold if N is endowed with a n-
manifold topology together with a smooth structure such that the inclusion
i : N → M is a smooth immersion i.e. the map Tpi : TpN → TpM is injective
at each point p ∈ N . Here TpM means the tangent space of M at p. They are
deﬁned in the next section. Notice that the n-manifold topology does not have
to be the subspace topology.
3.1.13 Remark. Every embedded submanifold is an immersed submanifold.
Every immersed submanifold is the image of an injective immersion.
An important property of (smooth) manifolds is the existence of (smooth)
partitions of unity. We present next two corollaries of the existence of partitions
of unity which we will use to prove the existence of a certain map which we
will need later. If M is a manifold, A is a closed subset of M and U is a
neighbourhood of A, then a smooth bump function for A supported in U is a
smooth map f : M → R such that 0 ≤ f ≤ 1 onM , f ≡ 1 on A and supp f ⊂ U .
3.1.14 Proposition. Let M be a manifold. Then for any compact set A in M
and for any neighbourhood U of A, there exists a smooth bump function for A
with compact support supported in U .
Proof. Lemma 1.69 in [LeeJM].
3.1.15 Proposition. Let M be a smooth manifold. If A is a closed subset of
M , there exists a smooth map f : M → [0,∞) such that f−1(0) = A.
Proof. Theorem 2.29. in [LeeJH].
3.1.16 Proposition. Let M be a smooth manifold and let A and B be two
disjoint closed sets. Then there exists a smooth map f : M → [0, 1] such that
f−1(0) = A and f−1(1) = B.
Proof. By the previous proposition, there exist smooth maps fA, fB : M →
[0,∞) such that f−1A (0) = A and f−1B (0) = B. Then the map f deﬁned by
f(x) =
fA(x)
fA(x) + fB(x)
does the trick.
The previous proposition together with the existence of a smooth bump
function can be used to the existence of a smooth function with the added
property that the inverse image of 1 is the compact subset:
3Sometimes also called regular submanifolds, see [Ka].
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3.1.17 Proposition. Let M be a smooth manifold. Then for any compact
set A in M and for any neighbourhood U of A, there exists a smooth map
f : M → [0, 1] such that f−1(1) = A, supp f is compact and supp f ∈ U .
Proof. Let f0 : M → [0, 1] be a smooth bump function for A with compact
support supported in U and let f1 : M → [0, 1] be a smooth map f−1(1) = A.
Then the map f = f0 · f1 is a map from M to [0, 1]. We also have that
f−1(1) = {x ∈M | f0(x) · f1(x) = 1} = A
and supp f ⊂ supp f1 ⊂ U .
A Lie group is the smooth version of a topological group:
3.1.18 Deﬁnition. A smooth manifold G that is also a group is a Lie group,
if the maps G×G→ G, (g1, g1) 7→ g1g2 and G→ G, g 7→ g−1 are smooth.
3.1.19 Remark. From now on, by a manifold we shall mean a smooth
manifold.
3.1.20 Example. The space Rn was shown to be a manifold and the group
operations (x, y) 7→ x + y and x 7→ −x are known to be smooth. This means
that (Rn,+) is a Lie group.
3.1.21 Example. We have shown in Example 1.2.7 that the general linear
groups GL(n,R) and GL(n,C) are topological groups. Because M(n,R) is an
n2-dimensional vector space, we get that M(n,R) is a manifold. We also know
that the determinant map det : M(n,R) → R is continuous. This means that
GL(n,R) = det−1(R \ {0}) and hence GL(n,R) is an open subset of M(n,R).
We then get that GL(n,R) is a manifold by Lemma 3.1.9. The maps µ and ι
are smooth, as can be seen from the formulas for matrix product and inverse
matrix. Thus GL(n,R) is a Lie group. The same reasoning can be used to show
that GL(n,C) is a Lie group.
3.1.22 Example. The automorphism group Aut(V ) of a ﬁnite dimensional real
or complex vector space V is isomorphic to GL(n,R) or GL(n,C) (after a choice
of basis) so Aut(V ) is a Lie group. Similarly as in the topological group version,
this isomorphism is independent of the choice of basis.
It is true that a Lie group is a topological group, because a smooth map
between smooth manifolds is also continuous. Hence Lie groups satisfy the
properties of topological groups. The tricky part is then to show when these
properties preserve smooth structure.
3.1.23 Deﬁnition. A map between two Lie groups is called a Lie group homo-
morphism if it is a group homomorphism and a smooth map. A map between
two Lie groups is called a Lie group isomorphism if it is a bijective Lie group
homomorphism such that the inverse is a Lie group homomorphism. Another
way of saying this is that a map between two Lie groups is a Lie group isomor-
phism if the map is a Lie group homomorphism and a diﬀeomorphism. We will
use the notation G1 ∼= G2 to mean that the Lie groups G1 and G2 are Lie group
isomorphic.
It turns out that every continuous homomorphism between Lie groups is also
a smooth map.
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3.1.24 Proposition. If f : G1 → G2 is a continuous group homomorphism,
where G1 and G2 are Lie groups, then f is also a Lie group homomorphism.
Proof. Proposition 3.12 in [Br-tD].
3.1.25 Remark. The previous proposition can be interpreted by saying that a
topological group has at most one Lie group structure. The question whether a
locally compact topological group has a Lie group structure or not is a famous
problem known as Hilbert's ﬁfth problem.
3.1.26 Deﬁnition. Let G be a Lie group. If H is a subgroup of G and an
immersed submanifold of G, then H is called a Lie subgroup of G.
The next theorem is called the closed subgroup theorem.
3.1.27 Theorem. A closed subgroup H of a Lie group G is an embedded Lie
subgroup.
Proof. Theorem 20.12 in [LeeJH]. The converse is also true: if H is a subgroup
and an embedded manifold of G, the H is a closed Lie subgroup of G. See
Proposition 7.21 in [LeeJH] or Theorem 3.11, Chapter 1 in [Br-tD].
3.1.28 Theorem. If H is a closed subgroup of a Lie group G, then there exists
a unique smooth structure on the space G/H such that:
1. The projection pi : G→ G/H is smooth.
2. The projection pi : G→ G/H has a smooth local cross-section.
Proof. For part 1 see Theorem 21.17 in [LeeJH] or Theorem 4.3, Chapter 1 in
[Br-tD]. For part 2 see Corollary 3.38 in [Ka].
3.1.29 Remark. A cross-section of a continuous and surjective map f : X → Y
is a continuous map s : Y → X such that f ◦ s = idY . A cross-section on
U , where U is a subset of Y , is a cross-section for f|f−1(U) : f−1(U) → U . If
for each y ∈ Y there exist a neighbourhood U of y and a cross-section on U ,
then f has local cross-sections. We remark that this terminology is usually
used in the case of a ﬁbre bundle i.e. the continuous surjective map is the map
pi : E → B, where E is the total space and B the base space. Then part 2. says
that pi : G→ G/H is a principal ﬁbre bundle (Theorem 3.39 in [Ka]).
The previous theorem can be used to show that a closed normal subgroup
of a Lie group is a Lie group itself.
3.1.30 Corollary. If H is a closed normal subgroup of a Lie group G, then
G/H is a Lie group and the natural projection pi : G → G/H is a Lie group
homomorphism.
Proof. Consider the commutative diagram
G×G µ //
pi×pi

G
pi

G/H ×G/H
µ′
// G/H
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where µ′ : G/H×G/H → G/H, (gH, g′H) 7→ gg′H. We know that there exists
a local cross-section of pi, so for each gH ∈ G/H there exists a neighbourhood
U and a smooth s : U → G with pi ◦ s = idU . Then µ′ = pi ◦ µ ◦ (s × s) is
smooth in U × U and thus µ′ is also smooth. Similarly we show that the map
ι′ : G/H → G/H, gH 7→ g−1H is smooth.
Notice that the previous corollary implies that G/G0 and G/Gx are Lie
groups.
3.1.31 Example. We can now show that the groups O(n), U(n), SL(n,R),
SL(n,C), SO(n) and SU(n) are Lie groups by showing that they are closed in
GL(n,R) and GL(n,C). We will show this for the groups O(n) and SL(n,R).
The determinant function det is a continuous function fromM(n,R) to R, so we
get that SL(n,R) = det−1{1} is closed inM(n,R) and hence in GL(n,R). Next
deﬁne a map f : GL(n,R)→ GL(n,R) by A 7→ AAt. Then f is continuous and
O(n) = f−1(In) implies that O(n) is closed.
Next we will go through some basic properties of Lie groups which follow
from the fact that they are locally homeomorphic to Rn and thus share the local
properties of Rn.
3.1.32 Proposition. Every Lie group G is locally compact.
Proof. There exists for every g ∈ G an open neighbourhood Ug and a homeo-
morphism φg such that φg(Ug) is open in Rn for some n ∈ N by the deﬁnition
of a smooth manifold. Now Rn is locally compact and Hausdorﬀ, so there exists
a neighbourhood V for φg(g) such that V ⊂ φg(Ug) and V is compact. Then
g ∈ φ−1g (V ) = φ−1g (V ) ⊂ φ−1g (φg(Ug)) = Ug
and φ−1g (V ) is compact. Thus G is locally compact.
3.1.33 Proposition. Every Lie group G is locally connected i.e. for every
neighbourhood U of every point g ∈ G there exists a connected neighbourhood V
such that V ⊂ U .
Proof. If Ug is an open neighbourhood of g and φg is the homeomorphism onto
φg(Ug) ⊂ Rn, then there exists a connected neighbourhood V of φg(g) such that
φg(Ug) ⊃ V . Then g ∈ φ−1g (V ) ⊂ Ug and φ−1g (V ) is connected by the continuity
of φ−1g . Thus G is locally connected.
3.1.34 Lemma. Every separable locally compact topological group is σ-compact.
Proof. Let G be a locally compact group that is also separable. Let A be a
countable set such that A¯ = G. If U is a relatively compact neighbourhood
of e then A¯ ⊂ AU ⊂ AU , because A¯ = ⋂U∈Ne AU . Now AU = ⋃a∈A aU
where aU is compact. It then follows that G = AU =
⋃
a∈A aU and hence G is
σ-compact.
3.1.35 Corollary. If G is a Lie group, then G is σ-compact.
Proof. If G is a Lie group, then it is by deﬁnition second countable. Every
second countable space is also separable. Then the claim follows, because G is
also locally compact.
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3.1.36 Corollary. If G1 and G2 are Lie groups and f : G1 → G2 is a surjective
continuous homomorphism, then f is an open mapping.
Proof. This follows from the Open mapping theorem 2.2.12, because now G1 is
σ-compact and locally compact and G2 is locally compact.
3.1.37 Proposition. If G1 are G2 are Lie groups and f : G1 → G2 is a
continuous surjective homomorphism, then the groups G1/ ker f and G2 are Lie
group isomorphic.
Proof. The map f is now open, so by Theorem 1.2.32 the groupsG/ ker f andG2
are topologically isomorphic. This means that the maps f and f−1 are contin-
uous group homomorphisms and hence they are smooth by Proposition 3.1.24.
Thus f is a Lie group isomorphism.
We also get a Lie group version of Proposition 2.2.13:
3.1.38 Proposition. If H is a compact subgroup and if N is a closed normal
subgroup of a Lie group G, then the Lie groups HN/N and H/(H ∩N) are Lie
group isomorphic.
Proof. We notice ﬁrst that HN is closed in G so it is a Lie subgroup of G.
Deﬁne a map f : H → HN/N by h 7→ hN . It is clearly a surjective homomor-
phism. We get that f is continuous by the same argument as in the proof of
Proposition 2.2.13. Proposition 3.1.24 then says that H/ ker f = H/(H ∩N) is
Lie group isomorphic to HN/N .
The rest of this section is a collection of deﬁnitions and propositions which
we will be needing later in Chapter 6.
3.1.39 Deﬁnition. A group G is an extension of a normal subgroup N by a
group Q, if there exists a short exact sequence
0→ N → G→ Q→ 0.
Notice that in this case the quotient group G/N is isomorphic to Q.
3.1.40 Proposition. If G is a locally compact group and N a normal subgroup
of G such that N is a vector group and the quotient group G/N is a compact
Lie group, then there exists a compact subgroup H of G such that HN = G and
H ∩N = e.
Proof. Lemma 3.7 in [Iw].
3.1.41 Proposition. A discrete subgroup of a Lie group is countable.
Proof. A Lie group is second countable, so a discrete subgroup of it must be
countable.
3.1.42 Proposition. If G is a Lie group and N is a discrete subgroup of G
and K is a compact subgroup of G, then there exists a neighbourhood U of K
such that U ∩N ⊂ K.
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Proof. The subgroupK has a neighbourhood V such that V is compact, because
K is compact and G is locally compact. The subgroup N is discrete and thus
it is countable. Hence V ∩N must be ﬁnite. We denote F = (V ∩N) \K and
U = V \ F . Then U is a neighbourhood of K and U ∩N ⊂ K.
3.1.43 Remark. Because Lie groups are topological groups, we can deﬁne a
topological transformation group (X,G,ϕ) in the manner of Deﬁnition 1.3.1,
when G is a Lie group and X is a completely regular topological space. So
we only assume that the action of a Lie group is continuous4. In the following
deﬁnition we will deﬁne the diﬀerences between a G-space, a G-manifold and a
smooth G-manifold.
3.1.44 Deﬁnition. Let G be a Lie group. If X is a completely regular space
and the action of G on X is continuous, then we say that X is a G-space. This
is the same deﬁnition as Deﬁnition 1.3.1. If X is a ﬁnite-dimensional vector
space and the map X → X, x 7→ gx, is linear for all g ∈ G, then we say that
X is a linear G-space. If X is a manifold and the map x 7→ gx is smooth for all
g ∈ G, then we say that X is a smooth G-manifold. If X is a manifold and the
action of G on X is smooth, then X is called a G-manifold.
We have shown for that the general linear group GL(n,R) is a manifold and
that it acts continuously on Rn. The space Rn is clearly also a linear GL(n,R)-
space. Furthermore, it is a GL(n,R)-manifold as Rn is also a manifold. The
next example of a Lie group acting on a space will be important in the second
proof of the slice theorem.
3.1.45 Example. We show that if G is a Lie group, then the Hilbert space
L2(G) of square integrable real valued functions on G with the norm ‖f‖L2(G) =
(
∫
G
|f |2)dg)1/2 is a G-space with the left regular representation. Now L2(G) is
completely regular because it is metric. The open balls in L2(G) are of the form
B(f, r) = {f ′ ∈ L2(G) | ‖f ′ − f‖L2(G) < r},
where r is a positive real number. We will use the fact that the map G→ L2(G),
g 7→ fg, where fg(x) = f(gx), is continuous (Theorem 20.4 in [He-Ro]). This
means that ‖fg − fe‖L2(G) < /2, when g is in a neighbourhood U of e. Then
we get that
‖e · f − g · f‖L2(G) =
(∫
g
|f(x)− f(g−1x)|2dx
)1/2
=
(∫
G
|f(gx)− f(x)|2dx
)1/2
= ‖fg − fe‖L2(G) < /2.
4Notice that for example in [Ka] only the actions of Lie groups on smooth manifolds are
studied. In this case the action is naturally required to be smooth.
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We also get that, for f ′ ∈ B(f, /2),
‖g · f − g · f ′‖L2(G) =
(∫
G
|f(g−1x)− f ′(g−1x)|2dx
)1/2
=
(∫
G
|f(x)− f ′(x)|2dx
)1/2
= ‖f − f ′‖L2(G) < /2.
So, if g ∈ U and f ′ ∈ B(f ′, /2), then
‖e · f − g · f ′‖L2(G) = ‖e · f − g · f + g · f − g · f ′‖L2(G)
≤ ‖e · f − g · f‖L2(G) + ‖g · f − g · f ′‖L2(G)
< .
This means that the action is continuous at the point (e, f) ∈ G× L2(G). The
map (g, f) 7→ (e, f) is a homeomorphism, so the action is also continuous at the
point (g, f). Thus the action of left regular representation is continuous on all
of L2(G).
3.2 Lie algebras
In this section we will deﬁne the Lie algebra of a Lie group. We ﬁrst recall the
deﬁnition of an algebra.5
3.2.1 Deﬁnition. An algebra (over a ﬁeld F) is a vector space A over F with a
binary operation A×A→ A deﬁned by (a1, a2) 7→ a1a2 such that the following
hold for all a1, a2, a3 ∈ A and λ1, λ2 ∈ F:
1. (a1 + a2)a3 = a1a3 + a2a3
2. a1(a2 + a3) = a1a2 + a1a3
3. (λ1a1)(λ2a2) = (λ1λ2)(a1a2)
The binary operation is usually called the product. The three conditions for the
product say that the product is a bilinear map.
The Lie algebra of a Lie group is as the name suggests an algebra. So we
need to ﬁnd a vector space associated with a Lie group.
3.2.2 Deﬁnition. Let M be a smooth manifold of dimension n and let p ∈M .
If two diﬀerentiable maps f, h : M → N are deﬁned locally at p then they are
said to have equal germs at p if f|U = h|U on some neighbourhood U of p. The
deﬁnition of equal germs at p is an equivalence relation. The equivalence class
is called a germ. So, if f : U → N where U is a neighbourhood of p, then the
map h : V → N is equivalent to f , i.e. represents the same germ as f , if the
maps agree on a neighbourhood W ⊂ U ∩ V .
5The next follows the deﬁnition in Section 2, Chapter I in [Br-tD] where a more precise
treatment can be found. Another good reference is Chapters 3.4-3.6 in [Ka].
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3.2.3 Proposition. The set C∞p (M) of all germs of real-valued functions f :
M → R deﬁned locally at p is an R-algebra with addition, scalar multiplication
and multiplication given as
[(f, U)] + [(h, V )] = [(f + h), U ∩ V )]
λ[(f, U)] = [(λf, U)]
[(f, U)] · [(h, V )] = [(f · h), U ∩ V )].
Proof. If [(f1, U1)] = [(f2, U2)] and [(h1, V1)] = [(h2, V2)], then
[(f1, U1)] + [(h1, V1)] = [(f1 + h1), (U1 ∩ V1)]
= [(f2 + h2), (U2 ∩ V2)]
= [(f2, U2)] + [(h2, V2)],
because (f1 + h1)(x) = (f2 + h2)(x) for all x ∈ (U1 ∩ U2) ∩ (V1 ∩ V2). Similarly
λ[(f1, U1)] = λ[(f2, U2)] and [(f1, U1)] · [(h1, V1)] = [(f2, U2)] · [(h2, U2)]. The fact
that C∞p is an R-algebra follows then easily.
3.2.4 Remark. We make the notation a little bit easier by denoting the germ of
a function f deﬁned in the neighbourhood U of p by [f ]p or simply by f .
3.2.5 Deﬁnition. Let M be an n-dimensional smooth manifold and let p be a
point in M . A tangent vector at p is a linear map X : C∞p (M) → R satisfying
the following product rule:
X[f · h]p = X[f ]p · h(p) + f(p) ·X[h]p.
The map X is called a derivation of the R-algebra C∞p (M). The set TpM of all
tangent vectors at p is called the tangent space of M at p and it is a real vector
space with (X + Y )[f ]p = X[f ]p + Y [f ]p and (λX)[f ]p = λ(X[f ]p).
The next proposition shows that the tangent space of a ﬁnite-dimensional
vector space is isomorphic to the space itself. This means that for example the
tangent space of Rn is isomorphic to Rn.
3.2.6 Proposition. If V is a ﬁnite-dimensional real vector space, then TpV is
canonically isomorphic to V for all p ∈ V .
Proof. Deﬁne a map Φ : V → TpV by Φ(v) = Xv, where Xv is the derivation
Xv : C
∞
p (V )→ R given by
Xv(f) =
∂
∂t
f(p+ tv)
∣∣∣∣
t=0
= ∂vf(p)
i.e. Xv is given by diﬀerentiation along the vector v. The map is well-deﬁned,
because Xv : C
∞
p (V ) → R is a linear map satisfying the product rule. We will
show that Φ is an isomorphism of vector spaces.
Let v, w ∈ V and λ ∈ R. Then Φ(v + w) = Xv+w, where Xv+w(f) =
∂v+wf(p). Now f is diﬀerentiable at p so that
∂v+wf(p) = ∇f(p) · (v + w) = ∇f(p) · v +∇f(p) · w
= ∂vf(p) + ∂wf(p) = Xv(f) +Xw(f).
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Similarly, because Φ(λv) = Xλv, we get that
∂λv(f) = ∇f(p) · λv = λ∇f(p) · v = λ∂vf(p).
Thus Φ is a linear map.
Assume then that Φ(v) = 0. This means that Xv = 0, which is equal to
Xv(f) = 0 for all f ∈ C∞p (V ). We choose a basis for V so that we can write
v =
∑
i aivi. Then we deﬁne a function fj : V → R by fj(v) = aj . Clearly fj is
a smooth function. Then Xv(f) = 0 implies that
Xv(fj) = ∂vfj(p) = ∇fj(p) · v
=
(
∂
∂x1
fj(p), . . . ,
∂
∂xn
fj(p)
)
· (a1, . . . , an)
=
n∑
i=1
∂
∂xi
fj(p) · ai = 1 · ai = ai = 0,
because ∂∂xj fj(p) = 1 and
∂
∂xi
fj(p) = 0. After doing the same for all j, we get
that v = 0 and hence Φ is injective.
Finally we show that Φ is surjective. Let X ∈ TpV and think of the xi's
as functions V → R deﬁned by xi(v) = xi(x1v1 + . . . , xnvn) = xi. We deﬁne
real numbers (a1, . . . , an) by ai = X(xi) and we will show that X = ∂v, where
v =
∑
i aivi. Let f : V → R be smooth. We can then estimate f by Taylor's
formula with remainder i.e.
f(x) = f(p) +
n∑
i=1
∂
∂xi
f(p)(xi − pi) +
n∑
i=1
gi(x)(xi − pi),
where the gi are smooth functions such that gi(p) = 0. Then
X(f) = X(f(p) +
n∑
i=1
∂
∂xi
f(p)(xi − pi) +
n∑
i=1
gi(x)(xi − pi))
= X(f(p)) +X
(
n∑
i=1
∂
∂xi
f(p) · (xi − pi)
)
+X
(
n∑
i=1
gi(x)(xi − pi)
)
= 0 +
n∑
i=1
∂
∂xi
f(p) ·X(xi − pi) + 0
=
n∑
i=1
∂
∂xi
f(p) · (X(xi)−X(pi))
=
n∑
i=1
∂
∂xi
f(p)ai = ∂vf(p),
because the derivation X satisﬁes X(f) = 0, when f is a constant function, and
X(fg) = 0, when f(p) = g(p) = 0. Thus X = ∂v and Φ is surjective.
3.2.7 Proposition. Let M be a n-manifold and let (U, φ) be a chart at p.
Then the map φ has local coordinate functions (x1, . . . , xn) deﬁned by φ(p) =
(x1(p), . . . , xn(p)) and (
∂
∂x1
∣∣∣∣
p
, . . . ,
∂
∂xn
∣∣∣∣
p
)
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form a basis for TpM .
Proof. Lemma 3.15. in [LeeJH].
The previous proposition says that every tangent vector X can be written
as
X =
n∑
i=1
Xi
∂
∂xi
∣∣∣∣
p
where theXi are called the components ofX with respect to the given coordinate
system. They are given by Xi = X(xi).
3.2.8 Proposition. If f is a germ of a smooth map f : M → N deﬁned
locally at p such that f(p) = q, then f induces a homomorphism of R-algebras
f∗ : C∞q (N)→ C∞p (M) deﬁned by f∗(f ′) = f ′◦f . It then follows that f induces
a map Tpf : TpM → TqN deﬁned by Tpf(X) = X◦f∗ and Tpf(X)f ′ = X(f ′◦f).
Proof. We ﬁrst show that f∗ is well deﬁned by showing that f∗(f ′) ∈ C∞p (M)
for all f ′ ∈ C∞q (N). If m ∈M , then
(f∗(f ′))(m) = (f ′ ◦ f)(m) = f ′(f(m)) = f ′(n)
so that f∗(f ′) is a real-valued function on M . Clearly f∗(f ′) is a smooth map,
because both f and f ′ are. This means that f∗(f ′) ∈ C∞p (M) and hence f∗ is
well-deﬁned. The map f∗ is then an algebra homomorphism, because
f∗(f ′1 + f
′
2) = ((f
′
1 + f
′
2) ◦ f) = f ′1 ◦ f + f ′2 ◦ f = f∗(f ′1) + f∗(f ′2),
f∗(f ′1 · f ′2) = ((f ′1 · f ′2) ◦ f) = (f ′1 ◦ f) · (f ′2 ◦ f) = f∗(f ′1) · f∗(f ′2) and
f∗(λf ′) = (λf ′) ◦ f = λ(f ′ ◦ f) = λf∗(f ′).
Next we prove the second part of the proposition. Let X be a tangent vector
at p. Then Tpf(X) = X ◦ f∗ is a map from C∞q (N)→ R such that
Tpf(X)f
′ = (X ◦ f∗)(f ′) = X(f∗(f ′)) = X(f ′ ◦ f)
for all f ′ ∈ C∞p (N). We then get that
X ◦ f∗(f ′1 + f ′2) = X((f ′1 + f ′2) ◦ f) = X(f ′1 ◦ f + f ′2 ◦ f)
= X(f ′1 ◦ f) +X(f ′2 ◦ f) = X ◦ f∗(f ′1) +X ◦ f∗(f ′2) and
X ◦ f∗(λf ′) = X((λf ′) ◦ f) = X(λf ′ ◦ f) = λX(f ′ ◦ f) = λX ◦ f∗(f ′).
This means that X ◦ f∗ is a linear map. Furthermore
(X ◦ f∗)(f ′1 · f ′2) = X((f ′1 · f ′2) ◦ f) = X((f ′1 ◦ f) · (f ′2 ◦ f))
= X(f ′1 ◦ f)(f ′2 ◦ f)(p) + (f ′1 ◦ f)(p)X(f ′2 ◦ f)
= X ◦ f∗(f1)f ′2(f(p)) + f ′1(f(p))X ◦ f∗(f ′2)
= X ◦ f∗(f1)f ′2(q) + f ′1(q)X ◦ f∗(f ′2)
and hence X ◦ f∗ is a tangent vector at q.
3.2.9 Deﬁnition. The map Tpf is called the tangent map or the diﬀerential.
It is clearly a linear map.
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A Lie group is a smooth manifold so the tangent space TgG at a point g is
a vector space. Thus we have found a vector space linked to a Lie group. The
next thing we need to do is to deﬁne a bilinear multiplication in it.
3.2.10 Deﬁnition. The set TM =
⋃
p∈M TpM is a vector bundle called the
tangent bundle. The vector bundle projection pi : TM → M is deﬁned by
mapping v ∈ TpM to p.
3.2.11 Deﬁnition. If M is a manifold, then a vector ﬁeld on M is a section of
the tangent bundle TM i.e. a map X : M → TM such that pi ◦ X = idM , or
equivalently, X(p) := Xp ∈ TpM . A vector ﬁeld X : M → TM is smooth if the
map X(f) : M → R, p 7→ X(p)(f), is smooth for all smooth maps f : M → R.
Remember that ∂/∂x1, . . . , ∂/∂xn form a basis for TpM , so a smooth vector
ﬁeld can be written as
p 7→ Xp =
n∑
i=1
Xi(p)
∂
∂xi
∣∣∣∣
p
where Xi : U → R are smooth.
Remember from Proposition 1.2.11 that the map Lg : G → G was deﬁned
by Lg(g
′) = gg′.
3.2.12 Deﬁnition. We call a vector ﬁeld X of a Lie group G left-invariant if
the diagram
G
Lg //
X

G
X

TG
TLg
// TG
commutes for all g ∈ G.
We denote by G the set of left-invariant vector ﬁelds on G. If we deﬁne
(Xv + Yv)(g) = Xv(g) + Yv(g) and (λX)v(g) = λXv(g), where λ ∈ R, we get
that G is a vector space.
3.2.13 Lemma. There exists a canonical isomorphism between TeG and the
vector space G of left-invariant vector ﬁelds on G.
Proof. Let v ∈ TeG and deﬁne a map Ψ : TeG → G by v 7→ Xv, where Xv
is the map Xv : G → TG, Xv(g) = TeLg(v). First we need to show that
Xv is a well-deﬁned smooth map from G to TG such that pi ◦ X = idG and
that it is left-invariant. It can be shown ([Ka], chapter 3.6.) that the map
G × TeG → TG, (g, v) 7→ Xv(g) is smooth. So Xv(g) depends smoothly on g
and v and, in particular, Xv is smooth for a ﬁxed v. The maps pi and Xv now
satisfy pi ◦Xv(g) = pi(TeLg(v)) = pi(TgG) = g, so Xv is really a smooth vector
ﬁeld. If h ∈ G, then
Xv(Lg(h)) = Xv(gh) = TeLgh(v) = Te(Lg ◦ Lh)(v)
= (TeLg) ◦ (TeLh)(v) = TeLg(TeLh(v)) = TeLgXv(h),
which means that the vector ﬁeld is left-invariant.
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Next we show that Ψ is a linear map. We notice that Ψ(v + w) = Xv+w is
a vector ﬁeld Xv+w(g) = TeLg(v + w). Now, by linearity of TeLg, we get that
Xv+w(g) = TeLg(v + w) = TeLg(v) + TeLg(w) = Xv(g) +Xw(g).
Similarly, Xλv(g) = TeLg(λv) = λTeLg(v) = λXv(g) and thus Ψ is linear. The
map Ψ is also injective, because Ψ(v) = 0 implies that Xv(g) = 0 for all g ∈ G.
This means that Xv is the zero section i.e. it maps all g to the zero vector in
TeG. Thus v = 0.
Let X ∈ G and let v ∈ TeG be such that v = X(e). Then Ψ(v) = Xv, where
Xv : G → TG is the map deﬁned by Xv(g) = TeLg(v). Then, because X is
left-invariant,
Xv(g) = TeLg(v) = TeLg(X(e)) = X(Lg(e)) = X(g)
and thus the map Ψ is surjective.
3.2.14 Proposition. If X,Y ∈ G and g ∈ G, then X and Y yield deriva-
tions on function germs deﬁned in a neighbourhood of g. If f ∈ C∞g (G), then
X(f) ∈ C∞g (G) and we get a multiplication [X,Y ]f = X(Y (f)) − Y (X(f))
which satisﬁes the product rule.
Proof. LetX and Y be left-invariant vector ﬁelds of a Lie groupG. The previous
lemma shows that X and Y are tangent vectors in TgG and thus they are
derivations on function germs deﬁned around g. Let f be a germ of a function
in a neighbourhood of g. Then X(f) can also be viewed as a germ of a function,
because X(f) is a smooth map from G to R such that X(f(g)) = Xgf . Then
we can apply Y to X(f) to get a derivation Y (X(f)) and similarly Y (f) is a
germ of a function to which X can be applied.
If f, f ′ ∈ C∞g 8G), then
[X,Y ](f · f ′) = X(Y (f · f ′))− Y (X(f · f ′))
= X(Y (f)f ′(g) + f(g)Y (f ′))− Y (X(f)f ′(g) + f(g)X(f ′))
= X(Y (f)f ′(g)) +X(f(g)Y (f ′))
− Y (X(f)f ′(g))− Y (f(g)X(f ′))
= X(Y (f))f ′(g) + f(g)X(Y (f ′))
− Y (X(f))f ′(g)− f(g)Y (X(f ′))
= (X(Y (f))− Y (X(f))f ′(g) + f(g)(X(Y (f ′))− Y (X(f ′))
= [X,Y ]f · f ′(g) + f(g) · [X,Y ]f ′
which proves that [X,Y ] satisfy the product rule.
Now we are ready to deﬁne the Lie algebra of a Lie group:
3.2.15 Deﬁnition. Let G be a Lie group and let e be its identity element.
Then the vector space TeG is called the Lie algebra of G with the multiplication
given by [X,Y ]f = X(Y (f))− Y (X(f)).
Lie algebras are also studied as an independent objects without references
to Lie groups. The deﬁnition of an abstract Lie algebra is:
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3.2.16 Deﬁnition. A Lie algebra is a a vector space g over some ﬁeld F together
with a law of composition (X,Y ) 7→ [X,Y ] satisfying the properties:
1. The map g× g→ g, (X,Y ) 7→ [X,Y ] is bilinear
2. [X,X] = 0
3. [[X,Y ], Z] + [[Y,Z], X] + [[Z,X], Y ] = 0.
The composition is called the Lie bracket.
It can be shown that the multiplication in Deﬁnition 3.2.15 satisﬁes the
following properties so our deﬁnition of a Lie algebra coincides with the abstract
deﬁnition of a Lie algebra.
3.2.17 Proposition. The Lie algebra TeG of a Lie group G satisﬁes the prop-
erties of an abstract Lie algebra.
Proof. Let G be a Lie group and let TeG be its Lie algebra. If X,Y, Z ∈ TeG
and f ∈ C∞g (G), then
[(X + Y ), Z]f = (X + Y )(Z(f))− Z((X + Y )(f))
= X(Z(f)) + Y (Z(f))− Z(X(f))− Z(Y (f))
= [X,Z]f + [Y, Z]f.
Similarly we get that [X, (Y + Z)]f = [X,Y ]f + [X,Z]f . If λ1, λ2 ∈ R, then
[λ1X,λ2Y ]f = λ1X(λ2Y (f))− λ2(λ1X(f))
= λ1λ2X(Y (f))− λ1λ2Y (X(f))
= λ1λ2[X,Y ]f.
This shows that [X,Y ] is bilinear. We also get that [X,X]f = X(X(f)) −
X(X(f)) = 0. To show the third condition, we ﬁrst calculate
[[X,Y ], Z]f = [X,Y ](Z(f))− Z([X,Y ]f)
= X(Y (Z(f)))− Y (X(Z(f)))− Z(X(Y (f))− Y (X(f)))
= X(Y (Z(f)))− Y (X(Z(f)))− Z(X(Y (f))) + Z(Y (X(f))).
Similarly we get that
[[Y,Z], X]f = Y (Z(X(f)))− Z(Y (X(f)))−X(Y (Z(f))) +X(Z(Y (f)))
and
[[Z,X], Y ]f = Z(X(Y (f)))−X(Z(Y (f)))− Y (Z(X(f))) + Y (X(Z(f))).
These calculations then yield that
[[X,Y ], Z] + [[Y,Z], X] + [[Z,X], Y ]
= X(Y (Z(f)))− Y (X(Z(f)))− Z(X(Y (f))) + Z(Y (X(f)))
+ Y (Z(X(f)))− Z(Y (X(f)))−X(Y (Z(f))) +X(Z(Y (f)))
+ Z(X(Y (f)))−X(Z(Y (f)))− Y (Z(X(f))) + Y (X(Z(f)))
= 0
and hence all the properties in the previous deﬁnition are proved.
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3.2.18 Remark. To make notation easier, we sometimes use the notation of an
abstract Lie algebra to notate the Lie algebra of a Lie group i.e. we note by g
the Lie algebra of a Lie group G.
3.2.19 Deﬁnition. A one-parameter subgroup of a Lie group G is a Lie group
homomorphism γ : R→ G.
3.2.20 Remark. The image of a one-parameter subgroup is a Lie subgroup. It
can also be shown that if H is the image of a one-parameter subgroup, then H
is isomorphic as a Lie group to either {e}, S1 or R.
The next proposition shows that there exists one more way of deﬁning the
vectors in a Lie algebra.
3.2.21 Proposition. There exists a bijective correspondence between the 1-
parameter subgroups of G and the vectors in TeG.
Proof. The correspondence is given by γ 7→ ∂∂tγ(t)
∣∣
t=0
. For the proof see The-
orem 3.24 in [Ka].
3.2.22 Example. We have already proved that if V is a ﬁnite-dimensional
vector space, then V ∼= TmV for all m ∈ V and, in particular, we have that
TeRn ∼= Rn. Furthermore, the Lie product of two vectors v, w ∈ Rn is trivial
i.e. [v, w] = 0. This is because if we consider v and w as derivations Xv and
Xw in TeRn ∼= Rn, then [Xv, Xw]f = ∂v∂wf(e)− ∂w∂vf(e) = 0.
3.2.23 Deﬁnition. The exponential map is the map exp : Te(G)→ G deﬁned
by exp(v) = γv(1), where γ is the unique one-parameter subgroup such that
v =
∂
∂t
γv(t)
∣∣
t=0
.
3.2.24 Example. The Lie algebra of GL(n,R) is M(n,R) and the Lie product
is the commutator of matrices: [X,Y ] = XY − Y X. This follows from the
fact that GL(n,R) is an open submanifold of M(n,R) and M(n,R) is an n2-
dimensional real vector space so TeM(n,R) = M(n,R). It is also easy to see
that the exponential map is
exp(A) =
∞∑
n=0
1
n!
An,
because the 1-parameter subgroup corresponding to the matrix A is
γA(t) =
∞∑
n=0
1
n!
(tA)n.
Similarly the Lie algebra of Aut(V ) is End(V ), when V is a ﬁnite dimensional
real vector space.
3.2.25 Deﬁnition. An ideal I of the Lie algebra g is a vector subspace of g
such that [X,Y ] ∈ I, when X ∈ I, Y ∈ g.
3.2.26 Deﬁnition. A map f : g→ g′ is called a Lie algebra homomorphism if
it is linear and preserves the Lie bracket i.e. if f([X,Y ]) = [f(X), f(Y )].
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The next propositions show the connection between a Lie group and its Lie
algebra. They will be used later on in Chapter 6.
3.2.27 Proposition. If f : G → G′ is a Lie group homomorphism, then the
tangent map Tef : g→ g′ is a Lie algebra homomorphism.
Proof. Theorem 8.44. in [LeeJH].
3.2.28 Proposition. If G and G′ are Lie groups such that G is simply con-
nected, then for any Lie algebra homomorphism F : g→ g′, there exists a unique
Lie group homomorphism f : G→ G′ such that F = Tef .
Proof. Theorem 20.19. in [LeeJH]
3.2.29 Proposition. Let G be a connected Lie group and let H be a connected
Lie subgroup of G. Then H is a normal subgroup if and only if h is an ideal in
g.
Proof. Theorem 20.28. in [LeeJH]
3.2.30 Proposition. Let G be a Lie group and let g be its Lie algebra. If h is
any Lie subalgebra of g, then there exists a unique connected Lie subgroup H of
G whose Lie algebra is h.
Proof. Theorem 19.26. in [LeeJH].
3.3 Representation theory of Lie groups
A group representation describes the elements of a abstract group as linear
transformations of a vector space. They are thus a convenient way of studying
group-theoretic problems as problems in linear algebra.
3.3.1 Deﬁnition. A representation of a Lie group G is a continuous homo-
morphism ρ from G to the automorphism group Aut(V ), where V is a (ﬁnite
dimensional) real or complex vector space. The representation is thus the pair
(V, ρ) but we will say that ρ is the representation as is customary. The dimension
of a representation is the dimension of the vector space V .
3.3.2 Remark. If G is a Lie group and there exists a representation ρ : G →
Aut(V ), we have that ρg : V → V is a linear automorphism for every g ∈ G.
Thus the representation deﬁnes an action ρ : G × V → V , (g, v) 7→ ρg(v).
Conversely, an action ρ : G×V → V deﬁnes a linear automorphism ρg : V → V .
Hence these two concepts are interchangeable and we use which ever suits best
the situation.
We will next go through the basic deﬁnitions for representations and basic
results in the representation theory of compact Lie groups. For a more profound
treatment of these subjects we suggest [Ch] and [Br-tD].
3.3.3 Deﬁnition. Let V be a representation of a Lie group G. If a subspace
U of V is G-invariant, then U is called a subrepresentation. A representation
V 6= 0 is called irreducible if the only G-invariant subspaces are V and {0}.
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3.3.4 Deﬁnition. A representation is called completely reducible or semisimple
if it is a direct sum of irreducible representations.
3.3.5 Deﬁnition. If G is a Lie group and ρ1 : G→ Aut(V ), ρ2 : G→ Aut(W )
are its representations, we say that ρ1 and ρ2 are equivalent if there exists a
linear bijection f : V →W such that f(ρ1(g)(v)) = ρ2(g)(f(v)).
There are many ways of making new representations out of old ones. We
will mainly use the next one:
3.3.6 Deﬁnition. If V and W are two representations of a Lie group G, then
we can form their direct sum V ⊕W which also is a representation of G. The
action of G on V ⊕W is given by g(v, w) = (gv, gw).
3.3.7 Deﬁnition. A linear representation6 is a representation of G in GL(n,R)
for some n. Clearly this is a ﬁnite-dimensional representation. Furthermore,
we call a representation of G into the orthogonal group O(n) an orthogonal
representation.
3.3.8 Example. There is a representation of the Lie groups GL(n,R), O(n)
and SL(n,R) in the vector space Rn, where the action is given by matrix mul-
tiplication. This is called the standard representation.
The next example is a very important.
3.3.9 Example. Every Lie group has an inner automorphism called conjugation
fg : G → G, fg(h) = ghg−1, of Proposition 1.2.13. Every Lie group homomor-
phism f : G→ G′ induces a homomorphism of Lie algebras Tef : TeG→ Te′G′
by Proposition 3.2.27 and hence there exists a Lie algebra homomorphism
Tefg : TeG → TeG. We then get a map Ad(g) : G → Aut(g) deﬁned by
g 7→ Tefg. Because TeG is a vector space and
Ad(gg′) = Tefgg′ = Te(fg ◦ fg′) = (Tefg) ◦ (Tefg′) = Ad(g) ◦Ad(g′),
it follows that Ad is a representation of G. We call this representation the
adjoint representation. This means that Adg : g → g is a linear map which
preserves the Lie bracket.
3.3.10 Example. If G is the general linear group (or some closed subgroup of
the general linear group), then the conjugation map is fA(B) = ABA
−1 and
the adjoint map is
AdA(B) = TInfA(B) =
∂
∂t
fA(exp(tB))
∣∣∣∣
t=0
=
∂
∂t
A exp(tB)A−1
∣∣∣∣
t=0
= A
(
∂
∂t
exp(tB)
∣∣∣∣
t=0
)
A−1 = ABA−1.
3.3.11 Proposition. The kernel of the adjoint representation is the centralizer
of the identity component.
6Some authors call this a matrix representation.
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Proof. We will use basic facts about the exponential map exp : TeG→ G. The
proofs for these can be found for example in Chapter 20 in [LeeJH] or in Chapter
3.6. in [Ka]. We denote by Z(G0) the centralizer of G0 i.e.
Z(G0) = {g ∈ G | gg0 = g0g ∀g0 ∈ G0}.
Assume ﬁrst that g ∈ Z(G0). Then fg(g0) = g0 for all g0 ∈ G0. The ex-
ponential map is a diﬀeomorphism from some neighbourhood U of 0 in TeG
onto a neighbourhood V of e in G i.e. there exists a map log : V → U
such that log ◦ exp = idU . If X ∈ U , then exp(X) ∈ V ⊂ G0 and thus
fg(exp(X)) = exp(X). Next we use the fact that for any Lie group homomor-
phism, the diﬀerential of that homomorphism commutes with the exponential
map i.e. in this case fg ◦ exp = exp ◦Adg. This yields that
fg(exp(X)) = exp(Adg(X))⇒ exp(X) = exp(Adg(X))
⇒ log(exp(X)) = log(exp(Adg(X))
⇒ X = Adg(X).
So Adg = id for all X ∈ U . Let then Y ∈ TeG be arbitrary. There exist
an open ball B(0, r) ⊂ U (for some norm in TeG) and α ∈ R \ {0} such that
αY ∈ B(0, r). If we denote X = αY , then X ∈ U and by the linearity of Adg
we get that
Adg(Y ) = Adg(α
−1X) = α−1 Adg(X) = α−1X = Y
and thus g ∈ +kerAd.
Assume then that g ∈ ker Ad. This means that Adg(X) = X for all X ∈
TeG. Now exp(TeG) generates G0 so every g0 ∈ G0 can be written as
g0 = exp(X1) · · · · · exp(Xn)
for some X1, . . . , Xn ∈ TeG. So
fg(g0) = fg(exp(X1) · · · · · exp(Xn))
= fg(exp(X1)) · · · · · fg(exp(Xn))
and because
exp(Adg(Xi)) = fg(exp(Xi))⇔ exp(Xi) = fg(exp(Xi))
we get that
fg(g0) = exp(X1) · · · · · exp(Xn) = g0.
Thus g ∈ Z(G0).
3.3.12 Deﬁnition. Let G be a Lie group and let Ad be the adjoint represen-
tation of G in its Lie algebra. The image of the adjoint representation is called
the adjoint group of G. We denote it by Ad(G).
3.3.13 Proposition. The adjoint group of a Lie group G is isomorphic to
G/Z(G0).
Proof. This follows from the previous proposition by using the isomorphism
theorem i.e. Ad(G) ∼= G/ ker Ad ∼= G/Z(G0).
42
The next example is an example of an inﬁnite dimensional representation.
3.3.14 Example. The Hilbert space L2(G) of square integrable (real or com-
plex valued) functions on G with the action given by the left regular represen-
tation was studied in Example 3.1.45. Thus the action ρ : G×L2(G)→ L2(G),
(g, f) →7→ ρg(f), deﬁnes a linear automorphism ρ : G → Aut(L2(G)) deﬁned
by ρ(g)f(x) = f(g−1x). This shows that the left regular representation is in
fact a representation.
The following theorems about compact Lie groups are important.
3.3.15 Theorem. Every ﬁnite-dimensional real representation of a compact Lie
group is equivalent to an orthogonal representation. Every ﬁnite-dimensional
complex representation of a compact Lie group is equivalent to a representation
by unitary matrices.
Proof. Theorem 1, II, Chapter VI in [Ch]. Notice that this follows from the
existence of an invariant integral which allows us to deﬁne a G-invariant inner
product by 〈v, u〉 = ∫
G
(gv, gu)dg where (v, u) is any inner product in V .
3.3.16 Corollary. Every ﬁnite-dimensional representation of a compact Lie
group is semisimple.
Proof. Corollary of Theorem 1, II, Chapter IV in [Ch]. This follows from the
previous theorem by noticing that if W is a proper G-invariant subspace of V
then V = W ⊕W⊥.
3.3.17 Deﬁnition. A representation ρ : G→ Aut(V ) is said to be faithful if ρ
is injective.
3.3.18 Theorem (Peter-Weyl). Every compact Lie groups admits a (ﬁnite-
dimensional) faithful representation.7.
Proof. Theorem 4, XII, Chapter VI in [Ch]. It uses the Peter-Weyl Theorem
which says that for every g ∈ G there exists a ﬁnite-dimensional representation
such that the representation doesn't map g to the identity.
We will use the deﬁnition of Palais and say that:
3.3.19 Deﬁnition. A Lie group is a matrix group, if it admits a faithful con-
tinuous linear representation in a ﬁnite dimensional vector space.
The previous theorem now says that a compact Lie group is a matrix group.
We will present this fact as a separate theorem:
3.3.20 Theorem. Every compact Lie group is a matrix group.
We will next present a characterization of matrix groups which uses the
orthogonality of representations of Lie groups. It is from [Pa2]. First we will
prove two lemmas.
3.3.21 Deﬁnition. An action of a group G on X is called eﬀective if⋂
x∈X
Gx = {eG}.
7To be precise, this is actually a corollary of the Peter-Weyl theorem
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3.3.22 Lemma. The representation ρ : G → GL(V ) is faithful if and only if
the action G× V → V is eﬀective.
Proof. If ρ : G → GL(V ) is injective, then ker ρ = {g ∈ G | ρ(g) = idV } = eG.
If g ∈ ⋂v∈V Gv, then g ∈ Gv for all v ∈ V . This means that ρg(v) = v for
all v ∈ V , which implies that ρ(g) = idV . The map ρ is now injective, so
g = eG. Hence the action is eﬀective. If conversely the action is eﬀective, then⋂
v∈V Gv = {eG}. This means that the only element in G that leaves all points
in V ﬁxed, is the identity element. Then ρg(v) = v is true only for g = eG and
hence ker ρ = {g ∈ G | ρ(g) = idV } = {eG}.
3.3.23 Deﬁnition. A quadratic form q(x1, . . . , nn) over R is a homogeneous
polynomial of degree 2 in n variables i.e. a quadratic form is
q(x) = q(x1, . . . , xn) =
n∑
i,j=1
bijxixj ,
where bij ∈ R. The set W of all quadratic forms of dimension n is a vector
space called the space of n:ary quadratic forms.
3.3.24 Lemma. If q(x) is a quadratic form, then q(x) = xtAx where A =
[aij ]
n
i,j=1 i.e. A is the symmetric matrix of the coeﬃcients of the quadratic form.
Then the group GL(n,R) acts on W by (B, xtAx) 7→ xtBABtx. Furthermore,
if q(x) = x21 + · · ·+ x2n, then GL(n,R)q(x) = O(n).
Proof. The ﬁrst part of the lemma is an easy matrix calculation after we notice
that we can choose aij =
bij+bji
2 . To show that GL(n,R) acts on W let B,C ∈
GL(n,R) and q(x) ∈W . Then
ϕ(B,ϕ(C, q(x))) = ϕ(B,ϕ(C, xtAx)) = ϕ(B, xtCACtx)
= xtBCACtBtx = xtBCA(BC)tx
= (BC, q(x))
ϕ(In, q(x)) = ϕ(In, x
tAx) = xtItnAInX = x
tAx
= q(x),
which proves that GL(n,R) acts on W . The space W is a vector space with
q(x) = x21 + · · ·+x2n as the unit vector. This unit quadratic form can be written
as xtInx. The isotropy group of this unit quadratic form is then
GL(n,R)q(x) = {A ∈ GL(n,R) | (A, q(x)) = q(x)}
= {A ∈ GL(n,R) | xtAInAtx = xtInx}
= {A ∈ GL(n,R) | xtAAtx = xtInx}
= O(n).
3.3.25 Theorem. A Lie group G is a matrix group if and only if for every
compact subgroup H of G there exists a linear G-space V and a point v ∈ V
such that Gv = H.
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Proof. First assume that G is a Lie group and that for every compact subgroup
H of G, there exists a linear G-space V and a point v ∈ V such that Gv = H.
Choose H = {eG}. Then Gv = H = {eG} implies that gv 6= v for g 6= eG. This
means that V is an eﬀective linear G-space and hence the representation of G
in V is faithful. Thus G is a matrix group.
Let's then assume that G is a matrix group. Then by deﬁnition there exists a
faithful representation ρ of G into GL(n,R) for some n ∈ N. If H is a compact
subgroup of G, we can assume that ρ(H) ⊂ O(n). We denote H ′ = ρ(H).
Then by Lemma a in [Pa1], there exists a linear O(n)-space U , i.e. U is a
ﬁnite-dimensional real vector space and the maps u 7→ Au are linear, such that
O(n)u = H
′ for some u ∈ U . Then by 3.1 in [Pa2] U can be extended to a
linear GL(n,R)-space U ′ such that the restriction of U ′ to a linear O(n)-space
contains U as an invariant subspace.
Next we will show that H ′ = O(n) ∩ GL(n,R)u. If h ∈ H ′ = O(n)u, then
hu = u, where u ∈ U ⊂ U ′. This means that h ∈ GL(n,R)u and hence
h ∈ O(n)∩GL(n,R)u. If on the contrary h ∈ O(n)∩GL(n,R)u, then h ∈ O(n)
and hu = u imply that h ∈ H ′. Thus H ′ = O(n) ∩ GL(n,R)u. We know
that GL(n,R) acts on the space W of quadratic forms of dimension n such that
O(n) is the isotropy group of the unit quadratic form. Then W ⊕U ′ is a linear
GL(n,R)-space. Furthermore,
GL(n,R)(w,u) = GL(n,R)w ∩GL(n,R)u = O(n) ∩GL(n,R)u = H ′.
Then we deﬁne V = W ⊕ U ′ and the action of G on V by gv = ρ(g)v, which
clearly is an action by the properties of ρ. Now if g ∈ Gv = G(w,u), then
ρ(g) ∈ GL(n,R)(w,u) = H ′ which implies that g ∈ ρ−1(H ′) = H. Conversely, if
h ∈ H, then h ∈ ρ−1(H ′) = ρ−1(GL(n,R)(w,u)) which implies that h ∈ Gv. We
conclude that V is a linear G-space such that Gv = H.
Remember that a covering space of a topological space X is a space Y and
a continuous surjective map p : Y → X such that for every x ∈ X there exists
a neighbourhood U of x such that p−1(U) is a disjoint union of open sets in Y
which are homeomorphic to U . A universal cover of X is a simply connected
covering space of X. If the spaces in question are (Lie) groups, then the covering
map p is assumed to be a (Lie) group homomorphism. This means that p is
locally a (Lie) group isomorhpism.
3.3.26 Example. An example of a Lie group which is not a matrix group is
the universal cover S˜L(2,R) of SL(2,R). We will show this explicitly. First,
SL(2,R) is diﬀeomorphic to SO(2)×R ≈ S1×R and therefore its fundamental
group is isomorphic to Z. Let ρ : S˜L(2,R) → GL(V ) be any representation of
S˜L(2,R) where V is a ﬁnite-dimensional vector space. After choosing a basis
for V , we can assume that ρ : S˜L(2,R)→ GL(n,R). Our aim is to show that ρ
cannot be faithful.
The map ρ is now a Lie group homomorphism so it induces a Lie algebra
homomorphism ρ∗ : sl(2,R) → gl(n,R). Notice that sl(2,R) is the Lie algebra
of both S˜L(2,R) and SL(2,R), because they are locally isomorphic. We denote
by i and j the inclusions SL(2,R) ↪→ SL(2,C) and GL(2,R) ↪→ GL(2,C)
respectively. There exists a Lie algebra homomorphism ρ′ : sl(2,C) → gl(n,C)
deﬁned by ρ′(A + iB) = ρ∗A + iρ∗B. Because SL(2,C) is simply connected,
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there exist a unique Lie group homomorphism r : SL(2,C) → GL(n,C) such
that r∗ = ρ′. We show that (j ◦ ρ)∗ = (r ◦ i ◦ p)∗. Let A ∈ sl(2,R). Then
(j ◦ ρ)∗(A) = j∗ ◦ ρ∗(A) = j ◦ ρ∗(A) = ρ∗(A)
and
(r ◦ i ◦ p)∗(A) = r∗ ◦ i∗ ◦ p∗(A) = ρ′ ◦ i(A) = ρ′(A) = ρ∗(A),
so the maps are equal. Once again by the simply connectedness of S˜L(2,R), the
maps j ◦ρ and r ◦ i◦p have to be the same i.e. the following diagram commutes:
S˜L(2,R)
ρ //
p

GL(n,R)
j

SL(2,R)
i

SL(2,C)
r
// GL(n,C).
Thus ρ ◦ j and r ◦ i ◦ p are the same maps as representations. We will show
that ρ is not injective. Assume on the contrary that ρ is injective. Then j ◦ ρ
is injective and thus also r ◦ i ◦ p is injective. But if p is injective, then it is a
homeomorphism, which is a contradiction with the fact that S˜L(2,R) is simply
connected and SL(2,R) is not. So the representation ρ cannot be faithful and
thus S˜L(2,R) is not a matrix group.
The next theorem says that connected commutative Lie groups are well-
known.
3.3.27 Theorem. Every connected abelian Lie group is isomorphic to Rn×T k
for some n, k ∈ N ∪ {0}.
Proof. Let G be a connected abelian Lie group and let exp : g → G be the
exponential map. Because G is abelian, the multiplication µ : G×G → G is a
homomorphism. The diﬀerential of µ at e is µ∗(X,Y ) = X + Y and thus the
homomorphism µ induces a commutative diagram
g× g µ
∗
//
exp

g
exp

G×G
µ
// G
where
µ(exp(X,Y )) = exp(X) exp(Y ) = exp(X + Y ) = exp(µ∗(X,Y )).
This means that the exponential map is a homomorphism.
The group G is connected and the exponential map is a local bijection at
the origin. This means that G is generated by any neighbourhood of the iden-
tity; especially it is generated by a neighbourhood V = exp(U), where U is a
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neighbourhood of 0. Then
exp(g) = exp
( ∞⋃
n=1
nU
)
=
∞⋃
n=1
exp(nU)
=
∞⋃
n=1
exp(U)n =
∞⋃
n=1
V n = G,
and thus the exponential map is surjective. Then we can use the isomorphism
theorem and get that G ∼= g/ ker exp.
The Lie algebra g is a ﬁnite-dimensional vector space so it is isomorphic to
Rn for some n. The exponential map is a local bijection at the origin and hence
ker exp is a discrete subgroup of g isomorphic to Zm. This gives us
G ∼= g/ ker exp ∼= Rn/Zm = (Rm × Rn−m)/Zm = Tm × Rn−m.
3.3.28 Corollary. Every compact connected abelian Lie group is isomorphic to
T k for some k ∈ N ∪ {0}.
Proof. Follows directly from the previous theorem.
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Chapter 4
Inﬁnite-dimensional manifolds
This chapter we generalize the deﬁnition of a smooth manifold modelled on a
Euclidean space Rn to smooth manifolds modelled on a Banach or a Hilbert
space. Although we could have only deﬁned manifolds modelled on Banach
spaces and say that manifolds modelled on Rn are a special case of these, we
feel that these two deﬁnitions are better to be treated separately.
This chapter follows mainly [La] which is a classic introduction to the subject.
The book omits almost all of the proofs presented here.
4.1 On diﬀerentiability
We will brieﬂy present some deﬁnitions and theorems about diﬀerentiation in
Banach spaces.
4.1.1 Deﬁnition. Let E and F be Banach spaces, let U be an open subset of
E and let f : U → F be a continuous map. The map f is diﬀerentiable at a
point x0 ∈ U if there exists a continuous linear map T : E → F such that
lim
h→0
‖f(x0 + h)− f(x0)− T (h)‖F
‖h‖E = 0.
We call the map T the derivative of f at x0 and denote it by Df(x0). As usual,
we say that f is smooth if f has continuous derivatives of all order.
4.1.2 Theorem (Taylor's formula). Let E and F be Banach spaces, let U be
open in E and let x, y ∈ U be such that x+ ty ∈ U for 0 ≤ t ≤ 1. Let f : U → F
be n times continuously diﬀerentiable and denote y1 = y, y2 = (y, y) and so on.
Then the function Dnf(x+ ty)yn is continuous in t and
f(x+ y) = f(x) +
Df(x)y
1!
+ · · ·+ D
n−1f(x)yn−1
(n− 1)! +R(y),
where limy→0
R(y)
‖y‖ = 0.
Proof. Corollary 4.4., Chapter I, §4 in [La].
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4.1.3 Theorem. Let E, F1, F2 and G be Banach spaces. Let U be open in E,
let f1 : U → F1 and f2 : U → F2 be smooth and let g ∈ L(F1, F2;G) i.e. g is a
continuous bilinear map from F1 × F2 to G. Then the mapping
g ◦ (f1 × f2) = g(f1, f2) : U → G
is smooth.
Proof. The chain rule for Banach spaces says that if f : U ⊂ E → F is smooth
and f ′ : F → G is continuous and linear, then f ′ ◦ f is smooth (Proposition
3.6., Chapter 1, §3 in [La]). Now the map f1 × f2 is smooth (Proposition 3.4.,
Chapter 1, §3 in [La]) and because g is continuous and bilinear, we can apply
the chain rule to the maps f1 × f2 and g. Thus g ◦ (f1 × f2) is smooth.
4.1.4 Proposition. Let E and F be Banach spaces and let U be open in E.
If f : U → L(E,F ) is a smooth map, then the map U × E → F deﬁned by
(x, v) 7→ f(x)(v) is smooth.
Proof. We will show this by using the previous theorem. Deﬁne a map g :
L(E,F ) × E → F by (f ′, v) 7→ f ′(v). This map is a continuous bilinear map.
This means that the mapping
g ◦ (f × id) : U → L(E,F )× E → F
is smooth and thus
U × E → L(E,F )× E → F
deﬁned by (x, v) 7→ (f(x), v) 7→ f(x)(v) is smooth.
4.1.5 Theorem (The inverse function theorem). Let E and F be Banach
spaces, U an open subset of E and f : E → F be smooth. If Df(x0) is in-
vertible for some point x0 ∈ U , then f is locally invertible at x0.
Proof. Theorem 5.2., Chapter I, §5 in [La].
4.2 Banach and Hilbert manifolds
We will deﬁne Banach and Hilbert manifolds which are examples of inﬁnite-
dimensional manifolds. We will also deﬁne the tangent space and the tangent
bundle of a Banach manifold and represent their properties which we will be
needing later.
4.2.1 Deﬁnition. A smooth Banach/Hilbert manifold is deﬁned in the same
way as a smooth manifold in Deﬁnition 3.1.4 in Chapter 3 when we replace
the map φα is a homeomorphism from an open set Uα to an open set V in
Rn with φα is a homeomorphism from an open set Uα to an open set V in
a Banach/Hilbert space E and the word smooth by smooth in the sense of
Deﬁnition 4.1.1.
4.2.2 Remark. We do not need to assume that the spaceM is second countable.
4.2.3 Remark. We will only consider smooth manifolds. From now on, by a
Banach/Hilbert manifold we shall mean a smooth Banach/Hilbert
manifold.
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4.2.4 Deﬁnition. Let M be a Banach manifold and let N ⊂M . Suppose that
for all p ∈ N there exists a chart (U, φ) at p such that
1. φ gives a diﬀeomorphism of U with a product U1 × U2 where U1 is open
in some Banach space E1 and U2 is open in some Banach space E2
2. φ(N ∩ U) = U1 × {u2} for some point u2 ∈ U2.
Then the map φ induces a bijection φ1 : N ∩U → U1 and the set {(N ∩U, φ1)}
forms a smooth atlas for N . We call the smooth manifold N obtained by this
method a Banach submanifold of M .
4.2.5 Deﬁnition. Let M be a Banach manifold and let p ∈ M . If (U, φ) is a
chart at p and if v is an element of the vector space E in which φ(U) lies, then
we say that two such triples (U, φ, v) and (V, ψ,w) are equivalent if
D(ψ ◦ φ−1)(φ(x))v = w.
This equivalence is an equivalence relation. The triples [(U, φ, v)] are called
tangent vectors and the set of these equivalence classes is called the tangent
space of M at p. We denote it as usual by TpM .
4.2.6 Remark. IfM is an n-dimensional smooth manifold modelled on Rn, then
this deﬁnition coincides with the previous deﬁnition of a tangent space. Remem-
ber that the tangent space deﬁned by using derivations has a basis consisting
of the partial derivatives that act on smooth functions f : U ⊂M → R by
∂
∂xi
(f)
∣∣∣∣
p
=
∂
∂xi
(f ◦ φ−1)
∣∣∣∣
φ(p)
where φ(p) = (x1(p), . . . , xn(p)). This means that every derivation X can be
written as
X =
n∑
i=1
X(xi)
∂
∂xi
∣∣∣∣
p
.
To prove the claim, denote by TpM the tangent space of triples [(U, φ, v)] and
by T ′pM the tangent space of derivations X and deﬁne a map F : TpM → T ′pM
by
[(U, φ, v)] 7→
n∑
i=1
ai
∂
∂xi
∣∣∣∣
p
,
where ai's come from v = a1e1 + · · · + anen. We show that F is well-deﬁned
and an isomorphism. Assume that [(U, φ, v)] = [(V, ψ,w)] and that v = a1e1 +
. . . anen, w = b1e1 + . . . bnen. Then
F ([(U, φ, v)]) =
n∑
i=1
ai
∂
∂xi
∣∣∣∣
p
=
n∑
i=1
n∑
j=1
∂
∂xj
∣∣∣∣
φ(p)
(ψ ◦ φ−1)ibj ∂
∂xi
∣∣∣∣
p
=
n∑
i=1
n∑
j=1
∂
∂xj
ψ ◦ φ−1(φ(p))ibj ∂
∂xi
∣∣∣∣
p
=
n∑
i=1
n∑
j=1
∂
∂xi
ψi(p)bj
∂
∂xi
∣∣∣∣
p
=
n∑
i=1
n∑
j=1
xi(p)bj
∂
∂xi
∣∣∣∣
p
=
n∑
i=1
bi
∂
∂xi
∣∣∣∣
p
= F ([(U, φ,w)])
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because ∂∂xixj is 0 when i 6= j and 1 when i = j. So F is well-deﬁned.
Next we show that F is linear isomorphism. Now
F ([(U, φ, v)] + [(U, φ,w)]) = F ([(U, φ, v + w)]) =
n∑
i=1
(ai + bi)
∂
∂xi
∣∣∣∣
p
=
n∑
i=1
ai
∂
∂xi
∣∣∣∣
p
+
n∑
i=1
bi
∂
∂xi
∣∣∣∣
p
= F ([U, φ, v)]) + F ([U, φ,w)])
and similarly λF ([(U, φ, v)]) = F (λ[(U, φ,w)]) and thus F is linear. If
F ([(U, φ, v)]) = F ([U, φ,w)]),
then
n∑
i=1
ai
∂
∂xi
∣∣∣∣
p
=
n∑
i=1
bi
∂
∂xi
∣∣∣∣
p
and because the partial derivatives form a basis for T ′pM , we get that v = w
and thus F is injective. Let then X be a derivation. Now X can be written as
X =
n∑
i=1
X(xi)
∂
∂xi
∣∣∣∣
p
where xi is a smooth real valued function on U . This means that X(xi) ∈ R and
hence we can deﬁne a vector in Rn by v = (X(x1), . . . , X(xn)). Then clearly
this choice shows that F is surjective.
4.2.7 Deﬁnition. A map f : M → N between two Banach manifolds is called
smooth, if for all m ∈ M and each chart (V, ψ) on N with f(m) ∈ V there is a
chart (U, φ) on M with m ∈ U and f(U) ⊂ V , such that
ψ ◦ f ◦ φ−1 : φ(U)→ ψ(V )
is smooth in the sense of Deﬁnition 4.1.1.
4.2.8 Deﬁnition. A G-space X is called a G-manifold if X is a smooth Hilbert
manifold and the action G×X → X is smooth. A G-space X is called a smooth
G-space if X is a smooth Banach manifold and the map X → X, x 7→ gx, is
smooth for all g ∈ G.
4.2.9 Example. The Hilbert space L2(G) with the left regular representation
is a smooth G-space but not necessarily a G-manifold.
4.2.10 Proposition. If M is a Banach manifold modelled on E, then the
tangent space TpM of M at p is a Banach space isomorphic to E.
Proof. Let (U, φ) be a chart on M at p and let E be the Banach space on which
M is modelled on. We deﬁne a map F : TpM → E by [(U, φ, v)] 7→ v. This map
is well-deﬁned, because if [(U, φ, v)] = [(U, φ,w)] then
D(φ ◦ φ−1)(φ(p))v = w ⇔ D id(φ(p))v = w
⇔ id(v) = w
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and thus F ([(U, φ, v)]) = F ([U, φ,w)]). Assume then that F ([(U, φ, v)]) =
F ([(U, φ,w)]). Then v = w and hence F is an injection. Let v ∈ E and choose
a tangent vector [(U, φ, v)]. Then F is surjective and thus F is a well-deﬁned
bijection. We can then give a Banach space structure on TpM by deﬁning
[(U, φ, v)] + [(U, φ,w)] = [(U, φ, v + w)]
λ[(U, φ, v)] = [(U, φ, λv)]
‖[(U, φ, v)]‖TpM = ‖v‖E .
To show that this vector space structure is independent of the chart chosen
let (V, ψ) be another chart at p and deﬁne a map F ′ : TpM → E by [(V, ψ, v)] 7→
v. Then the map F ′ deﬁnes also a Banach space structure on TpM . We denote
this space by T ′pM and show that it is linearly homeomorphic to TpM . Consider
the composition of maps
F−1 ◦ F ′ : T ′pM → E → TpM
deﬁned by [(V, ψ, v)] 7→ [(U, φ, v)]. This is a linear homeomorphism as it is a
composition of linear homeomorphisms. Thus the Banach space structure of
TpM is independent of the chart chosen.
The next proposition gives us a way of interpreting the derivative of a smooth
map f : M → N on each chart as a mapping between the tangent spaces of M
and N .
4.2.11 Proposition. If f : M → N is a smooth map between Banach manifolds
and p ∈ M , we can deﬁne a map Tpf : TpM → Tf(p)N . The map Tpf is
continuous and linear and satisﬁes the following functorial properties
1. Tp id = id
2. If f : M → N , g : N → O and p ∈M , then Tp(g ◦ f) = Tf(p)g ◦ Tpf .
Proof. Let M be modelled on E1 and N be modelled on E2 and let (U, φ) be a
chart at p and (V, ψ) a chart at f(p) such that f(U) ⊂ V . Let [(U, φ, v)] ∈ TpM .
Then Tpf([(U, φ, v)]) is the tangent vector at f(p) represented by the vector
w = D(ψ ◦ f ◦ φ)(p)v in E2 i.e.
Tpf([(U, φ, v)]) = [(V, ψ,w)].
We have a commutative diagram
TpM
Tpf

// E1
(ψ◦f◦φ)′(p)

Tf(p)N // E2
from which we see that Tpf is continuous and linear.
Now Tp id : TpM → TpM and Tp id = D id(p) = id. We have also that
Tp(g ◦ f) : TpM → Tg(f(p)) and
Tp(g ◦ f) = D(g ◦ f)(p) = Dg(f(p)) ◦Df(p) = Tf(p)g ◦ Tpf.
This proves part 1. and 2. of the proposition.
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4.2.12 Corollary. If f : M → N is a diﬀeomorphism between two Banach
manifolds, then Tpf : TpM → Tf(p)N is an isomorphism.
Proof. The maps Tpf and Tf(p)f
−1 are now continuous and linear by the pre-
vious proposition and
Tf(p)f
−1 ◦ Tpf = Tp(f−1 ◦ f) = Tp id = id,
Tpf ◦ Tf(p)f−1 = Tf(p)(f ◦ f−1) = Tf(p) id = id .
Thus Tpf is a linear isomorphism.
4.2.13 Proposition. If N is a submanifold of a Banach manifold M , then
the inclusion i : N → M induces a map Tpi : TpN → TpM which is also an
inclusion and the image of Tpi splits i.e. there exists a closed subspace X of
TpM such that X is complementary to TpN and TpM is linearly homeomorphic
to the product X × TpN .
Proof. The map Tpi is an inclusion, because Tp id = id by the previous propo-
sition.
The tangent vectors of TpN are the equivalence classes [(N ∩ U, φ1, v1)],
where v1 ∈ U1, U ∼= U1 × U2, U1 is open in E1 and U2 is open in E2. Deﬁne
X to be the set of tangent vectors [(U, φ, v2)] of TpM , where v2 ∈ E2. If
[(U, φ, v)] ∈ X ∩ TpN , then v ∈ U1 ∩ U2. This means that v = 0, because
U ∼= U1 × U2, and hence [(U, φ, v)] = 0. If [(U, φ, v)] ∈ TpM , then
[(U, φ, v)] = [(N ∩ U, φ1, v1)] + [(U, φ, v2)],
for unique v1 and v2. Thus X and TpN are complementary in TpM and it
follows easily that TpM is linearly homeomorphic to TpN ×X.
4.2.14 Remark. If M is a Hilbert manifold, then the tangent space TpM is a
Hilbert space. It then follows straight from the existence of an inner product
that the image of Tpi splits because TpM ∼= TpN × TpN⊥.
4.2.15 Deﬁnition. Let M be a Banach manifold. Then, as in the ﬁnite-
dimensional case, we deﬁne
TM =
⋃
p∈M
TpM
to be the disjoint union of tangent spaces of M .
4.2.16 Proposition. The tangent bundle TM of a Banach manifold is a Ba-
nach manifold.
Proof. We will show that TM is a Banach manifold modelled on E × E when
M is modelled on E. Let pi : TM →M be the natural projection TpM 7→ p and
let (Uα, φα) be a chart at p. Denote TUα = pi
−1(Uα) ⊂ TM and deﬁne a map
Tφα : TUα → φα(U) × E by [(Uα, φα, v)] 7→ (φα(p), v). From the deﬁnition of
a tangent space, we get that
Tφα([(Uβ , φβ , w)]) = (φα(p), D(φα ◦ φ−1β )(φβ(p))w),
where (Uβ , φβ) is another chart at p. This shows that the map Tφα is well-
deﬁned. Our aim is now to show that (TUα, Tφα) is a smooth atlas for TM .
53
If Tφα([(Uα, φα, v)]) = Tφα([(Uβ , φβ , w)], then
(φα(p), v) = (φα(p), D(φα ◦ φ−1β )(φβ(p))w),
from which is follows that
[(Uα, φα, v)] = [(Uβ , φβ , w)],
and thus the map Tφα is an injection. If (x, v) ∈ φα(Uα)× E, then
Tφα(Tφ−1(x)(Uα)) = Tφα([(Uα, φα, v)]) = (φα(φ
−1
α (x)), v) = (x, v)
and thus Tφα is also a surjection.
It remains to prove that the transition maps
Tφα ◦ (Tφβ)−1 : φβ(Uα ∩ Uβ)× E → φα(Uα ∩ Uβ)× E,
deﬁned by
(x, v) 7→ (φα ◦ φ−1β (x), Dφα ◦ φβ(x)v)
are smooth. But now φα and φβ are smooth and thus φα ◦ φ−1β is smooth.
The map Dφα ◦ φβ is also smooth and thus by Proposition 4.1.4 the map
(x, v)→ D(φα ◦ φβ(x))v is also smooth.
4.2.17 Remark. The topology of TM is now deﬁned in this way: a set A in TUα
is open if and only if Tφα(A) is open in φα(Uα)×E and thus a set O in TM is
open if Tφα(O ∩ TUα) is open in φ(Uα)× E for all charts (Uα, φα).
4.2.18 Proposition. If f : M → N is a smooth map between Banach mani-
folds, we can deﬁne the map Tf : TM → TN to be Tpf on each tangent space
TpM . The map Tf is then smooth.
Proof. The map Tf is given by Tf(p, v) = (f(p), Df(p)v), where p ∈ M and
v ∈ E. Now Tf is smooth by Proposition 4.1.4.
4.2.19 Corollary. If M is a Banach manifold and if G acts smoothly on M ,
then G acts smoothly on TM i.e. TM is a G-manifold.
Proof. Let g ∈ G. Then the map fg : M → M deﬁned by fg(m) = gm is a
diﬀeomorphism for each g. This means that we can deﬁne a map Tfg : TM →
TM and this map is smooth. Furthermore, it is a homeomorphism. Deﬁne then
a map ϕ : G× TM → TM by ϕg : TpM → TgpM , ϕg(v) = Tpfg(v). This is an
action, because
ϕe = Tpfe = Tp id = id
and
ϕgg′ = Tpfgg′ = Tp(fg ◦ fg′) = Tg′pfg ◦ (Tpfg′) = ϕg ◦ ϕg′
by the functorial properties of the tangent map.
4.2.20 Proposition. If E is a Banach space, then the tangent space TxE is
linearly homeomorphic to E and the tangent bundle TE is diﬀeomorphic to
E × E.
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Proof. It was proved in Proposition 4.2.10 that the tangent space of a Banach
manifold is linearly homeomorphic to the Banach space in which the manifold is
modelled on. Now E is a Banach manifold modelled on itself so TxE is linearly
homeomorphic to E.
We can choose for E a smooth atlas (E, id). Now the projection pi : TE → E
is deﬁned by x 7→ x, so it induces a map
T id : TE = pi−1(E)→ id(E)× E by x 7→ (x, x).
We conclude that T id : TE → E × E is diﬀeomorphism.
4.2.21 Proposition. If N is a submanifold of a Banach manifold M , then TN
is a submanifold of the Banach manifold TM .
Proof. The tangent bundle TM of M has a smooth atlas {(TUα, Tφα)} where
{(Uα, φα)} is a smooth atlas on M and the submanifold N has a smooth atlas
{(N ∩ Uα, φ′α)}. Let TpN be in TN such that (Uα, φα) is a chart at p with
φα(Uα) ∼= V1 × V2 and φα(N ∩ Uα) = V1 × {v2} for some v2 ∈ V2. The map
Tφα : TUα → φα(Uα)× E is deﬁned by [(Uα, φα, v)] 7→ (φα(p), v) and now
Tφα : TUα → φα(Uα)× E ∼= V1 × V2 × E,
so Tφα(TUα) ∼= V1 × V2 × E. We then need to show that
Tφα(TN ∩ TUα) = V1 × {v2} × E.
Now
Tφα(TN ∩ TUα) = Tφα(TN) ∩ Tφα(Uα)
where Tφα(TN) = φα(N ∩ Uα)× E, so that we get
Tφα(TN ∩ TUα) = (φα(N ∩ Uα)× E) ∩ Tφα(Uα)
= (V1 × {v2} × E) ∩ (V1 × V2 × E)
= V1 × {v2} × E
and thus TN is a submanifold of TM .
4.2.22 Proposition. If N is a submanifold of a Hilbert space H, then its
orthogonal complement N⊥ is also a submanifold of H.
Proof. The orthogonal complement N⊥ is a closed linear subspace of H and
thus it is a Hilbert space on its own. If we take the trivial atlas {(H, id)} on
H then H = N ×N⊥ and id(N⊥ ∩H) = N⊥ and thus N⊥ is a submanifold of
H.
We end this chapter by showing that the image of a smooth immersion which
is also a homeomorphism is a submanifold. We ﬁrst deﬁne a smooth immersion.
4.2.23 Deﬁnition. A map f : X → Y between two smooth Banach manifolds
is called an immersion, if f induces locally at each point a homeomorphism onto
a submanifold of Y .
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Immersion can be deﬁned by using tangent spaces as in the ﬁnite-dimensional
case. In the inﬁnite-dimensional case we need to make the extra assumption that
the image of the immersion splits.
4.2.24 Deﬁnition. If E and F are Banach spaces and f : E → F is a continu-
ous linear map, then we say that f splits if there exists a linear homeomorphism
g : F → F1 ⊕ F2 such that g ◦ f induces a linear homeomorphism of E onto
F1 = F1 × {0}.
4.2.25 Proposition. Let X and Y be Ck-Banach manifolds and let f : X → Y
be a Ck-map, k ≥ 1. Then f is an immersion if and only if for each x ∈ X the
map Txf is injective and splits i.e. if Tf(x)Y ∼= imTxf ⊕ Z.
Proof. Proposition 2.3, Chapter II, 2, in [La].
The following lemma and proposition that are from [Up]. They are proved
there for analytic Banach manifolds. One just needs to replace the word analytic
by the word smooth.
If X is a Banach manifold modelled on E, then we use the notation (U, φ,E)
to mean a chart at x i.e. φ : U → E is a homeomorphism onto its image where
φ(U) ⊂ E and E is a Banach space.
4.2.26 Lemma. Let f : X → Y be a smooth map between Banach manifolds.
If f is an immersion, then for every chart (U, φ,E) at x ∈ X there exists a
chart (V, ψ, F ) at y = f(x) such that E is a split subspace of F and there exists
a commuting diagram
U ′
φ

f // V
ψ

E // F
for a suitable neighbourhood U ′ of x ∈ U ∩ f−1(V ).
Proof. Let f : X → Y be a smooth map between Banach manifolds and assume
that it is also an immersion. We can also assume that φ(x) = 0. Let (V1, ψ1, F1)
be a chart at f(x) and deﬁne
f# := ψ1 ◦ f ◦ φ−1.
So, we have a commutative diagram
U
f // V1
ψ1

φ(U)
φ−1
OO
f#
// ψ(V1) ⊂ F1
which leads to a commutative diagram of tangent maps and tangent spaces
TxX
Txf// imTxf × Z
Tf(x)ψ1

E
T0φ
−1
OO
f ′#(0)
// F1,
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because Tf(x)Y = imTxf × Z. We can then deﬁne a Banach space F = E × Z
and a map γ by
TxX × Z Txf×id// imTxf × Z
Tf(x)ψ1

E × Z
T0φ
−1×id
OO
γ
// F1.
The fact that all the maps in the diagram are linear homeomorphisms makes γ
a linear homeomorphism as well. Furthermore, we have that γ|E = f ′#(0).
Next, we deﬁne a map h(e, z) := f#(e) + γ(0, z) for all (e, z) in a neighbour-
hood O of (0, 0) ∈ E × Z = F . Then h is smooth, as γ is smooth (it is linear)
and f# is smooth (f is smooth). We also have that
h′(0, 0) = f ′#(0) + γ
′(0, 0)
= γ|E + γ
and thus h′(0, 0) is a linear homeomorphism F → F1 (follows from the fact that
γ is also). So, we have a smooth map h : O → F1 such that h′(0, 0) : F → F1
is a linear homeomorphism and thus by the inverse function theorem (Theorem
5.2. Chapter I, 5, in [La]) h is a local diﬀeomorphism at (0, 0) i.e. there exists
an open neighbourhood W of (0, 0) such that h : W → h(W ) = ψ1(V ) is a
diﬀeomorphism for some open neighbourhood V of f(x).
Finally, we deﬁne
ψ := h−1 ◦ ψ1 : V → ψ1(V ) = h(W )→W.
Then (V, ψ) is a chart at f(x) (ψ is smooth as h−1 and ψ are) such that
ψ ◦ f ◦ φ−1(e) = h−1(f#(e))
= h−1(f#(e) + γ(0, 0))
= h−1(h(e, 0)) = (e, 0)
for all e in a neighbourhood W ′ ⊂W of 0 ∈ E. This proves the lemma.
4.2.27 Proposition. If f : X → Y is a smooth immersion and a homeomor-
phism onto f(X), then f(X) is a submanifold of Y .
Proof. Suppose that f : X → Y is a smooth immersion and a homeomorphism
onto its image. Let x ∈ X. By the previous lemma, there exists charts (U, φ,E)
at x and (V, ψ, F ) at f(x) such that F = E × Z and the diagram
U
φ

f // V
ψ

E // F
commutes. We can also assume that f(U) = f(X) ∩ V , because f is a homeo-
morphism onto its image. Thus
ψ(f(X) ∩ V ) = ψ(f(U)) = φ(U) ⊂ E,
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because of the commuting diagram.
The open neighbourhood ψ(V ) of ψ(f(x)) contains a neighbourhood of the
form V1 × V2 where V1 is open in E and V2 is open in Z. If we then deﬁne
W = ψ−1(V1 × V2), we get that (W,ψ|W ) is a chart at f(x) such that ψ|W :
W → V1 × V2 is a homeomorphism and
ψ|W (f(X) ∩W ) = ψ(f(X) ∩W ) = ψ(f(X)) ∩ ψ(W )
= ψ(f(X)) ∩ ψ(ψ−1(V1 × V2)) = ψ(f(X)) ∩ V1 × V2
= V1 × {v2}.
Thus f(X) is a submanifold of Y .
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Chapter 5
Proper actions of locally
compact groups
In this chapter we deﬁne Cartan actions and proper actions of locally compact
groups. These actions have similar kinds of properties as the actions of compact
groups. The deﬁnitions of Cartan and proper actions are from Palais. All the
propositions presented here and much more about the subject can be found
in [Pa2].
5.1 Cartan actions
We will now be interested in completely regular G-spaces X. We remind that for
us complete regularity includes the Hausdorﬀ-property.1 So from now on, unless
otherwise stated, by a G-space X we will mean a completely regular
Hausdorﬀ space. This restriction will not aﬀect the theory of topological
groups, because every topological group is completely regular.
The ﬁrst step towards the deﬁnition of a Cartan action is the deﬁnition of a
thin subset of a topological group.
5.1.1 Deﬁnition. Let X be a G-space and let A and B be subsets of X. If
(A|B) = {g ∈ G | gA ∩B 6= ∅} is relatively compact, we will say that A is thin
relative to B. If (A|A) is relatively compact, we will say that A is thin.
5.1.2 Example. Let R act on R2 by (t, (x, y)) = (x+ t, y). Let B((x, y), 1) :=
U be a neighbourhood of (x, y). Then tU ∩ U 6= ∅ if there exists points
(x1, y1), (x2, y2) ∈ U such that (t, (x1, y1)) = (x1 + t, y1) = (x2, y2). This holds
when y1 = y2 and x1 + t = x2 ⇔ t = x2−x1. Now |x2−x1| < 2, so the possible
values for t are bounded. Thus the closure of {t ∈ R | tU ∩ U 6= ∅} is compact
and U is thin.
Next we will prove some basic properties of thin sets.
5.1.3 Proposition. The following hold:
1. If A is thin relative to B, then B is thin relative to A. Thus we can say
that A and B are relatively thin.
1Sometimes completely regular Hausdorﬀ spaces are called Tychonoﬀ spaces.
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2. If A and B are relatively thin, then g1A and g2B are relatively thin.
3. If A′ ⊂ A and B′ ⊂ B and A and B are relatively thin, then A′ and B′
are relatively thin.
4. A ﬁnite union of sets thin relative to B is itself thin relative to B.
5. If Ai is thin relative to Bi, i = 1, . . . , n, then
⋃n
i=1Ai is thin relative to⋂n
i=1Bi.
6. If A,B ⊂ X, A is compact and B is closed, then (A|B) is closed. If A
and B are also relatively thin, then (A|B) is compact.
Proof. 1. If (A|B) is relatively compact, then (A|B)−1 is relatively compact
and (A|B)−1 = (A|B)−1. If g ∈ (A|B)−1, then g−1 ∈ (A|B) and thus
g−1A ∩B 6= ∅ ⇔ A ∩ gB 6= ∅
⇔ g ∈ (B|A).
So we get that (A|B)−1 = (B|A) and hence (B|A) is compact.
2. If g ∈ (A|B), then gA ∩ B 6= ∅. This is equivalent to ga = b for some
a ∈ A, b ∈ B. We can then multiply the equation ga = b by g2 and get that
g2(g)g
−1
1 g1a = g2b for some a, b⇔ (g2gg−11 )g1A ∩ g2B 6= ∅
⇔ g2gg−1 ∈ (g1A|g2B).
Thus (g1A|g2B) = g2(A|B)g−11 . Because g2(A|B)g−11 = g2(A|B)g−11 , the set
(g1A|g2B) is compact.
3. If g ∈ (A′|B′) and A′ ⊂ A,B′ ⊂ B, then gA′ ∩B′ 6= ∅ and so we get that
g ∈ (A|B). If (A|B) is relatively compact, then the closure of (A′|B′) in (A|B)
is compact.
4. Let's assume that Ai is thin relative to B for all i = 1, . . . , n. If g ∈
(
⋃n
i=1Ai|B), then
g
(
n⋃
i=1
Ai
)
∩B 6= ∅ ⇔
(
n⋃
i=1
gAi
)
∩B 6= ∅
⇔ gai = b for some ai ∈ Ai, b ∈ B
⇔
n⋃
i=1
(gAi ∩B) 6= ∅
⇔ g ∈
n⋃
i=1
(Ai|B).
This means that (
⋃n
i=1Ai|B) =
⋃n
i=1(Ai|B) and thus (
⋃n
i=1Ai|B) is relatively
compact whenever every (Ai|B) is relatively compact.
5. Let's assume that Ai is thin relative to Bi for all i = 1, . . . , n. Then
(Ai|Bi) is relatively compact for all i and because there is only a ﬁnite num-
ber of these, the intersection
⋂n
i=1(Ai|Bi) is closed and compact. If now g ∈
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(
⋃n
i=1Ai|
⋂n
i=1Bi), then g ∈ (Ai0 |Bi0) for some i0. But this means that
g ∈ ⋃i(Ai|Bi) and it then follows that (⋃iAi|⋂iBi) is a subset of ⋃i(Ai|Bi).
Thus the closure of (
⋃
iAi|
⋂
iBi) is compact.
6. Let's assume that A is compact and B is closed in X. Let g be an element
of G \ (A|B). Then gA ∩ B = ∅, which is equivalent to gA ⊂ X \ B, where
X \B is now open. Let ϕ : G×X → X be the action map. Now ϕ({g} ×A) =
gA ⊂ X \ B and because ϕ is continuous, ϕ−1(X \ B) is a neighbourhood for
({g} ×A). Because {g} ×A is compact, there exist a neighbourhood U for {g}
and a neighbourhood V for A such that U × V ⊂ ϕ−1(X \ B). This means
that ϕ(U × V ) ⊂ X \ B, from which it follows that UV ⊂ X \ B and hence
UA ⊂ X \B. The last implication yields that UA∩B = ∅ which in turn yields
that U ⊂ G \ (A|B). So G \ (A|B) is open and hence (A|B) is closed. Finally,
if A is thin relative to B, then (A|B) = (A|B) is compact.
5.1.4 Deﬁnition. A G-space X is called a Cartan G-space, if every point of X
has a thin neighbourhood i.e. if for all x ∈ X there exists a neighbourhood U
such that (U |U) is relatively compact.
5.1.5 Remark. The reason for the name Cartan can be found after Deﬁnition
1.1.2 in [Pa2]. Cartan actions are called locally proper actions in [Ab-Lü].
5.1.6 Remark. We notice that if a G-space X is a Cartan G-space, then (U |U) is
a compact neighbourhood of the identity element. This means that G is locally
compact. So it makes sense to think about Cartan G-spaces only when G is
a locally compact group. So from now on every topological group will be
locally compact unless otherwise stated.
5.1.7 Proposition. If G is compact, then every G-space X is a Cartan G-
space.
Proof. Let G be compact and let A be any subset of X. Then the closure of
(A|A) is a closed subset of the compact space G and hence it is compact. So
every subset of X is thin and hence X is Cartan.
Propositions 5.1.8 and 5.1.10 show that we can generalize properties of com-
pact transformation groups to the case of Cartan G-spaces. Compare them to
Proposition 1.3.10, Corollary 1.3.7 and Proposition 1.3.13.
5.1.8 Proposition. If X is a Cartan G-space, then each orbit is closed in X,
i.e. X/G is a T1-space, and each isotropy group of X is compact.
Proof. Let x ∈ X and let U be a thin neighbourhood of x. The isotropy group
Gx is now closed in G by Proposition 1.3.6. If g ∈ Gx, then g ∈ (U |U) and
hence Gx ⊂ (U |U). Then Gx = Gx ⊂ (U |U) implies that Gx is compact.
Let y ∈ G(x) and let V be a thin neighbourhood of y. If gαx is a net in
V converging to y, then for any α0 we have gαg
−1
α0 gα0x = gαx so that gαg
−1
α0 ∈
(V |V ). The closure of (V |V ) is now compact by thinness, so every net in it has
a convergent subnet. Hence we can assume that gαg
−1
α0 converges, which then
implies that gα converges. If we assume that gα converges to g, we get that
y = lim gαx = gx ∈ G(x). This shows that G(x) is closed.
5.1.9 Lemma. If X is a Cartan G-space, then the map G→ G(x), g 7→ gx, is
an open map.
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Proof. The group G is homogeneous so it suﬃces to show that U(x) is a neigh-
bourhood of x = ex in G(x), when U is a neighbourhood for e. We make a
counter argument and suppose that U is a neighbourhood of e and U(x) is not
a neighbourhood of x. This means that there is a net gα in G such that gαx→ x
and gαx /∈ U(x). If gαx ∈ U(x), then
gαx = ux for some u ∈ U ⇔ gαx = ugx when g ∈ Gx
⇔ gα ∈ UGx.
Then by our counter assumption gα /∈ UGx and because UGx is a neighbour-
hood of Gx, no subnet of gα converges to an element g ∈ Gx. Let then V be a
thin neighbourhood of x. Then by the assumption gαx → x, we get that gα is
in V starting from some index α. If gαx ∈ V , then
gαx = v for some v ∈ V ⇔ gαV ∩ V 6= ∅
⇔ gα ∈ (V |V ).
Now gα has a convergent subnet in (V |V ) and if this limit is g, we get that
gx = lim gαx = x and hence g ∈ Gx. But we have shown that no subnet of gα
can converge to an element g ∈ Gx so we have a contradiction.
5.1.10 Proposition. If X is a Cartan G-space, then the map f : G/Gx →
G(x), gGx 7→ G(x), is a homeomorphism.
Proof. We have a commutative diagram
G
pi

f ′
$$
G/Gx
f
// G(x)
where f ′(g) = ϕ(g, x) = gx. The map f ′ is continuous and the map pi is
surjective and open so the map f is then continuous by Proposition 1.2.24.
The map f ′ is open by the previous lemma and surjective and the map pi is
continuous, so the map f is open by the same proposition. The map f is also
bijective by Proposition 1.1.13 and thus it is a homeomorphism.
5.1.11 Proposition. If X is a Cartan G-space and x ∈ X, then for any given
neighbourhood U of Gx in G there exists a neighbourhood V of x such that
(V |V ) ⊂ U .
Proof. Let X be a Cartan G-space and let U be a neighbourhood of Gx. Then
Gx is compact. By Proposition 1.2.21, there exists a neighbourhood U
′ of e
such that U ′Gx =
⋃
u∈U ′ uGx ⊂ U . We can therefore assume that U is a union
of left Gx-cosets, because if we show that (V |V ) ⊂ U ′Gx, then (V |V ) ⊂ U . So
we assume that U =
⋃
gGx. Now U is open in G and hence pi(U) = U is open
in G/Gx. Thus U(x) is open in G(x). It then follows that (G \ U)(x) is closed
in G(x) and hence also in X. Because X is (completely) regular, we can ﬁnd a
neighbourhood W of x such that W ∩ (G \U)(x) = ∅. Because X is Cartan we
can furthermore suppose that W is thin.
Next denote by K the closure of {g ∈ G \ U | gW ∩W 6= ∅}. Then K is a
compact subset of G \ U , because we supposed that W is thin. If k ∈ K, then
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k ∈ G \U and hence kx ∈ (G \U)x. But this means that kx ∈ X \W , because
W ∩ (G \U)x = ∅. Because W is closed, X \W is open and hence we can ﬁnd a
neighbourhood Ak for k and a neighbourhood Bk of x such that AkBk ⊂ X \W .
Let's suppose that Bk ⊂W . The compact setK can now be covered by the open
sets Ak1 , . . . , Akn . Then the intersection
⋂n
i=1Bki is open and contains x and
is hence a neighbourhood of x contained in W . We will denote V =
⋂n
i=1Bki
and show that this is exactly the neighbourhood V we are looking for. So let
g′ ∈ (V |V ). This means that g′V ∩ V 6= ∅ and because V ⊂ W , we get that
g′W ∩W 6= ∅ from which it follows that g′ ∈ {g ∈ G | gW ∩W 6= ∅}. But this
implies that g′ ∈ U ∪ K so the last thing we need to show is that g′ /∈ K. If
g′ ∈ K, then g′ ∈ Aki for some i, and so
g′V ⊂ AkiBki ⊂ X \W ⊂ X \W ⊂ X \ V.
This means that g′V ∩ V = ∅ which is a contradiction to our assumption that
g′ ∈ (V |V ). Thus g′ ∈ U and (V |V ) ⊂ U .
Next we will show that G(x) is Banach submanifold in the case that G acts
on a Banach manifold. We will need it later in Chapter 6.
We will show ﬁrst how to prove that G(x) is a submanifold of a Banach
manifold X, when G acts on X smoothly i.e. when the map G × X → X,
(g, x) 7→ gx, is smooth. For this we will ﬁrst prove a lemma. Lemma 5.1.16
and Proposition 5.1.17 are from [Br], with some small changes in the proof the
lemma. We present the deﬁnitions and two lemmas used in the proofs. The
deﬁnitions can be found in [La].
5.1.12 Deﬁnition. Let X be a smooth Banach manifold (assumed to be Haus-
dorﬀ).
• A vector ﬁeld on X is a smooth map ξ : X → TX such that ξ(x) ∈ TxX
for each x ∈ X i.e. pi ◦ ξ = id where pi : TX → X, pi(TxX) = x.
• A curve in X is a smooth map α : J → X from an open interval in R to
X. If f : X → Y is smooth, then f ◦ α is a curve in Y .
• We have an induced map α∗ from TJ to TX. Now TJ = J × R and we
have a commutative diagram
J × R

α∗ // TX
pi

J
α
// X
We also have a canonical section s from J to J × R with s(t) = (t, 1) for
all t ∈ J . Then α∗ ◦ s will be denoted by α′ and thus α′ is a smooth curve
in TX. This means that α′(t) ∈ TX i.e. α′(t) = TxX for some x ∈ X.
• If f : X → Y is smooth, then (f ◦ α)′(t) = f∗ ◦ α′(t), where f∗ = Txf is
the map Tf : TX → TY deﬁned by Tf(x, v) = (f(x), f ′(x)v) for x ∈ X
and v ∈ E.
• If ξ is a vector ﬁeld on X and x0 ∈ X, then an integral curve for ξ with
the initial condition x0 is a curve α : J → X (J contains 0) such that
α(0) = x0 and α
′(t) = ξ(α(t)).
63
• The tangent space TxX could also have been deﬁned by taking equivalence
classes of curves with α(0) = x.
• If ξ is a vector ﬁeld for X, then a critical point of ξ is a point x0 ∈ X such
that ξ(x0) = 0.
5.1.13 Lemma. Let X be a smooth Banach manifold and let α : J → X be a
smooth curve with α(0) = x0. If α(t) = x0 for all t ∈ J , then α′(0) = 0.
Proof. Let (U, φ) be a chart at x0. We have that α
′(0) : J → TxX is deﬁned by
α′(0) = α∗(0, 1)
= [α(0), α′(0) · 1]
= [x0, D(φ ◦ α)(0) · 1]
so we need to show that D(φ◦α)(0) ·1 = 0. Because α(t) = x0 for all t, we have
that φ ◦ α is a constant map from R to E. The derivative of a constant map is
zero and hence D(φ ◦ α)(0) · 1 = 0.
5.1.14 Lemma. Let E be a Banach space. If α : J → E is smooth such that
α(0) = x0 and α
′(t) = 0 for all t ∈ J , then α(t) = x0 for all t ∈ J .
Proof. By the mean value theorem (Corollary 4.2, Chapter I, 4, in [La]) we
have that
‖α(s)− α(0)‖ ≤ ‖s− 0‖ · sup ‖α′(ξ)‖
where s ∈ J and ξ ∈ (0, s). But we immediately get that
α(s)− α(0) = s · 0
and thus α(s) = α(0) = x0.
5.1.15 Lemma. If α is an integral curve of a C1 vector ﬁeld ξ and α passes
through a critical point x0, then α is a constant curve i.e. α(t) = x0 for all t.
Proof. Proposition 2.11., Chapter IV, 2, in [La].
5.1.16 Lemma. If ϕ : R ×X → X is a smooth action of (R,+) on a smooth
Banach manifold X, then the ﬁxed point set XR coincides with the set of points
for which the tangent vector to the curve αx : R → X is zero, where αx(t) =
ϕ(t, x) = ϕt(x) = t(x).
Proof. We show that the sets
XR = {x ∈ X | ϕ(t, x) = x ∀t ∈ R}
and
A = {x ∈ X | α′x(0) = 0}
are the same. Assume ﬁrst that x ∈ XR. Then αx(t) = ϕ(t, x) = x, so αx is the
constant curve at x and thus
α′x(0) = 0.
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Assume then that x ∈ A. Let s ∈ R. Now
αs(x)(t) = ϕ(t, s(x)) = ϕ(t, ϕ(s, x))
= ϕ(t+ s, x) = ϕ(s+ t, x)
= ϕ(s, ϕ(t, x)) = ϕ(s, αx(t))
= ϕs ◦ αx(t)
and thus αs(x) = ϕs ◦ αx. Thus we get that
α′s(x)(0) = (ϕs ◦ αx)′(0)
= (ϕs)∗ ◦ α′x(0)
= (ϕs)∗(0) = 0
by our assumption and the fact that (ϕs)∗ is a linear map.
Next we deﬁne a map ξ : X → TX by ξ(x) = α′x(0). Then ξ(x) ∈ TxX and
pi(ξ(x)) = pi([x, α′x(0) ·1]) = x. Furthermore, ξ is smooth, because αx is smooth.
Thus ξ is a vector ﬁeld on X. We then have that αx is an integral curve for the
vector ﬁeld ξ, because αx(0) = ϕ0(x) = x and
ξ(αx(t)) = ξ(t(x)) = α
′
t(x)(0) = 0.
We notice that
α′x(t) = (ϕt ◦ αx)′(0)
= (ϕt)∗ ◦ α′x(0)
= (ϕt)∗(0) = 0
so that ξ(αx(t)) = α
′
x(t). Now ξ has a critical point x, because ξ(x) = 0
and αx passes through x, so we can use the previous proposition to obtain that
αx(t) = x for all t. But this yields that ϕ(t, x) = x for all t and thus x ∈ XR.
5.1.17 Proposition. Let G be a Lie group. If X is a smooth Banach manifold
and a Cartan G-space and the map G ×X → X, (g, x) 7→ gx, is smooth, then
the orbit G(x) is a closed submanifold of X and the map f : G/Gx → G(x),
gGx 7→ gx, is a G-diﬀeomorphism.
Proof. We will show that f : G/Gx → X is an injective immersion, because we
already know that f is a homeomorphism ontoG(x). Then f(G/Gx) = G(x) will
be a submanifold of X by Proposition 4.2.27. To show that f is an immersion we
need to show that TgGxf is injective and splits. We denote g¯ = gGx. The action
of G on X is smooth, so the map ϕ1g : X → X, x 7→ gx, is a diﬀeomorphism
for all g ∈ G. Because the action ϕ2g of g on G/Gx is also smooth, we have a
commutative diagram
G/Gx
ϕ2g //
f

G/Gx
f

X
ϕ1g
// X
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which leads to a commutative diagram
Te¯G/Gx
Te¯ϕ
2
g //
Te¯f

Tg¯G/Gx
Tg¯f

TxX
Txϕ
1
g
// TgxX
where Te¯ϕ
2
g and Txϕ
1
g are linear homeomorphisms. So it is enough to show that
Te¯f is injective and splits.
Let v ∈ Te¯G/Gx. We will show that kerTe¯f = 0. So assume that Te¯f(v) = 0.
We know that the map pi : G → G/Gx is a smooth and surjective submersion
(Theorem 21.17 in [LeeJH], so there exists w ∈ TeG such that v = Tepi(w).
Furthermore, w = γ′(0) for some one-parameter group γ : R → G. All in all,
we have the following composition of maps
R γ
′(0)−−−→ TeG Tepi−−→ Te¯G/Gx Te¯f−−→ TxX.
So, if Te¯f(v) = 0, then
Te¯f ◦ Tepi(γ′(0)) = 0.
We can now deﬁne a smooth action of R on X by
R×X γ×id−−−→ G×X µ−→ X,
ϕ(t, x) = γ(t) · x, because γ and µ are both smooth. If we then deﬁne αx(t) =
f ◦ pi ◦ γ(t), we get that
αx(t) = f ◦ pi(γ(t)) = f(γ(t)Gx)
= γ(t) · x = ϕt(x).
Furthermore, we have that
α′x(0) = (f ◦ pi ◦ γ)′(0)
= Te¯f ◦ Tepi(γ′(0)) = 0.
This yields that that ϕ(t, x) = x for all t by the previous lemma. Thus im γ =
{γ(t) | t ∈ R} ⊂ Gx and pi(γ(t)) = e¯ i.e. pi ◦ γ is the constant curve in G/Gx
and hence
v = (pi ◦ γ)′(0) = 0.
The last thing to show is that Te¯f splits i.e. that TxX ∼= imTe¯f ⊕ Z. Now
imTe¯f = TxG(x), because Te¯f : Te¯G/Gx → TxG(x) is an isomorphism. Fur-
thermore, TxG(x) is ﬁnite-dimensional, as G(x) is a ﬁnite-dimensional manifold.
We use Theorem 25, Appendix A in [Mü] to obtain that TxG(x) is complemented
in TxX i.e. there exists a closed subspace Z such that TxX ∼= TxG(x)⊕Z. This
ﬁnishes the proof.
The next lemma is almost the same as the previous one. Here we do not
assume that the action of R on X is smooth, we only assume that ϕt is smooth
at some point x ∈ X.
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5.1.18 Lemma. Let ϕ : R × X → X be a continuous action of (R,+) on a
smooth Banach manifold X such that αx : R→ X, t 7→ ϕt(x) is smooth. Then
ϕ(t, x) = x for all t ∈ R if and only if α′x(0) = 0.
Proof. Assume ﬁrst that ϕ(t, x) = x for all t. Then αx(t) = x so αx is the
constant curve and thus α′x(0) = 0.
Assume then that α′x(0) = 0. This means that
(αx(0), D(φ ◦ αx)(0) · 1) = (x,D(φ ◦ αx)(0) · 1) = (x, 0)
i.e. that D(φ◦αx)(0) ·1 = 0. We will show that D(φ◦αx)(t) ·1 = 0 because then
φ ◦ αx : J → E is a constant map by Lemma 5.1.14 and because φ is injective,
this yields that αx is a constant map, i.e. that αx(t) = x for all t ∈ J .
We have that
αx(t) = ϕ(t+ 0, x) = ϕ(t, ϕ(0, x))
= ϕ(t, αx(0)) = ϕt ◦ αx(0)
and thus we get that
α′x(t) = (ϕt)∗ ◦ αx(0) = 0.
This yields, with the help of the chain rule, that
D(φ ◦ αx)(t) = D(φ ◦ αx)(t) · α′x(t)
= D(φ ◦ α)(t) · 0 = 0.
So we have shown that αx(t) = x for all t ∈ J . Last thing to show is that
αx(t) = x for all t ∈ R. This follows once we notice that αx(s) = ϕs ◦ αx(t), so
α′x(s) = 0 when α
′
x(t) = 0.
If the action of G on X is not smooth, we can not use the fact that ϕg is a
diﬀeomorphism. This means that if we want to show that f is an immersion,
we need to show that it is an immersion at gGx ∈ G/Gx. Turns out that this
does not make things too complicated; we can use the same strategy as in the
smooth case just by adding one extra map.
5.1.19 Proposition. Let G be a Lie group. If X is a smooth Banach manifold
and a Cartan G-space and the map G→ X, g 7→ gx, is smooth for some x, then
the orbit G(x) is a closed submanifold of X and the map f : G/Gx → G(x),
gGx 7→ gx, is a G-diﬀeomorphism.
Proof. We already know that the map f is a bijection and a G-map, so we only
need to show that it is a diﬀeomorphism. Let x ∈ X be such that the map
G→ X, g 7→ gx, is smooth. Consider the commutative diagram
G
pi
 $$
G/Gx
f
// G(x).
The map pi is a smooth and surjective submersion and G acts on G/Gx transi-
tively by Theorem 21.17 and by Theorem 4.30. the map f is a smooth. Thus
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by Theorem 7.25. f is a diﬀeomorphism, because it is bijective. All theorems
are from [LeeJH].
We will show that f : G/Gx → X is an injective immersion, because we
already know that f is a homeomorphism onto G(x). Then f(G/Gx) = G(x)
will be a submanifold of X by Proposition 4.2.27. To show that f is immersion
we need to show that TgGxf is injective and splits. We denote g¯ = gGx. Let
v ∈ Tg¯G/Gx. We will show that kerTg¯f = 0. So assume that Tg¯f(v) = 0.
We know that the map pi : G → G/Gx is a smooth and surjective submersion
(Theorem 21.17 in [LeeJH]), so there exists w ∈ TgG such that v = Tgpi(w). We
have the diﬀeomorphism Rg : G→ G, g′ 7→ g′g, so we also have an isomorphism
TeRg : TeG → TgG. Thus there exists u ∈ TeG such that TeRg(u) = w.
Furthermore, u = γ′(0) for some one-parameter group γ : R → G. All in all,
this looks like
R γ
′(0)−−−→ TeG TeRg−−−→ TgG Tgpi−−→ Tg¯G/Gx Tg¯f−−→ TgxX.
So, if Tg¯f(v) = 0, then
Tg¯f ◦ Tgpi ◦ TeRg(γ′(0)) = 0.
We can now deﬁne a continuous action ϕ of R on X by
R×X γ×id−−−→ G×X µ−→ X,
ϕ(t, x) = γ(t) · x. We notice that for the given x, the restriction t 7→ γ(t) 7→
γ(t)x, of the action is a smooth map, because γ and the map G→ X, g 7→ gx,
are smooth. We deﬁne αgx(t) = f ◦ pi ◦Rg ◦ γ(t). Then
αgx(t) = f ◦ pi ◦Rg(γ(t)) = f ◦ pi(γ(t) · g)
= f(γ(t)gGx) = γ(t) · gx
= ϕt(gx).
Furthermore, we have that
α′gx(0) = (f ◦ pi ◦Rg ◦ γ)′(0)
= Tg¯f ◦ Tepi ◦ TeRg(γ′(0)) = 0.
This yields that ϕ(t, gx) = gx for all t ∈ R by the previous lemma. Thus im γ ⊂
Ggx = gGxg
−1. Because Rg(gg′g−1) = gg′, we get that pi ◦Rg(γ(t)) = gGx i.e.
pi ◦Rg ◦ γ is the constant curve ( t 7→ gGx for all t) and hence
v = (pi ◦Rg ◦ γ)′(0) = 0.
The last thing to show is that Tg¯f splits i.e. that TgxX ∼= imTg¯f ⊕ Z.
Now imTg¯f = TxG(x), because Tg¯f : Tg¯G/Gx → TgxG(x) is an isomorphism.
Furthermore, TgxG(x) is ﬁnite-dimensional, as G(x) is a ﬁnite-dimensional man-
ifold. We use Theorem 25, Appendix A in [Mü] to obtain that TgxG(x) is com-
plemented in TgxX i.e. there exists a closed subspace Z such that TgxX ∼=
TgxG(x)⊕ Z. This ﬁnishes the proof.
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5.2 Proper actions
5.2.1 Deﬁnition. A subset A of a G-space X is called small, if every point in
X has a neighbourhood which is thin relative to A.
5.2.2 Example. Consider the action deﬁned in Example 5.1.2. In this action
the neighbourhood U of (x, y) is actually small. To show this we start by
choosing for a point (x′, y′) ∈ R2 the neighbourhood V := B((x′, y′), 1). Then
tU ∩ V 6= ∅, when (t+ x1, y1) = (x2, y2) for some (x1, y1) ∈ U and (x2, y2) ∈ V .
It then follows that t = x2 − x1 and thus
|t| < |x2 − x1| = |x2 − x′ + x′ − x+ x− x1|
≤ |x2 − x′|+ |x′ − x|+ |x′ − x2| < 1 + |x′ − x|+ 1.
This shows that {t ∈ R | tU ∩ V 6= ∅} is relatively compact.
5.2.3 Deﬁnition. A G-space X is called proper, if every point of X has a small
neighbourhood i.e. if for all x ∈ X there exists a neighbourhood U such that for
all y ∈ X there exists a neighbourhood V such that (U |V ) has compact closure.
5.2.4 Remark. We notice that there exists many deﬁnitions of a proper G-space
which might or might not be equal. A continuous map f : X → Y is called
proper if f−1(B) is compact for all compact B ⊂ Y . It can be shown that when
X and Y are locally compact and Hausdorﬀ, this deﬁnition is equivalent to the
deﬁnition that f is closed and f−1(y) is compact for all y ∈ Y . We can then
then deﬁne that an action is proper if the map G×X → X×X, (g, x) 7→ (gx, x)
is proper in the latter sense. Similarly, we can deﬁne that an action is Cartan or
locally proper if for every x ∈ X there exists a G-invariant neighbourhood U of
x such that the action of G restricted to U is proper (in the latter sense). It can
be shown that if G is locally compact, then our deﬁnition of a Cartan action is
equivalent to this deﬁnition and if both G and X are locally compact, then our
deﬁnition of proper action is equivalent to this deﬁnition. To avoid confusion,
sometimes a proper action, as we have deﬁned it, is called Palais proper.
We have the following properties of small sets and proper spaces.
5.2.5 Proposition. The following hold:
1. A subset of a small set is small.
2. A ﬁnite union of small sets is small.
3. If A is a small subset of X and B is a compact subset of X, then B is thin
relative to A. Furthermore, B has a neighbourhood which is thin relative
to A.
4. Every compact subset of a proper G-space is small. Furthermore, every
such set has a small neighbourhood.
5. Every compact subset of a proper G-space is thin. Furthermore, every such
set has a thin neighbourhood.
6. If A is a compact subset of a proper G-space, then (A|A) is a compact
subset of G.
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7. If G is compact, then every G-space is proper.
Proof. 1. Let A be a subset of a small set B ⊂ X. Then every point x ∈ X has
a neighbourhood U which is thin relative to B. Now A ⊂ B and U ⊂ U , so by
part 3. in Proposition 5.1.3, A is thin relative to U . Hence A is small.
2. Let Ai, i = 1, . . . , n, be small for all i. Then every point x ∈ X has
neighbourhoods Ui such that Ui is thin relative to Ai for all i = 1, . . . , n. Now⋂n
i=1 Ui is a neighbourhood of x and by part 5. in Proposition 5.1.3,
⋃n
i=1Ai is
thin relative to
⋂n
i=1 Ui. Hence
⋃n
i=1Ai is small.
3. Let A be a small and let B be a compact subset of X. Then x ∈ B has
a neighbourhood Ux which is thin relative to A. A ﬁnite union of these open
sets Ux covers B and by part 4. in Proposition 5.1.3, this union is thin relative
to A. So B has a neighbourhood thin relative to A and by part 3. in the same
proposition, B is thin relative to A.
4. Let A be a compact subset of a proper G-space X. If x ∈ A, then x has
a small neighbourhood. A ﬁnite union of small neighbourhoods of points in A
covers A, and hence by part 2. the union is small. This implies that A has a
small neighbourhood and because A is a subset of this cover, A is small itself.
5. Let A be a compact subset of a proper G-space X. Then A is small by 4.
and hence every point a ∈ A has a neighbourhood thin relative to A. A ﬁnite
union of these neighbourhoods thin relative to A covers A and once again by
part 4. in Proposition 5.1.3, this union is thin relative to A. This implies that
A is thin.
6. Let A be a compact subset of a proper G-space X. Then by the previous
part A is thin. Part 6. in the Proposition 5.1.3 then implies that (A|A) is
compact.
7. Let G be compact and let X be a G-space. If A and B are any subsets
of X, then the closure of (A|B) is compact in G. So every subset of X is small
and hence X is proper.
5.2.6 Example. An example of a proper action is the action of a locally com-
pact group G on the quotient space G/H, when H is a compact subgroup of
G. To prove this, let g1, g2 ∈ G and pi : G → G/H be the natural projection.
Because G is a locally compact Hausdorﬀ space, the points g1 and g2 have rela-
tively compact neighbourhoods U1 and U2. Then pi(U1) and pi(U2) are relatively
compact neighbourhoods of pi(g1) and pi(g2). We get that
(pi(U1)|pi(U2)) = {g ∈ G | gpi(U1) ∩ pi(U2) 6= ∅}
= {g ∈ G | gU1H ∩ U2H 6= ∅},
so if g ∈ (pi(U1)|pi(U2)), then gu1H = u2H for some u1 ∈ U1 and u2 ∈ U2. But
this implies that
g ∈ u2H(u1H)−1 ⇒ g ∈ (U2H)(U1H)−1
⇒ g ∈ (pi(U1)|pi(U2))
⇒ (pi(U1)|pi(U2)) ⊂ (U2H)(U1H)−1.
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Thus (pi(U1)|pi(U2)) is relatively compact, because U1H and U2H are relatively
compact in the locally compact space G/H.
The next example will be essential in the proof of Abels and Lütkepohl. It
can be found in [Ab-Lü].
5.2.7 Example. We will show that the set L2(G) \ {0} of square integrable
non-zero real valued functions on G with the action induced by the left regu-
lar representation is a proper G-space. Let f ∈ L2(G) \ {0}. Then f has a
neighbourhood
B(f, r) = {f ′ ∈ L2(G) \ {0} | ‖f ′ − f‖L2(G) < r}.
To make notation easier, we will drop the subscript L2(G) of the the norm
‖·‖L2(G). The ﬁrst step is to prove that (B(f, d ·‖f‖)|B(f, d ·‖f‖)) has compact
closure for d ≤ 13 . Denote this set by A and let  > 0 and remember that the
norm in L2(G) is deﬁned by ‖f‖ = (∫
G
|f |2dµ)1/2, where µ is the left Haar
measure. First we will prove a lemma:
5.2.8 Lemma. Let f ∈ L2(G) \ {0} and  > 0. Then there exists a compact
B ⊂ G such that (∫
G\B
|f |2dµ
)1/2
< .
Proof. We use again the fact that Cc(G) is dense in L
2(G). So if f ∈ L2(G)
and if B(f, ) is a neighbourhood of f , then there exists h ∈ Cc(G) such that
‖f − h‖L2(G) < . Denote by B the support of h. Then, by Proposition 2.2.17,
‖f − h‖L2(G) < ⇒
(∫
G
|f − h|2dµ
)1/2
< 
⇒
∫
G
|f − h|2dµ < 2
⇒
∫
G\B
|f − h|2dµ+
∫
B
|f − h|2dµ < 2
and because h(x) = 0 for all x ∈ G \B, we get that∫
G\B
|f − h|2dµ =
∫
G\B
|f |2dµ < 2 −
∫
B
|f − h|2dµ < 2.
Thus (∫
G\B
|f |2dµ
)1/2
< .
Let f ∈ L2(G) \ {0}. Then by the previous lemma there exists a compact
subset B of G such that (∫
G\B
|f |2dµ
)1/2
< .
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If f ′ ∈ B(f, d · ‖f‖), then
‖f − f ′‖ < d · ‖f‖ ⇒ ‖f‖ − ‖f ′‖ < ‖f − f ′‖ < d · ‖f‖
⇒ ‖f ′‖ > ‖f‖ − d · ‖f‖ = (1− d) · ‖f‖
and (∫
G\B
|f ′|2
)1/2
=
(∫
G\B
|f ′ − f + f |2
)1/2
≤
(∫
G\B
|f ′ − f |2
)1/2
+
(∫
G\B
|f |2
)1/2
≤ d · ‖f‖+ .
Because ∫
G\B
|f ′|2 =
∫
G
|f ′|2 −
∫
B
|f ′|2,
we get that ∫
B
|f ′|2 =
∫
G
|f ′|2 −
∫
G\B
|f ′|2
> ((1− d) · ‖f‖)2 − (d · ‖f‖+ )2.
If we show that A ⊂ BB−1, then the closure of A will be compact because
BB−1 is compact. Let's make a counter-assumption and assume that there
exists a ∈ A such that a /∈ BB−1. It then follows that
a 6= b1b−12 ⇒ e 6= a−1b1b−12 ⇒ b2 6= a−1b1
for every b1, b2 ∈ B. This implies that a−1B ⊂ G \ B. Suppose that f ′ ∈
B(f, d · ‖f‖) and af ′ ∈ B(f, d · ‖f‖). Then
((1− d) · ‖f‖)2 − (d · ‖f‖+ )2 <
∫
B
|af ′|2 =
∫
a−1B
|f ′|2
≤
∫
G\B
|f ′|2 ≤ (d · ‖f‖+ )2
because af ′(b) = f ′(a−1b) and a−1B ⊂ G \B. This then yields that
((1− d) · ‖f‖)2 < 2(d · ‖f‖+ )2.
If d ≤ 13 , then ((1−d) · ‖f‖)2 ≥ 49‖f‖2 and 2(d · ‖f‖+ )2 ≤ 29‖f‖2 + 43‖f‖+22
but this yields that
4
9
‖f‖2 < 2
9
‖f‖2 + 4
3
‖f‖+ 22
which is not true for a suﬃciently small . Hence A is relatively compact and
L2(G) \ {0} is a Cartan-space.
Next we will show that L2(G) \ {0} is a proper G-space. Let f, f ′ ∈ L2(G) \
{0} and let U := B(f, 17‖f‖), V := B(f ′, 17‖f ′‖) be their neighbourhoods. We
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have to show that (U |V ) is relatively compact in G. We can assume that (U |V )
is non-empty. Let g1 ∈ (U |V ). If g ∈ (U |V ), then for some u ∈ U and v ∈ V
gu = v ⇒ (gg−11 )g1u = v
⇒ gg−11 ∈ (g1U |V )⇒ g ∈ (g1U |V ) · g1.
If g ∈ (g1U |V ) ·g1, then g = g′g1 where g′g1u = v for some u, v. Thus g ∈ (U |V )
and furthermore (U |V ) = (g1U |V ) · g1. This means that we can assume that
U ∩ V 6= ∅, because if U ∩ V = ∅ then at least g1U ∩ V 6= ∅ and if (g1U |V ) is
relatively compact, then so is (U |V ). So let f ′′ ∈ U ∩ V . We notice that both
U and V are inside of B(f ′′, 13‖f ′′‖), because if for example h is in U , then
‖h− f ′′‖ = ‖h− f + f − f ′′‖ ≤ ‖h− f‖+ ‖f − f ′′‖
<
1
7
‖f‖+ 1
7
‖f‖ < 2
7
‖f‖ < 1
3
‖f ′′‖,
where the last approximation comes from the fact that |(‖f ′′‖−‖f‖)| ≤ ‖f ′′−f‖.
By the ﬁrst part of this proof we know that (B(f ′′, 13‖f ′′‖)|B(f ′′, 13‖f ′′‖)) has
compact closure i.e B(f ′′, 13‖f ′′‖) is thin. But we just proved that both U and
V are inside of B(f ′′, 13‖f ′′‖) so by 3. in Proposition 5.1.3 also U and V are
relatively thin i.e. (U |V ) is relatively compact.
5.2.9 Example. We will give an example of a non-proper action called the
irrational ﬂow on the torus. Let T 2 = S1 × S1 be the torus and let Z act on
T 2 by (n, (e2piix, e2piiy)) = (e2pii(x+n), e2pii(y+αn)) where α ∈ R \ Q. We will
show that T 2 is not a Cartan Z-space by showing that the point (1, 1) does not
have a thin neighbourhood. This is done by showing that (1, 1) is a limit point
of A = {(e2piin, e2piinα) | n ∈ Z}, because then every neighbourhood of (1, 1)
contains a point from A and thus the set
{n ∈ Z | nU ∩ U 6= ∅}
is inﬁnite for all neighbourhoods U of (1, 1).
It is enough to show that there exists a point of A in every neighbourhood
of (1, 1). We know that the set B = {e2piinα | n ∈ Z} is inﬁnite and that S1
is compact. This means that there exists a limit point x0 ∈ S1 for the set B
i.e. if  > 0 there exists n1, n2 ∈ Z, n1 6= n2 such that |e2piin1α − x0| < /2 and
|e2piin2α − x0| < /2. Thus we have also that |e2piin1α − e2piin2α| < . Next we
deﬁne n = n1 − n2. Then
|e2piinα − 1| = |e2pii(n1−n2)α − 1| = |e−2piin2α(e2piin1α − e2piin2α)|
= |e2piin1α − e2piin2α| < ,
which yields that
|(1, e2piinα)− (1, 1)| < .
Because (1, e2piinα) = (e2piin, e2piinα) ∈ A, this proves that there exists a point
of A in every neighbourhood of (1, 1). Thus the action cannot be proper.2
2This example is also an example of the fact that, even though the map G/Gx → G(x) is
always a continuous G-map, it is not always a homeomorphism.
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5.2.10 Example. The group Z with the discrete topology acts on the space
R2 \ {0} by ϕ(n, (x, y)) = (2nx, 2−ny). We will show that this action is Cartan
but not proper. Let (x, y) ∈ R2 \ {0}. We can assume that x > 0. Let
U = B((x, y), r) be a neighbourhood of (x, y) where r is chosen such that
x − r > 0. If n ∈ (U |U), then n(u1, u2) ∈ U for some (u1, u2) ∈ U . This
means that
|n(u1, u2)− (x, y)| < r ⇔ |(2nu1, 2−nu2)− (x, y)| < r
⇒ |2nu1 − x| < r and |2−nu2 − y| < r.
We then get that
2nu1 < x+ r and 2
nu1 > x− r
⇒ n < log2((x+ r)/u1) and n > log2((x− r)/u1).
So n ∈] log2((x− r)/u1), log2((x+ r)/u1)[ which is bounded and hence compact
in Z. Notice that if x > 0, then u1 > 0.
We then show that this action is not proper. We choose points (1, 0) and
(0, 1) and their neighbourhoods U = B((1, 0), r) and V = B((0, 1), r′) and
assume that nV ∩ U 6= ∅. We take points (v, 1) ∈ V and (1, v) ∈ U . Then
n(v, 1) = (1, v), if 2nv = 1 and 2−n = v. Now 2nv = 1 is equal to n = log2(1/v)
and 2−n = v is equal to n = − log2 v. But log2(1/v) → ∞ and − log2 v → ∞
when v → 0 and thus {n ∈ Z | nV ∩ U 6= ∅} is not compact.
5.2.11 Proposition. A proper G-space is a Cartan G-space.
Proof. Let X be a proper G-space and x ∈ X. Then x has a small neighbour-
hood S. Because S is small, every point y ∈ X has a neighbourhood which is
thin relative to S. Especially x has a neighbourhood S′ which is thin relative to
S. Now S ∩S′ is a neighbourhood of x and because S ∩S′ ⊂ S and S ∩S′ ⊂ S′,
we have by 3. in Proposition 5.1.3 that S ∩ S′ is thin. So every point in X has
a thin neighbourhood and hence X is a Cartan G-space
We showed in Example 5.2.10 that there exist Cartan G-spaces which are
not proper G-spaces. The next proposition says that every point of a Cartan
G-space is contained in an invariant open set which is a proper G-space.
5.2.12 Proposition. If U is a thin open set in a G-space X then GU is a
proper G-space.
Proof. Let U be a thin open set in X. Then gU and g′U are in GU and by
part 2. in Proposition 5.1.3, they are relatively thin. This means that if gu
and g′u′ are points in GU , then gU and g′U are their neighbourhoods such that
(gU |g′U) is relatively compact.
The next proposition will also be used later.
5.2.13 Theorem. If X is a proper G-space and v ∈ V , where V is a linear
G-space, then there exists an equivariant map f : X → V with f(x0) = v if and
only if Gx0 ⊂ Gv.
Proof. Theorem 1.2.7. in [Pa2].
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It was shown in Proposition 1.3.13 that if G is compact and X is Hausdorﬀ,
then the orbit space X/G is Hausdorﬀ. In the case of locally compact groups
we do not have that X/G is necessarily Hausdorﬀ. We do have this:
5.2.14 Proposition. If X is a proper G-space, then X/G is completely regular.
Proof. Proposition 1.2.8 in [Pa2].
5.2.15 Corollary. If X is a Cartan G-space, then X/G is locally completely
regular.
Proof. Corollary 2 of Proposition 1.2.8 in [Pa2].
Even though it is not true that every Cartan G-space is a proper G-space
we do have a characterization for when it is true.
5.2.16 Corollary. A G-space X is proper if and only if X is Cartan and X/G
is regular.
Proof. Corollary 1 of Proposition 1.2.8 in [Pa2].
5.2.17 Remark. If the space X is a locally compact space, then the following is
true: A G-space X is proper if and only if X is a Cartan G-space and X/G is
Hausdorﬀ.
We end this chapter by showing how to form new transformation groups out
of old ones such that they preserve the properties of being Cartan or proper.
5.2.18 Proposition. Let X be a proper/Cartan G-space. If H is a closed
subgroup of G and Y is an H-invariant subspace of X then Y is a proper/Cartan
H-space.
Proof. Proposition 1.3.1 in [Pa2].
5.2.19 Proposition. Let X be a proper G-space. If N is a closed normal
subgroup of G then X/N is a proper G/N -space.
Proof. Proposition 1.3.2 in [Pa2].
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Chapter 6
The existence of slices
In this chapter we will deﬁne slices and present two proofs for the existence of
slices for proper actions of Lie groups. We will also show some applications of
the slice theorem to illustrate its usefulness. We will also discuss the possibility
of proving the slice theorem for non-Lie groups.
6.1 General theory of slices
From now on we will assume that the group G is a Lie group. Remember
that X is assumed to be a completely regular Hausdorﬀ space.
6.1.1 Deﬁnition. Let X be a G-space and H a closed subgroup of G. A subset
S of X is called an H-kernel, if there exists an equivariant map f : GS → G/H
such that f−1(H) = S. If GS is also open in X, then an H-kernel is called an
H-slice. If x ∈ X, then a Gx-slice containing x is called a slice at x.
6.1.2 Lemma. If S is an H-kernel and s ∈ S, then Hs = Gs.
Proof. Clearly Hs = H ∩Gs and thus Hs ⊂ Gs. If g ∈ Gs and f is the map of
the deﬁnition of an H-kernel, then
gH = gf(s) = f(gs) = f(s) = H.
This means that g ∈ H and thus g ∈ H ∩Gs = Hs.
We will give a characterization of compact H-kernels. Before we state and
prove this characterization, we look at proper maps and their properties. Proper
maps were discussed in Remark 5.2.4. We will now make the following deﬁnition:
6.1.3 Deﬁnition. A map f : X → Y is called proper if f is closed and f−1(y)
is compact for all y ∈ Y .
6.1.4 Proposition. A map f : X → Y is proper if and only if for every net
(xα) in X for which the net (f(xα)) converges, there exists a cluster point x ∈ X
for the net (xα).
Proof. Theorem 1, Chapter I, 10.2 in [Bo].
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6.1.5 Lemma. If H is a compact subgroup of G, then the natural projection
pi : G→ G/H is proper.
Proof. The map pi is closed, because H is compact, by Proposition 1.2.27. Let
gH ∈ G/H. Now pi−1(gH) = gH is also compact, so the map pi is proper.
6.1.6 Proposition. Let X be a G-space and let H be a closed subgroup of G.
Then the following are equivalent:
(a) H is compact and S is an H-kernel in X.
(b) S has the following properties:
1. S is closed in GS
2. S is H-invariant
3. gS ∩ S 6= ∅ ⇒ g ∈ H i.e. (S|S) = H
4. S has a thin neighbourhood in GS.
Proof. First we assume that S is an H-kernel in X and prove that the conditions
1.-4. hold. The map f is continuous and H is closed in G, so S = f−1(H) is
closed and 1. holds. The set S is clearly H-invariant, because if s ∈ S then
f(hs) = hf(s) = hH = H
which implies that hs ∈ f−1(H) = S and so 2. holds. If gS ∩ S 6= ∅, then
gs = s′ for some s, s′ ∈ S and
f(gs) = f(s′)⇒ gf(s) = f(s′)
⇒ gH = H
⇒ g ∈ H,
so 3. holds. The group G/H is locally compact, because G is locally compact. If
U is a relatively compact neighbourhood of H ∈ G/H, then pi−1(U) is compact,
because pi is a proper map by the previous lemma. We then deﬁne V := f−1(U)
and show that it is a thin neighbourhood of S in GS. The set f−1(U) is open
in GS, because f is continuous and we clearly have that S ⊂ f−1(U). Let
g ∈ (V |V ). Then gv1 = v2 for some v1, v2 ∈ V and v1 = g1s1, v2 = g2s2 for
some g1, g2 ∈ G, s1, s2 ∈ S. We then get that
f(v1) = f(g1s1) = g1f(s1) = g1H ∈ U
and similarly g2H ∈ U . This means that g1, g2 ∈ pi−1(U). Combining the facts
about the points g, v1, v2, we get that
gv1 = v2 ⇒ g(g1s1) = g2s2 ⇒ g−12 gg1s1 = s2.
Part 3. then yields that g−12 gg1 ∈ H and thus
g ∈ g2Hg−11 ⊂ pi−1(U)Hpi−1(U)−1
where the set on the right is compact. So (V |V ) ⊂ pi−1(U)Hpi−1(U)−1 and
hence (V |V ) is relatively compact. This proves part 4.
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Then we assume that 1.-4. hold and prove that H is compact and that S is
an H-kernel. We notice that the compactness of H follows straight from parts
2. and 4., because they yield that H ⊂ (V |V ), where V is a thin neighbourhood
of S. Next we deﬁne a function f : GS → G/H by f(gs) = gH. If s1, s2 ∈ S,
g1, g2 ∈ G and g1s1 = g2s2, then
g−12 g1s1 = s2 ⇒ g−12 g1S ∩ S 6= ∅
⇒ g−12 g1 ∈ (S|S)
⇒ g−12 g1 ∈ H
⇒ g1H = g2H,
from which we can conclude that f is well deﬁned. We also have that
f(g′gs) = g′gH = g′f(gs),
so f is equivariant and
f−1(H) = {gs ∈ GS | f(gs) = H}
= {gs ∈ GS | gH = H}
= {gs ∈ GS | g ∈ H}
= S.
It remains to prove that f is continuous. We will show this by proving that if
gαsα is a net converging to gs, then f(gαsα) = gαH converges to f(gs) = gH.
Let gαsα → gs. Then g−1gαsα → s and if g−1gαH → eH, then gαH → gH
so we can suppose that g = e. If we assume that gαH 9 H, then there exists
a neighbourhood U of H such that for all α there exists α0 > α such that
gα0H /∈ U . If gα0H /∈ U , then
pi−1(gα0H) * pi−1(U)⇔ gα0H * pi−1(U),
where pi−1(U) is a neighbourhood of H in G. This means that gα0 /∈ pi−1(U) i.e.
there exists a neighbourhood V of H in G such that gα0 /∈ V . Because we can
ﬁnd α0 for all α such that gα0 /∈ V , when α0 > α, the net gα does not converge
to a point in H. Furthermore, by taking the subnet of all points gα0 /∈ V , we
can assume that no subnet of gα converges to a point in H.
Now by part 4., S has a thin neighbourhood V in GS and from our assump-
tion that gαsα → s, it follows that gαsα ∈ V , when α is large enough. Then
gα ∈ (V |V ) and because (V |V ) is compact, there exists a subnet gαβ → g ∈ G.
Because gαβsαβ → s, we get that
sαβ = g
−1
αβ
gαβsαβ → g−1s
and because S is closed in GS, we get that g−1s ∈ S. Then g−1s = s′ ⇔ s = gs′
for some s′ ∈ S and
s = gs′ ⇒ gS ∩ S 6= ∅
⇒ g ∈ (S|S)
⇒ g ∈ H
by part 3. Thus gαβ converges to g, where g is a point in H. But we assumed
that no subnet of gα can converge to a point in H. So gαsα → s implies
gαH → H and thus f is continuous.
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There is also another characterization of compact Gx-slices that uses the
induced G-spaces.
6.1.7 Proposition. If X is a G-space, Gx a compact subgroup of G and x ∈
S ⊂ X, then the following are equivalent:
(a) S is a Gx-slice at x.
(b) S is Gx-invariant, GS is a neighbourhood of x and the map G×S → GS,
(g, s) 7→ gs induces a homeomorphism G×Gx S → GS.
Proof. First assume that S is a Gx-slice. We use the characterization of the
previous proposition to prove (b). Deﬁne a map φ : G×S → GS by φ(g, s) = gs.
Then S is Gx-invariant by part 2. and hence the space G×Gx S is deﬁned. The
map φ then induces a map φ′ : G ×Gx S → GS deﬁned by φ′([g, s]) = gs.
Consider the commutative diagram:
G× S
pi

φ
$$
G×Gx S
φ′
// GS.
Then φ′ is continuous as pi is surjective and open and φ is continuous. It is
equivariant, because
φ′(g′[g, s]) = φ′([g′g, s]) = g′gs = g′φ′([g, s])
and surjective, because gs = φ′([g, s]). It is also injective, because if φ′([g, s]) =
φ′([g′, s′]), then part 3. yields that
gs = g′s′ ⇒ s = g−1g′s′ ⇒ g−1g′ ∈ Gx ⇒ g−1g′ = gx
for some gx ∈ Gx. Continuing from here, we get that
g′ = ggx ⇒ gs = ggxs′ ⇒ s = gxs′
⇒ [g, s] = [g′g−1x , gxs′]⇒ [g, s] = [g′, s′].
So φ′ is a continuous G-equivariant bijection. The set GS is a neighbourhood
of x by deﬁnition.
It now remains to prove that φ′−1 is continuous. We will do this by show-
ing that φ is proper and thus closed, because then by Lemma 1.2.24 the map
φ′ is closed (the map pi is of course surjective and continuous). We will use
Lemma 6.1.4. Let (gs)α be net converging to gs ∈ GS and suppose that
(gs)α = gαsα. We have to show that there exists a cluster point (g, s) of
the net (gα, sα) i.e. that the net (gα, sα) has a subnet that converges to a point
(g, s) ∈ G × S. The map φ is a G-map, so we can assume that gs ∈ S. This
means that (gαsα) ∈ V for suﬃciently large α, where V is a thin neighbour-
hood of S. We use part 3. of Proposition 5.1.3 to obtain that (S|V ) is relatively
compact and because
gαsα = v ⇒ gαS ∩ V 6= ∅
⇒ gα ∈ (S|V ),
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we have that gα has a convergent subnet gαβ . We can then combine the two
converging nets gαβ and gαsα to obtain that
sα = g
−1
αβ
(gαβsα)→ g−1(gs) = s.
Thus (gαβ , sα) converges to (g, s). This proves that φ
′−1 is continuous and hence
φ′ is a homeomorphism.
Assume then that S has the properties of (b). We deﬁne f : GS → G/Gx by
f = f3 ◦f2 ◦f1, where f1 : GS → G×Gx S is the inverse of the homeomorphism,
f2 : G×Gx S → G×Gx {x} is the map induced by the equivariant map S → {x}
(Proposition 1.3.16) and f3 : G ×Gx {x} → G/Gx deﬁned by [g, x] 7→ gGx
(Proposition 1.3.17). Then
f−1(Gx) = {gs ∈ GS | f(gs) = Gx}
= {gs ∈ GS | f3 ◦ f2 ◦ f1(gs) = Gx}
= {gs ∈ GS | f3 ◦ f2([g, s]) = Gx}
= {gs ∈ GS | f3([g, x]) = Gx}
= {gs ∈ GS | gGx = Gx}
= {gs ∈ GS | g ∈ Gx}
= S
and f is continuous and G-equivariant, because
f(g′ · gs) = f3 ◦ f2 ◦ f1(g′gs) = g′gGx = g′f(gs)
and f is a composition of two homeomorphisms and one continuous map. Thus
S is a Gx-slice at x.
6.1.8 Remark. Bredon [Br] deﬁnes a slice at x by saying that S is a slice at x, if
x ∈ S ⊂ X, GxS = S and the map G×Gx S → X, [g, s] 7→ gs, is a tube about
G(x). By a tube about G(x) he means a G-equivariant embedding G×HA→ X
onto an open neighbourhood of G(x), where A is some space on which H acts.
This deﬁnition is nevertheless equivalent to our deﬁnition by Theorem 4.4 in
[Br].
We state one more characterization for slices:
6.1.9 Proposition. If X is a G-space and x ∈ S ⊂ X and Gx is compact, then
the following are equivalent:
(a) S is a slice at x.
(b) GS is an open neighbourhood of G(x) and there is an equivariant retraction
f : GS → G(x) such that f−1(x) = S.
Proof. Let S be a slice at x. Then GS is open in X by deﬁnition and so it
is a neighbourhood of G(x). Deﬁne f = f ′ ◦ fS , where fS : GS → G/Gx is
the equivariant map of the deﬁnition of a slice and f ′ : G/Gx → G(x) is the
G-homeomorphism. This means that f is deﬁned by f(gs) = gx. Then f is
clearly G-equivariant. It is a retraction, because
f(gx) = f ′(fS(gx)) = f ′(gGx) = gx
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and it satisﬁes f−1(x) = S, because S is Gx-invariant. Hence
f−1(x) = {gs ∈ GS | f(gs) = x}
= {gs ∈ GS | gx = x}
= {gs ∈ GS | g ∈ Gx}
= S.
Assume then that (b) holds. This means that GS is open in X. Deﬁne
fS = (f
′)−1 ◦ f where f ′ : G/Gx → G(x) is the G-homeomorphism and f :
GS → G(x) the retraction. This means that fS is G-equivariant. It also satisﬁes
f−1S (Gx) = S, because
f−1S (Gx) = ((f
′)−1 ◦ f)−1(Gx) = f−1 ◦ f ′(Gx)
= f−1(x) = S.
Thus S is a slice at x.
6.1.10 Example. The group O(n) acts on Rn with matrix multiplication. If
x 6= 0, then there is slice S at x, namely S = {cx | c > 0}. To show this, we ﬁrst
calculate the orbit and the isotropy group of x. We denote by Sn−1x the sphere
centred at origin with radius |x|. Then O(n)(x) = Sn−1x , because the elements
of O(n) preserve norms and because every point of length |x| can be transferred
to any any other point of length |x| by an orthogonal matrix. For the isotropy
group, we ﬁrst calculate the isotropy group of the point y = (|x|, 0, . . . , 0). If
A ∈ O(n), then Ay = y if and only if A is of the form
1 0 . . . 0
0
... A′
0

where A′ ∈ O(n− 1). Then the isotropy group of x can be calculated by using
the formula Ggx = gGxg
−1 so that we get O(n)x = BO(n)yB−1, where B is
the orthogonal matrix that sends y to x. Now the proof for S being a slice is
an easy application of Proposition 6.1.6:
1. S is closed in O(n)S = Rn \ {0}.
2. If A ∈ O(n)x, then A(cx) = cAx = cx. Thus S is O(n)x-invariant.
3. If A ∈ O(n) and AS ∩ S 6= ∅, then Acx = c′x for some cx, c′x ∈ S. Now
‖Acx‖ = ‖c′x‖ ⇔ c‖Ax‖ = c′‖x‖ and thus c = c′, because ‖Ax‖ = ‖x‖.
This yields Ax = x and hence A ∈ O(n)x.
4. The group O(n) is compact so S has a thin neighbourhood.
6.1.11 Proposition. Let X be a Hausdorﬀ locally compact proper G-space and
let pi : X → X/G be the orbit map. Let x ∈ X. If there is a continuous section
σ : V → X for pi deﬁned on a compact neighbourhood V of pi(x) and if Gy ⊂ Gx
for every y ∈ σ(V ), then S = Gxσ(V ) is a slice at x.
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Proof. We prove that S = Gxσ(V ) is a slice at x by using Proposition 6.1.6.
First we notice that S is compact and GS is Hausdorﬀ, so S is closed in GS.
The set S is also clearly Gx-invariant. If gS ∩S 6= ∅, then g(g1σ(v1)) = g2σ(v2)
for some g1, g2 ∈ Gx and v1, v2 ∈ V . This means that σ(v1) and σ(v2) are in
the same orbit, so pi(σ(v1)) = pi(σ(v2)) and thus v1 = v2, because pi ◦ σ = id.
We then denote σ(v1) = σ(v2) = y so that we get
gg1y = g2y ⇒ g−12 gg1y = y ⇒ g−12 gg1 ∈ Gy.
By our assumption, this then yields that g−12 gg1 ∈ Gx and thus g ∈ Gx. Fi-
nally, S has a thin neighbourhood by Proposition 5.2.5, part 5. So all the four
properties hold and thus S is a slice at x.
The converse of the previous proposition is not true:
6.1.12 Example. Let X = R2 and G = {1,−1}. The group G acts on R2 by
1 · x = x and −1 · x = −x. Then the whole space is a slice at the point 0 and
every convex neighbourhood not containing 0 is a a slice for x 6= 0. This is an
easy application of Proposition 6.1.6:
1. R2 is closed in R2 and S is closed in GS = S ∪ −S, when S is a convex
neighbourhood of x not containing 0.
2. G0 = G, Gx = {1} and clearly R2 is G0-invariant and S is Gx-invariant.
3. (R2|R2) = G0 and (S|S) = Gx.
4. R2 has a thin neighbourhood R2 and S has a thin neighbourhood S.
Let U be a neighbourhood of pi(0) = 0 in R2/G. There exists a continuous
local cross-section for pi at 0, if there exists a continuous map σ : U → pi−1(U)
such that pi|pi−1(U) ◦ σ = idU . Let x ∈ U . Then x = {a,−a}, where a ∈ R2. If σ
is a cross-section, then
pi(σ(x)) = x⇔ pi(σ({a,−a})) = {a,−a},
so we can assume that σ(x) = a. We show that σ can not be continuous and
thus there can not exists a local cross-section at 0. Assume that σ : U → pi−1(U)
is continuous. Now pi−1(U) is a neighbourhood of 0 in R2 so we can take a small
circle with 0 as centre inside pi−1(U). Denote this circle by A. Then pi(A) ⊂ U ,
so if σ is continuous on U , it is also continuous on pi(A). Take a point x ∈ pi(A)
so that a,−a ∈ A. It is then clear that the image of pi(A) under σ is a half-circle
from a to −a in A, so σ is not continuous.1
6.1.13 Remark. The previous example shows that even if there is a slice at every
point of X, there might not be a local cross-section at every point. Generally
for a proper G-space X there does not exist a local cross-section for the orbit
map, so the slice is the best description of the local behaviour of the action.
1Another way of showing that there can not exists a local cross-section is to use fact that
for a covering map the existence of a cross-section is the same as the existence of a lift of
the identity map. Now pi is a covering map, so there exists a map σ : U → pi−1(U) such
that pi ◦ σ = id if and only if id#(pi1(U, x)) ⊂ pi#(pi1(pi−1(U), a)). But now id#(pi1(U, x)) =
id(pi1(U, x)) = Z2 and pi#(pi1(pi−1(U, a)) = pi#(0) = 0.
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The next proposition and the deﬁnition of a near-slice will be needed later.
6.1.14 Proposition. Let G be a Lie group and let H and H ′ be closed subgroups
of G such that H ⊂ H ′. Let X be a G-space, S′ an H ′-kernel/slice in X and S
an H-kernel/slice in the H ′-space S′. Then S is an H-kernel/slice in X.
Proof. Proposition 2.1.5 in [Pa2].
6.1.15 Deﬁnition. A subset S of a G-space X is called a near-slice at x if
x ∈ S, GxS = S and there exists a local cross-section σ : U → G in G/Gx such
that (u, s) 7→ σ(u)s is a homeomorphism of U ×S onto an open neighbourhood
of x in X.
6.1.16 Proposition. If X is a Cartan G-space and S is a near-slice at x ∈ X
then there exists a neighbourhood U of x in S such that U is a slice at x.
Proof. Proposition 2.1.7 in [Pa2].
6.1.17 Proposition. Let X and Y be G-spaces, f : X → Y an equivariant
map and x0 ∈ X. If Gx0 = Gf(x0) and S is a near-slice at f(x0) in Y then
f−1(S) is a near-slice at x0 in X.
Proof. Proposition 2.1.8 in [Pa2].
6.2 The existence of slices in G-spaces
We are now ready to prove the existence of slices in Cartan G-spaces, when G is
an arbitrary Lie group. Before that, we will present theorems for the existence
of slices in G-spaces, when G is a compact Lie group.
If a compact Lie group acts on a completely regular space, then there exists
a slice at every point. The ﬁrst proof for this was by Gleason [Gl], who proved
that under certain conditions there exists a local cross-section of the orbits at a
point x. Formally, this is:
6.2.1 Theorem. Let G be a compact Lie group acting on a completely regular
space X. Let x be a point of X such that Gx is conjugate to Gy for all y
throughout a neighbourhood of x. Then there exists a closed neighbourhood of
G(x) which is ﬁbered as a direct product by the orbits.2
Here, ﬁbered as a direct product by the orbits means that the map
(G/Gx)× S → G(S), (gGx, s) 7→ gs
is a homeomorphism where GS is a closed neighbourhood of G(x). In this case
we can deﬁne a map f : G(S) → (G/Gx)× S → G/Gx, gs 7→ (gGx, s) 7→ gGx,
which is an equivariant map and f−1(Gx) = S so the deﬁnition agrees with the
deﬁnition of an Gx-kernel.
Remember that a G-space X is diﬀerentiable if X is a smooth manifold and
each of the maps x 7→ gx is diﬀerentiable. Koszul [Ko] proves a smooth version
of the slice theorem:
2Compare to Theorem 5.4 in [Br]. This theorem then assures the existence of tubes in the
case of free actions.
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6.2.2 Theorem. If X is a diﬀerentiable G-space, x ∈ X and Gx is compact,
then there exists a near-slice at x in X.
There is a generalization (Proposition 2.2.2 in [Pa2]) of the previous theorem,
namely:
6.2.3 Theorem. If X is a Cartan diﬀerentiable G-space and x ∈ X, then there
exists a slice at x.
6.2.4 Remark. There is a remark following Proposition 2.2.2 in [Pa2] which says
that ifX is a Cartan diﬀerentiableG-space, x ∈ X and S is slice at x constructed
as in the proof of Proposition 2.2.2, then GS is a tubular neighbourhood of G(x)
relative to a Gx-invariant Riemannian metric for X. A tubular neighbourhood
of a submanifold of a manifold is an open neighbourhood of the submanifold
which resembles the normal bundle; for a formal deﬁnition look for example
Chapter 4.3 in [Ka] or Section 2, Chapter VI, in [Br]. If a compact Lie group G
acts smoothly on a manifold M and N is a closed invariant submanifold of M ,
then there exists a G-invariant tubular neighbourhood of N in M . A proof for
this can be found as Theorem 4.8 or Theorem 2.2 in the references mentioned
above. In [Ka] there is also a deﬁnition of a slice that uses G-invariant tubular
neighbourhoods of the orbits of a G-manifold, which are G-invariant closed
submanifolds; the deﬁnition and the proof the existence of slices when a compact
Lie group acts smoothly on a manifold M are Theorem 4.10 and Deﬁnition 4.1
in Chapter 4.4 in [Ka]. In this case if we also assume that the action of G on
M is free, the existence of slices implies that the orbit space M/G can be given
a smooth structure such that pi : M → M/G is a smooth principal bundle and
pi is smooth and has local cross-sections (Theorem 4.11 in [Ka]).
Montgomery and Yang [Mon-Ya] prove the next theorem:
6.2.5 Theorem. Let G be a compact Lie group which acts as a topological
transformation group of a complete, separable, metric, ﬁnite-dimensional space
X. Then at any point x of X there exists a slice.
Finally, Mostow [Mos] proves the theorem in full generality:
6.2.6 Theorem. Let G be a compact Lie group of transformations on a com-
pletely regular space X. Then at each point x of X, there exists a pseudo-section
to the orbit through x.
A pseudo-section to the orbit G(x) is a closed subset K containing x and
satisfying:
1. K is invariant under Gx.
2. There exists a continuous cross-section map f into G of a neighbourhood
U of the coset Gx in G/Gx such that the mapping (u, x) 7→ f(u)x is a
homeomorphism of the product space U ×K onto a neighbourhood of x.
3. gK ∩K is empty if g ∈ G \Gx.
We notice that the deﬁnition of a pseudo-section to the orbit G(x) is almost the
same as the deﬁnition of a near-slice at x. Because a G-space X is a Cartan
G-space, when G is compact, the existence of a near-slice in the theorem of
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Mostow implies the existence of a slice. We could also show that a pseudo-
section is a slice by using the characterization of Proposition 6.1.6 and that a
slice is a pseudo-section by using Proposition 2.1.2 in [Pa2].
As mentioned before, we will now prove the slice theorem i.e. the existence
of slices for proper actions of non-compact Lie groups:
6.2.7 Theorem (The slice theorem). Let G be a Lie group. If X is a Cartan
G-space, then there exists a slice at each x in X.
We will present two proofs for this: the ﬁrst one is by Palais [Pa2] and the
second one by Abels and Lütkepohl [Ab-Lü]. These proofs are rather long, so
we will dedicate a subsection for each proof.
6.2.1 The proof by Palais
We will use the notation as Palais and say that
6.2.8 Deﬁnition. A Lie group is of type S, if there is a slice at each point of
every proper G-space.
To prove Theorem 6.2.7, we show ﬁrst that every proper G-space has a slice
at every point i.e. we prove that
6.2.9 Proposition. Every Lie group is of type S.
The proof is done by ﬁrst proving eight special cases. The ﬁrst case is based
on the fact that a linear G-space is also a diﬀerentiable G-space, because clearly
a ﬁnite-dimensional vector space is a smooth manifold and a linear map x 7→ gx
is smooth. It also uses the notion of a near-slice, because the existence of a
near-slice in a Cartan G-space will result in the existence of a slice.
6.2.10 Proposition (Case 1.). A matrix group is of type S.
Proof. Let X be a proper G-space and let x ∈ X. If G is a matrix group,
then by Theorem 3.3.25 there is a linear G-space V and v ∈ V such that
Gx = Gv, because Gx is compact. Now V is a diﬀerentiable G-space, so by
Theorem 6.2.2 there is a near slice S∗ at v ∈ V and by Theorem 5.2.13 there
exists an equivariant map f : X → V with f(x) = v. So we have a near slice
S∗ at v = f(x). We also have that Gv = Gf(x) and thus S = f−1(S∗) is a near
slice at x ∈ X by Proposition 6.1.17. Finally by Proposition 6.1.16, there is a
neighbourhood S∗∗ of x in S such that S∗∗ is a slice at x.
6.2.11 Proposition (Case 2.). If N is a closed normal subgroup of G such that
G/N and KN are of type S for all compact K ⊂ G, then G is of type S.
Proof. Let X be a proper G-space and x ∈ X. Now by Proposition 5.2.19 X/N
is a proper G/N -space. By our assumption that G/N is of type S, there is a
slice T for all N(x) ∈ X/N . This means that there is a G/N -equivariant map
fT from (G/N)T to (G/N)/(G/N)N(x) such that T = f
−1
T ((G/N)N(x)). We
notice also that, by deﬁnition, T is a subset of X/N i.e. T is a collection of
some orbits N(y). First we prove a lemma:
6.2.12 Lemma. T ′ = pi−1(T ) is a GxN slice in X.
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Proof. Notice ﬁrst that GxN is a closed subgroup of G, because N is closed
and Gx is compact. We have to show that GT
′ is open in X and that we
have an equivariant map from GT ′ to G/GxN such that the preimage of GxN
is T ′. Remember that Proposition 1.3.14 says that G/N acts on X/N by
(gN)(N(x)) = N(gx). We then have a commutative diagram
G× pi−1(T ) ϕ //
pi1×pi

Gpi−1(T )
pi

G/N × T
ϕ′
// (G/N)T
from which we get that
GT ′ = Gpi−1(T ) = ϕ(G× pi−1(T ))
= pi−1 ◦ ϕ′ ◦ (pi1 × pi)(G× pi−1(T ))
= pi−1 ◦ ϕ′(G/N × T )
= pi−1((G/N)T ).
But (G/N)T is now open in X/N , because T is a slice, and hence GT ′ is open
in X.
Next we need to show that there exists a G-map f from GT ′ to G/GxN
such that f−1(GxN) = T ′. We deﬁne a map f by
f = φ ◦ fT ◦ pi : X → X/N → (G/N)/(G/N)N(x) → G/GxN,
where fT (gN ·t) = gN ·(G/N)N(x) and φ(gN ·(G/N)N(x)) = gGxN . Notice that
from the equation GT ′ = pi−1((G/N)T ) we get that pi(GT ′) = (G/N)T , so f is
truly a map from GT ′ to G/GxN . We will show that f satisﬁes the requirements
of a slice. First, all the three maps in the composition are G-maps:
1. pi(gx) = N(gx) = gN(x) = gpi(x), because N is normal.
2. G acts on (G/N)T by g′(gN)t = g′gNt and thus
fT (g
′(gN)t) = fT ((g′gN)t) = g′gN(G/N)N(x) = g′fT ((gN)t).
3. G acts on (G/N)/(G/N)N(x) by g
′(gN · (G/N)N(x)) = g′gN · (G/N)N(x)
and thus
φ(g′(gN · (G/N)N(x)) = φ(g′gN · (G/N)N(x) = g′gGxN
= g′φ(gN · (G/N)N(x)).
Hence we get that f is a G-map. Furthermore, we have that
φ−1(GxN) = {gN · (G/N)N(x) | φ(gN · (G/N)N(x)) = eGxN}
= {gN · (G/N)N(x) | gGxN = eGxN}
= eN · (G/N)N(x)
= (G/N)N(x)
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and thus
f−1(GxN) = (φ ◦ fT ◦ pi)−1(GxN)
= pi−1 ◦ f−1T ◦ φ−1(GxN)
= pi−1 ◦ f−1T ((G/N)N(x))
= pi−1(T )
= T ′.
This proves our lemma.
The group GxN is a closed subgroup of G, because Gx is compact and N is
closed and T ′ is GxN -invariant as it is a GxN -slice. Thus T ′ is a proper GxN -
space by Proposition 5.2.18. This means that we have a slice S for x ∈ T ′ by the
assumption that KN is of type S. The isotropy group of x is (GxN)x = Gx by
Lemma 6.1.2, so S is also a Gx-slice in the GxN -space T
′. Finally we notice that
we have Gx ⊂ GxN , T ′ is a GxN -slice in X and S is a Gx-slice in GxN -space
T ′. Thus by Proposition 6.1.14 S is a Gx-slice in X and G is of type S.
6.2.13 Proposition (Case 3). A discrete Lie group G is of type S.
Proof. Let G be discrete and let X be a proper G-space. If x ∈ X, then x has
a small neighbourhood W . The isotropy group Gx is compact in the discrete
space G, so Gx has to be ﬁnite. Then
⋃
g∈Gx gW is a neighbourhood of x and
small by part 2. in Proposition 5.2.5. So if W is not Gx-invariant, then at least⋃
g∈Gx gW is. This means that we can assume that W is Gx-invariant.
The group Gx is now open in G, because G is discrete, so it is an open
neighbourhood of itself. We then deﬁne a map σ : eGx → G by σ(eGx) = e.
This map is clearly continuous and if pi : G→ G/Gx is deﬁned by g 7→ gGx, then
pi ◦ σ(eGx) = eGx = id and so σ is a local cross-section in G/Gx. Furthermore,
σ satisﬁes that the map (eGx, w) 7→ σ(eGx)w = ew is a homeomorphism from
eGx ×W onto the open neighbourhood W of x. This means that W is a near-
slice at x. Then by Proposition 6.1.16, there exists a neighbourhood S ⊂ W
such that S is a slice at x.
6.2.14 Proposition (Case 4). If a Lie group G satisﬁes KG0 is of type S for
all compact subgroups K of G, then G itself is also of type S.
Proof. The group G is locally connected and thus by Corollary 1.2.30 the group
G/G0 is discrete. Then by the previous case G/G0 is of type S. The claim now
follows when we apply case 2 to KG0 and G/G0.
6.2.15 Proposition (Case 5). If G0 is compact, then G is of type S.
Proof. Let K be a compact subgroup of G. Then KG0 is also compact. But
every compact Lie group is a matrix group by Theorem 3.3.20 , so KG0 is of
type S. Now the claim follows from the previous case.
6.2.16 Proposition (Case 6). If G is a Lie group which is an extension of a
discrete normal subgroup N by a group of type S, then G is of type S.
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Proof. If the group G is an extension of a normal subgroup N by a group Q,
then Q ∼= G/N . So if Q is of type S, then G/N is of type S. We will show that
KN is of type S for all compact subgroups K of G, because then it will follow
from Case 2 that G is of type S. This is done by showing that the group (KN)0
is compact, because then G is of type S by the previous case. Notice that N is
now closed in G, because it is discrete.
We show thatK is open inKN , because then it will follow thatK0 = (KN)0
and thus (KN)0 will be compact by Lemma 2.2.11. Let V be a neighbourhood
ofK in G such that V ∩N ⊂ K (Proposition 3.1.42). We will show thatK = V ∩
KN . First we notice that K ⊂ V ∩KN , because K ⊂ V and K = K{e} ⊂ KN .
Because K is compact, we can assume that V is a union of right K-cosets i.e.
V = ∪u∈uKu where U is a neighbourhood of e (Proposition 1.2.21). If k ∈ K,
n ∈ N and kn ∈ V , then kn ∈ Ku for some u ∈ U . This yields that n ∈ Ku
which again yields that
Kn ⊂ K ·Ku = Ku
and hence Kn ⊂ V . This means that
n = e · n ⊂ Kn ⊂ V
and thus n ∈ V ∩ N . But by our assumption V ∩ N ⊂ K, so this means
that n ∈ K and thus kn ∈ K. We have shown that V ∩ KN ⊂ K and thus
K = V ∩KN . This means that K is open in KN .
To complete the proof we will show that K0 = (KN)0. We will use the fact
that the connected components of Lie groups are open and that a connected
group is generated by any neighbourhood of the identity. So K0 is open in K
and (KN)0 is open in KN (KN is a Lie group as it is a closed subgroup of G)
and K0 =
⋃
n U
n, (KN)0 =
⋃
n V
n, where U and V are neighbourhoods of e in
K and KN , respectively. We have shown that K is open in KN so K0 is also
open in KN . We have also that K0 ⊂ (KN)0, because the continuity of µ gives
us
µ(K0 ×N0) = K0N0 = K0{e} = K0 ⊂ (KN)0.
These yield that K0 is open also in (KN)0. Let U be a neighbourhood of e in
K0. Then U is also a neighbourhood of e in (KN)0 and thus
(KN)0 =
⋃
n
Un = K0.
Hence we have proved the sixth case.
6.2.17 Proposition (Case 7). If G is a Lie group which is an extension of a
normal vector subgroup V by a compact group, then G is a matrix group and
therefore of type S.
Proof. The group G is an extension of a normal vector subgroup V by a compact
group G/V , so by Proposition 3.1.40 G contains a compact subgroup H such
that V H = G andH∩V = {e}. Thus G is a semidirect product ofH and V . Be-
cause H is compact, it is a matrix group, so there exists a faithful representation
ρ : H → Aut(V ′), where V ′ is a ﬁnite dimensional real vector space. We have
also the adjoint representation of H; Ad : H → Aut(V ), Ad(h)(v) = hvh−1.
88
Then we can deﬁne the direct product of these two representations and get a
representation ρ′ = ρ⊕Ad : H → Aut(W ) where W = V ′⊕V is a ﬁnite dimen-
sional real vector space. The representation ρ′ is faithful, because ρ is faithful
by deﬁnition. Now V is an invariant subspace of W and ρ′(h)(v) = Ad(h)(v).
Next we form the group of aﬃne transformations of W generated by the
image of ρ′ and the translations Tv(w) = w + v, v ∈ V . Denote this group by
Aff(W )′ = V o ρ′(H). Now G = V H and hence every element of G can be
uniquely written as vh. We will show that G is isomorphic to Aff(W )′. Deﬁne
a map Θ : G→ Aff(W )′ by g = vh 7→ (v, ρ′(h)). Now
Θ(g1) ·Θ(g2) = Θ(v1h1) ·Θ(v2h2) = (v1, ρ′(h1)) · (v2, ρ′(h2))
= (v1 + ρ
′(h1)(v2), ρ′(h1) ◦ ρ′(h2))
= (v1 + ρ
′(h1)(v2), ρ′(h1h2)),
because ρ′ is a representation and
Θ(g1g2) = Θ(v1h1v2h2) = Θ(v1h1v2(h
−1
1 h1)h2)
= Θ(v1(h1v2h
−1
1 )h1h2) = Θ(v1 Ad(h1)(v2)h1h2)
= (v1 + Ad(h1)(v2), ρ
′(h1h2))
= (v1 + ρ
′(h1)(v2), ρ′(h1h2))
= Θ(g1) ·Θ(g2).
Thus Θ is a group homomorphism. It is also clearly surjective and injective,
which comes from the fact that ρ′ is injective.3 The map Θ is continuous,
because it is a composition of two continuous functions:
Θ : V H → V ×H → V o ρ′(H), vh 7→ (v, h) 7→ (v, ρ′(h)).
Notice that the map f(vh) = (f1(vh) = v, f2(vh) = h) is continuous, because
both f1 and f2 are: if U ⊂ V is open, then f−11 (U) = UH is open in V H. We
can then use use the Open mapping theorem (Theorem 2.2.12) to obtain that
Θ is open. Thus Θ is a Lie group isomorphism.
Denote by Aff(W ) the full aﬃne group of the vector space W i.e. Aff(W ) =
W oGL(W ). We show next that the center of Aff(W ) is trivial so that Aff(W )
is its own adjoint group by Proposition 3.3.13. Let x ∈ Z(W o GL(W )) and
y ∈ W o GL(W ). Then we can write x = (w1, A1) and y = (w2, A2) for some
w1, w2 ∈W , A1, A2 ∈ GL(n,R) and we get that
xy = yx⇔ (w1, A1) · (w2, A2) = (w2, A2) · (w1, A1)
⇔ (w1 +A1w2, A1A2) = (w2 +A2w1, A2A1)
⇔ w1 +A1w2 = w2 +A2w1 and A1A2 = A2A1.
It is clear that (0, In) is in the center. We also know that the center of GL(n,R)
is the set of matrices of the form λ · In, λ ∈ R. If x is an element in the center
then it commutes with every element y, in particular it commutes with (w2, In).
Then from the above equation we get that
w1 +A1w2 = w2 + In · w1 ⇔ A1w2 = w2
3Notice that Ad might not be injective.
89
and A1 = λ · In satisﬁes this only with λ = 1. Similarly x has to commute with
(0, A2), so we get that
w1 +A1 · 0 = 0 +A2w1 ⇔ w1 = A2w1
and only w1 = 0 satisﬁes this for all A2. Thus the center of Aff(W ) is (0, In)
i.e. it is trivial.
We now have that Aff(W ) ∼= Ad(Aff(W )). This implies that the adjoint
representation is faithful and thus Aff(W ) is a matrix group. We also have that
Aff(W )′ ∼= G. Finally we notice that Aff(W )′ is a subgroup of Aff(W ) as it is a
group and a subset of Aff(W ). This means that G is isomorphic to a subgroup
of a matrix group and thus G is also a matrix group.
In the last case we use the notion of a characteristic subgroup. A subgroup
H of G is called a characteristic subgroup if H is invariant under each automor-
phism of G i.e. if f(H) = H for all f ∈ Aut(G). We will need the following
fact: If H is characteristic in N and if N is normal in G, then H is normal in
G.4
6.2.18 Proposition (Case 8). If G is a Lie group, C is the centralizer of
G0 and K is a compact subgroup of G, then Γ = KC0 is a matrix group and
therefore of type S.
Proof. The ﬁrst thing we need show is that Γ is a Lie group. But this follows
from the fact that a closed subgroup of a Lie group is a Lie (sub)group and now
Γ is closed as it is the product of a compact set and a closed set.
We will show that Γ is a matrix group by using the previous case i.e. we
will show that Γ is an extension of a normal vector subgroup V such that
Γ/V is compact. Denote by γ the Lie algebra of Γ and let Ad be the adjoint
representation of Γ in γ. Denote by N the kernel of the adjoint representation
and remember that N is the centralizer of the identity component of Γ by
Proposition 3.3.11 i.e. N = CΓ(Γ0). Let c ∈ C0. Then cg0 = g0c for all g0 ∈ G0
and thus cx = xc for all x ∈ Γ0 ⊂ G0. This means that C0 is a subset of N .
We show next that Γ/N is compact and thus the adjoint representation of Γ
is completely reducible. Now Γ/N = (KC0)/N and because C0 ⊂ N , it follows
that (KC0)/N = K/N . The group K is compact and hence K/N = Γ/N is
compact. Thus every representation of Γ/N is completely reducible. If we then
consider the commutative diagram
Γ× g Ad //
pi×id

g
(Γ/N)× g
ρ
::
where ρ is deﬁned by ρ(gN, g′) = Ad(g)g′, then the complete reducibility of ρ
makes Ad completely reducible.
Let T be the group generated by the one-parameter subgroups of C0 with
compact closure, i.e. T is generated by the images of the Lie group homo-
morphisms ϕ : R → C0 with compact closure. The image of a one-parameter
4The conjugation map fg is an automorphism of N , so fg(H) = gHg−1 = H.
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subgroup is a Lie subgroup of C0. We will show that T is connected, commu-
tative and compact. Denote Hi = ϕi(R), where the Hi have compact closure.
Clearly Hi is a connected Lie subgroup which implies that T is a connected Lie
subgroup (Theorem 5.6., Chapter 2, 5, in [On]). Commutativity of T follows
easily once we notice that C0 is commutative: if g1, g2 ∈ C0, then g1g2 = g2g1
because C0 ⊂ G0. The group T is then a connected, commutative Lie group
and thus by Theorem 3.3.27 it is isomorphic to T k × Rn. We will show that
n = 0. Let h ∈ Hi for some i and let f : T → T k × Rn be the isomorphism.
Then h ∈ T and f(h) = (z, a) for some z ∈ T k and a ∈ Rn. Because f is a
homomorphism, f(hm) = (zm, am) for all m ∈ Z and because f is continuous,
f(Hi) is compact in T
k × Rn. But now
f(hm) = (zm, am) ∈ f(Hi) ⊂ T k × Rn
for all m i.e. the set {am | m ∈ Z} is not bounded. This is a contradiction and
hence Rn = 0.
The group T is isomorphic with a torus. We show next that Tn is character-
istic in C0. Let f ∈ Aut(C0). Then f(Tn) is abelian, compact and connected
as f is a continuous homomorphism. Therefore f(Tn) is also isomorphic to T k
for some k, but now k = n, because f is a homeomorphism. Thus f(Tn) = Tn.
The Lie algebras c and t of C0 and T are ideals in the Lie algebra γ by
Proposition 3.2.29, because C0 and T are both normal in Γ. The adjoint rep-
resentation of Γ was shown to be completely reducible. Hence there exists an
ideal v of γ complementary to t in c. Then by Proposition 3.2.30 there exists
a connected subgroup V of C0 such that the Lie algebra of V equals v. By
Proposition 3.2.29, the subgroup V is normal in Γ. Now C0 is isomorphic to
T k
′ × Rn′ again by Proposition 3.3.27 and thus the subgroup V is isomorphic
to Rn. This means that the group V is a closed vector group in C0 and hence
in Γ. Finally, we have that C0/V ∼= T , which means that C0/V is compact and
by the isomorphism theorems
(Γ/V )/(C0/V ) ∼= Γ/C0 ∼= K/(K ∩ C0).
Thus Γ/V is compact. This proves the ﬁnal case.
Proof of Theorem 6.2.9. Let C be the centralizer of the identity component G0
of G. Now C is the kernel of the adjoint representation of G in its Lie algebra.
Then G/C is a matrix group, because it has a faithful representation in g/C
and hence it is of type S. Using once again the third isomorphism theorem, we
get that
(G/C0)/(C/C0) ∼= G/C0.
The group C/C0 is a discrete normal subgroup of G/C0, because C is a normal
subgroup of G. Thus by Case 6, the group G/C0 is of type S.
Let then K be any compact subgroup of G. Then KC0 is of type S by Case
8. So we have that G/C0 and KC0 are of type S, where C0 is a closed normal
subgroup of G and K is any compact subgroup of G. Then by Case 2, the group
G is of type S.
6.2.19 Theorem. Let G be a Lie group and let X be a G-space. Then the
following conditions are equivalent:
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1. For each x ∈ X, the isotropy group Gx is compact and there is a slice at
x.
2. X is a Cartan G-space.
Proof. Assume that 1. holds. Then the characterization of Proposition 6.1.6
says that S has a thin neighbourhood in GS. But x is in S so a thin neighbour-
hood of S is also a thin neighbourhood of x and thus X is a Cartan G-space.
Assume then that 2. holds and denote by U a thin neighbourhood of x. Then
by Proposition 5.2.12 the set GU is a proper G-space and thus by Theorem 6.2.9
there exists a slice S at x in GU . The set GU is open in X which means that
S is also a slice at x in X. If S is a slice at x, then by Proposition 6.1.6 S has
a thin neighbourhood in GS. Now x ∈ U , so x ∈ GU and, because GU is a
proper G-space, we have that Gx is compact.
6.2.2 The proof by Abels and Lütkepohl
The slice theorem is stated as follows in [Ab-Lü]:
6.2.20 Theorem. Let X be a Cartan G-space (G-manifold) and let x ∈ X.
Then there exists a G-neighbourhood U of x and a (smooth) G-map f : U →
G/Gx such that f(x) = Gx.
We notice that this theorem can be written equivalently as:
6.2.21 Theorem. Let X be a Cartan G-space and let x ∈ X. Then there exists
a slice at x.
Proposition 6.1.9 states that if S is a slice at x, then f : GS → G(x) is
an equivariant retraction. If X is a G-manifold, then G/Gx is diﬀeomorphic
to G(x) and thus if S is a slice at x, the map f : GS → G(x) is a smooth
equivariant retraction.
The proof of Theorem 6.2.20 is done by ﬁrst proving a series of lemmas.
The ﬁrst one is about smooth G-spaces and gives a smooth version of Proposi-
tion 5.1.10. Abels and Lütkepohl don't provide a proof for it.
6.2.22 Lemma. Let G be a Lie group. If X is a Banach manifold and a Cartan
G-space and the map G→ X, g 7→ gx, is smooth for some x ∈ X, then the orbit
G(x) is a closed submanifold of X and the map f : G/Gx → G(x), gGx 7→ gx,
is a G-diﬀeomorphism.
Proof. The article of Abels and Lütkepohl says that
Concerning [this statement] one can prove that [f] is an immer-
sion (cf. A.13 in [Go-Gu]). Having the induced topology G(x) is a
submanifold.
Theorem A.13 in [Go-Gu] proves the statement for ﬁnite-dimensional manifolds.
We have proved the inﬁnite-dimensional case in Chapter 4.
6.2.23 Lemma. Let X and Y be Cartan (smooth) G-spaces and let f : X → Y
be a G-map, which is a local homeomorphism (local diﬀeomorphism) at x. If
Gx = Gf(x), then there exists a G-neighbourhood U of x such that f|U is a
G-homeomorphism (G-diﬀeomorphism) onto its image.
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Proof. Let x ∈ X and let V be a neighbourhood of x such that f|V is a homeo-
morphism (diﬀeomorphism). Then f|gV is a homeomorphism (diﬀeomorphism),
because it is the composition Lg ◦ f ◦ Lg−1 : gV → V → Y → Y ,
gv 7→ g−1 · gv 7→ f(g−1 · gv) = g−1f(gv) 7→ g · g−1f(gv).
This means that we only need to prove that f is injective on some G-neighbour-
hood U of x, because then f is a bijection onto its image i.e f is a homeomor-
phism on U such that f|U (gu) = gf|U (u). Thus it is also a G-homeomorphism.
The group G acts continuously on X, so there exist neighbourhoods Wg of
g ∈ Gx and W ′ of x such that
ϕ(Wg ×W ′) = WgW ′ ⊂ V.
We then deﬁne W to be the union
⋃
g∈GxWg, which is a neighbourhood of Gx
and
ϕ(W ×W ′) = WW ′ =
⋃
g∈Gx
WgW
′ ⊂ V.
NowW is also a neighbourhood of Gf(x) because of the assumption Gx = Gf(x).
Then by Proposition 5.1.11 there exists a neighbourhood V ′ of f(x) such that
(V ′|V ′) ⊂ W . Let A = W ′ ∩ f−1(V ′). We show ﬁrst that WA ⊂ V . Now
x ∈W ′ ∩ f−1(V ′) = A ⊂W ′ and hence
ϕ(W ×A) ⊂ ϕ(W ×W ′) ⊂ V.
This shows that WA = ϕ(W ×A) ⊂ V .
We show next that f is injective on U = GA. So let g1, g2 ∈ G and x1, x2 ∈ A
be such that f(g1x1) = f(g2x2). Then g
−1
2 g1f(x1) = f(x2), because f is a
G-map. We assumed that x1, x2 ∈ A = W ′ ∩ f−1(V ′), from which we get
that f(x1), f(x2) ∈ V ′ and thus g−12 g1 ∈ (V ′|V ′) ⊂ W . We also have that
x2 = ex2 ∈ WA ⊂ V and (g−12 g1)x1 ∈ WA ⊂ V . But f was assumed to be a
homeomorphism on V and in particular f is injective on V . Thus g−12 g1x1 = x2
which is equivalent to g1x1 = g2x2 in V . In particular, g1x1 = g2x2 in GA = U ,
which is a G-neighbourhood of x. This is what we needed to prove.
The following lemma is also stated without a proof in [Ab-Lü].
6.2.24 Lemma. Let X be a Banach space, U ⊂ X open, K ⊂ G compact and
f : G× U → R a smooth map with f(g, u) = 0 for every (g, u) ∈ (G \K)× U .
Then the map F : U → L2(G), F (u)(g) = f(g, u), is smooth and the n′th
derivative DnF of F can be obtained from the n′th partial derivative of f with
respect to the second variable i.e.
DnF (u)(x1, . . . , xn)(g) = D
n
2 f(g, u)(x1, . . . , xn),
where xi ∈ U for i = 1, . . . , n.
Proof. The map f is smooth which means that the partial derivatives Dn2 exist
and they are continuous for all n. We ﬁrst show that F is continuously diﬀer-
entiable i.e. that F ∈ C1. Let u, u+ h ∈ U . Then, by Taylor's formula, we get
that
f(g, u+ h) = f(g, u) +D2f(g, u)(h) +R(h)
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where limh→0R(h)/‖h‖ = 0. This yields that
F (u+ h)(g)− F (u)(g)−D2f(g, u)(h) = R(h).
We notice that D2f(g, u) : U → R is a continuous linear map, so if we deﬁne
DF (u) : U → L2(G) by DF (u)(h)(g) = D2f(g, u)(h) we get that
DF (u)(x+ y)(g) = D2f(g, u)(x+ y) = D2f(g, u)(x) +D2f(g, u)(y)
= DF (u)(x)(g) +DF (u)(y)(g)
DF (u)(ax)(g) = D2f(g, u)(ax) = aD2f(g, u)(x) = aDF (u)(x)(g)
for x, y ∈ X, a ∈ R. This means that DF (u) is linear. It is also continuous,
because if y is in a neighbourhood of x, then
‖DF (u)(x)−DF (u)(y)‖L2(G) = ‖DF (u)(x− y)‖L2(G)
=
(∫
G
|DF (u)(x− y)(g)|2dg
)1/2
=
(∫
G
|D2f(g, u)(x− y)|2dg
)1/2
=
(∫
G\K
0 dg +
∫
K
|D2f(g, u)(x− y)|2dg
)1/2
=
(∫
K
|D2f(g, u)(x− y)|2dg
)1/2
<
∫
K
 dg = 
∫
K
dg = .
Here we used the assumptions that f(g, u) = 0 outside a compact K and that
the derivative D2f(g, u) is continuous. We can then use the deﬁnition of diﬀer-
entiability and obtain that
lim
h→0
‖F (u+ h)− F (u)−DF (u)(h)‖L2(G)
‖h‖X
= lim
h→0
(∫
G
|F (u+ h)(g)− F (u)(g)−DF (u)(h)(g)|2dg)1/2
‖h‖X
= lim
h→0
(∫
G
|f(g, u+ h)− f(g, u)−D2f(g, u)(h)|2dg
)1/2
‖h‖X
= lim
h→0
(∫
K
|f(g, u+ h)− f(g, u)−D2f(g, u)(h)|2dg
)1/2
‖h‖X
= lim
h→0
(∫
K
|R(h)|2)1/2
‖h‖ = limh→0
R(h)
|h| · 1 = 0.
Thus F is diﬀerentiable with DF (u)(h)(g) = D2f(g, u)(h).
We will next show that F ∈ C2. Let u, h1, h2 ∈ U . Then
D2f(g, u+ h2)(h1) = D2f(g, u)(h1) +D
2
2f(g, u)(h1, h2) +R(h2)
DF (u+ h2)(h1)(g)−DF (u)(h1)(g)−D2f(g, u)(h1, h2) = R(h2)
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by Taylor's formula applied to the map D2f . We can then deﬁne D2F (u) by
D2F (u)(h1, h2)(g) = D
2
2f(g, u)(h1, h2). It is a continuous linear map and
lim
h2→0
‖DF (u+ h2)(h1)−DF (u)(h1)−D2F (h)(h1, h2)‖
‖h2‖ = 0
by the same argument as in the previous case. Thus F ∈ C2 and
D2F (u)(h1, h2)(g) = D
2
2f(g, u)(h1, h2).
All the other cases come as this one.
Remember that in Example 5.2 we showed that the Hilbert space L2(G) is
a G-space and that L2(G)\{0} is a proper G-space. This action is also unitary,
because if g ∈ G, f ∈ L2(G), we have that
〈gf, gf〉 =
∫
G
f(g−1x)f(g−1x)dµ =
∫
G
f(x)f(x)dµ = 〈f, f〉
by the invariance of the integral. To prove the slice theorem we will need a series
of lemmas. The ﬁrst lemma shows that, under certain assumptions, if G acts
on a Hilbert space continuously and by unitary operations, then there exists a
slice. As a corollary of this, we will get that there exists a slice at every smooth
map (=a point ) in the Hilbert space L2(G).
6.2.25 Lemma. Let H be a real or complex Hilbert space and let G act on H
continuously and by unitary operators. Assume also that the action is proper
on H \ {0}. If x is a point in H such that the map G → H deﬁned by g 7→ gx
is smooth, then there is a smooth G-map f : U → G/Gx such that f(x) = Gx,
where U is G-neighbourhood of x.
Proof. If x = 0, then the map G → H is the constant map g 7→ 0 which is
smooth. We also have that Gx = G0 = G and hence we can choose the map
f : {x} → G/G0 to be the map x 7→ eG0. So let x ∈ H \ {0} and let g 7→ gx be
smooth. We prove the lemma in four steps.
Step 1. Denote by j the inclusion G(x) ↪→ H. Then the set
N(G(x)) = {(y, h) ∈ H ×H | h is orthogonal to j(TyG(x))}
is a submanifold of H ×H.
Proof. The orbit G(x) is a closed submanifold of H by Proposition 6.2.22. De-
note by ThH the tangent space of H at h and by TyG(x) the tangent space of
G(x) at y. The tangent bundle TH of H is isomorphic to H ×H by Proposi-
tion 4.2.20 and because G(x) is a submanifold of H, the inclusion j : G(x) ↪→ H
induces a map
Tj : TG(x)→ TH ∼= H ×H
by Proposition 2.1.9. The map Tj is also an inclusion, because
Tj(TyG(x)) = Tyj(G(x)) = TyG(x),
and hence it is an injection.
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The tangent bundle TG(x) is a submanifold of TH by Proposition 4.2.21
and thus it is also a submanifold of H × H. This means that its orthogonal
complement inH×H is also a manifold by Proposition 4.2.22. But now TG(x) =⋃
y∈G(x){(y, v) | v ∈ TyG(x)} so
(TG(x))⊥ =
⋃
y∈G(x)
{(y, v) | v⊥TyG(x)} = N(G(x))
because y ∈ G(x) ⊂ H and H = TyG(x) × (TyG(x))⊥ ∼= H. This means that
N(G(x)) is also a submanifold of H ×H.
Step 2. The set N(G(x)) is a G-set and the map φ : N(G(x)) → H,
(y, h) 7→ y + h, is a G-map.
Proof. Deﬁne a G-action on H × H by g(h1, h2) = (gh1, gh2). The subset
j(TG(x)) is then a G-subset of H × H with respect to this action, because if
(y, v) ∈ j(TG(x)) = TG(x), then y = g′x, v ∈ TyG(x). Now
g · (y, v) = g · (g′x, v) = (gg′x, gv) = (gy, gv)
and by noticing that gy ∈ G(x) and gv ∈ TgyG(x), we get that g(y, v) ∈ TG(x).
Thus j(TG(x)) is a G-invariant subset of H ×H.
The submanifold N(G(x)) is also a G-subset of H × H. This is because if
(y, h) ∈ N(G(x)), then g · (y, h) = (gy, gh). Now h is orthogonal to j(TyG(x))
and because G acts on H by unitary operators, we get that gh is also orthogonal
to j(TyG(x)). We can then deﬁne a map φ : N(G(x)) → H by (y, h) 7→ y + h.
The map φ is now a G-map, because
φ(g(y, h)) = φ(gy, gh) = gy + gh = gφ(y, h).
This proves step 2.
Step 3. The map φ is a G-diﬀeomorphism of a G-neighbourhood V of
(x, 0) ∈ N(G(x)) onto a G-neighbourhood U of G(x) ⊂ H.
Proof. We notice ﬁrst that φ is smooth, because addition is smooth in H. The
inverse mapping theorem and Lemma 6.2.23 tell us that we only need to show
that the tangent map Tφ of φ at (x, 0) i.e. the map
T(x,0)φ : T(x,0)N(G(x))→ TxH
is a linear homeomorphism. This is because the inverse mapping theorem shows
that in this case φ is a local diﬀeomorphism and Lemma 6.2.23 shows that there
exists a G-neighbourhood V of (x, 0) such that φ|V is a G-diﬀeomorphism onto
its image.
The map φ restricted to G(x) × {0} is now a diﬀeomorphism onto G(x),
because if (y, 0) ∈ G(x)× {0}, then φ(y, 0) = y + 0 = y and this map is clearly
a diﬀeomorphism. Denote N(G(x)) ∩ ({x}) × H) := N . We also have that φ
restricted to N is an aﬃne diﬀeomorphism onto its image because
φ(N) = {φ(x, h) | h ∈ (TxG(x))⊥} = {x+ h | h ∈ (TxG(x))⊥}
= x+ (TxG(x))
⊥ ∼= (TxG(x))⊥.
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We now have two diﬀeomorphisms
φ|G(x)×{0} : G(x)× {0} → G(x)
and
φ|N : N → (TxG(x))⊥,
which means that the maps
T(x,0)φ|G(x)×{0} : T(x,0)(G(x)× {0})→ TxG(x)
and
T(x,0)φ|N : T(x,0)N → Tx(TxG(x))⊥
are isomorphisms by Corollary 4.2.12. Furthermore, we notice that (TxG(x))
⊥ ∼=
N implies Tx(TxG(x))
⊥ ∼= TxN , which then implies Tx(TxG(x))⊥ ∼= TxN ∼= N
because N is a Hilbert space. Thus
T(x,0)φ|N : T(x,0)N → N
is an isomorphism. Combining these two isomorphims we get that
T(x,0)(G(x)× {0})× T(x,0)N ∼= TxG(x)×N.
Next, we look at the tangent spaces TxH and T(x,0)NG(x). Now TxH ∼= H
and j(TxG(x)) = TxG(x) splits in H. We then get that
(TxG(x))
⊥ = {h ∈ H | h⊥j(TxG(x))} ∼= {(x, h) ∈ {x} ×H | h⊥j(TxG(x))}
= N(G(x)) ∩ ({x} ×H) = N
and thus
TxH ∼= TxG(x)×N.
We then notice that the tangent space of N(G(x)) at the point (x, 0) can be
similarly split in to two complementary subspaces T(x,0)(G(x)×{0}) and T(x,0)N
because if [(N(G(x))∩U, φ, v)] is a tangent vector in T(x,0)N(G(x)) then it can
presented uniquely as a sum of [(G(x)×{0}∩U, φ, v1)] and [(N ∩U, φ, v2)] where
v ∈ H ×H is v = v1 + v2. Thus we get that
T(x,0)N(G(x)) ∼= T(x,0)(G(x)× {0})× T(x,0)N.
Finally, combining all these isomorphisms, we get that
T(x,0)N(G(x))
∼=

T(x,0)(G(x)× {0})× T(x,0)N
∼=

TxG(x)×N
∼=

TxH
which is exactly what we needed to prove.
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Step 4. The map f = i−1 ◦ pi ◦ φ−1, where pi : N(G(x)) → G(x) is the
projection (y, h) 7→ y and i is as in Proposition 5.1.10, is the map we are
looking for.
Proof. We notice ﬁrst that we can deﬁne U = φ(V ). Then
f : U = φ(V )
φ−→ V pi−→ G(x) i
−1
−−→ G/Gx,
so f is a map from a G-neighbourhood U of x to G/Gx. It is a smooth G-map,
because it is a composition of smooth G-maps. Finally, we notice that
f(x) = i−1 ◦ pi ◦ φ−1(x)
= i−1 ◦ pi(x, 0)
= i−1(x)
= Gx.
All the four steps are then proved and thus we have proved the lemma.
Next we apply this lemma to the Hilbert space L2(G).
6.2.26 Corollary. If h ∈ L2(G) is a real valued smooth function with compact
support, then there exists a smooth G-map f : U → G/Gx such that f(h) = Gx,
where U is a G-neighbourhood of h.
Proof. By the previous lemma it is enough to show that there exists a smooth
map G → L2(G), g 7→ gh, where h ∈ L2(G). Let V be an open subset of G
with compact closure. Now the map f : G × V → R deﬁned by f(g−11 , g2) =
h(g−12 g1) = g2h(g1) is smooth because it is a combination of smooth functions
G× V ι×id−−−→ G× V µ−→ G h−→ R.
We next notice that by assumption the support of h is compact and the closure
of V is compact, so V · supph is compact and if (g1, g2) ∈ (G \ V · supph)× V ,
then
f(g−11 , g2) = h(g
−1
2 g1) = 0
because h(g−12 g1) 6= 0 would imply that g−12 g1 ∈ supph, which then would imply
g1 ∈ g2 · supph, which is a contradiction. Thus the map G → L2(G), g 7→ gh,
is smooth by Lemma 6.2.24.
The next lemma is the last lemma we need for the proof of the slice theorem.
6.2.27 Lemma. Let X be a proper G-space (G-manifold). For every x ∈ X
there exists a (smooth) G-map F : X → L2(G) such that Gx = GF (x) and F (x)
is a smooth function with compact support.
Proof. The proof is done in four steps.
Step 1. If f : X → R is a continuous function with small support and
F : X → L2(G) is the function deﬁned by F (x)(g) = f(g−1x) then F is a
continuous G-map.
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Proof. Let f : X → R be a continuous map with small support and deﬁne a map
F : X → L2(G) by F (x)(g) = f(g−1x). First we notice that F (gx) = gF (x) is
equivalent to the equation
F (gx)(g′) = gF (x)(g′) for all g′ ∈ G.
We remember that G acts on L2(G) by left regular representation and thus we
get that
F (gx)(g′) = f(g′−1gx) = f((g−1g′)−1x) = F (x)(g−1g′) = gF (x)(g′).
It follows that F is a G-map.
Next we will show that F is also continuous. The support of f is small so
every x ∈ X has a neighbourhood U such that K =: {g ∈ G | g ·supp f ∩U 6= ∅}
is relatively compact. Let g ∈ suppF (y) and y ∈ U . This means that
F (y)(g) 6= 0⇔ f(g−1y) 6= 0
which then implies that g−1y ∈ supp f . Now g(g−1y) = y so g · supp f ∩ U 6= ∅
and thus g ∈ K. Therefore suppF (y) ⊂ K for all y ∈ U . Let then (xα) be a
net in X converging to x. Then xα ∈ U for large enough α and in particular
suppF (xα) ⊂ K. Then, as α→∞, we get that
sup
g∈K
|F (xα)(g)− F (x)(g)| = sup
g∈K
|f(g−1xα)− f(g−1x)| → 0,
which means that F (xα) converges uniformly to F (x) in a compact set K. This
actually shows that F (xα) converges uniformly to F (x) on all compact subsets
of X, because suppF (xα) ⊂ K. Furthermore, this means that F (xα) converges
to F (x) in the L2-norm and thus F is continuous at x.
Step 2. If f is smooth, then F is smooth.
Proof. If the map f is smooth, then the map G × U → R, (g, u) 7→ f(g−1u) is
smooth. We notice that if U is a neighbourhood of x and K a compact subset
of G as in Step 1, then suppF (y) ⊂ K for all y ∈ U . This means that if
(g, y) ∈ (G \K)× U , then
f(g, y) = f(g−1y) = F (y)(g) = 0
which means we can use Lemma 6.2.24. Thus the map F is smooth.
Step 3. Let X be a proper G-space. Then there exists a continuous function
f : X → [0, 1] with small support such that F (x) is a smooth function with
compact support and GF (x) = Gx.
Proof. We are going to build the map f from two maps by using the topological
properties of X and G(x). We start with the orbit G(x). The map f1 : G/Gx →
G(x) is a homeomorphism and G/Gx is a manifold with a smooth structure
[(Vα, ψα)]. We can then endow G(x) with the smooth structure [(Uα, φα)], where
Uα = f1(Vα) and φα : Uα → Vα → Rn, where n = dim(G/Gx). This means
that we can treat G(x) as a smooth manifold. Because G acts on X properly
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and G(x) is G-invariant, we get that G acts properly on G(x). If we denote
C = f1(eGx), then C is compact in G(x) and thus it has a small neighbourhood
U in G(x) by Proposition 5.2.5. We use then Proposition 3.1.17 to obtain a
smooth map µ1 : G(x)→ [0, 1] with compact support contained in U such that
µ−11 (1) = C.
The set
A = {y ∈ G(x) | µ(y) 6= 0} ⊂ suppµ
is open in G(x), because it is the inverse image of ]0, 1]. Let X˜ be any com-
pactiﬁcation of X. The closure G(x) of G(x) in X˜ is compact, because X˜ is
compact Hausdorﬀ. This means that the locally compact dense subspace G(x)
of G(x) is open in G(x) by Proposition 2.1.10 and thus A is also open in G(x).
Deﬁne µ(y) = 0 for all y ∈ G(x)\G(x). Then µ is continuous on an open neigh-
bourhood of suppµ in G(x) and hence in an open neighbourhood of suppµ in
G(x). This means that µ is continuous on all of G(x).
The space X˜ is compact Hausdorﬀ so it is normal and the map µ is continuous
on a closed subset G(x) of X˜. The Tietze extension theorem says that there
exists a continuous extension of µ i.e. a continuous µ˜ : X˜ → [0, 1]. Since X
is completely regular, there exists a continuous map ν : X → [0, 1] such that
ν(x) ≡ 1 on suppµ. We show that f = ν · µ˜|X : X → [0, 1] satisﬁes all the
required properties.
(i) The map f is continuous as it is a product of two continuous functions.
(ii) Because suppµ is compact also in X, it has a small neighbourhood W in
X by part 4 of Proposition 5.2.5. We then get that
supp f = supp ν · µ˜X = {x ∈ X | ν(x) · µ˜(x) 6= 0}
= {x ∈ X | ν(x) 6= 0 and µ˜(x) 6= 0}
= {x ∈ X | ν(x) 6= 0 and µ(x) 6= 0}
= {x ∈ X | ν(x) 6= 0} ∩ {x ∈ X | µ(x) 6= 0}
⊂ supp ν ∩ suppµ
⊂W
and hence supp f is small as it is a subset of a small set. Now (i) and (ii)
and Step 1. imply that the map F : X → L2(G), F (x)(g) = f(g−1x), is
continuous.
(iii) Next we show that f−1(1)∩G(x) = {x} and that this implies GF (x) = Gx.
So let y ∈ f−1(1) and y ∈ G(x). This means that
y ∈ (ν · µ˜X)−1(1) = {x ∈ X | ν · µ˜(x) = 1}
= {x ∈ X | ν(x) = 1 and µ(x) = 1}
⇒ µ(y) = µ(gx) = 1.
From the deﬁnition of µ, we get that gx = x and thus y = x. This proves
f−1(1) ∩G(x) = {x}.
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Assume then that g ∈ GF (x) and x ∈ X. Then gF (x) = F (x) i.e.
gF (x)(g′) = F (x)(g′) for all g′ ∈ G. Furthermore, we have that
gF (x)(g′) = F (x)(g′)⇒ F (x)(g−1g′) = F (x)(g′)
⇒ f(g′−1gx) = f(g′−1x).
If g′ ∈ Gx, the above equation looks like
f(g′−1gx) = f(x)⇒ f(g′−1gx) = ν(x)µ(x) = 1.
But we assumed that the only point in G(x) which f maps to one, is x so
we have to have g′−1gx = x and thus gx = x. Hence g ∈ Gx. The other
part Gx ⊂ GF (x) follows from the fact that F is a G-map and thus we
have that GF (x) = Gx.
(iv) The function F (x) is smooth at g ∈ G, because we can decompose F (x)
as
G→ G(x)→ R, g 7→ g−1x 7→ f(g−1x).
Notice that g 7→ g−1x is smooth, because G is a Lie group and g−1x 7→
f(g−1x) is smooth, because f|G(x) = ν|G(x) · µ|G(x) and both ν|G(x) and
µ|G(x) are smooth.
(v) The last thing to show is that F (x) has compact support. We notice that
f(x) = ν(x) · µ(x) = 1, so x ∈ supp f . Then
suppF (x) = {g ∈ G | F (x)(g) 6= 0}
= {g ∈ G | f(g−1x) 6= 0}
⊂ {g ∈ G | g−1x ∈ supp f}
= {g ∈ G | x ∈ g · supp f}
= {g ∈ G | x ∈ g · supp f ∩ supp f}
⊂ {g ∈ G | g · supp f ∩ supp f 6= ∅}.
We notice that supp f is compact and thus the last set is compact by
Proposition 5.2.5. This means that suppF (x) is compact.
This proves part 3.
Step 4. Let X be a G-manifold. Then there exists a smooth map f : X →
[0, 1] with small support such that f−1(1) = x.
Proof. Let E be the Hilbert space on whichX is modelled. The square of a norm
of a Hilbert space is a smooth function. This means that the map γ : E → R,
γ(v) = ‖v‖2 is smooth. If x ∈ X, choose a chart (U, φ) at x such that φ(x) = 0,
U is small and φ(U) ⊂ B(0, 1). Then the composition
β ◦ γ : E → R→ R,
where β : R→ R is deﬁned by
β(x) =
{
e
− x2
1−x2 when |x| < 1
0 otherwise
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is smooth. Thus the map
f = β ◦ γ ◦ φ : U → E → R→ R
is smooth. We notice that the values of f are on the interval [0, 1] and that
f−1(1) = x. The last fact implies that GF (x) ⊂ Gx. Furthermore, supp f ⊂ U ,
so supp f is small. Finally, we get that the map F is smooth by Step 2. This
proves the G-manifold part of the lemma.
Thus we have proved the lemma.
We are now ready to prove the slice theorem.
Proof of Theorem 6.2.20. Let X be a Cartan G-space and x ∈ X. Let F be as
in Lemma 6.2.27 and f as in Corollary 6.2.26. We show that f ◦F is the desired
map. First we notice that f ◦ F is well-deﬁned as F (x) := h is a function with
compact support. Denote by U a G-neighbourhood of h. Then V = F−1(U)
is a neighbourhood of x as F is continuous. It is also a G-neighbourhood of x,
because if v ∈ V , F (v) = u, then
F (gv) = gF (v) = gu ∈ U ⇒ gv ∈ F−1(U) = V.
Next we notice that the map
f ◦ F : V ⊂ X → U ⊂ L2(G)→ G/Gx
is a G-map, because both f and F are G-maps. Furthermore,
(f ◦ F )(x) = f(F (x)) = f(h) = Gx.
Finally, if X is a G-manifold, then F is smooth and thus f ◦ F is smooth. This
proves the slice theorem.
6.2.3 Comparison of the two proofs
We have now presented the two proofs for the existence of slices in Cartan G-
spaces in great detail. Our next aim is to compare the proofs to see how they
diﬀer and what they have in common. We will use the claims presented in the
introductory chapter of [Ab-Lü].
The article [Pa2] was published in 1961 and the article [Ab-Lü] in 1977. The
ﬁrst quote which we present from the introductory chapter of [Ab-Lü] sums up
the methods of the proofs for the slice theorem:
Let us brieﬂy review the other existing proofs of the slice theorem:
Palais proves a local version of it (existence of a near slice) for ﬁnite
dimensional linear G-spaces ﬁrst, then proves it for matrix groups
G and arbitrary locally proper G-spaces, ﬁnally works his way up to
the general theory by using the structure theory of Lie groups.
So most existing proofs follow the same rough pattern of ideas:
Show some version of the theorem for linear actions ﬁrst, then prove
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it in general by mapping a G-nhood of a given point of a given G-
space into a linear G-space. Our proof seems to be the ﬁrst one
that makes use of inﬁnite dimensional representations (explicitely,
all of them make use of them implicitely by using the Peter-Weyl-
theorem).
We remind that the Peter-Weyl theorem (Theorem 3.3.18) says that every com-
pact Lie group admits a ﬁnite-dimensional faithful representation and is thus a
matrix group. This also gives us a characterization of matrix groups i.e. The-
orem 3.3.25 which is used in the proof of Palais. This characterization says
that, if G is a matrix group, then for all compact subgroups H there is a linear
G-space V and v ∈ V such that Gv = H. In particular, this holds for the
subgroups Gx when the action is proper. Palais uses this to prove the existence
of a near slice at a point in a G-space X and then the existence of a slice at
that point. This proves the existence of slices in the case of matrix groups.
The structure of connected and commutative Lie groups is well-known: every
such a group G is isomorphic to a product of a torus and a ﬁnite-dimensional
vector space i.e.
G ∼= T k × Rn,
by Theorem 3.3.27. This theorem was used in the proof of Palais when a con-
nected and commutative Lie group T was build. In fact this group turned out
be isomorphic to a torus T k. This is an another well-know structure theorem
of Lie groups: very connected, commutative, compact Lie group is isomorphic
to a torus by Theorem 3.3.28. So, in the proof Palais ﬁrst takes the connected
subgroup G0 of the group G, then he takes the connected and commutative
subgroup C0 of G0 and ﬁnally the connected, commutative, compact subgroup
T of C0 (and of G of course).
The analytic structure theory of Lie groups uses Lie algebras. One can say
that the Lie algebra of a Lie group encodes the inﬁnitesimal structure of the
Lie group. Lie algebras are vector spaces and thus they are much easier to
work with than Lie groups which are manifolds. Examples of this structure
theory are Proposition 3.2.29 and Proposition 3.2.30. They both are used in
the proof of Palais. The key concept in the structure theory is the exponential
map, which can be seen in the proof of Proposition 3.3.27. This proposition
and Corollary 3.3.28 characterize connected abelian Lie groups and compact
connected abelian Lie groups. Notice that they are both used in the proof of
Palais.
Continuing with a quote from the introduction in [Ab-Lü]:
We show ﬁrst that there is a slice at certain points y of the G-
space L2(G) under the left regular representation, namely if y is a
diﬀerentiable function with compact support. Then, for every point
x of a locally proper G-space X, we give a map φ : X → L2(G) such
that Gx = Gφ(x) and φ(x) = y as above. These two lemmas imply
the slice theorem.
The proof of Abels and Lütkepohl doesn't use any of the theorems mentioned
in the above discussion. The most notable diﬀerence between these two proofs
is the fact that Abels and Lütkepohl do not mention Lie algebras which are
ﬁnite-dimensional vector spaces. They do use Hilbert spaces which are inﬁnite-
dimensional vector spaces. The ﬁrst lemma mentioned in the quote uses tangent
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spaces and tangent bundles, so in a way the diﬀerentiability plays a part in the
proof as it also does in the proof of Palais in the form of Lie algebras. The
second lemma mentioned also uses the diﬀerentiability of manifolds.
We notice that Proposition 5.1.11 plays an important role in both proofs.
Palais uses it to prove that the existence of a near-slice in Cartan G-spaces im-
plies the existence of slices (Proposition 6.1.16), which is then used to prove the
existence of slices in G-spaces when G is a matrix group. Abels and Lütkepohl
use it to prove that a G-map, which is a local homeomorphism, is locally a G-
homeomorphism. This is then used to prove the ﬁrst lemma mentioned in the
above quote i.e. that there is a slice at certain points y of the G-space L2(G)
under the left regular action.
To sum things up, we state that even though the two proofs seem quite
diﬀerent, they are both based on a similar reasoning. Namely, they both use
representation theory, which is a powerful tool in group theory, and diﬀerentia-
bility of manifolds. This shows that Lie groups are in a way easy to work with
as on top of the group theoretic properties they have a smooth structure, which
allows us to use our knowledge of analysis.
6.3 Applications of the slice theorem
We will now present some applications of the slice theorem. They are all from
[Pa2], where more applications can be found. First there are the following three
direct corollaries of Theorem 6.2.19.
6.3.1 Corollary. If G is a Lie group and X is a Cartan G-space, then every
orbit of X is an equivariant retract of an invariant neighbourhood of itself.
Proof. The spaceX is a Cartan G-space, so there exists a slice at every point x ∈
X and Gx is compact. The proof is then the same as in Proposition 6.1.9.
6.3.2 Corollary. Let G be a Lie group and X a Cartan G-space. If x ∈ X,
then there exists a neighbourhood V of x such that y ∈ V implies Gy is conjugate
in G to a subgroup of Gx. Moreover, if U is a neighbourhood of e in G, then V
can be chosen such that for each y ∈ V we have g−1Gyg ⊂ Gx for some g ∈ U .
Proof. The space X is a Cartan G-space so there exists a slice S at x ∈ X.
Denote by f the equivariant map of the deﬁnition of a slice and put V =
f−1(UGx). Then V is a neighbourhood of x in GS, because f−1(UGx) is open
and x ∈ S = f−1(Gx) ⊂ f−1(UGx). Furthermore, V is a neighbourhood of x
in X. If y ∈ V , then Gy ⊂ Gf(y), because f is equivariant. Now f(y) = gGx
for some g ∈ U and hence
Gf(y) = GgGx = Ggx = gGxg
−1,
because the G-homeomorphism f ′ : G/Gx → G(x) yields that
GgGx = Gf ′(gGx) = Ggx.
So Gy ⊂ gGxg−1, which is equivalent to g−1Gyg ⊂ Gx.
6.3.3 Corollary. Let G be a Lie group, X a Cartan G-space and x ∈ X. If H
is any closed subgroup of G which contains Gx, then there exists an H-slice in
X containing x.
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Proof. Let S be a slice at x and let f ′ : G/Gx → G/H be the map gGx 7→ gH.
Then f ′ is clearly an equivariant map and thus f ′◦f , where f is as in the previous
corollary, is an equivariant map GS → G/H such that (f ′ ◦ f)−1(H) = S. But
this means that S is an H-slice in X containing x.
The next theorem is called the Montgomery-Zippin neighbouring subgroups
theorem and its proof using Riemannian geometry can be found in [Mon-Zi]. A
diﬀerent proof for compact Lie groups can be found in [Mos] or in [Br]. Here
we show how the existence of slices can be used to prove the theorem.
6.3.4 Theorem. Let G be a Lie group, U a neighbourhood of e and H a compact
subgroup of G. Then there exists a neighbourhood V of H in G such that every
subgroup of G contained in V is conjugate to a subgroup of H by an element of
U .
Proof. Let X be the space of compact non-empty subsets of G. Then X can
be a given a topology such that X is completely regular. This topology is such
that a basic open set O of X is deﬁned by choosing open sets U1, . . . , Un in G
and letting
O = {K ∈ X | K ∩ Ui 6= ∅ and K ⊂ U1 ∪ · · · ∪ Un}.
We then deﬁne gK = {gk | k ∈ K} for g ∈ G and K ∈ X and get that X is a
G-space. We will show that X is a Cartan G-space, because then Corollary 6.3.2
will imply the theorem once we notice that for compact subgroups K
GK = {g ∈ G | gK = K} = {g ∈ G | gk ∈ K for all k ∈ K} = K
and for neighbourhoods V of K in G
U = {H ∈ X | H ⊂ V }
is a neighbourhood of K in X.
Let K ∈ X and let V be a compact neighbourhood of K in G. Denote
U = {H ∈ X | H ⊂ V }.
Now U is a neighbourhood of K in X. Suppose then that g ∈ (U |U). This
means that there exists H ∈ U such that gH ∈ U . We can then take an element
h ∈ H, because the elements of X were supposed to be non-empty. Then
h ∈ V and gH ⊂ V which implies that g ∈ V V −1. We have then showed that
(U |U) ⊂ V V −1 and thus U is a thin neighbourhood of K.
6.3.5 Corollary. A Lie group has no small subgroups.
Proof. Let G be a Lie group and let U be a neighbourhood of e. Now {e}
is a compact subgroup of G so the previous theorem says that there exists a
neighbourhood V of e such that if H is a subgroup of G contained in V , then
H is conjugate to {e} by an element of U . But this means that H ⊂ {u} for
some u ∈ U which is possible only for u = e and thus H = {e} i.e. G has no
small subgroups.5
5Actually every locally compact group which has no small subgroups is isomorphic to a
Lie group.
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The next theorem states when a G-space X can be equivariantly embedded
in a linear G-space. If G is a Lie group, then an orbit type of G means a class
of conjugate closed subgroups of G. If X is a G-space and x and gx are on the
same orbit of X, then Ggx = gGxg
−1 so that the set of isotropy groups of a
given orbit forms an orbit type called the type of that orbit. This means that
two orbits G(x) and G(y) are of the same orbit type, if the isotropy groups Gx
and Gy are conjugate in G. The proof of the theorem in the case when G is
compact can be found as Theorem 6.1. in [Mos] or Theorem 10.1 in [Br]. The
next proof uses the existence of slices. By dimension we will mean the covering
dimension. All the references are results in Chapter 4.4. in [Pa2].
6.3.6 Theorem. Let G be a matrix group and let X be a separable, metrizable,
proper G-space of ﬁnite dimension having only ﬁnitely many orbit types. Then
X admits an equivariant embedding in a linear G-space.
Proof. Let H1, . . . ,Hn be compact subgroups of G such that every isotropy
group of X is conjugate to some Hi and let
XHi = {x ∈ X | Gx is conjugate to a subgroup of Hi}.
Then Lemma 1 shows that each XHi is open and there exists slices S1, . . . , Sm
such that XHi ⊂ GS1 ∪ · · · ∪ GSm (the proof of lemma uses Corollary 6.3.2
and Corollary 6.3.3 of this chapter) and that XHi cover X. This means that by
Lemma 2 it is enough to show that each XHi admits an equivariant embedding
in a linear G-space. Then Corollaries 1 and 2 of Proposition 4.4.2 show that
each XHi is a ﬁnite union of open invariant subsets which admit an equivariant
embedding in a linear G-space, so X admits also an equivariant embedding in
a linear G-space by Lemma 2.
It can be shown that if we drop the assumption of ﬁnitely many orbit types
then a separable, metrizable, proper G-space X admits an equivariant embed-
ding in a Hilbert G-space (Theorem 4.3.3. in [Pa2]).
6.4 Further notes about the existence of slices
If G is not a Lie group, then there are no slices in general. This can be seen in
the following example, which is from [Ab-St] (Remark 4.2.13).
6.4.1 Example. Let G be a locally compact group which contains small sub-
groups i.e. every neighbourhood U of e contains a compact subgroup KU 6= {e}.
Suppose that there is a continuous function f : G → R with compact support
such that gf = f implies g = e i.e. the action by left regular representation is
free. If there is a net of functions fU : G → R, which converges to f in L2(G)
and KU ⊂ GfU , but Gf = {e}, then this would mean that there is no slice at f
in L2(G). This is because if there existed a slice at f , then by Corollary 6.3.2
there would exist a neighbourhood V of f such that fU ∈ V implies GfU is
conjugate in G to a subgroup of Gf . But this means that GfU is conjugate to
a subgroup of {e} which is not possible, because {e} 6= KU ⊂ GfU .
A concrete example of such a group G is a countable direct product of
compact Lie groups. Notice that in this case every continuous function from G
to R has compact support. We can then choose f(g) = d(g, e), where d is a
106
metric on G. Now G is not a Lie group and if g · d = d ⇔ d(g−1x, e) = d(x, e)
for all x ∈ G, then d(g−1g, e) = d(g, e). This means that g = e.
The next theorem generalizes the existence of slices for non-Lie groups. We
need two deﬁnitions, namely
6.4.2 Deﬁnition. A closed subgroup H of a group G is called a large subgroup
if there exists a closed normal subgroup N of G such that N ⊂ H and G/N is
a Lie group.
6.4.3 Deﬁnition. A G-space X is called a rich G-space if for any point x ∈ X
and any neighbourhood U of x there exists a point y ∈ U such that the isotropy
group Gy is a large subgroup of G and Gx ⊂ Gy.
Notice that if G is a Lie group, then for every closed subgroup H of G we
can choose the closed normal subgroup {e} such that G/{e} = G is a Lie group
i.e. every closed subgroup of a Lie group is a large subgroup. We also have that
every G-space, when G is a Lie group, is a rich G-space because the isotropy
groups are always closed subgroups and hence large subgroups. This means that
the next theorem really is generalization of the slice theorem.
6.4.4 Theorem. Let X be a Tychonoﬀ i.e. a completely regular Hausdorﬀ
space and let G a locally compact group. Let X be a proper G-space and x ∈ X.
Then for any neighbourhood U of x there exists a compact large subgroup H of
G with Gx ⊂ H and an H-slice S ⊂ X such that x ∈ S ⊂ U . Moreover, if X is
a rich G-space then there exists in the H-slice S a point y such that Gy = H.
Proof. In the case when G is compact see Theorem 2 in [An1]. For the more
general case when G is locally compact see Theorem 3.6 in [An2]. Both of these
articles also give many examples of rich G-spaces.
It is shown in [An1] that when X is a G-space, where G is a compact non-
Lie group, the existence of a slice yields a contradiction. This means that the
previous theorem is the best result for the existence of slices in G-spaces.
The last proposition is another way of generalising the slice theorem for
actions of arbitrary locally compact groups.
6.4.5 Proposition. Let G be a locally compact group and let X be a completely
regular Cartan G-space. Then for every point x ∈ X and for every neigh-
bourhood V of Gx there exists a G-invariant neighbourhood U of x, a compact
subgroup K of G with Gx ⊂ K ⊂ V and a G-map f : U → G/K such that
f(x) = K.
Proof. The proof for the case of proper action can be found as Theorem 3.3. in
[Ab] and the case for Cartan actions can be found as Lemma 4.4.4 in [Ab-St].
If G is a Lie group then the neighbourhood V can be chosen in such a way
that any subgroup K of G with Gx ⊂ K ⊂ V is equal to Gx. Thus the previous
theorem yields the slice theorem.
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