Abstract
Introduction
In recent years, three-dimensional (3D) TV and 3D video conference system have received increasing attention. As we know, in the presentation system of 3D video, the number of cameras is limited, and they can only describe 3D scenes from a specific visual angle. If we want to get a scene of free visual angle, the intermediate view synthesis is usually to be used. It composes the image that is located in the virtual viewpoint between original ones. The simplest condition is the parallel binocular camera system, as shown in Fig.1 . The process can be divided into two parts. The first part is the disparity estimation using stereo matching between left and right images. The second part is the view interpolation using the output of the first part and the stereo pair.
Figure 1. Flow chart of intermediate view synthesis
We would like to classify existing intermediate view synthesis methods based on the type of disparity method used to infer the geometry of a scene.
Projective geometry-based methods: Seitz and Dyer [1] proposed a view morphing algorithm to generate a morphing between two available images which can be used to generate intermediate views. This method is effective in most cases. It, however, suffers from the low-pass filtering effect in the rectification steps. Avidan and Shashua [2] utilized tensor spaces to create intermediate views. Point correspondences between input images are used to compute a tri-linear tensor, which are then used to generate virtual views. With this method, occlusions are noted as one of the major problems in literature since the visibility of points is completely ignored.
Optical flow based methods: Chen and Williams [3] firstly proposed a method to generate multiple view of a scene using a few closely spaced viewpoints. The basic idea is to compute correspondences between images which is then used to create a viewpoint. Most recently, Zitnick and Kang [4] gave a full system for view synthesis of dynamic scenes. The system first segments all images using color information and then computes the depth of the scene using three neighboring cameras. Original videos along with disparity maps, boundaries of objects and matching informations are stored using a multi-view encoder.
Block-based methods: Mancini and Konrad [5] proposed a quad-tree block matching technique. They first calculated the disparity values for larger blocks and then reduced the block size at possible boundary locations. The reconstruction of intermediate view was obtained by pivoting-based method. Also, the occlusions issue is not addressed by this method.
Feature-point-based methods: Siu and Lau [6] proposed an image registration technique for view rendering. Their aim is to reduce the number of required images for the matching step. Their method, similar with Kardouchi and Konrad [7] , first extracts feature points using the Harris operator and then matches these points between images. However, due to Delanuay triangulation, areas close to boundaries of the images can not be reconstructed properly.
Based on previous works in the field of view synthesis, it can be concluded that there still exists three main issues to be investigated: estimation of disparity, handling of occlusion and formation of intermediate view. Our paper proposed an adaptive belief propagation (ABP) algorithm for the estimation of disparity, and a view interpolation method for the last two challenges.
The remainder of this paper is organized as follows. Section 2 presents the ABP algorithm. In section 3, we propose a novel view interpolation method. Section 4 gives experimental results. Finally, some conclusions are drawn in section 5.
ABP Algorithm
We commence with the classical belief propagation (BP) algorithm. BP algorithm is effective in disparity estimation and the two main compositions of it are energy calculation and message iteration. Our ABP algorithm focuses on these two compositions to improve the accuracy in disparity estimation.
Energy Function Calculation
Let P be the pixel set of an image and L the limited label set. 
where N is the set of four adjacent pixels around pixel [9] . So the energy function can be rewritten as
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As it is not difficult to calculate the data item () pp Dd , we would like to improve the smoothing cost
can be calculated using the classical model as in [10] (4) where d is a pre-assigned constant which means the cut off value. Here, we introduce a method using color distance to set the cut off value adaptively.
d is replaced by a variable
where c is a constant and   I  is set according to the following formula.
where  is an empirical value, I means color distance of ( pq dd  ), 1 T is the maximum value and 2
T is the minimum value of the smoothing item which are used to restrict the smoothing value.
Message Iterative Optimization
According to the max-product algorithm in hidden Markov random field [11] , we assume that t pq m  is the message of four adjacent pixel q sent from pixel p when the number of iteration is t .
When the initialization of 0 pq m  is zero, the calculation formula of message with arbitrary iteration number is expressed as
where ( ) \ N p q represents the pixel set of four adjacent pixel p except of pixel q .
For simplicity, we define that
By substituting formula (5) into formula (9) and assuming that there is no cut off value, we can obtain
We use   
Algorithm Flow
After solving the problem in energy calculation and message iteration, the algorithm flow can be listed as following steps.
Step 1: Initialize the message when iteration number is zero. Calculate the message   ' q md of every pixel according to formula (10).
Step 2: Following treatment is done.
for from 1 to 1:
for from 2 to 0 :
Choose the minimum value, denoted by min. Then, plus min and () I  , and save the result as MIN.
Step 3: Compare calculated message according to formula (11) with MIN .If the message value is lower, it is replaced by MIN. Normalize all the final messages.
Step 4: Repeat step 1 to 3 until the iterative number arrives at T .
Step 5: The optimal disparity is obtained according to
View Interpolation

Partition Strategy
The well-known partition is schematically shown in Fig. 2 [7] , where A to F are objects in the scene, and I L and I R are image pair. We see that only A, B, C and F can be seen in I R , and only A, C, E and F can be seen in I L . Region like B which can only be seen in I R is called the left half occluded region. Region like E which can only be seen in I L is called the right half occluded region. A, C, and F are consistent regions. Region like D is called fuzzy region because it can not be seen either in I L or I R .
-75 - Table 1 shows details of the partition. 
Step 2: The right temporary intermediate view image
RM I
is generated according to formula (22). In this step, LCR is simply processed because the abscissas of pixels in it are the same as the pixels in RCR. 
Experimental Results
Performance Analysis of the ABP Algorithm
In our experiment, Tsukuba, Venus, Teddy and Cones image sequences [12] are used. Parameters in the ABP algorithm are listed in Table 2 . The disparity maps of Tsukuba and Venus are shown in Fig.4 . Column (a) shows disparity maps using the classical BP algorithm when the cut off value being 5.0. There are some black areas which mean mismatching points, and the shape of the objects is influent which means the boundary is processed deficiently. Column (b) shows disparity maps using the proposed ABP algorithm. We can see clearly that the proposed ABP algorithm has a better performance than the classical one compared with the true disparity map.. 
Intermediate View Synthesis
We would like to compare our intermediate view synthesis method (Proposed) with a state-of-the-art method (Other) by Changming Jin and Hong Jeong [13] . The results of the comparison can be judged according to subjective watching, residual plot and signal-to-noise ratio (SNR).
In Table 3 presents error rates in non-occluded areas, discontinue areas and all areas. We notice that the error rates of Proposed are lower than Other in three cases. We also find that for picture with complex background like Venus, the error rates of Proposed can reduce to 30% compared with Other. For other ones with simple background but more objects like Teddy and Cones, the error rate can reduce to 80%. Next, we compare the peak signal-to-noise ratio (PNSR) of synthetic intermediate view in Table 4 . PNSR increases from 0.1 to 0.3 dB for Venus and 0.4 to 1 dB for Teddy and Cones. The reason is that the color changes rapidly in complex background, but usually slowly in an object. 
True image Proposed
Other
Conclusions
A novel intermediate view synthesis method based on adaptive BP algorithm and view interpolation is presented in this paper. First, color distance is introduced in the disparity estimation to improve the accuracy of stereo matching. Second, image pairs are divided into half occluded region, consistent region and fuzzy region based on strong and weak consistency constraints. Finally, new interpolation strategies are used to process the corresponding regions. Experimental results show that the proposed method can synthesize virtual images with high quality and performs better than a latest method. In the future, we will focus on solving the boundary problem and improving the real-time of the method.
Acknowledgements
This paper is supported by the Natural Science Foundation of China (No. 60472058 and No. 60975017).
