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Ageneralfbmlulaofthehigher-orderasymptoticstandarderrorisderived
fbrtheestimatorsoftheparametersinstructuralequationmodeling.The
formulacanbeusedfornonnormallydistributedd飢aaswellasnormally
distributedones.Forthisderivation,thethird-andfburth-orderasymptotic
centralmomentsofsampIevariancesandcovariancesareprovidedfbr
nonnormallyandnorma玉1ydistributedcases.Theformularequiresthepartial
derivativesofanestimatoruptothethirdorderwithrespecttosamplevariances
amdcovariances,whichareshownfbrthecaseoftheWishartmaximum
likelihoodestimator.Toseetheaccuracyoftheformula,simul飢ionsare
performedusingthefactor/componentanalysismodels.'Itisnumerically
shownthatsomeoftheaddedcontributionsofthehigher-orderasymptotic
standarderrorsaresubstantialwithsmalltomodestsamplesizes.
Keywords:Meansquareerrors,asymptoticstandarderrors,asymptotic
biases,higher-orderasymptoticexpansion,structuralequationmodeling,
nonnomialdistributions,asymptoticrobustness.
1●Introduction
Instructuralequationmodeling,errorsofparameterestimatesdueto
samplingvariationanduseofsomeestimationmethodsareevaluatedtypically
bythesquarerootsoftheassociatedmeansquareerrors.Theyareusually
givenasasymptoticstandarderrorsandareavailableinthefamiliarprograms
e.9.,Amos(Arbucle&Wothke,1999),EQs(Bentler,1989),LISREL
(J6reskog&S6rbom,1996),Mplus(Muth6n&Muth6n,2004)andRAMONA
(Browne&Mels,2000)withorwithouttheassumptionofmultivariate
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normalityfbrobservedvariables.Undernormality,theasymptoticstandard
errorsaregiven丘omtheinverseoftheinfomlationmatrixwhile㎜der
nonno㎜alitytheyaregivenbythesandwich-likeestimatorsfbrtheasymptotic
variancesshownIater.TheasymptoticstandarderrorsareoforderO(nml/2),
where刀+1isthenumberofobservations,andarenotnecessarilyequivalentto
thecorrespondingexactrootmeansquareerrors.Thedifferencestems丘om
theexistenceofthebiasesofparameterestimatesand丘omtheremaining
higher-ordertermsinanasymptoticexpansion.Fortunately,thebiasesare
usuallyoforderO(一1)(seee.g.,Siotani,Hayakawa&Fujikoshi,1985,
p.161),whichisasymptoticallysmallerthanthatoftheusualasymptotic
standarderrors.Therefbre,thelatterstandarderrorsareasymptotically
equivalenttothecorrespondingrootmeansquareerrors.
Whiletheasymptoticstandarderrorsusuallygivevaluesaccuratein
practicalsensewithmoderatesamplesizesundersomedistributionalconditions
required,weoftenobserveslightlybutconsistentlydifferentresultsbetween
simulated(ortrue)standarderrorsandtheasymptoticones.Thiswillbe
illustratedlaterinthesectionsofnurnericalexamples.Amethodofimproving
theasymptoticstandarderrorshasbeenknownatleastinprincipleas
higher-orderasymptoticexpansionofparameterestimates.Thismethodhas
beendevelopedmostlyfromtheoreticalviewpointwithsparseapplicationsin
practice(fbrhistoricalreviewsandsummary,seeRothenberg,1984;Ghosh,
1994;andKano,1997,1998).Instructuralequationmodelingthetopicwas
brieflydiscussedbyBentler(1983,p.502)inanearlystage.
Thepurposeofthisarticleistoderiveageneralfbrmulaofthehigher-order
(i.e.,accurateuptoorderO(n-2))asymptoticmeansquareerrorofanestimator
withsomediscrepancyfunctionandal)plythistothecaseoftheusualWishart
maximumlikelihoodestimators(MLEs)ofstructuralparameterswithand
wi出out止eass㎜ptionofmultiv曲tenomialityforobservedvariables.
SimilarresultsincludingnumericalexamplesweregivenbyAmemiya(1980)
fbrtheMLEsandtheminimumchi-squareestimatorsinthespecialcaseof
logisticregression.Numericalexamplesoffactor/componentanalysismodels
withsimulationswillbegiventoshowtheaccuracyoftheformula.Itwillbe
illustratedthatthehigher-orderasymptoticstandarderrorswellexplainthe
differencesoftheusualasymptoticstandarderrorsandthecorresponding
simulatedones.、
2.Theestimatorsof
　varlances
LetO bethe9×1
parametersandtheirlligher-orderasymptotic
　 　
parametervectorlnaP×Pcovarlancematrlx
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Σ=Σ(0)of 、ρobservedvariables.Thevectoreofparameterestimatesis
assumedtobeobtainedbyminimizingadiscrepancy釦nctionoftheestimators
withregularityconditionsforsuchfUnction(seee.g.,Browne,1982,p.81):
17=F(S,Σ)subjecttoh(0)=0 ,(1)
whereSisa .ρ×.ρunbiasedsamplecovariancematrixandh(0)isar×1
vectorfbrrestrictionsonO.NotethatFisagenericoneincludingthoseby
maximumlikelihoodandweighted/unweightedleastsquares.Letバ バ
e,・,(i=1,…,9)bethei-thelementofOandsupPosethatminimizingFgives　
θiwhichisassumedtobethreetimesdifferentiablewithrespecttosample
variancesandcovariances,and'canbeexpandedinthefollowingTaylorseries:
鰐1」(s一 σ)翻 ㌔ 」(s一σ)・・〉
where
nonduplicatedelements
(right)
times).
theright-hand
where
In(2),
variablesin(1),and
estimates,toavoidcomplicatedexpression.
higher-ordermomentsofsexist.
丘om(2)as
翻 》L(s-6)・・'+・。(n-・)・(2)
(i=1,_,q),
6=・v(Σ);s=v(S);v(・)isthevectorizingoperatortakingthe
ofasymmetricmatrix;ands<u>denotestheu-fbId
Kroneckerproduct(seeKano,1997)iLe.,s<u>=s⑭s⑭… ⑭s(u
Notethattheelementwiseexpressionofe.g.,thethird-orderte㎜on
sideof(2)is
吉霧 轟 げL(s・b-a・b)(s・d一噛 σげ),(3)
Σ 一 Σ.
a≧ゐP≧a≧わ≧1
0`.and6areusedastrueorpopulationvalueswhiletheywereム
0,andsasvariablesin(2),whichwerepreviousIy
Weassumethattherequiredfiniteバ
Then,themeansquareerrorofOiisgiven
ヱ34 商 学 討 究 第57巻第4号
1∂ θ.∂
+一'θ.
3∂6,∂ σ 層zバ
where∂Oi/∂σ=∂Oi/∂sLσwithothersimiIarexpressionsisusedfbr
simplicityofnotation;
〔劉 ㌔{げ}一 ガ1多Ω暑暑一ガ・1多K讐+・(n-・)(5)
(seeKaplan,1952,Equation(3))with
-(　Oi;n'1)≡・一・lel÷ig!ili/gi一ガ 〔1多rvec鼠(i-1・…9);
avar(bi;n-1)i、th,u、u。1。、ympt。ti、v、,i。nce。fb,upt。,d,,0(n-1);
vec(・)isthevectorizingoperatorstackingthecolumnsofamatrix;and
Ω=(tOab,cd)=(σ。ろ。d一σabcr。d)=naCov(S),usingdoublesubscriptnotation
f。,el,m・nt・,i、th・P*×P*a、ympt。ticc。v。,i。ncem。t,ix。fVfi・withホ
P=P(P+1)/2;σ αb。disthefburthmultivariatecentralmomentofthe
v。,i。b1,、凡,ろ,凡 。ndXd;。ndKi、th,P*× 〆m。t,ix。fth,f。u曲
multivariatecumulantsofXf's.LetthesumofthetermsoforderO(n-2)in　 　 　
(4)bedenotedby△avar(Oi;nm2)+{abis(Oi;n-1)}2,where△avar(Oi;n-2)　
istheaddedasymptoticvarianceofOiwithcorrectionoftheasymptoticbias　
ofθluptoorderO(n-1)givenby
abis(　Oi;n-1)斗 ,脳}vec9・(i-1・… の(6)　
Similarly,lettheasymptoticvarianceofe,includingthetermsoforder
E{(4一の・}=鮒 ㌔{(s-6)`つ
+E隠⑭〔〔訓}げ+去{剛 げ1
(4,
{⑭〔訓 〕}(s一丹 ・(ぬ(∫一脇
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バ
・(・-1)。nd・(n-・)b,d,n。t,dbyaVar(e,;η一1,n『2).Th,n,
バ 　 バ
E{(Oi-6D2}=avar(Oi;ア2}1,n-2)+{abis(61;ガ1)}2+0(n-3)
-a蝋4;η 一1)+△avar(4;n-2)+{abis(4;n-1)}・+0(n-・)、(7)
Thehigher-orderasymptoticstandarderrorwithbiascorrectionandtheバ
higher-orderasymptoticrootmeansquareerrorofOiaredefinedas
バ バ
HASE(Oi)=avar(6し;n-1,ガ2),
バ バ ハ
HARME(の=avar(0,;刀 一',刀}2)+{abis(θ、;ガ)}2,(8)
(i=1,_,9).
Theproblemistohavetheexpectationsof(s一σ)<u>,(〃=3,4)in(4)バ
andthepartialderivativesofOiwithrespecttosuptothethirdorder.The
formerresultsaregivenbyLemmaslto3intheappendixandthelatterinthe
nextsection.Befbreexpandingthepartialderivatives,wehavethefbllowing
generalresults. バ
Theorem1.Thebias-correctedhigher-orderasymptoticvarianceofOi
withtheassumptionoftheexistenceoftheassociatedmomentsofobserved　
variablesandthreetimesdifferentiabilityofei.withrespecttosample
variancesandcovariancesisgivenas
△av蜘・)一ガ・儒IKI薯+鶉霧爵 議
げ
×(σ。、。ガ σ。、σ 、ガ σ、、σ 。、ゲ σ げσ 。、、、
一 σ
。。dσb,f一σわ。4σ。ザ σ 。わ。σd、f一σ 。bdσ。げ
一 σ
αわθσ 。げ 一 σαげσ 醜+2σ 。わσ 。dσef)
+鶉翻 議 ∂器 幼+銑∂ら、1為∂σげ〕(9)
×(σ。、、ゲ σ。、%)(σ㈲ 一%σ 効) ?
?
(i=1,_,9),
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whereσ 。わ曜and1σ 。ゐ。arethemultivariatesixth-,andthird-ordercentral
momentsofthevariablescorrespondingtothesubscripts,respectively.
ProofUsingLemmasland3,consideringthesymmetricpropertiesof
thethreete㎜sinparenthesesontheright-handsideof(A19)andremovingthe
termfbrthesquaredbiasin(4),theresultfbllows.Q.E.D.
Anequivalentexpressionofthethirdterminbraces.ontheright-handside
・f(9)i・η t・{去ac・v〔鶉 〕ac・v(・)+ac・v鴎・〕ac・v(s)}.Th・
asymptoticbiasissimilarlywrittenas
abis(Ao`;n'1)一圭tr{
∂畿,ac・v(S)}・(ゴー1・… の(1・)
Whenthemultivariatenormalityholds,wehavethefbllowingresultusing
elementwiseexpression. バ
Coro皿a】輿71.Thebias-correctedhigher-orderasymptoticvarianceof61
withtheassumptionofmultivariatenormalityinadditiontothatinTheoreml
is
△aV蜘・)一ガ悔 銑 ∂護島げ
×{(σヵσ、。+σ 幽 σ。。)σ漉+(σ ヵ σ、、+σ 声 σ。、)σ。、
+(σ、。σ、。+σ 。、σ。。)σげ+(σ 。〆㌃、+%σ 。、)σげ}
+霧 轟〔1∂2θ.1 ∂2θ.1 十 ∂θ
2∂ σ 、b∂cr,f∂σ。d∂crgh∂crgh∂轟 σげ〕
×(σ。。σ、、+σ 。、σ、,)(σ,giffa+σ,hσfg)?
ー (11)
(i=1,_,9).
ProofUsingLemmas2and3withnacov(sab,scd)=σb。σb4+6.dabc
intheapPendixandtheresultofTheorem1,(11)fbllows.Q.E.D.
3.Thethirdpartialderivativesofanestimatorwithrespecttosample
variancesandcovariances 　
Inthissection,wederivethethirdpartialderivativesofanestimatorθi
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withrespecttosamplevariancesandcovarianceswiththeassumptionthatthe
且mctionsfbrparameterconstraintsarefburtimesdifferentiablewithrespectto
parameters.Thefirstpartialderivativeisrequiredfbrtheusualasymptotic
variances(see(5)).Thesecondpartialderivativeisrequiredfbrthe
asymptoticbiases(see(6)and(10)),whichwasgivenbyShapiro(1983,
Theorem4.3)inageneralexpressionwithoutspecifyingdiscrepancyfhnctions
fbrestimators.Theactualexpressionsofthesecondpartialderivativesfbrthe
MLEsinstructuralequationmodelingwerederivedbyOgasawara(2004a)and
theresultsfbrthegeneralized,scale-freeandunweightedleastsquares
estimatorsbyOgasawara(2004b).Thegeneralresultofthethirdpartial
derivativesshownbelowisanextensionoftheseresults.
SupposethatthediscrepancyfUnctionFin(1)isminimizedwithan
r-dimensionalvectorofrestrictionssetequaltoOas'h=h(0)=0.Let
G=17+ξ,hwithη=(0,,ξ ツ,whereξisar×1Lagrangemultiplier　
vector.Then,thefirst-orderconditionofOminimizingFisgivenasサ
ll=〔1差+ξ,1吾・fil)=・・(12)
where
ハ ハし ハ 　 　 　 　 ハ ハ バ9G
・=F+ξ,h=F(S ,Σ)+ξ,h=F(S,Σ(0))+ξ7h(0)・(13)　
Equation(12)representsan(implicit)fUnctionfbrOintermsofsample
variancesandcovariances.
Diffbrentiating(12)withrespecttosab,wehave
　 　
∂畿,跨+∂ 畿rq(14)
コ ノ　
whlchgivesthefirstpartialderivativeofηwithrespecttos。b,
跨 一一〔∂謝1∂ 畿 ≡一〔∂誓轟,11会ψ・・(P≧α≧ろ≧1ン(15)
Again,differentiating(14)withrespecttos。d,
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　 ハ
琴写∂蒜 蔑+琴 ∂議 、1藷b
ハ 　 　
+写
∂畿 、1亀+∂轟 死、一一∂暮轟,∂3㌘ぺ(16)
(P≧a≧b≧1;P≧o≧d≧1).　 バ
Leta2 ,ab,cd,similarlytoal,abin(15),denotethe(q+r)×1vector
correspondingtotheleft-handsideof(16).Then,wehavethesecondpartialハ
derivativeofηwithrespecttos。bands,d:
∂農 、一一〔∂謝 脇 ・・(P≧a≧ろ 1;P-≧1>(17)
Equation(17)isequivalehttotheresultfirstgivenbyShapiro(1983).
Differentiating(16)fUrtherwithrespecttosef,
琴写写∂議 ∂轟 畿
+
(3ClΣu,v"M)琴写∂諺緩 ∂瓢.
+
(ひ無 ∂議 ∂,鍛
+
(3C1Σσ,7,〃「)琴議 ひ∂詳多、.
+
(3C1Σσ,7,研)琴∂議 識+∂ 命∂,翫(18)
∂2∂ ∂3命
'∂ 負∂命'∂
・。、∂・。、∂・♂
(P≧o≧ ろ≧1;P≧o≧d≧1;P≧e≧!≧1).
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3Cl
wh,,eΣd。n。t,、a、umm、ti。n。v,,th,,ang,,
(ひ,7,の
(σ,v,の ∈{(ab,cd,ef),(げ,ab,cd),@,げ,ab)}.
Th・,ang・fb・Σ,ΣandΣin(16)and(18)・h・u豆db・th・tfb,th・
∫ ノ た
ヲ ヲ
ass・iat・dpa・am・terswith釦n・ti・na1・elati・n,hip・th・ughu・uallyΣ,Σ
f=1ノ;1
ワ
andΣ ・ufficea・in魚・t・analy・i・m・d・1・.F・・m(18),w・hav・
k=1 　
Theorem2.ThethirdpartialderivativeSoftheestimatorsO,andバ バ
estimatedLagrangemultipliersξfbrrestrictionsh(0)=Owiththe
discrepancyfUnctionFundertheassumptionoftheexistenceofthepartialノヘ バ
derivativesofGwithrespecttoeandsamplevariancesandcovariancesup
totherequirednumberoftimesisgivenas
∂轟5げ=一 〔∂謝a・ ・…d・・f・
(19)
(P≧a≧ ゐ≧1;P≧c≧d≧1;P≧ θ≧!≧1).バ
wherea3,ab,。d,げisthelefトhandsideof(18).
ItisobviousthatTheorem2canbesimplifiedwhennorestrictionsare
imposedonO.Inthiscase,σandηcanbereplacedbyFandO,
respectively.Whentherestrictions,ifany,areonlyfbrmodelidentification,ハ
theLagrangemultiplierscanbeomittedbecauseinthiscaseξ=ξ=0,which
yields ロ
〔劉=・(2。)　
inplaceof(12),andOfbr∂ξ/∂sab,(P≧a≧ゐ ≧1).Thoughtheresultof
Theorem2isageneralone,inactualcomputationwerequiredifferent
explicationsfbrvariousdiscrepancyfUnctionsofestimatorseveninastage
withoutspecifシingstructuralmodels.TheresultsinthecaseoftheMLEare
shownintheappendix.
4.Anumericalexampleundernormalityandnonnormality
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ThepUrl)oseofthissectionistoillustratetheaccuracyoftheproposed
fbmlulasandtherelativesizeofHASEtoASEusingatypicalstructuralmodel
withmoderatesamplesizeumdernomialityandnonnorrnality.Themodel
employedisanobliqueconfirmatoryfactoranalysismodelfbrsix
unstandardizedobservedvariableswiththefbllowingpopulationvalues,
Σ=AΦAl+Ψ,
ロ
A=[1・謬1*1:]・Φ一圓 ・
(21)
Ψ=diag(18,19,20,21,22,23),
wheretheloadingswithasterisksarefixedparametersfbrmodelidentification
andthenonduplicatedelementsofΦare丘eeones.Itis㎞ownthatthe
no㎜altheoryasymptoticstandarderrorsuptoorderO(n-112)oftheloading
estimatorsinthemodelhaveasymptoticrobustnesswhenthecommonfactors
anduniquefactorsareindependentlynonnormallydistributed.Theremaining
parametersdonotenjoysuchproperty(seee.g.,Browne&Shapiro,1988,
Proposition3.1).Simulationswereperfomiedunderno㎜alityand
nonno㎜ality.Nonnormaldataweregeneratedusingindependently
chi-squaredistributedvariableswithacommonvalueofdegreesoffreedom
followedbyaffinetransformationtohavezeromeansandunitvariancesforthe
firstcommonfactor.andtheunique魚ctors.Thesecondcommonfactorwas
generatedbytheweightedsumofthefirstfactor,anilldependentlychi-square
distributedvariableandaconstanttohavethepopulationpatternofΦ.The
strengthofnonnormalitywascontrolledbythedegreesoffreedomfbrthe
chi-squaredistributions.Thevaluesdf』3andlwereusedtorepresent
substantialandstrongnonnormality,respectively.
Inthes加ulation,themoderatesamplesize2V』300wasusedwiththe
numberofreplications1,000,000,Nonon-convergentcasesoccurred.The
numbersoftheHeywoodcasesincludedare21,50and152forthenormaland
nonno㎜aldatawithψ』3and1,respectively.Thesimulatedorempirical　
standarderrors(denotedbySDs)correspondingtoHASE(の's(see(8))were
given丘omthestandarddeviationsorthesquarerootsoftheusualunbiased
samplevariancesbasedon1,000,000estimatesfbreachparameter.Notethat
theSDsareempiricallybiascorrected.
TabIelshowstheresults.TheASEsarethepopulationasymptotic
standarderrorsoforderO(n-1/2).TheHASEsdenotebias-corrected
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populationHASE(θ,)'s.ThevaluesofSD/ASEaretheratiosofthetrue
standarderrorstothecorrespondingasy加ptoticones.Thecorresponding
theoreticalvaluesaregivenbyHASE/ASE.Inthetable,itisseenthatthe
ASEsandHASEsfbrfactorvariance-covarianceestimatorsbecomelarger
whennonnormalitybecomesstronger.Ontheotherhand,theASEsfor
loadingestimatorsareunchangedirrespectiveofnonnormality,whichstems
倉omtheirasymptoticrobustness.Unfbrtunately,thecorrespondingHASEsof
theloadingestimatorsincreasemildlybutsystematicallywiththestrengthof
nonnormality,whichshowsthattheHASEsarenotrobustagainsttheviolation
ofno㎜ality.
WefindthattheratiosHASE/ASEarereasonablysimilartotheir
correspondingsimulatedonesSD/ASEandthattheseratiosinnonnormal
samplesaredifferent丘omthoseinnormalsamples.Especiallyfbrtheloading
estim就ors,theratiosinnonnormalsamplesarerelativelylargerthanthosein
otherparametersduetotheunchangedrobustASEs.Thelargestvalueofthe
倉actionalpartofAHSE/ASEis6%fbr/21withthecorrespondingsimulated
valuebeing-7%.Similarresultswereobtainedusihgsimilarmodelse.g.,the
one-factormodelandthetwo-factorexploratorymodelwithfactorrotation
thoughtheyarenotshownhere.Fromthelimitedresultofthetable,the
accuracyoftheformulasofHASEisillustrated,whiletherelativesizeof
HASEtoASEmaynotbesubstantialexceptfbrsomeparameters,whichisdue
tothemoderatesamplesizetohavestablesimulateddata.Inthenextsection,
wedealwithacasewithsmallsamplesizes.1
5.AnillustrationwithsmallsamplesiZes
Anadvantageofthehigher-orderasymptoticstandarderrorsovertheusual
asymptoticonesareseenmoreclearlyindatasetswithsmallsamplesizesthan
thosewithlargeones(notethatHASE/ASE=1+0(n"1)).Inthissectio11,we
illustratesuchcases.Thetheoreticalvalueswithsmallsamplesizesareeasily
calculatedbychangingthevaluesofn.Ontheotherhand,weoftenhave
difficultyinobtainingthecorrespondingtrueorsimulatedvaluesfbrusual
parameterestimatorsinsmallsamplesduetoanomalouscasessuchas
non-convergence.Toavoidthisinstability,weusethefbllowingsaturated
modelandpopulationparametervaluesasanillustration
Σ=AΦA,(22)
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with
A=
*
??
0.21*
??
??
0.10.21*
and
Φ ニdiag(φ1,φ2,φ3)=
10*0*
0*1
??
0*0*1
wherethevalueswithasterisksarefixedparametersfbrmodelidentification
and!21,ろ,,ろ,,φ1,φ2andφ3areffeeonestobeestimated.Themodelisa
justidentifiedcomponentanalysismodelincludingPfUlloomponentswith
unconstrainedcomponentvariances.Notethatthenorrnaltheoryasymptotic
standarderrorsofthe丘eeloadingestimatorshavetheasymptoticrobustness
undernonnormalitywhenthepfUllcomponentsareindependentlydistributed.
Theestimatesoftheparametersaregiven,withoutiterativecomputation,bythe
Cholesky-decompositionofasamplecovariancematrixincludingscalingto
satisfシ(22).
Simulationswereperfbrmedusingn=2>-1=25undernormalityand
nolmo㎜alitywiththesamenumberofreplicationsasbefore.Nonnormal
samplesweregivenbyindependentlyuniform,t(df』9)andchi-square(ψ』10,3
and1)distributedcomponentsincludingstandardizatiollfbrthecomponents.
Itis㎞ownthattheskewnessesorstandardizedthirdcumulantsoftheunifb㎜,
t(ψ』9)andchi-square(df』10)distributionsareO,Oand2/V3whilethe
correspolldingkurtosesorstandardizedfburthcumulantsare-6/5,6/5and
6/5,respectively(seee.9.,Stuart&Ort,1994,Sections16.3andl6.11).
Thesevaluesgiveconvenientcomparisonoftheresults.
Table2showstheresults.Noobservationwasdiscardeduntil1,000,000
sampleswereobtainedineachsimulation.ThetheoreticalratiosHASE/ASE
aresimilartotheircorrespondingsimulatedones.Thetheoreticalvaluesof
HASE/ASEwithsamplessizesotherthann=25canbeeasilyobtainedby
notingthat(HASE/ASE)2-1isinverseIyproportionalton.For.instance　
whennisdoubled,theratioHASE/ASEfbrφ1underthe'uniformdistribution
becomes1+{(1.02962-1)×25/50}=1.0149.Thesimulatedratioswith
increasedsamplesizeswerefbundtobeclosetotheircorrespondingtheoretical
ratiosthoughnotshowninthetable.
TheASEsoftheloadingestimatorsareunchangedirrespectiveof
nonnormality,whichisduetotheasymptoticrobustnessoftheestimators.On
theotherhand,theASEsofthecomponentvarianceestimatorsunderthe
uniformdistributionaresmallerthanthoseundernormalitywhilethoseunder
theremainingnonnormaldistributionsarelarger,whichisexpected丘omthe
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negativeorpositivekurtosesofthenonnormaldistributions.Thesamevalues
oftheASEsofthecomponentvarianceestimatorsunderthet(df」9)and
chi-square(df…・10)distributionsstem丘omthecommonkurtosisof6/5.The
HASE/ASE'sfbrthesetwodistributionsarecomputationallythesame.The
authorconjectUresthattheyarealgebraicallythesame.Thisfindingsuggests
thatkUrtosishasgreater,influenceonHASEs,asisknownonASEs,than
skewness.TheIargestabsolutevalueof(HASE/ASE)-1isaslargeas26%
fbrろ2inthechi-squaredcasewithdf』1,whosecorrespondingsimulated
valueis29%.Theseresultsareencouraginginthatthehigher-order
asymptoticstandarderrorscanhavesubstantialimprovementofapproximation
totheircorrespondingtruestandarderrorsinrelativelysmallsamples.
TheHASEsandASEsinthenumericalexamplesaregivenbyusing
populationparameters.Inpractice,however,onlytheirsamplecounterParts
areavailable.ConsideringthissitUation,asmallsimulationstudyunder
no㎜alityusingthesamemodelasinTable2wascarriedoutwiths㎜plesizes　 　
n=25and50.ThevaluesofHASEsandASEsweregivenbyusing
parameterestimatesineachreplication.Thenumberofreplicationswas
reducedto100,000duetoexcessivecomputingtimerequired.Table3shows
theresults,wheremandsdstandforthemeansandstandarddeviationsofthe
100,000estimatesofHASEandASE,respectively.　
Fromthetable,weeasilyseethatthesd'sofASEsarelargerthanthe　 　
differencesofthe〃〆sofASEandHASE.Thisisexpectedsincethe　
asymptoticstandarderrorsofASEsareoforderO(n-1),whichis
asymptoticallylargerthanO@-3/2)fbrHASE-ASE.Thatis,byasymptotic　
theorytheaddedinfbmlationinHASEcannotbeseparatedfromthesampling　
errorofASE.
Thoughthisismathematicallyorasymptoticallytrue,westillhavean　
advantagefbrHASEs.ThelastcolumnofTable3showstheratiosofmof　
HASEto〃70fASE,whichhappentobethesameasthecorresponding-一
populationvalues(seeTable2whenn=25).
fbrallparametersare(computationally)
populationvalues丘omreplicationtoreplicationinthiscase.
ofthesampleandpopulationratioscan
componentvarianceestimators.Thatis,
　 ハ 　ハ
HASE(φ,)HASE(gzSi)
　 　 　
ASE(φ∫)ASE(gzsi)
Actua ly,t ratiosHASE/ASE
thesameasthec rresponding
Theequivalence
lsobealgebraicallyshownfbr
i-1
,(i=1,_,P)1一 (23)
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(fbrderivationseetheaPpendix).
We丘ndthat(23)isadecreasingfUnctionofi,whosesmallestvalueamong
therangeofifbrfixedp'and刀is1-{(P-1)/n}.Thisvaluehasalower
boundガ1/2,undertheconditionthatSispositivedefinitewithprobability1,
whichisattainedwhenpニn.Withn=25,thelowerboundfbr(23)becomesas　
smallas25-1/2=0.2.Insuchcases,thoughitisanextremeone,HASEhas　
anadvantageoverASE(weseethatffom(A37)HASEistheexactstandard
errorinthiscase),
6.1)iscussion
IntheresultofSection4,theaccuracyoftheformulasofHASEiswell
illustrated.Thoughtheamountof(HASE/ASE)-1wasnotnecessarily
substantialfbrtheparameterestimatQrsduetothemoderatesamplesizeused,
theexampleofSection5showsthattheusualASEscanbemisleading
especiallywhensamplesizesaresmallunderstrongnonnormalityinsitUations
similartothoseinTable2.However,weshouldnotethattheexamplein
Section5maybeexceptionalinthattheHASEsareexactones,whichdoesnot
alwayshold.
Weha>edifficultywhenweestimateHASEsfromarandomsamplewith
unknowndistributionfbrobservedvariablessinceaHASEgenerallydepends
onthepopulationmomentsoftheobservedvariablesuptothesixthorder
(recall(9)).ThisdifficultyisalsosharedbytheusualASEsunder
nonnormalitythoughanASEgenerallydependsonthepopulationMomentsup　 　
tothefburthorder.ForHASEsandASEs,wecanuse,atleastinprinciple,
samplemoments.However,itisknownthathigher-ordersamplemoments
tendtobeunstable.
Apracticalmethodistochooseindependentnormal/nonnormal
distribution(s)with㎞owncumulantsormomentsfbrthelatentvariablese.g.,
inthecaseoffactoranalysismodelstogivemarginal(preferablyjoint)
distributionssimilartothesampleonesofobservedvariableswithrespectto
skewnessandkurtosis.Bythismethodwecanestimatetherequired
cumulantsoftheobservedvariableswithoutusingtheunstablesample
higher-ordermomentsthoughtheestimatesofthecumulantsmaybecrudeones.
ThemethodofMattson(1997)(seealsoReinartz,Echambadi&Chin,2002)
maybeusefUItohavetherequiredskewnessesandkUrtosisintheobserved
variables.Forthenonnormaldistributions,thegeneralizedgamma
distribution(Ramberg&Schmeiser,1974)hasaconvenientpropertyinthatthe
threeparametersinadditiontotheIocationparametergivevarious
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combinationsofvariances,skewnessesandkurtoses.Forasimilarpurpose,a
methodusingthePearsondistributionsystem(Nagahara,2004)isavailable。
Whenrawobservationsarenotavailableotherthanthecorresponding
samplβcovariancematrix,itisimpossibletomakeinferenceunder
nonnormalitysincethereisnoinformationaboutthepopulationmoments
higherthanthesecondorder.UnfortUnately,thissometimeshappensin
practice.Insuchsituation,whennonnormalityissuspected,itis
recommendedtomakeinferenceusingthenonno㎜aldistributionsstrong
enoughwithpositive㎞rtosisamongpossiblealtemativese.g.,thechi-square
distributionwithdf」1whosestandardizedkUrtosisisaslargeas12(notethat
thenegativekurtosisasintheuniformdistributiongivesASEs(andpossibly
HASEs)smallerthanthoseundernorrnality,whichisnotaconservativeorsafe
choice).
ForfUrtherresearch,whenwerequiretheasymptoticdistributionsofthe
・parameterestimatorsbeyondtheusualnormalapproximation,thestandard
methodistouseasymptoticexpansione.g.,Edgeworthexpansion(seeHall,
1992),wheretheHASEsorthehigher-ordervariancesarerequiredwhenthe
two-termEdgeworthexpansionisused.Recently,themethodofasymptotic
expansiQnadaptedtothesitUationswith'smallsamplesizeshavebeen
developedbyusingthesaddlepointapproximation(seee.g.,Goutis&Casella,
1999;Stuart&Ort,1994,Sectionsl1.13-11.17).InthepossibleapPlication
ofthesaddlepointmethod,theHASEsarerequired.
AppendixI
Thethird-ordercentralmomentsofsamplevariancesandcovariances
Theexpectationof(s-6)<3>orthethird-ordercentralmomentsofsare
givenbythefollowingformuladerivedbyKaplan(1952,Equation(6);seealso
Stuart&Ort,1994,Chapters12and13)withtheassumptionofitsexistence:
κ(ab・cd,げ)≡E{(Saろ一 σ。b)(s。d一σ。d)(s,f-一σげ)}
一渉・K・b・d・f+litit-1):iEK・bceK・f
+
N詣)・SKaceKbdf+(12>一一1)・齢 加Kげ・(A1)
(P≧a≧ わ ≧1;P≧o≧d≧1;P≧ θ≧!≧1),
wherei(。ゐ曜isthesixth-ordermultivariatecumulantfbrthevariables
ユ　　
Xa,X、,…,Xf;1(。ゐ。,,1(。。,andκdfaresimilarlyde且ned;andΣ,Σand
ヱ46 商 学 討 究 第57巻 第4号　
Σden・tethesums・ftheass・ciatedte㎜s,wh・senumbersaregiven・ver
thesymbol,wherethesymmetricpropertyofthecumulantswithrespecttothe
variablesconcemedistobeconsidered.Thecumulantsontheright-handside
of(Al)areexpressedbymomentsas
エヨ 　む コ エヨ
1(。、曜=σ 。、cd,f一Σ σ。、。、σげ一Σ σ伽%+2Σ σ。、%σ げ,
K。b。d=σ。ろ。d-(a.bσ』ゴ+σ 。。abd+σ。〆7b、),
(A2)K
。b。=σ。う。,.κ。ろ=σ 。b,
(P≧(a,ゐ,o,d,θ,!)≧1).
Theexactthird-ordercentralmomentsofsamplevariancesandcovariances
usingmomentexpressionaregivenbyinserting(A2)into(A1).However,the
resultisinvolved.Anasymptoticallyequivalentresultaccurateuptoorder
O(η一2)isgivenasfbllows.Substituting(A2)fbr(Al),wehave
ユう 　む 　ヨ
K@,・d,げ)-n一2{σ 。、晦 一Σ σ。、,、σげ 一 Σ σ。、,σ、,f+2Σ ・㌔ 、σ。d・r、f,・
　　 　 　
+Σ(σ 。加、一 σ。、(㌃,一σ。。σ、、一 σ。,σ、。)%+Σ σ　 %+Σ σ。。σ、、σげ}
(A3)
+0(η一3),(P≧a≧ ∂ ≧1;ρ≧ ・≧d≧1;P≧ θ≧!≧1).
In(A3),
　　 　　
一Σ σ
。、。、σげ+Σ σ。、。,σげ=一(σ 。、。、σげ+σ 。、げ・㌃、+σ 曜 σ。、),
エむ 　
一Σ σ。、。%+Σ σ　σ酵
(A4)
=一(σ。。、σ、げ+σ 、。、σ。げ+σ 。、。%+σ 。、、σ。げ+σ 。、,σ。げ+σ 。げσ。、,)・
Theremainingtermsexceptσ。ろ曜aresummedas
　ヨ 　 　
2Σ σ。、%σ ゲ Σ(%・7c,+σ。。傷,+σ。。ab。)σげ+Σ σ。。傷,σψ・(A5)
whichiswrittenas2(A+B+C)一(2A+3B)+B=2C,where.4isthesumof
thesixproductswhosesubscriptsfbrtwofactorsamongthethreefactorsin
eachproductarechosenfromdifferenttWopairsin(α,わ),(c,4)and(ε,ガ(e.g.,
σ αわσ。θσ げ)withoutrepetition;βisthesumoftheeightproductswhose
subscriptsforthethreefactorsineachproductaregiven丘omthediffbrentthree
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pairsin(o,b),(o,のand(θ,ノ)(e.9.,σα。σうθσげ);andCisequaltoσaろσ。dσ,f,
whichisthesingleproductwhosethreefactorsarechosen丘omthesamepairs
in(a,b),(o,4)and(θ,ノ).Thatis,(A5)isequalto2σαろ 。dcr.f.From
(A3)一(A5),wehave
■emma1.Theasymptoticthird-ordercentralmomentofsab,s。dand
sefwiththeassumptionofitsexistenceis
E{(sab一σ、ゐ)(3。d一σ。d)(Sef--aef)}
=ガ2(σ 鵜 一 σ
。、。。σザ σ。、げσ。、一%・ ㌔ゐ
一a
a,dab,f一σゐ。dσ。げ 一 σ。ゐ,σd,f一σ。ゐ4σ好
一 σ
。、,%一%%+2σ 。、儒 、%)+0@-3),
(P≧a≧ ゐ ≧1;P≧o≧d≧1;P≧ θ≧!≧1).
(A6)
Whenthemultivariatenormalityfbrobservedvariablesholds,wehavethe
fbllowingresult.
Lemma2.Undertheassumptionofmultivariatenormality,the
third-ordercentralmomentofs。b,s。dands,fis
E{(sαゐ一 σαb)(s。d-a.d)(s,f-a,f)}
=ガ2{(・T
fa・bc+%σ 。。)c・d,+(σ梅+σfOσ.d)σ 。,
+(%σ 、。+・・、b・ra,)%+(σ,。σ、、+σ,、σ。、)σげ},(A7)
(P≧a≧ ゐ ≧1;P≧o≧d≧1;P≧ θ≧!≧1).
Proof1.Whenthemultivariatenormalityholds,thecumulantshigher
thanthesecond-orderin(A1)vanish,whichgives(A7)withK。b=σ。わ.
Q.E.D.
Notethattheeighttermsin(A7)compriseofthecombinationsofdifferent
threecovariancesinwhicheachcovarianceshouldbefbrthevariables丘om
differentpairsof(a,b),(c,4)or(θ,ノ).
Lemma2isalsoprovedwithoutusingKaplan's(1952)resultasfbllows.
Proof2,Foratypicalelementofthethird-ordercentralmoment,wehave
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E{(s、ゐ一 σ、わ)(s。d一σ,d)(5げ一 σげ)}
=E(3
、bS。dSef)」σαゐE(3。dS、f)一σ。dE(3、bSef)一σ》E(s.bS。d)
+2σ 、ゐ(r.d6ef,
(P≧a≧ ゐ≧1;P≧o≧d≧1;P≧ θ≧!≧1).
(A8)
Notingthatns。うiswrittenasthesumofηindependentlydistributedproducts
ofthedeviations丘ommeansfbrtheassociatedvariables」¥、andXbwhen
multivariatenormalityholds(seee.g.,Anderson,1984,Theorem3.3.2),we
have
n2E(s。bS。、)=刀 σ 。、、、+η(n-1)σ 。、σ 。、(A9)
whichgives
E(s。、S。、)=n『1σ。、。、+(1一ガ)σ 。、%,
(A10)(P≧a≧ゐ ≧1;P≧o≧d≧1).
Theremainingexpectedtermin(A8)isgiveninasimilarma㎜eras
n3E(s。bS,dS,f)一ησ。鰯+細 一1)(%%+σ 。、σ卿+%σ 。、。、)
+細 一1)@-2)%%%(A11)
(P≧a≧ ゐ ≧1;P≧o≧ ぬ1;P≧e≧!≧1).
From(AIl),
E(s。bS。dS,f)一ガ2σ 。助+n-'(1-n一1)(σ。、σ。d,f+σ,、σ。、げ+σ げσ。、。、)
+(1-n"1)(1-2n-1)σ・・σ・・%・(A12)
(P≧a≧ ゐ ≧1;P≧o≧d≧1;P≧e≧!≧1).
Substituting(A10)and(A12)fbr(A8),wehave
E{(Sab一σαb)(s。4一σし4)(Sef-(T。f)}
一 ガ2σ
。塒+{n-1(1-n-1)-n一1}(σ 。、o、d。f+σ。、σ 。、げ+σ げσ。、。d)
+{(1-n-1)(1-2n-1)-3(1-n-1)+2}σ。、σ。、σげ
一n-2(σ鰯 一 σ 轟 一 σ
。、σ。、げ 一 σげσ。、。、+2σ 。、σ 。、σ げ),(A13)
(P≧ α ≧ ゐ ≧1;P≧o≧d≧1;P≧ θ ≧ ∫ ≧1).
Forσ 。わ。din(A13),underthenomlalityassumption,itiswell.㎞own
that
σabcd=ffabσ。ゴ十 σ 、。σろd十 σadσbo・(A14)
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For(Tabcdefin(A13),wecanusethemomentgeneratingfUnctionofthe
multivariatenormaldistributionexp(t署Σt/2)witht=(ta,'ゐ,'。,td,tθ,'!)壁
andtherelationship:
鰯 一編 識L・
=
聯 諾幽{1+圭t・Σt+圭〔llt・Σ ⊃2+き⊂圭t・Σt)3+・・}L・
=σ
。ろσヒ4σ4+σ。b(「,,σdf+σ。bずσ鹿+σ 。,(TbdO'ef+σ。、σう,σげ+σ 。,σをσ髭(A15)
+a。dOb。σ4+aedOb,a.f+o。dabfOc,+aa、σ「b。%+σ ゐ,6bda,f+aa,abfσf,d
+%σ 「b。ade+%Obda,,+aOfOb,o,d・
Notethattheabove15(=6C24σ22C2/3!=5×3×1)termscorhpriseofthe
combinationsofdifferentthreecovariancesofdiffc}rent(innotation)variables
inthesixvariables.Sincetheresultof(A15)mayseemintractable,the
correspondingmatrixexpression,ifnecessary,isavailableusingthe
symmetrizerorsymmetrictensor(seeHolmquist,1988;Kano,1997).
Replacingσabcdef,o'cdef,σabefandσαb。din(A13)bythecorresponding
resultsof(A14)and(A15)yields(A7).Q.E.D.
AsimilarresultofLemma2isgivenbySiotani,Hayakawa&F吋ikoshi
(1985,Problem4.3.4,p.183)withanaddedtemiO(n-3!2)withoutproo£We
丘ndthattheaddedtermcanbeomitted.
Thefburth-ordercentralmome皿tsofsamplevariancesandcovariances
Theexactfburth-ordercentralmomentsofsamplevariancesand
covariancescanbegivenbyusingtheresultofKaplan(1952,Equation(9)),
whichissummarizedas
K(aろ,・d,げ,gh)=E[(Saゲσ。、)(s。、一%)(s。f-・',f)(s。バ σ、h)]
一{K(ab,o∂)K(げ,gh)+1((aろ,げ)K(cd,9乃)
+K(αろ,gh)K(cd,¢プ)}
-0(n-・),(A16)
(P≧a≧ ろ≧1;P≧o≧d≧1;P≧ θ≧!≧1;P≧9≧h≧1),
whereK(ab,ed,げ,gh)isthefourth-ordermultivariatec㎜ulantof
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saろ,scd,sefandsgh;andK(ab,oのisthesecond-orderbivariatecumulant
ofSaband5。4i.e.,
K(ab,oの=E{(5αわ一 σαわ)(s、d一σ。d)}
11
=万K… ゴ+
N-1(K・ ・κ ・d+κ・ゴKb・)
一弄(% 。・一%%一%%一 σ。dcrb,)+N≒1(嘱・+噺 。)・(A17)
(P≧a≧ ゐ ≧1;P≧o≧d≧1),
(seee.g.,Kaplan,1952,Equation(3)).Thoughtheexplicitexpressionof
O(n-3)in(A16)isavailable,itisinvolved.Wenote,however,thatthetemls
inbracesontheright-handsideof(A16)isoforderO(n-2)with
κ(α ゐ,・の 一n-'((㌔、。、一 σ。、(T。d)+0(め=n-1ω 。、,。、+0(n-2),(Al8)
whichgives
■emma3.Thefburth-ordercentralmomentofsab,s。d,sefandsghup
toorderO(n'2)withtheassumptionofitsexistenceis
E{(5αゐ一aab)(s。d一σ』d)(Sef一σ4)(Sgh一σ喜乃)}
一 ガ2(%%+%ω
・・,gh+(z・・b,・t・d,・f)+0@-3)・(A19)
(p≧ α ≧ ろ ≧1;」ワ≧o≧d≧1;p≧ θ≧!≧1;1フ ≧g≧h≧1).
Since・fi(・。、一%),・fi(・ 。、一%),・fi(・ ゲ 侮)・nd・fi(Sgh-%)
areasymptotically層normallydistributed,thefou曲一〇rdercentralmomentsof
thesetermsaregivenfromtheasymptoticcovariancesbetWeenthetermsas
fbllows:
n2E{(・。ゲ σ。、)(・。、一%)(・ げ 一%)(・ 、バ%)}
=nac・V(S。、,s。、)nac・V(S。f,ε、h)
+nac・V(s。b,S。f)nac・V(S。が,h)
+ηac・v(Sa、,Sgh)nac・v(s。、,5げ)+0(n-1),
whichgivestheequivalentexpressionof(A19).
(A20)
ThepartialderivativesofthediscrepancyfunctionfortheMLE
Let
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∂=戸+ξ,fi。ndp=1・91Σ(6)1+tr{Σ(6)-1S}-P
　 　
with.li=(0,'ξ')'
151
(A21)
Then,thenonzerosecondpartialderivativesevaluatedatpopulationvaluesare
器 一廿〔愕 ガ 謝 ・(ちノー 1・・…9)・
∂2G
-∂h」・,(i=1,…,q;ノー 1,…,,),∂o
,∂ζ ∂Oi
∂農=一〔ガ諾副
whereδあistheKroneckerdelta.
Forthenonzerothirdpartialderivatives,noting
∂論 一樗 鴨 碧(£-s蟻
一2稽1蜘 綜1}+ξ,
∂1㌃・(-L
バ バ
wh,,eΣ 一1={Σ(0)}-1,w,h。v,
∂論=tr〔-4綜鍔 畷
+Σ 一1∂2Σ Σ一1、∂Σ+Σ 一1∂2Σ Σ一1饅
∂e,∂Oj∂Ok∂Oi∂Ok∂6し
(A22)
(A23)
〕(2-一δ・b)・(i=1・… ・9;P≧a≧b≧1)・(A24)σみ
+z-i
∂鍮 ゴ 謝 ・
(A25)
(A26)
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∂議%=〔 一z-i∂論 ガ+ガ1離 ㌘
+今1乳(2-6・ ・)'
(A27)
(ちノ,k=1,_,9;P≧a≧ろ≧1),
∂毒 一轟 ・(ちブー1・…9;k-1・・…)・(A28)
Forthenonzerofourthpartialderivatives,wenote
∂論 一tr〔-4肇鶉+£-1∂論 綴
+£-1曇2皇 £-1準+£-1a'Z.£-1卑+£-1(£-S)£-1.∂箪.
∂Oi∂Ok∂ θノ ∂θノ∂θk∂0, ∂Oi∂θプ∂θk
　 　 ノヘ バ ノへ 　
+2£-1翠 £-1翠 £-1(£-S)£-1鐸+2£-1∂峯 £-1∂P£-1(£-S)£-1鐸
∂Ok∂ θプ ∂e,∂ θノ ∂θk ∂o,
+2£-1蟻 一1(£-S)£-1∂a£-1箪2£-1(£-S)£-1塩一1曇2皇
∂θプ ∂θk∂Oi∂ θ, ∂易∂θプ
ー2議 碧(£-S)愕一2聯(£-S騰 〕
.∂3fi
+ξ'^^^,(ノ ＼29)
∂Oi∂θノ∂Ok
whichyields
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∂蒜 ∂Si--t・〔6£1勝llきll麦愕
+6Σ一1磐 Σ一1」璽 Σ一1璽 Σ一1∂Σ+6Σ 一ie2tLΣ一1璽 Σ一1∂9Σ一,∂Σ
∂θ、 ∂θノ ∂θ、 ∂θk∂Oi∂ θi∂ θプ ∂θk
-4Σ一1∂2Σ Σ一1∂Σ Σ一1翌 一4Σ 一1∂2Σ Σ 一1∂Σ Σ一1翌
∂θi∂θノ ∂θk∂Oi∂ei∂ θk∂ θノ ∂θ、
-4Σ一1∂2Σ Σ 一・∂Σ Σ一・∂Σ 一4Σ 一1∂2Σ Σ 一1璽 Σ一1鍾
∂ei∂θi∂ θノ ∂θk∂ θノ∂θk∂e,∂ θi
-4Σ一1∂2Σ Σ一1璽 Σ一1∂Σ 一4Σ 一i∂2Σ Σ一1璽 Σ 一・翌
∂θプ∂Oi∂ei∂ θk∂ θk∂θ1∂e,∂ θノ
∂2Σ ∂2Σ ∂2Σ ∂2Σ ∂2Σ ∂2Σ
+Σ、1 Σ 一1+Σ 一1 Σ 『iΣ一1+Σ 一i
∂e,∂θノ ∂θk∂θi∂Oi∂ θk∂ θノ∂θ1∂Oi∂ θ9∂ θノ∂θk
+Σ一1璽 Σ一1∂3Σ+Σ 一1∂Σ Σ一1∂3Σ+Σ 一・∂!Σ 一i∂3Σ
OOi∂ θノ∂θ、ae,∂ θノ6e,∂ θ、∂θ1∂ θkOOi∂ θノ∂θi
　 1勝1∂蒜 〕・(A3・)
∂講 ∂%二鴎 £1∂鍮 π1+2£1誹・藷
∂3Σ∂2Σ∂Σ
+2Σ一1 Σ一i Σ一LΣ 一1 Σ一1
∂θk∂Oi∂ θノ ∂Oi∂θノ∂θ、
-2Σ一1璽 Σ一1翌 Σ一1∂Σ Σ一L2Σ一1翌 Σ一1∂!xieL£Σ一i
∂畠 ∂θノ ∂θ、 ∂易 ∂θ、 ∂θノ(A31)
-11鍔 ガ劉
一2乎・
(i,ノ,k,1=1,_,q,P≧a≧b≧1),
∂議 ∂9,一∂議 ・醐 ・…9;1-1・・…)・(A32)
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where(.)ab+わ。isthesumofthe(o,ゐ)thand(ゐ,のthelementsoftheargument
matr1X.
Forzeropartialderivatives,wenote
l薯一・・ 〔副G=・ ・(u≧2)・
〔訓 ∂亀,ザG-・・(u≧2;v≧1)・ (A33)
〔訓 〔∂宅,ゾG-q(u≧1;v≧1)・
whichhold,iftheyexist,irrespectiveoftypesofestimatorsbecauseofthe
linearpropertyofGintermsoftheLagrangemultipliers(wedonotconsider
theunusualcaseofh(0)includings),andsimilarly
〔訓G-・ ・(u22)・〔訓 〔∂亀,ザG-・・(u≧2;・≧1)(A34)
duetothelinearpropertyofGfbrtheMLEswithrespecttos.
TheequivalenceofthesampleandpopulationHASEIASEratiosina
componentmodelundernormality
LetSbethep× 、ρsamplecounterpartof(22).Then,fヒomtheproperty
oftheCholeskydecomposition,wehave
ハ ノ　
φ1=SI1,φ 、=S22-(531/Sl1)≡S22.1,
1・-333÷{S・1ヂ1鴬1綜1}2≡S33…(A35)
　
whi・hcanb・g・n・・alized・・ φ,=sii.12.(、-1),(ゴ=1,…,P)withsl1.。・ 1sl1,
wheresか12...(i_1)isthesampleresidualvarianceofthe'-thvariableafter
removingthevariationofthevariableswithindexes1,2,…,(ゴー1),
Let
l'一・か12・一('-1)一ら 努'-1)餐ll:ll:lll)・(i=1・…・P)・(A36)
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wh・・e(ろ、.12.(、.1),(i=1,…・P)・ ・eth・p・pul・ti・nv・1u…f(A36).Th・n,it
isknownthatundernormalitynsか12.(,.1)/σ,,.12.(,.1)ischi-squaredistributed
withげ=n-1+1=N-∫(seeAnderson,1984,Theorem4.3.4).Fromthis
resultwith(A36),wehavetheexactvariance:
^σ2
var(φ,)一か'≒(i-1)2(n-i+1)
十 ノ茅1⊃241-)・(i=1,_,P)・(A37)
Thec・rr・・p・ndingu・u・1・・ympt・ti・v・・i・ncei・giv・n・・n-12・'ii。12.(、.1).N・t・
th・tinth・num・ ・i・a1・x・mpl・with(22),σ 萎.12。.(、.1)・・w・ e・ett・ ・n・,whi・hバ
givesASE(φ∫)=25-1×2士.2828inTable2.From(7)and(A37),thete㎜
バ
ムaVa・(φ、;ガ2)i・giv・n・
バ 　 　
4avar(φ、;め 一var(φ1)-avar(φ、;n-1)
一 一 ≒!2σji .12..,(i.1),(ゴー1,…,P).(A38)
η
Consequently,wehave　 　 バ
HASE(φゴ)HASE(φi)1
　 　ヘ ハ
ASE(φi)ASE(gzsi)
-/壽/G=" ,(ノ=1,…,P)・(A39)
Itisseenthatthevalues1.000,.9798and.9592fbrHASE/ASEand
　
繭/愈 ・fφ 、・,und・m。㎜ 。lityinT。b1,、2。nd3。,egiv,n。1、。fr。m
(A39)withn=25.
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Table1.Higher-ordererrorsoftheconfirmatoryobliquefactor
modelforunstandardizedvariablesundernormality/nonno㎜ality
(N=300;Numberofreplications=1,000,000)
Normal
ASEHASE
Chi-square(dD
(3)(1)
ASEHASEASEHASE
?
?
?
?
?
?
1.673
2.500
4,114
2.027
2.886
4.380
1.675
2.523
.183
2.030
2.905
4.429
2.671
3.329
4.720
3.164
3.848
5.124
2.664
3.339
4.771
3,156
3.852
5.153
3.975
4.554
5.743
4.670
5.268
6.357
3.960
4.552
5。770
4.652
5.257
6.357
φ11
φ21
φ22
.1345
.0799
.1238
.1354
.0801
.1242
.1774
.0986
.1539
.1777
.0988
.1541
.2413
.1281
.2010
.2411
.1283
,2010
ろ,
ろ,
λ42
Z52
.3364
.4727
.3657
.4804
.3410
.4830
.3700
.4886
?
?
?
?
.3448
.4893
.3722
.4914
?
?
*
*
.3523
.5017
.3765
.4970
HASE
??
?? HASE
?
? HASE
ASE ASE ASE
?
??
?
?
?
?
?
?
?
?
1.0013
1.0093
1.0167
1.0012
1.0066
1.Ol13
.0019
1.0098
1.Ol90
.0028
1.0064
.Ol13
.9975
1.0033
1.OIO8
.9976
1.0012
1.0055
.9974
1.0037
1.0127
.9986
.0011
1.0058
.9962
.9996
1.0048
.9962
.9979
1.0000
.9972
.9995
1.0058
.9960
.9992
1.0009
?
?
?
?
?
?
?
?
?
1.0065
1.0035
1.0034
1.0074
1.0035
1.0041
1.0021
1.0025
1.0015
1.0041.9993
1.00311.0017
.00141.0001
1.0003
.0025
1.0012
?
?
?
?
?
?
?
?
1.0136
1.0218
1.0117
1.Ol72
1.0141
.0230
.0136
1.0184
1.0249
1.0351
1.0177
1.0230
1.0269
1.0382
1.0185
1.0232
1.0472
1.0613
1.0296
1.0346
1.0522
.0692
1.0324
1.0375
N。t。.ASE-・var(　Oi;n-1),HASE-・v・(b,;n-1,・一・),
SD=Standarddeviations丘omsimulation.Theasterisksdenotethatthe
correspondingnormaltheoryasymptoticstandarderrorshold.
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Table2.Theoreticalandsimulatedratiosofthehigher-orderasymptotic
standarderrorstotheircorrespondingusualonesfbrthesaturatedmodel
innormal/nonnormalsamples(n=25;N㎜berofreplic就ions=1,000,000)
ASE
HASE SD HASEASE
ASE
SD
ASE ASE ASE
?
?
?
?
?
?
?
?
?
。2828
.2828
.2828
,2000
.2040
.2000
No㎜al
1.0000
.9798
.9592
1.0392
1.0392
1.0583
.9997
.9795
.9600
1.0434
1.0417
1,0652
.1789
.1789
.1789
*
*
*
uniform
1.0296
1.0392
1.0488
1.0159
1.0159
1.0354
1.0296
1.0327
1.0363
1.0179
1.0184
1.0420
?
?
?
?
?
?
?
?
?
.3578
.3578
.3578
*
*
*
t(dfig)
.9925
,9644
.9354
1.0621
1.0621
1.0807
.9916
.9669
.9394
.0623
1.0611
1.0854
Chi・square(d」IO)
.3578
.3578
.3578
*
*
*
.9925
.9644
.9354
1.0621
1.0621
1.0807
.9923
.9674
.9399
.0651
.0633
1.0878
?
?
?
?
?
?
Chi-square(df=3)
.4899
.4899
.4899
*
*
*
.9866
,9522
.9165
1.1136
1.1136
1.1314
.9862
.9564
.9267
1.1102
1.1113
1,1137
Chi-square(ψ』1)
.7483
.7483
.7483
*
*
*
.9827
.9442
.9040
1.2490
1.2490
1.2649
.9803
.9490
.9215
1.2618
1.2585
1.2881
N。t。.ASE-avar(　e,;n-1),HASE-avar(b,;ガ1,ガ2),SD-
Standarddeviations丘omsimulation,nニ2>-1.Theasterisksdenote
血atthecorrespondingno㎜altheoryasymptoticstandarderrorshold.
ヱ59
ヱ60 商 学 討 究 第57巻第4号
Table3.Meansandstandarddeviationsoftheestimatesoftheusualand
上丘gher-orderasymptoticstandarderrorsfbrthesaturatedmodel
innormalsamples(Numberofreplications=100,000)
加
廟
sd 脚
蔵
sd
　
mofHASE　
mofASE
(n・25)
φ1
φ2
φ3
ろ,
ろ,
亀2
,2826
.2721
.2601
.2003
.2040
.1998
.0800
.0787
.0766
.0418
.0425
.0426
.2826
.2666
.2494
.2081
.2120
.2114
,0800
.0771
.0735
,0434
.0441
.0451
1.0000
.9798
.9592
1.0392
1.0392
1.0583
(炉50)
φ1
φ2
φ3
ろ且
ろ艮
ろ,
.1997
.1961
.1918
.1416
.1442
.1413
.0399
.0395
.0392
.0205
.0208
.0206
.1997
,1942
.1879
.1444
,1471
.1455
.0399
.0391
.0384
.0209
.0213
.0212
1.0000
.9899
.9798
1.0198
1.0198
1.0296　
Note.〃2andsdofASEandHASE=Meansandstandarddeviationsof
theestimatesofASEandHASE丘omsimulation,n・N-1,
