Parallel computing of the transient radiative transfer process in the three-dimensional homogeneous and nonhomogeneous participating media is studied with an integral equation model. The model can be used for analyzing the ultra-short light pulse propagation within the highly scattering media. Two numerical quadratures are used: the discrete rectangular volume (DRV) method and YIX method. The parallel versions of both methods are developed for onedimensional and three-dimensional geometries, respectively. Both quadratures achieve good speedup in parallel performance. Because the integral equation model uses very small amount of memory, the parallel computing can take advantage of having each compute node or processor store the full spatial domain information without using the typical domain decomposition parallelism, which will be necessary in other solution methods, e.g., discrete ordinates and finite volume methods, for large scale simulations. The parallel computation is conducted by assigning different portion of the quadrature to different compute node. In DRV method, a variation of the spatial domain decomposition is used. In the case of YIX scheme, the angular quadrature is divided up according to the number of compute nodes, instead of the spatial domain being divided. This parallel scheme minimizes the communications overhead. The only communication needed is at the end of each time step when each node shares the partial integrated result of the current time step with all other compute nodes. The angular quadrature decomposition approach leads to very good parallel efficiency. Two new discrete ordinate sets are used in the YIX angular quadrature and their parallel performances are discussed. One of the discrete ordinates sets, called spherical ring set, is also suitable for use in the conventional discrete ordinates method.
discrete ordinates sets, called spherical ring set, is also suitable for use in the conventional discrete ordinates method. 
INTRODUCTION
Transient radiative transfer within the participating medium has gained attention due to its applications in emerging new technologies, for example, optical tomography and remote sensing. In such situations, the variation of radiative intensity within the length scale of the radiative transport per unit time is comparable to the variation over the length scale of the medium, or the time scale of the internal or external disturbance to the radiative field is comparable to the time scale of the radiation transport within the medium. Such situation occurs when an ultra-short light pulse, with temporal pulse width as short as several femto-seconds or less, propagates in a scattering and absorbing medium. Therefore, the transient effect of radiative transfer must be considered. The transient term of the radiative transfer equation (RTE) has to be retained to correctly simulate such processes.
Many practical problems have multi-dimensional geometry with nonhomogeneous radiative property distribution and possibly the radiation transport being coupled with other physical processes. It is essential to develop transient radiation models that can treat these situations realistically. Such models require significant computational resources. The parallel computing based on the Beowulf concept (Sterling et al., 1995) has advanced to the stage that allows the high performance simulations to be carried out at relatively low cost in comparison with the conventional supercomputer or proprietary massive parallel systems. This is possible due to the highspeed network, open source software, and the commodity nature of personal computer components that are used in the Beowulf cluster systems. The cluster can scale up to large number of processors without users changing their codes. The utilization of Beowulf cluster in solving transient radiation problems is very advantageous, as demonstrated in this study. However, the selection of computational algorithm that is suitable for parallel computing needs careful consideration. Some algorithms may lend to good speedup at a few dozens of processors but quickly reach the speedup limit when processor number is further increased. It is therefore important to examine algorithms that can achieve good speedup not only at small number of processors, but also at several hundreds, even thousands of processors.
So far, several numerical models for transient radiation process have been developed. Each model provides different degree of success and computational requirement (Tan and Hsu, 2001) . As compared with the time-independent radiation transport process, the computational requirement of transient model is far greater in terms of execution time and memory usage. The computational algorithm is also a bit more complicated due to the hyperbolic wave equation in conjunction with the scattering term. In the case of the integral formulations of the transport equation, the appropriate domain of influence (DOI) has to be considered (Tan and Hsu, 2001; Tan and Hsu, 2002) . For integro-differential formulations, the radiation wave front has to be preserved and resolved with high order difference schemes to avoid dispersion and diffusion errors (Sakami et al., 2000; Balasar, 1999) .
Our recent analytical studies (Sakami et al., 2002; Sawetprawichkul et al., 2000; Tan and Hsu, 2002; Tan and Hsu, 2001 ) produced accurate solutions with three different models: discrete ordinates (DOM), Monte Carlo (MC), and integral equation (IE) methods. The results indicated that the scattering phase function has a much stronger influence in the transient radiative transport than that in the steady-state process, even at a very large optical thickness (on the order of 100). The anisotropic scattering effect is most evident in the short time reflectance and transmittance signals. The long time signals of different phase function are less distinguishable from one another if the medium optical thickness is large and all other conditions remain the same. Therefore, models that work well in steady state optically thick media may not do so in the transient analysis. This will require different and careful consideration in the modeling effort.
Parallelization of Monte Carlo radiative transfer codes is straightforward (Sawetprawichkul et al., 2002) . Each compute node can perform independently random sampling and the ) and the number of variables on each grid (depends on the Sn discrete ordinates set or angular direction number) can be in O(10 2 ). In addition, the number of angular ordinates direction has to be greater than the number of processors. This may not be the case for a massive parallel system, where processor count can reach O(10 4 ) or higher and the conventional Sn directions can at most be in O(10 2 ). For these two reasons, the AQD scheme is not practical in large-scale radiation transport simulations with the existing integro-differential models. A parallelization scheme of combining AQD and SDD reported to have good parallel efficiency was developed by Burns (1997) . Although scattering was not considered, the scheme appears to be very promising for integral-differential models.
Saltier and Naraghi (1993) used a proprietary massive parallel system (Connection Machine, CM-2 with 16384 (= 2 14 )
processors) to study the parallel performance of the discrete exchange factor method. The method is directly applied using the Fortran-90 array processing statement. Each compute chip has very small amount of memory and relatively slow and simple 1-bit CPU. Sixteen processors were grouped into a chip. The communication between chips was linked by the hyper-cube structure. The details of the parallelization were not given and the speedup and parallel efficiency were not available. The computational time was about linearly dependent on the spatial grid size. This indicates good parallel performance. Nevertheless, it is difficulty to compare with the parallelizations discussed above and is also unclear whether the approach can be applied to the Beowulf cluster because of the architecture and software differences from CM-2. The unified matrix approach requires large amount of memory, much larger than the integral formulation, but still smaller than those of the integro-differential formulations.
It is noteworthy that most prior parallelization efforts are based on integro-differential treatment of the steady state radiative transport equation. Little is known about the parallel performance of the integral equation model and of the transient RTE. To the authors' knowledge, none exists for the integral formulation of transient radiation transport. It is therefore unclear that integral formulations of radiation transport are viable option in the high performance, parallel computing environment. An integral equation formulation for obtaining the higher moments of radiative intensity, e.g., incident radiation and radiative heat flux, that can greatly reduce the memory requirement and allows the use of AQD parallelization in large scale simulations will be very desirable. This study examined the parallel performance of an integral formulation developed by the authors using two different numerical quadratures: the discrete rectangular volume (DRV) method and the YIX method. In the latter method, the performance of AQD on two different angular quadrature sets, i.e., the symmetric slice (SS) and asymmetric spherical ring (ASR) sets, were compared. Both angular quadrature sets can generate arbitrarily large number of directions, which is needed when ray effects exist and allows AQD parallelism in massive parallel systems. The asymmetric angular quadrature set can also be used in the conventional discrete ordinate method.
As the medium optical thickness increases, the radiative transport becomes diffusive in the steady state process. In such situation, the long-range pairwise communication is less important to achieve solution convergence. It was reported that at large optical thickness, the parallel efficiency improved for SDD in the steady state simulation (Goncalves and Coelho, 1997) . The reason is that the local emission term becomes dominant as optical thickness increase. The cross grid boundary terms, on the other hand, become less important. The result is that less iteration across the spatial domain is needed to achieve convergence. This indicates SDD parallelism can perform well in the steady state, optically thick media problem.
However, in the case of transient transport simulation, the SDD will not perform well even with optically thick media. It is well known that the behavior of the light pulse propagation within a highly scattering, optically dense medium is not diffusive in the initial transient (Ishimaru, 1978; Hsu, 2002) . Only at large time, long after the pulse leaves the medium, the incoherent, multiply scattered photons remain and their behavior becomes diffusive. It is therefore important to recognize the physical differences between the steady and transient processes. As pointed out earlier, not only the consideration of numerical model for treat transient process is different, but also the parallelization strategy is different from the steady state process.
INTEGRAL FORM OF THE TRANSIENT RADIATIVE TRANSFER EQUATION
The transient radiative transfer equation in an absorbing, non-emitting, and scattering medium in direction ˆ s (Fig. 1 ) can be written as (Ozisik, 1973) (Tan and Hsu, 2001 
where G(x, y, z, t) is the incident radiation or integrated intensity defined as 
Equation (4) is a Volterra integral equation of the second kind. For anisotropic scattering phase function, additional volume integral terms that contain the higher moments of intensity will appear on the right hand side (Hsu, 1999) . The integrated intensity G (x, y, z, t) at location (x, y, z) and instant t depends on the entire time history from t' = 0 to t during which the radiation field in the medium is established. The solution requires the knowledge of the integrated intensity in different location (x', y', z') and at different time t ', G(x', y', z', t') , within the region of z' > 0 and z' < ct -(s -s') if the irradiation is along the z-axis. The domain of influence or the domain of integration is a time-and position-dependent paraboloid and the detailed derivation is given in Tan and Hsu (2001) . If the external irradiation, i.e., boundary condition of a temporal step function or a Gaussian pulse, is specified, then numerical quadrature can be carried out to find the solution of G. It should be pointed out that the numerical quadratures developed for solving the steady state radiation transfer equation, i.e., the Fredholm integral equation of the second kind, can be used to solve Volterra integral equation, although some revisions are needed to consider the domain of integration.
NUMERICAL QUADRATURES

Discrete Rectangular Volume Quadrature
For the computation of G (x, y, z, t) in the Eq. (4) by the DRV method, since t' (= t -(s -s')/c) in the volume integration region is always smaller than t except the current location (x, y, z) and the G (x', y', z', t') values at t' < t are known from the previous time steps, the G(x, y, z, t) value can be obtained by discretizing the equation and the summation of the finite discretized terms. In the DRV method, the volume and surface integrations on the right side of Eq. (4) are constructed as
M V is the number of volume elements enclosed within the domain of influence. M W is the number of surface elements enclosed within the circle which is the intersection of the domain of influence and z = 0 plane. It should be pointed out that both numbers depend on the current time and position of interest since the domain of influence changes with time and position. To avoid singularity in the kernel function K, each volume is divided into sub-volumes. In this one-dimensional geometry, two sub-volumes are used. All sub-volumes in a given volume element have identical piecewise-constant radiative properties and function value of F. The DRV is a variation of the general quadrature method (Wu et al., 1996) .
In this study, DRV method is applied to one-dimensional slab geometry that has a 100-volume mesh.
YIX Quadrature
For the YIX method, the volume and surface integrals in Eq. (4) are first written in distance-angular integration forms using piecewise-constant interpolation in the volume and surface elements (Hsu et al., 1993) .
N W is the number of angular ordinates or directions from position s. R(s, γˆ) is the line of sight distance from position s, along γˆ direction to the nearest boundary point of the domain of influence. The determination of the angular directions and the corresponding weight is given in the next sub-section. The distance integrations in Eq. (6a, 6b) use unevenly spaced integration points that are distributed along the angular directions. The distance integration accuracy is controlled by the given first integration point and is unaffected by the radiation property distribution. The computation steps are: 1) provide an initial guess for G (x', y', z', t') at the location (x, y, z) and instant time t on the right side of Eq. (4); 2) calculate integrals on the right side by the YIX quadrature since all the G values in the volume integration region are known except the value at the location (x, y, z) and time instant t; 3) check to see if the difference between the newly calculated G value on the left side of Eq. (4) and the previous value falls within the given convergence criterion, if not, repeat the step 2 with the updated G values; 4) with converged G functions in current time step, move forward to the next time step and repeat step 1) until all time steps are calculated. Unlike the DRV method, YIX method requires iteration at each time step and takes longer computational time. The iteration is needed as the nearby integration points are most likely fall within the same volume element of (x, y, z) and therefore, the G functions at these points are unknown at the current time. By revising the code to identify all these points, much faster convergence can be achieved. It is not implemented in this study, however.
YIX method is applied to a three-dimensional cubic medium. The cube is divided into a 17x17x17 mesh, i.e., N xo = N yo = N zo = 17, equal volume elements (∆x = x o /N xo , ∆y = y o /N yo , and ∆z = z o /N zo ) and each volume element has ∆V = ∆x∆y∆z where ∆x, ∆y, and ∆z are element sizes along x, y, and z coordinates, respectively. The time interval ∆t which the radiation takes to travel through the element thickness ∆z is ∆z/c, where c stands for the propagation speed of the radiation in the medium. At one time interval ∆t, the radiation moves the distance of ∆z (= c∆t). The total time step used in all calculations is N to = 72. Hence, the z coordinate of the element is z = (N z -0.5)∆z with N z = 1, 2, ... , N zo and the local time is t = N t ∆t with N t being the number of time step.
Angular Quadrature or Discrete Ordinate Sets
Two discrete ordinates sets were developed in the angular quadrature of the YIX method. These are the asymmetric spherical ring and the symmetric slice sets. It should be emphasized that the main purpose of these sets is to generate arbitrarily large number of angular directions. Although the reflection and rotation symmetry may not be preserved (Li et al., 2002) , but for very large number O(10 4 ) of angular directions the symmetry requirement can be approximately satisfied. The details of generating the discrete ordinates are given below: A) Asymmetric spherical ring angular quadrature generation ( Fig. 2): 1. Generate an elementary basis area A 0 on a unit sphere. From the given input N, set an initial value for
where N is the number of polar angle division of π/2 of the upper hemisphere. Let this area be the small spherical cap area and find the corresponding polar angle spans the cap, i.e., using the cap surface area formula: A 0 =2π(1-cosθ).
2. At θ = 0, set m = 1. m is the index of the angular directions. In this direction, i.e., the z-axis, ζ(1) = 1.0, ξ(1) = η(1)=0.0 and W(1) = A 0 . Here, (ξ, η, ζ) are the direction cosine components or ordinates and W is the associated weight of the direction. B) Symmetric slice angular quadrature generation (Fig. 3 ): 1. On a unit sphere, divide the 2π azimuthal angle by p (an input, which is same as the processor number, p). At each azimuthal angle φ j , image a knife cuts through the sphere to form a slice, as shown in Fig. 3. 2. At θ = 0, set m = 1. m is the index of the angular directions. The first direction will be along the +z-axis, ζ(1) = 1.0, ξ(1) = η(1)=0.0 and W(1) = A 0 . The last direction will be the opposite of the first one.
3. At each azimuthal angle position φ j or along the cut, divide the polar angle from θ to π/2 by N (an input) to obtain new polar angles
4. The direction cosines and weight (the corresponding spherical surface patch area) can be determined from (θ i , φ j ).
The lower hemisphere directions are again the mirror images of the upper hemisphere ones. The total number of directions is 2M = 2pN + 2.
In this angular quadrature set, the axis of symmetry of all angular directions aligns with the direction of external irradiation (z-axis). In comparison, ASR set has nearly uniform weight in all directions but the SS set weight will gradually increase from very small value near the axis of symmetry direction to larger value at the orthogonal direction. Therefore the directions concentrate along the z-axis. Obviously, the closely spaced directions at smaller θ i will help little to gain solution accuracy, unless there is ray effect along the z-axis direction. However, the approach greatly simplifies the quadrature set generation and allows very good load balancing, which is discussed in the next section.
PARALLEL COMPUTING ALGORITHMS
The parallel computer architecture used in this study is simply a collection of computers with commodity processors and parts working together to solve a problem efficiently and in less time and less cost. The coding is based on Single Program Multiple Data model (SPMD) and using Message Passing Interface (MPI) library. MPI is one of the two commonly used standard libraries to achieve parallelization. The system consists of one root or head node and many slave or compute nodes. The communication among nodes, in this case, is through a private, channel-bonded FastEthernet. A 48-node IBM PC based Linux cluster was installed and used in this study. This system can be extended to 96 processors with dual processors in each node. Currently, except the head node (a dual-processor IBM Netfinity 4500R), only one processor is installed in each of the compute nodes. Each compute node is an IBM x330 x-Series Pentium III 866 MHz processor with 512 MB SDRAM. The total system memory space is 24 GB. The interconnect between nodes is channel-bonded FastEthernet, i.e., double bandwidth of 200 Mb/s. The job queuing is provided by the portable batch system OpenPBS, which is built on top of the Maui job scheduler. The serial code was modified to run on the cluster by implementing Message Passing Interface (MPI). Detailed hardware and software configuration information is given in the website (http://olin.fit.edu/beowulf/). All parallel results are identical to the serial solutions.
Another cluster that the authors used, but with limited access, is a Compaq AlphaServer SC45 which is configured with 128 nodes connected by a Quadrics high-speed interconnect switch (http://www.quadrics.com). Each node contains four 1 GHz Alpha EV68 processors and 4 GB of SDRAM. Other than the processor, the notable difference from the Pentium cluster is the Quadrics network. The network is rated at 340 MB/s (or 2.72 Gb/s) bandwidth and 5 µs latency for MPI messages. In comparison, the FastEthernet used in the Pentium cluster has about 90 µs latency. It is found in this study that high-speed network has a significant impact on the parallel performance of the numerical quadratures. The Alpha cluster was mainly used to determine the communication performance of the algorithms. Most calculations were carried out on the Pentium cluster.
Efficiency and speedup for parallel algorithms can be measured in several ways (Pacheco, 1997 
In the equations above, the wall time equals the sum of CPU time, communication time, and idle time. With a wellbalanced computation load among all compute nodes, the idle time in each node is negligible. In such case, one can determine the difference between wall time and CPU time to be the communication time and calculate C p . This is shown in the parallelization of DRV method below. If the compute load is not very balanced, then the C p measurement will be meaningless unless the idle time of each compute node can be determined.
In some literature, CPU time is used in Eq. (7). However, in order to have a precise representation of how long to complete a computing task with a given algorithm, the execution time should be used. An inefficient parallel algorithm may have elongated the communication time and thereby slows down the computing task, even though the S p based on CPU time may still indicate good speedup.
Parallelization of DRV Method
There are a couple of ways to parallelize the right hand sides of Eqs. (5a & 5b) . One can always use spatial domain decomposition of the integrations. However, in this case it is not an efficient or practical scheme, because of the time-and position-dependent DOI. Figure 4 shows, at a certain time step t, the integration domains at three different positions: z 1 , z 2 , and z 3 . Each curve represents a paraboloid. Apparently, it is not efficient if one chooses to decompose the z-domain, as this would have lead to using either uneven z-domain decomposition to achieve even workload or uniform z-direction decomposition to have uneven workload. Neither strategy is favorable.
Considering the nature of DOI, the parallelization strategy used in the DRV method is then developed as the following: each processor has exactly the same information needed for the integration of the right hand side of Eq. (4). During the integration, the time marching step is at the outer loop. Since the integration of the current time step depends on the solutions at the previous time steps, therefore time loop parallelization is impossible. The z-direction and r-direction integrations are nested inside the time-loop, with r-direction as the innermost loop. It was determined the efficient way for parallelization is to decompose the r domain. As each processor contains all the independent variables information, i.e., G(z, t), there is no need for message passing in the integration of Eq. (5) at each time step. At the end of each time step, the segmented r-integration results are shared among all compute nodes. Each node then contains the updated G(z, t) and the same integration scheme was repeated for the next time step. This can result in redundant accuracy when DOI is small, e.g., the one related to position z 3 in Fig. 4 . However, the advantage is that identical compute load for each node can be achieved and minimum amount of communication is needed. This allows very good parallel performance. The parallelization scheme is not an SDD, as the physical domain in z-direction is not decomposed. The r-direction decomposition can be considered a special variation of SDD.
Parallelization of YIX Method
Spatial domain decomposition is neither appropriate nor necessary for YIX quadrature as this method uses very small amount of system memory. Therefore, G(x, y, z, t) information is stored in all compute nodes. For the numerical quadrature of the right hand sides of Eq. (6a, 6b), the logical treatment is to divide up the N W angular directions by the number of compute nodes. The angular quadrature decomposition scheme was used on two different angular quadrature sets: the ASR set (Fig.  2 ) and the SS set (Fig. 3) . Three-dimensional geometry was used to illustrate the parallelization strategy and performance. In the case of collimated laser pulse irradiation into the medium, the pulse direction is along the z-axis direction as shown in Fig. 1 .
Asymmetric spherical ring angular quadrature decomposition
The first angular direction points toward the positive z-axis direction. The angular directions in the next spherical rings are numbered sequentially. The direction numbering proceeds to the next ring, so on and so forth. The last angular direction points toward the negative z-axis. Based on the number of compute node to be used, the angular directions are allocated accordingly. For examples, if 222 angular directions are decomposed into 8 compute nodes, then in the first 7 nodes each will have 28 directions and the last compute node has the last 26 directions.
Symmetric slice angular quadrature decomposition
In this case, since the number of "slices" (Fig. 3) is divisible by the number of compute nodes, the AQD can be easily achieved by allocating one or more slices of angular directions to each node. Each compute node has exactly the same number of angular directions. This ensures balanced load with symmetric geometries.
In the cases that arbitrary physical geometry is of interest, then ASR decomposition is preferred for higher tendency to reach balanced computational load.
RESULTS AND DISCUSSION
The coordinate system is shown in Fig. 1 . The external irradiation is applied at z = 0, the bottom surface. In the case of one-dimensional slab geometry (Fig. 4) , the left boundary is at z = 0 and right boundary is at z = z o . The problems to be solved are the one-dimensional case A3 given in Hsu (2001) and three-dimensional nonhomogeneous case 3 in Tan and Hsu (2002) . The detailed problem descriptions and serial code solutions can be found therein. Since this study is about parallel computing performance, therefore the solutions are not repeated here. Unless noted, all reported results were obtained from the Pentium cluster.
DRV Method in One-Dimensional Geometry
The parallel performance of DRV method is given in Table  1 . The CPU time reduces nearly by half when the processor number doubles. Besides, the CPU time reported from each processor is nearly identical, which indicates balanced computing load. As the processor number increases from 16 to 32, the wall time doesn't decrease as does the CPU time -on the contrary, the wall time increases slightly. This can be explained by the large increase in the communication time (= wall time -CPU time) as given in Table 1 and shown in Fig. 5 .
The corresponding effect is also observed in S p and E p . C p data indicates a large communication penalty when p increases to 32. Apparently, for the DRV method a communication bottleneck exists when more than 16 processors are used in the Pentium cluster, as indicated by the sudden increase of C p from 16 to 32 processors. Beyond 16 processors, the speedup doesn't increase and parallel efficiency drops to very low value. Figure 5 clearly depicts the increase of communication time when p > 16. The bottleneck is produced by the simultaneous message passing at the end of each time step when every compute node is sending the partial integrated result to be shared with all other compute nodes. Because of the even computing load, the initiation of message passing almost occurs at the same time. The situation results in the communication contention (Pacheco, 1997) . The problem can be remedied by using very low latency, high-speed inter-node network. The same parallel code was also run on the Alpha cluster with Quadrics network. The results on the Alpha cluster show negligible difference between wall time and CPU time, i.e., the communication time is very small. Therefore, for the same parallel algorithm the parallel performance measurements are far superior to those based on the Pentium cluster.
The results demonstrate that DRV with the special integration domain decomposition, not SDD, can lead to very good parallel performance if a low latency network interface is used in the cluster. 
YIX Method in Three-Dimensional Geometry
Besides the full-domain calculation, because of the geometrical symmetry in the cubical medium, one eighth of the physical domain was also used in the calculation to save the computational time. The computational times for full and partial domain computation were recorded. Although partialdomain computation did save time, the parallel performance, however, was slightly inferior to or worse than that of the fulldomain computation, depending on the type of angular quadrature used. Figure 6 shows the full and partial domain wall and averaged CPU times with different processor number. The asymmetric spherical ring angular quadrature decomposition is used. The CPU time is the averaged time from all processors.
The corresponding parallel efficiencies are also plotted. As the processor number is greater than 16, the E p drops below 50%. The time difference between wall time and CPU time increases very quickly from 2 to 8 processors and then stay relatively constant up to p = 32. The time difference includes the communication time and idle times from compute nodes. Although the E p based on the wall time is not ideal, it is noted that the averaged CPU time does reduce nearly by half as the processor number increases by a factor of 2.
In Fig. 7 , the same problem was solved with symmetric slice angular quadrature decomposition. It is noted that the difference between the wall time and averaged CPU time is smaller than that in the asymmetric spherical ring angular quadrature case. Most notably, although the E p also decreases with increasing processor number, the rate of decrease is slower. For example, at p = 16, the E p is about 61% for both full and partial domain SS decomposition. But for the ASR case, the E p is only about 53%.
In the same SS case, the 1/8 domain computation E p decreases at a slightly higher rate than that of the full-domain computation. The difference can be explained with the angular direction distribution and the R(s, γˆ) in each direction as shown in Fig. 8 , which is a view in the x-y plane. Consider position r inside the 1/8 domain, shown as ∆ABO, the symmetric slices are uniformly distributed in four quadrants. Four lines represent the slices: 1, 2, 3, and 4. The angular directions in slice 3 in the lower right quadrant always have the longest R(s, γˆ) and angular directions in slice 1 in the upper left quadrant has the shortest R(s, γˆ). The integration along the angular directions in slice 3 will always take longer time than the slices in the other three quadrants. This leads to unbalanced computing load. In fact, at large processor number, the standard deviation of the CPU time is about 20% of the averaged CPU time. This indicates uneven computing load. In comparison, for the same SS decomposition with full domain computation, the standard deviation is about 2.5% of the averaged CPU time.
Therefore, although 1/8 domain computation does save overall CPU time, but the parallel efficiency is worse than that of the full domain computation.
In the case of ASR decomposition, the partial domain computation maintains similar parallel efficiency as the full domain computation. Again, this can be explained by the way the angular directions are being divided up among compute node in the ASR decomposition: each compute node takes the same number of angular directions and these directions have no dominant orientation as in the case of SS quadrature. The standard deviation of CPU time is 3.5% of the averaged CPU time for full domain computation and 4.3% for 1/8 domain computation. Due to the same reason, the parallel efficiencies of ASR full and partial domain computation are about the same (Fig. 6) . It is thus concluded that for full domain computation, SS decomposition achieves better load balancing. For partial domain computation, ASR decomposition maintains a better load balancing.
In order to understand the parallel efficiency difference between ASR and SS decompositions, the CPU time distributions are plotted in Figs. 9 and 10. The CPU+ curve is the average CPU time adding one standard deviation of the CPU time distribution at the given processor number. Similarly, the CPU-curve is the average CPU time subtracting one standard deviation. For all processor number, ASR decomposition clearly leads to wider variation of CPU time, i.e., not very balanced computing load, compared with the SS decomposition.
Thus, the parallel efficiency of ASR decomposition is not as good as the SS decomposition.
Unlike the one-dimensional DRV performance shown in Fig. 5 , the message transmission contention is unlikely to occur as each node completes its calculation at different time and therefore initiates transmission at different time accordingly. It was suspected that the large time difference between wall time and averaged CPU time was due to the network transmission. However, a closer examination of the actual network communication time (up to 416 seconds at 32 processors) reveals that the communication time alone will not account for the larger time difference (about 1280 seconds at 32 processors). Figure 11 shows that the accumulated communication time follows exactly the MPI ALLREDUCE call's transmission pattern, which is a binary tree-structured process (Pacheco, 1997) . Such process has communication time proportional to the tree nodes in the form of ~log2P. The compute node idling mainly caused the time difference.
The average CPU time in both ASR and SS decompositions scales up very well with the processor number. Similar to the one-dimensional computation, the threedimensional AQD algorithms were also run on the Alpha cluster and the time difference between the wall time and CPU time was much smaller. The parallel efficiency is much better than that in the Pentium cluster. Both AQD algorithms are considered to be suitable for parallel computing.
CONCLUSIONS
Two parallel strategies on simulating transient radiative transport process were developed. One is based on the discrete rectangular volume method and uses integral domain decomposition. The other is based on the YIX method and uses angular quadrature decomposition. Their respective parallel performances are demonstrated and discussed. The decomposition of integration domain, not physical domain, results excellent load balancing in DRV method. The speedup increases up to sixteen processors and then decreases due to the increasing communication contention. However, the DRV parallel algorithm achieved excellent speedup with a low latency inter-node network. For YIX method, two discrete ordinate angular quadrature sets were developed: asymmetric spherical ring and symmetric slice. These sets can generate arbitrarily large number of angular directions. The use of large order angular quadrature sets in conjunction with the integral equation model avoids the difficulties of applying angular quadrature decomposition parallelization with the conventional discrete ordinate sets in the large scale simulations. In a symmetric geometry, asymmetric spherical ring angular quadrature decomposition can maintain consistent parallel efficiency and balanced load for both partial and full domain computations. On the other hand, the symmetric slice angular quadrature decomposition achieves a higher parallel efficiency in full domain computation because of better load balancing. However, the partial domain computation doesn't have balanced load due to the distribution of the angular directions. In all calculations, it is found that the low latency, high speed interconnect within the cluster have a great impact on the parallel performance of the integral equation model used in this study.
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