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Abstract
We study a variant of the sparse PCA (principal component analysis) problem in the
“hard” regime, where the inference task is possible yet no polynomial-time algorithm is
known to exist. Prior work, based on the low-degree likelihood ratio, has conjectured a
precise expression for the best possible (sub-exponential) runtime throughout the hard
regime. Following instead a statistical physics inspired point of view, we show bounds
on the depth of free energy wells for various Gibbs measures naturally associated to the
problem. These free energy wells imply hitting time lower bounds that corroborate the
low-degree conjecture: we show that a class of natural MCMC (Markov chain Monte
Carlo) methods (with worst-case initialization) cannot solve sparse PCA with less than
the conjectured runtime. These lower bounds apply to a wide range of values for two
tuning parameters: temperature and sparsity misparametrization. Finally, we prove
that the Overlap Gap Property (OGP), a structural property that implies failure of
certain local search algorithms, holds in a significant part of the hard regime.1
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1 Introduction
1.1 The Model
We consider the following variant of sparse PCA in the spiked Wigner model (also called
principal submatrix recovery). Let W be a GOE(n) matrix, i.e., n × n symmetric with off-
diagonal entries N (0, 1/n) and diagonal entries N (0, 2/n), all independent aside from the
symmetry Wij =Wji. Let x be an unknown k-sparse vector in {0, 1}n, i.e., exactly k entries
are equal to 1. We are interested in recovering x from the observation
Y =
λ
k
xx⊤ +W
where λ > 0 is the signal-to-noise ratio. We study the problem in the limit n → ∞, where
the parameters λ = λn and k = kn may depend on n. We are primarily interested in the exact
recovery problem: we study algorithms which given Y , output x with high probability, i.e.,
probability tending to 1 as n→∞. Our regime of interest will be 1≪ k ≪ n. Throughout,
we use the notation ≪ to hide factors of no(1) (although in most cases, ≪ will only hide
logarithmic factors).
1.2 Our Contributions
Prior work (which we review in detail in Section 1.3) suggests the existence of a “hard regime”√
k/n≪ λ≪ min{1, k/√n} where exact recovery is information-theoretically possible but
no polynomial-time algorithm is known. More specifically, the work of [DKWB19] suggests
the following conjecture regarding a precise expression for the best possible (sub-exponential)
runtime throughout the hard regime.
Conjecture 1.1. Consider the sparse PCA problem as defined in Section 1.1. For any λ in
the “hard” regime
√
k/n ≪ λ ≪ min{1, k/√n}, any algorithm for exact recovery requires
runtime exp
(
Ω˜
(
k2
λ2n
))
.
This prediction is made by [DKWB19] (for a variant of our model where xi ∈ {0,−1, 1})
using the low-degree likelihood ratio [HS17, HKP+17, Hop18], which amounts to studying
the power of algorithms based on low-degree polynomials. There are known algorithms
which achieve the matching runtime exp
(
O˜
(
k2
λ2n
))
[DKWB19, HSV19]. For instance, the
following simple algorithm of [DKWB19] proceeds in two steps. The first step is to let
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k′ ≈ k2
λ2n
and solve, by exhaustive search, the optimization problem
argmax
v∈S
k′
v⊤Y v (1.1)
where Sk′ is the space of k
′-sparse vectors
Sk′ = {v ∈ {0, 1}n : ‖v‖0 = k′}, (1.2)
and the final step uses the optimizer v∗ to exactly recover x via a simple boosting procedure
(discussed in Section 2.1).
In this paper we give evidence in support of Conjecture 1.1 by showing the existence of free
energy wells in the Gibbs measure (at various temperatures) associated with the optimization
problem (1.1) for various choices of the tuning parameter k′. As explained in Proposition
2.2, a free energy well (defined in Section 2.3) of depth D at inverse temperature β implies
that a certain class of MCMC methods with parameter β requires time at least exp(Ω(D))
to solve (1.1). Our main result can be stated informally as follows.
Theorem. (Main result, informal) Suppose λ is in the “hard” regime
√
k/n ≪ λ ≪
min{1, k/√n} and that additionally, λ ≪ (k/n)1/4. For any “informative” k′ and any
β ≥ 0 (possibly depending on n), there exists a free energy well of depth Ω˜
(
k2
λ2n
)
with high
probability.
Here “informative” k′ refers to the condition (2.5) (roughly k
2
λ2n
. k′ . λ2n) which captures
the k′ values for which solving the optimization problem (1.1) is actually useful in the sense
that a near-optimal solution can be used to exactly recover x via a simple boosting procedure
(see Section 2.1). Our main result shows that if the condition λ ≪ (k/n)1/4 is satisfied
then MCMC cannot improve the runtime of [DKWB19, HSV19] for any choice of inverse
temperature β and any (informative) choice of misparametrization k′. The main weakness
of the result is the condition λ≪ (k/n)1/4, which is an artifact of the proof. However, in the
relatively sparse regime k ≪ n1/3, the condition λ ≪ (k/n)1/4 holds throughout the entire
“hard” regime. Thus we obtain a complete refutation of MCMC methods (across all β and
k′) throughout a large range of sparsity values (namely k ≪ n1/3).
Our results are actually somewhat stronger than what we have stated here: even when the
condition λ≪ (k/n)1/4 does not hold, the result still holds for some k′ values; in particular,
it always holds for all informative k′ ≤ k. One consequence of this is that it is not possible
to speed up the algorithm of [DKWB19] by taking their choice of k′ ≈ k2
λ2n
(the smallest
“informative” k′, which in particular is less than k) and solving (1.1) via MCMC instead of
exhaustive search.
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Remark 1.2. In order for a computational hardness result to be most compelling, the class
of algorithms ruled out should capture the best known algorithms. This is indeed the case
here in the sense that there exists a choice of parameters, namely k′ ≈ k2
λ2n
and β = 0, for
which MCMC (followed by boosting) mimics the algorithm of [DKWB19] and achieves the
runtime exp
(
O˜
(
k2
λ2n
))
. For this choice of parameters, MCMC is simply a random walk
(ignoring the data Y ) on the space of k′-sparse vectors, which will visit all states within
time exp(O˜(k′)) = exp
(
O˜
(
k2
λ2n
))
with high probability; see Appendix A.1 for a proof. A
consequence is that for this choice of k′ and β, any free energy well has depth O˜
(
k2
λ2n
)
and
so our lower bound is tight. It is not clear whether MCMC with more natural parameters
(e.g. k′ = k) matches the above runtime; it might in fact be strictly worse. This highlights
the importance of allowing k′ 6= k in our main result.
1.3 Prior Work: Algorithms and Lower Bounds
We now review some prior work that has proposed and analyzed various algorithms for our
variant of sparse PCA.
• PCA: If λ is fixed (not depending on n), it is well known in random matrix theory
that the leading eigenvalue and eigenvector of Y undergo a sharp phase transition at
λ = 1. Namely, if λ > 1 then the leading eigenvector v1(Y ) achieves weak recovery :
〈v1(Y ), x〉2
‖v1(Y )‖2‖x‖2
a.s.→ 1− λ−2 > 0
[BBP05, FP07, BGN09]. Importantly, this method does not exploit the fact that x is
sparse. However, the sparsity can be used to boost weak recovery to exact recovery
(see Section 2.1).
• MLE: The maximum likelihood estimator is argmaxv∈Skv⊤Y v where Sk = {v ∈
{0, 1}n : ‖v‖0 = k}. This method achieves exact recovery provided λ ≫
√
k/n
(see [BMV+18]). However, computing this by exhaustive search over Sk has runtime
exp(O˜(k)) since |Sk| =
(
n
k
)
.
• Diagonal thresholding: The simple diagonal thresholding algorithm [JL09, AW08]
identifies the k largest diagonal entries of Y and reports these indices as the support
of x. This achieves exact recovery provided λ≫ k/√n.
• Subexponential-time algorithms: From above we have polynomial-time exact
recovery when λ ≫ min{1, k/√n}. No poly-time algorithm is known when λ ≪
6
min{1, k/√n} (even for weak recovery), suggesting a “possible but hard” regime when√
k/n≪ λ≪ min{1, k/√n}. The existence of such a regime is known as a statistical-
to-computational gap. Precise runtime estimates throughout the hard regime were stud-
ied by [DKWB19, HSV19], giving an algorithm of subexponential runtime exp
(
O˜
(
k2
λ2n
))
.
This improves upon the runtime of the MLE and gives a smooth tradeoff between run-
time and the signal-to-noise ratio λ.
For the related detection problem of hypothesis testing between Y = λ
k
xx⊤ +W and pure
noise Y = W , a simple “sum test” (sum all entries of Y ) succeeds with high probability
provided λ = ω(
√
n/k) (see e.g., [BBH18]). This observation suggests that poly-time detec-
tion is easier than poly-time recovery when k ≫√n. See [BI13] for a precise analysis of the
detection problem.
The proportional regime k = Θ(n) (which we do not consider in this paper) has also received
attention [DM14, LKZ15, LKZ17, GJS19]. Here an AMP (approximate message passing)
algorithm gives polynomial-time Bayes-optimal recovery provided k/n exceeds a certain con-
stant [DM14]. Related to the current paper, [GJS19] studies OGP and low-temperature
MCMC methods in the proportional regime. In contrast, the techniques we use here are
more elementary (although quite technically involved), using first- and second-moment ar-
guments rather than appealing to sophisticated machinery based on the Parisi formula.
Many variants of sparse PCA, other than the one we study in this paper, have been considered
in the literature. Often, the spiked covariance (Wishart) model [Joh01, JL04, BBP05] is used
in place of the spiked Wigner model. Also, various assumptions on the structure of x can
be made, e.g., the nonzero entries can be ±1 or unconstrained. Many algorithms have been
proposed and analyzed in these related settings; see e.g., [DM16] and references therein.
Lower bounds. Tight information-theoretic lower bounds are known for variants of sparse
PCA [PJ12, VL12, BR+13b, CMW13], showing that the MLE is essentially optimal in the
minimax sense. In the regime k = Θ(n), sharp information-theoretic thresholds are given
by the replica formula from statistical physics; see e.g., the survey [Mio18] and references
therein. To the best of our knowledge, information-theoretic lower bounds have not been
shown for our precise setting of interest. However (as is typical in these types of sparse
models) we expect that the MLE is essentially information-theoretically optimal, i.e., weak
recovery is impossible when λ≪√k/n. This has been shown when k ≥ n1−β for β smaller
than a certain constant [BM19]. It is at least easy to see that exact recovery is impossible
when λ≪√k/n, since even distinguishing between a fixed pair of adjacent signals (differing
in only 2 coordinates) is impossible.
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In this paper we study the conjectured hard regime in our variant of sparse PCA. Many other
variants of sparse PCA are also conjectured to exhibit similar statistical-to-computational
gaps and these hard regimes have attracted much recent attention. Evidence for computa-
tional hardness in the conjectured hard regime has been given, including reductions from
planted clique [BR13a, WBS16, BBH18, BB19], failure of AMP [LKZ15, LKZ17], sum-of-
squares lower bounds [MW15, HKP+17], and the Overlap Gap Property [GJS19]. This
existing work does not yield a precise expression for the optimal runtime (as in Conjec-
ture 1.1).
Comparison to [DKWB19]. The precise runtime achievable in the hard regime was stud-
ied by [DKWB19] in a setting similar to Section 1.1 except where x is a sparse Rademacher
vector, i.e., the k nonzero entries of x are uniformly ±1 (instead of our sparse binary set-
ting where the nonzero entries are all 1). In this sparse Rademacher setting, [DKWB19]
conjectured that the runtime exp
(
O˜
(
k2
λ2n
))
(achieved by their algorithm) is optimal (up to
log factors in the exponent) everywhere in the hard regime
√
k/n ≪ λ ≪ min{1, k/√n}.
They gave formal evidence for this conjecture based on the low-degree likelihood ratio, a
method developed in a recent line of work on the sum-of-squares hierarchy [BHK+19, HS17,
HKP+17, Hop18] (see also [KWB19] for a survey).
We conjecture (Conjecture 1.1) that the runtime exp
(
O˜
(
k2
λ2n
))
is also optimal in the binary
setting (which could a priori admit faster algorithms than the Rademacher setting). While
the algorithm of [DKWB19] still works in the binary setting, the low-degree lower bounds
do not. This is because low-degree lower bounds are actually lower bounds against detection
(which in the Rademacher case is believed to be equally hard as recovery). Since the binary
setting admits a trivial detection algorithm (discussed above), low-degree lower bounds are
not able to capture the recovery threshold in this setting. In this paper we follow a different
point of view and give evidence for Conjecture 1.1 based on free energy wells. Thus our
main contributions as compared to [DKWB19] are (i) to corroborate the low-degree lower
bounds of [DKWB19] using a completely different method, and (ii) to give lower bounds in
the binary setting where the lower bounds of [DKWB19] do not apply.
1.4 Free Energy Wells and Overlap Gap Property
Over the last decade, an inspiring connection has been drawn in the study of the compu-
tational hardness of random optimization problems, between the geometry of the solution
space and the algorithmic difficulty of the problem of interest. The connection originated
in the study of spin glass systems (see e.g., [Tal10]) and was later used in the study of
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random satisfiability problems such as random k-SAT [MMZ05, ACO08, ACR11] as well
as average-case combinatorial optimization problems such as maximum independent set in
random graphs [GS14, RV14]. Specifically, for many models it has been observed that
the appearance of certain “bottleneck” or disconnectivity properties in the solution space
such as Free Energy Wells and the Overlap Gap Property (OGP), which both originated
in spin glass theory, indicate an algorithmic impediment for various classes of algorithms.
For instance, in certain settings, variants of OGP have been shown to imply failure of local
algorithms [GS14, RV14, CGPR19], WALKSAT [COHH17], approximate message passing
(AMP) [GJ19], Langevin dynamics [GJW20], and low-degree polynomials [GJW20]. In var-
ious cases, the appearance of such structural properties has been proven to coincide with the
conjectured algorithmic hard phase for the problem. Moreover, it has often been observed
that in the absence of such properties, even simple local improvement algorithms such as
gradient descent can succeed.
Recently, a similar connection has been drawn in the context of statistical tasks (with a
“planted” signal), between the geometry of the parameter space and the inference task of
interest (see e.g., [Zad19] and references therein). For example, the OGP phase transition
has been studied in the contexts of high-dimensional linear regression [GZ17a, GZ17b] and
planted clique [GZ19], and free energy wells have been studied in tensor PCA [BGJ18]. Both
OGP and free energy wells have also been recently studied in the context of sparse PCA but
in the regime where the sparsity scales linearly with the dimension [GJS19].
While we consider this connection of high interest, it has so far been used in the literature
solely for predicting thresholds between “easy” and “hard” phases. In the current paper we
seek to go beyond this by using structural properties to address the following quantitative
question:
What is the optimal (sub-exponential) running time for solving the problem in the hard
regime?
Furthermore, as it has been rigorously shown in the models mentioned above, the existence
of OGP or free energy wells implies the failure of MCMC methods [GZ17b, GZ19, GJS19,
BGJ18]. However, most of the current results apply either for “low enough” or “high enough”
choices of the temperature parameter. A main contribution of this work is to establish lower
bounds against natural MCMC methods for all temperature levels, including temperature
levels that depend on n.
Furthermore, in the recent work [GZ19] where the OGP for the planted clique model has
been analyzed, strong evidence has been provided that the OGP phase transition point
is significantly different from the true computational threshold. Interestingly, the authors
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propose as a solution the study of an “overparametrized” solution space where indeed they
provide evidence that the OGP phase transition takes place at the computational threshold.
The overparametrization takes place in terms of the sparsity parameter of the model (that is,
the size of the planted clique). In this work, motivated by the value of “misparametrization”
in both [GZ19] and [DKWB19], we study both the OGP and the free energy wells of the
sparse PCA model for a wide range of misparametrized sparsity levels k′.
Notation
Throughout the paper we use standard asymptotic notation. Specifically, for any real-valued
sequences {an}n∈N and {bn}n∈N, an = Θ (bn) if there exists an absolute constant c > 0 such
that 1
c
≤ |an
bn
| ≤ c; an = Ω(bn) or bn = O (an) if there exists an absolute constant c > 0 such
that |an
bn
| ≥ c; an = ω (bn) or bn = o (an) if limn→∞ |anbn | = +∞. Furthermore, an = Θ˜ (bn)
if there exist absolute constants c, d > 0 such that 1
c logd n
≤ |an
bn
| ≤ c logd n; an = Ω˜ (bn) or
bn = O˜ (an) if there exist absolute constants c, d > 0 such that |anbn | ≥ c/ logd n. We use
an ≪ bn to mean an ≤ bn/no(1). An event occurs with high probability if it has probability
1− o(1).
2 Preliminaries
We now focus on the sparse PCA problem as defined in Section 1.1.
2.1 Boosting
The following algorithmic observation (used in [DKWB19]), which is an important considera-
tion throughout this paper, provides conditions under which a sufficiently good approximate
estimate of x can be boosted to exact recovery. Specifically, suppose we are able to produce
a (not-necessarily-sparse) “guess” v ∈ Rn. (Also suppose for now that v is independent from
the noiseW , but we will explain below why this is not restrictive.) It turns out that if |〈v, x〉|
is large enough then we can exactly recover x by thresholding the entries of Y v. Specifically,
notice that (Y v)i for i = 1, 2, . . . , n is distributed as
λ
k
〈v, x〉xi+N (0, σ2i ) with σ2i ≤ 2‖v‖2/n.
To achieve exact recovery by thresholding the entries of Y v it is sufficient to have
|〈v, x〉|
‖v‖ ≥ (4 + ε)
k
λ
√
logn
n
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for any constant ε > 0. Here we have used the Gaussian tail bound Pr{N (0, σ2) ≥ t} ≤
exp(−t2/(2σ2)) and a union bound over the n indices.
The assumption that v be independent fromW is not restrictive because given Y = λ
k
xx⊤+W
it is possible to sample Y1 =
λ
k
√
2
xx⊤ +W1 and Y2 = λk√2xx
⊤ +W2 where W1 and W2 are
distributed as W but are independent from each other (see e.g., Algorithm 4 of [DKWB19]).
Thus we can use Y1 to produce the guess v and then use Y2 for the boosting step, and we
only suffer a factor of
√
2 in the signal-to-noise ratio (which is negligible for our purposes).
2.2 Posterior Distribution
Taking the point of view of Bayesian inference, the posterior distribution of the signal x
given the observation Y is
Pr[x | Y ] ∝ exp
(
−n
4
∥∥∥∥Y − λkxx⊤
∥∥∥∥2
F
)
∝ exp
(
λn
2k
x⊤Y x
)
.
In the language of statistical physics, this is a Gibbs distribution over the k-sparse vectors
Sk = {v ∈ {0, 1}n : ‖v‖0 = k} (2.1)
given by µβ(v) ∝ exp(−βH(v)) where the Hamiltonian is
H(v) = −v⊤Y v (2.2)
and the inverse temperature is
β = βBayes :=
λn
2k
. (2.3)
More explicitly,
µβ(v) =
1
Zβ
exp(−βH(v))
where
Zβ =
∑
v∈Sk
exp(−βH(v))
is the partition function. We will sometimes consider the Gibbs measure with the same
Hamiltonian but at different temperatures. We will also sometimes consider the same Hamil-
tonian H(v) = −v⊤Y v but on the space of k′-sparse vectors.
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2.3 Free Energy Wells
We will study the existence and depth of free energy wells, defined as follows.
Definition 2.1. Consider the Gibbs distribution µβ(v) ∝ exp(−βH(v)) on the space of k′-
sparse vectors Sk′ = {v ∈ {0, 1}n : ‖v‖0 = k′}, with Hamiltonian H(v) = −v⊤Y v and some
inverse temperature β ≥ 0. For some ℓ > 0, let A = {v ∈ Sk′ : 0 ≤ 〈v, x〉 < ℓ} and
B = {v ∈ Sk′ : ℓ ≤ 〈v, x〉 ≤ 2ℓ} (where, recall, x is the planted signal). We say that the
depth of the free energy well at correlation ℓ is
Dβ,ℓ := logµβ(A)− logµβ(B).
If Dβ,ℓ ≤ 0 then there is no free energy well at correlation ℓ.
This is similar to the notion of free energy wells used in [BGJ18, GJS19, GZ19]. In contrast
to some previous definitions, we do not explicitly require that the third region C = {v ∈ Sk′ :
〈v, x〉 > 2ℓ} satisfies µβ(C) > µβ(B) (although this will typically be true in our setting).
Our notion of free energy well is designed to imply that MCMC methods take a long time
to exit region A (which does not require a condition on region C).
More specifically, if a Markov chain with stationary distribution µβ is initialized according
to the conditional distribution µβ(·|A), it requires time & exp(Dβ,ℓ) to escape from region
A. This follows from standard arguments, which we repeat here for convenience. Consider
the undirected graph G of (n
k′
)
vertices, where each vertex corresponds to a unique binary k′-
sparse vector and we connect two vertices if the Hamming distance between their associated
vectors is exactly 2 (which is the minimal nozero distance). Also add a self-loop on every
vertex. Let X0 ∼ µβ(·|A) and let X0, X1, X2 . . . be any Markov chain on the vertices of G
(with transitions allowed only on the edges of G) whose stationary distribution is µβ. One
canonical choice for this Markov chain is the Metropolis chain (see e.g., [LP17, Section 3.1]),
which uses the following update step: if the current state is v, choose a random neighbor
u (not equal to v) and move to u with probability min{1, exp(βH(v)− βH(u))}; otherwise
remain at v.
Define the hitting time,
τβ := inf{t ∈ N : Xt 6∈ A},
and the following proposition holds.
Proposition 2.2. Consider a fixed Y for which µβ has a free energy well of depth Dβ,ℓ at
correlation ℓ. As above, let X0, X1, . . . be any Markov chain on G with stationary distribution
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µβ, initialized from X0 ∼ µβ(·|A). Then for any t ≥ 1,
Pr{τβ ≤ t} ≤ t exp(−Dβ,ℓ).
The (very simple) proof can be found in Appendix A.2. This shows that certain MCMC
methods with the initialization µ(·|A) require time & exp(Dβ,ℓ). We expect that the same
should hold true for uniformly random initialization, although we do not have a proof. A
more general class of MCMC methods than the one we consider would allow transitions that
can increase or decrease the sparsity k′; while we do not expect this should help, our results
do not apply to such methods. Note that Proposition 2.2 applies to Markov chains that
are not necessarily reversible; however, we do require that the stationary distribution be µβ,
which does not hold for most natural non-reversible dynamics. Finally, note that free energy
wells do not necessarily imply failure of various other common algorithmic approaches such
as power iteration, message passing, or semidefinite programming.
Informative values for ℓ and k′. A free energy well is only meaningful for certain values
of ℓ and k′. Certainly we need 1 ≤ 2ℓ ≤ min{k, k′} because B should be nonempty and
min{k, k′} is the largest possible value for 〈v, x〉. Note that a random guess v ∈ Sk′ achieves
correlation 〈v, x〉 ≈ kk′
n
, so a meaningful free energy well should also have ℓ ≫ kk′
n
so that
a uniformly random initialization falls in region A with high probability. Finally, we would
like to show the existence of a free energy well at some correlation ℓ ≤ k
2λ
√
k′
n
logn because
if an algorithm could reach a v ∈ Sk′ with 〈v, x〉 larger than this (by a constant), this can be
boosted to exact recovery (see Section 2.1). Hence, our goal will be to show there is a free
energy well of large depth at some correlation
max
{
1,
kk′
n
}
≪ ℓ ≤ k
2λ
√
k′
n
log n. (2.4)
The requirement 2ℓ ≤ min{k, k′} from above will be subsumed by (2.4) due to the condi-
tions (2.5) on k′ discussed below.
We are only interested in k′ values for which solving the misparametrized optimization
problem (1.1) is actually useful for recovering the signal x. More precisely, we require that if
v has maximal correlation 〈v, x〉 = min{k, k′} then it can be boosted to exact recovery, i.e.,
we assume
min{k, k′} ≥ k
λ
√
k′
n
logn. (2.5)
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Note that this is equivalent to the following bounds on k′:
k2 log n
λ2n
≤ k′ ≤ nλ
2
log n
.
Throughout, we will refer to “informative” ℓ values as those satisfying (2.4), and to “infor-
mative” k′ values as those satisfying (2.5).
We note that for concreteness, we have fixed a particular choice for the constant in front of
the boosting threshold k
λ
√
k′
n
log n. This is a conservative lower bound on the threshold at
which the boosting procedure succeeds. However, our results are not sensitive to the specific
choice of this constant.
2.4 Overlap Gap Property
We study the Overlap Gap Property (OGP), which is formally defined in terms of the
near-optimal solutions of a naturally associated optimization problem. As explained in the
introduction, it has been repeatedly observed that the appearance of OGP in the solution
space indicates an algorithmic barrier (at least for some classes of algorithms) for solving
the optimization problem of interest, sometimes matching the conjectured computational
hardness threshold. Naturally, the optimization problems for which we study the OGP are
Φk′ : minH(v) s.t. v ∈ Sk′ (2.6)
where H is the Hamiltonian (2.2), Sk′ is the set of k
′-sparse vectors (2.1), and k′ is a possibly-
misparametrized sparsity level. OGP is motivated by the study of concentration of the
associated Gibbs measures (see [Tal10]) for low enough temperature, and therefore concerns
the geometry of the near-optimal solutions. Informally, the variant of OGP typically used
for statistical inference problems (see e.g., [GZ19]) states that any near-optimal solution of
the optimization problem has a correlation with the true signal that is either very large or
very small.
Formally, for the optimization problem Φk′, we define k
′-OGP as follows.
Definition 2.3 (k′-OGP). Φk′ exhibits the k′-Overlap Gap Property (k′-OGP) if for some
ζ1,n, ζ2,n ∈ {0, 1, . . . ,min{k′, k}} with ζ2,n > ζ1,n+2 and some rn ∈ R, the following properties
hold.
(1) There exist v, w ∈ Sk′ with 〈v, x〉 ≤ ζ1,n, 〈w, x〉 ≥ ζ2,n and max{H(v), H(w)} ≤ rn.
(2) For any v ∈ Sk′ with H(v) ≤ rn, it holds that either 〈v, x〉 ≤ ζ1,n or 〈v, x〉 ≥ ζ2,n.
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Condition (2) states that there is a forbidden region for overlap values 〈v, x〉 of near-optimal
vectors v. Condition (1) ensures that overlaps on both sides of the gap can actually be
realized.
We can see that OGP implies failure of a certain class of “local” algorithms (with worst-case
initialization) as follows. Consider any algorithm that keeps track of a vector v ∈ Sk′ and
iteratively updates it to a neighboring vector in Sk′ (i.e., a vector differing in 2 coordinates)
so that the objective H(v) always improves (i.e. decreases). If the current state v satisfies
〈v, x〉 ≤ ζ1,n and H(v) ≤ rn then the algorithm will never be able to reach x because it is
“stuck” on the wrong side of the gap.
More generally, if k′-OGP holds with ζ2,n − ζ1,n > ∆, this implies failure of a broader class
of local algorithms that can change ∆ coordinates at each step. Our results will in fact
establish the presence of a large “gap” ζ2,n − ζ1,n = ω(
√
k′) (see Theorem 3.7).
3 Main Results
3.1 Overview
Recall that our main result is a lower bound on the depth of free energy wells that gives
evidence in favor of Conjecture 1.1.
Theorem 3.1. (Main result, informal) Suppose λ is in the “hard” regime
√
k/n ≪ λ ≪
min{1, k/√n}, k′ is “informative” (satisfying (2.5)), and that additionally, either (i) k′ ≤ k
or (ii) λ≪ (k/n)1/4. For any β ≥ 0 (possibly depending on n), there exists an “informative”
ℓ (satisfying (2.4)) such that Dβ,ℓ ≥ Ω˜
(
k2
λ2n
)
with high probability.
Remark 3.2. If k ≪ n1/3 then condition (ii) in Theorem 3.1 is automatically satisfied due
to the bounds on λ (namely the assumption λ≪ k/√n).
3.2 Proof Techniques
Our main lower bound on the depth of free energy wells is deduced by combining two different
lower bounds: one for high temperature (β small) and one for low temperature (β large). In
particular, we have the following main results:
(1) High-temperature lower bound (see Corollary 3.9): If λ ≪ min{1, k/√n}, β ≪
min{ k
λ
, n
λk′
}, and k′ is informative, then there is an informative ℓ for which Dβ,ℓ =
Ω
(
min
{
k
βλ
, k
λ
√
k′
n
})
with high probability.
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(2) Low-temperature lower bound (see Theorem 3.6 and Appendix A.4): Suppose that√
k/n ≪ λ ≪ min{1, k/√n}, k′ is informative, and k′ ≪ 3
√
k2n
λ2
. If β ≫ βBayes = λn2k
then there is an informative ℓ for which Dβ,ℓ = Ω(k
′ log(n/k′)) with high probability.
(3) Overlap Gap Property (see Theorem 3.7): If
√
k/n ≪ λ ≪ min{1, k/√n}, k′ is
informative2, and k′ ≪ 3
√
k2n
λ2
, then k′-OGP holds with high probability. In particular,
if k ≪ n1/3 or k′ ≤ k then k′-OGP holds for the entire “possible but hard” regime.
Our main result (Theorem 3.1) follows from combining (1) and (2) in a straightforward way;
the details are deferred to Appendix A.3.
To prove the high-temperature lower bound, we follow an argument that was used by [BGJ18]
to show the existence of free energy wells in tensor PCA. The idea is to leverage “entropy”,
i.e., the fact that there are many more vectors v ∈ Sk′ with small correlation 〈v, x〉 than
with large correlation, and this effect overpowers the strength of the signal (if temperature
is sufficiently high).
The core technical contribution of this paper is to establish the presence of OGP. This
requires both a first moment argument and a second moment argument. The key arguments
towards proving it can be found in Section 4.
The low-temperature lower bound is deduced using the same tools that prove OGP. The
presence of OGP can be thought of as a free energy well at zero temperature (β = ∞).
Furthermore, for sufficiently low temperature levels the existence of sufficiently deep free
energy wells can be established as a direct corollary of OGP. A slightly more involved use of
the tools developed to prove OGP allows us to prove the exact low-temperature lower bound
described above and in Theorem 3.6.
3.3 Low Temperature
In this section we formally state our results in the low-temperature regime, with proofs
deferred to Sections 8 and 9 (and with machinery leading up to these proofs developed in
Sections 4 through 7). For the results in this section, care has been taken to give as strong
results as possible, often at the level of logarithmic factors. We start with the parameter
assumptions under which the results in this section hold. We assume that the signal-to-noise
ratio λ satisfies the following.
2Technically, our result on OGP (Theorem 3.7) requires an assumption on k′ that is slightly stronger (by
multiplicative logarithmic factors) than “informative”.
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Assumption 3.3. We assume
λ = ω
(
k
n
log
(n
k
))
and λ = o
(
min
{
1,
k√
n log n
})
. (3.1)
Up to logarithmic factors, this regime for λ covers the entire “hard” regime
√
k/n ≪ λ ≪
min{1, k/√n}. We have only required the weaker lower bound λ≫ k/n here, but λ≫√k/n
will be implied by (3.2) below. Next we restrict the values of k′.
Assumption 3.4. We assume
k′ = ω

 k2
λ2n
log2
(
n
k
)
log
(
λn
k log(n/k)
)

 , k′ = o( λ2n
log3 n
)
, (3.2)
and
k′ = o
((
k2n
λ2 log n
) 1
3
)
. (3.3)
The regime for k′ covered in (3.2) matches, up to logarithmic factors, the informative values
of k′. While this does not quite cover the full range of informative k′ values (as defined
in (2.5)) due to the log factors, a simple argument allows us to extend our main theorem
on free energy wells (Theorem 3.6) to the remaining k′ values by increasing λ slightly; see
Appendix A.4 for details. The effect of the additional assumption (3.3) is discussed in the
following remark.
Remark 3.5. The additional assumption (3.3) is believed to be of a technical nature. In
the case where λ = o
(
4
√
k
n
log n
)
, the second assumption in (3.2) implies (3.3) by direct
comparison. If instead k′ ≤ k then (3.3) holds provided λ = o
(√
n
k logn
)
, which is, up
to log factors, implied by the “hard” regime for λ (namely λ ≪ 1). Thus the technical
assumption (3.3) is not needed when either λ≪ 4√k/n or k′ ≤ k.
Our first result is on the existence of sufficiently deep free energy wells at low temperature.
Recall the definition βBayes :=
λn
2k
from equation (3.5).
Theorem 3.6. Suppose k, k′ = o(n), k, k′ = ω
(√
log n
)
, and ℓ = Θ
(
k
λ
√
k′
n
log n
k′
)
. Under
Assumptions 3.3 and 3.4, the following holds for some universal constants d1, c0 > 0 and
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d2 > 1. If ℓ ≤ c0 kλ
√
k′
n
log n
k′
then
d1
(
β
βBayes
− d2
)
k′ log
( n
k′
)
≤ Dβ,ℓ ≤ d1
(
β
βBayes
+ d2
)
k′ log
( n
k′
)
(3.4)
with high probability as n→ +∞. In particular, for any β = ω (βBayes) it holds
Dβ,ℓ = Θ
(
β
βBayes
k′ log
( n
k′
))
= Θ
(
β
kk′
λn
log
( n
k′
))
= ω
(
k′ log
( n
k′
))
(3.5)
with high probability as n→ +∞.
The proof of Theorem 3.6 can be found in Section 8.
Notice that the choice of overlap ℓ = Θ
(
k
λ
√
k′
n
log n
k′
)
falls exactly at the edge of informative
values of overlap as discussed in Section 2.3. Hence, Theorem 3.6 provides, under our
assumptions, for all β = ω (βBayes), the exact (up to constants) depth of the free energy
wells at the edge of the informative overlaps ℓ = Θ
(
k
λ
√
k′
n
log n
k′
)
. As discussed above, we
explain in Appendix A.4 how to extend the assumption (3.2) to cover all informative k′
values. Thus, based on Remark 3.5, in the case λ≪ 4√k/n, the result applies for the whole
range of informative k′ values.
Our next result is on the Overlap Gap Property as defined in Definition 2.3. We prove that
under Assumptions 3.3 and 3.4, k′-OGP indeed holds, providing evidence for the computa-
tional hardness of the model under these assumptions.
Theorem 3.7. Suppose k′, k = o (n) and k, k′ = ω
(√
log n
)
. Under Assumptions 3.3 and
3.4, the optimization problem Φk′ exhibits the k
′-OGP with ζ2,n − ζ1,n = ω
(√
k′
)
, with high
probability as n→ +∞.
The proof of Theorem 3.7 can be found in Section 9. Similarly to above, based on Remark
3.5, in the case λ = o
(
4
√
k/n log n
)
, the result applies for essentially all informative k′
values.
3.4 High Temperature
In this section we present our lower bound on depth in the high-temperature regime, with
proofs deferred to Section 10. These results are sometimes loose by factors of no(1) in favor of
simpler statements and proofs. We give non-asymptotic results which hold for all specified
values of the parameters, not only in the large-n limit. We first present a general result that
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holds for any ℓ, and later specialize to the best choice of ℓ (Corollary 3.9). The proof of the
following core theorem can be found in Section 10.
Theorem 3.8. Fix a constant δ > 0. For any n exceeding some n0 = n0(δ), for any
k, for any k′ ≤ n1−δ, for any k-sparse signal x ∈ {0, 1}n, for any β ≥ 0, and for any
ℓ ≥ 2ek(k′/n)1−δ (with 1 ≤ 2ℓ ≤ min{k, k′}), with probability at least 1 − 2−(ℓ−2)/2 over W ,
the free energy well at correlation ℓ has depth bounded by
Dβ,ℓ ≥ −4βλ
k
ℓ2 +
log 2
2
ℓ− log 2. (3.6)
The requirement ℓ ≥ 2ek(k′/n)1−δ is not restrictive because an informative ℓ should satisfy
ℓ≫ kk′/n so that a uniformly random vector v ∈ Sk′ lands in the set A (from Definition 2.1)
with high probability (see (2.4)). More specifically, ℓ ≥ 2ek(k′/n)1−δ implies |A|/(n
k′
) ≥
1− 21−ℓ (see (10.6)).
We now specialize to our specific range of informative ℓ values (2.4) and informative k′
values (2.5) to obtain our main result. The proof can be found in Section 10.
Corollary 3.9. Fix a constant δ > 0 and suppose n ≥ n0(δ) and k′ ≤ n1−δ. Also suppose
min{k, k′} ≥ k
λ
√
k′
n
and λ ≤ min
{
n−δ k
2
√
k′
n
, 1
4e
(
n
k′
)1/2−δ}
. For any β satisfying
0 ≤ β ≤ log 2
16
n−δmin
{
k
λ
,
n
2eλk′
}
there exists ℓ satisfying
max
{
nδ, 2ek(k′/n)1−δ
} ≤ ℓ ≤ k
2λ
√
k′
n
≤ 1
2
min{k, k′}
such that with probability at least 1− 2−(ℓ−2)/2 ≥ 1− 2−(nδ−2)/2,
Dβ,ℓ ≥ log 2
8
min
{
log 2
8
k
βλ
,
k
λ
√
k′
n
}
− log 2.
Note that since 1 ≤ k′ ≤ n, the condition on λ is implied by our regime for λ, namely
λ≪ min{1, k/√n}.
3.5 Discussion and Future Directions
We highlight a few conceptual contributions of the present work to the study of the solution
space of inference problems.
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• First, by combining two different lower bounds we showed the existence of free energy
wells at all values of the inverse temperature β, possibly depending on n. In contrast,
prior work (e.g., [GZ17b, GZ19, GJS19, BGJ18]) has often been restricted to only some
regime of temperature values, sometimes missing the Bayesian temperature (which is
a particularly natural choice of temperature, as the Gibbs measure corresponds to the
posterior distribution).
• Second, we investigated not just the threshold between “easy” (polynomial time) and
“hard”, but the precise subexponential runtime throughout the hard regime. This
required precise bounds on the depth of free energy wells instead of simply the existence
of free energy wells. Interestingly, these bounds coincided with the conjectured runtime
obtained from the low-degree likelihood ratio. The extent to which the connection
between the depth of free energy wells and optimal runtime extends beyond the sparse
PCA model, remains an interesting question for future work.
Some directions for future work are as follows. One question is whether the condition λ ≪
(k/n)1/4 can be removed from our main result. Another unexplored direction is whether
it is possible to give positive results for MCMC algorithms. While we have shown (in
a large parameter regime) that MCMC cannot improve upon the existing algorithms of
[DKWB19, HSV19], it remains unclear (aside from the trivial case in Remark 1.2) whether
MCMC methods can match this performance (and if so, for which parameters k′, β). It
seems that we are currently lacking tools to prove algorithmic results for MCMC methods
applied to high-dimensional inference problems. For example, the influential work of [Jer92]
showed that MCMC methods fail to find large cliques in random graphs, giving perhaps
the first concrete evidence for the famous statistical-to-computational gap in the planted
clique problem; however, we are still lacking a matching upper bound showing that MCMC
can indeed find the clique in the “easy” regime where other polynomial-time methods are
known. One success in showing positive results for MCMC (or rather for the continuous-time
analogue, Langevin dynamics), is the “bounding flows” method [BGJ20] used by [BGJ18]
for the tensor PCA problem. Note that in this case, MCMC methods (and conjecturally, all
“local” algorithms) have strictly weaker performance than the best known polynomial-time
algorithms (see [BGJ18]).
4 Auxiliary Low Temperature Results
This section states several results on the structure of the solution space of Φk′ as defined in
(2.6). These results are later used to establish Theorems 3.6 and 3.7.
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We denote by ϕk′ the optimal value of Φk′. We define the following restricted version of
Φk′ based on the overlap between the feasible vectors and the ground truth vector x. For
ℓ = ⌊kk′/n⌋, ⌊kk′/n⌋+ 1, . . . , n we consider the optimization problems
Φk′(ℓ) : minH(v) s.t. v ∈ {0, 1}n, ‖v‖0 = k′, 〈v, x〉 = ℓ
and denote by ϕk′(ℓ) the optimal value of Φk′(ℓ). Notice that we consider only the values of
overlap starting from ⌊kk′/n⌋, since that level of overlap can be achieved by a uniformly at
random chosen k′-sparse binary vector.
Our main technical tool is a tight deterministic approximation of the function ϕk′(ℓ) for a
wide range of the values of ℓ by a deterministic quantity Γk′ (ℓ). The result follows from
a careful application of the first and second moment method. The quantity is defined as
follows.
Definition 4.1. We define the curve Γk′ : {⌊kk′/n⌋, ⌊kk′/n⌋+1, . . . ,min{k′, k}} → R, given
by
Γk′ (ℓ) := −λℓ
2
k
− 2k′
√
1
n
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
. (4.1)
The approximation result is as follows.
Theorem 4.2. Let n, k, k′ ∈ N with max{k, k′} ≤ n and n→ +∞.
(1) Suppose αn > 0, n ∈ N be a sequence with limn→+∞ αnlog(min{k′,k}) = +∞. The following
is true with high probability as n→ +∞. If ℓ ∈ N with ⌊kk′/n⌋ ≤ ℓ ≤ min{k′, k}, then
it holds
ϕk′(ℓ) ≥ Γk′ (ℓ)−
√
(k′)2
n log
((
k
ℓ
)(
n−k
k′−ℓ
))αn. (4.2)
(2) Suppose k′ = o (n) , k = o (n), and k, k′ = ω
(√
log n
)
. There exist universal constants
c, C > 0 such that the following holds with high probability as n→ +∞. If ℓ ∈ N with
⌊kk′/n⌋ ≤ ℓ ≤ cmin{k′, k} then
ϕk′(ℓ) ≤ Γk′ (ℓ) + C
√
k′ logn
n
max
{
ℓ4
k2
,
(k′)4
n2
, k′
}
. (4.3)
21
The proof of part (1) of Theorem 4.2 can be found in Section 6 and the proof of part (2) can
be found in Section 7.
Remark 4.3. Due to the wide range of the parameters k, k′, n, λ, ℓ considered in the state-
ment of Theorem 4.2, no simplification is globally possible in the maximum of the three terms
in (4.3).
Of distinct importance to us is the following corollary of Theorem 4.2.
Corollary 4.4. Let n, k, k′ ∈ N with max{k, k′} ≤ n and n → +∞. Suppose k′ = o (n) ,
k = o (n), and k, k′ = ω (logn) and that Assumption 3.3 and Assumption 3.4 hold. Let ℓ be
such that ℓ = O
(
k
λ
√
k′
n
log n
k′
)
. Then
max
m=⌊k′k/n⌋,⌊k′k/n⌋+1,...,ℓ
|ϕk′ (m)− Γk′ (m) | = o
(
k′k
λn
)
,
with high probability as n→ +∞.
The proof of the corollary can be found in Appendix A.6.
We study the monotonicity of the curve Γk′. The following theorem holds.
Theorem 4.5. Let λ > 0 and k, k′, n ∈ N with k′, k ≤ n and k, k′, n→ +∞ and k′, k = o (n) .
Under Assumption 3.3 and Assumption 3.4 the following hold. For
ℓc :=
1
2λ
k
√
k′
n log
(
n
k′
) log
(
1
2λ
√
n
k′ log
(
n
k′
)) ,
it holds ℓc = O
(
1
λ
k
√
k′
n
log (n)
)
and moreover
ℓc = ω
(
k′k
n
)
and ℓc = o (min{k′, k}) . (4.4)
Furthermore, for arbitrary fixed δ ∈ (0, 1) and arbitrarily small ε > 0 the following properties
hold for sufficiently large values of n.
(a) If ⌊kk′/n⌋ ≤ ℓ ≤ ⌊(1− δ) ℓc⌋ − 1, then
Γk′(ℓ+ 1)− Γk′(ℓ) ≥ δ (1− ε)
√
k′
n log
(
n
k′
) log((ℓ+ 1)n
k′k
)
. (4.5)
In particular, Γk′ is strictly increasing for these values of ℓ.
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(b) If ⌊kk′/n⌋ ≤ ℓ with ℓ = o (min{k′, k}), then for large enough n,
Γk′(ℓ+ 1)− Γk′(ℓ) ≤ (1 + ε)
√
k′
n log
(
n
k′
) log((ℓ+ 1)n
k′k
)
≤ (1 + ε)
√
k′
n
log
( n
k′
)
.
(4.6)
(c) For any ℓ ≥ 10⌈ℓc⌉ − 1,
Γk′(ℓ+ 1)− Γk′(ℓ) ≤ −λ ℓ
k
. (4.7)
(d) Suppose for some 0 < δ0 < δ1 < 1 it holds δ ∈ (δ0, δ1). Then for some constant C > 10
and D = D(δ0, δ1) > 0 depending only on δ0 and δ1, for any δ ∈ (δ0, δ1) it holds
Γk′ (⌊(1− δ) ℓc⌋)−Gapn ≥ max{Γk′ (⌊k′k/n⌋) ,Γk′ (C⌈ℓc⌉)}
for
Gapn := D
k′k
λn
. (4.8)
The proof of Theorem 4.5 can be found in Section 5.
The connection between the OGP and the optimization of Φk′ , and in particular the values
ϕk′(ℓ), ℓ = ⌊k′k/n⌋, . . . , n, is established using the following simple proposition.
Proposition 4.6. Suppose that for some overlap sizes 0 ≤ ℓ1 ≤ z1 < z2 − 1 < z2 ≤ ℓ2 ≤ k
it holds
max{ϕk′ (ℓ1) , ϕk′ (ℓ2)} < min
ℓ∈(z1,z2)
ϕk′ (ℓ) .
with high probability as n→ +∞. Then Φk′ exhibits the k′-OGP with choice of ζ1,n = z1 and
ζ2,n = z2.
The proof of Proposition 4.6 can be found in Appendix A.7.
The connection between free energy wells and the optimization of Φk′ is established using
the following simple proposition.
Proposition 4.7. Let λ > 0, β > 0 and k, k′, n, ℓ ∈ N with k′, k ≤ n and ⌊k′k
n
⌋ ≤ ℓ ≤ k
2
. It
holds ∣∣∣∣Dβ,ℓ − β
[
min
m=⌊ k′k
n
⌋,⌊k′k
n
⌋+1,...,ℓ
ϕk′(m)− min
m=ℓ,ℓ+1,...,2ℓ
ϕk′(m)
] ∣∣∣∣ ≤ log
(
n
k′
)
. (4.9)
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The proof of Proposition 4.7 can be found in Appendix A.8.
5 Proof of Theorem 4.5 - Analysis of the First Moment
Curve
Proof of Theorem 4.5. We start by proving the first part of the Theorem. First, notice that
since by Assumption 3.3, λ = ω
(
k
n
)
, it holds
ℓc = O
(
1
λ
k
√
k′
n log
(
n
k′
) log
(
n
k
√
n
k′ log
(
n
k′
))) = O
(
1
λ
k
√
k′
n log n
)
,
as we wanted. We continue with establishing (4.4). We have from Assumption 3.2
k′ = ω

 k2λ2n log
2
(
n
k
)
log
(
λn
k log(nk )
)

 = ω

 k2λ2n log
2
(
n
k
)
log
(
λ2n2
k2 log2(nk )
)


which is equivalent with
λ2n2
k2 log2
(
n
k
) log
(
λ2n2
k2 log2
(
n
k
)) = ω ( n
k′
)
.
Based on the calculus lemma [GZ19, Proposition 12(c)] this is now equivalent with
λ2n2
k2 log2
(
n
k
) = ω
(
n
k′
log
(
n
k′
))
or
k′ = ω
(
k2
λ2n
log2
(
n
k
)
log
(
n
k′
) )
or
n
k
log
(
n
k
) = ω
(
1
λ
√
n
k′ log
(
n
k′
)) .
Since λ = o(1) = o
(√
n
k′ log( n
k′
)
)
, by Assumption 3.3, we have by the calculus lemma [GZ19,
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Proposition 12(d)]
n
k
= ω
(
1
λ
√
n
k′ log
(
n
k′
) log
(
1
λ
√
n
k′ log
(
n
k′
)))
or switching to o-notation and using simple rearranging,
ℓc =
1
2λ
k
√
k′
n log
(
n
k′
) log
(
1
2λ
√
n
k′ log
(
n
k′
)) = o (k′) .
Second, by Assumptions 3.4, 3.3 we know
k′ = o
(
nmin{λ2 log
(
1
λ
)
, 1}
)
,
which is equivalent with
min{ 1
λ2
log
(
1
λ2
)
, 1} = o
( n
k′
)
,
which now since λ = o(1) implies based on by the calculus lemma [GZ19, Proposition 12,(d)]
we have also
1
λ2
= o
(
n
k′ log
(
n
k′
)) ,
or
1
2λ
√
n
k′ log
(
n
k′
) = o
(
n
k′ log
(
n
k′
)) .
By [GZ19, Proposition 12,(d)], the last displayed equation implies
1
2λ
√
n
k′ log
(
n
k′
) log
(
1
2λ
√
n
k′ log
(
n
k′
)) = o( n
k′
)
or
1
2λ
k
√
k′
n log
(
n
k′
) log
(
1
2λ
√
n
k′ log
(
n
k′
)) = o (k)
which means
ℓc = o (k) ,
as desired. Finally note that
ℓc
k′k
n
=
1
2λ
√
n
k′ log
(
n
k′
) log
(
1
2λ
√
n
k′ log
(
n
k′
))
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which since λ = o(1) and k′ = o(n) implies λ = o
(√
n
k′ log( n
k′
)
)
we can conclude
ℓc = ω
(
kk′
n
)
.
The proof of (4.4) is complete.
We now turn to the second part which analyzed the monotonicity of the function. We have
for every ⌊kk′/n⌋ ≤ ℓ ≤ min{k, k′}, that Γk′ (ℓ+ 1)− Γk′ (ℓ) equals
− λ2ℓ+ 1
k
− 2k′
√
1
n
(√
log
[(
k
ℓ+ 1
)(
n− k
k′ − ℓ− 1
)]
−
√
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)])
= −λ2ℓ+ 1
k
− 2k′
√
1
n
log
[(
k
ℓ+1
)(
n−k
k′−ℓ−1
)]− log [(k
ℓ
)(
n−k
k′−ℓ
)]√
log
[(
k
ℓ
)(
n−k
k′−ℓ
)]
+
√
log
[(
k
ℓ+1
)(
n−k
k′−ℓ−1
)]
= −λ2ℓ+ 1
k
+ 2k′
√
1
n
log (ℓ+1)(n−k−k
′+ℓ+1)
(k′−ℓ)(k−ℓ)√
log
[(
k
ℓ
)(
n−k
k′−ℓ
)]
+
√
log
[(
k
ℓ+1
)(
n−k
k′−ℓ−1
)] (5.1)
where in the last equality we used that from elementary algebra
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
− log
[(
k
ℓ+ 1
)(
n− k
k′ − ℓ− 1
)]
= log
(ℓ+ 1) (n− k − k′ + ℓ+ 1)
(k′ − ℓ) (k − ℓ) .
Now using the basic asymptotic identity that form2 = o(m1), log
(
m1
m2
)
= (1+o(1))m2 log(m1/m2)
as m1 → +∞, we have since k′ = o(n) and for all ℓ of interest it holds ℓ = o(min{k, k′}),
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
= (1 + o(1))
[
ℓ log
(
k
ℓ
)
+ (k′ − ℓ) log
(
n− k
k′ − ℓ
)]
which equals
= (1 + o(1))
[
k′ log
( n
k′
)
+ k′ log
(
n− k
n
)
− (k′ + ℓ) log
(
k′ − ℓ
k′
)
− ℓ log
(
ℓ(n− k)
kk′
)]
= (1 + o(1))
[
k′ log
( n
k′
)
− k
n
k′ +
ℓ
k′
(k′ + ℓ)− ℓ log
(
ℓ(n− k)
kk′
)]
(5.2)
= (1 + o(1)) k′ log
( n
k′
)
−O
(
ℓ log
(
n− k
k′
))
(5.3)
= (1 + o(1)) k′ log
( n
k′
)
(5.4)
where for (5.2) we used the basic log(1 + x) = (1 + o(1))x, as x → 0, for (5.3) we used
ℓ = o(k′), ℓ ≤ min{k′, k} and k′ = o(n) and for (5.4) we used that ℓ = o(k′).
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Now plugging (5.4) in (5.1) we have that for every ℓ = o(k′),
Γk′ (ℓ+ 1)− Γk′ (ℓ) = −λ2ℓ + 1
k
+ (1 + o(1)) 2k′
√
1
n
log (ℓ+1)(n−k−k
′+ℓ+1)
(k′−ℓ)(k−ℓ)
2
√
k′ log
(
n
k′
)
= −λ2ℓ + 1
k
+ (1 + o(1))
√
k′
n log
(
n
k′
) log (ℓ+ 1) (n− k − k′ + ℓ + 1)
(k′ − ℓ) (k − ℓ)
which implies Γk′ (ℓ+ 1)− Γk′ (ℓ) equals
− λ2ℓ+ 1
k
+ (1 + o(1))
√
k′
n log
(
n
k′
) [log (ℓ+ 1)n
k′k
+ log
(
n− k − k′ + ℓ+ 1
n
)
− log
(
k′ − ℓ
k′
)
− log
(
k − ℓ
k
)]
.
(5.5)
Using that ℓ ≥ ⌊kk′/n⌋ we have
(ℓ+ 1)n
k′k
= Ω(1) .
Furthermore using the basic log(1 + x) = (1 + o(1))x, as x→ 0 and k = o(n), ℓ = o(k′), ℓ =
o(k) we have
log
(
n− k − k′ + ℓ+ 1
n
)
− log
(
k′ − ℓ
k′
)
− log
(
k − ℓ
k
)
= o(1).
Hence from (5.5) we conclude that for all ⌊kk′/n⌋ ≤ ℓ = o(min{k′, k}),
Γk′ (ℓ+ 1)− Γk′ (ℓ) = −λ2ℓ+ 1
k
+ (1 + o(1))
√
k′
n log
(
n
k′
) log((ℓ + 1)n
k′k
)
= −2λℓ+ 1
k
+
λ
k
+ (1 + o(1))
√
k′
n log
(
n
k′
) log((ℓ+ 1)n
k′k
)
(5.6)
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which implies that Γk′ (ℓ+ 1)− Γk′ (ℓ) equals to
− 2λk
′
n
log
(
(ℓ+ 1)n
k′k
) (ℓ+1)nk′k
log
(
(ℓ+1)n
k′k
) − (1 + o(1)) 1
2λ
√
n
k′ log
(
n
k′
)

+ λ
k
=−
√
k′
n log
(
n
k′
) log((ℓ+ 1)n
k′k
) (ℓ+1)nk′k
log
(
(ℓ+1)n
k′k
)/
[
1
2λ
√
n
k′ log
(
n
k′
)]− (1 + o(1))

+ λ
k
.
(5.7)
We now prove part (a). Assume ⌊kk′/n⌋ ≤ ℓ ≤ ⌊(1 − δ)ℓc⌋ − 1 for some fixed δ > 0. Recall
that since λ = o(1) and k′ = o(n) it holds,
λ = o
(√
n
k′ log
(
n
k′
)) .
Hence, by Lemma A.3 we have
lim sup
n
(ℓ+1)n
k′k
log
(
(ℓ+1)n
k′k
)/
[
1
2λ
√
n
k′ log
(
n
k′
)]
equals to
lim sup
n
(ℓ+ 1)n
k′k
/
[
1
2λ
√
n
k′ log
(
n
k′
) log
(
1
2λ
√
n
k′ log
(
n
k′
))]
or
lim sup
n
(ℓ+ 1) /
[
1
2λ
k
√
k′
n log
(
n
k′
) log
(
1
2λ
√
n
k′ log
(
n
k′
))]
which by definition of ℓc equals
lim sup
n
(ℓ+ 1) /ℓc
which by assumption in this case is at most 1− δ.
Hence, for any ε > 0, for large enough values of n,
(ℓ+1)n
k′k
log
(
(ℓ+1)n
k′k
)/
[
1
2λ
√
n
k′ log
(
n
k′
)] ≤ 1− δ(1− ε
2
),
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which based on (5.7) gives for large enough values of n,
Γk′ (ℓ+ 1)− Γk′ (ℓ) ≥ −
√
k′
n log
(
n
k′
) log((ℓ+ 1)n
k′k
)[
1− δ(1− ε
2
)−
(
1− δ ε
2
)]
+
λ
k
= δ (1− ε)
√
k′
n log
(
n
k′
) log((ℓ+ 1)n
k′k
)
+
λ
k
≥ δ (1− ε)
√
k′
n log
(
n
k′
) log((ℓ+ 1)n
k′k
)
.
This completes the proof of part (a).
Part (b) follows directly from (5.6) and the fact that log
(
(ℓ+1)n
k′k
)
≤ log ( n
k′
)
since ℓ+ 1 ≤ k.
We now turn to part (c). First notice that under both Assumption 3.3 and Assumption 3.4
we have
k′ = ω

 k2
λ2n
log2
(
n
k
)
log
(
λn
k log n
k
)

 . (5.8)
Hence,
1
λ
k
√
k′
n log
(
n
k′
) log
(
1
λ
√
n
k′ log
(
n
k′
)) ≥ k2
nλ2
√√√√ log2 (nk )
log
(
n
k′
)
log
(
λn
k log n
k
) log
(
1
λ
√
n
k′ log
(
n
k′
))
which since λ = o(1) and k, k′ = o(n) implies
ℓc = ω
(
k2
nλ2
)
.
Since λ = o
(
k√
n
)
we conclude
ℓc = ω (1) . (5.9)
Now for all ℓ ≥ 10⌈ℓc⌉ − 1 it holds for sufficiently large n that
λ
ℓ+ 1
2k
≥ λ
k
, (5.10)
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because of (5.9). Furthermore, for all ℓ ≥ 10⌈ℓc⌉−1 it also holds for sufficiently large n that,
λ
ℓ+ 1
2k
≥
[
1
2
√
k′
n log
(
n
k′
) log((ℓ+ 1)n
k′k
)]
. (5.11)
To see this, notice that by simple algebra
lim inf
n
[
λ
ℓ+ 1
2k
]
/
[
1
2
√
k′
n log
(
n
k′
) log((ℓ + 1)n
k′k
)]
equals
lim inf
n
(ℓ+1)n
k′k
log
(
(ℓ+1)n
k′k
)/
[
1
λ
√
n
k′ log
(
n
k′
)] .
Similarly to the proof of Part 1, by Lemma A.3 we have that it equals to
lim inf
n
(ℓ+ 1) /2ℓc
which by assumption in this case is at least 10/2 = 5 > 1, implying (5.11) for sufficiently large
n. Combining (5.10), (5.11) with (5.6), we conclude for all ℓ ≥ 10⌈ℓc⌉ − 1 and sufficiently
large n,
Γk′ (ℓ+ 1)− Γk′ (ℓ) ≤ −λℓ+ 1
k
, (5.12)
as we wanted. This completes the proof of the part (c).
We now proceed with the proof of the part (d). Recall that in this setting 0 ≤ δ0 ≤ δ ≤
δ1 < 1. Notice that using the first part and telescopic summation we conclude
Γk′ (⌊(1− δ) ℓc⌋)− Γk′ (⌊kk′/n⌋) ≥ δ (1− ε)
√
k′
n log n
k′
log

 ⌊(1−δ)ℓc⌋∏
ℓ=⌊kk′/n⌋
(ℓ+ 1)n
k′k

 (5.13)
Now notice (ℓ+1)n
k′k
≥ 1 for all ℓ of interest. Furthermore, since ℓc = ω
(
k′k
n
)
and ℓc = ω (1),
focusing on the ℓ who satisfy ⌊(1−δ)ℓc⌋
2
≤ ℓ ≤ ⌊(1− δ) ℓc⌋ we know that first there are at least
(1−δ)ℓc
2
such values of ℓ, and second, for sufficiently large n, (ℓ+1)n
k′k
≥ e. We conclude that for
sufficiently large n,
⌊(1−δ)ℓc⌋∏
ℓ=⌊kk′/n⌋
(ℓ+ 1)n
k′k
≥ e (1−δ)ℓc2 .
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Hence using (5.13),
Γk′ (⌊(1− δ) ℓc⌋)− Γk′ (⌊kk′/n⌋) ≥ (1− δ) ℓc
2
δ (1− ε)
√
k′
2n log n
k′
or using that δ0 ≤ δ ≤ δ1 and choosing ε = 12 gives,
Γk′ (⌊(1− δ) ℓc⌋)− Γk′ (⌊kk′/n⌋) ≥ (1− δ1) ℓc
4
δ0
√
k′
2n log n
k′
Now since λ = o(1) we have from the definition of ℓc
ℓc = Ω
(
1
λ
k
√
k′
n log
(
n
k′
) log
(√
n
k′ log
(
n
k′
))) = Ω
(
1
λ
k
√
k′ log n
k′
n
)
. (5.14)
In particular,
Γk′ (⌊(1− δ) ℓc⌋)− Γk′ (⌊kk′/n⌋) ≥ Dk
′k
λn
, (5.15)
for some D which besides absolute constants depends only on δ0, δ1.
Now, for C > 10 it holds
Γk′ (C⌈ℓc⌉)− Γk′ (⌊(1− δ) ℓc⌋) = (Γk′ (C⌈ℓc⌉)− Γk′ (10⌈ℓc⌉)) + (Γk′ (10⌈ℓc⌉)− Γk′ (⌊(1− δ) ℓc⌋)) .
Hence using the Parts (b), (c) of the current Lemma to bound the first and second summand
we conclude
Γk′ (C⌈ℓc⌉)− Γk′ (⌊(1− δ) ℓc⌋) ≤ −λ1
k
C⌈ℓc⌉∑
ℓ=10⌈ℓc⌉
ℓ+
10⌈ℓc⌉∑
ℓ=⌊(1−δ)ℓc⌋
(1 + ε)
√
k′ log n
k′
n
≤ −λ
k
10Cℓ2c +O
(
ℓc
√
k′ log n
k′
n
)
, (5.16)
where for the last inequality we used elementary algebra.
Now using (5.14) and (5.16) we conclude for some sufficiently large constant C > 0 that
Γk′ (C⌈ℓc⌉)− Γk′ (⌊(1− δ) ℓc⌋) ≤ −5Cλ
k
ℓ2c
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Using (5.14) once again we conclude that
Γk′ (⌊(1− δ) ℓc⌋)− Γk′ (C⌈ℓc⌉) = Ω
(
k′k
λn
)
, (5.17)
as we wanted. Combining (5.15) and (5.17) yields the final result. This completes the proof
of part (d) and the proof of the theorem.
6 Proof of Theorem 4.2, Part 1 (First Moment Method)
Proof of Theorem 4.2, part (1). We fix some ℓ = ⌊kk′/n⌋, ⌊kk′/n⌋+ 1, . . . , k′. Let us define
Aℓ := −λℓ
2
k
− 2k′
√
1
n
(
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
+ αn
)
. (6.1)
By a union bound we have
P (ϕk′(ℓ) ≤ Aℓ) = P

 ⋃
v∈{0,1}n:‖v‖0=k′,〈v,x〉=ℓ
{H(v) ≤ Aℓ}


≤
(
k
ℓ
)(
n− k
k′ − ℓ
)
P (H(v) ≤ Aℓ) , (6.2)
where in the last line v is chosen arbitrarily from v ∈ {0, 1}n, ‖v‖0 = k′, 〈v, x〉 = ℓ since for
any such v the value of P (H(v) ≤ Aℓ) remains the same. More specifically, notice that for
any such v, v⊤Wv is distributed as N
(
0, 2(k
′)2
n
)
. Hence, using that for any such v,
H(v) = −v⊤Y v = −λ
k
〈v, x〉2 − v⊤Wv = −λ
k
ℓ2 − v⊤Wv
we conclude that since W is a GOE(n),
H(v) ∼ N
(
−λ
k
ℓ2,
2(k′)2
n
)
,
which is a distribution which is independent of the specific choice of v.
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Furthermore, combining the last displayed equality in distribution with (6.1) we conclude
P (H(v) ≤ Aℓ) = P
(
Z ≥ 2k′
√
1
n
(
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
+ αn
))
, (6.3)
for Z ∼ N
(
0,
2(k′)2
n
)
(6.4)
= P
(
Z ≥
√
2
(
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
+ αn
))
, for Z ∼ N (0, 1) (6.5)
≤ 1√
2
(
log
[(
k
ℓ
)(
n−k
k′−ℓ
)]
+ αn
) exp
(
−
(
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
+ αn
))
, (6.6)
=
1(
k
ℓ
)(
n−k
k′−ℓ
)√
2
(
log
[(
k
ℓ
)(
n−k
k′−ℓ
)]
+ αn
) exp (−αn) , (6.7)
where for (6.6) we used the standard Mill’s ratio upper bound. Using (6.2) we have for every
ℓ,
P (ϕk′(ℓ) ≤ Aℓ) ≤ 1√
2
(
log
[(
k
ℓ
)(
n−k
k′−ℓ
)]
+ αn
) exp (−αn) ≤ 1√αn exp (−αn) . (6.8)
We now use a union bound over the possible values of ℓ,
P

 ⋃
ℓ=⌊kk′/n⌋,⌊kk′/n⌋+1,...,k′
{ϕk′(ℓ) ≤ Aℓ}

 ≤ k′√
αn
exp (−αn) . (6.9)
Combining (6.9) with our assumed αn = ω (log k
′) we conclude
lim
n→+∞
P

 ⋃
ℓ=⌊kk′/n⌋,⌊kk′/n⌋+1,...,k′
{ϕk′(ℓ) ≤ Aℓ}

 = 0. (6.10)
This completes the proof of the theorem.
7 Proof of Theorem 4.2, Part 2 (SecondMoment Method)
Proof of Theorem 4.2, part (2). We start with the following observation. For any ℓ if v ∈
{0, 1}n with ‖v‖0 = k and 〈v, x〉 = ℓ then −v⊤Y v = −λ ℓ2k − v⊤Wv. Hence it holds
−ϕk′(ℓ) = −λℓ
2
k
+ ψk′(ℓ)
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where
ψk′(ℓ) = max
v∈{0,1}n:‖v‖0=k,〈v,x〉=ℓ
v⊤Wv. (7.1)
In particular, to show our result it suffices that there exist a universal constants c, C > 0
such that the following holds. If ℓ ≤ cmin{k′, k} then it holds
2k′
√
1
n
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
− C
√
k′ log n
n
max{ ℓ
4
k2
,
(k′)4
n2
, k′} ≤ ψk′(ℓ) (7.2)
with high probability as n → +∞. We proceed towards proving that (7.2) holds for all
ℓ ≤ cmin{k′, k}.
We fix some ℓ and assume for some sufficiently small constant c > 0 that ℓ ≤ cmin{k′, k}.
We derive lower bounds on the probability that (7.2) holds by using the second moment
method. The argument is completed with a union bound over ℓ. The constant c is assumed
to be sufficiently small to guarantee the validity of the proof steps.
We define
Tℓ := {v ∈ {0, 1}n : ‖v‖0 = k′, 〈v, x〉 = ℓ},
Zℓ := {v ∈ Tℓ : v⊤Wv ≥ 2k′
√
1
n
log
[(
k
ℓ
)(
n
k′ − ℓ
)]
},
and
Zℓ := |Zℓ|.
By linearity of expectation since |Tℓ| =
(
k
ℓ
)(
n
k′−ℓ
)
,
E[Zℓ] =
(
k
ℓ
)(
n
k′ − ℓ
)
P
(
v⊤Wv ≥ 2k′
√
1
n
log
[(
k
ℓ
)(
n
k′ − ℓ
)])
,
where v is arbitrary vector with v ∈ {0, 1}n, ‖v‖0 = k′, 〈v, x〉 = ℓ. Since W is GOE(n), it can
be straightforwardly checked that v⊤Wv ∼ N
(
0, 2(k
′)2
N
)
. Hence,
E[Zℓ] =
(
k
ℓ
)(
n
k′ − ℓ
)
P
(
Z ≥
√
2 log
[(
k
ℓ
)(
n
k′ − ℓ
)])
, (7.3)
where Z ∼ N (0, 1) .
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Now
Z2ℓ = |{v, u ∈ Tℓ :,min{v⊤Wv, u⊤Wu} ≥ 2k′
√
1
n
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
}| (7.4)
=
k′∑
m=0
|{v, u ∈ Tℓ : 〈v, u〉 = m,min{v⊤Wv, u⊤Wu} ≥ 2k′
√
1
n
log
[(
k
ℓ
)(
n
k′ − ℓ
)]
}|, (7.5)
where for the last equality we decomposed the pairs u, v based on the possible values of
〈u, v〉. Now using linearity of expectation using an argument similar to the argument for the
first moment of Z,
E[Z2] =
k′∑
m=0
|{v, u ∈ Tℓ : 〈v, u〉 = m}|P
(
Z1,ℓ, Z2,ℓ ≥
√
2 log
[(
k
ℓ
)(
n− k
k′ − ℓ
)])
where for each m = 0, 1, 2, . . . , k′, Z1,m ∼ N (0, 1) , Z2,m ∼ N (0, 1) and Cov(Z1,m, Z2,m) =
m2
(k′)2
.
It holds
E[Z2]
E[Z]2
=
k′∑
m=0
|{v, u ∈ Tℓ : 〈v, u〉 = m}|[(
k
ℓ
)(
n−k
k′−ℓ
)]2 P(Z1,m, Z2,m ≥
√
2 log
[(
k
ℓ
)(
n−k
k′−ℓ
)]})
P(Z ≥
√
2 log
[(
k
ℓ
)(
n−k
k′−ℓ
)]
)2
. (7.6)
=
k′−1∑
m=0
|{v, u ∈ Tℓ : 〈v, u〉 = m}|[(
k
ℓ
)(
n−k
k′−ℓ
)]2 P(Z1,m, Z2,m ≥
√
2 log
[(
k
ℓ
)(
n−k
k′−ℓ
)]})
P(Z ≥
√
2 log
[(
k
ℓ
)(
n−k
k′−ℓ
)]
)2
(7.7)
+
1(
k
ℓ
)(
n
k′−ℓ
)
P
(
Z ≥
√
2 log
[(
k
ℓ
)(
n
k′−ℓ
)]) , (7.8)
where Z1,m, Z2,m are defined above, Z is an independent standard normal variable and for
the last equality we used that {v, u ∈ Tℓ : 〈v, u〉 = k′} = {v, u ∈ Tℓ : u = v}, |Tℓ| =
(
k
ℓ
)(
n−k
k′−ℓ
)
and Z1,k′ = Z2,k′ almost surely as standard normal random variables with correlation one.
Using the standard Mills ratio lower bound; for x ≥ 1,
P (Z ≥ x) ≥ 1
2
√
2πx
exp
(
−x
2
2
)
, (7.9)
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since we may assume ℓ < k′/2 < k′ − 1 we have
√
log
[(
k
ℓ
)(
n−k
k′−ℓ
)] ≥ 1 and therefore
P
(
Z ≥
√
2 log
[(
k
ℓ
)(
n− k
k′ − ℓ
)])
≥ 1
4
√
π
√
log
(
k
ℓ
)(
n−k
k′−ℓ
) exp
(
− log
(
k
ℓ
)(
n− k
k′ − ℓ
))
which implies
(
k
ℓ
)(
n− k
k′ − ℓ
)
P
(
Z ≥
√
2 log
[(
k
ℓ
)(
n− k
k′ − ℓ
)])
(7.10)
≥
(
k
ℓ
)(
n− k
k′ − ℓ
)
1
4
√
π
√
log
(
k
ℓ
)(
n−k
k′−ℓ
) exp
(
− log
(
k
ℓ
)(
n− k
k′ − ℓ
))
=
1
4
√
π
√
log
(
k
ℓ
)(
n−k
k′−ℓ
) . (7.11)
Hence, (7.8) using (7.11) implies
E[Z2]
E[Z]2
≤
k′−1∑
m=0
|{v, u ∈ Tℓ : 〈v, u〉 = m}|[(
k
ℓ
)(
n−k
k′−ℓ
)]2 P(Z1,m, Z2,m ≥
√
2 log
[(
k
ℓ
)(
n−k
k′−ℓ
)]})
P(Z ≥
√
2 log
[(
k
ℓ
)(
n−k
k′−ℓ
)]
)2
(7.12)
+ 4
√
π
√
log
(
k
ℓ
)(
n− k
k′ − ℓ
)
. (7.13)
Using now Lemma 4.2 from [GJS19] we have for every m = 0, 1, . . . , k′ − 1, and γm =√
Cov(Z1,m, Z2,m) =
m
k′
,
P
(
Z1,m, Z2,m ≥
√
2 log
[(
k
ℓ
)(
n− k
k′ − ℓ
)])
(7.14)
≤ (1 + γ
2
m)
2
2π
√
1− γ4m
1
2 log
(
k
ℓ
)(
n−k
k′−ℓ
) exp
(
−2 log
(
k
ℓ
)(
n−k
k′−ℓ
)
1 + γ2m
)
(7.15)
=
(1 + γ2m)
3
2
4π
√
1− γ2m
1
log
(
k
m
)(
n−k
k′−ℓ
) exp
(
−2 log
(
k
ℓ
)(
n−k
k′−ℓ
)
1 + γ2m
)
(7.16)
≤ 1
π
√
1− γ2m
1
log
(
k
ℓ
)(
n−k
k′−ℓ
) exp
(
−2 log
(
k
ℓ
)(
n−k
k′−ℓ
)
1 + γ2m
)
(7.17)
where for the last inequality we used that γm ≤ 1.
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Combining (7.17) with (7.13) we conclude
E[Z2]
E[Z]2
−4π
√
log
(
k
ℓ
)(
n− k
k′ − ℓ
)
(7.18)
≤
k′−1∑
m=0
|{v, u ∈ Zℓ : 〈v, u〉 = m}|[(
k
ℓ
)(
n−k
k′−ℓ
)]2 16√1− γ2m exp
(
2 log
(
k
ℓ
)(
n− k
k′ − ℓ
)
γ2m
1 + γ2m
)
.
(7.19)
where using the exact value of γm the last quantity equals to
k′−1∑
m=0
|{v, u ∈ Zℓ : 〈v, u〉 = m}|[(
k
ℓ
)(
n−k
k′−ℓ
)]2 16√
1− m2
(k′)2
exp
(
log
(
k
ℓ
)(
n− k
k′ − ℓ
)
2m2
m2 + (k′)2
)
︸ ︷︷ ︸
Am
. (7.20)
We now proceed to upper bound
∑k′−1
m=0Am. Let
mc := max
{⌈
32ℓ2
k
⌉
,
⌈
16(k′)2
n
⌉}
. (7.21)
From Lemma A.4, part (a) we have that for some sufficiently small constant c > 0 if ℓ ≤
cmin{k′, k} then for sufficiently large values of n it holds
mc ≤ k
′
2
. (7.22)
We now distinguish two cases based on whether m ≤ mc or m > mc. We first focus in the
case where m ≥ mc. For every m = mc, mc + 1, . . . , k′ − 2 we have via elementary algebra,
Am+1
Am
=
|{v, u ∈ Tℓ : 〈v, u〉 = m+ 1}|
|{v, u ∈ Tℓ : 〈v, u〉 = m}|
√
(k′)2 −m2
(k′)2 − (m+ 1)2 (7.23)
× exp
[
4m+ 2(
m2 + (k′)2
) (
(m+ 1)2 + (k′)2
) log [(k
ℓ
)(
n− k
k′ − ℓ
)]]
. (7.24)
Using Lemma A.4 we have for all m ≥ mc,
|{v, u ∈ Tℓ : 〈v, u〉 = m+ 1}|
|{v, u ∈ Tℓ : 〈v, u〉 = m}| ≤
1
2
. (7.25)
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Now notice that √
(k′)2 −m2
(k′)2 − (m+ 1)2
is an increasing function of m and therefore for all m = 0, 1, 2, . . . , k′ − 2,√
(k′)2 −m2
(k′)2 − (m+ 1)2 ≤
√
(k′)2 − (k′ − 2)2
(k′)2 − (k′ − 1)2
=
√
4k′ − 4
2k′ − 1
≤
√
2. (7.26)
Second notice that using the crude bound
(
k
ℓ
)(
n−k
k′−ℓ
) ≤ (n
k′
) ≤ nk′ for all m = 0, 1, 2, . . . , k′−2,
4m+ 2(
m2 + (k′)2
) (
(m+ 1)2 + (k′)2
) log [(k
ℓ
)(
n− k
k′ − ℓ
)]
≤ 4m+ 2
(k′)4
log nk
′
≤ 4(k
′ + 1)
(k′)3
logn
= o(1)
where the last equality used the assumption k′ > logn = ω
(√
logn
)
. Hence for large values
of n, for every m = 0, 1, 2, . . . , k′ − 2, we have
exp
[
4m+ 2(
m2 + (k′)2
) (
(m+ 1)2 + (k′)2
) log [(k
ℓ
)(
n− k
k′ − ℓ
)]]
≤
√
2. (7.27)
Combining (7.25), (7.26), (7.27) with (7.23) we have for every m = mc, mc + 1, . . . , k
′ − 2
Am+1
Am
≤ 1
4
√
2
√
2 =
1
2
.
Hence,
k′−1∑
m=mc
Am ≤
k′−mc∑
i=0
Amc
2i
≤
+∞∑
i=0
Amc
2i
= 2Amc .
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In particular, using (7.18), (7.20) we have
E[Z2]
E[Z]2
≤
mc∑
m=0
Am + 2Amc + 4π
√
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
≤ 2
mc∑
ℓ=0
Am + 4π
√
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
≤ 2 (1 +mc) max
m=0,1,2,...,mc
Am + 4π
√
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
. (7.28)
We now focus on the other case, m ≤ mc. Using (7.22) it holds,
1√
1− m2
(k′)2
≤ 1√
1− 1
4
=
2√
3
≤ 2. (7.29)
For each m = 0, 1, 2, . . . , mc using (7.29) and the simple inequalities |{v, u ∈ Tℓ : 〈v, u〉 =
m}| ≤ |Tℓ|2 =
[(
k′
ℓ
)(
n−k
k′−ℓ
)]2
,
(
k′
ℓ
)(
n−k
k′−ℓ
) ≤ (n
k′
)
and
(
n
k′
) ≤ nk′ in that order, we conclude
Am ≤ 32 exp
(
log
(
k′
ℓ
)(
n− k
k′ − ℓ
)
2m2
m2 + (k′)2
)
≤ 32 exp
(
log
(
n
k′
)
2m2
(k′)2
)
= 32 exp
(
log n
2m2
k′
)
≤ 32 exp
(
2 logn
(mc)
2
k′
)
which by the definition of mc and k
′ = o(n) gives that for some constant c0 > 0,
max
m=0,1,2,...,mc
Am ≤ exp
(
c0max{ ℓ
4
k′k2
,
(k′)3
n2
, 1} logn
)
.
Using (7.28) we have for large enough values of n,
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E[Z2]
E[Z]2
≤ 2 (1 +mc) exp
(
c0max{ ℓ
4
k′k2
,
(k′)3
n2
, 1} logn
)
+ 4π
√
log
(
k
ℓ
)(
n− k
k′ − ℓ
)
≤ 2 (1 +mc) exp
(
c0max{ ℓ
4
k′k2
,
(k′)3
n2
, 1} logn
)
+ 4π
√
log
(
n
k′
)
≤ 4 (1 + k′) exp
(
c0max{ ℓ
4
k′k2
,
(k′)3
n2
, 1} logn
)
+ 4π
√
k′ log n
≤ c1k′ log n exp
(
c0max{ ℓ
4
k′k2
,
(k′)3
n2
, 1} logn
)
for some constant c1 > 0. We conclude that for some universal constant C0 > 2,
E[Z2]
E[Z]2
≤ exp
(
C0max
{
ℓ4
k′k2
,
(k′)3
n2
, 1
}
logn
)
. (7.30)
Now using Paley-Zigmund inequality we conclude that for any ℓ ≤ cmin{k′, k} from (7.1)
P
(
ψk′(ℓ) ≥ 2k′
√
1
n
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)])
= P (Z ≥ 1) (7.31)
≥ E[Z]
2
E[Z2]
(7.32)
≥ exp
(
−C0max
{
ℓ4
k′k2
,
(k′)3
n2
, 1
}
log n
)
.
(7.33)
Since for any v ∈ {0, 1}n, ‖v‖0 = k, the variance of v⊤Wv is 2(k′)2n . Hence, the Borell-TIS
inequality on the concentration of the maximum of a Gaussian process implies for any t > 0,
P (|ψk′(ℓ)− E[ψk′(ℓ)] | ≥ t) ≤ exp
(
− t
2n
4(k′)2
)
. (7.34)
We now choose
t∗ :=
√
8C0max
{
k′ℓ4
nk2
,
(k′)5
n3
,
(k′)2
n
}
logn. (7.35)
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Hence by (7.34) we have
P (|ψk′(ℓ)− E[ψk′(ℓ)] | ≥ t∗) ≤ exp
(
− n
4(k′)2
8C0max{k
′ℓ4
nk2
,
(k′)5
n3
,
(k′)2
n
} logn
)
(7.36)
= exp
(
−2C0max{ ℓ
4
k′k2
,
(k′)3
n2
, 1} logn
)
(7.37)
which since k′ → +∞ it implies that for large values of n,
P (|ψ − E[ψ] | ≥ t∗) ≤ exp
(
−2C0max
{
ℓ4
k′k2
,
(k′)3
n2
, 1
}
log n
)
. (7.38)
In particular using (7.33), for large values of n it holds
P (|ψk′(ℓ)− E[ψk′(ℓ)] | ≥ t∗) ≤ P
(
ψk′(ℓ) ≥ 2k′
√
1
n
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)])
. (7.39)
For the validity of (7.39) to hold, we can conclude that
2k′
√
1
n
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
≤ E[ψk′(ℓ)] + t∗
as otherwise the reverse strict inequality should hold. Therefore
2k′
√
1
n
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
− 2t∗ ≤ E[ψk′(ℓ)]− t∗.
We conclude
P
(
ψk′(ℓ) ≥ 2k′
√
1
n
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
− 2t∗
)
≥ P (|ψk′(ℓ)− E[ψk′(ℓ)] | ≤ t∗) (7.40)
≥ 1− exp
(
−2C0max{ ℓ
4
k′k2
,
(k′)3
n2
, 1} logn
)
(7.41)
= 1− 1
n3
. (7.42)
where in the second inequality we used (7.38) and for the last inequality we used the as-
sumption C0 > 2. Since by (7.35), t
∗ = Θ
(√
k′ logn
n
max{ ℓ4
k2
, (k
′)4
n2
, k′}
)
this shows that (7.2)
for sufficiently large values of n, holds with probability at least 1− 1
n3
. The final argument
follows from a union bound over the values of ℓ = 0, 1, 2, . . . , cmin{k, k′} and the fact that
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k, k′ ≤ n. The proof is complete.
8 Proof of Theorem 3.6 - Free Energy Wells at Low
Temperature
We make use of the following simple lemma.
Lemma 8.1. If a, b ∈ N with b = o(a) and b→ +∞ then log a!
b!
= Θ (a log a) .
Proof. From Stirling approximation we have log a! = Θ (a log a). By elementary arguments
log b! = O(b log b). The result follows because b = o(a).
We now start the proof of the theorem.
Proof of Theorem 3.6. For the ℓc defined in Theorem 4.5, since λ = o(1) and ℓc = o
(
k′
n
)
we
have ℓc = Θ
(
k
λ
√
k′
n
log n
k′
)
. For this reason, we choose c0 small enough so that ℓ <
1
4
ℓc and
futhermore we have ℓ = Θ (ℓc) . The asymptotics of ℓ follow from that of ℓc in Theorem 4.5.
Given Proposition 4.7 and the standard inequality
(
n
k′
) ≤ k′ log ne
k′
, to show our result, it
suffices to show that
min
m=⌊ k′k
n
⌋,⌊k′k
n
⌋+1,...,ℓ
ϕk′(m)− min
m=ℓ,ℓ+1,...,2ℓ
ϕk′(m) = Θ
(
k′
βBayes
log
n
k′
)
with high probability as n→ +∞, or equivalently, given the Definition of βBayes, that
min
m=⌊ k′k
n
⌋,⌊k′k
n
⌋+1,...,ℓ
ϕk′(m)− min
m=ℓ,ℓ+1,...,2ℓ
ϕk′(m) = Θ
(
k′k
λn
log
n
k′
)
,
with high probability as n→ +∞.
Now based on Corollary 4.4 it suffices to show
min
m=⌊ k′k
n
⌋,⌊k′k
n
⌋+1,...,ℓ
Γk′(m)− min
m=ℓ,ℓ+1,...,2ℓ
Γk′(m) = Θ
(
k′k
λn
log
n
k′
)
.
Since ℓ < 1
2
ℓc based on parts (a) and (b) of Theorem 4.5 we know that Γk′(m) is increasing
in the regime of m = 0, 1, 2, . . . , 2ℓ and therefore
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min
m=⌊k′k
n
⌋,⌊k′k
n
⌋+1,...,ℓ
Γk′(m)− min
m=ℓ,ℓ+1,...,2ℓ
Γk′(m) = Γk′(⌊k
′k
n
⌋)− Γk′(ℓ). (8.1)
Furthermore based on parts (a) and (b) of Theorem 4.5 we have for each ℓ′ ∈ [0, ℓ]∩N, that
it holds
Γk′ (ℓ
′ + 1)− Γk′ (ℓ′) = Θ
(√
k′
2n log
(
n
k′
) log((ℓ+ 1)n
k′k
))
.
Therefore from telescopic summation, we have
Γk′(⌊kk′/n⌋)− Γk′(ℓ) =
√
k′
n log n
k′
log

 ℓ∏
m=⌊kk′/n⌋
(m+ 1)n
k′k

 . (8.2)
Now by Lemma 8.1, since ℓ = ω (⌊kk′/n⌋),
log

 ℓ∏
m=⌊kk′/n⌋
(m+ 1)n
k′k

 = log( (ℓ+ 1)!
(⌊k′k/n⌋ + 1)!
)
+ (ℓ− ⌊k′k⌋n) log n
k′k
(8.3)
= Θ
(
ℓ log
(
(ℓ+ 1)n
k′k
))
. (8.4)
Combining (8.1), (8.2) and (8.3) we conclude
min
m=⌊ k′k
n
⌋,⌊k′k
n
⌋+1,...,ℓ
Γk′(m)− min
m=ℓ,ℓ+1,...,2ℓ
Γk′(m) = Θ
(√
k′
n log n
k′
ℓ log
(
(ℓ+ 1)n
k′k
))
(8.5)
Now since ℓ = Θ
(
k
λ
√
k′
n
log n
k′
)
and based on our assumption λ = o(1) we conclude
min
m=⌊ k′k
n
⌋,⌊k′k
n
⌋+1,...,ℓ
Γk′(m)− min
m=ℓ,ℓ+1,...,2ℓ
Γk′(m) = Θ
(
k′k
nλ
log
( n
k′
))
(8.6)
The proof is complete.
9 Proof of Theorem 3.7 - OGP
We establish the following theorem, which implies as a direct corollary that Φk′ exhibits the
k′-OGP with ζ2,n − ζ1,n = ω
(√
k′
)
, with high probability as n → +∞, directly from (9.1)
and Proposition 4.6.
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Theorem 9.1. Let λ > 0 and k, k′, n ∈ N with k′, k ≤ n and k, k′, n→ +∞ and k′, k = o (n) .
Suppose Assumptions 3.3 and 3.4 hold. Then there exist constants C0 > 1, D0 > 0 and
ℓ = ℓn ∈ N such that
• ℓ = o (⌊kk′/n⌋) , ℓ = o (min{k′, k}) , ℓ = O
(
k
λ
√
k′
n
log n
k′
)
and ℓ = ω
(√
k′
)
, and
• with high probability as n→ +∞,
min
ℓ′∈( ℓ
3
, ℓ
2
)
ϕk′ (ℓ
′) ≥ max{ϕk′ (⌊k′k/n⌋) , ϕk′ (C0ℓ)}+Gapn, (9.1)
for
Gapn := D0
k′k
λn
. (9.2)
In particular Φk′ exhibits the k
′-OGP with ζ2,n−ζ1,n = Θ (ℓ) = ω
(√
k′
)
, with high probability
as n→ +∞.
Proof of Theorem 9.1. Using the notation of Theorem 4.5 we choose ℓ = ℓc where ℓc is
defined in Theorem 4.5. Both parts follow easily from Theorem 4.5.
For the first part of Theorem 9.1, the ℓ = o (⌊kk′/n⌋) , ℓ = o (min{k′, k}) , ℓ = O
(
k
λ
√
k′
n
log n
k′
)
follow from the first part of Theorem 4.5. For the last asymptotic equality, notice that using
λ = o
(
min
{
1, k√
n logn
})
,
ℓ =
1
2λ
k
√
k′
n log
(
n
k′
) log
(
1
2λ
√
n
k′ log
(
n
k′
))
= Ω
(√
k′ log n
√
1
log
(
n
k′
) log ( n
k′
))
= ω
(√
k′
)
.
For the second part using Corollary 4.4 it suffices to show for the curve Γk′,
min
ℓ′∈( ℓ
3
, ℓ
2
)
Γk′ (ℓ
′) ≥ max{Γk′ (⌊k′k/n⌋) ,Γk′ (C0ℓ)}+ Ω
(
k′k
λn
)
. (9.3)
Notice that since ℓ = ℓc this follows from part (d) of Theorem 4.5 by choosing δ0 =
1
3
, δ1 =
1
2
and C0 > 10.
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10 Proof of High Temperature Results
Here we prove our main lower bound on depth (Theorem 3.8 and Corollary 3.9) in the high-
temperature regime. The proof follows an argument used by [BGJ18] to show the existence
of free energy wells in tensor PCA.
Proof of Theorem 3.8. Recall H(v) = −v⊤Y v where Y = λ
k
xx⊤ +W with W ∼ GOE(n).
Here x, v ∈ {0, 1}n with ‖x‖0 = k and ‖v‖0 = k′. For S ⊆ {0, 1}n let
Zβ(S) =
∑
v∈S
e−βH(v).
Note that
Dβ,ℓ = log µβ(A)− logµβ(B) = log
(
Zβ(A)
Zβ
)
− log
(
Zβ(B)
Zβ
)
= logZβ(A)− logZβ(B).
(10.1)
The first step will be to reduce to the case of the pure noise Hamiltonian H˜(v) = −v⊤Wv.
Define Z˜β(S) accordingly:
Z˜β(S) =
∑
v∈S
e−βH˜(V ).
Since H(v) = −λ
k
〈v, x〉2 + H˜(v) we have
logZβ(A)− logZβ(B) = log
∑
v∈A
exp
(
βλ
k
〈v, x〉2 − βH˜(v)
)
− log
∑
v∈B
exp
(
βλ
k
〈v, x〉2 − βH˜(v)
)
≥ log
∑
v∈A
exp
(
−βH˜(v)
)
− log
∑
v∈B
exp
(
βλ
k
(2ℓ)2 − βH˜(v)
)
= −4βλℓ
2
k
+ log Z˜β(A)− log Z˜β(B). (10.2)
Also,
Z˜β(A)
Z˜β(B)
=
µ˜β(A)
µ˜β(B)
≥ µ˜β(A)
µ˜β(Ac)
=
1− µ˜β(Ac)
µ˜β(Ac)
(10.3)
where Ac = {v ∈ {0, 1}n : ‖v‖0 = k′} \ A and µ˜β is the pure noise Gibbs measure µ˜β(v) ∝
e−βH˜(v).
We next apply a symmetry argument to upper bound µ˜β(A
c) in terms of |Ac|. Since the
distribution of W is spherically symmetric, for any fixed signal x we have
E
W
[µ˜β(A
c)] =
|Ac|(
n
k′
)
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and so by Markov’s inequalty, with probability (over W ) at least 1− γ,
µ˜β(A
c) ≤ |A
c|(
n
k′
)
γ
. (10.4)
Conditioned on this event, and provided |A
c|
(nk′)γ
≤ 1
2
(which will be ensured by our eventual
choice of γ), we can combine (10.1),(10.2),(10.3),(10.4) to obtain
Dβ,ℓ ≥ −4βλℓ
2
k
+ log
(
1− µ˜β(Ac)
µ˜β(Ac)
)
≥ −4βλℓ
2
k
+ log
((
n
k′
)
γ
2|Ac|
)
. (10.5)
It remains to upper bound |Ac|. We have
|Ac|(
n
k′
) = ∑
t∈Z : ℓ≤t≤min{k,k′}
αt
where
αt :=
(
k
t
)(
n−k
k′−t
)(
n
k′
) ≤ (ke
t
)t ( n
k′−t
)(
n
k′
)
using the fact that
(
k
t
) ≤ (ke
t
)t
for all 1 ≤ t ≤ k.
We can bound this expression with the help of the following technical lemma, whose proof
is deferred to Appendix A.9.
Lemma 10.1. Fix a constant δ > 0. For all n exceeding some constant n0 = n0(δ), for all
integers k′ and t satisfying 0 ≤ t ≤ k′ ≤ n1−δ and k′ ≥ 1,
log
(
n
k′−t
)(
n
k′
) ≤ −t(1 − δ) log( n
k′
)
.
Using Lemma 10.1,
αt ≤
(
ke
t
)t(
k′
n
)t(1−δ)
=
(
ke
t
(
k′
n
)1−δ)t
.
Provided ℓ ≥ 2ek(k′/n)1−δ so that αt ≤ 2−t for all t ≥ ℓ, we now have
|Ac|(
n
k′
) ≤ 21−ℓ. (10.6)
Plugging this back into (10.5), we have now shown that with probability 1− γ, the depth is
Dβ,ℓ ≥ −4βλℓ
2
k
+ (ℓ− 2) log 2 + log γ
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provided γ ≥ 2−(ℓ−2) and ℓ ≥ 2ek(k′/n)1−δ. Choosing γ = 2−(ℓ−2)/2 completes the proof.
We now turn to proving Corollary 3.9. We first prove a more general statement in the
setting where ℓ is constrained to some interval L1 ≤ ℓ ≤ L2. Corollary 3.9 will then follow
by specializing to our range of informative ℓ values.
Corollary 10.2. Fix a constant δ > 0 and suppose n ≥ n0(δ) and k′ ≤ n1−δ. Let
max{1/2, 2ek(k′/n)1−δ} ≤ L1 ≤ L2 ≤ 1
2
min{k, k′}.
Let B1 =
log 2
16
k
λL1
. For any 0 ≤ β ≤ B1 there exists L1 ≤ ℓ ≤ L2 such that with probability
at least 1− 2−(ℓ−2)/2,
Dβ,ℓ ≥ log 2
4
min
{
log 2
16
k
βλ
, L2
}
− log 2.
Proof. Let B2 =
log 2
16
k
λL2
. First consider the case B2 ≤ β ≤ B1. In this case, set ℓ = log 216 kβλ
and note that this satisfies L1 ≤ ℓ ≤ L2. Theorem 3.8 gives Dβ,ℓ ≥ log2 264 kβλ − log 2. Now
consider the case 0 ≤ β ≤ B2. In this case, set ℓ = L2, which means ℓ ≤ log 216 kβλ . Theorem 3.8
gives Dβ,ℓ ≥ −4βλk · log 216 kβλ · L2 + log 22 L2 − log 2 = log 24 L2 − log 2.
Proof of Corollary 3.9. Apply Corollary 10.2 with L1 = max
{
nδ, 2ek(k′/n)1−δ
}
and L2 =
k
2λ
√
k′
n
. To ensure L1 ≤ L2 we need
λ ≤ min
{
n−δ
k
2
√
k′
n
,
1
4e
( n
k′
)1/2−δ}
.
We have
B1 =
log 2
16
k
λ
min{n−δ, (2ek)−1(n/k′)1−δ} ≥ log 2
16
n−δ min
{
k
λ
,
n
2eλk′
}
.
A Additional Proofs
A.1 Proof of Remark 1.2
In this section we prove the following simple fact claimed in Remark 1.2.
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Proposition A.1. Let G be the graph with vertex set {v ∈ {0, 1}n : ‖v‖0 = k′}, with an
edge between each pair of vertices whose associated vectors differ in exactly 2 coordinates.
Let X0, X1, X2, . . . be the Markov chain on the vertices of G where X0 is a uniformly random
initialization and Xi+1 is a uniformly random neighbor of Xi. Fix a vertex x and let τ be the
hitting time τ = inf{t ∈ N : Xτ = x}. Then for any t ≥ 0 we have Pr{τ ≥ t} ≤ k′n2k′/t.
Proof. Let y be the current state. There exists a path of length ℓ ≤ k′ from y to x. Since
G is a regular graph of degree d := k′(n − k′) ≤ n2, the probability of following this path
over the next ℓ steps (and thus reaching x) is at least d−ℓ ≥ d−k′. Let N be the number of
such trials (each consisting of at most k′ steps) before x is reached. We have τ ≤ k′N and
E[N ] ≤ dk′ ≤ n2k′, so E[τ ] ≤ k′n2k′. The result follows by Markov’s inequality.
A.2 Proof of Proposition 2.2
Proof of Proposition 2.2. Suppose X0 ∼ µβ (not conditioning on A yet) and X1, X2, . . . are
drawn according to the Markov chain. Each Xi is distributed according to µβ (although they
are not independent). Using Bayes’ rule and a union bound,
Pr{τβ ≤ t} = Pr{∃i ∈ {1, . . . , t} : Xi ∈ B |X0 ∈ A}
=
Pr{X0 ∈ A and ∃i ∈ {1, . . . , t} : Xi ∈ B}
Pr{X0 ∈ A}
≤ Pr{∃i ∈ {1, . . . , t} : Xi ∈ B}
Pr{X0 ∈ A}
≤
∑t
i=1 Pr{Xi ∈ B}
Pr{X0 ∈ A}
=
tµβ(B)
µβ(A)
= t exp(−Dβ,ℓ).
A.3 Proof of Theorem 3.1
Proof of Theorem 3.1. First consider the low-temperature regime β ≫ λn
k
, in which case our
low-temperature bound gives a free energy well of depth Ω(k′) provided that the additional
assumption k′ ≪ 3
√
k2n
λ2
is satisfied. In the case (i) k′ ≤ k, the additional assumption follows
from the assumption λ≪ 1. In the case (ii) λ≪ (k/n)1/4, the additional assumption follows
from the “informative” k′ assumption k′ ≤ nλ2
logn
. Thus, in the low-temperature regime β ≫ λn
k
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we have a free energy well of depth Ω(k′). Using the “informative” k′ assumption k′ ≥ k2 logn
λ2n
,
this depth is Ω
(
k2
λ2n
)
as desired. Here, β ≫ λn
k
specifically means β ≥ λn
k
· polylog(n); see
Appendix A.4.
Now consider the remaining temperature values β ≤ λn
k
· polylog(n). In order for our high-
temperature bound to cover this entire regime, we need λn
k
≪ min{ k
λ
, n
λk′
}. One bound λn
k
≪
k
λ
follows from the assumption λ≪ k/√n. The other bound λn
k
≪ n
λk′
, i.e., λ2 ≪ k/k′, can be
shown as follows: if (i) k′ ≤ k then this follows from λ≪ 1, and if (ii) λ≪ (k/n)1/4 then this
follows from the “informative” k′ assumption k′ ≤ nλ2
logn
. Thus, the high-temperature bound
applies for all β ≤ λn
k
·polylog(n) and gives a free energy well of depth Ω
(
min
{
k
βλ
, k
λ
√
k′
n
})
.
Using the bounds β ≤ λn
k
· polylog(n) and k′ ≥ k2 logn
λ2n
, this depth is Ω˜
(
k2
λ2n
)
as desired.
A.4 Extending the Range of k′ Values
As discussed in the main text, the assumption (3.2) on k′ used for our low-temperature results
does not quite cover all the informative k′ values as defined in (2.5). Here we explain a simple
argument that allows us to obtain essentially the same (up to log factors) lower bound on
Dβ,ℓ as Theorem 3.6 for the entire range of reasonable k
′ values. Suppose we are in a setting
where (2.5) is satisfied but not (3.2). Choose a slightly larger λ value λ˜ = λ · polylog(n)
so that λ˜ satisfies (3.2). Apply Theorem 3.6 with λ˜ in place of λ (and all other parameters
unchanged); this requires the original λ to satisfy a slight strengthening (by log factors) of
the assumptions (3.1) and (3.3). The result is
Dβ,ℓ(λ˜) ≥ d1
(
β
βBayes(λ˜)
− d2
)
k′ log
( n
k′
)
where Dβ,ℓ(λ˜) and βBayes(λ˜) =
λ˜n
2k
denote the corresponding quantities for λ˜. Here the value
of ℓ satisfies ℓ = Θ
(
k
λ˜
√
k′
n
log n
k′
)
, which is informative (satisfying (2.4)) for the original
λ value provided min{1, kk′/n} ≪ k
λ
√
k′
n
(which follows from λ being in the hard regime:√
k/n ≪ ℓ ≪ min{1, k/√n}). Lemma A.2 below shows that Dβ,ℓ is monotone in λ and
so Dβ,ℓ(λ) ≥ Dβ,ℓ(λ˜). Thus we get a lower bound of Ω(k′ log(n/k′)) on Dβ,ℓ(λ) for all
β ≥ CβBayes(λ˜) where C is a universal constant, i.e., for all β ≥ βBayes(λ) · polylog(n). Thus
we conclude the low-temperature lower bound (2) as stated in Section 3.2.
Lemma A.2. If λ˜ ≥ λ then Dβ,ℓ(λ) ≥ Dβ,ℓ(λ˜).
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Proof. Using the definition of Dβ,ℓ it suffices to show that
∑
v∈A e
βλ〈x,v〉2+v⊤Wv∑
v∈B e
βλ〈x,v〉2+v⊤Wv ≥
∑
v∈A e
βλ˜〈x,v〉2+v⊤Wv∑
v∈B e
βλ˜〈x,v〉2+v⊤Wv . (A.1)
Notice though that for any v ∈ A,
λ〈v, x〉2 = λ˜〈v, x〉2 + (λ− λ˜)〈v, x〉2 ≥ λ˜〈v, x〉2 + (λ− λ˜)ℓ
and for any v ∈ B,
λ〈v, x〉2 = λ˜〈v, x〉2 + (λ− λ˜)〈v, x〉2 ≤ λ˜〈v, x〉2 + (λ− λ˜)ℓ.
Hence,
∑
v∈A e
βλ〈x,v〉2+v⊤Wv∑
v∈B e
βλ〈x,v〉2+v⊤Wv ≥
∑
v∈A e
βλ˜〈x,v〉2+(λ−λ˜)ℓ+v⊤Wv∑
v∈B e
βλ˜〈x,v〉2+(λ−λ˜)ℓ+v⊤Wv =
∑
v∈A e
βλ˜〈x,v〉2+v⊤Wv∑
v∈B e
βλ˜〈x,v〉2+v⊤Wv .
This completes the proof.
A.5 Auxiliary Lemmas
Lemma A.3. Suppose an, bn, n ∈ N are two positive-valued sequences with limn bn = +∞.
Then
lim sup
n
an log an
bn
= lim sup
n
an
bn log bn
and
lim inf
n
an log an
bn
= lim inf
n
an
bn log bn
.
Proof. We prove the first equality, as the second equality follows by similar considerations.
By passing to a subsequence we can assume that an
bn log bn
is converging to some nonnegative
value C ∈ [0,+∞]. If C = +∞ the result follows by [GZ19, Proposition 4]. If C < +∞ then
for any ε > 0 and sufficiently large n,
(C − ε)bn log bn < an < (C + ε)bn log bn.
In particular it holds
(C − ε) log((C − ε)bn)
log bn
an log an
bn
≤ (C + ε) log((C + ε)bn)
log bn
.
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The fact that C < +∞ and limn bn = +∞ completes the proof.
Lemma A.4. Under the parameter assumptions of Theorem 4.2 there exists some sufficiently
small constant c > 0 such that the following holds.
(a) For large values of n, max{32ℓ2
k
, 16(k
′)2
n
} ≤ k′
2
.
(b) Suppose k′ − 1 ≥ m ≥ max{32ℓ2
k
, 16(k
′)2
n
}. Then
|{v, u ∈ Tℓ : 〈v, u〉 = m+ 1}|
|{v, u ∈ Tℓ : 〈v, u〉 = m}| ≤
1
2
, (A.2)
where
Tℓ := {v ∈ {0, 1}n : ‖v‖0 = k′, 〈v, x〉 = ℓ}.
Proof. For the first part notice that since k′ = o(n) for large values of n, 16 (k
′)2
n
< k
′
2
.
Furthermore by choosing c < 1
64
we have that ℓ ≤ cmin{k′, k} implies
32ℓ2
k
= 32
ℓ
64
ℓ
k
< 32
k′
64
=
k′
2
.
We now turn to the second part. Now notice that for eachm = 0, 1, 2, . . . , k′, from elementary
counting arguments based on m0, the value of the common intersection size of the supports
of all v, u, x,
|{v, u ∈ Tℓ : 〈v, u〉 = m}| =
(
k
ℓ
)(
n− k
k − ℓ
)min{m,ℓ}∑
m0=0
(
ℓ
m0
)(
k − ℓ
ℓ−m0
)(
k′ − ℓ
m−m0
)(
n− k − k′
k′ −m− ℓ+m0
) .
Hence, for all m,
|{v, u ∈ Tℓ : 〈v, u〉 = m+ 1}|
|{v, u ∈ Tℓ : 〈v, u〉 = m}| =
∑min{m+1,ℓ}
m0=0
(
ℓ
m0
)(
k−ℓ
ℓ−m0
)(
k′−ℓ
m+1−m0
)(
n−k−k′
k′−m−1−ℓ+m0
)
∑min{m,ℓ}
m0=0
(
ℓ
m0
)(
k−ℓ
ℓ−m0
)(
k′−ℓ
m−m0
)(
n−k−k′
k′−m−ℓ+m0
) . (A.3)
Recall the elementary identity that for any a, b ∈ N with b ≤ a it holds ( a
b+1
)
= a−b
b+1
(
a
b
)
.
Hence, for all m0 = 0, 1, 2, . . . ,min{m, ℓ}, it holds(
ℓ
m0
)(
k−ℓ
ℓ−m0
)(
k′−ℓ
m+1−m0
)(
n−k−k′
k′−m−1−ℓ+m0
)(
ℓ
m0
)(
k−ℓ
ℓ−m0
)(
k′−ℓ
m−m0
)(
n−k−k′
k′−m−ℓ+m0
) = ( k′−ℓm+1−m0)( n−k−k′k′−m−1−ℓ+m0)(
k′−ℓ
m−m0
)(
n−k−k′
k′−m−ℓ+m0
)
=
k′ − ℓ−m+m0
m+ 1−m0
k′ −m− ℓ+m0
n− k − 2k′ +m+ 1 + ℓ−m0 .
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We focus now on m0 = 0, 1, 2, . . . ,min{⌊m2 ⌋, ℓ}, where m0 ≤ m2 holds. Combining m0 ≤ m2
with the last displayed equation and k, k′ = o(n) we have that for large values of n, it holds
(
ℓ
m0
)(
k−ℓ
ℓ−m0
)(
k′−ℓ
m+1−m0
)(
n−k−k′
k′−m−1−ℓ+m0
)(
ℓ
m0
)(
k−ℓ
ℓ−m0
)(
k′−ℓ
m−m0
)(
n−k−k′
k′−m−ℓ+m0
) ≤ (k′)2m
2
n
2
=
4(k′)2
mn
.
Since by assumption m ≥ 32(k′)2
n
for m0 = 0, 1, 2, . . . ,min{⌊m2 ⌋, ℓ}, it holds(
ℓ
m0
)(
k−ℓ
ℓ−m0
)(
k′−ℓ
m+1−m0
)(
n−k−k′
k′−m−1−ℓ+m0
)(
ℓ
m0
)(
k−ℓ
ℓ−m0
)(
k′−ℓ
m−m0
)(
n−k−k′
k′−m−ℓ+m0
) ≤ 1
8
. (A.4)
Notice that if ⌊m
4
⌋ > ℓ then (A.4) holds for all m = 0, 1, 2, . . . ,min{m, ℓ} = ℓ. Now assuming
that ⌊m
4
⌋ < ℓ we consider the regime where m0 = ⌊m4 ⌋+1, . . . , . . . ,min{m, ℓ}. In that regime,
we first observe that(
ℓ
m0+1
)(
k−ℓ
ℓ−m0−1
)(
k′−ℓ
m−m0
)(
n−k−k′
k′−m−ℓ+m0
)(
ℓ
m0
)(
k−ℓ
ℓ−m0
)(
k′−ℓ
m−m0
)(
n−k−k′
k′−m−ℓ+m0
) = ( ℓm0+1)( k−ℓℓ−m0−1)(
ℓ
m0
)(
k−ℓ
ℓ−m0
)
≤ (ℓ−m0)
2
(m0 + 1)(k − 2ℓ+m0) .
Now since m0 ≥ m/4 there exists a sufficiently small constant c > 0 such that if ℓ < ck then
for large values of n, it holds
(
ℓ
m0+1
)(
k−ℓ
ℓ−m0−1
)(
k′−ℓ
m−m0
)(
n−k−k′
k′−m−ℓ+m0
)(
ℓ
m0
)(
k−ℓ
ℓ−m0
)(
k′−ℓ
m−m0
)(
n−k−k′
k′−m−ℓ+m0
) ≤ 8ℓ2
mk
.
Since by assumption m ≥ 64ℓ2
k
, for large values of n, for all m0 = ⌊m4 ⌋+1, . . . , . . . ,min{m, ℓ}
it holds
(
ℓ
m0+1
)(
k−ℓ
ℓ−m0−1
)(
k′−ℓ
m−m0
)(
n−k−k′
k′−m−ℓ+m0
)(
ℓ
m0
)(
k−ℓ
ℓ−m0
)(
k′−ℓ
m−m0
)(
n−k−k′
k′−m−ℓ+m0
) ≤ 1
8
. (A.5)
Observe that the following quantity
m+1∑
m0=0
(
ℓ
m0
)(
k − ℓ
ℓ−m0
)(
k′ − ℓ
m+ 1−m0
)(
n− k − k′
k′ −m− 1− ℓ+m0
)
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is at most
⌊m/2⌋∑
m0=0
(
ℓ
m0
)(
k − ℓ
ℓ−m0
)(
k′ − ℓ
m+ 1−m0
)(
n− k − k′
k′ −m− 1− ℓ+m0
)
+
m+1∑
m0=⌈m/4⌉+1
(
ℓ
m0
)(
k − ℓ
ℓ−m0
)(
k′ − ℓ
m+ 1−m0
)(
n− k − k′
k′ −m− 1− ℓ+m0
)
which equals
⌊m/2⌋∑
m0=0
(
ℓ
m0
)(
k − ℓ
ℓ−m0
)(
k′ − ℓ
m+ 1−m0
)(
n− k − k′
k′ −m− 1− ℓ+m0
)
+
m∑
m0=⌈m/4⌉
(
ℓ
m0 + 1
)(
k − ℓ
ℓ−m0 − 1
)(
k′ − ℓ
m−m0
)(
n− k − k′
k′ −m− ℓ+m0
)
,
where the inequality holds as all the terms are nonnegative and the equality follows by a
simple change of variables.
Now we further upper bound the last quantity by using (A.4) for the first summand and
(A.5) for the second summand to get
m+1∑
m0=0
(
ℓ
m0
)(
k − ℓ
ℓ−m0
)(
k′ − ℓ
m+ 1−m0
)(
n− k − k′
k′ −m− 1− ℓ+m0
)
≤ 1
8
⌊m/2⌋∑
m0=0
(
ℓ
m0
)(
k − ℓ
ℓ−m0
)(
k′ − ℓ
m−m0
)(
n− k − k′
k′ −m− ℓ+m0
)
+
1
8
m∑
m0=⌈m/4⌉
(
ℓ
m0
)(
k − ℓ
ℓ−m0
)(
k′ − ℓ
m−m0
)(
n− k − k′
k′ −m− ℓ+m0
)
which is at most(
1
8
+
1
8
) m∑
m0=0
(
ℓ
m0
)(
k − ℓ
ℓ−m0
)(
k′ − ℓ
m−m0
)(
n− k − k′
k′ −m− ℓ+m0
)
=
1
4
m∑
m0=0
(
ℓ
m0
)(
k − ℓ
ℓ−m0
)(
k′ − ℓ
m−m0
)(
n− k − k′
k′ −m− ℓ+m0
)
,
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where the last inequality holds because all the terms are nonnegative. Using (A.3) completes
the proof of the lemma.
Lemma A.5. Under Assumptions 3.3 and 3.4, the following holds. If ℓ = Θ
(
k
λ
√
k′
n
log n
k′
)
then ℓ = o (min{k′, k}) and ℓ = ω (k′k
n
)
.
Proof. Define as in Theorem 4.5
ℓc :=
1
2λ
k
√
k′
n log
(
n
k′
) log
(
1
2λ
√
n
k′ log
(
n
k′
)) .
Now notice that by Assumption 3.3 it holds for sufficiently large n,
λ < 1
and by Assumption 3.3,
λ >
√
k′
n
.
Hence,
log
(
1
2λ
√
n
k′ log
(
n
k′
)) = Θ(log n
k′
)
which implies
ℓc = Θ
(
k
λ
√
k′
n
log
n
k′
)
or ℓ = Θ (ℓc) . The result follows from the first part of Theorem 4.5 on the asymptotic
behavior of ℓc.
A.6 Proof of Corollary 4.4
Proof of Corollary 4.4. Based on Theorem 4.2 it suffices to show that under our assumptions,
√
(k′)2
n log
((
k
ℓ
)(
n−k
k′−ℓ
)) (log n)2 +O
(√
k′ logn
n
max
{
ℓ4
k2
,
(k′)4
n2
, k′
})
= o
(
k′k
λn
)
. (A.6)
Since ℓ = o(k′) by Lemma A.5, and k, k′ = o(n), for large enough values of n it holds
ℓ ≤ k
′
2
, k′ ≤ n− k
2
.
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Therefore combining with the elementary inequality
(
a
b
) ≥ (a
b
)b
it holds
(
k
ℓ
)(
n− k
k′ − ℓ
)
≥
(
n− k
⌊k′/2⌋
)
≥
(
n− k
⌊k′/2⌋
)⌊k′/2⌋
.
Since k, k′ = o(n) it also holds for large values of n
n− k
⌊k′/2⌋ ≥ e
3
which allows us to conclude that for large values of n,
log
[(
k
ℓ
)(
n− k
k′ − ℓ
)]
≥ ⌊k′/2⌋ log
(
n− k
⌊k′/2⌋
)
≥ 3⌊k′/2⌋ ≥ k′.
Hence to show (A.6) it suffices to show
k′k
λn
= ω
(
max
{√
k′ log n
n
max
{
ℓ4
k2
,
(k′)4
n2
, k′
}
,
√
k′
n
(log n)2
})
.
We now compare the four terms. For the first term, we have that
k′k
λn
= ω
(√
k′ log n
n
ℓ4
k2
)
if and only if
ℓ = o


√√√√√ k′
n logn
k2
λ

 .
We have by construction
ℓ = O
(
k
λ
√
k′
n
logn
)
and therefore the result follows since according to Assumption 3.4,
k′ = o
(
λ2n
log3 n
)
.
For the second term,
k′k
λn
= ω
(√
k′ logn
n
(k′)4
n2
)
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holds if and only if
(k′)3 = o
(
k2n
λ2 logn
)
or
k′ = o
((
k2n
λ2 logn
) 1
3
)
which follows from Assumption 3.4. For the third term,
k′k
λn
= ω
(√
k′ log n
n
k′
)
holds if and only if
λ = o
(
k√
n log n
)
which is assumed to be true in Assumption 3.3. For the fourth term,
k′k
λn
= ω
(√
k′
n
(log n)2
)
which holds if and only if
k′ = ω
(
λ2n
k2
(log n)4
)
.
By assumption 3.4,
k′ = Ω
(
k2
λ2n
)
and therefore it suffices to have
k2
λ2n
= ω
(
(log n)2
)
or
λ = o
(
k√
n log n
)
which is assumed to be true in Assumption 3.3.
A.7 Proof of Proposition 4.6
Proof of Proposition 4.6. We choose ζ1,n := z1, ζ2,n := z2 and rn > 0 some value with
max{ϕk′ (ℓ1) , ϕk′ (ℓ2)} < rn ≤ minℓ∈(z1,z2) ϕk′ (ℓ).
For the first condition, we choose v, w binary k′-sparse vectors the optimal solutions of
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Φk′(ℓ1),Φk′(ℓ2) respectively. Since ϕk′(ℓ1) < rn and ϕk′(ℓ2) < rn it holds
max{v⊤Y v, w⊤Y w} ≤ max{ϕk′(ℓ1), ϕk′(ℓ2)} < rn.
Furthermore,
〈v, x〉 = ℓ1 ≤ z1 = ζ1,n
and
〈w, x〉 = ℓ2 ≥ z2 = ζ2,n.
For the second condition, as minℓ∈(z1,z2) ϕk′ (ℓ) > rn by definition no v binary k
′-sparse vector
with 〈v, x〉 ∈ (ζ1,n, ζ2,n) = (z1, z2) satisfies v⊤Y v ≤ rn.
A.8 Proof of Proposition 4.7
Proof of Proposition 4.7. From Definition 2.1,
Dβ,ℓ = log
µβ(A)
µβ(B)
= log
∑
v∈A e
−βH(v)∑
v∈B e
−βH(v) .
Now notice that from the definition of overlap and the ϕ curve,
min
v∈A
e−βH(v) = exp
(
β min
m=⌊ k′k
n
⌋,⌊k′k
n
⌋+1,...,ℓ
ϕk′(m)
)
and
min
v∈B
e−βH(v) = exp
(
β min
m=ℓ,ℓ+1,...,2ℓ
ϕk′(m)
)
.
For this reason, to prove our result it suffices to establish the elementary claim that for two
sequences of negative numbers {ai}i=1,2,...,N and {bi}i=1,2,...,M ,∣∣∣∣∣ log
∑N
i=1 ai∑M
i=1 bi
− log
(
mini=1,...,N ai
mini=1,...,M bi
) ∣∣∣∣∣ ≤ log (max{N,M}) . (A.7)
The result then follows by choosing the a sequence corresponding to e−βH(v), v ∈ A, the b
sequence corresponding to e−βH(v), v ∈ B and finally that max{|A|, |B|} ≤ (n
k′
)
as both A,B
are subsets of the k′-sparse binary vectors.
To show (A.7) it suffices to show equivalently for two sequences of positive numbers {ai}i=1,2,...,N
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and {bi}i=1,2,...,M ,∣∣∣∣∣ log
∑N
i=1 ai∑M
i=1 bi
− log
(
maxi=1,...,N ai
maxi=1,...,M bi
) ∣∣∣∣∣ ≤ log (max{N,M}) . (A.8)
Now to prove (A.8) it suffices to show
maxi=1,...,N ai
M maxi=1,...,M bi
≤
∑N
i=1 ai∑M
i=1 bi
≤ N maxi=1,...,N ai
maxi=1,...,M bi
,
which follows by direct comparison.
A.9 Proof of Lemma 10.1
Proof of Lemma 10.1. For ease of presentation, we write k in place of k′ for this proof (since
this lemma does not involve k). Write k = n1−δ¯ where δ¯ ≥ δ. Assume 0 < t < k, since the
cases t = 0 and t = k can be easily verified.
In the case t ≥ ck (for some 0 < c < 1 to be chosen later), we can use the simple binomial
bounds (n/k)k ≤ (n
k
) ≤ nk to obtain
log
(
n
k−t
)(
n
k
) ≤ (k − t) logn− k log n
k
= k log k − t logn ≤ t
c
(1− δ¯) logn− t logn.
Thus there is a constant c = c(δ) < 1 such that if t ≥ ck then
log
(
n
k−t
)(
n
k
) ≤ −tδ¯(1− δ) logn = −t(1 − δ) log(n
k
)
as desired.
We now treat the case t < ck. By Stirling’s approximation, for any n ≥ 1,
√
2π nn+1/2e−n ≤ n! ≤ e nn+1/2e−n.
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By expanding
(
n
k
)
= n!
k!(n−k)! , this yields (for a universal constant C)
log
(
n
k−t
)(
n
k
) ≤ C + (k + 1/2) log k + (n− k + 1/2) log(n− k)
− (k − t + 1/2) log(k − t)− (n− k + t + 1/2) log(n− k + t)
= C + (k + 1/2) log
k
k − t + (n− k + 1/2) log
n− k
n− k + t + t log
k − t
n− k + t
≤ C + (k + 1/2) log k
k − t + t log
k − t
n− k + t
≤ C + (k + 1/2)
(
k
k − t − 1
)
+ t log
k
n− k using log(a) ≤ a− 1
= C + (k + 1/2)
t
k − t + t log
k
n− k
≤ C + (k + 1/2) t
k(1− c) + t log
2k
n
since k ≤ n1−δ ≤ n/2 for sufficiently large n
≤ C + 2t
1− c + t log 2− t log
(n
k
)
.
Since log(n/k) ≥ δ log n, this completes the proof.
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