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METAPHORS IN TEACHING INFINITY: LIMITS, CARDINALITIES,
AND NONSTANDARD MODELS
PETR GLIVICKY´
Abstract. Mathematical conception of infinite quantities forms a cornerstone of many
disciplines of modern mathematics — from differential calculus to set theory. In fact,
it could be argued that the most significant revolutions in mathematics in the modern
period were always triggered by a development in our understanding of infinity. From
the pedagogical point of view, the students’ comprehension of the concept of infinity is
a competence of interdisciplinary value, helping them to grasp the reasons why and how
individual disciplines of modern mathematics were built up.
In this paper we present a number of illustrations, examples, and allegories that illu-
minate and clarify different aspects of infinity. The author has been using and gradually
developing these metaphors for infinity in his undergraduate and graduate courses and
popular lectures on mathematical logic, set theory, calculus, and nonstandard analysis
during the last decade. The aim of this paper is to share the accumulated didactic know-
how.
1. Introduction
The concept of infinity appears in various forms in many disciplines of higher mathe-
matics. For the students new to the mathematical conception of “infinite quantity”, to
internalize the concept and to thoroughly understand all the aspects, nuances, and para-
doxes connected with infinity, is often a crucial competence allowing them to gain a deeper
insight into subjects as distinct as differential calculus, set theory or Ramsey combinatorics.
Moreover, in the same way as understanding the abstract concept of geometrical point
allows the mind to start discovering the ideal world of classical geometry, comprehending
infinity opens the gates to the realms of cardinal and ordinal arithmetics, infinitesimals or
existential proofs that are undoubtedly of no less significance for the modern mathematical
description of reality than ideal lines and circles were for the ancients.
In what follows, we give a list of examples that illustrate or motivate different aspects
of infinity in modern mathematics. Some of the examples are rather classical (just with
minimal adjustments), other are completely original. We classify these examples into
sections by the aspect of infinity they serve to clarify. We cover three such aspects —
infinity as a limit (Section 2), infinite cardinalities and ordinalities (Section 3), and infinity
in nonstandard models of arithmetics and in nonstandard analysis (Section 4).
This paper was processed with contribution of long term institutional support of research activities
by Faculty of Informatics and Statistics, University of Economics, Prague.
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The reader interested in how students perceive these aspects of infinity intuitively prior
to their exposition to formal mathematical theories, as well as in the philosophical and his-
torical development of thinking about infinity, can find a readable introduction in [Tir91].
2. Infinity as a limit
2.1. Arithmetic of limits – A large unspecified number. In an elementary course of
calculus, the first encounter of the students with infinity usually happens as soon as limits
of sequences and functions start to be discussed.
A simple yet useful claim is usually formulated, stating that for any arithmetical oper-
ation  and functions f, g, the identity
lim
x→a
(f(x)g(x)) = lim
x→a
f(x) lim
x→a
g(x) (1)
holds true whenever the limits on the right side exist and the operation on the right side is
defined. Because a limit of a function can be equal to ±∞, one now has to extend the usual
arithmetical operations +,−, ·, / from the set R of real numbers to the set R ∪ {∞,−∞}
and, in particular, to specify the cases when an operation remains undefined.
This, of course, can be done definitorically. However no reasonable teacher can expect
his students to memorize a list of a few dozen of cases, many of which (as “∞ − ∞ is
undefined”, or “a/∞ = 0 for a ∈ R”) often seem counter-intuitive or nonsensical at the
first sight.
A useful metaphor here is to present ∞ as a “very large unspecified number” (and −∞
as a “very negative unspecified number”). Then all the laws of arithmetics with infinities
become fairly intuitive: For example∞−∞ is indeed undefined, since when one subtracts
one very large but unspecified number from another very large unspecified number, the
result can be literally anything (0 if the two large numbers are identical, a finite number if
they are both large but one of them “a bit” larger than the other, or infinite if one of the
large numbers is “much” larger then the second one). As for the a/∞ = 0 case, a similar
reasoning works — dividing a reasonably small number by a large number gives a result
close to zero, but ∞ is “very large” (larger than any usual number) and therefore a/∞ is
closer to zero than any usual number, and, as such, equal to zero.
Naturally, this coarse metaphor should later be replaced by a more correct idea of rep-
resenting ∞ by a function or a sequence that grows beyond all bounds. But such a
representation is not possible before a sufficient understanding to the concept of limit is
developed.
3. Infinite cardinalities and ordinalities
In this section we assume the reader is familiar with basic concepts of set theory, in
particular with elementary cardinal and ordinal arithmetics. A good introductory book in
the subject is [Jec03, Chapters 1–3].
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Figure 1. A slide on the Shepherd’s fair trade example from the presenta-
tion “Infinite numbers, or, do you recognize a monkey?” [Gli14], in Czech,
for high school students. The two flocks of sheep are pictured in such a way
that students cannot immediately count their sizes, nevertheless it is evident
without counting that there are two more white sheep than the black ones.
3.1. Comparing infinite sets – Shepherd’s fair trade. Quite early in an introductory
course of set theory, the students are confronted with the definition of equipotence — two
sets (finite or infinite) x, y are said to have the same size (or to be equipotent) if there is a
bijection f : x→ y. This definition, however simple and natural it seems to be to a more
experienced mathematician, isn’t in any way obvious nor self-explanatory. 1
One of the common flaws in intuitive reasoning about sizes of infinite sets is to attempt
to quantify the size, i.e. to use expressions as “the number of elements in x” and similar
ones. This naturally does not make sense until the theory of cardinal numbers is developed.
The definition of equipotence is purely qualitative — it does say when the two sets have
the same size without defining what “the size” is.
In order to explain the difference between comparing (qualitatively) and measuring
(quantitatively) the sizes of two sets, the following example has proven to be effective
(see Figure 1):
1In fact, this definition contradicts one of the “common notions” of Euclid which states that “the
whole is greater than the part”. This discrepancy was a source of a lot of confusion and failed attempts
to reason rigorously about infinity throughout the history, and still remains a hard-to-get-over point for
students previously exposed only to the classical pre-1900 mathematics.
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Figure 2. A slide on the Hilbert’s hotel from the presentation “Infinite
numbers, or, do you recognize a monkey?” [Gli14], in Czech, for high school
students. Here a strategy for squeezing one more guest into a full hotel is
represented.
The students are asked to take a role of an illiterate shepherd owning a flock of white
sheep. One day, in the hills, he meets another shepherd with his flock of black sheep. They
both like the unusual color of the others’ sheep and decide to trade parts of their flocks,
a piece for a piece. The black shepherd separates a part of his flock and asks his white
counterpart to prepare a flock of the same size for the exchange. If our shephard knew
how to count the number of sheep in the offered black flock, he would just count the same
number of his whites. But the size of the black flock is much larger than he can count
to. Thus he turns out to be in the same situation as we are regarding the infinite sets
(flocks) — we cannot count the number of their elements, because we don’t know (yet)
such large numbers. The only conceivable way the shepherd can ensure the fair exchange
is to exchange the sheep in turns, one for one at a time (thus implicitly constructing a
bijection between the exchanged flocks in the process). In the same way we are only able
to compare the sizes of the two sets using a bijection but we cannot count their elements.
3.2. Ordinal and cardinal arithmetic – Hilbert’s hotel. This is a classical illustration
of paradoxical properties of infinite cardinalities, first introduced by David Hilbert in his
1924 lecture “U¨ber das Unendliche” [Hil13, p.730]. It is also an excellent example for the
basic properties of cardinal and ordinal arithmetics and for the differences between the
two. Because this example is rather well-known, we will be little more brief here.
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The example starts with an idea of an infinite hotel: Let us imagine a hotel with an
infinitely (countably) many rooms that are numbered by all natural numbers 0, 1, 2, . . ..
Also let us suppose that all the rooms are occupied at the time. The numbering of the
rooms is represented by the ordinal number ω (the order is significant here), while the
number of the guests of the hotel can be expressed by ω as a cardinal number (all the
guests are indistinguishable for us). Now several situations (in increasing mathematical
profoundness) can be presented:
First, let us imagine that one new guest comes to the hotel desk and asks for a room (see
Figure 2). Unlike the situation in a fully booked finite hotel, he still can be accommodated
— it is enough to move each guest from the room number n to the room number n + 1,
then the room number 0 will be empty and prepared for the new guest. This illustrates
that in the cardinal arithmetic the equations 1 + ω = ω + 1 = ω hold true.
A more difficult situation to handle is the arrival of an infinite bus (with seats numbered
0, 1, 2, . . .) of new guests into a full hotel. Then, of course, moving each guest from the
room number n to the room number 2n empties the odd-numbered rooms for the new
guests who accommodate them according to the assignment m 7→ 2m + 1, where m is a
bus-seat number. This illustrates a cardinal equation ω + ω = ω.
Yet more complicated situation would be the arrival of the train consisting of countably
many train cars, each of which has countably many seats. Accommodating all the passen-
gers into the empty (for the reason of simplicity) hotel is a great illustration of the cardinal
equation ω · ω = ω.
Similar stories can be given to illustrate properties of the ordinal arithmetic — for
example a solution to the problem of arrival of one new guest into the full hotel, where
we moreover demand that no guest will be forced to move, can be to refurnish a closet
at the beginning of the hall to create a new room, to accommodate the new guest there
and then renumber all the rooms in increasing order in such a way that the former closet
becomes the room number 0. This illustrates that in ordinal arithmetics it holds 1+ω = ω
(however ω + 1 6= ω — if the closet is at the end of the hall, behind all the rooms, then no
renumbering that keeps the numbers of the rooms increasing along the hall is possible).
4. Nonstandard models of arithmetic and analysis
We assume here that the reader is familiar with the basic idea of a nonstandard model
of Peano arithmetic (see for example [Kay91] for an elementary introduction to the topic).
Conceptual knowledge of the set theoretical framework for nonstandard analysis (see for
example [Gli19]) might help to fully appreciate all the nuances of the examples, but the
basic ideas can be understood without it.
4.1. Nonstandard extension of N – Blurry horizon. A fundamental idea that under-
lies the use of nonstandard methods (such as the nonstandard analysis, or the study of
nonstandard models of arithmetic) in mathematics is that of a proper (and often elemen-
tary) extension of the structure N = 〈N, 0, 1,+, ·,≤〉 of natural numbers. Such an extension
∗N of N is then thought of as the “true” set of natural numbers, while the original set N
forms a cut on ∗N, i.e. a proper initial segment containing 0 and 1 and closed under +
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Figure 3. A slide on the Blurry horizon from the presentation “Infinite
numbers, or, do you recognize a monkey?” [Gli14], in Czech, for high school
students. The number of railroad ties before the horizon is fuzzy. But
clearly there are only finitely many ties between the viewer and any given tie
behind the horizon. The same phenomena are manifested in the nonstandard
extension ∗N of N.
and ·. Such a cut manifests itself as a “blurry horizon” on the set of natural numbers ∗N
and allows for rigorous definitions of various fuzzy concepts and distinctions as for example
infinitesimals, large vs. small, monkey vs. human (see the following sections), and many
others.
Of course there is no cut on the set N (any initial segment containing 0, 1 and closed under
+ is necessarily equal to N). Considering a “blurry horizon” on the set of natural numbers
thus seems counter-intuitive and is the source of much confusion during the students’ first
encounters with nonstandard methods. The following metaphor helps to clear things up:
Imagine a railroad stretching from our viewpoint straight to the horizon (see Figure 3)
on a perfectly flat ground. In such a situation, classical geometry tells us that we should
see the rails as two parallel lines that get seemingly closer to each other as they run further
away from us, until they meet in a single point in the infinity. However, in reality, our
experience is different. Our eyes are simply not sharp enough to see that far. We stop
being able to distinguish the rails long before they get to the point where they meet. Due
to imperfection of our sight, the more distant part of the railroad just disappears in a
blurry fog. We call this distant limit of our ability to see the “blurry horizon”.
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The whole rail track from our standpoint to the point in the infinity where the rails meet
corresponds in our analogy to the nonstandard extension ∗N, while the segment from our
standpoint to the blurry horizon represents the cut N of standard numbers.
Although we cannot see the part of the track beyond the blurry horizon, we know that
nothing important changes there — the railroad looks just the same everywhere. If someone
had a better sight than us and was able to actually see the whole track, they would not be
able to determine whether they really see more than we do by asking us questions about
the track — their and our experiences would be just indistinguishable (this illustrates that
∗N is an elementary extension of N).
Let us now focus on the railroad ties (they correspond to individual natural numbers
n ∈ ∗N). When we look at the ties close to us, we can clearly see each one of them
individually. Closer to the blurry horizon distinguishing the consecutive ties gets much
harder, until, beyond the horizon, we cannot see individual ties at all, however hard we
try. Again, the horizon is, in a sense, “blurry”. Let us try to pinpoint some of the properties
of this blurriness.
If we try to count the number of ties we are able to distinguish, or exactly point out
the last one that we can see, we never succeed. It almost seems that whenever we catch
a sight of one tie, we can also glimpse the next one (N is indeed closed under taking the
successor), but after one or two steps of this process we always blink or let our focus drop
a bit and then we need to start over. Despite all this, we know that even for a tie in the
blurry beyond-horizon region of our view field, there are only finitely many ties between it
and us. We could, in theory, count exactly how many there are, but we are just not able
to keep our focus for a sufficiently long time (numbers of ∗N−N are still natural numbers,
but they are “nonstandard”).
To make the last idea even more illustrative, imagine that the ties are numbered in
the increasing order starting from the point where we are standing. Then the numbers
of ties that we can distinguish individually form a “blurry horizon” on the set of natural
numbers. The ties with small numbers lie safely before the blurry horizon, but ties with
large numbers are somewhere beyond, in the blur. If we can see the n-th tie, we can always
(with some difficulties) see the (n + 1)-th, but it is not humanly possible to iterate this
process for a long time, so we can never see ties that are far away.
In the rigorous language of nonstandard methods, the blurry horizon corresponds to the
cut N in the set ∗N. In this analogy, the small natural numbers are all elements of the
cut N, but there exist large (called nonstandard) numbers in the “blurry” part ∗N − N.
Whenever n ∈ N, we know that n + 1 ∈ N as well. However by a finite iteration of this
process, we can never get outside of the cut N to the nonstandard part ∗N− N.
4.2. Mathematical induction and nonstandard numbers – Heap of sand paradox.
The heap of sand paradox was probably first formulated by the ancient Greek philosopher
Eubulides of Miletus [Bar82]. In its classical formulation it exploits the vagueness of the
word “heap” in the natural language:
Let us start with a heap of sand. If we remove just one grain, then what we get, clearly
remains a heap. However, since the heap consists only of finitely many grains, by repeatedly
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Figure 4. A slide on the Heap of sand paradox from the presentation “In-
finite numbers, or, do you recognize a monkey?” [Gli14], in Czech, for high
school students. The fuzzy concept of “heap” is simulated by using the cut
N in the nonstandard extension ∗N.
removing one grain at a time, we end up with just one grain, which of course is not a heap.
So there had to be a moment when by removing a single grain of sand, we changed a heap
into a non-heap — that is paradoxical.
By using the ideas of nonstandard methods, we can not only explain the paradox, but
also get more intuition about nonstandard concepts in the process.
We may formulate the paradox mathematically in the nonstandard extension ∗N of N:
The number of grains in the heap of sand at time t ∈ ∗N is represented by the function
g(t) = n− t for t ≤ n and g(t) = 0 for t > n (see Figure 4), where n ∈ ∗N−N is an initial
number of grains in the heap (which is a nonstandard number). The concept of “being
a heap” may be represented as having a nonstandard number of grains (i.e. a number of
grains in ∗N − N). Then, clearly, if we have a heap at time t (i.e. if g(t) ∈ ∗N − N), then
we will have it at time t + 1 too (as g(t + 1) = g(t) − 1 ∈ ∗N − N). So “being a heap”
cannot be changed by removing one, or finitely many, grains. If we continue in the process
of removing grains for a sufficiently long time, we can get to a number of grains in N (that
is to a non-heap), however the time needed for this to happen is nonstandard (i.e. beyond
the horizon of our capabilities). Also, it can be seen, that there is no exact moment t where
a heap changes to a non-heap — the transition happens at the blurry horizon N. This is
a mathematical manifestation of the fuzziness of the concept of “heap”.
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Figure 5. A slide on the Charlie the monkey example from the presentation
“Infinite numbers, or, do you recognize a monkey?” [Gli14], in Czech, for high
school students. The fuzzy concepts of “monkey”, “human” and many others
are simulated by using different cuts on ∗N.
4.3. Mathematization of fuzzy concepts – Charlie the monkey. The following ex-
ample is a more complicated version of the previous one. Consider the line of direct male
ancestors of Charles Darwin going 350 000 generations back to an ancestor called Charlie
the monkey (see Figure 5), who, in fact, is a monkey. We would agree without hesitation
that a father of a human is always a human, while a son of a monkey must certainly be
a monkey. But the sequence of descendants from Charlie the monkey to Charles Darwin
starts with monkeys and ends with humans. This paradox can be explained by representing
the fuzzy concepts of “monkey” and “human” in the nonstandard extension ∗N of N.
For that purpose it is enough to represent the number of generations between Charlie
the monkey and Charles Darwin as a nonstandard number n ∈ ∗N−N. Then Charlie is the
0-th generation, and Charles Darwin the n-th one. Being a monkey can then be represented
as having a generation number in N, while being a human as having a generation number
in n − N = {n − m;m ∈ N}. Thus monkeys and humans are two fuzzy concepts at the
opposite ends of the ancestral line, leaving a large area of non-humans, non-monkeys in
between. As before, we can easily see that there is no last monkey, nor the first human in
the line, and that, indeed, the father of a human is a human and the son of a monkey is a
monkey.
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If we were able to somehow get a picture of each individual in the Charlie-Charles
sequence, we wouldn’t be able to comprehend them all at once. The number of 350 000
generations is just too big for the human mind (that is why we could represent this number
by a nonstandard number n). If we tried to see the evolutionary changes in the gradual
transition from a monkey to a human, there would be two interesting cases:
(1) If we took two pictures of individuals only finitely many (i.e. some m ∈ N) gener-
ations away, then the accumulated evolutionary change would be just m/n of the
total change, that is an infinitely small part of the total change (as m ∈ N and
n ∈ ∗N − N). In that case we wouldn’t see a difference between the individuals –
the change would be just too small.
(2) If, on the other hand, we took pictures of individuals from distant parts of the
ancestral line (m generations away, where m is approximately equal to n/k for
some k ∈ N), then the accumulated change m/n would be approximately 1/k of
the total change, which for small k is quite noticeable. In that case we would be
able to identify the two individuals as specimens belonging to two different species
of ancestors of modern humans.
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