





CONTROL OF CONSTRAINED MOVING-BOUNDARY PROCESS WITH APPLICATION 




















Submitted in partial fulfillment of the requirements 
for the degree of Doctor of Philosophy in Mechanical Engineering 
with a concentration in Computational Science and Engineering 
in the Graduate College of the 










 Professor Joseph Bentsman, Chair 
 Professor Brian G. Thomas  
 Professor Prashant Mehta  
 Professor Eduard-Wilhelm Kirr  






 Continuous casting is an important engineering process producing nearly all steel currently 
used worldwide. Regulation of the steel temperature through the water spraying during casting 
critically affects the final product quality as well as operational safety. Most of the cooling spray 
control techniques currently used in the steel industry are effectively open-loop due to the lack of 
reliable measurements to enable feedback. Namely, the high temperatures, the variable surface 
emissivity, the scale formation, and the steam from water spray make accurate measurements of 
the steel surface temperature impossible with current technology. Another difficulty is the 
inadequacy of the existing feedback control techniques for coping with the nonlinear moving 
boundary problem dynamics. The present work provides several key building blocks towards a 
comprehensive solution of the continuous steel casting feedback control problem.  
In the first part of this dissertation, a mathematical model of the process and a state-of-the-art 
industrial control system are introduced. The steel casting process can be described as a single-
phase Stefan problem under some simplifying but practically justified assumptions on the 
unknowns. The temperature and the shell growth are controlled by the steel surface heat flux 
generated by the cooling sprays. In the industrial control system, a real-time computational model 
of the caster is used as a software sensor to estimate the temperature and the shell thickness of the 
strand. The model is calibrated through the steady-state measurements of the thin-slab caster from 
reliable pyrometer measurements outside the spray zone as well as the metallurgical length 
detection trials and verified by comparing model predictions with the transient measurements of 
the roll forces.  
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In the second part, the control problem is studied for the simpler, but still fundamentally 
nonlinear PDE model of the caster. A boundary-sensing-based observer that under an additional 
physically valid assumption provides a stable reconstruction of the full system state is proposed. 
By combining a full state enthalpy-based controller with an observer, an output feedback control 
law is presented, and the stability of the closed-loop output feedback system is proven. This 
estimation framework is then extended in the current work to a more realistic sensing setting. 
Online calibration using a single discrete-in-time temperature measurement is introduced to 
remove the estimation error arising due to the mismatch of a single unknown parameter in the 
model. One-phase Stefan problem with hysteresis induced by the interaction of the cooling water 
sprays with the hot surface under Neumann boundary actuation is then considered. A hysteresis-
compensating full state feedback control law and an output feedback control law are developed for 
this problem by introducing the hysteresis inverse. An optimal control approach for minimizing 
the metallurgical length deviation during casting speed increase under constraints on the secondary 
cooling flow rates for the continuous steel casting process is proposed. A cost function reflecting 
the tracking error of a reference shell thickness is chosen, and the control objective is formulated 
as the minimization of this cost function under the spray rate constraints.  
In the third part, the verified transient 2-D thermal solidification model of the process, 
ConOffline, is used to assess the effect of the transient thermal behavior on the product quality in 
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CHAPTER 1.  
INTRODUCTION 
1.1 Continuous Steel Casting Process 
Although steel continuous casting was introduced over 60 years ago, it is still the most 
common method of casting steel today. In 2016, 96.2% of the steel produced worldwide was made 
by continuous casting [1]. A schematic of the steel continuous casting process is shown in Figure 
1. During this process, the molten steel flows from a ladle, through a tundish, into the mold, where 
the molten steel is maintained at a constant height through a mold level controller. In the mold, the 
molten steel circulates in the liquid pool and freezes against the water-cooled copper mold walls 
to form a solid shell. The solidifying shell and the liquid steel inside it continuously move out of 
the mold at a rate called the ‘casting speed’ that matches the rate of the incoming molten steel 
flow.  
 After the mold exit, the solidifying shell, which acts as a container to support the remaining 
liquid, enters the spray cooling region. In this region, the steel strand is supported by a series of 
rolls, which hold the strand under the ferrostatic pressure, with the latter causing the shell bulging 
between the rolls. Water and air mist sprays cool the surface of the strand between rolls to maintain 
its surface temperature until the molten core solidifies. The distance from the meniscus to the point 
of full steel solidification is called the metallurgical length (ML), as illustrated in Figure 1. After 
the center is completely solid (at the ML), the steel strand can be cut into slabs for future processing 
and shipment.  
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The continuous steel casting process has two cooling stages: mold (or primary) cooling and 
water (or secondary) cooling. Heat transfer at the metal/mold interface in the mold is referred to 
as the primary cooling, and the heat transfer that happens in the spray cooling region is called the 
secondary cooling [2]. Heat is removed through the slag-formed gap between the solidifying steel 
shell and the mold wall while in the mold, and by natural convection, radiation, spray nozzle 
cooling (based on water flux), and conduction through contact with the containment rolls while in 
the secondary cooling region. All of the above are discussed in detail in[3], [4], but the heat transfer 
in the secondary cooling region deserves special mention since it highly influences the product 




Figure 1. Schematic diagram of continuous steel caster and simulation domain of process model. 
 
The control of the secondary cooling water sprays has a significant effect on steel quality and 
operational safety. In most continuous steel casters, the mold is vertical at the top, and the caster 
is shaped to bend the material to horizontal profile so that it may be moved directly out of the 
machine to be shipped, stored, or further processed elsewhere in the mill. The supporting rolls in 
the secondary cooling region push on the steel strand surface to act against the ferrostatic pressure 
of the liquid steel. If the steel is under-cooled and not fully solid exiting the containment provided 
by the supporting rolls, the pressure becomes large enough to bulge the steel shell outward, 
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distorting the shape of the steel and causing both the quality and the safety problems. At the same 
time, over-cooling the steel can cause other defects. The ductility of steel varies with temperature, 
and transverse cracks may be created at the bending and unbending area of the caster, where tensile 
stresses are greatest due to the shaping of the strand, if the temperature of the strand surface is 
within low ductility region. The following section discusses these and many other motivations in 
detail.  
Many steel quality and productivity goals can be met by regulating the strand temperature 
using the secondary-cooling water sprays. This would appear to be a classical application for 
feedback control. Yet, most steel mills currently use only open-loop methods for controlling the 
cooling water sprays[4]. This is because casting presents several key challenges: first, the process 
is inherently distributed and non-linear. That is, the entire distributed temperature profile must be 
controlled to meet quality and safety requirements; second, while the classical heat equation is 
perhaps the most well-studied partial differential equation (PDE) in the burgeoning field of 
distributed parameter control systems, the material in a caster is solidifying. This makes the system 
non-linear, and not a small perturbation of the linear heat equation. Therefore, existing methods 
for controlling linear parabolic PDEs do not apply. As the continuous casting process is the most 
widely used method for steel making, small improvements in the spray cooling method that 
improves the steel quality can lead to a big impact worldwide.  
1.2 Motivating Example 
Starting a continuous casting machine involves placing a dummy bar (a curved metal beam) 
up through the spray chamber to close off the base of the mold. Molten steel is poured into the 
mold and once the solidified shell is thick enough, it is withdrawn with the dummy bar; this is 
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called a ‘startup’. When it is time to shut down the caster, steel flow into the mold is stopped, and 
the remaining liquid-filled steel shell will continue to solidify and be withdrawn from the caster 
by the drive rolls. This process is called a ‘tailout’. The steel produced during startups and tailouts 
is usually discarded and later re-melted due to quality issues. After startup, whenever a ladle is 
almost empty, a new ladle of molten steel will replace the previous ladle, and the tundish would 
act as a steel reservoir between the ladle and the mold to distribute the molten steel into the mold. 
Depending on the customers’ needs, steel with different width and chemistry is ordered. These 
steel orders are joined together as a schedule, which typically includes sequences of different ladles 
to maximize productivity and minimize loss due to quality problems. One of the worst catastrophic 
process failures that can occur during the continuous casting process is the breakout of liquid steel. 
Breakout occurs when solidifying strand steel shell ruptures or tears beneath the mold. To avoid 
the occurrence of the breakout, it is critical to detect improper solidification of the steel shell, 
which can be achieved through the breakout detection system. 
In the continuous steel casting process, most defects form during a transient or change in the 
normally steady process. Casting speed may change during a number of casting procedures like 
startups, tailouts, ladle changes, schedule changes, breakout detection system alarms, upstream 
delays in steel melting and making, and delays downstream during rolling. To prevent defects, as 
the first step, it is crucial to understand how these events affect the dynamic thermal behavior of 
the solidifying steel, including the metallurgical length and the strand surface temperature.  
For many operations in the continuous casting process, the surface temperature profile is very 
important, because it controls surface crack formation. These operations prefer to maintain surface 
temperature during casting speed changes and transitions. In other operations, the metallurgical 
length has a considerable influence on the operation layout. Such influence extends to the choices 
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of unbending location to prevent cracks, support zone geometry to prevent whales, and, especially, 
the soft reduction equipment placement for preventing the centerline segregation. Thus, for these 
operations, it is very helpful to minimize fluctuations in metallurgical length during transitions and 
other transients.  
1.2.1 Straightening/Bending cracks 
As shown in Figure 1, the mold and the top of the secondary cooling zone are vertical, and 
the caster is shaped to bend the solidifying steel to the horizontal direction upon exiting the 
machine. During bending, the upper surface has compressive strains and the lower surface has 
tensile strains, and the strains are reversed during straightening. Bending and straightening 
introduce relatively large axial strains and tensile stresses in the solid shell, which can create 
transverse cracks if the steel is too brittle. For this reason, the steel should not be fully solid in 
either the bending or straightening regions of the machine, so that it be easier to deform.  
In addition, it is known that the ductility of steel varies with temperature. There are three 
distinct temperature ranges where steel has low strength and/or ductility and therefore is 
susceptible to cracking: the high temperature zone from around 1340𝑜𝐶  to solidus, the 
intermediate temperature zone from 800∘𝐶 to 1200∘𝐶, and the low temperature zone from 700∘𝐶 
to 900∘𝐶 [5]. Bending or straightening cracks can form if straightening or bending operations are 
carried out for a section with a liquid center or when the center is solid, but above 1340∘𝐶 [5].  
The ductility of steel is strongly temperature-dependent, with the actual temperature of 
minimum ductility depending on grade. Therefore, a common practice for preventing these 
transverse surface cracks is to ensure that the surface temperature in the bender or straightener, 
where tensile stresses are greatest, is either below or above the low-ductility region.  
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1.2.2 Whale formation 
Once the solidifying steel slab, referred to as the strand, exits the mold, it enters the secondary 
cooling region where a series of rolls provide the strand support. The rolls serve two primary 
purposes: they allow the strand to move through the caster without sticking, and they hold the 
strand shape by preventing the strand from excessively bulging under the ferrostatic pressure.  
The distance from the meniscus to the last supporting rolls is called the machine length. The 
metallurgical length, i.e. the distance from the meniscus to the location where the steel is 
completely solid, should be shorter than the machine length. Otherwise, a defect known as ‘whale’ 
might form. It is evident that if the metallurgical length extends beyond the machine length, the 
final portion of the partially solidified strand will no longer be supported by the rolls at the strand 
broad faces. The ferrostatic pressure transmitted from the meniscus via the liquid pool acting 
internally on the steel shell will then cause this unconstrained portion of the strand to bulge out 
excessively, as illustrated in Figure 2.  
   
Figure 2. Illustration of the formation of a whale. 
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When a whale happens, the bulged steel cannot fit through the cut-off device located at the 
end of the caster. The casting process must then be stopped until the steel is completely solid, and 
the whale subsequently cut up and removed before casting can resume. In the worst cases, liquid 
steel could rupture the shell and spout through the crack, potentially causing severe damages or 
serious injuries [4]. To help prevent this from happening, the casting speed and the water sprays 
in the secondary cooling region must be controlled to cool the steel sufficiently to make sure that 
the metallurgical length is shorter than the machine length.  
1.2.3 Segregation 
The centerline segregation is a defect that is related to a non-uniformity of chemical 
composition during solidification. It appears as a line of impurities near the centerline of the slab, 
in which region cracks could appear and will be very harmful when the slab is rolled into thin 
plates [6]. The most common ways of evaluating centerline segregation in the industry are sulfur 
printing and macro etching [7]. Sulfur printing reveals the size and the distribution of the mainly 
manganese sulfur inclusions in the steel. This method is insensitive when applied to the low sulfur 
steels (less than about 0.006 wt%) [8]. An example of a sulfur print is shown in Figure 3. Macro 
etching is a method of revealing the centerline segregation by the chemical etching using a range 
of possible etchants [7]. The image from macro etching is similar to that of sulfur printing  
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Figure 3. An example of Sulfur print of a longitudinal section showing centerline segregation  [9]. 
 
During the solidification process, the steel will shrink while transitioning from liquid phase to 
solid phase. Therefore, the centerline is susceptible to segregation and other defects if the roll gap 
profile does not match the desired shrinkage. One method to reduce the centerline segregation is 
to apply soft reduction in the casting machine at the segments prior to the final point of 
solidification. The purpose is to compensate for the solidification and the thermal shrinkage by 
softly compressing the strand in the final solidification area and in that way to prevent the solute-
enriched melt from flowing toward the center and thus to reduce the centerline segregation and 
porosity [10]. The choice of the location of the soft reduction region depends greatly on the shell 
thickness profile and the metallurgical length. If the steel is completely solid when the slab enters 
the soft reduction region, then the rolls experience large forces from the solid steel, which could 
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damage both the slab and the rolls. Therefore, it is essential to make sure the metallurgical length 
stays within the soft reduction region during the casting conditions changes.  
1.2.4 Hysteresis due to boiling 
In the secondary cooling region, the heat extraction by the cooling water is governed by the 
water boiling phenomena, which greatly depend on the temperature. The cooling water droplets 
impinge onto the hot steel surface and vaporize immediately to form a stable steam layer, which 
will prevent the water droplets from coming in contact with the steel strand surface and decrease 
the heat removal. An experiment was done to determine the boiling curve from 200 
o
C to 1200 
 o
C 
and then back to 200 
o
C for a Pt-specimen under air-mist spray nozzles [11]. The curves (Figure 
10 in [11]) reveal the existence of hysteresis due to boiling in the water cooling process, as time is 
needed for the steam layer conditions to change. To the best of our knowledge, the control of the 
solidification process with the hysteresis effect of the heat extraction has never been considered in 
any other control literature.  
1.3 Previous Results in Control Literature 
The continuous steel casting process can be described in a simplified form by a 1D single-
phase Stefan problem partial differential equation (PDE) [12], [13] or a more detailed enthalpy 
formulation [3]. A set of simplified 1D models could be assembled into a 2D cross-section transient 
model of the 3D slab solidification process through spatial step interpolation [4]. A 2D model 
could then be used to estimate the distributed temperature profile within the strand in real-time 
employing only the boundary measurements.  
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In the control literature of the Stefan problem, there have been many techniques suggested. 
The approach used in [14] is to solve the inverse Stefan problem, i.e. impose a desired trajectory 
of the boundary and determine a temperature profile computationally. This would satisfy the whale 
constraints but could still result in temperature-related cracks. The papers [13], [15], attempt to 
deal with the distributed 1-D control problem using Lyapunov stability analysis on the underlying 
nonlinear Stefan PDE. The follow-up paper [16] gave some extensions to improve the fidelity of 
the control-oriented model with respect to the actual continuous casters. These papers are the first, 
to our knowledge, results giving control of both the temperature (distributed throughout the 
material) and the solidification front at the same time.  
In [17], the authors proposed a full-state geometric control law that ensures the exponential 
convergence of the temperature, however, the proposed control law requires the knowledge of the 
derivative of the free boundary which is impossible to measure in many solidification process, and 
did not prove the convergence of free boundary. Also the problem formulation in  [17] takes a 
fixed free boundary setpoint as the reference, resulting in the temperature converges to the melting 
temperature, while in real casting process, often the time-varying free boundary and the distributed 
temperature reference are needed to ensure the product quality and the operational safety. The 
proof provided will not hold for that problem considered in this work. In [18], the authors proposed 
a full-state feedback control law, an observer design, and the associated output feedback control 
law of both Neumann and Dirichlet boundary actuation via the backstepping method for a one-
phase Stefan problem. The proposed control laws ensure the convergence of the moving boundary 
and the temperature to a reference setpoint, which is not enough for solidification process like 
continuous casting of steel which requires the convergence of the temperature distribution and the 
moving boundary profile to a reference profile instead of a single point, like the problem 
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considered in [13]. The Neumann boundary actuation proposed in [18] is essentially the enthalpy-
based control law proposed in [13]. The observer designed in [18] requires the measurements of 
the moving boundary location and its derivative, which are not applicable for the continuous 
casting process considered in the current work, where typically only surface temperature 
measurement is available. In [19], a similar observer and output control law are proposed for the 
sea-ice melting problem. The proposed observer also requires the measurements of the moving 
boundary. These papers follow a familiar idea in control systems: the system internal energy 
provides guidance to formulating a Lyapunov functional for controller design. For distributed 
parameter systems, common Lyapunov functionals are the 𝐿2 norm of the temperature, and the 
Sobolev norms that include the 𝐿2  norms of the temperature and one or more of its spatial 
derivatives. These norms generate Hilbert spaces, which allow for many useful results from 
functional analysis to be used in proving boundedness and well-posedness.  
The optimal control of the Stefan problem has been considered in several publications. In [20], 
the authors first proposed the optimal control law for a one-phase Stefan problem to maximize the 
interface movement at a certain time through boundary input, and then proved the control law 
uniqueness. The problem considered in the present work is more complicated, and optimal control 
cannot be proposed beforehand. Hinze and Ziegenbalg [21] represent the interface in a two-phase 
Stefan problem as the graph of a function over a rectangular domain. They use the temperature at 
the boundary of the container as the control variable and aim to track the desired interface motion. 
However, Dirichlet boundary control is not implementable in continuous steel casting, since 
cooling is accomplished through boundary heat flux extraction corresponding to Neumann 
boundary condition.  
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Hysteresis effect, which can be characterized as a special type of memory-based relation 
between an input signal 𝑣(𝑡) and an output signal 𝑤(𝑡), arise in different areas of science, such as 
physics, engineering, economics, and biology. There is an extensive body of research concerning 
the modeling of hysteresis. The common models consist of Duhem model, Bouc-Wen model, 
Prandtl-Ishlinskii model, and Preisach model [22]–[24]. A generic approach to control hysteresis 
systems is to combine inverse compensation with feedback [25]–[27]. While many control 
schemes have been proposed for nonlinear ordinary differential equation (ODE) system models 
with hysteresis [20], [28], [29], the control of PDE systems with hysteresis is studied in relatively 
few publications. Friedman and Hoffmann [30] considered optimal control of the free boundary of 
a two-phase Stefan problem with hysteresis-type boundary conditions. Periodic control of the two-
phase Stefan problem with Dirichlet boundary control with hysteresis was considered in [31].  
1.4 Contribution and Organization 
In Chapter 2, two process models are described: a mathematical model of the process and a 
model associated with a state-of-the-art industrial control system. The process can be described as 
a single-phase Stefan problem under some simplifying but practically justified assumptions on the 
unknowns. In this fundamentally nonlinear PDE, solidification is defined by a moving boundary 
separating the material into the liquid and the solid spatial sub-domains. The temperature evolves 
according to the usual linear parabolic diffusion equations inside each sub-domain. The boundary 
itself moves over time according to an energy balance equation involving the discontinuous 
temperature gradients at the boundary called the Stefan condition. In Chapter 3, the industrial 
control system, a real-time computational model of the caster is used as a software sensor to 
estimate the temperature and the shell thickness of the strand, since the measurements from the 
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physical sensors are impractical due to the complex nature of the casting process. Using the model 
for feedback, several control methods are developed or modified to give a satisfactory performance 
under different operational objectives. The model is calibrated through the steady-state 
measurements of the thin-slab caster from reliable pyrometer measurements outside the spray zone 
and metallurgical length detection trials, and verified by comparing the model predictions with the 
transient measurements of the roll forces in another caster.  
In Chapter 4-6, the control of the process is studied. In Chapter 4, a boundary-sensing-based 
observer is proposed that under an additional physically valid assumption provides a stable 
reconstruction of the full system state. Finally, by combining a full state enthalpy-based controller 
with an observer, an output feedback control law is presented, and the stability of the closed-loop 
output feedback system is proven. These estimation frameworks are then extended in the current 
work to a more realistic sensing setting. An online calibration using a single discrete-in-time 
temperature measurement is introduced to remove the estimation error arising due to a mismatch 
of a single unknown parameter in the model. In Chapter 5, the one-phase Stefan problem with a 
water cooling hysteresis under the Neumann boundary actuation is considered. The full state 
feedback control law for this problem was designed in an earlier work and proved to provide 
asymptotic convergence of both the temperature distribution and the solidification front. However, 
for the casting process, only the boundary sensing is available. To address the latter problem, an 
hysteresis compensated observer is proposed. The stability of the observer is proved with the 
Lyapunov method. Finally, an output feedback control law is proposed and proved to ensure an 
asymptotic convergence of the temperature and the solidification front errors to zero. In Chapter 
6, an optimal control approach for minimizing the metallurgical length deviation during the casting 
speed increase under constraints on the secondary cooling flow rates for the continuous steel 
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casting process is proposed. A cost function reflecting the error in the tracking of a reference shell 
thickness is chosen, and the control objective is formulated as the minimization of this cost 
function under the spray rate constraints.  
In Chapter 7, the validated industrial model is used to perform computational experiments on 
the generation mechanism of the centerline bridging. The latter occurs near the final solidification 
at the metallurgical length of a caster, when the two solidification fronts touch, entrapping a pocket 
of liquid downstream. Shrinkage of this entrapped liquid leads to porosity and the centerline 
segregation problems. In Chapter 8, the ConOffline model is combined with a stopper-position-
based flow model (PFSR), developed at the Colorado School of Mines [32] to investigate the mold 
level fluctuations in a thin-slab caster under the real casting conditions. The model is verified by 
comparing the simulation results with the transient measurements in a commercial thin-slab caster. 




CHAPTER 2.  
MATHEMATICAL FORMULATION 
Several mathematical descriptions of the temperature and solidification in a continuous caster 
are discussed below in this chapter. The temperature evolution of the strand in this domain is three 
dimensional. Computations of the temperature evolution of the strand must at least take into 
account heat diffusion, advection at the casting speed, and the phase.  
Due to the large aspect ratio of the extruding cross-section of the strand, the heat transfer in 
the width direction only matters at the corner of the slab so that this coordinate axis may be ignored. 
For casters where this is the case, the temperature distribution may be approximated as a two-
dimensional function of the distance through the slab’s thickness and the casting direction. 
Moreover, the scaling argument given in Section 2.1.2 shows that advection in the casting direction 
dominates over heat diffusion in that direction. This allows for casting direction conduction to be 
ignored. The problem may be reposed as solving for the temperature distribution in a series of one-
dimensional cross-sections through the thickness of the caster, which themselves move at the 
casting speed. The problem is further simplified by assuming that the temperature distribution in 
a given one-dimensional slice is symmetric about the center of the strand so that only the region 
between the center of the strand and the surface needs to be considered.  
Process modeling and simplification, including the coordinate system transformation, is 





2.1 Heat Transfer in the Solidifying Steel 
Figure 4(a) shows a 3-D schematic of a continuous caster. 𝑧 is the axial coordinate in the 
casting direction, 𝑥 is a span-wise coordinate through the thickness of the slab (the smaller of the 
two cross-sectional dimensions), and 𝑦 is a span-wise coordinate through the width of the slab. 
The origin is at the center of the strand and the meniscus of the caster. The strand continuously 
moves down the caster at the casting speed while jets of water from spray nozzles imping upon 
the wide face of the slab.  
   
Figure 4. (a) Schematic diagram of the coordinate system and calculation domain and (b) centerline cross-section 
view of the steel strand. 
 
The conservation of energy for heat diffusion can be written as: 
 ( ) ,
h







where ( )h T  is the thermodynamic internal energy of the material called enthalpy, ( ), , ,T x y z t  is 
the temperature at a given point ( ), ,x y z  in the cast material and ( ), ,x y zv v v v=  is the velocity of 
the material at that point. In a single-phase material, the enthalpy is approximately proportional to 
the temperature. However, for a solidifying pure material, there is a step change in enthalpy at the 
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melting temperature, fT , equal to the latent heat of solidification, fL . Altogether, this means the 
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where the density 𝜌 , the thermal conductivity 𝑘 , and the specific heat 𝑐𝑝  are (temperature-
dependent) properties of the cast material.  
   
Figure 5. Enthalpy function with regard to temperature. 
2.1.1 Effective specific heat 
During the continuous casting of steel, other alloying elements besides iron are intentionally 
added during the process to modify the characteristics of steel. Therefore, as an alloy, steel does 
not have a single melting temperature. Instead, the steel solidifies in a range of temperatures, in 
which the steel is partially solid and partially liquid. One way to handle this is to mollify (2.2) 
slightly to give a similar function ℎ∗(𝑇) that is differentiable. Define the effective specific heat, 
𝑐𝑝












= +  (2.3) 
   
Then (2.1) becomes 
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2.1.2 Model simplification: scaling analysis 
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 (2.5) 
In most casters, the steel only moves along the casting direction at the casting speed cv , i.e. 
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 (2.6) 
In order to perform the scaling calculation, first, a group of dimensionless variables needs to 
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 (2.7) 
where 𝑇𝑠𝑢𝑟𝑓  is the strand surface temperature, 𝑇∞  is the ambient temperature, 𝐿𝑥, 𝐿𝑦, 𝐿𝑧  is the 
characteristic length in 𝑥−, 𝑦−, 𝑧 −directions, respectively. and 𝐿𝑡 is the characteristic time.  
Substituting (2.7) into (2.6) and simplifying the latter yields:  
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    
+ = + +
    
 (2.8) 
As an example, consider the ArcelorMittal 260 𝑚𝑚 thick slab caster at the Burns Harbor CC1 
caster [33] characterized as follows: 𝐿𝑧 , the length of the whole caster, is 30 𝑚; 𝐿𝑥 , the half 
thickness, is 0.13 𝑚; 𝐿𝑦, the slab width, is 1.5 𝑚; the casting speed, 𝑣𝑐, is 1 m/min; density,  𝜌, is 
7400 kg/m3; thermal conductivity, 𝑘, is 30 W/mk; and effective specific heat,  𝑐𝑝
∗ , is 670 J/kgK, The 
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, which means that the heat conduction along 𝑦 − and 𝑧 − axis is negligible, compared 
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 (2.10) 







 means that the heat conduction in the casting direction has 











2.1.3 Lagrangian (or material) coordinate system 
The heat transfer governing equation (2.10) derived in Section 2.1.2 is in Eulerian (or field) 
reference frame, i.e. the temperature evolution 𝑇(𝑥, 𝑧, 𝑡) of the steel is recorded at every point 
( ),x z  in space as time varies.  
Consider now a slice of steel through the slab thickness and track the temperature evolution , 
denoted as 𝑇𝑃(𝑥, 𝑡), within this slice of steel as it moves down the caster at the casting speed, as 
shown in Figure 7. As the steel slice advances, its temperature may change in time. Then the 
detailed temperature history of the entire caster, ( , , )T x z t 𝑇(𝑥, 𝑧, 𝑡), can be described by tracking 
the temperature history of each steel slice. This representation is called the Lagrangian (or 
material) coordinate system.  
22 
 
   
Figure 7. Example snapshot of Lagrangian description of continuous steel casting. 
 
Consider a slice 𝑃 that starts at the meniscus 𝑧 = 0 at 𝑡0. Then, given the speed history 𝑣𝑐(𝑡), 
the position of the slice 𝑃 at all latter times, 𝑡 > 𝑡0 is,  
 
0
( ) ( ) ,
t
P ct
z t v d =   (2.11) 
and the temperature distribution of the slice 𝑃 at time 𝑡, ( ),PT x t 𝑇𝑃(𝑥, 𝑡) will be the temperature 
distribution ( ), ( ),PT x z t t 𝑇(𝑥, 𝑧𝑃(𝑡), 𝑡)  in the Eulerian coordinate system. By recording the 
detailed history of each moving slice, the entire temperature evolution along the caster can be 
generated.   
2.1.3.1  Transforming time derivative 
The temperature of a moving slice is identical to that observed in an Eulerian frame at that 
same time and the slice position. This suggests that we should be able to write the time rate of 
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change following a slice in terms of Eulerian variables. Given casting speed, 𝑣𝑐(𝑡), and current 
location, 𝑧𝑃(𝑡), the time rate of change of ( ),PT x t 𝑇𝑃(𝑥, 𝑡) as experienced by the moving slice 𝑃 
is  
 
( ) ( ) ( )
0









=  (2.12) 
Applying the chain rule, yields,  
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Substitute (2.13) into (2.12) yields,  
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Therefore, by taking the material (Lagrangian) reference frame for a simulation domain: a 
slice through the slab thickness (x-direction), which moves with the steel in the z-direction at the 
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2.2 Boundary Conditions 
The boundary conditions are quite complex. The top surface temperature, defined at the 
meniscus (𝑧 = 0), is to fix the steel at the pouring temperature. The effects of turbulent fluid flow 
in the liquid pool are neglected in this study. At the steel surface (𝑥 = 0), the heat is removed by 
the heat flux across the interfacial gap while in the mold, and by natural convection, radiation, 
convection to the spray water hitting the surface, and conduction contact with the containment 
rolls while in the secondary cooling region. All are discussed in detail in [3]. In this section, the 
mathematical representations of the boundary and the initial conditions of the Eulerian and the 
Lagrangian coordinates are discussed briefly.  
2.2.1 Eulerian coordinates 
The Eulerian coordinates fixate on a particular location in the caster and track the properties 
of the steel passing through that location. Mathematically, 𝑇(𝑥, 𝑧, 𝑡) is calculated for each location 
(𝑥, 𝑧).  
The temperature superheat (the temperature increment above the melting temperature) 
entering the mold from the tundish is typically monitored on-line at the steel plant. Therefore, the 
first initial condition is,  
 ( ,0, ) ( , ).pourT x t T x t=   (2.17) 
The second initial condition is regarding the initial temperature distribution along the caster 
at the initial time, i.e.,  
 0( , ,0) ( , ).T x z T x z=  (2.18) 
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Denote the boundary heat flux at location z at time t as 𝑢(𝑧, 𝑡). Then the boundary condition 
in the Eulerian frame can be expressed as  
 
0
( , , )
( , ).
x







For simplicity, the work in this paper will also assume the temperature is symmetric across 
the center of the strand, i.e. there is no heat transfer at the center of the slab thickness. This will 
simplify the notation and allow for generalization of the results.  
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2.2.2 Lagrangian coordinates 
For the Lagrangian coordinates, on the other hand, we follow a moving slice through the 
thickness (material point) as it moves through the caster starting at the meniscus at time 𝑡 = 0. 
Then the initial condition would be  
 ( ,0) ( ).pourT x T x=  (2.21) 
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2.3 Stefan Formulation 
In slab casters, i.e., when the aspect ratio of the 2-D cross-sectional slice is substantial, heat 
transfer is dominant in the smaller span-wise dimension. Rather than model the entire 3-D domain, 
reasonable accuracy is achievable by modeling a 2-D centerline cross-section of the caster, as 
shown in Figure 1. Furthermore, inside the strand of a caster, heat is transferred by two phenomena: 
advection and diffusion. The former is heat transported by the actual movement of metal through 
the caster. The scaling analysis in the Subsection 2.1.2 shows that th advection heat transfer is 
much faster than the diffusion heat transfer, to the point where the latter is negligible in the casting 
direction.  
The 3-D to 2-D dimension reduction is a reduction in space (from (𝑥, 𝑦, 𝑧)  to ( , )x z ). 
However, the 2-D to 1-D dimension reduction changes the frame of reference, and, as a result, 
changes the nature of the measurement. The 1-D slice model is in the Lagrangian (or material) 
reference frame, i.e., the slice moves with the steel at casting speed, while the 2-D centerline cross-
section model is in the Eulerian coordinates. In the 2-D reference frame, a pyrometer is a point 






 , since it is taken only when the slice passes beneath the location *z , where the pyrometer 
is installed. The change of reference frame also changes the nature of the control input, as discussed 
in Section 2.2.  
Mathematical models of the 1-D slice will be used for this work and will be introduced in this 
section. For simplicity, the work in this dissertation (unless otherwise noted) will also assume the 
temperature is symmetric across the center of the strand. This will simplify the notation, and the 
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results can mostly be generalized straightforwardly. For clarity, the corresponding 2-D model will 
also be introduced in this section.  
2.3.1 Stefan problem 
2.3.1.1 Lagrangian coordinates 
The Stefan problem [34] models a solidifying material, in this case, the moving 1D slice of 
the steel, by dividing it into two separate sub-domains, solid and liquid, as shown in Figure 8. 
Within each sub-domain, temperature evolves according to the usual linear parabolic heat diffusion 
equation. The boundary between the two domains moves according to the conservation of energy.  
   
Figure 8. Example snapshot of the Lagrangian description of continuous steel casting. 
 
Denote 𝑥 to be the spatial variable, 𝑡 - the time variable, 𝑇(𝑥, 𝑡) - the temperature, and 𝑠(𝑡) - 
the location of the liquid-solid interface. In the equations to follow, subscripts of 𝑥 and 𝑡 indicate 
partial derivatives. Then, the Stefan problem is given by  
 ( ) ( ) ( )( ) ( )( ), , , 0, , ,t xxT x t aT x t x s t s t L=    (2.24) 
 ( )( ) ( ) ( ) ( ), , 0, , , 0,f x xT s t t T T t u t T L t= = =  (2.25) 
 ( ) ( ) ( )0 0,0 , 0T x T x s s= =  (2.26) 
 ( ) ( )( ) ( )( )( ), , ,x xs t b T s t t T s t t− += −  (2.27) 
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where 𝑇𝑓  is the melting temperature, 𝑎 =
𝑘
𝜌𝑐𝑝
 is the thermal diffusivity, 𝑏 =
𝑘
𝜌𝐿𝑓
 , and 𝐿𝑓  is the 
latent heat. All of these physical quantities are strictly positive. The control input 𝑢 is applied at 
the strand surface as the Neumann boundary condition.  
The following assumptions are made to simplify the problem:  
(A1) The initial conditions satisfy: 0 < 𝑠0 < 𝐿, 0 ( )T x  is continuous and non-decreasing for 




( ), [0, ),
( ,0) .
, [ , ].f
T x x s
T x





That is, the material is initially below the melting temperature in the solid and equal to the 
melting temperature in the liquid. The first condition is physically necessary. The second condition 
is simplistic, but not overly so. The temperature superheat (temperature above the melting 
temperature) in the liquid in a caster is around 25 to 50 oC, while the temperature at the strand 
surface is hundreds of degrees below the melting temperature. Therefore, neglecting the 
temperature gradients in the liquid is a common simplification in modeling continuous casters. 
Since it limits the temperature transients to the solid area, this simplification is sometimes called 
the single-phase Stefan Problem. With this simplification, 𝑠0 = 0.  
However, in the real process, sometimes a little superheat remains in the liquid when it first 
touches the mold wall, so solidification starts slightly below the top of the liquid level in the mold. 
For other situations, the meniscus can solidify slightly so that the shell thickness at the top of the 
liquid level is already slightly positive. Both cases of the initial solidification front position 𝑠0 are 
reasonable approximations usable in a simple model. In this work, we take the case 𝑠0 > 0.  
One useful consequence of (A1) is that the Stefan condition (2.27) simplifies to  
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 ( ) ( )( ), .xs t bT s t t−=  (2.29) 
(A2) 𝑢(𝑡) is bounded and piecewise continuous.  
This assumption is physically justified since in the actual caster, the feasible range of the 
cooling water flow rates is bounded due to the physical limitation of the spray cooling system, so 
the possible flux at the surface is bounded as well, and also piecewise continuous.  
Assumptions (A1) and (A2) admit application of the maximum principle [35] (Theorem 8 on 
p.389), that a parabolic PDE solution attains its maximum value on the boundaries of its spatial 
and temporal domain, yielding  
 , (0, ),  and , ( , ) .f fT T x s T T x s L t  =    (2.30) 
The existence and uniqueness of solution to the Stefan problem under (A1) and (A2) is 
discussed in [12], [36].  
2.3.1.2 Eulerian coordinates 
By using the generalized time derivative transfer equation (2.15), the 2D Eulerian model 
equivalent to the 1D Lagrangian model (2.24)-(2.27) is as follows:  
  )( , , ) ( ) ( , , ) ( , , ), (0, ( , )) ( ( , ), ), 0, ,t c z xxT x z t v t T x z t aT x z t x s z t s z t L z+ =      (2.31) 
 ( , ) ( ) ( , ) ( ( , ( , ), ) ( , ( , ), )).t c z x xs z t v t s z t b T x s z t t T x s z t t
− ++ = −  (2.32) 
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 0( ,0) ( ).s z s z=  (2.34) 
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   
=  
   
 (2.35) 
 (0, , ) ( , ),xT z t u z t=  (2.36) 
 ( , , ) 0.xT L z t =  (2.37) 
2.3.2 Existence and uniqueness of solution 
This section provides the proof of the existence and uniqueness of solution to the Stefan 
problem (2.24)-(2.27) under the assumptions (A1) and (A2).  
Lemma 2.1.  The solution 𝑇(𝑥,𝑡) of problem (2.24)-(2.27) under the assumptions (A1) and 
(A2) satisfies:  
 ( )( )0 , ,xT s t t M−   (2.38) 




Proof. Let us prove (2.38) for each fixed instant 𝑡∗. First, note that, the first inequality in 
(2.38) easily follows from the maximum principle. For each 𝑡∗, consider the function:  
 ( ) ( )( ) ( ), , .fw x t M s t x T x t T= − + −  (2.39) 
For 0 < 𝑡 ≤ 𝑡∗,  0 < 𝑥 < 𝑠(𝑡). Then,  
 ,xx tw w=  (2.40) 
 ( ) ( ), 0,x xw M T x t M u t= − + = − +   (2.41) 
 ( )( ) ( ) ( )( ), 0,w s t t M s t s t= −   (2.42) 
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 ( ) ( )( ) ( )0,0 0.fw x M s t x T x T= − + −   (2.43) 
Hence, by the maximum principle [35] (Theorem 8, p. 389), 𝑤(𝑥, 𝑡) >0 in its domain of 
definition. Since 𝑤(𝑠(𝑡∗), 𝑡∗) = 0 , it follows that 𝑤𝑥(𝑠
−(𝑡∗), 𝑡∗) ≤ 0  which implies 
𝑇𝑥(𝑠
−(𝑡∗), 𝑡∗) ≤ 𝑀 for each 𝑡∗ and completes the proof of the Lemma.   
Theorem 2.1.  (Existence) Under the assumptions (A1) and (A2) there exists a solution to the 
problem (2.24)-(2.27) which is defined for all 𝑡 >0.  

















Consider the time interval 0 ≤ 𝑡 ≤ 𝜃 and let (𝑇𝜃𝑠𝜃) be the solution of problem (2.24)-(2.27) 
with 𝑇0 replaced by 𝑇0
𝜃, and 𝑠(𝑡) replaced by 𝑠𝜃(𝑡) ≡ 𝑠0. It is shown in [36] that, problem (2.24)
-(2.27) has a unique solution 𝑇𝜃(𝑥𝑡) for a given real-value function 𝑠𝜃(𝑡) ≡ 𝑠0. In this case it is 
easy to show that 𝑇𝑥
𝜃(𝑠𝜃−(𝑡), 𝑡) ≡ 𝑇𝑥
𝜃(𝑠0
−(𝑡), 𝑡) exists and is continuous in [0, 𝜃] and by Lemma 
2.1 we have 0 ≤ 𝑇𝑥
𝜃(𝑠𝜃−(𝑡), 𝑡) ≤ 𝑀. In the second time interval 𝜃 ≤ 𝑡 ≤ 2𝜃, by retarding the 
argument in the boundary condition (2.27) we obtain:  
 ( )( )0( ) , .
t
xs t s T s d
  

    = + − −  (2.45) 
Next we obtain 𝑇𝜃(𝑥𝑡) for 𝜃 ≤ 𝑡 ≤ 2𝜃 by solving (2.24)-(2.27) with new initial condition 
𝑇𝜃(𝑥𝜃) at 𝑡 = 𝜃, and boundary 𝑠 given by 𝑠𝜃(𝑡) for 𝜃 ≤ 𝑡 ≤ 2𝜃.  
Then, (2.45) can be used to define 𝑠𝜃 for 2𝜃 ≤ 𝑡 ≤ 3𝜃. By induction, (𝑇𝜃𝑠𝜃) can be defined 
for 0 ≤ 𝑡 ≤ 𝑛𝜃.  
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Then, following the proof technique of existence of solution to the two-phase Stefan problem 
given in Theorem 1 in [37], there exists solution of (2.24)-(2.27) for 0 ≤ 𝑡 ≤ 𝑡𝛿, where 
 inf{ | 0, ( ) }, 0.t t t s t  










=  (2.47) 
The result in Theorem 2.1 follows.   
Lemma 2.2  (Theorem 2 of [37]). Let ( , ), 1,2i iT s i =  denote the solutions to the Stefan 
problem (2.24)-(2.27) for the respective boundary and initial conditions 𝑇0
𝑖, 𝑠0
𝑖 , 𝑢𝑖 , 𝑖 = 1,2. 
Suppose 𝑠0
1 ≤ 𝑞𝑠0
2, then there exists a constant C such that:  
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Proof. Please refer to [37] for a detailed proof.   
Theorem 2.2  (Uniqueness) Under assumptions (A1) and (A2) the solution to the problem 
(2.24)-(2.27) is unique.  
Proof. This is an immediate corollary of Lemma 2.2 and maximum principle [35] (Theorem 





2.3.3 Enthalpy formulation 
2.3.3.1 Lagrangian coordinates 
Another PDE that can also be used to model the 1D slice of steel, which is also the actual 
equation used in [3], [4], is a generalized form of the conservation of energy. Enthalpy, ℎ(𝑇), the 
thermodynamic internal energy of the material is defined in (2.2). Conservation of energy for heat 
diffusion can be written as:  
 ( )( )( ) ( ) ( ), , , 0, ,xx
t
h T x t kT x t x L =   (2.49) 
The boundary conditions remain the same as in (2.25), and the assumptions (A1) and (A2) 
can be similarly stated to ensure the problem is physically realistic.  
It can be shown [38] that (2.49) with (2.2) and (2.24) with (2.27) under (A1) are actually 
equivalent in a weak sense. Since (2.49) involves taking the derivative of a step function, it will 
not have a solution in the classical sense. This makes the equation more difficult to analyze 
mathematically. However, since it does not explicitly require a moving boundary at 𝑠, it may be 
numerically modeled on a fixed computational domain, with (2.2) slightly regularized as (2.3). 
2.3.3.2 Eulerian coordinates 
The PDEs in Eulerian coordinates for the enthalpy formulation will be similar to (2.1),  
 ( ( ( , , ))) ( ( ( , , ))) , (0, ),t c z xxh T x z t v h T x z t kT x L + =   (2.50) 





CHAPTER 3.  
MATHEMATICAL FORMULATION 
3.1 Heat Transfer Model: CON1D 
CON1D is a simple but comprehensive model of heat transfer and solidification of continuous 
casting of steel slabs. A brief overview of the model will be given in this section, but the reader 
may refer to [3] for more details.  
The CON1D model includes phenomena in both the mold and the secondary spray cooling 
region. The simulation domain is a transverse slice through the strand thickness. CON1D computes 
the entire temperature distribution within the solidifying slice from the meniscus to the end of the 
containment. The CON1D model takes the Lagrangian reference frame and simulates a 1-D 
transverse slice through the thickness, which moves with the steel. The governing equation within 
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 (3.1) 
where 𝑇(𝑥, 𝑡) is the temperature distribution along the strand thickness at time 𝑡. The density 𝜌, 
the thermal conductivity 𝑘, and the effective specific heat 𝑐𝑝
∗  are the properties of the cast material. 
The effective specific heat includes the latent heat, as defined in (2.3).  
The solution method CON1D uses is an explicit central finite difference method with a post-
step correction to maintain an accurate balance on the latent heat [3]. CON1D is capable of 
considering complex boundary conditions in the mold and the secondary cooling region. Heat flux 
in the mold depends on many complicated phenomena. In this thesis, CON1D takes the measured 
35 
 
average mold heat flux – typically from the measurement of the temperature change of the mold 
cooling water – and fits it to a simplified local heat flux profile down the mold that has been 
calibrated to match measurements at previous casters [3].  
The boundary conditions in the secondary cooling region must be considered in detail, since 
they profoundly influence the product quality and process safety. In CON1D, the heat transfer in 
the secondary cooling region is simplified to the following four main mechanisms: spray water 
cooling (ℎspray), radiation (ℎradspray), air convection (ℎconv) and conduction to the supporting 
rolls (ℎroll), as shown in Figure 9 [3].  
   
Figure 9. Schematic of the spray cooling region [3]. 
The heat extraction due to the spray cooling water is approximated by a function of the water 
flow rate of the following form [3]:  
 ( )1 ,cspray water sprayh A Q b T=   −   (3.2) 
where, 𝑄𝑤𝑎𝑡𝑒𝑟 is the local spray water flux (flow rate through the unit surface area) hitting the 
strand surface at time 𝑡, which is the primary method of temperature control in a continuous caster. 
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The term 𝑇spray is the temperature of the spray water, which is easily measured. The constants 𝐴 
and 𝑐 are the only fitting parameters in the paper. In general, they vary along the caster and depend 
on the design of the caster and the cooling sprays, as well as the steel grade being cast and the 
casting conditions. These parameters are unknown a priori and are determined by calibrating 
dynamic model simulations through experimental plant data and/or separate tests on a dedicated 
rig.  
Radiation is calculated by:  
 ( )( )2 2 ,rad spray steel sK ambK sK ambKh T T T T − =     (3.3) 
where 𝑇𝑎𝑚𝑏 is the ambient temperature, 𝑇𝑠 is the strand surface temperature, and 𝑇𝑠𝐾 and 𝑇𝑎𝑚𝑏𝐾 
are 𝑇𝑠 and 𝑇𝑎𝑚𝑏 expressed in Kelvin, 𝛿is the Stefan-Boltzmann constant (
8 2 45.67 10 /W m K− ), 
and 𝑠𝑡𝑒𝑒𝑙 is the emissivity of the strand surface (0.8). Because of the water cooling only, the air 
convection, ℎ𝑐𝑜𝑛𝑣, is not very important and is treated as a constant (
28.7 /W m K ).  
The heat extraction into rolls is calculated based on the fraction of the total heat extraction to 
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 (3.4) 
A typical 𝑓𝑟𝑜𝑙𝑙  value of 0.05 produces local temperature drops beneath the rolls of about 
100𝑜𝐶 [3]. Increasing 𝑓𝑟𝑜𝑙𝑙 will increase the heat extracted into the rolls and will result in more 
local temperature drop under the rolls. Beyond the spray cooling region, heat transfer simplifies to 




3.2 Software Sensor: CONSENSOR 
CONSENSOR is designed to produce the temperature profile along the entire caster (𝑧) and 
through its thickness (𝑥) in real-time, by exploiting CON1D as a subroutine. It does this by 
managing the simulation of N different CON1D slices, each starting atthe meniscus at different 
times to achieve a fixed z-direction spacing between the slices. The model (50) can be solved by 
CON1D faster than real-time, but it only gives the temperature estimation at the locations of the 
moving reference frame, which in return depends on the casting speed history. By repeating the 
calculation for multiple slices simultaneously, CONSENSOR aggregates the temperature and the 
shell thickness profiles from the moving 1-D Lagrangian models into the stationary 2-D Eulerian 
frames.  
Figure 10 shows an illustrative example with 𝑁 = 10. CONSENSOR updates the temperature 
estimate ?̂?(𝑥, 𝑧, 𝑡)  every Δ𝑡  seconds. During each time interval, CONSENSOR tracks the 
temperature and the shell thickness evolution in each slice over this interval, given the previously 
calculated and stored temperature distributions across the thickness of that slice at the start of the 
interval:  
 ( )( ) ( )ˆ , , , ,i iT x z t t T x t=  (3.5) 
where,  




z t v t=   (3.6) 
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Figure 10. Illustration of the 2D Eulerian model aggregating multiple 1D Lagrangian moving slices. 
 
The computer used to run CONSENSOR (quad-core 3.0 GHz processor) can currently handle 
up to 200 of these slices simultaneously while still running in real-time. In the 30 m long thick-
slab caster discussed below, with slices evenly spaced, this yields a spacing of 30 / 200 0.15m=
between slices, which is roughly half the roll pitch. In order to get temperature estimation ?̂?(𝑥, 𝑧, 𝑡) 
for locations between the slices, 𝑧𝑖−1 < 𝑧 < 𝑧𝑖 , CONSENSOR uses “delay interpolation”, 
substituting the most recent “exact estimate” of the temperature at that location, i.e., the 
temperature of the most recent slice to pass through that location. Mathematically, this means  
 ( )( ) ( )ˆ , , , ( ) ,i i iT x z t t T x t z=  (3.7) 
where 𝑡𝑖(𝑧) can be found by solving for the inverse of (55), i.e.,  
 ( ) 0
( )





z z t z v t= =   (3.8) 
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In practice, though, CONSENSOR stores the entire temperature history of each slice and 
searches through them to find the most recent temperature, rather than solving (3.8). Figure 11 
illustrates the “delay interpolation” procedure with only two slices and constant casting speed 𝑣c. 
In this case, we are trying to estimate the temperature at a specific time 𝑡∗ and distance from the 
meniscus 𝑧∗. Slice 1 originated at the meniscus at time 𝑡1




0). Similarly, slice 2 is at the position 𝑧2(𝑡
∗) = 𝑣𝑐(𝑡
∗ − 𝑡2
0). This means that 
we have the exact temperature estimates at these two locations. To estimate the temperature at a 
point between the two, i.e. at 𝑧1(𝑡
∗) < 𝑧∗ < 𝑧2(𝑡
∗), we look backward in time for the most recent 
exact estimate at that location. In this case, as the figure shows, it comes from when slice 1 was at 
that location. When the casting speed is constant, (3.8) can be solved directly to get  
 ( ) ( )* * 0 *1 1 cˆ , , , / .T x z t T x t t z v= = +  (3.9) 
 




The “delay interpolation method" can be thought of as a version of the “sample and hold" 
interpolation method in the conversion of discrete measurements to analog signals, which assumes 
that the values of the data between the samples are constant at the most recent measurements. In 
the case of CONOFFLINE, the slice prediction is the "measurement" and the CONOFFLINE 
output at any point in the caster updates when a slice passes and is constant otherwise.  
The approximation error introduced to location 𝑧∗ in Figure 11 is the temperature change from 
𝑡1(𝑧∗) to 𝑡∗ + Δ𝑡, which is a function of the extent of transient effects in the laboratory frame and 
slice spacing [4] . This error will be most substantial when the casting speed is low, increasing the 
residence time of the slices in the caster, or when the casting conditions change drastically in a 
small amount of time. Figure 12 shows this error under the worst-case scenario, a sudden drastic 
casting speed drop. In the figure, slices 1, 2, and 3 were the consecutively created ones. Slices 2 
and 3 are at the locations 𝑧2(𝑡) and 𝑧3(𝑡), respectively, at the time when the data is collected. 
Through the “delay interpolation method" [4] , CONOFFLINE takes the temperature and the shell 
thickness from the history of slice 3 before 𝑧3, the history of slice 2 between 𝑧2 and 𝑧3, and the 
history of slice 1 after 𝑧2. Due to the drastic speed drop, slice 3 is much colder than slice 2, which 
is much colder than slice 1. This leads to the jumps in the temperature and the shell thickness at 
the points where CONSENSOR switches from an older slice to a newer one.  
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Figure 12. Example surface temperature and shell thickness profile histories for three consecutive slices, and delay-
interpolated profiles from CONSENSOR. 
 
Remark 3.1. The approximation error decreases as the number of slices, 𝑁, increases. When 𝑁 →
∞, the model will be the same as the 2-D Eulerian PDE (30) with slightly mollified ℎ∗(𝑇) that has 
a derivative of effective specific heat, 𝑐𝑝
∗ , as in (3).  
3.3 Industrial Control System: CONONLINE/CONOFFLINE 
CONONLINE, developed by Petrus et al [4], is a real-time control system consisting of 
several programs running at the same time. The various programs communicate through ‘shared 
memory’, which is a block of memory that is accessible by any program and is updated every 
second. Figure 13 shows the schematic diagram of CONONLINE. Two major programs of 
CONONLINE are CONSENSOR and CONCONTROLLER. CONSENSOR, the “software 
sensor”, takes the caster data as input and uses the CON1D subroutine to predict the temperature 
profile and the shell thickness profile through the strand thickness for the entire caster in real time. 
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Then CONCONTROLLER reads the temperature distribution and computes the spray water flow 
rates needed for each spray zone to maintain the surface temperature. The control algorithm used 
by CONCONTROLLER is a simple PI controller with the classic anti-windup.  
   
Figure 13. Structure of the software sensor-based control diagram–CONONLINE [4]. 
 
CONOFFLINE, as shown in Figure 14, is an offline version of CONONLINE that has been 
extensively used to study different transient behaviors of continuous casting [12], [39]. For 
CONOFFLINE, instead of getting the real caster data, CONSENSOR uses the recorded or the 
specified casting conditions. Also, instead of the PI controllers (CONCONTROLLER), other 
control methods are applied as well.  
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Figure 14. Structure of CONOFFLINE. 
3.4 Model Validation 
To investigate the transient change in metallurgical length during the casting speed changes, 
CONOFFLINE was applied to the ArcelorMittal 260𝑚𝑚 thick slab caster at the Burns Harbor 
CC1 caster where measurements during transient conditions were made during trials to redesign 
the roll gap [33]. Strain gauges were installed on some of the supporting rolls to measure the 
changing forces exerted on those rolls by the strand [33] .  
3.4.1 Thermal shrinkage model 
The strand thickness, 𝐿, is estimated from the 2D thermal history solution described above by 
applying a thermal shrinkage model. As shown in Figure 15, ferrostatic pressure in the liquid tends 
to deform the strand outward at all locations where the shell has not yet fully solidified. In these 
locations down the caster, the width of the strand matches the roll gap. Elsewhere, after the strand 
is fully solid, the steel shrinks according to its temperature and natural thermal contraction. To 
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predict the average shrinkage of the strand thickness, as a post-processing step, the thermal linear 
expansion (TLE) function based on the previous measurements [40]–[42] is used. For a material 
of length 𝐿, the TLE is the relative change in thickness from the strand thickness at the reference 
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Figure 15. Illustration of the simple thermal shrinkage prediction method used in CONOFFLINE. 
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The functions [3] used to calculate the thermal properties for a low-carbon (0.05 wt-%C) steel 
are given in Figure 16, in which the reference temperature is chosen to be the liquidus temperature. 
The following fast and simple methodology to estimate strand shrinkage is implemented into 
CONOFFLINE as follows:  
1. Calculate the temperature, 𝑇(𝑥, 𝑧), and the phase fractions, 𝑓𝑠(𝑥, 𝑧), everywhere in the 
strand.  
2. Using the density models [42], the average nominal density over the cross-section, 𝜌(𝑧), 
is calculated as a function of the temperatures, the phase fractions, and the steel 
composition.  





z T x z dx
L
 =   (3.12) 
3. Assuming the material is coherent (the dendrites form a rigid solid network that cannot 
move) for a solid fraction s s,coheref f  ( s,coheref  is a user-defined variable), find the point 
of coherency. i.e., position 𝑧cohere such that 𝑓s(𝑥, 𝑧) ≥ 𝑓s,coherent for𝑧 ≥ 𝑧cohere. For 𝑧 <
𝑧cohere , the ferrostatic pressure pushes the strand out to the containment rolls. After 
𝑧cohere, normal thermal shrinkage applies. Hence, the density at 𝑧cohere is used as the 
reference density for the shrinkage calculation.  
4. Calculate the thermal linear expansion 𝑇𝐿𝐸(𝑧),  























   
Figure 16. Properties of 0.05 wt-% Carbon steel [3]. 
 
3.4.2 Casting conditions 
Most of the casting conditions for the chosen trial of the speed-drop and the speed-up, 
including the caster geometry, the roll pitch profiles, and the casting speed histories, were taken 
from the reference [33]. Properties and pour temperature for a typical low-carbon steel grade (0.05 
wt–%C assumed), are given in Table 1 and Figure 16. The assumed roll gap profile was taken from 
measurements prior to casting when the machine was cold, although the authors note that the gap 
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expanded when steel was in the caster. The boundary heat fluxes in the mold and the spray zones 
were estimated from the previous experience, as described below, and then calibrated to match the 
reported metallurgical lengths at a steady state. These steady-state boundary conditions were then 
interpolated or extrapolated, as explained below, to determine conditions for the dynamic case.  
Table 1. Steel properties in simulation 
Steel Property Value   
Liquidus temperature 1532.1 oC   
Solidus temperature 1515.3 oC   
Pour temperature 1550 oC  
Latent heat  271 kJ/kg   
 
For simplicity, the boundary heat flux is assumed to be the same on either side of the strand. 
In the mold, the average heat flux was based on an empirical correlation with the casting speed for 
a thin slab caster [43], as follows:  
  ( )
0.52
m MW/m 0.9535 m/min .cq v  = 
 (3.14) 
The exponent is chosen to be 0.5, the theoretical value for the constant surface temperature in 
the mold [44], and close to that reported in the references [43], [45], and the coefficient was chosen 
to match the reported metallurgical lengths, 28𝑚 at a casting speed of 1.1 m/min and 23𝑚 at a 
casting speed of 0.9 m/min [33]. This average mold heat flux was converted into a heat flux profile 
as described elsewhere [4].  
In the secondary cooling, the heat flux was assumed to depend on the water flux impacting 
the steel surface, according to relations given in the previous work  [3], [4], [39], [46]. The water 
flow flux was assumed to vary linearly with the casting speed according to  
  2sw cL/m /min 160 600 m/min .Q v  = − +   (3.15) 
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All sprays were assumed to cover the length of 30 mm in the 𝑧 direction, and the slope and 
the intercept were again chosen to match the reported metallurgical lengths at the steady casting 
speeds of 1.1 m/min  and 0.9 m/min. These two speeds roughly approximate the 0.762 to 1.143 
m/min speed range of the dynamic trial. These assumptions become increasingly unrealistic for 
the speeds outside of the calibrated range, and the variations caused by the separate heat extraction 
to the rolls and by different nozzle configurations in different spray zones are ignored. Therefore, 
the model-predicted surface temperatures are not expected to be accurate. However, because the 
metallurgical lengths were calibrated to be accurate, the overall heat flux profiles are expected to 
be reasonable, so the model predictions of the shell thickness and the internal temperature are 
expected to roughly match those at the plant.  
More importantly, the dynamic behavior incorporated into the model through the 2-D transient 
heat conduction equation is expected to be accurate. Furthermore, this test case also serves as a 
validation of the solution approximation method of a series of 1D slices via (3.1). 
3.4.3 Steady-state simulation results 
As mentioned above, model calibration was performed by choosing the mold heat removal 
and the secondary cooling water spray rates to match the reported metallurgical lengths in the plant 
trial [33]. Figure 17 and Figure 18 display some of the simulation results at a steady casting speed 
of 1.1 m/min, which had a metallurgical length of 28 𝑚. Figure 17 shows the temperature profiles 
through the thickness at four locations down the caster. In this figure, 0 𝑚𝑚 on the 𝑥-axis is the 
inner radius surface and 259 𝑚𝑚 is the outer radius surface. Figure 18 shows the corresponding 
results down the length of the entire caster from the meniscus to the last containment roll.  
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The middle graph in Figure 18 illustrates that final solidification actually occurs over a range, 
specifically from 25.4 𝑚 to 28.2 𝑚. Steel, being an alloy, solidifies over the temperature range 
from liquidus to solidus. In this range, the centerline consists of dendrites and inter-dendritic liquid, 
which is often called the “mushy zone.” Although different definitions are possible, the 
“metallurgical length” of primary interest in this work is when the dendrites growing from opposite 
sides of the strand weld together sufficiently to provide enough coherency to prevent the ferrostatic 
force from the liquid pool from pushing the strand against the containment rolls, leading to a drop 
in the roll force. In the previous work [3], [47], a solid fraction of 0.7 was found to match 
reasonably well with predicting this metallurgical length, which in this case gives 27.8 𝑚, as 
shown in Figure 18.  
The bottom graph in Figure 17 illustrates that a large amount of thermal shrinkage occurs near 
the metallurgical length, when the molten steel solidifies from liquid to delta-ferrite. Even more 
shrinkage occurs just after the strand becomes fully solid. This is also seen at the end of the bottom 
graph in Figure 18. This is due to the faster cooling that is possible when there is no more liquid 
to supply latent heat. Of course, the extent of the shrinkage also depends on the steel grade, which 
affects the shrinkage from delta-ferrite to austenite, and on the spray cooling conditions.  
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Figure 17. Th steady-state temperature, the solid fraction, and the TLE profiles through a transverse slice of the 




   
Figure 18. The steady-state surface temperature, the shell thickness, and average TLE profiles down the caster.  
 
The plant trial [33] reports the improved slab centerline quality when the machine taper is set 
at 0.34 mm/m. It is well known that the centerline quality is the best when the machine taper 
approximately matches the natural shrinkage of the steel during the final solidification, which 
provides a possibility for the quantitative comparison with the model TLE prediction. Prior to the 
final solidification, the predicted TLE (solid blue line) contrasts with the dotted green line inFigure 
18, which represents the strand thickness without consideration of the machine taper. This is 
illustrated qualitatively in Figure 15. Both of the predicted TLE lines then shrink from -0.02013 
m/m when coherency is reached (27.77 𝑚) to -0.02138 mm/m at the end of the caster (30 𝑚), 
Converting these numbers to an average slope, the predicted ideal machine taper in the critical 
range near the final solidification is 0.145 mm/m. This is less than the reported machine taper by 
more than a factor of 2.  
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However, the TLE equation (3.11) assumes isotropic behavior, so there is equal thermal 
shrinkage in all directions. In the continuous casting strand, the results from a thermal-mechanical 
model [48] have shown that the strand shrinks more in the thickness direction because the axial 
(casting) and the width directions are more strongly constrained. This shows that the simple 
shrinkage prediction of this model behaves as expected and should produce a reasonable 
qualitative behavior. 
3.4.4 Transient simulation results 
Figure 19(a) and Figure 19(b) show the casting speed and the strain gauge measurements 
collected from the ArcelorMittal plant trial [33]. After a delay, the roll loads decrease when the 
casting speed decreases and increase when the casting speed increases. This change is related to 
the changing location of the liquid core. While there is still liquid beneath a given support roll, the 
ferrostatic pressure of the liquid pushes the shell against the roll, causing high roll load 
measurements. When the strand is solid beneath the support roll, there is no ferrostatic pressure 
and the measured loads are smaller, according to the shrinkage of the strand thickness. Thus, the 
shrinkage of the shell cross-section, predicted by CON1D from the simulated temperature and 
shell thickness distribution as described in the previous section, can be used as a relative indication 
of the roll force.  
Figure 19(c)-Figure 19(e) show predictions of CONOFFLINE for the speed change in Figure 
19(a). Comparing Figure 19(b) and Figure 19(c) shows good qualitative matches between the 
measured roll forces and the predicted TLE at the rolls. Furthermore, the results show matches of 
the timing of changes quantitatively. After the speed drop, the metallurgical length decreases, and 
the roll loads decrease as the metallurgical length passes the roll. Since roll 79 is further down in 
the caster from the meniscus and is closest to the metallurgical length before the speed drop, it is 
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the first roll to respond to change. Model results also predicted sequence time delay of the TLE at 
different rolls reacting to the speed drop, and the predicted times of change are very close to the 
measurements. The sequence change of roll loads after the speed up predicted by the model also 
matches the measurements. CONOFFLINE also correctly predicts sharp changes occurring after 
the strand is completely solid (that the changes are steeper while the caster is speeding up than 
when it is slowing down), and the undershoot and rebound that is present in the measurements.  
An essential feature of the CONOFFLINE model, which ignores axial conduction and 
simulates independent 1-D slices, is that the transient behavior can last no longer than one “dwell 
time” of the caster, i.e. the time it takes for steel to travel from the meniscus to the caster exit. A 
previous model [49], which did include the effect of axial conduction, reported that transient 
effects after a slow down took longer to settle than after a speedup, and exceeded the dwell time, 
suggesting that axial conduction may be significant. These results reiterate that the timing of the 
measured transient response agrees with CONOFFLINE, meaning that the assumption of the axial 
heat transfer dominated by advection is validated.  
For further examination, Figure 19(e) shows the surface temperatures at important locations 
in the strand during these transient conditions. For reference, segment 13 contains the four 
instrumented rolls where the load was measured and the TLE was predicted. The surface 
temperature first increases after the speed drop, as the “spray table” control drops the cooling water 
flow rate immediately after the speed drop that makes the strand surface temporarily hotter. After 
the initial increase, the surface temperature gradually decreases as the strand is moving slower, 
giving more time for the strand to cool down. Therefore, the overall strand is growing colder, as 
can be seen in the metallurgical length or the thermal shrinkage.  
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Figure 19. CONOFFLINE model predictions of dynamic temperature, solidification and thermal shrinkage 




CHAPTER 4.  
OUTPUT FEEDBACK CONTROL  
 The current industry-standard control method is open-loop control that changes the water 
spray rates in response to the changes in the casting speed, but not to the grade, the mold heat 
removal rate, the initial temperature, or any other changing conditions. This open-loop control can 
be determined by experience, or through the use of offline optimization techniques such as [39], 
[50]. In [4], the authors developed a real-time control system consisting of a detailed computational 
model, CONSENSOR, to predict the temperature and the shell thickness of the strand, and applied 
PI controller to maintain the average temperature of each spray zone. However, this system 
primarily focuses on the process modeling, using a more detailed nonlinear PDE than the Stefan 
Problem, but applies a heuristic non-model-based control law.  
In [13], the authors found a model-based enthalpy-based full-state feedback control law that 
ensured convergence of both the temperature and the solidification front to the desired reference 
profile for a simplified Stefan Problem. The paper also proposed an estimator, and presented 
simulation results of the output feedback controller, but no proofs were given. This chapter fills 
the gap by providing stability proofs. Sections 4.1 and 4.2 provides preliminaries, and Section 4.3 
presents the stability proofs.  
Section 4.3 is based on paper [51]. The goal is to develop recalibration techniques for the state 
estimators to overcome the discrete boundary sensing problem, as for the solidification processes 
like steel casting, measurements are only available at particular points in the caster. Each of these 
measurements corresponds to a single discrete-in-time boundary data point. 
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4.1 Reference Error System 
Assume that the system motion to be tracked has been generated through the solution of the 
motion planning problem for system (2.24)-(2.27). This solution includes a known reference 
temperature ?̄?(𝑥, 𝑡) and a solidification front position ?̄?(𝑡), generated by the known reference 
control input ?̄?(𝑡) with the initial conditions ?̄?(𝑥, 0) = 𝑇0̄ and ?̄?(0) = 𝑠0̄ satisfying assumptions 
(A1) and (A2). This reference temperature profile should satisfy the metallurgical objectives and 
the process constraints, and could, for example, be calculated for the continuous caster via the 
optimization methods of [52], [53] or the inverse methods of [21], [50], [54].That is, matching the 
reference temperature should result in a safe operation and good quality steel. One more 
assumption on the reference profile is made:  
(A3) ?̇̄?(𝑡) ≥ 0 for all 𝑡 ≥ 0.  
The reference system then takes the form 
 ( ) ( ) ( )( ) ( )( ), , , 0, , ,t xxT x t aT x t x s t s t L=    (4.1) 
 ( )( ) ( ) ( ) ( ), , 0, , , 0,f x xT s t t T T t u t T L t= = =  (4.2) 
 ( ) ( ) ( )0 0,0 , 0T x T x s s= =  (4.3) 
 ( ) ( )( ) ( )( )( ), , ,x xs t b T s t t T s t t− += −  (4.4) 
Denote the reference errors as ?̃?(𝑥, 𝑡) = 𝑇(𝑥, 𝑡) − ?̄?(𝑥, 𝑡) , and ?̃?(𝑡) = 𝑠(𝑡) − ?̄?(𝑡) . Also 
denote ?̃?(𝑡) = 𝑢(𝑡) − ?̄?(𝑡). Subtracting the PDEs (4.1) from (2.24) and (4.2) from (2.25)  yields,  
 ( ) ( ) ( )  , , , 0, , ,t xxT x t aT x t x L s s=  −  (4.5) 
 (0, ) , ( , ) 0.x xT t u T L t= =  (4.6) 
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Also, since solutions to (2.24) are twice spatially differentiable away from the solidification 
front, they must have continuous first spatial derivatives. Thus, if ?̄?(𝑡) ≠ 𝑠(𝑡), then ?̄?𝑥(𝑠
+(𝑡), 𝑡) =
?̄?𝑥(𝑠
−(𝑡), 𝑡), and so  
 ( ) ( )( ) ( )( )( ), , .x xs t b T s t t T s t t− += −  (4.7) 
Similarly, 
 ( ) ( )( ) ( )( )( ), , .x xs t b T s t t T s t t− += − −  (4.8) 
 From here on, simplified notation, 𝑇(𝑥) will be used to represent 𝑇(𝑥, 𝑡), or both arguments 
will be omitted altogether for brevity.  
4.2 Preliminaries and Notation 
If the solution (𝑇, 𝑠) to the PDE (2.24)-(2.27) satisfies assumptions (A1) and (A2), a few facts 
immediately follow. First, 𝑇(𝑥) < 𝑇𝑓 and is non-decreasing for all 0 ≤ 𝑥 < 𝑠(𝑡), which in turn 
implies ?̇?(𝑡) ≥ 0 for all 𝑡 ≥ 0 . For the single-phase Stefan problem, 𝑇𝑥 ≡ 0 when 𝑠 ≤ 𝑥 ≤ 𝐿 . 
Since (2.24) is parabolic on the subdomains, if (A2) holds then 𝑇𝑥  is uniformly bounded by a 
constant depending on the initial condition and bounds on 𝑢. (See, e.g., Theorem 11.1 from Section 
III.11, p. 211 of [55].) Due to (2.27), this means that the solidification front speed is bounded, i.e.  
 min max0 .v s v      (4.9) 
Also |?̃?(0)| is bounded since  




x xT T T L T dx L T= − =   (4.10) 
As a consequence of Poincaré’s inequality given in [56] (Lemma 2.1, p. 17), the estimate on 
‖𝑇‖2 satisfies:  
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 ( )2 2 2 2 2 2 2
0 0 0
2 4 2 4 . 
L L L
x f xT d T s L T T L Tx dx dx + = +    (4.11) 
That is, both 𝑇  and 𝑇𝑥  are bounded in the 𝐿2(0, 𝐿) norm, and hence 𝑇  is bounded in the 
Sobolev space 𝐻1(0, 𝐿). Similarly, Agmon’s inequality (Lemma 2.4, p. 20, [56]) ensures that |𝑇| 
is also uniformly bounded.  





















In the physical system, this is proportional to the enthalpy of the material at a given 






H dx Tdx s
a b
= = −   (4.13) 
as the total difference. Taking the time derivative of this value, and using the fact that ?̃?  is 
continuous,  
0 0












= − = − 
 
   
Using equations (4.1)-(4.4),  
 









s s L s s
x x x x xs s s s
x x
H T s s
b b
T T T T T
T T L u
− − + +
+ + − −
= − +
= + + + +
= − + = −

 (4.14) 
The main results of [13] is that if the reference and the actual system both satisfy assumptions 
(A1) and (A2), and the Neumann boundary conditions satisfies  
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 ( ) ( ) ( ),u t u t KH t= +  (4.15) 
where 𝐾 > 0, then the reference temperature error ?̃? converges asymptotically to 0 uniformly over 
the domain, and the interface position error ?̃? converges to 0 as well. However, the full-state 
feedback for this problem is not implementable, since only the surface temperature, but not the 
enthalpy, can be realistically measured during the actual casting. Therefore, the sate estimation is 
required. 
4.3 Estimation and Output Feedback 
Let ?̂? and ?̂? be the estimates of the temperature 𝑇 and the interface location 𝑠, respectively. 
Consider the following state estimator:  
 ( ) ( ) ( ) ( ) ˆ ˆ ˆ, , , 0, ,t xxT x t aT x t x L s t=  −  (4.16) 
 ( )( ) ( ) ( ) ( )ˆ ˆ ˆˆ , , 0, , , 0,f x xT s t t T T t u t T L t= = =  (4.17) 
 ( ) ( ) ( )0 0ˆ ˆ ˆ ˆ,0 , 0 ,T x T x s s= =  (4.18) 
 ( ) ( )( ) ( )( )( ) ( ) ( )( )ˆ ˆ ˆˆ ˆ ˆ ( ) 0, 0, ,x xs t b T s t T s t l t T t T t+ −= − − + −  (4.19) 
where the initial conditions satisfy assumption (A1) and the estimation gain 𝑙 > 0  
Theorem 4.1.  Suppose (𝑇, 𝑠) is a solution to (2.24)-(2.27) with initial conditions satisfy (A1) 
and boundary condition satisfies (A2). (?̂?, ?̂?) is estimation from (4.16)-(4.19) with (A1), (A2), and 
(A3) satisfied. Then with sufficient small estimation gain 𝑙 , ?̂?  converges asymptotically to 𝑇 
uniformly over the domain.  














= − − + +  (4.20) 
Without loss of generality, assuming ?̂? < 𝑠. Taking the time derivative of the first term in 
(4.20) yields,  
 





1 1ˆ ˆ ˆ ˆ( ) ( ) dx ( ) dx ( ) dx
2 2
ˆ ˆ ˆ ˆ( )( ) dx ( )( ) dx
ˆ ˆ( )( ) dx.







T T dx T T T T T T
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T T T T
 − = − + − + −
  
= − − + − − +
− −
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ˆ ˆ ˆ( )( ) ( ) dx












T T a T T T T a T T T T
dt
a T T T T
a T T T T a T T
a T T T T a T T
a T T T T a T T





− = − − + − −
+ − −
= − − − −
+ − − − −
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− − − −
− − − + − −
 (4.22) 






1 ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ( ) dx ( ( ) ( )) ( ( ) ( ))( (0) (0))
2
ˆ ˆ( ( ) ( )) ( ) dx.x
d a l
T T T s T s s T s T s T T
dt b b
a
T s T s s a T T
b
− = − − − −





Differentiating the second term in (4.20) gives  
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 ˆ ˆ( ) ( ).f f
d a a
T s s T s
b bdt
s+ = +  (4.24) 
Combining (4.23) and (4.24), yields  
 ( ) ( ) ( )( )2
0








= − − − + − − −  (4.25) 
By weak maximum principle, ?̂?𝑥(?̂?
−) ≥ 0, Then, choosing 
 
( )













ensures that ?̇̂? ≥ 0. Further on, choosing an appropriate temperature unit system (K) to ensure that 
both 𝑇 and ?̂? are non-negative:  
 ( ) 2
0




V t a T T T T s T T
b
 − − − − −  (4.27) 









V T T T T s T T
bL
dx − − − − −  (4.28) 








V T T T T W T T
L L
dx dx − −  − − = − −   (4.29) 
If ?̂?(0) − 𝑇(0) < 0, the following bound exists  
 ( ) ( ) ( )
0 2
. ˆ ˆ ˆ ˆ ˆ( ) 0 ( ) 0 ( ) ( ) ( )
L











ˆ( ) ( (0) (0))
4






V t T T T T
bL
l LCa




 − − − −





1 ˆmax ( ( ( ))) 0.t fC T T s t= −   
As mentioned in Section 4.2, 𝑇𝑥 is uniformly bounded by a constant depending on the initial 
condition and the bounds on 𝑢. Therefore, there exists a constant 𝐶2 such that  
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2












x − − +  (4.32) 









l t T T
L C C
 −  (4.33) 









V T T W T T
L
x − − = − −  (4.34) 
Combing (4.26) and (4.33), by choosing sufficient small 𝑙 that satisfies both conditions, ?̇?(𝑡) 
satisfies (4.34) for all 𝑡. Now, the infinite dimensional invariance principle in [57] (Theorem 6.3, 
p. 195) can be applied. Using the notation in [57], denote 𝒳 to be 𝐻1(0, 𝐿) × ℝ, the state space of 
the problem, and 𝒴  to be 𝐶0(0, 𝐿) × ℝ . Denote ?̂?  and ?̂?  to be the extensions of 𝑊  and 𝑉 
respectively to 𝒴. By an application of the Rellich-Kondrachov theorem (Theorem 5.5, p. 269 in 
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[35]) and the Ascoli-Arzela criterion (Appendix C.7, p. 635, [35]), 𝒳  can be shown to be 
compactly embedded in 𝒴. As noted above, the trajectories of ?̂? − 𝑇 are bounded in the space 𝒳. 
All conditions of the theorem are met, and therefore all trajectories of the system converge to the 
set 
( )   3 ˆ ˆ: 0 0 ,y W y T T  = = −   
in the 𝒴-norm. That is, ?̂? − 𝑇 converges to 0 uniformly.   
Theorem 4.2.  Suppose (𝑇, 𝑠), (?̄?, ?̄?), and (?̂?, ?̂?) all satisfy assumptions in Theorem 4.1. Then 
under the control law  
 ( ) ( )
0
1 1ˆ ˆ ,
L
u u K T T dx s s
a b
 
= + − − − 
 
  (4.35) 
the temperature reference, ?̃?, and the estimation errors, ?̂? − 𝑇, uniformly converge to 0.  
Proof. The control law can be rewritten as  
 ( ) ( )ˆ .u t K H H= −  (4.36) 
Taking the time derivative,  
 
( )
( ) ( ) ( ) ( ) ( )
0
1 1ˆ ˆ




u K T T s s
b b
l






= − − + 
 
 
= − − + − − − 
 
= − − −

 (4.37) 
which implies that ?̃? converges to 0. The remainder of the proof is a Lyapunov argument on the 
moving boundary system, similar to the proof of Theorem 4.1.  
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Consider the Lyapunov functional candidate  









V T t T dx T T dx T s s s T L
b b
= + − − + + +   (4.38) 
Taking the time derivative, yields  
 
( ) ( ) ( ) ( ) ( )( )
( ) ( )( )( )( )




















V aT u a T dx T s s T s s T s s T s s
b
l
a T T dx T T s T T
b
a l
T dx T T dx T T s T T
bL
= − − − + + +
− − − − −
 














V T dx T T dx
L
 
 − + − 
  
 (4.40) 
Application of the invariance principle finishes the proof.   
Remark 4.1. It does not follow from Theorem 4.2 that the solidification front position 𝑠, ?̂? 
converges as well. If the temperature gradient in the reference profile, ?̂?  , is small, the 
solidification front position error may be arbitrarily large for the small temperature errors, as 
shown in Figure 20. For practical applications, though, this gradient is not small, and the 
solidification front converges to the reference position as illustrated in the simulation in Figure 21. 
Although the proof does not guarantee convergence, the control law in simulation has shown 




Figure 20. Convergence of ?̃? with arbitrary large ?̃?. 
 
 
Conjecture 4.1. Suppose (𝑇, 𝑠), (?̄?, ?̄?), and (?̂?, ?̂?) all satisfy assumptions in Theorem 4.1. 
Then under the control law (94), the interface reference, ?̃?, and estimation errors, ?̂? − 𝑠 converge 
to 0.  
Figure 21 shows a simulation using this output-feedback control law. The initial estimation is 
the same as the reference, i.e. ?̂?0 = ?̄?0, ?̂?0 = ?̄?0  . The temperature estimation error, the output 
temperature error, and the solidification front errors clearly converge to 0, and even appear to be 
converging exponentially fast, and the control action (as shown in Figure 22) remains bounded. 









Figure 22. Output-feedback control law 
 
Figure 23 shows a block diagram of this output-feedback law. The reliability of a temperature 
sensor, such as an optical pyrometer, in continuous steel casting is a serious problem due to the 
scale on the steel surface and the vapor in the water-cooling zone. In [51], the authors proposed 
online recalibration method to improve the estimate accuracy, which guarantees better control 
performance, using sparse discrete-in-time temperature measurements. This technique will be 




Figure 23. Block diagram of the proposed output-feedback control law. 
 
4.4 Discrete-in-Time Recalibration 
The purpose of this section is to start bridging the gap between the theoretical approach of 
section 4.3 and the software sensor described in section 3.3. One of the problems the model-based 
software sensor was developed to solve is the lack of the distributed temperature measurements in 
the strand. While at the mold exit the strand temperature could be reasonable estimated from the 
temperature difference and the flow rates of the incoming to the mold and the exiting from the 
mold cooling water and the high precision mold model, as the distance from the mold exit 
increases, the error in the model-based software sensor estimates increases as well. The only 
temperature measurements available in the spray zone in some casters are sparsely located 
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pyrometers, which are discrete-in-time with respect to the model and therefore do not lend 
themselves to the standard estimation techniques. However, one could attempt to “calibrate” the 
model - adjust its parameters to match sparse measurements - a common modeling problem. In 
general, this calibration problem assumes that the system dynamics are known except for a finite 
set of unknown parameters. In the present case of the continuous casters, the least well-known 
parameters are those related to the boundary heat flux.  
 
4.4.1 Calibration of Stefan problem 
Although the Stefan Problem is nonlinear, it is still parabolic in most of the strand. In addition, 
the unknown parameters in the boundary heat flux (3.2) all affect the heat flux monotonically: 
increasing the parameter increases the heat flux. Therefore, the well-known properties of parabolic 
PDEs, in particular the maximum principle, can be applied to the error equations.  
Lemma 4.1.  Let 1 1( , ), ( )T x t s t and 2 2( , ), ( )T x t s t be the solutions to (2.24)-(2.27), with the 
initial conditions 𝑇1(𝑥, 0) = 𝑇2(𝑥, 0) and 𝑠1(0) ≥ 𝑠2(0) that satisfy (A1) and (A2), and have the 
same material properties a  and b . Then, if the boundary heat flux satisfies  
( ) ( )1 2 ,u t u t t   
the interface locations satisfy  
( ) ( )2 1 .s t s t t   
Proof. Suppose first that 𝑠1(0) > 𝑠2(0). Then 𝑠2(𝑡) < 𝑠1(𝑡). If not, then there exists the first 
time ?̄? such that 𝑠2(?̄?) = 𝑠1(?̄?). Denote ?̄? = inf {𝑡|𝑠2(𝑡) = 𝑠1(𝑡)}.  
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Then, for 𝑣(𝑥, 𝑡) =  𝑇2(𝑥, 𝑡) − 𝑇1(𝑥, 𝑡), we have:  
 ( )2, 0, ,t xxv av x s=   (4.41) 
 ( ) ( ) ( )2 10, 0.xv t u t u t= −   (4.42) 
By weak maximum principle [35](Theorem 8, p. 389), 𝑣(𝑥, 𝑡) attains the minimum value on 
the parabolic boundary, i.e. minimum value attained on 𝑡 = 0 or 𝑥 = 𝑠2(𝑡). Therefore,  
 ( )( )20, 0, , (0, ].v x s t t t      (4.43) 
If the we have 𝑣(𝑥∗, 𝑡∗) = 0 for (𝑥∗, 𝑡∗) ∈ (0, 𝑠2(?̄?)) × (0, ?̄?), invoking the strong maximum 
principle [35] (Theorem 12, p. 397) we would obtain 𝑣 ≡ 0  in (0, 𝑠2(?̄?)) × (0, 𝑡
∗).  This is 
inconsistent with (4.42). Thus, we have:  
 ( ) ( )( )2, 0, 0, , (0, ] .v x t x s t t t      (4.44) 
Then, 𝑣 attains a minimum at (𝑠2(?̄?), ?̄?) = (𝑠1(?̄?), ?̄?), where  
 ( )( )2 , 0,v s t t =  (4.45) 
and by the parabolic version of Hopf’s Lemma:  
 ( )2 ( ), 0.xv s t t−   (4.46) 
Now, due to (2.29) we have:  
 ( ) ( ) ( )2 2 1( ), ,x t tv s t t s t s t− = −  (4.47) 
which yields:  
 ( ) ( )2 1 ,t ts t s t  (4.48) 
which is inconsistent with the definition of ?̄?.  
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Now, suppose 𝑠1(0) = 𝑠2(0).  Let 𝑇 (𝑥, 𝑡), 𝑠 (𝑡)  be the solution to (2.24)-(2.27) with the 
initial conditions 𝑢1, 𝑇1(0), 𝑠1(0) + . Then, from the first part of the proof, we have 𝑠2 < 𝑠 , 𝑠1 <
𝑠 .  
And due to [58] (Theorem 2), we have  
 ( )1 1| ( ) | ,s t s t C −   (4.49) 
where 𝐶1 is a constant which depends on temperature and material properties. Therefore,  
 ( ) ( ) ( )2 1 .s t s t s t   +  (4.50) 
Now, upon letting → 0, we recover 𝑠2(𝑡) ≤ 𝑠1(𝑡).  
Lemma 4.2.  Let 𝑇1(𝑥, 𝑡), 𝑠1(𝑡) and 𝑇2(𝑥, 𝑡), 𝑠2(𝑡) satisfy the conditions in Lemma 4.1, and 
have the same material properties 𝑎 and 𝑏. Then, if the boundary heat fluxes satisfy  
( ) ( )1 2 ,u t u t t   
then the temperatures satisfy  
( ) ( )1 2 1, , , [0, ).T x t T x t t x s     
Proof. According to Lemma 4.1, 𝑠2(𝑡) ≤ 𝑠1(𝑡), ∀𝑡 . Using weak and strong maximum 
principle as in the Lemma 4.1 proof yields: 
 ( ) ( )1 2 2, , 0, [0, ) .T x t T x t t x s      (4.51) 
 On [𝑠2, 𝑠1], trivially by (2.30) and the maximum principle for 𝑇1, we must have  
 1 2.fT T T =  (4.52) 
Combining (4.51) and (4.52) yields  
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 ( ) ( )1 2 1, , , [0, ).T x t T x t t x s     (4.53) 
   
An immediate consequence of this Lemma is that certain simple calibration problems must 
have a unique solution. For example, suppose the heat flux follows (3.2), assuming that only the 
parameter A is unknown. Under the physical assumptions on the other parameters and variables in 
(3.2), increasing A increases the heat flux. Then, due to Lemma 4.1, if the pour temperature and a 
measurement at any single other point in the caster are available, the actual value of A can be found 
exactly.  
Theorem 4.3. Let 𝑇(𝑥, 𝑡) be the solution of the single-phase Stefan problem (2.24)-(2.27)
under the assumption (A1) with the boundary condition (3.2) satisfying assumption (A2), where 
either 𝐴  or 𝑐  is unknown. If the initial condition 𝑇0(𝑥)  and a measurement 
𝑇(𝑥𝑚𝑒𝑎𝑠𝑢𝑟𝑒 , 𝑡𝑚𝑒𝑎𝑠𝑢𝑟𝑒), 𝑥𝑚𝑒𝑎𝑠𝑢𝑟𝑒 ∈ [0, 𝑠1], are known, the unknown parameter can be found to an 
arbitrary accuracy.  
Proof. Applying Lemma 4.1 for a given initial condition 𝑇0, since the heat flux (3.2) - and 
therefore the temperature gradient 𝑢  - depends monotonically on 𝐴 and 𝑐 , the solution of the 
Stefan problem T will also depend monotonically on A and c. Therefore, there is a unique value of 
the unknown parameter that achieves a given measurement 𝑇(𝑥𝑚𝑒𝑎𝑠𝑢𝑟𝑒, 𝑡𝑚𝑒𝑎𝑠𝑢𝑟𝑒). Furthermore, 
because of the monotonicity, it can be found, for example, by a simple binary search algorithm to 





4.4.2 Discussion and simulation 
Clearly, this result provides a strong conclusion, but requires strict conditions. The heat flux 
does have a monotonic dependence on parameters A and c, but the parameters may vary throughout 
the caster. So, the assumption of a single missing parameter is not very likely. Nevertheless, the 
technique presented is seen below to provide a practical framework for recalibration based on a 
single measurement.  
  
Figure 24. The effective specific heat based simulation showing mid-simulation calibration to match surface 
temperature measurement. 
 
Figure 24 shows a simulation of an effective specific-heat-based PDE system CONSENSOR 
[4] based on (2.49)-(3.2), for which (2.24)-(2.27), (3.2) can be viewed as a simplified 
approximation. The simulation is carried out under 3 m/min constant casting speed. The simulated 
steel composition and spray zone input values are those given in Tables II and III of [4]. The 
parameters 𝑘, 𝜌, 𝐿𝑓 , and 𝑐𝑝 vary with temperature 𝑇  according to [3]. Until the pyrometer is 
reached, at 6 m from the meniscus, the model assumes the value of A to be 1.57. In the actual 
system this value is 2. At 6 m from the top of the caster, a measurement of the surface temperature 
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is obtained, for example from a pyrometer, a dragged thermocouple, or an infrared camera. A 
Newton search is used to adjust A to match the measurement. The derivative is calculated 
numerically using a simple finite-difference approximation. Within 2 iterations, the Newton search 
returns a value of 1.988 for A. After setting the predicted temperature profile at 6 m to the predicted 
value from CONSENSOR using this value of A, the simulation is restarted and continues for the 
rest of the caster. As seen in Figure 24, the surface temperature and the shell thickness estimation 
errors are practically eliminated after recalibration at 6 m distance from the meniscus.   
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CHAPTER 5.  
SPRAY COOLING CONTROL UNDER PROCESS INPUT HYSTERESIS  
In this chapter, a free boundary problem with hysteresis type boundary conditions is 
considered. Hysteresis effects, which can be characterized as a special type of memory-based 
relation between an input signal ( )v t  and an output signal ( )t , arise in various areas of science, 
such as physics, engineering, economics, and biology. There is an extensive body of research on 
hysteresis modeling [23], [59]. A generic approach to controlling hysteretic systems is to combine 
inverse compensation with feedback [25]–[27]. There are limited studies on the control of the 
Stefan problem with hysteresis. Hoffmann and Sprekels [60] considered a two-phase Stefan 
problem with hysteresis for a simple situation of thermostat control. Friedman and Hoffmann [30] 
considered optimal control of the free boundary of a two-phase Stefan problem with hysteresis-
type boundary conditions. Periodic control of a two-phase Stefan problem with Dirichlet boundary 
control with hysteresis was considered in [31]. However, all these previous works propose 
hysteresis effects on the free boundary, rather than at the surface where heat flux is applied.  
The existence of hysteresis [11] in a certain temperature interval, points to the significance of 
considering the thermal history of the actual cooling processes when designing controllers, which 
is the subject of the present chapter. The hysteresis model is given in Section 5.1. The control 
objective and our main result, a full-state feedback control law that guarantees simultaneous 
asymptotic convergence of the temperature and the solidification front location to the reference 
profile, are stated in Section 5.2. The results are then extended to the observer design and the 
output feedback control in Section 5.3. In Section 5.4 a recalibration method for an unknown 
hysteresis is proposed.  
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5.1 Hysteresis due to boiling 
The heat extraction through cooling water is governed by the water boiling phenomena, which 
greatly depend on the temperature. In the spray-cooling region of the steel caster, cooling water 
droplets impinge onto the hot steel surface and vaporize immediately to form a stable steam layer. 
The latter prevents subsequent water droplets from coming in contact with the steel strand surface 
and decreases the heat removal. Time needed for the steam layer condition to change creates the 
hysteresis effects.  
An experiment was done to determine the boiling curve from 200 oC to 1200 oC and then back 
to 200 oC for a Pt-specimen under air-mist spray nozzles [61]. The curves for both temperature 
processing histories (Figure 10 in [61]) reveal hysteresis due to boiling in the water cooling 
process, as time is needed for the steam layer conditions to change, and this hysteresis depends on 
the surface temperature of the strand. Denote 𝑃(⋅) as the hysteresis operator, then:  
 ( ) ( (0, ), ( )),u t P T t q t=  (5.1) 
where 𝑞(𝑡) denotes the accessible control input, i.e., the heat extraction flux due to the spray 
cooling water. The configuration of the process model with hysteresis is shown in Figure 25.  
  
Figure 25. Schematic of 1D Stefan problem with hysteresis.   
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A simple way to account for boiling heat transfer effect that has been successfully used by 
other modelers [62] is to introduce a heat flux multiplier into equation (113)  
 ( (0, ), ( )) ( (0, )) ( ),P T t q t F T t q t=  (5.2) 
where 𝐹(𝑇𝑠(𝑡)) is a simple hysteresis functional, as shown in Figure 26. Mathematically, it can be 
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where 𝑓𝐿(⋅), 𝑓𝐻(⋅) are heat flux multipliers.  
  











5.2 Full-state Feedback Controller Design with the Known Hysteresis 
5.2.1 Controller design via hysteresis inverse 
For this section, the heat flux multipliers are assumed known. For example, they can be 
measured through lab experiments. The following assumption is made for the hysteresis 
functional.  
(A4) Functions 𝑓𝐿(⋅) and 𝑓𝐻(⋅) are known and continuous. For example, they can be measured 
in the laboratory through experiments. 
A generic approach to controlling hysteretic systems is to design hysteresis compensation, 
like inversion operator [25] to ensure accurate control. As shown in Figure 27, given the desired 
boundary heat flux 𝑢𝑑(𝑡) and the initial memory of hysteresis operator 𝐹(⋅), the inverse operator 
𝐹−1(⋅) generates the required cooling water heat flux 𝑞(𝑡) to ensure 𝑢 = 𝑢𝑑.  
  
 Figure 27. Illustration of the hysteresis inversion. 
 
5.2.2 Existence of solution 
Theorem 5.1. Under the assumptions (A1), (A2), and (A4), there exists a solution to (2.24)-
(2.27) with boundary condition (5.1), which is defined for all 𝑡 > 0.  
Proof. Since typically 𝑇0(0) > 𝑇𝛽, without loss of generality we assume 𝐹(𝑇0(0)) = 1. Take 
any small 𝛿 > 0 and define:  
( ) 1, 0F t t     . 
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Based on Theorems 2.3.1 and 2.3.2, a unique solution to (2.24)-(2.27) with boundary 
condition (5.1) exists. Denote the solution as (Tlta, sδ). Next, define  
 ( ) ( (0, )),  for 2F t F T t t   = −    (5.4) 
Since 𝐹𝛿(𝑡) is known for this interval, (2.24)-(2.27) can be solved for 𝛿 < 𝑡 < 2𝛿 with this 
𝐹𝛿(𝑡) and with the initial values (𝑇𝛿(𝑥, 𝛿), 𝑠𝛿(𝑡)).  
Now, define 𝐹𝛿(𝑡) for 2𝛿 < 𝑡 < 3𝛿 as above in terms of the function 𝑇(0, 𝑡) obtained in the 
second step, and solve (2.24)-(2.27) for 2𝛿 < 𝑡 < 3𝛿. Continuing this way, we obtain a unique 
solution of (2.24)-(2.27) with boundary condition (5.1) with 𝐹(𝑡) = 𝐹𝛿(𝑡).  
From Lemma 2.1, there exists a constant 𝐶 > 0 such that  
 ( )0 ,d T s t C
dx
  −   (5.5) 
i.e.,  
 ( )0 .s t C   (5.6) 
which implies that the functions 𝑠𝛿 form an equicontinuous, uniformly bounded family. Hence 
Ascoli-Arzela’s theorem holds and we can select a subsequence 𝑠𝛿 that converges uniformly to 
𝑠(𝑡) as 𝛿 → 0, and 𝑇𝛿 converges uniformly to 𝑇, i.e. (𝑇, 𝑠) will be a solution.   
5.2.3 Enthalpy-based controller design 
Theorem 5.2.  Suppose the initial conditions satisfy assumption (A1), the reference profile 
satisfies assumptions (A2) and (A3), and the boundary condition satisfies the control law 
 ( )( ) ( )( ) ( )( )1 1( ) 0, 0, ( ) 0, ( )q t F T t F T t q t KF T t H t− −= +  (5.7) 
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where 𝐾 is the controller gain, 𝐹 satisfies (A4), and 𝐹−1(⋅) denotes the hysteresis inverse. Then, 
the reference temperature error ?̃? converges asymptotically to 0 uniformly over the domain, and 
the free boundary error ?̃? also converges to 0 asymptotically.  
Proof. First, using equations (4.5)-(4.8), we have 
( ) ( )0 ( ( (0, )) ( ) ( (0, )) ( )).x xH T T L F T t q t F T t q t= − + = − −  
Then, applying control law (5.7) yields 
,H KH= −  
i.e., |?̃?| decreases exponentially. As noted in Section 4.2, if all the assumptions are satisfied,  𝑇,  ?̄?,  
and consequently also ?̃? are bounded in 𝐻1(0, 𝐿) over time. Then |?̃?| must also be bounded.  
The remainder of the proof is similar to the main proof given in Theorem 4.1. Consider the 
same Lyapunov functional candidate  









V T T dx T s s T L
b b
= − + +  (5.8) 
on the state space of the error system,(T̃, s̃) ∈ H1(0, L) × R. This function is clearly continuous on 
that space, and non-negative on the trajectories of the system.  
Taking the time derivative of the first term of (5.8) along the trajectory of the system yields:  
 
( )














T aT F T t q t F T t q t
dt
a a










Also, note that,  
 ( ( ( )) ( ) ( ( )) ( )) (0) Kts sF T t q t F T t q t KH KH e
−− = =  (5.10) 
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Differentiating the second term in (5.8) gives  
 ( ) ( ).f f
d a a
T s s T s s
b bdt
+ = +  (5.11) 
Combining the above equations yields  







V T aT K sdxH e a T T s T s s
b
−= − − − +  (5.12) 
From (4.10), the first term is exponentially decreasing. Under the assumptions, both ?̇? and ?̇̄? 
are positive and bounded below, as discussed above. Since the temperatures are bounded, choosing 
an appropriate temperature scale ensures that ?̄?(𝑠)  and 𝑇(?̄?)  are also non-negative. So, after 
enough time,  




xV T a T −   (5.13) 























−  − +




Now, the invariance principle can be applied. Using the notation of [35], let 𝒳  now be 
(H1(0, L) × R , the state space of the problem, and 𝒴  be 𝐶0(0, 𝐿) × R . Denote ?̂? 
to be the extension of 𝑊  to 𝒴 . Then, 𝒳  is compactly embedded in 𝒴  according to Rellich-
Kondrachov theorem and the Ascoli-Arzela criterion [35]. The trajectories of the error system are 
bounded in 𝒳. All conditions of the theorem are met, and therefore all trajectories of the system 
converge to the set 
( )   3 ˆ: 0 0y W y T  = =   
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in the 𝒴-norm. That is, ?̃? converges to 0 uniformly. Finally, since both ?̃? and |?̃?| converge to 0, 
according to the definition of ?̃?,   ?̃?  must converge to 0 as well. 
   
5.2.4 Numerical simulation 
For simplicity and illustration in simulation, the hysteresis effect,  
( )1 2 3 1 2 3 1 2 3( ) , , , , , , , , , , ;F F T T T T T        =   
is parameterized by the constants 𝑇𝛼 , 𝑇1, 𝑇2, 𝑇3, 𝑇𝛽 , 𝛼1, 𝛼2, 𝛼3, 𝛽1, 𝛽2, 𝛽3 and described in terms of 
connected straight lines [62] as shown in Figure 28.  
  




The performance of the proposed hysteresis compensated controller is investigated through 
the numerical simulation by comparing its performance to that of the controller  
 ( ) ( ) ( ),q t q t KH t= +  (5.15) 
which is the previous uncompensated controller design for the Stefan problem [13]. The specific 
initial conditions used are shown in Figure 29, the hysteresis functional used is given in terms of 
the line segments shown in Figure 28, and the rest of the simulation parameters are given in Table 
2. Varying ?̄? is used to simulate the spray zone, and the bounds of the control input are set to 𝑞𝐿 =
0.01?̄?, 𝑞𝐻 = 5?̄?.  
 Table 2. Thermodynamic properties used in simulations. 
Symbol  Description  Value   
𝑘  thermal conductivity  80.4 W/m ⋅ K   
𝑐𝑝  specific heat  460 J/kg ⋅ K   
𝑇𝑓  melting temperature  1538 
oC 
𝐿  half-thickness of strand  0.002 m   
𝜌  density  7.87 × 103 kg/m3  
  




Figure 30. Boundary control 𝒒(𝒕) with the control law (5.7).   
The behavior of the surface temperature reference error, ?̃?(0, 𝑡), the closed-loop response of 
the moving boundary 𝑠(𝑡), and the manipulated heat flux, 𝑞(𝑡) are depicted in Figure 31, Figure 
32, and Figure 30, respectively. Hysteresis compensated control and uncompensated control show 
similar performance in driving 𝑠(𝑡)  to ?̄?(𝑡) . However, for the surface temperature, the 
compensated control ensures that eT(0, t) → 0, while the uncompensated control does not provide 
such a behavior. Due to the existence of the hysteresis, the compensated control varies more than 
the uncompensated control to account for the effects of the hysteresis.  
  




 Figure 32. Solidification front 𝒔(𝒕). 
  
5.3 Enthalpy-based Output Feedback Control with Known Hysteresis 
As mentioned in the previous Chapter, for the continuous casting process, only surface 
temperature measurement 𝑇(0, 𝑡) is available, so the practical relevance of the full-state feedback 
controller is relatively limited. In this section, the controller from Section 5.2 is extended, 
considering surface temperature as the only available measurement.  
5.3.1 Observer design 
Denote the estimate of the temperature by ?̂?(𝑥, 𝑡), and the estimate of the solidification front 
by ?̂?(𝑡). Consider the following estimator:  
 ˆ ˆ( , ) ( , ),  0 ( )t xxT x t aT x t x s t=    (5.16) 
 ˆ ˆ( ( ), ) ,fT s t t T=  (5.17) 
 ˆ (0, ) ( (0, )) ( ),xT t F T t q t=  (5.18) 
 0 0
ˆ ˆ ˆ ˆ( ,0) ( ), (0) 0T x T x s s= =   (5.19) 
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 ( ) ( )( ) ( )( )( ) ( ) ( )( )ˆ ˆ ˆˆ ˆ ˆ 0, 0, ,x xs t b T s t T s t l T t T t+ −= − − + −  (5.20) 
where the initial conditions satisfy the assumption (27) and the estimation gain  𝑙 > 0.  
Theorem 5.3.  Consider the observer system (5.16)-(5.20). Suppose the assumptions (A1)–
(A4) are satisfied. Then, with the sufficiently small estimation gain 𝑙(𝑡) , ?̂? converges 
asymptotically to 𝑇.  
Proof. Since (5.16) is parabolic on the sub-domains, if (A1) holds, then 𝑇𝑥  is uniformly 
bounded (see, e.g., Theorem 11.1 from Section III.11, p. 211 of [55]) by a constant depending on 
the initial condition and the bounds on 𝑞(𝑡). Due to (5.20), this means that the solidification front 
speed is bounded, i.e.  
 min max0 .v s v      (5.21) 
Consider the following Lyapunov functional candidate 









V T T T T T s s T L
b b
− = − − + +  (5.22) 
 Taking the time derivative of (5.22) yields  
 ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )
.. .2
0




V a T T T s s T s s T s T s T T
b b
 
= − − − + − − − 
 
  (5.23) 
By the weak maximum principle, ?̂?𝑥(?̂?
−) ≥ 0, then choosing  
 
( )













ensures that ?̇̂? ≥ 0 . Choosing an Kalvin temperature scale to ensure ?̂?(𝑠)  and 𝑇(?̂?)  are non-
negative yields  
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 ( ) ( )( ) ( ) ( )( )
. 2
0




V a T T T T s T T
b
 − − − − −  (5.25) 
Then, application of the Poincaré inequality yields  








V T T T T s T T
L b
 − − − − −  (5.26) 
Since  𝑇(?̂?) ≤ 𝑇𝑓 , if (?̂? − 𝑇)(0) ≥ 0,  
 ( ) ( ) ( )
. 2 2
2 20 0




V T T T T W T T
L L
 − −  − − = − −   (5.27) 
If  (?̂? − 𝑇)(0) < 0,  
 ( )( ) ( )
0 2















V T T T T
L b
 − − − −  (5.29) 
where,  
 1 max ( ( ( ))) 0.t fC T T s t= −   (5.30) 
Since 𝑇𝑥 is uniformly bounded by a constant depending on the initial condition and the bounds 
on 𝑢, there exists a constant 𝐶2 such that  
 2
2








L l LC Ca
V T T
L b
 − − +  (5.32) 












 −  (5.33) 
Then (5.32) becomes,  






V T T W T T
L
 − − = − −  (5.34) 
Combining (5.24) and (5.33), and choosing sufficient small 𝑙 that satisfies both conditions, 
?̇?(𝑡) satisfies (5.34) for all 𝑡. 
Now, the invariance principle [57] can be applied as in Theorem 4.1. following the same 
definition of and W. It can be shown that all trajectories of the system converge to the set  
  
 ( )   3 : 0 0 ,M y Y W y T T  = = −   (5.35) 
in the 𝒴-norm. That is, ?̂? − 𝑇 converges to 0 uniformly.   
5.3.2 Output feedback control 
The design of the output feedback controller is achieved using the reconstruction of the state 
through the observer defined through (5.16)-(5.20) and based on the only measurement 𝑇(0, 𝑡).  
Theorem 5.4.  Suppose (𝑇, 𝑠), (?̄?, ?̄?), and (?̂?, ?̂?) all satisfy the conditions of Theorem 5.3. 
Then, under the control law 
 




( ( ,0)) ( ( ,0))
1 1ˆ ˆ( ( ,0)) ,
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q F T t F T t q










the temperature reference error  ?̃? and estimation error  ?̂? − 𝑇uniformly converge to 0.  
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Proof. The control law can be rewritten as  
 ( ) ( )( ) ( ) ( )( ) ( ) ( )
0
1 1ˆ ˆ0, ,0,
L








  (5.37) 
Taking the time derivative,  
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( ) ( ) ( ) ( ) ( )
0
ˆ ˆ





















= − + 
 
 





Since ?̂? → 𝑇, (5.38) implies that ?̂? → 0. The remainder of the proof is a Lyapunov argument 
for the moving boundary system similar to that in the proof of Theorem 5.3.  
Consider the following Lyapunov functional candidate: 









V T t T dx T T dx T s s s T L
b b
= + − − + + +   (5.39) 
 Taking the time derivative, yields  
 
( ) ( ) ( ) ( ) ( )( )
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− − − − −





Following the discussion similar to that for Theorem 5.3,  







V T dx T T dx
L
 − + −   (5.41) 




5.3.3 Numerical simulation 
The specific initial conditions used are shown in Figure 29, the hysteresis functional used is 
formed by the line segments as shown in Figure 28, and the rest of the simulation parameters are 
given in Table 2. Varying  𝑞  is used to simulate the spray zone, and the bounds of the control 
input are set to  𝑞𝐿 = 0.01?̄?  and   𝑞𝐻 = 5?̄?.  The controller gain and the estimator gain parameter 
are chosen as 𝐾 =0.01 and  𝑙 = 2 × 10−5, respectively. 
The behavior of the surface temperature reference tracking error  ?̃?(0, 𝑡), the closed-loop 
response of the moving boundary, 𝑠(𝑡), and the manipulated heat flux, 𝑞(𝑡), are depicted in Figure 
33. The hysteresis-compensated control and the uncompensated control show similar performance 
in driving 𝑠(𝑡) to ?̄?(𝑡). However, for the surface temperature, the hysteresis-compensated control 
ensures that ?̃?(0, 𝑡) → 0 while the uncompensated control does not provide such a behavior. Due 
to the existence of the hysteresis, the compensated control varies more compared to the 




Figure 33. Simulation of system (2.24)-(2.27) with the initial condition mismatch under the control law (148) with 
the estimator (5.16)-(5.20). 
5.4 Recalibration Design for Unknown Hysteresis 
A major weakness of the problem formulation in Section 5.2 lies in the assumption that the 
hysteresis operator 𝐹 is known. The heat flux at the boundary of the steel can be measured in the 
laboratory setting like in [61], but the actual environment of the continuous casting process would 
be more complicated. The grade of the steel may also change due to the customer needs. Therefore, 
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in the actual application, the control problem is associated with an unknown hysteresis. An 
additional error will be introduced between the estimation of the hysteresis operator ?̂?(𝑇(0, 𝑡)) 
and the actual hysteresis effect 𝐹(𝑇(0, 𝑡)).  
5.4.1 Hysteresis model 
For simplicity, in this section the hysteresis effect,  
( )1 2 1 2( ) , , , , , ; ,F F T T k k g g  =   
is parameterized by constants 
1 2 1 2, , , , ,T T k k g g   as shown in Figure 34, which is a simplified 
version of the water boiling effect model introduced in [62].  
 
Figure 34. Hysteresis loop due to boiling.   
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Typically, the pouring temperature T(x, 0) is much higher than Tβ. Therefore, the hysteresis 
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The control objective is to design a feedback control 𝑞(𝑡) that drives the reference error ?̃?, ?̃?  
to  0 in the presence of the boundary hysteresis.  
5.4.2 The hysteresis inverse 
Let 𝑢𝑑(𝑡) be a control signal to be designed. As the inverse of the hysteresis (5.42)-(5.47), 
define the hysteresis-like characteristic 𝑃𝐼(⋅): 
 ( )( )1 1 2 1 2( ) ( ( )) , , , , , ; 0, ( ),d dq t PI u t F T T k k g g T t u t −= =  (5.48) 
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In the actual steel casting process, the hysteresis parameters are unknown, so the exact 
hysteresis inverse (5.49)-(5.51) is not implementable. Therefore, the following recalibration laws 
for hysteresis inverse parameters update are proposed. Let 1 2 1 2
ˆ ˆˆ ˆ ˆ ˆ, , ,, ,T T k k g g   be the estimates of 
the unknown hysteresis parameters 1 2 1 2, , , , ,T T k k g g  . An estimated hysteresis inverse 𝑃?̂?(⋅) is 
defined as,  
 ( )( )1 1 2 1 2ˆ ˆˆ ˆ ˆ ˆ ˆ( ) ( (0, ), ( )) , , , , , ; 0, ( ),d dq t PI T t u t F T T k k g g T t u t −= =  (5.52) 
For the fixed hysteresis estimates  1 2 1 2
ˆ ˆˆ ˆ ˆ ˆ, , ,, ,T T k k g g   are constants based on a certain prior 
knowledge (like laboratory experiments). For an adaptive hysteresis, T̂α = T̂α(t), T̂β = T̂β(t), 
k̂1 = k̂1(t) , k̂2 = k̂2(t) , g1̂ = g1̂(t) , g2̂ = g2̂(t)  are time-varying signals generated by an 
adaptive update law.  
Another assumption is made for the hysteresis parameters:  
(A5) Positive constants 𝑘11, 𝑘12, 𝑘21, 𝑘22, 𝑔11, 𝑔12, 𝑔21, 𝑔22, and constants 𝑇𝛼1, 𝑇𝛼2, 𝑇𝛽1, 𝑇𝛽1 
are known positive constants such that 𝑘11 ≤ 𝑘1 ≤ 𝑘12, 𝑘21 ≤ 𝑘2 ≤ 𝑘22, 𝑔11 ≤ 𝑔1 ≤ 𝑔12, 𝑔21 ≤
𝑔2 ≤ 𝑔22, 𝑇𝛼1 ≤ 𝑇𝛼 ≤ 𝑇𝛼2, 𝑇𝛽1 ≤ 𝑇𝛽 ≤ 𝑇𝛽1.  
Even when not stated explicitly, the projection is used to ensure that the estimated hysteresis 
parameters satisfy the above inequalities. When the hysteresis is present, 𝑞(𝑡) is the accessible 
control which, by our design, is the output of the adaptive hysteresis inverse with the input 𝑢𝑑(𝑡), 
which is the desired boundary heat flux. A parameterization of the control error 𝑢(𝑡) − 𝑢𝑑(𝑡)  will 
help us to develop suitable adaptive laws for updating the estimates ?̂?𝛼(𝑡), ?̂?𝛽(𝑡), ?̂?1(𝑡), ?̂?2(𝑡), 




Define the following indicator functions:  
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 or 1 if (0, ) (0, )
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In defining these indicator functions, no line segments of the hysteresis loop are repeatedly 
counted. Therefore, only one of these functions is nonzero at any given time 𝑡:  
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 1 1 2 1 2( ) ( ) ( ) ( ) ( ) 1,L L H Ht t t t t+ + + + =  (5.63) 
 
2
( ) ( ), ( ) ( ) 0, .i i i jt t t t i j= =   (5.64) 
5.4.3 Recalibration design for the full-state feedback control 
5.4.3.1 The recalibration law and the control law 








= −  (5.65) 
 Let Φ(t) = (ĝ1(t), ĝ2(t), k̂1(t), k̂2(t), T̂α(t), T̂β(t))  denote the hysteresis parameter 
estimation at time 𝑡 and Φ* = (g1, g2, k1, k2, Tα, Tβ). A numerical scheme for implementing the 
estimated hysteresis inverse is developed next.  
At time kt t= , we have the knowledge of the desired boundary heat flux ( )1 , ( )d k d ku t u t−  
from the control law,   
( ) ( ) ( ( ) ( )),du t u t K H t H t= + −  
the temperature profile 1( , )kT x t − , boundary location 1( )ks t − , and the estimates of the hysteresis 
parameters ( )1kt − . The control command ( )kq t can be calculated by (5.75). Then the 
temperature profile ( , )kT x t , and boundary location 1( )ks t −  are available. Although the actual 
boundary heat flux ( )1ku t − is not available for direct measurement, its estimate, ( )1ˆ ku t − ,can be 
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=  (5.67) 




















Denote X̂(t) = (X̂1(t), X̂L1(t), X̂L2(t), X̂H1(t), X̂H2(t))
T
. X̂(tk-1)  is the indicator function 
estimate at 𝑡𝑘−1 , and ?̂?(𝑡𝑘−1|𝑡𝑘) is the re-estimate of the indicator function at 𝑡𝑘−1  with the 
measurements at 𝑡𝑘.  
Then, (5.68) can be used to update Φ(𝑡𝑘) by means of the following adaptive law:  
 ( )* 1 1 1 1 1ˆ( ) ( (0, )), ( ), ( | ), (0, , ( )) ,k k k k k k kt Proj G F T t t t t T t t− − − − −  =    (5.69) 
where  𝑃𝑟𝑜𝑗[⋅] is the discrete projection operator used to ensure the boundedness of the parameters 
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Consider the following control problem. Assume the reference temperature, ?̅?(𝑥, 𝑡), and the 
reference interface location, ?̅?(𝑡) , are given, which both represent the solution of the Stefan 
problem with the boundary heat flux, ?̅?(𝑡), and the initial conditions  ?̅?0, ?̅?0.  
Conjecture 5.1: Suppose the initial conditions satisfy the assumption (A1), and the reference 
profile satisfies the assumption (A2) and (A3). Then, with the following enthalpy-based full-state 





ˆ ( ) ( ( ) ( ))( )
kt
F uq t K H t H tt
−
−
= + −  (5.75) 
where 𝐾 is the controller gain, the reference temperature error ?̃? converges asymptotically to 0 
uniformly over the domain, and the free boundary error ?̃? also converges to 0 asymptotically. 
The proof is under development, while simulation results confirming the conjecture are 






5.4.3.2 Numerical Simulation 












Figure 35.  The true and the estimated hysteresis loop.   












The other simulation conditions are the same as in Section 5.3.3. The behavior of the surface 
temperature reference tracking error ?̃?(0, 𝑡), the closed-loop response of the moving boundary 
𝑠(𝑡), and the boundary heat flux error, 𝑢(𝑡) − 𝑢𝑑(𝑡), are depicted in Figure 36. The hysteresis 
model with the recalibration and without it shows similar performance in driving 𝑠(𝑡) to  ?̄?(𝑡), as 
the difference between the initial estimates and the true hysteresis is small. However, for the 
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surface temperature, hysteresis model with the recalibration ensures that ?̃?(0, 𝑡) → 0, while the 
hysteresis model without the recalibration does not provide such a behavior, as shown in Figure 
37. Figure 39 shows the control input error  𝑢(𝑡) − 𝑢𝑑(𝑡) , where it is seen that with the 
recalibration law 𝐺(⋅), 𝑢(𝑡) − 𝑢𝑑(𝑡) → 0. The final hysteresis estimation parameters given by the 
recalibration law are  
( )0.004,0.0039,0.0025,0.0025,500.03,899.97
T
 =  









5.4.4 Recalibration design for output feedback control 
5.4.4.1 Observer Design 
The proposed observer design is a modified version of  (5.16)-(5.20) from Section 5.3: denote 
the estimate of the temperature by ?̂?(𝑥, 𝑡), and the estimate of the solidification front by ?̂?(𝑡). 
Consider the following estimator:  
 ˆ ˆ( , ) ( , ),  0 ( )t xxT x t aT x t x s t=    (5.76) 
 ˆ ˆ( ( ), ) ,fT s t t T=  (5.77) 
 ˆ (0, ) ( ),x dT t u t=  (5.78) 
 0 0
ˆ ˆ ˆ ˆ( ,0) ( ), (0) 0T x T x s s= =   (5.79) 
 ( ) ( )( ) ( )( )( ) ( ) ( )( )ˆ ˆ ˆˆ ˆ ˆ 0, 0, ,x xs t b T s t T s t l T t T t+ −= − − + −  (5.80) 
where the initial conditions satisfy assumption (A1) and the estimation gain 𝑙 > 0. The major 
difference lies in equation (5.78). As the exact hysteresis function in (5.18) is not available, the 
estimated hysteresis function is used and simplified to equation (5.78). 
5.4.4.2 Recalibration law and control law 




















And recalibration law (5.70)-(5.74) can be used to update the hysteresis parameters. The same 
control problem as in Section 5.4.3.1 is considered 
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Conjecture 5.2: Suppose the initial conditions satisfy assumption (A1), the reference profile 






ˆ ˆ( ) ( ( ) ( ))( )
kt
F u t K Hq Ht t t
−
−
= + −  (5.82) 
where 𝐾 is the controller gain. Then the reference temperature error ?̃? and estimation error ?̂? − 𝑇 
converges asymptotically to 0 uniformly over the domain, the free boundary error ?̃? and estimation 
error ?̂? − 𝑠 also converges to 0 asymptotically.  
The proof is under development while simulation results are provided in the next section. 
5.4.4.3 Numerical simulation 
The same simulation parameters as in Section 5.4.3.2 are used in this section. 
The behavior of the surface temperature reference tracking error ?̃?(0, 𝑡), the closed-loop 
response of the moving boundary 𝑠(𝑡) , and the boundary heat flux error, 𝑢(𝑡) − 𝑢𝑑(𝑡) , are 
depicted in Figure 36. However, for the surface temperature, the hysteresis model with the 
recalibration ensures that ?̃?(𝑥, 𝑡) → 0. The control input error 𝑢(𝑡) − 𝑢𝑑(𝑡) → 0, as well. The 
final hysteresis estimation parameters given by the recalibration law are  
( )0.0039,0.0039,0.0025,0.0025,500.02,900.29
T
 =  





    (a) The temperature reference error ( , )T x t                     (b) The temperature estimation error ˆ( , ) ( , )T x t T x t−  
 
                       (c)  The solidification front ( )s t                                            (d)   boundary heat flux 
 
Figure 37. Simulation results of output feedback control with recalibration of unknow hysteresis. 
 
5.5 Summary 
The control of the Stefan problem with the boundary hysteresis depending on the temperature 
due to the water boiling effect is discussed in this chapter. The enthalpy-based full-state feedback 
control law and the output feedback control law discussed in the previous chapter are extended to 
the Stefan problem with hysteresis via a hysteresis compensator. One weakness of the proposed 
control law discussed in Sections 5.2 and 5.3 lies in the assumption (A4) that the continuous 
hysteresis characteristics can be determined based on the lab experiments. However, the actual 
hysteresis characteristics may be different from the ones obtained through the lab measurements. 
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A recalibration law to update the hysteresis estimation based on the available measurements is 
proposed for the hysteresis model constructed in terms of the line segments. Extension of the 
results presented to an arbitrary hysteresis loop instead of a simple four-line-segments-model could 




CHAPTER 6.  
OPTIMAL CONTROL FOR METALLURGICAL LENGTH MAINTENANCE  
The control laws derived in the previous chapter all require a known reference temperature 
( ),T x t  and solidification front position ( ) ,s t  that are the solutions to (2.24)-(2.27) under the 
known reference control input ( )u t with the initial conditions ( ) 0,0T x T=  and ( ) 00s s=  
satisfying the assumptions (A1) and (A2). This chapter presents one method of obtaining these 
reference states through optimization [12], [39], [50].  
The control laws used in the steel industry generally provide a trade-off between the avoidance 
of the surface and the internal cracks and the enforcement of the desired metallurgical length. 
However, in the situation of the sudden speed increase, the metallurgical length maintenance 
becomes more critical than the crack avoidance due to the possibility of a whale phenomenon, the 
dangerous bursting of the not fully solidified strand outside of the containment zone. Therefore, 
this chapter puts an emphasis on the latter problem, while neglecting the temperature control. This 
leads to a different control objective - that of minimizing the time and the size of the deviation of 
the metallurgical length from the desired value. In order to solve this problem, an open-loop 
minimum time-optimal control problem needs to be formulated under hard constraints on deviation 
of the metallurgical length from the desired value.  
The problem was heuristically addressed through simulation for a sudden speed drop [39] and 
a sudden speed increase [12]. Subsequently, [50] considered the same problem as in [12]: 
minimizing the ML deviation during a sudden, and more dangerous due to the possibility of the 
molten steel escape, casting speed increase. [50] provided the state-unconstrained non-minimum 
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time optimal control law derivation for the minimization of the deviation of the metallurgical 
length from the desired value. This chapter presents the results. 
6.1 Single-slice Optimization Problem 
6.1.1 Problem formulation 
Denote z -axis as the casting direction, where 0z =  and endz  represent, respectively, the 
meniscus and the end of the caster. ML is determined by the shell thickness profile along the caster, 
( )s z ; therefore, the goal of minimizing the ML deviation can be recast into minimizing the 
deviation of the shell thickness profile from the reference one, ( )s z . By taking the Lagrangian 
reference frame, the simulation domain of the equations (2.24)-(2.27) moves in the casting 
direction at the casting speed, ( )cv t . Therefore, assuming the domain starts at the meniscus at time 
0t = , the reference ( ) ,0 ends z z z   can be transferred to the time domain, ( ) ,0 fs t t t  , by  
 
0 0
( ) ( ) , ( ) .
ft t
c end cz t v d z v d   = =   (6.1) 
Even if the reference shell thickness profile along the 𝑧-axis, ( )s z , stays the same, the 
corresponding reference in time, ( )s t , may be different for different casting speed profiles. In the 
present work, the case of a sudden casting speed increase is considered: a slice starts at the 
meniscus at 0t = , with the casting speed 1cv , and at 
*t t= , the casting speed increases to 2cv . Let 
( )1s t  and ( )2s t  denote, respectively, the shell thickness profiles of the slice and the reference. At 
the time of casting speed change, the slice resides at the location 
 * *1cz v t=  (6.2) 
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= +  (6.3) 
Notice that under the settings of the present work, the shell thickness profile, ( )s z  , is the 
one at the casting speed of 1cv . Therefore, ( ) ( )1s t s t=  for ( )*0,t t . Then to minimize the 
metallurgical length deviation, we want to minimize the difference between ( )s t and ( )s t for the 
remaining travel time of this slice before it reaches the end of caster.  
Define a new time coordinate 't by taking a time shift of 
*t , i.e. 
*'t t t= − . Then ( )1 's t  and 
( )'s t  is defined on ( )*' , ft t t − , where *1f ft t t= −  is the residence time of the slice being 
subjected to the optimal control after the speed increase.  




( ) ( ( ) ( )) ,
ft
uJ s s t s t dt  = −  (6.4) 
and consider the following control set: 
 1 2{ [0, ], ( ) }.ad fU u L t M u t M =     (6.5) 
 For simplicity, denote ( )uJ s  as ( ).J u Then, the optimal control problem can be stated as:  
Problem (I) Find ( ') ad
ou t U  such that 
 ( ) min ( ).
ad
o
u UJ u J u=  (6.6) 
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The time coordinate 't incorporates the moment of speed increase as 't =0. For the ease of 
notation, in the remaining part of this paper, the prime superscript is omitted, so that t is used in 
place of '.t   
6.1.2 Existence of optimal controls 
The existence and uniqueness of solution to the above single-phase Stefan problem under 
bang-bang control has been proven [12]. Here the proof of the existence of optimal solution to 
Problem (I) is given.  
Theorem 6.1.  There exists an optimal control *
adu U  that solves Problem (I).  
Proof. Obviously J is bounded below, and there exists a minimizing sequence of J over Uad. 
Let n adu U  be a minimizing sequence over ( )J u . Since Uad is weakly compact in Lp, there exists 
a convergent subsequence nu  and 
*u  such that,  
𝑢𝑛 → 𝑢
∗ weakly in 𝐿𝑝 − sense. 
Due to the uniqueness and existence of solution to (2.24)-(2.27), denote ( ) ( )*,  ns t s t  to be the 
corresponding solutions.  








s t s t Cb u u d  −  −  (6.7) 
 Therefore, 
 * 2 2 2 * 2 2 2 * 2
0 0
( ( ) ( )) ( | ( ) ( ) | ) ( ( ( ) ( )) .
t t
n n ns t s t C b u u d C b u u d     −  −  −   (6.8) 

















( ) ( ) ( ) ( )
max ( ) ( )










s t s t dt C b u u d dt
C b t u u d












 Therefore,  
𝑠𝑛(𝑡) → 𝑠
∗(𝑡) weakly in 𝐿𝑝 − sense, 
and thus 𝐽𝑢𝑛(𝑠) → 𝐽𝑢∗(𝑠) and 𝑢
∗ is a minimizer.   
6.1.3 Derivation of the optimality system 
In this section, we derive the first-order necessary optimality condition for the minimization 
problem using the Lagrange approach. The following Lagrange functional is used: 
 
2
0 0 ( ) 0 0
( ) ( ) ( (0) ) ( ( ( ))) .
f f f ft t t t
t xx x x
s t
L s s T aT pdxdt T u gdt s bT sx t h td d= − − − − − − −      (6.10)  
The functions 𝑝(𝑥, 𝑡), 𝑔(𝑡), and ℎ(𝑡) denote the Lagrange multipliers associated with (2.24)
-(2.27). The first order necessary optimality condition for the optimization problem now is given 
by:  
0L = , 
and the adjoint equation system for our problem is defined through 
0  and  0T sL T L s= = , 
for all feasible directions ?̃? and ?̃?. 𝐿𝑇  and 𝐿𝑠   here denote the directional derivatives of 𝐿 with 
respect to 𝑇 and 𝑠, respectively.  
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The directive derivative of 𝐿 with respect to 𝑇 takes the form: 
 
( )
0 0 0 0
( ) (0) ( ( )) .
f f ft s t t t
T t xx x xL T T aT pdxdt T gdt bT s t hdt= − − − +     (6.11) 
 Integrating by parts with respect to time and space yields, 
 
0( ) ( )





0 0 0 0
( ) ( ) (0) (0)
( ) ( ( )) ( ( )) ( ( )) ( ( ))






s t s t s t





t s t t t
xxx
L T T t p t dx T p dx T p
s t T s t p s t dt aT s t p s t dt
aT p dt aT s t p s t dt aT p dt
aT p T g
dxdt
dx d bdt t




   
 
  




Sorting the terms in (6.12) corresponding to their domains of integration, and using ?̃?(𝑥, 0) 








0 ( ) ( ) (0) (0)
( ) ( ( ) ( ( ))
( ( ))) ( ( )) ( ( ( )) ) ( ( ))













T t p t dx aT p dt
p ap Tdxdt s t p s t dt
ap s t T s t dt ap s t bh T s t dt










Therefore, the adjoint system for the temperature takes the form:  
 ( , ) 0, (0, ( )),f fp x t x s t=   (6.14) 
 (0, ) 0, (0, ),x fp t t t=   (6.15) 
 ( ) ( ( ), ), (0, ),f
a
h t p s t t t t
b
= −   (6.16) 
 ( ) (0, ), (0, ),fg t ap t t t= −   (6.17) 
 ( , ) ( , ) 0, (0, ( )), (0, )t xx f fp x t ap x t x s t t t+ =    (6.18) 
 ( ) ( ( ), ) ( ( ), ), (0, )x fs t p s t t ap s t t t t=   (6.19) 
113 
 
Next, reassembling the Lagrange function by integration by parts (similarly to 𝐿𝑇?̃?), and 
substituting the already known parts of the adjoint equation system obtained above yields  
02
0 0 0 0
( ) (0) (0) .
f f ft s t t
L s s T p dx ugd sdt t hdt= − + + −     




sL s s s sdt shdt= − −   




2( ) ( ) ( ) (0) (0).
2
ft
s t f fL s s s h sdt s t h t s h= − + + −  (6.20) 
Using s(0) 0= (since ( ) ( )0 0s s= ) and ( ) 0fh t =  (which follows from (6.14) and (6.16)), the 
adjoint system for solidification front is given by  
 
1
( ) ( ) ( ) 0
2
ts t s t h t− + =  (6.21) 
Now, with the adjoint system (6.14)-(6.21), the only missing ingredient of the desired 





uL u ugdt=   (6.22) 
(6.22) is the first order necessary optimally condition when the control u  is unconstrained. In 
our case, for adu U , the optimality condition is replaced by a variational inequality (Chapter 3 of 
[53]), which has the form:  




uL v u g t v u dt− = −    (6.23) 
for all boundary functions 𝑣 satisfying 1 2M v M  .  
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In summary, the optimality system of Problem (I) in the absence of control and state 
constraints is given by:  
• the forward system (2.24)-(2.27)  
• the adjoint system (6.14)-(6.19) 
• the gradient equation (6.21)  
6.2 Multi-slice Optimization Problem 
The above optimization problem considers only a single slice of steel in the caster, and the 
boundary flux 𝑢 can be chosen to best suit that particular slice’s reference shell thickness. In 
commercial casters, the spray region is usually subdivided into several aggregated spray zones, 
each linking a group of spray nozzles together. Therefore, any slice inside the spray zone will be 
subject to the same boundary flux. Each spray zone may have a different feasibility region, 𝑈𝑎𝑑, 
since 𝑀1, 𝑀2 can be different based on the caster settings. The optimal control problem described 
in Section 21 is for one spray zone, rather than for the entire caster. The results are extended next 
from a single-slice/single-spray-zone setting to a multi-slice/single-spray-zone one.  
6.2.1 Control problem formulation 
Let 0 0, , , , , 1,2,...,
i i i
i i fs T z s t i N= be the initial shell thickness, the initial temperature, the 
location at which speed increases, the reference shell thickness, and the residence time, 
respectively. If 𝑧1 > 𝑧2 >. . . > 𝑧𝑁, then 1 2 ...f f fNt t t   .  






( ) ( ( ) ( )) ,
fi
N t
N i iJ u s s d  = −  
under the following control set:  
1 2{ [0, ], ( ) }.N fNU u L t M u t M=     
Problem (II) Find 
*
Nu U  such that 
 
*( ) min ( ).
NN u U N
J u J u=  (6.24) 
Theorem 6.2.  There exists an optimal control 𝑢∗ ∈ 𝑈𝑁 that solves Problem (II).  
Proof. The proof is similar to that of Theorem 6.1.   
6.2.2 Derivation of the optimality system 
In this section we will derive the optimality system for 𝑁 slices. The following Lagrange 
functional is used:  
 
( )






( ) ( )











ix i i ix i i
i i
L s s T aT p
T u g s bT s t h
= =
= =
= − − −
− − − −
   
  
 (6.25) 
The functions ( , ), ( ), ( ), 1,2,...,i i ip x t q t h t i N= denote the Lagrange multipliers associated to 
(24)–(27). The adjoint equation system for our problem is defined through  
0  and  0, 1,2,..., .
i iT i s i
L T L s i N= = =  
Following the same procedure as in Subsection 6.1.3 yields the following adjoint system for 
each slice 𝑖:  
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 ( ) ( )( ), 0, 0, ,i fi i fip x t x s t=   (6.26) 
 ( ) ( )0, 0, 0, ,ix fip t t t=   (6.27) 
 ( ) ( )( ) ( ), , 0, ,i i i fi
a
h t p s t t t t
b
= −   (6.28) 
 ( ) ( ) ( )0, , 0, ,i i fig t ap t t t= −   (6.29) 
 ( ) ( ) ( )( ) ( ), , 0, 0, 0, ,it ixx i fi fip x t ap x t s t t+ =   (6.30) 
 ( ) ( )( ) ( )( ) ( ), , , 0, ,i i i ix i fis t p s t t ap s t t t t=   (6.31) 
 ( ) ( ) ( )( ) ( )2 , 0, .it i i fih t s t s t t t= − −   (6.32) 












L u g u g u
+
= = +



















J u g t t t









= −  





  (6.34) 
Now, with the adjoint system, the procedure described in Section 6.1.3 can be used to solve 





6.3 Numerical Approach 
This section illustrates numerical approach to solving the single-slice optimization problem, 
with the same procedure being applicable to the multi-slice optimization problem. The procedure 
used combines the explicit finite difference with the variable space grid (VSG) [63]. The number 
of space intervals between a fixed boundary 𝑥 = 0 and a moving boundary 𝑥 = 𝑠(𝑡) was kept 
constant and equal to 𝑁𝑥, so that the moving boundary always lie on the 𝑁
th grid. The grid at the 





i j j j x
x
s t
x i x x i N
N
=   =    (6.35) 
 For the time discretization,  





t j j N
N
 = = =  
with ?̂?𝑖,𝑗  being the discrete temperature ?̂?𝑖,𝑗 ≈ 𝑇(𝑥𝑖(𝑡𝑗), 𝑡𝑗), ?̂?𝑗- the discrete free boundary ?̂?𝑗 ≈
𝑠(𝑡𝑗) , ?̂?𝑖,𝑗 ≈ ?̂?2(𝑥𝑖(𝑡𝑗), 𝑡𝑗) - the discrete adjoint temperature, and ?̂?𝑗 ≈ ?̂?(𝑡𝑗), ℎ̂𝑗 ≈ ℎ̂(𝑡𝑗)  – the 
adjoint boundary condition. The discrete versions of the other variables are also denoted with a 
hat.  
In the presence of the point-wise control constraints 𝑈𝑎𝑑 , the gradient method is used 
(Algorithm 1). This is a popular approach to solution of constrained optimization problems and 





Algorithm 1: Adjoint-Based Projected Gradient Method 
Input: 0u   
Output: ˆˆˆ ˆ ˆ ˆ, , , , ,u T s p q h   
1. Initialize: 0i = . 
while 1 maxk k  do: 
2. Solve the forward problem (24)-(27) for ˆ kT  and ˆ .ks  
3. Solve the adjoint problem (199)-(206) for .ˆˆ ,ˆ,
k k kp q h  
4. Construct the descent direction from (208): ˆ .
k kv q= −    
5. Determine k from: 
          
1 2[ , ]




[ , ]( ), 1.
k k k k
M Mu P u v k k
+ = + → +   
 
In order to ensure that the computed controls ?̂? ∈ 𝑈, the projection 𝑃[𝑀1,𝑀2](𝑢) is introduced 
and defined as: 
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=   
and/or  
1ˆ ˆmin{ :| | }.k kmax uk k u u
+= −   
1) Forward step 𝒌 
Following the same procedure as in [63], (2.24)-(2.27) can be recast into the following 
discretized version for 0,1,2,..., 1xj N= − :  
 0, 1 0, 1,2 2
2 2 2ˆ ˆ ˆ(1 ) ,k k k kj j j j
j j j
a a a
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x x x
  







, 1 , 1, 1, 1, , 1,2
ˆ
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N j fT T=  (6.39) 
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
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
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2) Backward step 𝒌 
The backward problem uses the same grid 𝑥𝑖,𝑗 that is used in the forward problem. Similarly, 
we have the following discretized version of the adjoint system: 
 1










− −= −  (6.42) 
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x s x
 
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 (6.44) 
Algorithm 2: Forward step k 
1. Initialize at t=0: 0 0 ,0 0 ,
ˆˆ , ( )k ki i js s T T x= = . 
while 1 1tj N  −  do: 
2. Compute the temperature ,
ˆ k
i jT   through (221)-(224). 
    3. Compute the free boundary 1ˆ
k
js +  through (225). 




Then the algorithm for the backward step can be described as in Algorithm 3:  
Algorithm 3: Backward step k 




i N Np h= = . 
while 1 1tj N  −  do: 
2. Set the boundary conditions ,ˆ x
k
N jp   and ,ˆ x
k
N jp  by (226) - (228). 
    3. Compute ,ˆ
k
i jp  by (229). 
 
3) Computation of the gradient 
The choice of the descent direction 𝑣𝑘 in step 4 of Algorithm 1 corresponds to the negative 
gradient, i.e., the direction of the steepest descent.  
4) Line minimization 
Determining the step size 𝛿𝑘 in step 5 of Algorithm 1 is too complicated a task to be solved 
exactly. Instead, the backtracking line search algorithm with Armijo condition (Chapter 3 of [67]) 
is used to determine an approximation to 𝛿𝑘. Detailed algorithm is as follows: 
 Algorithm 4: Line minimization step k 
1. Choose ( )0 1 20, , 0,1 ;c c   set 0    
while ( ) ( ) ( )
1 2, 1[ ]
( )
T
k k k kk
M M vJ JP u u cv v + +   
do: 
2. 2c   
 
The numerical results will be provided in Section 6.4.  
6.4 Numerical Results 
The following simulations use the parameters given in Table 3. The simulation code based on 
VGS grid was verified against an analytical solution to the Stefan problem with Dirichlet boundary 
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condition from [44]. Unless otherwise noted, 𝑁𝑥 = 20 and 𝜏 = 5 × 10
−4 . The simulated zone 
length is 𝑧𝑒𝑛𝑑 = 1.75m, and the speed increase is from 𝑣𝑐1 = 1.5 m/min to 𝑣𝑐2 = 1.75m/min. The 
control constraints are𝑀1 = 0.5 × 10
4K/s, 𝑀2 = 4.0 × 10
4K/s.  
 
 Table 3. Thermodynamic Properties Used in Simulations 
Symbol  Description  Value  
𝑘 Thermal conductivity  30 W/m⋅K  
𝜌  Density  7400 kg/m3  
𝑐𝑝  Specific heat  670 J/kg⋅K  
𝐿𝑓  Latent heat of fusion  272 kJ/kg  
𝑇𝑓  Melting temperature  1811 K  
𝐿  Half thickness of strand  0.1 m  
 
The spatial grid contains 21 points, and the temporal grid contains 10001 grid points, i.e. 𝑁𝑥 =
20, and𝑁𝑡 = 10000, 𝜏 = 6 × 10
−3s. The stopping criteria are chosen as 𝜖𝐽 = 1 × 10
−8 m and 
𝜖𝑢 = 1 × 10
−2 K/s. The parameter chosen for the line search is 𝛼 = 1000, 𝑐1 = 0.01, 𝑐2 = 0.5. 
6.4.1 Single-slice optimization 
The initial shell thickness is 0 0.01s =  m, the initial temperature 0T  is chosen to be linear 
with ( ) ( )0 0 0, 0 1473KfT s T T= = , the dwell time after speed increase is 2/ 60f end ct z v= =  sec, i.e. 
we optimize the solidification process over the time period [0, ft ]. This means that the number of 
optimization variables is approximately 52 10  for the chosen mesh grid. The reference shell 
thickness is the one with the casting speed 1cv  and the initial control command ( )
42.5 10u t =   
K/s.  
The computational time for one forward step takes approximately 8.1 𝑠𝑒𝑐 on Intel Xeon 3.4 
GHz CPU with 8G RAM, for the backward step it takes 8.3 𝑠𝑒𝑐 and the average computation time 
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for one line minimization step is 6.7 𝑠𝑒𝑐. The optimization procedure is terminated after 1790 
iteration with approximately 11 hours. The iteration history is shown in Figure 38.  
  
 Figure 38. Iteration history of 0.5J . 
After the speed increase, with the initial control 𝑢(𝑡), the cost value is 𝐽(𝑢) = 14.062 𝑚𝑚2; 
with the optimal control 𝑢∗ shown in Figure 39(b), the cost goes down two orders of magnitude to 
𝐽(𝑢∗) = 3.41 × 10−2  mm2 . Figure 39(a) shows that the shell thickness under 𝑢∗  matches the 
reference closely.  
 
(a)                                                                                   (b) 
Figure 39. Simulation result for the single slice optimization problem: (a) shell thickness profile under initial control 





6.4.2 Two-slice optimization 
In this section, we use 𝑁 = 2 to illustrate the method proposed in Section 6.2. When speed 
increases, the 1𝑠𝑡 slice is in the middle of the spray zone with 𝑡𝑓1 = 30 sec, the 2
𝑛𝑑 slice is at the 
beginning of the spray zone with 𝑡𝑓2 = 60s. Therefore, the control 𝑢(𝑡) controls both slices for 
0 ≤ 𝑡 ≤ 30s, and controls only the 2𝑛𝑑 slice for 30 < 𝑡 ≤ 60s. This means that the number of 
optimization variables is approximately 3 × 105.  
The computational time for one forward step takes approximately 9.4 𝑠𝑒𝑐, for the backward 
step - 9.6 𝑠𝑒𝑐, and the average computation time for one line minimization step is 16.4 𝑠𝑒𝑐. The 
optimization procedure is terminated after 1980 iterations taking approximately 19 hours. The 
iteration history is shown in Figure 41.  
With the initial control 𝑢(𝑡) = 2.5 × 104 K/s, 𝐽(𝑢) = 15.673  mm2; with the optimal control 
𝑢∗  shown in Figure 40(b), 𝐽(𝑢∗) = 0.42  mm2 . Figure 40(a) shows the shell thickness profile 
along the casting direction 𝑧 . The results show that the 2𝑛𝑑  slice has almost identical shell 
thickness as the reference, while the 1𝑠𝑡 slice’s shell thickness slightly differs from the reference.  
 
                                          (a)                                                                               (b) 
Figure 40. Simulation result of for the single slice optimization problem: (a) shell thickness profile under initial and 






The optimal control signal, shown in Figure 40(a), increases to maximum immediately after 
the speed increase to maximize the shell growth (this matches the finding in [12], [39]). The results 
also show that better control is attained over the 2𝑛𝑑 slice than the 1𝑠𝑡 one. This difference takes 
place because at the moment of the speed increase, the 2𝑛𝑑 slice is at the beginning of the spray 
zone, allowing for more time to control its shell growth under the input constraints.  
The state-of-the-art on-line model of the continuous casting process, CONOFFLINE model, 
introduced in Section 3.3 and used in a commercial caster for several years [4], simulates 200 
slices evenly spaced along a 15 m long caster. Even though the calculation time may be reduced 
by switching to GPU, reducing temporal grid points, and increasing stopping criteria, it may still 
not be feasible to use this procedure for real-time control.  
However, this approach can be used to determine the optimal control strategy for casting speed 
change scenarios of interests. Then the control methods proposed in Chapter 4 and Chapter 5 can 
be used to ensure the convergence of the actual control signal, the shell thickness, and the 




CHAPTER 7.  
INVESTIGATING THE CENTERLINE BRIDGING WITH CONOFFLINE  
Bridging refers to the phenomenon where the dendritic solidification fronts growing from 
opposite sides of the strand wide faces meet at some location upstream of the final metallurgical 
length, and thereby isolate a liquid pocket downstream. This pocket is surrounded by solid steel 
on all sides, so its shrinkage cannot be fed by the molten steel pool when it solidifies. Thus, the 
isolated liquid pocket solidifies like the center of a cast ingot, which usually results in high 
segregation, shrinkage cavities, porosity, and other centerline defects. Indeed, this slab-casting 
phenomenon is sometimes referred to as “mini-ingotism” [9]. Bridging has been shown to increase 
the centerline segregation, because the latter can be created by suction of the alloy-rich liquid steel 
between the dendrites around the bridging region, due to the solidification shrinkage of the isolated 
liquid pocket [68]. One type of bridging is the periodic bridging, a phenomenon thought to result 
from the periodic buildup of the internal equiaxed grains settling down onto the outer radius of the 
strand’s liquid core [69]. However, in this study, a mechanism for the non-periodic bridging is 
investigated.   
The author’s paper coauthored with undergraduate research student, William Drennan and the 
author’s advisors [70] identifies an important new mechanism for the formation of the centerline 
bridging, due to the sudden drops in the casting speed, under the spray table control within both 
thin and thick steel slab casters. Such sudden speed drops commonly accompany sticker-breakout 
alarms. The dynamic solidification heat-transfer model of the continuous casting process, 
ConOffline, is used to investigate this phenomenon. This chapter first presents an example of 
bridging during a speed drop under the spray table control, and proposes a new mechanism for 
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bridging. Then, the parametric studies are performed to investigate this new bridging phenomenon 
using the ConOffline model.  
7.1 The Centerline Bridging 
Using ConOffline, numerical simulation were performed to investigate centerline bridging in 
a typical commercial caster. This section provides a detailed example.  
7.1.1 A centerline bridging example 
Simulations here are based on a thin (90 mm-thick) slab caster at Nucor Steel in Decatur, 
Alabama. The steel grade simulated is low (0.05 wt-%) Carbon steel, with the properties given in 
Table 4. The first case considered is a sudden speed slow-down from 3.5 m/min to 0.5 m/min, with 
spray water flow rates changed suddenly at the time of the casting speed drop, according to the 
spray table given in Figure 41. The heat flux in the mold depends on many complicated 
phenomena. In this work, the average mold heat flux was taken as a function of the casting speed, 
based on an empirical correlation for a thin slab caster developed previously [43], 
  ( )
0.5442
m cMW/m 1.197 m/min .q v  =   (7.1) 
For the heat flux in the secondary cooling region, Nozaki’s empirical correlation [46] was 
used for the spray cooling regions.  
 Table 4. Steel Properties Used in Simulations 
Steep Property  Value  
Liquidus temperature  1532.1 oC  
Solidus temperature  1515.3 oC 
Pouring temperature  1550 oC 
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Latent heat of fusion  271 kJ/kg  
  
 Figure 41. Portion of “spray-table” showing the spray water flow rates used at two casting speeds of interest. 
 
The evolution of the metallurgical length with time during the sudden speed drop is shown in 
Figure 42. The metallurgical length gets shorter, with decreasing rate after t = 0 when the speed 
change begins. At 180 s, there is a sudden drop in the metallurgical length. This drop is due to the 
centerline bridging of the liquid core, which is illustrated in the snapshots of the shell thickness 
profile down the strand in Figure 43. At 60 seconds after the speed drop, the shell thickness no 
longer increases continuously with the distance from the meniscus. The shell at approximately 1.5 
m from the meniscus is thinner than both upstream and downstream. This thin spot persists and 
moves downward with the moving strand. By 187 seconds after the speed drop, the steel is fully 
solid around 2.17 m, when the two thick spots upstream of the thin spot touch. At the thin spots, 
there is still liquid further on down the caster. After enough time passes, the liquid in the thin spots 
solidifies as well, and a final, continuously-increasing profile is reached at 208 seconds after the 




 Figure 42. Metallurgical length during a sudden speed drop from 3.5 to 0.5 m/min under the spray table control. 
 
  
 Figure 43. The shell thickness history during a sudden speed drop from 3.5 to 0.5 m/min under the spray table 
control. 
 
7.1.2 Steps in the bridging mechanism 
As shown in Figure 43, a thin spot is observed to develop approximately 1.5 m from the 
meniscus at 60 seconds after the speed drop. This thin spot persists as solidification proceeds and 
moves downstream, and it eventually entraps liquid and results in the centerline segregation 
defects in the final product.  
At the time of the speed drop, the spray-water flow rate in each secondary cooling zone drops 
immediately from the flow rate at 3.0 m/min to that at 0.5 m/min, according to Figure 41. The heat 
flux in the mold also drops according to (7.1). The drop in the surface cooling just below the mold 
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is relatively more severe than the heat flux drop near the mold exit. This produces a thin spot in 
the shell just below the mold exit just after the speed drop, and a corresponding thick spot just 
above that region that solidifies a thicker shell than both upstream and downstream locations, 
denoted as slice i in Figure 44. The thick spot moves with the strand through the secondary cooling, 
eventually meeting its other half, and entrapping the liquid pocket just below. Eventually, the 
liquid pocket solidifies, and shrinks, leaving behind a region of the centerline segregation and the 
shrinkage cavities just below the bridged region of the strand.  
  
 Figure 44. Illustration of the steps in the centerline bridging after a sudden casting speed drop. 
 
7.2 Parametric Studies 
In this section, a series of speed drops are simulated with models of a 90 mm caster [47] 
inspired by the Nucor, Decatur thin slab caster, and a 220 mm caster [39]. In each test, at time 
0t = , the speed dropped suddenly from 0cv  and cfv , and the spray water flow rates dropped from 
0Q  to fQ . Different tests varied the speed drop, and the initial casting speed. The initial water 
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flow rates 0Q were taken from the caster-specific spray tables for the initial casting speed given in 
Figure 41 for the 90mm caster. In most tests, the final water flow rates were also taken from the 
caster specific spray tables, but in several tests, these final flow rates were modified.  
7.2.1 Effect of the speed drop size 
Results for the 90 mm caster are given in Figure 45, showing the area of the trapped liquid 
pocket. Figure 45(a) indicates that for a given initial casting speed, the area of the liquid pocket 
entrapped by bridging decreases with the extent of the speed drop. Also, for a given speed drop, 
increasing the initial casting speed causes a decrease in the area of the liquid pocket. This second 
trend is seen better by replotting the results according to the final casting speed, as shown in Figure 
45(b), which shows that the liquid pocket area decreases with the increasing final casting speed. 
In summary, the centerline bridging is more severe with the larger sudden speed drops, especially 




Figure 45. Effect of the casting speed drop on the area of the entrapped liquid pocket (90 mm thick caster). 
 
7.2.2 Effect of the strand thickness 
To investigate the effect of the strand thickness on this centerline bridging phenomenon, 
similar tests were conducted for a 220 mm thick-slab caster. Details of the caster and the spray 
table are given in [39]. Sample results are shown in Figure 46, which shows similar trends as in 
Figure 45: the area of the liquid pocket increases with the extent of the speed drop, and with smaller 
initial and final casting speeds.  
 
(a)  Cases grouped according to initial casting speed 
 




Figure 46. Effect of the strand thickness on the area of the entrapped liquid pocket. 
 
Comparing the results in Figure 45 and Figure 46 for the same casting speed conditions (the 
speed drop, the initial and the final casting speeds), the entrapped liquid pockets are about ten 
times larger with the 220 mm caster than with the 90 mm caster. Although each caster has its own 
spray water zones and spray table, it appears that the bridging mechanism due to the casting speed 
slowdowns causes more severe centerline defects in the thicker slab casters.  
7.2.3 Effect of incrementally dropping speed 
Considering the drastic increase in the size of the liquid pocket with the increasing speed drop, 
it seemed logical that a more gradual speed drop would lessen the bridging problem. To investigate 
this idea, two simulations of incremental speed drops were performed for the 90 mm (thin) slab 




 Figure 47. Simulation results for the incremental speed drops (220 mm thick caster with the spray table control). 
 
 
The first simulation involved dropping speed from 3.5 to 0.5 m/min via speed drops of 1 
m/min every 100s. This case was chosen because no bridging was observed for speed drops of this 
size in the previous tests (see Figure 45). As hoped, bridging was completely eliminated, as 
indicated by the lack of the vertical drops in Figure 47. This finding is significant, considering that 
the bridging experienced with the single speed drop from 3.5 to 0.5 m/min produced the worst 
bridging of all the cases in this caster, with an entrapped liquid pocket area of 2300 𝑚𝑚2.  
Considering this success, this same speed drop scenario was repeated using only two speed-
drop increments. The first drop was chosen to be greater, from 3.5 m/min to 1.2 m/min, knowing 
from the results in Figure 45 that the drops at the higher speeds produce a less severe bridging. 
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The second-step speed drop (from 1.2 to 0.5 m/min) of only 0.7 m/min, was expected to decrease 
the bridging severity. The results, given in Figure 47, show no bridging, although the crook at 
around 100 seconds confirms that bridging almost occurred, so this is a borderline case. These 
results confirm that dropping speed more gradually, such as using a few steps, permits avoiding 
the bridging phenomenon uncovered in this work. Further work is needed to optimize the speed 
drops for different casters.  
7.2.4 The effect of a steel alloy 
To investigate the effect of the steel alloy composition on the bridging phenomenon, further 
simulations were conducted to compare two different steel grades: the low carbon steel (0.05wt % 
C), and the higher alloy steel (0.4 % C, 1.1 % Mn). The results in Figure 48 for the 90-mm thick 
caster show that the entrapped liquid pockets for the alloy steel are about twice as large and much 
deeper than that for the low carbon steel under the same casting speed and the spray-water 
conditions. This confirms expectations that higher alloying leads to more severe centerline 
segregation problems from bridging.  
  







7.2.5 Effect of the spray cooling control 
In this section, the effect of the spray cooling control methods on the creation of the centerline 
bridging are presented and analyzed. 
 
7.2.5.1 Spray table control 
For the spray table control, the spray flow rates in spray zones, or spray patterns, that produce 
good quality steel are determined by experience, the plant trial and error, and the steady state 
modeling. A higher casting speed requires the higher water flow rates to maintain the same cooling 
conditions. These spray patterns depend on the steel grade, the production dimension, the casting 
speed, and the machine design. During the continuous casting process, if the casting speed 
changes, plant operators or an automatic level 2 control system will instantly change the spray 
water flow rates according to the spray patterns defined in the table for that speed.  
A typical spray table is shown in Table 5, where ( )isw cjQ v  represents the spray flow rate of a 
spray zone i  at a casting speed cjv . For an arbitrary casting speed cv , define 
upper
cv  as the minimum 
casting speed cjv  in the spray table that is bigger than cv , and 
lower
cv  as the maximum casting speed 
in spray table that is smaller than cv . For the current casting speed ( )cv t , ConOffline searches 
through the casting speeds cjv  in the spray table to find the corresponding 
lower
cv  and 
upper
cv . Then, 
the spray flow rate of the spray zone i  at the casting speed cv  can be calculated by the following 
equation:  
 ( ) ( ) ( ) .
upper lower
i i lower i upperc c c c
sw c sw c sw cupper lower upper lower
c c c c
v v v v
Q v Q v Q v








Table 5. Generalized spray table 
Spray zone  1   at  sw cQ v  2   at  sw cQ v  3   at  sw cQ v  ...   
1  ( )1 1sw cQ v   ( )
1
2sw cQ v .   ( )
1
3sw cQ v   ...    
2  ( )2 1sw cQ v   ( )
2
2sw cQ v   ( )
2
3sw cQ v   ...   
3  ( )3 1sw cQ v   ( )
3
2sw cQ v   ( )
3
3sw cQ v   ...   
4  ( )4 1sw cQ v   ( )
4
2sw cQ v   ( )
4
3sw cQ v   ...   
...   ...   ...   ... .   ...  
 
7.2.5.2 The time-constant control 
The spray table control method simply gives the different flow rates for a different casting 
speed. The sudden speed changes will lead to the sudden flow rate changes; This will result in the 
sudden fluctuations of the surface temperature, which is not good for the steel surface quality. 
Therefore, a classic type of a control algorithm, which is often called "dynamic spray cooling", 
has been developed and widely used in the steel industry to improve on a simple spray table 
control. One of them is the "time-constant control" introduced in the author’s paper author’s paper 
coauthored with the author’s advisors and Akitoshi Matsui, a researcher at JFE Steel, who supplied 
the plant data [39], which combines the spray table cooling velocity and cooling with time concepts 
together through an empirical mixture constant. With the time-constant control, the average casting 
speed is used to get flow rates from the spray table. Even with the sudden speed change, the average 
casting speed of steel also changes gradually.  
Consider the following general case: at wall-clock time 𝑡 = 0 , the caster starts casting and 
the steel is casting at a time-varying casting speed 𝑣𝑐(𝑡), 𝑧 being an arbitrary location in the caster. 
The dwell time 𝜏(𝑧, 𝑡) is defined as the time it takes for the steel to travel from the meniscus to the 







z v s ds
−
=   (7.3) 
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 Then the average casting speed for the steel to move from the meniscus to the location 𝑧 at 
time 𝑡 from the start up of the casting process can be calculated:  






=  (7.4) 
In the continuous casting process, one spray zone usually can have only one spray flow rate, 
so instead of the average casting speed 𝑣?̄?(𝑧, 𝑡) for the location 𝑧, the average casting speed ( )civ t  
for the spray zone 𝑖 at time𝑡 needs to be calculated. Then ( )civ t  can be substituted into the equation 
(7.2) as 𝑣𝑐 to get the spray flow rate for the spray zone 𝑖.  











=  (7.5) 
where, 𝜏(𝑧𝑒𝑛𝑑(𝑖), 𝑡) is the solution to the inverse of equation (233), 𝑧𝑒𝑛𝑑(𝑖) is the distance from 
the meniscus to the end of the spray zone 𝑖 and 𝑧𝑚𝑖𝑑(𝑖) is the distance from the meniscus to the 
middle of the spray zone 𝑖.  
Then the spray flow rate for the spray zone 𝑖 is given by:  
 ( ) ( ( )) ( ) ( ) .
upper lower
i i i lower i upperc ci ci c
sw sw ci sw c sw cupper lower upper lower
c c c c
v v v v
Q t Q v t Q v Q v





7.2.5.3 PI control 
An important feature of the caster spray configuration is that the rows of the individual spray 
nozzles are grouped into 𝑁𝑧𝑜𝑛𝑒  spray zones according to the nozzle location and control the 
authority (which depends on how the nozzles are connected through the headers and the pipes to 
a given valve). Each individual spray zone corresponds to an area in which the spray water to the 
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nozzles has a single inlet valve. This means that all the rows of the nozzles in a zone have the same 
spray-water flow rate and the spray density profile.   
ConOffline system has a PI controller for the surface temperature built-in. First, the plant 
operators will decide the desired temperature, 𝑇𝑠𝑒𝑡
𝑖  (or the reference input temperature) for each 
spray zone, then the reference temperature is compared with the measured average surface 
temperature in each zone, 𝑇𝑖 (or the measured output), to get the measured error 𝑒𝑖(𝑡).  
 ( ) ( ).ii set ie t T T t= −   (7.7) 
The control signal 𝑢𝑖(𝑡) is then determined based on the measured temperature error: 
 
0
( ) ( ) ( ) (0),
t
P I
i i i i i iu t k e t k e s ds u= + +  (7.8) 
where 𝑘𝑖
𝑃  and 𝑘𝑖
𝐼  are called the P-controller gain and the I-controller gain, 𝑢𝑖(0) are the initial 
control signals at 𝑡 = 0. In the case of the speed drop, since the caster operates at a constant casting 
speed before the speed drop, 𝑢𝑖(0) is the control signal before the speed drop. The temperature 
setpoints for the different spray zones are chosen to be the steady state average surface temperature 
values under the spray at 3.5 m/min provided in Figure 41 and listed in Table 6.  
 Table 6. Fixed temperature setpoints for PI control method 
Zone  Setpoints oC  𝑘𝑃  𝑘𝑖   
1  1122.909  0.2  0.2   
2  1057.4  2  0.5  
3  1007.85  1.2  0.3   
4  1009.73  0.5  0.2   
5  1029.88  2.5 0.25   
6  1049.61  2.5  0.25   
7  1012.52  1.5  0.2   
 
The initial control signal of a spray zone 𝑖 before the speed change is the flow rate at the initial 
casting speed of 3.5 𝑚/𝑚𝑖𝑛, 𝑄𝑠𝑤
𝑖 (0). Therefore, under the PI control, the spray flow rate of a 
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with 𝐿𝑖 being the total length of zone 𝑖. Since CONCONTROLLER updates the control commands 
every Δ𝑡 seconds, the spray flow rate of a spray zone 𝑖 is: 
 ( ) ( ) ( ),i P Isw i iQ t t u t t u t t+ = + + +  (7.11) 
 where the proportional (𝑢𝑖
𝑃) and the integral (𝑢𝑖
𝐼) components are defined as follows: 
 ( ) ( ),P Pi i iu t t k T t+ =   (7.12) 
 ( ) ( ) ( ) .I I Ii i i iu t t u t k T t t+ = +    (7.13) 
Because of the physical limitations of the spray cooling system at the caster, it is possible that 
the spray flow rate requested by the PI control signal 𝑢𝑖(𝑡) is infeasible, yielding the actual flow 
rate different than the requested one. Even when the requested flow rate is feasible, the requested 
and the actual flow rates 𝑢𝑖
′(𝑡) also may be different because of the dynamics such as the actuator 
interactions with the header piping system. For the simulations in this study, no actual plant is 
involved, so the requested and the actual flow rates always match when the requested flow rates is 
feasible. The differences between the requested and the actual flow rates tend to cause controller 
instability, known as "windup". Therefore, a classic anti-windup is adopted to avoid the integrator 
windup: 




𝑎𝑤 are the tuning parameters that can be used to relax the rate of windup. Here, all 𝑘𝑖
𝑎𝑤 
are set to 1.  
The P-controller gain 𝑘𝑖
𝑃 , the I-controller gain 𝑘𝑖
𝐼 , and temperature setpoints used in the 
simulation are listed in Table 6. The P gains are tuned based on the total flow rates change at the 
two steady states; a bigger P gain is used for the zones with a larger flow rate change. The I gains 
are tuned based on the P gain value. The PI controller’s performance vitally depends on the choice 
of the PI controller gains, yielding a good performance for a good gains choice.  
7.2.5.4 The performance comparison 
The sudden speed drop of 3.5 m/min to 0.5 m/min is considered as it is the most severe speed 
drop and there is the centerline bridging under the spray table control. Figure 49 shows the 
metallurgical length profiles produced by all three control methods. As the figure shows, there are 
no sudden changes of the metallurgical length under the time-constant control and the PI control, 
indicating that there is no bridging phenomenon present.  
  




This study shows that the centerline bridging, which leads to  the centerline segregation and 
the porosity defects, may occur after a sudden drop in the casting speed. This is due to a thick spot 
in the solidifying steel shell forming high in the caster just after the speed drop. The size of the 
resulting entrapped liquid pocket can be reduced by decreasing the extent of the speed drop, by 
increasing the initial and the final casting speeds, and by decreasing the alloy content. Two 
strategies to avoid this problem are recommended. First: avoid the sudden large speed drops to the 
low casting speeds, opting instead for an incremental or a continuous decrease in the casting speed. 
Second, avoid large drops in the spray water flow rates. Instead, use dynamic decrease in the spray 
water flow rates, dropping more gradually towards the steady-state flow rates in the spray table. A 
spray cooling control like the PI control or the Dynamic spray cooling control can lessen the 




CHAPTER 8.  
DYNAMIC MODELING OF THE UNSTEADY BULGING WITH 
CONOFFLINE  
In the continuous casting of steel, bulging is an important phenomenon where the internal 
ferrostatic pressure, partially restrained by the support rolls, causes the partially solidified shell to 
bulge outward between each pair of rolls. Bulging is directly responsible for internal cracks, 
centerline segregation, and permanent slab-width variations [71]–[73]. It also increases roll forces 
and roll wear. In addition, time-variations of the bulged shape may cause volume changes of the 
molten steel contained within the solidifying shell in the strand, leading to mold level fluctuations. 
Such fluctuations may correspond to the time period between certain roll pitches, or certain roll 
diameters in different zones of the caster [73].  
It is well known that excessive mold level fluctuations lead to strand surface cracks, and even 
breakouts. Mold level control has been studied for many years [74], [75] to minimize these 
problems. However, the mold level control system has difficulty recognizing and responding to 
dynamic bulging and cannot prevent it. Other methods, such as increasing the spray cooling in the 
secondary cooling region to decrease the surface temperature and thicken the shell, and adoption 
of non-uniform roll pitch have been proposed to reduce dynamic bulging problems [73], [76].  
The previous work to study bulging has focused mainly on the steady bulging, using Finite 
Element Analysis (FEM) [71], [77], [78]. A few recent studies have measured the unsteady bulging 
in the casting machine using the position detectors between the rolls [73], [79]. Such detectors are 
useful for model validation but are not feasible for every-day online use, especially in the thin-slab 
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casters, and have never been used to help mold level control systems. Our approach is to use the 
dynamic model, ConOffline, to predict the bulging amplitude.  
To the best of the author’s knowledge, this work is the first attempt to develop a dynamic 
bulging model that is calculated fast enough for implementation into the real-time online control 
systems and validated with the plant measurements. The dynamic model, ConOffline, which 
captures the behavior of the 2-D longitudinal domain through interpolation of multiple 1-D moving 
slices, is used to calculate the bulging amplitudes. A new dynamic-volume model then calculates 
the volume change induced by the dynamic bulging and the stopper rod movement. This model is 
verified through the plant measurements and applied to gain new insight into the dynamic bulging 
phenomenon.  
8.1 A Dynamic Bulging Model 
8.1.1 A steady bulging model 
The maximum bulging amplitude, 𝛿𝑚𝑎𝑥, within each within each roll pitch is found from the 
following equation based on fitting many FEM simulations, proposed by Yu [78], knowing the 
local strand surface temperature, the shell thickness, the roll pitch, and the ferrostatic pressure 
calculated using 𝑃 = 𝜌𝑔ℎ.  
 ( )















mm −=   (8.1) 
where 𝑃 is the ferrostatic pressure, 𝐿 is the roll pitch, 𝑇𝑠𝑢𝑟𝑓 is the strand surface temperature, and 




8.1.2 A dynamic bulging model for the unsteady bulging 
Bulging of the strand involves both the static and the dynamic components according to the 
time variations of the bulging which accompany the movement of the strand. Figure 50 illustrates 
the steady and the unsteady bulging. With the steady bulging, the surface profile of a strand is 
constant with time, and each portion of the steel shell follows the bulged profile, wiggling akin to 
a snake as it moves down with the casting speed. Although the strand bulges outwards between 
rolls, and is pushed back beneath rolls, the mold level stays constant because the volume of molten 
steel obtained inside the solidifying shell does not change with time. In contrast, with unsteady 
bulging, the contorted shape of the strand surface becomes partially frozen, so the bulged profile 
moves down the caster. When the steady bulged shape of the solidified shell, called the “concave 
profile”, moves between the rolls, the strand must be squeezed inwards. The total volume of molten 
steel contained within the strand decreases which causes the mold level to rise. Continuing down 
the caster, the strand experiences repeated transverse expansions and contractions, resulting in the 




 Figure 50. Schematic illustration of steady, unsteady dynamic bulging. 
To model this behavior, molten steel flow is divided into three components: inflow into the 
mold through the stopper rod, outflow due to the downward movement of the solidifying shell at 
the casting speed, and the liquid steel flow due to the transverse movement of the solidified shell. 
The latter component is found by tracking the changes in the volume of the molten steel inside the 
solidified shell according to the shape of the bulged strand, the extent to which it is partially 
“frozen”, and its downward movement. This volume change, Δ𝑉𝑏 , will induce the mold level 
fluctuations, which the mold level control system will attempt to compensate. The resulting 
movement of the stopper rod, which changes the inlet steel flow rate from the tundish, induces the 
transient volume changes, Δ𝑉𝑠 . Any time-variation in the casting speed will introduce further 
volume changes, Δ𝑉𝑜. As shown in Figure 51, ignoring the other effects, the following volume 
conservation equation gives the total time-varying volume change of the strand, Δ𝑉𝑚: 




 Figure 51. A schematic diagram of an evaluation of the volume change due to the unsteady bulging. 
 
This total volume change of the molten steel also can be found from the measured mold level 
fluctuations, Δ𝐻:  
 ( )( ) ,mV t H t WD =   (8.3) 
where 𝑊 is the strand width, 𝐷 is the strand thickness, and the average Δ𝐻(𝑡) is estimated by the 
mold level sensor. In the steady-state, or the “snaking shell” case, the volume change induced by 
the bulging is zero, i.e. Δ𝑉𝑏 = 0. In the partially-frozen shell case, it depends on both the inter-roll 
bulging profile along the entire strand, and the shape change as the strand moves down the caster. 
In a slab caster with a relatively constant width, this simplifies to:  
 ,b iV AW =  (8.4) 
where 𝐴𝑖 is the area change in the 𝑖
𝑡ℎ roll pitch induced by the repeated transverse expansions and 
contractions of the strand. The dynamic bulging model in this section is developed for the unsteady 
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bulging case. For simplicity, the maximum bulging location is assumed to be at the center of the 
roll pitch, midway between the rolls, and the bulging profile was very roughly approximated as 
triangular. Figure 52 shows the two extreme cases in unsteady bulging over one roll pitch: the 
concave and the convex profiles. Due to the creep deformation, the bulging amplitude is assumed 
to decrease after the bulged ‘peak’ moves from midway between rolls to lie directly under the next 
roll. The following assumptions were made for simplicity: 1) this decrease in the height happens 
linearly from the concave profile to the convex one; 2) 𝛿𝑚𝑖𝑛 = 𝑓𝛿𝑚𝑎𝑥, 𝑓 is set to be 0.5 in this 
study; 3) the bulging at each roll pitch is independent.  
  
 Figure 52. The concave and the convex profile formed as realization of the triangular bulging profile assumption. 
 
To calculate the time evolution of the 𝑥 − 𝑧 area change of the bulging profile with the strand 
movement, the concave profile of the steady bulging was taken as the initial state. The passing 
line of the steel strand was taken as the zero reference. Denoting by z the strand position along 
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where mod , 1,2,.....z z L n = = The distance that the strand moved, z(t), can be calculated from the 
casting speed 𝑣𝑐(𝑡):  




cz t v d =   (8.6) 
Then the total volume change due to bulging can be calculated as:  
 ( ) ( )( )b iV t A z t W =  (8.7) 
8.1.3 A stopper rod flow model 
A pressure drop - flow rate model for the stopper rod systems (PFSR), developed at the 
Colorado School of Mines [32] is used to estimate the time-dependent inlet steel flow rate, based 
on the input stopper position history recorded at the plant. The PFSR is a stand-alone MATLAB 
based program that solves a system of Bernoulli equations for the flow rate and the pressure 
distribution down the entire system from the tundish top surface, through the SEN, to the mold top 
surface. The details of the model are presented in [32].  
During continuous casting, the stopper rod is susceptible to erosion. To minimize the effect 
of erosion, the data were collected from the temporal regions in the plant measurements where 
there was a constant casting speed followed by a sudden change (increase or decrease of the casting 
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speed), and finally followed by another time period of a constant casting speed. The throughput 
differences within this short period should be attributed to the stopper rod movement.  
The average erosion rate was estimated for the entire casting sequence, according to the flow-
rate changes during the time periods of the constant speed. After accounting for the erosion, the 
stopper rod data were extrapolated to the zero flow rate at the zero stopper position. After further 
calibration and validation of the PFSR with the 18 sets of the measurements, the following linear 
interpolation of the stopper rod inlet flow rate by the PFSR was obtained  
 ( ) 0.5942 ( ) 0.764,sQ t h t=  +  (8.8) 
where 𝑄𝑠(ton/min) is the inlet flow through the stopper rod opening, ℎ(𝑡) (mm) is the stopper rod 
opening. This linear interpolation is considered to be valid only for a narrow range of stopper rod 
opening (3.2 mm - 4.7 mm) and the flow rate (2.66 (ton/min) -3.53 (ton/min)), which happens to 
be relevant for the typical casting conditions at the plant.  
8.1.4 The computational procedure 
The calculation procedure based on these models is as follows:  
• ConOffline calculates the maximum bulging amplitude at each roll pitch based on the 
recorded or the specified casting conditions including the slab geometry, the casting speed, 
the spray flow rates, the steel grade, etc. for each time step, Δ𝑡 (1 sec in this study), based 
on the shell-thickness and the surface temperature profiles down the strand.  
• Next, the dynamic bulging model calculates the mold level fluctuation caused by the 
volume changed due to bulging, Δ𝑉𝑏(𝑡)  from equations (8.2)-(8.7) knowing the local 
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strand surface temperature, the shell thickness, the roll pitch, the ferrostatic pressure, and 
the casting speed.  
• The inflow volume induced by the stopper-rod movements is calculated from the inlet steel 
flow based on equation(8.8), knowing the stopper rod position measurement ℎ(𝑡)  as 
follows:  
 ( ) ( )s sV t Q t t =   (8.9) 
• The outflow volume due to the downward movement at the casting speed, 𝑣𝑐(𝑡), is found 
from  
 ( ) ( )o cV t v t WD t =   (8.10) 
Since, the casting speed is relatively constant during this simulation, the variation of the 
outflow volume from mold is almost negligible.  
• The total volume change history in the mold can be calculated from equation (8.3) knowing 
the mold level position measurement.  
8.2 Simulation Results and Discussion 
8.2.1 The casting conditions 
The casting scenario simulated is shown in Figure 53. The first plot shows the casting speed 
history, which is relatively constant around 3.1 m/min. The spray flow rates in the secondary 
cooling zones 5 and 6 were increased at around 1000 seconds because large bulging in these 2 
zones was suspected. The last two plots are the measured mold level position and the stopper rod 
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position, which show the evidence of a significant dynamic bulging followed by a time interval 
where only small bulging is suspected. Steel composition was changed at around 2700 seconds, 
which appears to be at least partly responsible for the decrease of the unsteady bulging.  
  
 Figure 53. The simulated casting scenario. 
8.2.2 The stopper rod flow model results 
First, the new volume model was applied to the measured scenario, including only the effect 
of the stopper rod movements, and neglecting any dynamic bulging. A comparison of the 
calculated and the measured mold level position histories is shown in Figure 54 for two time 
intervals: 500-510 seconds (dynamic bulging suspected) and 3400-3410 second (no bulging 
problems suspected). The differences between the calculated mold level from the stopper rod flow 
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model and the measured mold level should be explained by the dynamic bulging. When the 
dynamic bulging is suspected to be large (the left figures), the model greatly over-predicts the level 
fluctuations. This indicates that in the real caster, the level control system was compensating for 
those changes. This is also indicated by the difference between the measured throughput, which 
was constant, and the model predicted inlet flow, which appears to have been almost exactly 
compensating for the significant dynamic bulging. When dynamic bulging was small, (right 
figures), the predicted mold level is similar to the measurements indicating that the mild level 
fluctuations are caused by the stopper rod movement and the surface waves.  
 
 Figure 54. Measured mold level position and calculated mold level position due to the variation of inlet steel flow. 
 
To better illustrate the importance of dynamic bulging, the model prediction of the mold level 
(considering the stopper-rod movement only) was subtracted from the measured mold level signal, 
i.e. Δ𝑉𝑚 − Δ𝑉𝑠 + Δ𝑉𝑜 , and converted into Δ𝐻(𝑡)  using (247) This new prediction, “model 
prediction with no level control”, represents the expected mold level history if the stopper opening 
had been held constant (i.e., with no level control system). This prediction shown in Figure 55, 
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confirms the suspicion that dynamic bulging must have been very severe during this time interval. 
Furthermore, it shows that the stopper rod movement due to the level control system was helping 
to decrease the mold level fluctuations. Note, however, that there is still much room for 
improvement, if the unsteady bulging could be decreased or eliminated, or the mold level control 
system could be improved.  
  
 Figure 55. A comparison of the measured and the calculated mold level histories, including dynamic bulging. 
 
8.2.3 The dynamic bulging model results 
Next, to predict dynamic bulging, the bulging amplitude calculated from equation (245) was 
simulated for each roll pitch, and used to predict the mold level fluctuation induced by the dynamic 
bugling. The “model prediction with no level control” explained in the previous sections, which is 
the differences between the calculated mold level from the stopper rod flow model and the 
measured mold level, was used as a comparison with the dynamic bulging model prediction. Figure 
56 shows these two predictions for the time intervals of 500-700 seconds and 4400-4600 seconds. 
In the interval of 500-700 seconds, during which a significant dynamic bulging was suspected, the 
magnitude of the prediction from the dynamic bulging model is two times bigger than the model 
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prediction with no level control system. We argue that this difference is caused by assuming 
dynamic bugling in all zones in the dynamic bulging model, while in the real caster, it may be the 
steady bulging in certain regions and the dynamic unsteady bulging in the other regions. The trend 
of the two signals shows a qualitative match with similar clustering of the peaks. However, for 
4400-4600 seconds, the two signals do not match. This suggests that after the steel grade change, 
the new shell becomes more susceptible to creep, so the bulging profile reverts from the dynamic 
to the more steady bulging, with the smaller f-value, and thus reduces the volume changes and the 
mold level fluctuations. Indeed, with the minimal dynamic bulging, the measured signal is more 
likely to be caused by the random turbulent flow and the surface waves, which cannot be controlled 
by the stopper-rod movement  
  
 Figure 56. A mold level prediction with the dynamic bugling model with no control system for 500-700 sec and 
4400-4600 sec. 
 
The power spectrum density (PSD) analysis of the signals in Figure 56 is shown in Figure 57. 
The period used for the Fast Fourier Transform is 200 seconds. When a bad dynamic bulging is 
suspected (500-700 sec), the PSD of the measured signal shows that the main frequency is the 
frequency corresponding to the roll pitch in zone 5, while the PSD of the estimation shows the 
matching frequency at zone 5, and zone 6. When a small dynamic bulging is suspected (4400-4600 
155 
 
sec), the PSD of the measurement shows no matching frequency of the roll pitch in the spray zones, 
and it appears to be the random noise. This also supports the hypothesis that there is the steady 
bulging during the 4400-4600 seconds interval. However, peaks with smaller magnitude can be 
spotted at the frequency corresponding to zone 5 and zone 6 in the PSD of the estimation of the 
mold level, i.e. the model predicts unsteady building at zone 5 and zone 6 as well. This is because 
the dynamic bulging model was simulating a case of unsteady bulging throughout the caster. 
Therefore, it should not match the steady bulging results.  
  
 Figure 57. The power spectral density analysis of the measured and the estimated mold level position-time signals 
shown in Figure 56. 
8.3 Summary 
A dynamic-volume model has been developed to relate the volume changes from the dynamic 
unsteady bulging and the stopper-rod movements to the level fluctuations in the continuous slab-
casting process. The model incorporates separate submodels to predict the steady-state bulging 
and the relation between the flow-rate and the pressure drops according to the stopper-rod position. 
The model predictions of the history of the mold level variations caused by the unsteady bulging 
matches reasonably with the measurements of the mold level history in a thin-slab caster. The 
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Power Spectral Density analysis shows that for the studied case, the dynamic bulging in zone 5 
appears to be responsible for the level fluctuations, as the dynamic volume model is able to catch 
the zone 5 frequency peaks. This work confirms that dynamic bulging is responsible for the 
significant mold level fluctuations in the plant under some circumstances. Furthermore, the model 
shows that the mold level control system only partly compensates the level fluctuations induced 
by the dynamic bulging, making them only slightly less severe than the ones that would have 
occurred with a constant stopper position. This leaves a significant room for possible improvement 
of the mold-level control systems. This work is only a preliminary step in modeling of the unsteady 




CHAPTER 9.  
SUGGESTION FOR FUTURE WORK  
9.1 Motion Planning for Steel Casting 
Profitability changes according to many circumstances that introduce significant complexity 
in determining optimal casting conditions. Avoiding cracking problems is the most important 
concern that determines cooling conditions for some steel grades: automotive grades are prone to 
surface problems, while high-alloy structural steels suffer more from internal cracks. Many other 
grades are not particularly crack prone, however, so other concerns dominate. Maximizing 
productivity is the objective when there is a backlog of steel at the ladle station and a shortage at 
the rolling mill. This problem is common in good economic times, especially when the casting 
capacity is the rate-limiting processing step. At other times, a backlog at the rolling mill may 
require the caster to run as slowly as possible to avoid an expensive and defect-prone “tailout”, 
where the entire casting operation is stopped and restarted. Between these two extremes, a common 
objective is to “pace” the caster by choosing a casting speed that balances the throughput with the 
other plant operations in order to maximize the length of a casting sequence. Finally, an 
environmentally-conscious operation should conserve energy by cooling the slab as little as 
possible to retain its internal energy. The caster operation should adapt according to the most 
urgent need, while still optimizing other aspects as much as possible. This is the real, difficult, 
unaddressed task in controlling the commercial continuous casters, and the goal of the proposed 
work is to rigorously address this task at the fundamental broadly applicable level.  
In Chapter 6 an optimal control approach for minimizing the metallurgical length deviation 
during the casting speed increase under the constraints on the secondary cooling flow rates for the 
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continuous steel casting process is proposed. This approach can be extended to the more 
complicated operational objectives: 1) Pacing Mode – balancing throughput with the rest of the 
plant in order to maximize the continuous-casting sequence length, 2) Maximum Productivity 
Mode - maximizing caster throughput, 3) Time Conservation Mode - maximizing casting time to 
provide a temporal buffer between upstream and downstream operating units, 4) Energy 
Conservation Mode - maximizing the thermal post-casting slab energy to reduce the reheating 
furnace energy loss; all subject to the following constraints: 1) Internal and 2) Surface Quality – 
maintaining surface temperature history within a process window that minimizes possibility of 
forming an internal or surface crack, 3) Whale formation avoidance – keeping the metallurgical 
length (the liquid core of the strand) within the containment zone of the roll support.  
An obvious approach is to design different cost functions for different objectives and solve 
the optimal control problem numerically. However, there are several considerations to take into 
account. 1) While solving the new problems one should be careful to avoid bringing back the old 
ones - steel casting is a complicated process, therefore adding the new cost functions, tweaking 
the existing ones, or changing the weights may degrade the solutions that already reasonably work. 
2) Balancing the  costs at the drastically different magnitude scales, while considering the 
controller feasibility, the operation safety, and the efficiency. 3) Creating the cost functions - in 
the metallurgical length control, formulating the cost function is obvious, but in many other 
situations, like, fir example, bulging, it is not.  
Another challenge lies in the calculation time. Currently, the calculation time for the case of 
one 1.75 m long zone with the two slices simulation takes approximately 8.1 s on Intel Xeon 3.4 
GHz CPU with 8G RAM for one forward step, for the backward step it takes 8.3 s, and the average 
computation time for a one line minimization step is 6.7 s. The optimization procedure is 
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terminated after 1790 iteration with approximately 11 hours. For an entire caster, such as a thick-
slab one – with the length of more than 10 m, and many spray zones and slices to consider, the 
calculation time would be much higher.  
9.2 Developing Realistic Hysteresis Operator and Proving the Convergence 
In Chapter 5, the hysteresis due to boiling 𝐹(𝑇(0, 𝑡) is modeled using the line segments and 
the heat flux multipliers, whereas in the actual application, the hysteresis operator may be a random 
curvature function. 
Also the closed loop convergence of ?̃?, ?̃? to 0 is not proved yet. For this, an obvious Lyapunov 
functional has not been yet found. Another possible approach is to abandon the Lyapunov stability 
theory and examine the solutions of the error system using more sophisticated functional analysis.  
9.3 The Spray-zone Control 
The most critical step standing between the current algorithm and its implementation is that 
the current control design only follows a single slice of the caster. At any point in the caster, the 
work in this dissertation implicitly assumed that the water flow rate could be chosen to best suit 
that particular slice’s temperature. Casters, however, only have a handful of spray zones in which 
the water flow rate through every nozzle is the same. Any slice in each zone will receive the same 
water flow rate. Rather than following the material as it moves through the caster, which was useful 
for simplifying the governing nonlinear PDE to a 1-D problem that could be easily analyzed 
mathematically, the spray zone covers a fixed 2-D spatial domain. There are two problems with 
designing a similar enthalpy-based control law.  
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First, the temperature upstream of the spray zone cannot be controlled by changing the water 
in the spray zone. Second, by studying a fixed spatial domain, advection must be considered at the 







 in the PDE. That is, changing the casting 
speed changes the differential operator. Both problems lead to the same conclusion: matching a 
fixed reference profile in a spray zone is fundamentally impossible.  
That being said, this does not mean that control of the spray zone is impossible. A good option 
for applying the controllers designed in this work is to develop a reference profile generator that 
translates the operational requirements into the realizable reference temperature motions and 
casting speed input sequences ensuring safety and product quality. Then, similar controllers as the 
ones designed in this work can be implemented to regulate the temperature and the shell thickness  
9.4 Extended Application 
Due to the complex nature of the steel casting process, it is dangerous and expensive to 
perform experiments on the actual caster. With the help of the model, ConOffline, which acts as a 
digital twin of the casting process that provides insight into the caster, many new applications are 
possible with ConOffline.  
In the development of the new generations of steel, like the high strength steel, there are many 
new challenges in the casting process. Dynamic bulging of the steel strand is one of the challenges. 
In Chapter 8, a preliminary step was taken to model the dynamic bulging using the ConOffline 
model. A more sophisticated model of the bulging between the rolls is needed to make the 




APPENDIX A.  
NUMERICAL SIMULATION BACKGROUND 
Th e simulation technique used is a straightforward calculation of (48) using the Finite 
Difference Method (FDM). Denote the discretized temperature as  
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is the grid spacing. Then, the well-known second–order accurate difference approximation for the 
second spatial derivative is  
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Therefore, using the simple forward Euler integration scheme in time for (48),  
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 (A.4) 
Obviously, this only applies to the internal nodes, for which 𝑇𝑖−1 and 𝑇𝑖+1 are within the 
problem domain. For this to be applied to the boundary nodes 𝑖 = 0 and𝑖 = 𝑛 would require values 
for 𝑇−1 and 𝑇𝑛+1, respectively, which are not physically meaningful in the discretization scheme 
given, since they refer to points outside of the problem domain.  
However, the boundary conditions (2.25) should apply, and this suggests a way of creating 
these “dummy node” values. If 𝑇−1  did exist, then applying the boundary condition and the 
second–order accurate difference equation would mean that  
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 (A.5) 
Solving this for the dummy node 𝑇−1 gives the approximation  
 1 1 2 .T T u x−  −   (A.6) 
This approximation can be used in (A.4) to update the boundary node 𝑖 = 0. Similarly, the 
approximation for node 𝑖 = 𝑛 uses the dummy node  
 1 1,n nT T+ −  (A.7) 
based on the boundary conditions.  
Altogether, the following procedure is used to numerically integrate the PDE using this FDM.  
1. From the previous nodal temperature values, calculate the new nodal values of the 
enthalpy ℎ(𝑇𝑖) using equations (A.4)–(A.7).  
2. From these new enthalpy values, calculate the new nodal values of the temperature 
by inverting equation (2.2).  





APPENDIX B. MATHEMATIC BACKGROUND 
B.1  Lagrangian and Eulerian Coordinates System 
There are two methods that are widely used to observe and analyze fluid flows, either by 
observing the trajectories of the specific fluid parcels, which yields what is commonly termed a 
Lagrangian representation, or by observing the fluid velocity at fixed positions, which yields an 
Eulerian representation [80].  
B.1.1 Lagrangian description 
In the Lagrangian description of fluid flow, the individual fluid particles are tracked. Each 
fluid particle caries its own properties such as density, momentum, velocity, etc. As the particle 
advances its properties may change in time. The procedure of describing the entire flow by 
recording the detailed histories of each fluid particle is the Lagrangian description. The properties 
of particle 𝑃 such as density, velocity, temperature, etc. can be mathematically represented as 
𝜌𝑃(𝑡), ?⃗?𝑃(𝑡), 𝑇𝑃(𝑡). The Lagrangian description is simple to understand: conservation of mass and 
Newton’s laws apply directly to each fluid particle . However, it is computationally expensive to 
keep track of the trajectories of all the fluid particles in a flow.  
B.1.2 Eulerian description 
In the Eulerian description of the fluid flow, the individual fluid particles are not identified. 
Instead, a control volume is defined. Pressure, velocity, acceleration, and all other flow properties 
are described as fields within the control volume. In other words, each property is expressed as a 
function of space and time. For example, the density, velocity, temperature, etc. can be 
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mathematically represented as 𝜌(?⃗?, 𝑡), ?⃗?(?⃗?, 𝑡), 𝑇(?⃗?, 𝑡), where ?⃗? represents space vector. However, 
the physical laws such as Newton’s laws and the laws of conservation of mass and energy apply 
directly to particles in a Lagrangian description. Hence, some translation or reformulation of these 
laws is required for use with an Eulerian description.  
B.1.3 Material derivative 
The material derivative gives a way to relate the Lagrangian description to the Eulerian one. 
The material derivative of some flow quantity 𝑄 (like temperature, pressure, etc.) is defined as the 
rate of change of that quantity following a fluid particle. For an arbitrary fluid property 𝑄(𝑥, 𝑦, 𝑧, 𝑡) 
in a 3D domain, 
 
x y z
DQ Q dt Q dx Q dy Q dz
Dt t dt x dt y dt z dt
Q Q Q Q
v v v
t x y z
   
= + + +
   
   
= + + +
   
 (B.1) 
The generalized notation: 
 








Note that 𝑄 can be any fluid property, scalar or vector. Taking steel casting as an example, 𝑄 
represents the temperature, in which case one obtains the material derivative or substantial 
derivative of the temperature. In other words, 𝑑𝑇/𝑑𝑡 is the rate of change of temperature following 
a fluid particle. The material derivative is a filed quantity, i.e. it is expressed in the Eulerian frame 
of reference as a function of space and time (𝑥, 𝑦, 𝑧, 𝑡). Thus, at some given spatial location 
(𝑥, 𝑦, 𝑧) and at some given time 𝑡, 𝐷𝑄/𝐷𝑡 is the material derivative of 𝑄, and is defined as the 
total rate of change of 𝑄 with respect to time as one fluid particle happens to be at that location at 
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that instant of time. 𝑄 changes for two reasons: first, if the flow is unsteady, Q changes directly 
with respect to time. This is called the local or unsteady rate of change of Q. Second, Q changes 
as the fluid particle migrates or convects to a new location in the flow field. This is called the 
convective or advective rate of change of 𝑄.  
B.2  Lyapunov Stability and LaSalle Invariance 
A “finite-dimensional” dynamical system is the one that can be described by the differential 
equation  
 ( )x f x=  (B.3) 
where 𝑥  is the state of the system in the state space 𝑋 = ℝ𝑛 , with Euclidean norm ‖𝑥‖. The 
function 𝑓(𝑥) is a (possibly nonlinear) function. In general, the main focus of modern control 
theory is finding ways to put some limits on the behavior of the system without actually having to 
solve the differential equations.  
One of the most important tools is the LaSalle’s invariance principle, which is written as 
follows (Theorem 4.4, [81]):  
Theorem B.1.  Let Ω ⊂ 𝐷 be a compact set that is positively invariant with respect to (B.3). 
Let 𝑉: 𝐷 → ℝ be a continuously differentiable function such that ?̇?(𝑥) ≤ 0 in Ω. Let 𝐸 be the set 
of all points in Ω where ?̇?(𝑥) = 0. Let 𝑀 be the largest invariant set in 𝐸. Then, every solution 
starting in Ω approaches 𝑀 as 𝑡 → ∞.  
The result can be strengthened further if 𝑉 is assumed to be radially unbounded (the limit as 
‖𝑥‖ → ∞ of 𝑉(𝑥) is ∞) with ?̇? ≤ 0. In that case, any sublevel set {𝑥 | 𝑉(𝑥) ≤ 𝑐} is compact and 
positively invariant.  
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Without repeating the full proof, the basic idea is that if the trajectory stays in a compact set, 
it must have “positive limit points,” a set of points to which some subset of the trajectory 
converges. It turns out that the trajectory itself must converge to the set of all such positive limit 
points. This set is then proven to be contained in 𝑀, which finishes the proof.  
B.3  Infinite–dimensional Systems 
An “infinite-dimensional” (or often, “distributed parameter”) system is defined similarly to 
(B.3), but instead of ℝ𝑛, the state space is represented by some infinite-dimensional space 𝑋 with 
norm ‖𝑦‖. In this dissertation, the space used most commonly is the Sobolev space ( )2 0,H , the 
space of all functions with a weak derivative in 𝐿2(0, ℓ). The norm in this case is  






where ‖𝑦‖2 is the usual 𝐿
2 norm,  
2
0
( ) .y x dx  
 
The problem with applying LaSalle’s theorem to this system is that the idea of compactness 
is different for infinite-dimensional systems. LaSalle’s theorem used the fact that the trajectory 
𝑓(𝑥) is closed and bounded to say that it contained convergent subsequences, with limits in the 
positive limit set. In finite-dimensional spaces, any sequence that is closed and bounded is 
compact, in the sense that it has such limits. If the state-space is infinite dimensional, this is not 
true, and compactness of the trajectory has to be proven some other way.  
The book [57] by Walker gives some examples of extensions of LaSalle’s principle to infinite 
dimensional system. In that book, a dynamical system is defined by a strongly continuous 
semigroup, 𝑆(𝑥), where 𝑆(𝑥)𝑦0 maps the initial condition of the system 𝑦(0) = 𝑦0 to its state at 
time 𝑡,  
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0( ) ( ) .y t S x y=  
In finite dimensions, this is the state-transition matrix. In infinite-dimensions, it has a more 
abstract definition.  
Theorem 6.3 in Chapter IV of [57] is the equivalent of LaSalle’s theorem used in this 
dissertation:  
Theorem B.2.  Let 𝑆(𝑥) be a dynamical system on metric space 𝒳, and let 𝑉: 𝒳 → ℝ be a 
Lyapunov function on a set 𝒢 ⊂ 𝒳. Let 𝒴 be a complete metric space such that 𝒳 ⊂ 𝒴 and the 
injection 𝐼: 𝒳 → 𝒴 is compact and continuous. Let there exist lower semicontinuous functions 
?̂?: 𝒴 → ℝ, ?̂?: Cl𝒴𝒢 → ℝ
+, such that  
ˆ( ) ( ), ,
ˆ( ) ( ), ,
ˆ( ) , Cl .
V x V x x






If the set ( ) ( ) | 0x S x x t   satisfies ( )x   and ( )x  is bounded in , then 
( )( )3 0ˆ ,yd S t x →  as t → , where 
 3 ˆCl | ( ) 0 .y W y =   
Comparing Theorems B.2.1 with B.3.1, the equivalents of the space, 𝒳, subset containing the 
trajectory, 𝒢, and invariant limit set ℳ3 in Theorem B.2 are respectively 𝑋, Ω, and 𝑀 in Theorem 
B.1. Although 𝒢  is not bounded by assumption like Ω  is, the trajectories 𝛾(𝑥)  are. The new 
wrinkle is showing that 𝛾(𝑥) is compact, in order to have positive limit points. This is done by 
embedding 𝒳 compactly in another state space 𝒴, which has a different norm. This means that 
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sets that are bounded by the norm in 𝒳 are precompact (i.e. their closure is compact) in the norm 
in 𝒴, which means the invariance principle can be stated using the norm in 𝒴.  
A useful theorem for determining when a set is precompact is the Arzela-Ascoli Theorem (see 
Appendix C.7 in [35]):  
Theorem B.3.  A set of continuous functions {𝑓𝑛(𝑥)} on the closed and bounded interval 
[𝑎, 𝑏] is compact in the supremum norm if and only if the functions are uniformly bounded, i.e. 
( )nf x M n   
and equicontinuous, i.e. for any 0  , there exists a  .  such that  
 ( ) ( ) , , .n nf x f y x y n−   −    
In conjunction with this theorem, there is also the Rellich-Kondrachov Theorem (Theorem 
5.5 in [35]) which gives continuous, but not necessarily compact embeddings of Sobolev spaces 
into other spaces. There are multiple such embeddings for different Sobolev spaces and spatial 
dimensions. Since the only space used here is 𝐻2(0, ℓ), the only embedding of interest is:  
Theorem B.4.  The Sobolev space 𝐻2(0, ℓ) can be continuously embedded in the Holder 
space 𝐶0,
1








( ) ( )
sup .=
x y x y







A continuous embedding maps bounded sets to bounded sets, not precompact sets. However, 
this can be used sequentially with Ascoli-Arzela Theorem, since a continuous embedding of one 
space into a second space, followed by a compact embedding of the second space into the third 
space, is overall a compact embedding of the first space into the third. In this case:  
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Lemma B.1.  The Sobolev space 𝐻2(0, ℓ) can be compactly embedded in 𝐶0(0, ℓ), the space 
of continuous functions under the norm 
 
( )0,






 Proof. By Theorem B.4, 𝐻2(0, ℓ) can be continuously embedded in 𝐶0,
1
2(0, ℓ). Take any 
bounded subset of 𝐶0,
1
















2. Substituting this into (B.6), for any |𝑥 − 𝑦| < 𝛿  
2 2 .fx fy M x y M−  −  =  
That is, the functions are uniformly equicontinuous and Arzela -Ascoli Theorem implies the 
set is precompact in 𝐶0,
1
2(0, ℓ).   
B.4  Useful Inequalities and Estimates 
The previous section gives the functional analysis results that allow the extension of LaSalle’s 
theorem to infinite-dimensions for the purposes of this dissertation. However, to apply these results 
requires estimates on the norms of functions on the interval (0, ℓ).  
The first few of these apply to functions either in 𝐿2(0, ℓ) when there is no derivative in the 
inequality, or the Sobolev space 𝐻2(0, ℓ), when a derivative is present. More details on the 
inequalities, and their use in examining stability of PDEs, can be found in [56]. The Cauchy-




1 2 1 22 20
( ) ( )y x y x dx y y  (B.7) 
 Poincare’s inequality bounds the 𝐿2 norm of a continuously differentiable function by the 𝐿2 




2 ( ) 4 xy y y +  (B.8) 
Finally, Agmon’s inequality gives an absolute bound for a function in terms of the 𝐿2 norms 
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