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Abstract
The aim of this project is to address prime number distribution in two different
situations: arithmetic progressions, by studying Dirichlet’s theorem, and Galois
extensions, through Chebotarev’s theorem.
In the first part we deal with the distribution of primes in arithmetic progressions.
To do so, in the first chapter Preliminaries we introduce the concepts of Dirichlet
characters and L-functions. In the second chapter Dirichlet’s theorem we continue
to present the theorem, its proof and some effective versions of it: a study of the
error for taking the function that counts the primes up to a point in a given arith-
metic progression approximated by a multiple of the pi function, the function that
counts all primes up to a point. We also introduce the theory of prime races,
which compares the evolution of these functions for different arithmetic progres-
sions (mod N), as well as a result giving a minimal bound such that all possible
arithmetic progressions ( mod N) have at least one prime number up to that value.
When studying the effective versions of the theorem, we computed examples and
worked out to find the best bound, comparing our experimental results with the
theoretical ones given in the theorems.
In the second part we do an analogous process for Frobenius prime distribution in
Galois extensions. In the third chapter Preliminaries we introduce the Frobenius
automorphism, as well as some other tools needed to get into Chebotarev’s theorem,
which we introduce in the fourth chapter Chebotarev’s theorem, as well as Frobenius’
theorem, a weaker result that was a previous and easier proof. We also introduce
and analise analogous effective results for this theorem.
Finally, at the appendix, we find the relation between both parts, how can we get
Dirichlet’s result from Chebotarev’s theorem, as well as a closer look to the relation
between Frobenius’ and Chebotarev’s theorems.
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Introduction
We all know that there are infinitely many primes in the integers, but which is its
distribution? Counting prime numbers has been a big deal through mathematics
history. This thesis addresses this question in two different situations: arithmetic
progressions, by studying Dirichlet’s theorem, and Galois extensions, through Che-
botarev’s theorem.
Peter Gustav Lejeune Dirichlet (1805-1859) grew a mathematician against all pre-
dictions, since their parents expected him to become a merchant when they enrolled
him at school. But he soon showed a strong interest in mathematics and asked his
parents to allow him to continue studying. He soon outstood because of his partial
proof of Fermat’s last theorem for the case n = 5, arround 1825, but surprisingly it
wasn’t until 1851 that he completed all the requirements to become a full teacher
because he couldn’t speak fluent Latin to lecture his thesis.
In 1837 he proved his theorem on arithmetic progressions using some concepts from
mathematical analysis, and creating a whole new branch on number theory: the
analytic number theory.
Nikolai Grigorievich Chebotarev (1894-1947) was a russian mathematician whose
life was strongly affected by the revolution. His father served in the russian court
system, and when the 1917 revolution started all the family was reduced to poverty,
what condicioned his life and mathematical career. Because of that, during war his
house was opened for students and scientific visitors to stay. In 1945 he wrote a
letter to Rokotovskiic[2] where he said:
“What would our science be like, if our scientists could only work in
silence or with ’good, not too loud music’ in their offices? (...) I invented
my best result while carrying water from the lower part of town to the
higher part, or a bucket of cabbages to the market, which my mother
sold to feed the entire family.”
That “best result” was Chebotarev’s density theorem. Modern treatments of that
theorem are based on class field theory, what might have given Chebotarev strong
tools to prove the result. However, he wasn’t familiar with that theory, so we could
say that he proved it with his bare hands. In the end, his proof became more
important for class field theory than class field theory was for his proof.
1
2 INTRODUCTION
This thesis is divided in two main parts:
In the first part we deal with the distribution of primes in arithmetic progressions.
To do so, in the first chapter Preliminaries we introduce the concepts of Dirichlet
characters and L-functions. In the second chapter Dirichlet’s theorem we continue
to present the theorem, its proof and some effective versions of it: a study of the
error for taking the function that counts the primes up to a point in a given arith-
metic progression approximated by a multiple of the pi function, the function that
counts all primes up to a point. We also introduce the theory of prime races,
which compares the evolution of these functions for different arithmetic progres-
sions (mod N), as well as a result giving a minimal bound such that all possible
arithmetic progressions ( mod N) have at least one prime number up to that value.
When studying the effective versions of the theorem, we computed examples and
worked out to find the best bound, comparing our experimental results with the
theoretical ones given in the theorems.
In the second part we do an analogous process for Frobenius prime distribution in
Galois extensions. In the third chapter Preliminaries we introduce the Frobenius
automorphism, as well as some other tools needed to get into Chebotarev’s theorem,
which we introduce in the fourth chapter Chebotarev’s theorem, as well as Frobenius’
theorem, a weaker result that was a previous and easier proof. We also introduce
and analise analogous effective results for this theorem.
Finally, at the appendix, we find the relation between both parts, how can we get
Dirichlet’s result from Chebotarev’s theorem, as well as a closer look to the relation
between Frobenius’ and Chebotarev’s theorems.
Before starting this thesis I had never done anything in number theory, but it was
a field that had caught my attention a long time ago, since I always liked algebra.
It was difficult at the beginning to get into this whole notation, but our goal with
this project (mine and my advisor’s) was to learn something new and to think deep
into it. After these months I dare to say that we achieved our goal, and I enjoyed
going through the process: getting into new mathematical concepts and relating
them with what I had learned these years, understanding the theorems and working
with some examples to assimilate the results and finally going to the numbers to
understand the effective and minimal bounds we had.
What I have enjoyed the most has been the prime races topic, that unfortunately
we haven’t been able to explain as much as we would liked because, despite being
a thrilling topic, it’s a bit far from my present knowledge.
And last but not least I would like to thank my advisor Joan-Carles Lario for the
enthusiasm shown since I first asked him to guide me through the thesis, and for
all those hours he has spent helping me and introducing me to the number theory
world.
Part 1
Arithmetic progressions

Chapter 1
Preliminaries
In this chapter we will introduce the Dirichlet characters and L-functions, which
are the basic tools when we want to prove Dirichlet’s theorem.
1. Dirichlet characters
Definition 1.1. Let G be a finite group of order h. Then a multiplicative character
(or simply character) of G is a morphism χ : G→ C∗, i.e. χ(u · v) = χ(u)χ(v).
A character is called the principal character and notated as χ0 if χ0(u) = 1 ∀u ∈ G.
The characters set is a group with the multiplication. The principal character
is the unity of the group and for any non-zero character χ we have its inverse
χ−1(g) = χ(g)−1, ∀g ∈ G.
Some properties we will be using about characters follow.
Proposition 1.2 Let χ be a character. Then
(1) (χ(u))h = χ(uh) = χ(e) = 1 ∀u ∈ G, where e is the neutral element of G.
(2) |χ(n)| = 1 ∀u ∈ G.
(3) Since |χ(n)| = 1, χ(u) = χ(u)−1 = χ−1(u). Then we will notate χ(u) = χ−1(u).
(4) There are as many characters as elements in the group G.
We will now consider the group of characters of G = Z∗N , that is, the group of units
of Z/NZ, i.e.
Z∗N =
{
m (mod N) | (m,N) = 1}.
This group has ϕ(N) elements.
Definition 1.3. Let χ be a character of Z∗N . Then we define its extention over the
integers as follows:
χ(m) =
{
χ(a) if m ≡ a (mod N),
0 otherwise.
5
6 1. PRELIMINARIES
It is called a Dirichlet character (mod N) and it is completely multiplicative.
The principal character is
χ0(m) =
{
1 if (m,N) = 1,
0 otherwise.
(1.1)
Observe that χ is a N -periodic aplication and |χ(m)| ≤ 1.
Proposition 1.4 Let χ be a Dirichlet character. Then
1
ϕ(N)
∑
m∈Z∗N
χ(m) =
{
1 if χ = χ0,
0 otherwise.
Proof. Let χ = χ0. Then it follows from (1.1) that∑
m∈Z∗N
χ0(m) = ϕ(N),
since |Z∗N | = ϕ(N).
Consider now χ 6= χ0, and let M be an integer such that (M,N) = 1 and χ(M) 6= 1.
Then we consider a set of representatives of Z/NZ as might be {1, . . . , N}.
(1− χ(M))
N∑
m=1
χ(m) =
N∑
m=1
χ(m)−
N∑
m=1
χ(m ·M) =
N∑
m=1
χ(m)−
N∑
m=1
χ(m) = 0,
since m ·M runs through Z/NZ when m does. Then, it follows from χ(M) 6= 1
that ∑
m∈Z∗N
χ(m) = 0.
uunionsq
Proposition 1.5 Let m be an integer. Then
1
ϕ(N)
∑
χ ( mod N)
χ(m) =
{
1 if m ≡ 1 (mod q),
0 otherwise.
Proof. Let m ≡ 1 (mod N). Then it follows from Proposition 1.2.4 that∑
χ ( mod N)
χ(1) = ϕ(N),
since there are ϕ(N) different Dirichlet characters.
It is also obvious for m such that (m,N) 6= 1, since χ(m) = 0 ∀χ.
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Finally, let m 6≡ 1, (m,N) = 1, ant let χ1 be a Dirichlet character such that
χ1(m) 6= 1 (its existence follows from Proposition 1.2.4). Then,
(1− χ1(m))
∑
χ ( mod N)
χ(m) =
∑
χ ( mod N)
χ(m)−
∑
χ ( mod N)
(χ1χ)(m)
=
∑
χ ( mod N)
χ(m)−
∑
χ ( mod N)
χ(m) = 0,
since χ1χ runs through all Dirichlet characters when χ does. Then, it follows from
χ1(m) 6= 1 that ∑
χ ( mod N)
χ(m) = 0.
uunionsq
Corollary 1.6 Let a, b be integers such that (b,N) = 1. Then
1
ϕ(N)
∑
χ ( mod N)
χ(a)χ(b) =
{
1 if a ≡ b (mod N),
0 otherwise.
Proof. It follows from Proposition 1.5 for m = ab−1:
χ(a)χ(b) = χ(a)χ
(
1
b
)
= χ
(a
b
)
.
Then,
1
ϕ(N)
∑
χ ( mod N)
χ(a)χ(b) =
1
ϕ(N)
∑
χ ( mod N)
χ
(a
b
)
=
{
1 if ab ≡ 1 (mod N) ⇐⇒ a ≡ b (mod N),
0 otherwise.
uunionsq
2. L-functions
Definition 1.7. Let χ be a Dirichlet character and let s be a complex number.
Then we define a Dirichlet L-function as
L(s, χ) =
∑
n≥1
χ(n)
ns
.
Since |χ(n)| ≤ 1, the series L(s, χ) converges absolutely if Re(s) > 1.
Moreover, as the coefficients are absolutely multiplicative, we can develop it as an
Euler product :
L(s, χ) =
∏
p
1
1− χ(p)ps
. (1.2)
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If we consider this expression, when we take χ0 we get:
L(s, χ0) =
∏
p
1
1− χ0(p)ps
=
∏
p-N
1
1− 1ps
=
∏
p
1
1− 1ps
∏
p|N
(
1− 1
ps
)
= ζ(s)
∏
p|N
(
1− 1
ps
)
,
(1.3)
where ζ(s) stands for the Riemann zeta function. Due to the properties of ζ(s), we
get that L(s, χ0) is analytic at the complex halfplain for Re(s) > 0 except at s = 1,
where it has a simple pole with residue∏
p|N
(
1− 1
p
)
=
ϕ(N)
N
. (1.4)
In fact, for any Dirichlet character χ different from the principal character, we
can prove that the series L(s, χ) converges at the complex halfplain Re(s) ≥ 0.
Moreover, we can even consider an holomorphic function that extents L(s, χ) all
over C.
Taking the L-function as defined above we will now prove that L(1, χ) does not
vanish if χ 6= χ0.
Theorem 1.8 Let χ be a Dirichlet character different from χ0. Then
L(1, χ) 6= 0.
Proof. Let
F (s) =
∏
χ
L(s, χ) (1.5)
where χ runs over all Dirichlet characters modulo N . Then, according to (1.2),
when Re(s) > 1 we have:
logF (s) =
∑
χ
∑
p
1
log
(
1− χ(p)ps
)
=
∑
χ
∑
p
∞∑
r=1
1
r
χ(p)r
prs
= ϕ(N)
∑
p prime
∑
r≥1
pr≡1 ( mod N)
1
rprs
.
In particular, logF (s) ≥ 0 when s > 1, s ∈ R. Then
lim
s→1
s∈R
F (s) ≥ 1. (1.6)
At (1.5) there is only a factor with a pole at s = 1, which is the simple pole of
L(s, χ0) (as said at (1.4)). We can ensure that there is at most one character (let
us call it χ1) so that L(1, χ1) = 0 because if there were two or more, one of them
would compensate the pole from L(1, χ0) and then F (s) would be holomorphic
with F (1) = 0, what contradicts (1.6). On the other hand, if L(1, χ1) = 0, then
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L(1, χ1) = L(1, χ1) = 0, but there again can be only one character with L(1, χ) = 0,
so if χ1 exists, it is a real character, i.e. χ1 = χ1.
Let us now prove that for all real characters, L(1, χ) 6= 0. With this goal we define
φ(s) =
L(s, χ1)L(s, χ0)
L(2s, χ0)
.
This function is holomorphic for Re(s) > 12 because the pole from L(s, χ0) at s = 1
is compensated by L(1, χ1) = 0 while the denominator is different from zero for
Re(s) > 12 because of (1.3). Then, for Re(s) > 1 we get
φ(s) =
∏
p
1− χ0(p)p2s(
1− χ1(p)ps
)(
1− χ0(p)ps
)
=
∏
p-N
1− 1p2s(
1− χ1(p)ps
)(
1− 1ps
)
=
∏
p-N
1 + 1ps
1− χ1(p)ps
.
Note that since χ1 is a real character, when (p,N) = 1 its value must be ±1. Then
we finally get
φ(s) =
∏
χ(p)=1
1 + 1ps
1− 1ps
,
and this can be rewritten as
φ(s) =
∞∑
n=1
an
ns
, with an ≥ 0.
Now, as φ(s) is holomorphic for Re(s) > 12 , we can consider the Taylor development
around s = 2, for |s− 2| < 32 , so we get
φ(s) =
∞∑
k=0
(s− 2)k
k!
φ(k)(2) =
∞∑
k=0
(2− s)k
k!
∞∑
n=1
an(log n)
k
n2
,
from what we get that φ(s) decreases for real values of s ∈ ( 12 , 2]. It follows that
φ(s) ≥ φ(2) ≥ 1
but we had
lim
s→ 12
φ(s) =
L
(
1
2 , χ1
)
L
(
1
2 , χ0
)
lims→ 12 L(2s, χ0)
= 0,
because of the simple pole at s = 12 according to (1.3). Then we get a contradiction
that proves the theorem. uunionsq
We have now all the preliminaries necessary to face Dirichlet’s theorem in the next
chapter.

Chapter 2
Dirichlet’s theorem
Euler stated on the first place a result claiming that every arithmetic progression
starting with 1 contained infinitely many primes. From this point, Gauss conjec-
tured what Dirichlet proved later in 1837: that every arithmetic progression with
coprimes first element and ratio contains infinitely many primes.
This is the so-called Dirichlet’s theorem, that it is said to be the beginning of
analytic number theory, and in this chapter we will go through a standard proof of
this result.
1. Dirichlet’s theorem
Theorem 2.1 Let a,N ∈ N be coprime natural numbers, i.e. (a,N) = 1. Then,
the set {x ∈ N|x ≡ a (mod N)} contains infinitely many prime numbers. In fact,
we get ∑
p prime
p≡a ( mod N)
1
p
=∞
Proof. From Proposition 1.4, we can obtain for s ∈ C with Re(s) > 1,∑
p
∑
r≥1
pr≡a ( mod N)
1
rprs
=
∑
p
∑
r≥1
1
ϕ(N)
∑
χ
χ(a)χ(pr)
1
rprs
=
=
1
ϕ(N)
∑
χ
χ(a)
∑
p
∞∑
r=1
χ(p)r
rprs
=
=
1
ϕ(N)
∑
χ
χ(a) logL(s, χ) =
=
1
ϕ(N)
logL(s, χ0) + ∑
χ 6=χ0
χ(a) logL(s, χ)
 ,
(2.1)
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where we can rearrange the order because of absolute convergence. Then, as we
have seen that L(s, χ0) has a pole at s = 1, and L(1, χ) is non–zero for χ 6= χ0 (see
Theorem 1.8), we get from (2.1) that the double sum diverges.
However,∑
p
∑
r≥2
pr≡a ( mod N)
1
rprs
≤
∑
p
∞∑
r=2
1
rpr
≤
∑
r
∞∑
r=2
1
2pr
=
∑
p
1
2p(p− 1) ≤
∞∑
n=2
1
2n(n− 1) =
1
2
,
so the sum starting at r = 2 is bounded, and then we get that the r = 1 term is
the one which diverges. uunionsq
Once proved, we might wonder how does the function
pi(a,N ;x) = #{p ∈ N; p ≤ x, p prime, p ≡ a (mod N)}
behave when x grows. Now, we will be discusing about some questions related to
these functions. Because of this, we recall the definition:
pi(x) = #{p ∈ N; p ≤ x, p prime}.
Let us study them.
2. Analytic density
When we talk about the Dirichlet’s density theorem we all think about proving
that there are infinitely many primes in an arithmetic progression. However, what
Dirichlet actually proved was that the density of the set of primes in an arithmetic
progression was 1ϕ(N) . To do so he used the Dirichlet density δ, also known as
analytic density.
Definition 2.2. Let A be a subset of the set of primes P . The Dirichlet density
of A is
δ(A) = lim
s→1
s∈R
∑
p∈A p
−s∑
p∈P p−s
provided that the limit exists.
Then we can reconsider Dirichlet’s theorem as
Theorem 2.3 Let a and N be coprime integers. The set
Pa = {p ∈ P | p ≡ a (mod N)}
has Dirichlet’s density equal to δ(Pa) =
1
ϕ(N) .
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The proof for this version of the theorem can be found at [9]. Then Theorem 2.1
is a corollary of this theorem since non–zero density implies infinitude of Pa.
This result can be also proved for the natural density, thanks to the work of
Hadamard and de la Valle´e-Poussin, i.e. one can prove that
lim
x→∞
pi(a,N ;x)
pi(x)
=
1
ϕ(N)
. (2.1)
In fact, if a set of primes has both natural and analytic density, both are equal.
Finally we could also prove this result by applying Chebotarev’s density theorem
to this particular case, as we will see in Appendix A.
3. Effective Dirichlet
We know the density of the set Pa, but we would like to have the function pi(a,N ;x).
From (2.1) we know that
pi(a,N ;x) ∼ 1
ϕ(N)
pi(x) ∼ 1
ϕ(N)
Li(x) (2.2)
where
Li(x) =
∫ x
2
dt
log t
,
an approximation of pi(x) that comes from
pi(x) ≈
[x]∑
n=2
1
lnn
.
We might then wonder about the real diference between these expressions.
We will see in Appendix A that Dirichlet’s theorem is a particular case of Chebo-
tarev’s theorem. Then, we get Proposition 2.4 as a consequence of Proposition 4.5
applied to the number fields extension Q(ζN )/Q.
Let us define
E(a,N ;x) = pi(a,N ;x)− 1
ϕ(N)
Li(x).
Therefore we have the following result:
Proposition 2.4 (Lagarias–Odlyzko [4], Serre [8]) Let a, N be integers such that
(a,N) = 1. Then there exists an absolute constant c for which holds
|E(a,N ;x)| ≤ c
ϕ(N)
√
x(log ∆ + ϕ(N) log x),
where ∆ stands for the discriminant1 of the extension Q(ζN )/Q. In fact, we can
take c = 2.
1We will see what the discriminant is in the next chapter.
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x E(1, 4;x) ε(1, 4;x)
100 −3.5405 105.97
200 −3.5735 169.46
300 −4.6442 221.60
400 −5.1864 267.38
500 −6.3744 308.92
1000 −8.2822 480.72
5000 −12.618 1302.5
10000 −13.546 1980.7
50000 −33.751 5148.7
106 −31.382 7719.8
107 −278.68 106320
108 −600.17 382280
x E(3, 4;x) ε(3, 4;x)
100 −1.5405 105.97
200 −0.57350 169.46
300 −1.6442 221.60
400 −2.1864 267.38
500 −0.37435 308.92
1000 −1.2822 480.72
5000 −2.6178 1302.5
10000 −3.5460 1980.7
50000 0.24920 5148.7
106 −6.3819 7719.8
107 −60.680 106320
108 −154.17 382280
Table 1. Examples on how does ε(a,N ;x) perform as a bound of
E(a,N ;x) on arithmetic progressions (mod 4).
We can see an example of this bound. To do so let us define
ε(a,N ;x) =
2
ϕ(N)
√
x(log ∆ + ϕ(N) log x),
and let us take the arithmetic progression (mod 4). Then we get the results in
Table 1.
However, there exisits an explicit formula for the error, which has been proved
(see [7]) under the Riemann Hypotesis:
pi(a,N ;x) =
1
ϕ(N)
pi(x)−
√
x
ϕ(N) log x
(
c(N, a) +
∑
χ 6=χ0
χ(a)
∑
γχ
xiγχ
1
2 + iγχ
)
where γχ stands for the zeros of L(
1
2 + ti, χ) and
c(N, a) = −1 +
∑
b2≡a(N)
0≤b≤N−1
1.
It would seem that having an explicit formula for an error would lead us to avoid
it, but it appears to be an infinite sum.
3.1. Prime races
We can see that the first approximation (2.2) does not depend on a, but pi(a,N ;x)
does. Let us compare pi(1, 4;x) and pi(3, 4;x). If we think of it in the limit we get:
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x pi(1, 4;x) pi(3, 4;x)
10 1 2
100 11 13
200 21 24
300 29 32
400 37 40
500 44 50
x pi(1, 4;x) pi(3, 4;x)
600 51 57
700 59 65
800 67 71
900 74 79
1000 80 87
2000 147 155
Table 2. We can see the differences between pi(1, 4;x) and
pi(3, 4;x). This kind of comparative study between several classes
of Z/NZ is usually called prime races.
lim
x→∞
pi(1, 4;x)
pi(3, 4;x)
= 1,
so that in the limit they are equal. When we compare them at every step we get
Table 2, from what we may asume that pi(1, 4;x) < pi(3, 4;x), but this is indeed
false.
Theorem 2.5 (Littlewood) There are arbitrarily large values of x for which
pi(1, 4;x) > pi(3, 4;x).
In fact, there are arbitrarily large values of x for which
pi(1, 4;x)− pi(3, 4;x) ≥ 1
2
√
x
lnx
ln ln lnx.
And this result is also true the other way round, that is, there are arbitrarily large
values of x for which
pi(1, 4;x) < pi(3, 4;x).
That means that none of them will take the lead for all possible values of x from a
certain point.
In fact, at Figure 1 we can see some points were there is a draw on the race. For
x ∈ R such that x ≤ 100 there are exactly 3 draws, which are at 5, 17 and 41.
This difference between both races is called the Chebotarev bias and has been stated
to be closely related to quadratic and non-quadratic residues.
In general, let a, b be integers such that (a,N) = (b,N) = 1 and a is a quadratic
residue while b is not. Then pi(a,N ;x) > pi(b,N ;x) happens more often than not.
However, as we said at Theorem 2.5, none of them takes the lead forever.
In the example we are working with we can see that 3 is a non-quadratic residue
(mod 4). At Figure 2 we can see an other example for which there are more
contestants in the race.
More on this topic can be found at [3].
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Fig. 1. In these graphics we can compare both pi(1, 4;x)(purple)
and pi(3, 4;x)(orange). It is possible to see at the upper right plot
the x-values of draw between the races. The x = 5 draw is clear
at lower left plot. The first x-value for which pi(1, 4;x) takes the
lead is x = 26.861, as we can observe at the lower right plot.
Fig. 2. The leading position is taken by pi(3, 10, x) and pi(7, 10, x),
which are non-quadratic residues, comparing them with pi(1, 10, x)
and pi(9, 10, x).
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4. Minimal Dirichlet
In this section we would like to find a minimal bound M so that there exists some
p ≤ M with p ≡ a (mod N) for all a coprime with N . More precisely, we would
like to find M a constant depending on N such that
∀a ∈ Z∗N , pi(a,N ;M) ≥ 1 and ∃a0 ∈ Z∗N such that pi(ao, N ;M − 1) = 0.
Thinking of it as a race again, we want to find the moment where all runners have
left the departure point.
About this topic we can find some results. We get the following bound:
Proposition 2.6 (Bach–Sorenson[1]) If (a,N) = 1, the least prime p ≡ a(modN)
satisfies
p ≤ (1 + o(1))(ϕ(N) logN)2.
We can ensure p < B(N) = 2(N logN)2.
Let us check how good is this bound. To do so, we compute some cases as we did
for the 4-race and compare this result with the given at Proposition 2.6.
N M B
4 5 61.5
10 20 1060.38
50 149 76519.62
100 487 424151.85
500 5869 1.93 · 107
1000 13921 9.54 · 107
2000 34471 4.62 · 108
Table 3. We can see that the closed bound that has been proved
appears to be quite coarse.
We can see better this effect if we focus in a single case, let us take n = 50. We
find that M = 149 works, while the effective Dirichlet gives us B = 76519.
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a pi (a, 50;M) pi (a, 50;B)
1 1 378
3 3 375
7 2 370
9 2 381
11 2 368
13 2 375
17 2 379
19 1 368
21 1 377
23 2 373
a pi (a, 50;M) pi (a, 50;B)
27 1 377
29 2 382
31 2 376
33 1 382
37 2 381
39 2 383
41 1 371
43 1 383
47 2 382
49 1 365
Table 4. The results for the bound B = 76519 are really far away
from what we are looking for, that would be M = 149.
Part 2
Galois extensions

Chapter 3
Preliminaries
In this chapter we introduce some concepts needed to get into Chebotarev’s theo-
rem. The main goal is to explain what the Frobenius authomorphism is and why
we can consider it as an element of the Galois group of a number field.
Let K be a number field, i.e. a finite extension over Q. We define as the ring of
integers of K the ring
OK = {α ∈ K | αn + an−1αn−1 + . . .+ a0 = 0, ai ∈ Z} = K ∩ Z
We have
Theorem 3.1 (Fundamental theorem of ideal theory) The ring of integers OK is
a Dedekind ring, i.e. every ideal in OK can be written as a product of prime ideals
in only one way except for the order of factors.
That is the main result in this chapter, since it is critical to understand the decom-
position of pOK and how does it depend on p.
Through this chapter, P, U will denote non-zero ideals of the ring of integers OK .
Take into account that all the results that we present here can be generalised to
number fields extension K/k, as seen in [6, p. 81 - 89].
1. Ring of integers and discriminant
The first concept we will introduce is the discriminant ∆K , that will be a non-zero
integer. Since K is necessarily a separable extension of Q where n = [K : Q], OK is
a torsion–free Z−module. In particular, we have that OK ∼= Zn, so we can choose
a basis for OK as a Z−module, i.e. γ1, . . . , γn ∈ OK such that
OK = γ1Z⊕ · · · ⊕ γnZ.
Let σ1, . . . , σn be the n embeddings of K/Q into K. Then, we define the discrimi-
nant as dK/Q(γ1, . . . , γn) = (det(σi(γj))
2. For all possible basis ofOK , dK/Q(γ1, . . . , γn)
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has the same value. Then we denote it as ∆K = dK/Q(OK), and we call it the dis-
criminant of K.
We will also introduce the norm and the trace of γ as
NK/Qγ = σ1(γ) . . . σn(γ), tK/Qγ = σ1(γ) + · · ·+ σn(γ),
where σ1, . . . , σn are still the n embeddings of K/Q into K.
Observe that if α ∈ OK , then NK/Qα, tK/Qα ∈ Z = Q ∩ OK .
2. Ideal factorisation
In this section we will see the correspondence between prime ideals in OK and
prime integers in Z.
Proposition 3.2 Let U be an ideal in OK . Then we have OK/U is finite. More-
over, if P is a prime ideal in OK , the quotient OK/P is a field.
From now on, let P be a prime ideal in OK .
Since Z ⊆ OK , Z ∩ P is an ideal in Z, i.e., a modulus in Z for some p ∈ Z
(Z ∩P = pZ) that we can ensure that is a prime number. Let us see this.
Let α ∈ P. Then NK/Qα ∈ Z and
NK/Qα = ασ2(α) . . . σn(α), where σiα ∈ Z.
Hence,
OK 3 α−1NK/Qα = σ2(α) . . . σn(α)⇒ σ2(α) . . . σn(α) ∈ OK ,
form what, applying that P is an ideal in OK and α ∈ P we get
α · σ2(α) . . . σn(α) ∈ P⇒ NK/Qα ∈ P.
Then we define p := NK/Qα ∈ Z ∩P. Let us see that it is a primer number.
Let a, b ∈ N so that p | ab. Then
p ∈ P
ab ∈ Z ⊂ OK
}
ab ∈ P,
where P is a prime ideal of OK so that
ab ∈ P⇒ a ∈ P or b ∈ P
And due to a, b ∈ N ⊂ Z
a ∈ pZ or b ∈ pZ⇒ p | a or p | b.
So we have seen that p | ab ⇒ p | a or p | b, i.e. we have seen that p is a prime
number.
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This leads to a natural inclusion
i : Fp = Z/pZ ↪−→ OK/P
a (mod p) 7−→ a (mod P)
where ker i = pZ ⊂ P. i is an embedding and OK/P is an extension of Fp.
Then,
degP := f = [OK/P : Fp]
Moreover, we define NKP = p
f and we have
OK/P = Fpf . (3.1)
Consider now the ideal pOK . It follows from theorem 3.1 that
pOK = Pe11 . . .Pegg . (3.2)
If we define fi = degPi = [OK/Pi : Fp], we obtain NKPi = pfi . Applying the
norm to (3.2) we get
pn = pe1f1 . . . pegfg = pe1f1+···+egfg ,
where we applied NKαOK = |NK/Qα|. Therefore,
n = e1f1 + · · ·+ egfg. (3.3)
We write e(Pi/p) for the exponent ei and call it the ramification index of the prime
ideal Pi. We say that Pi is ramified if ei > 0. A prime number p is ramified if
pOK =
∏
iP
ei
i with ei > 1 for some index i.
Theorem 3.3 Let K/Q be a number field. Then p is unramified in K ⇔ p - ∆K .
3. The Frobenius automorphism
From now on, we will consider K/Q a finite Galois extension and G := Gal(K/Q).
Let p be a prime number and consider the set of prime ideals lying over pOK , i.e.:
Sp = {P;P | pOK} = {P; p = P ∩ Z}.
It is clear that the elements of Sp are the prime factors of pOK , Sp = {P1, . . . ,Pg}.
It is easy to see that for σ ∈ G, σP also lays over pOK . In fact we have:
Proposition 3.4 G acts transitively on Sp.
Let now P be a prime ideal in OK so that P | pOK , i.e. P ∈ Sp. We define the
following subgroup of G:
GP = {σ ∈ G;σP = P}
It is called decomposition group of P in K/Q.
Proposition 3.5 Let τ be an element of G. Then, GτP = τGPτ
−1.
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Since G acts transitively on Sp, given σ ∈ G, it follows from proposition 3.5 the
correspondence σGP ↔ σP. Then we have the bijection G/GP ≈ Sp, from what
follows that
|G/GP| = g.
Let now σ1, . . . , σg be representants of the left cosets of G/GP, where σ1 = id.
Then, if we fix P,
pOK = (σ1P)e1 . . . (σgP)eg
because form proposition 3.4 follows that ∀i ∃j so that Pσi = Pj . Now, given
σ ∈ G there exist 1 ≤ i ≤ g and τ ∈ GP such that σσ1 = σiτ , so we get
σ(pOK) = (σσ1P)e1 . . . (σσgP)eg = (σiP)e1 . . . (σjP)eg
and from this, σ(pOK) = pOK leads to e1 = ei. Then, as for any i we can always
find σ ∈ G, τ ∈ GP so that σσ1 = σiτ , we end up having e1 = e2 = · · · = eg and
we can define e := e1.
Therefore,
pOK = (σ1P · · ·σgP)e.
From this point, let σ ∈ G. Then we have the natural bijection
OK/P −→ OK/σP
α (mod P) 7−→ σα (mod σP), (3.4)
Hence [OK/Pσ : Z/pZ] doesn’t depent on σ so we can define
f = [OK/P : Z/pZ] = [OK/σiP : Z/pZ] ∀i.
Then, from (3.3) follows that
n = [K : Q] = efg.
Let σ be an element of GP. Then the bijection (3.4) appears to be
σ : OK/P −→ OK/P
α (mod P) 7−→ σ(α (mod P)) = σα (mod P),
and it is an automorphism of the extension (OK/P)/(Z/pZ), i.e.
σ ∈ Gal((OK/P)/(Z/pZ)).
Form (3.1) we have
Z/pZ = Fp, OK/P = Fpf
and G = Gal((OK/P)/(Z/pZ)) is a cyclic group of order f generated by the Frobe-
nius σf = FrobP defined by
σfx = x
q, x ∈ Fqf .
3. THE FROBENIUS AUTOMORPHISM 25
Proposition 3.6 The aplication
GP −→ G
σ 7−→ σ
is a surjective homomorphism.
Proof. We have that (OK/P)∗ is a cyclic group generated by ρ = ρ (mod P),
i.e., (OK/P)∗ = 〈ρ〉 from what follows OK/P = 〈ρ〉 ∪ {0}.
Then ρ is a primitive element of the extension
OK/P = (Z/pZ)[ρ]
We now want to find τ ∈ GP such that σfρ = τρ, or equivalently τ = σf .
Now, since ∀σ ∈ G/GP, we get σP 6= P, and we can ensure that there is α ∈ OK
such that
α ≡ ρ (mod P)
α ≡ 0 (mod σP), ∀σ ∈ GP
Notice that we have (σP, τP) = 1 ∀τ, σ /∈ GP because Pi are prime ideals.
Now we consider the polynomial
f(x) =
∏
σ∈G
(x− ασ) ∈ Z[x]
Given σ ∈ GP, we have ασ ∈ P ⇐⇒ σ−1α ∈ P, and then we can consider f(x)
modulus P and we obtain
f(x) = xm
∏
τ∈GP
(x− ατ ) (mod P)
or equivalently
f(x) = xmg(x), g(x) =
∏
τ∈GP
(x− ατ )
where f and g are polynomials in (Z/pZ)[x]. Since we took α ≡ ρ (mod P),
0 = f(α) = f(ρ) = ρmg(ρ)
And form ρ 6= 0 we get
g(ρ) = 0
Let now h(x) be the minimal polynomial of ρ as primitive element over Z/pZ. Since
g(ρ) = 0, h | g and σfρ is root of h(x)1, σfρ is also root of g(x), i.e. ∃τ ∈ GP such
that σfρ = τα = τρ. uunionsq
Definition 3.7. We define the inertia group of P in K/Q as IP := ker{GP −→ G}
so that we have
IP = {σ ∈ GP;σ = 1} = {σ ∈ GP;σα ≡ α (mod P), α ∈ OK}
1σfρ is a root of h(x) because h(x) ∈ (Z/pZ)[x] and h(ρ) = 0, σf ∈ Gal((OK/P)/(Z/pZ)) ⇒
σf (h(ρ)) = 0 = h(σfρ).
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Then we get the exact sequence
1 −→ IP −→ GP exh.−−−→ G −→ 1
from what follows that | IP |= e because G ∼= GP/IP.
Q
KGP
KIP
K
G
GP
IP
1
g
f
e
n
g
f
e
n
Then, if P is unramified, e = 1 and IP = 1. It follows {σ 7−→ σ} bijective and
∃!τ ∈ GP such that τ 7−→ τ = σf . We will call τ the Frobenius automorphism of
P in K/Q and denote it as
[
K/Q
P
]
. It is the element of Gal(K/Q) such that
α[
K/Q
P ] ≡ αp (mod P).
Chapter 4
Chebotarev’s theorem
Chebotarev’s theorem (1922) is a generalisation of Frobenius’ theorem (1880), which
is both older and easier to proof.
Let f be a polynomial with integer coefficients, leading coefficient 1 and degree n,
and let K be the splitting field of f . Let G be the Galois group of the extension
K/Q, that can be seen as a subgroup of Sn so that for every σ ∈ G we can obtain
the cycle pattern of σ, that is the factorisation of σ as disjoint cycles, including
those with length 1.
Theorem 4.1 (Frobenius) The density of the set of primes p for which f has a
given decomposition modulus p of type n1, . . . , nt exists and it is equal to
1
|G| times
the number of σ ∈ G with cycle pattern n1, . . . , nt.
In fact, for many applications it is enough to have Frobenius’ result. It was Forbe-
nius himself who conjectuded what Chebotarev proved in 1922 and would stay in
mathematics history as Chebotarev’s theorem.
1. Chebotarev’s theorem
Taking into account all the preliminaries form the previous chapter we get an in-
teresting result that appears to be quite simple in the sense that what it states is
that the probability of getting C a conjugacy class in Gal(K/Q) as the Frobenius
conjugacy class of a random prime p - ∆K/Q is what we might have guessed as
equidistribution:
|C|
|Gal(K/Q)| .
Let K be a finite Galois extension of Q, with G = Gal(K/Q). Then, for every p
unramified prime in Z we denote Frobp the conjugacy class of FrobP = [K/QP ], that
is
Frobp = {FrobPσ , σ ∈ G}. (4.1)
Theorem 4.2 Let C be a conjugacy class of G. The density dCK/Q of the set of
primes p ∈ Z for which Frobp = C exists and equals |C||G| .
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1.1. Generalisation of Chebotarev’s theorem
We have in fact formulated a particular case of Chebotarev’s theorem, since it has
been proved for K/k galois extensions, where k is any number field. To go through
this generalised version of the theorem we would need to extend all the preliminaries
seen in the previous chapter to K/k, but we can formulate it anyway.
Let k be a number field and letK be a finite Galois extension of k, withG = Gal(K/k).
Then, for every P unramified prime ideal in Ok with POK = B1 · · ·Bg, we denote
FrobP the conjugacy class of FrobB =
[
K/Q
B
]
, i.e.
FrobP = {FrobBσ , σ ∈ G}.
Theorem 4.3 Let C be a conjugacy class of G. The density dCK/k of the set of
primes P ⊂ OK for which FrobP = C exists and equals |C||G| .
We will next see some analytic questions about Chebotarev’s theorem in a similar
way of what we did at Chapter 2 with Dirichlet’s theorem. To do so we recall the
definition:
pi(C;x) = #{p ∈ N; p ≤ x, p prime,Frobp = C}.
2. Example
Let us consider an example. Let us take h = x3 − 2 ∈ Z[x].
Then, the splitting field of h is K = Q(θ, ω) where θ = 3
√
2 ∈ R and ω = e2pii/3 ∈ C.
We have [K : Q] = 3! = 6. Let G = Gal(K/Q). We also have that G ∼= S3 the
symmetric group of degree 3, so that the conjugacy classes are:
C1 = {id}, (4.2)
C2 = {(12), (23), (31)}, (4.3)
C3 = {(123), (132)}. (4.4)
Note that all elements in a conjugacy class have the same order:
Let σ ∈ G be a permutation of order n with conjugacy class Cσ = {τστ−1; τ ∈ G}.
Then, for any τ ∈ G
(τστ−1)n = τσnτ−1 = id
so that τστ−1 has also order n.
A particularity of this example is that every conjugacy class of G has a different
order1, i.e. id has order 1, all elements in C2 have order 2 and both elements of C3
have order 3. Then, to calculate Frobp we only need to get ord(FrobP).
1We refer to the order of a class as the order of its elements.
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Let us now take p - ∆K/Q. We have that, since p is not ramified,
|GP| = |〈FrobP〉| = ord(FrobP) = f.
Then we can state the following result.
Lemma 4.4 Let K = Q(θ, ω) where θ = 3
√
2 ∈ R and ω = e2pii/3 ∈ C and let
p - ∆K/Q be such that f = ord(FrobP). Then
Frobp = Cf .
Notice that in this case, Forbenius’ theorem and Chebotarev’s theorem explain the
same, that is:
lim
x→∞
pi(C1;x)
pi(x)
=
1
6
lim
x→∞
pi(C2;x)
pi(x)
=
1
2
lim
x→∞
pi(C3;x)
pi(x)
=
1
3
(4.5)
We will look closer at exemples where Frobenius and Chebotarev theorem’s do
make a difference in the Appendix A.
pi(C1;x)
pi(x)
pi(C2;x)
pi(x)
pi(C3;x)
pi(x)
100 0.0909090909091 0.5 0.409090909091
1000 0.145454545455 0.515151515152 0.339393939394
10000 0.163132137031 0.50163132137 0.335236541599
100000 0.162582125352 0.501095004693 0.336322869955
1000000 0.166023313587 0.500210204472 0.333766481942
1
6
1
3
1
2
Table 1. The precision seems to be of n exact decimals when x = 102n.
3. Effective Chebotarev
Following the idea we exposed at Chapter 2, we now have
pi(C;x) ∼ |C||G|pi(x) ∼
|C|
|G| Li(x)
where again
Li(x) =
∫ x
2
dt
log t
.
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In an attempt to study this “similarity” we stated, there is a strong result studying
the error
E(C;x) = pi(C;x)− |C||G| Li(x).
Proposition 4.5 (Lagarias–Odlyzko [4], Serre [8]) Let C be a conjugacy class of
the galois group G = Gal(K/Q). Under Generalised Riemann Hypotesis, there is
an absolute constant c such that
|E(C;x)| ≤ c | C || G |
√
x(log dK + nK log x),
where dK stands for the absolute discriminant of the number field K and nK = [K : Q].
In fact, at [8] we can find a proof and some particular cases. It has also been proved
that we can take c = 2.
As we did when stutying this bound applyied to Dirichlet’s theorem, we define
ε(C;x) = 2 | C || G |
√
x(log dK + nK log x).
Then, following with the example on Section 2, we can see at Table 2 the behaviour
of the bound for the three conjugacy classes C1, C2 and C3.
x E(C1;x) ε(C1;x)
10 −0.8534 25.5917
100 −2.8468 126.9797
1000 −5.4274 547.1732
10000 −7.5153 2190.8306
100000 −45.7940 8384.2972
1000000 −72.4173 31118.6460
x E(C2;x) ε(C2;x)
10 −2.5602 76.7750
100 −3.5405 380.9390
1000 −3.2822 1641.5196
10000 −7.5460 6572.4917
100000 −9.3819 25152.8917
1000000 −49.2520 93355.9381
x E(C3;x) ε(C3;x)
10 −0.7068 51.1833
100 −0.6937 253.9593
1000 −2.8548 1094.3464
10000 −4.0307 4381.6611
100000 15.4121 16768.5945
1000000 −9.8347 62237.2921
Table 2. Examples on how does ε(C;x) perform as a bound of E(C;x).
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3.1. Prime races
In this context we still can think about prime races, as it is developed at [5].
However, since the limits are not equal anymore, we need to add a factor to the
race in order to make it fair.
If we continue to use our example, it follows from (4.5) that:
lim
x→∞
pi(C1;x)
pi(x)
= lim
x→∞
1
3
pi(C2;x)
pi(x)
= lim
x→∞
1
2
pi(C3;x)
pi(x)
Now we can plot the races taking into account these coefficients.
Fig. 1. To be able to compare the behaviour of different classes
we need to normalize them so that the limit is 1 for all of them.
4. Minimal Chebotarev
Again in this section we want to find a constant M that only depends on the number
field K we are working with such that
∀C conjugacy class of G, pi(C;M) ≥ 1 and ∃C0 such that pi(C0;M − 1) = 0
We have a result analogous to the one we had at Chapter 2, that is:
Proposition 4.6 (Bach–Sorenson[1]) Let C be a conjugacy class of G. Then, we
can ensure that piC(x) ≥ 1 for x ≥ 70(log ∆K/k)2, where ∆K stands for the absolute
discriminant of K.
Once again we compute the value of the bound that we are looking for. For the ex-
ample we are dealing with, we get M = 31 while Proposition 4.6 gives us B = 7663.

Appendix A
In this appendix our goal is to see that we can get Dirichlet’s theorem from Chebo-
tarev’s theorem, as well as to better understand the differences between Frobenius’
and Chebotarev’s theorems.
But before we need one more peliminar, that follows from some properties of the
discriminant.
Proposition A.1 Let K be the N th cyclotomic extension, K = Q(ζN ), let p be a
prime number and let ∆K be the discriminant of K. Then
p - ∆K ⇐⇒ p - N.
1. Dirichlet’s theorem as a particular case
We will start by taking the Nth cyclotomic extension, i.e. K = Q(ζN ). Form Che-
botarev’s theorem applied to this extension we want to get to Dirichlet’s theorem
on arithmetic progressions modulus N .
Let us start by identifying the Galois group in order to compute the Frobenius
conjugacy class. We have
G = Gal(K/Q) ' Z∗N
{ζN 7→ ζaN} ↔ a,
(A.1)
since the automorphism in G are those to permutate all the roots of Irr(ζN ,Q)(x),
i.e. σa(ζN ) = ζ
a
N for (a,N) = 1.
We now fix a conjugacy class, let us call it C. Then, since Z∗N is an abelian group,
we get that it have a single element, that is:
C = {σa} ↔ {a} (A.2)
and, applying Chebotarev’s theorem,
lim
x→∞
pi(C, x)
pi(x)
=
|C|
|G| =
1
ϕ(N)
. (A.3)
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1.1. The Frobenius automorphism
Let then be p - N , and let us find Frobp.
We have that pOK = P1 · · ·Pg because from Proposition A.1 we have that p is
unramified. Let now GP be
GP = {σ1, . . . , σg} = 〈FrobP〉.
Note that, since Z∗N is an abelian group, GP = GσiP and then FrobP = FrobσiP.
We know from the definition that
FrobP(ζN ) ≡ ζpN (mod P).
It cannot be anything but FrobP(ζN ) = ζ
p
N and then it is clear that
Frobp = Ca ⇐⇒ 〈FrobP〉 = 〈σa〉 ⇐⇒ p ≡ a (mod N),
From what directly follows
{p ≤ x; p prime, Frobp = Ca} = {p ≤ x; p prime, p ≡ a (mod N)}.
And that is equivalent to say pi(C, x) = pi(a,N ;x). Then, form (A.3) we get
1
ϕ(N)
= lim
x→∞
pi(C, x)
pi(x)
= lim
x→∞
pi(a,N ;x)
pi(x)
,
so we have reached Dirichlet’s theorem.
2. The difference between Frobenius’ and Chebo-
tarev’s theorems
When we saw the example of Chebotarev’s theorem at Chapter 4 we said that with
that particular example both Chebotarev’s and Forbenius’ theorems explained the
same.
Generally, Frobenius’ theorem does not distinguish conjugacy classes with the same
order, since their cycle pattern might be the same. We will see this by comparing
what does Frobenius’ theorem say about two particular arithmetic progressions. To
do so will we define analogous pi-functions for this theorem.
Let n1, . . . , nt be the cycle pattern and let us define
H = {σ ∈ G;σ has cycle pattern n1, . . . , nt}.
Then, we define
pi(H;x) = #{p ∈ N; p ≤ x, p prime, f (mod p) has cycle pattern n1, . . . , nt},
and consequently Frobenius’ theorem states that
lim
x→∞
pi(H;x)
pi(x)
=
|H|
|G| .
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2.1. First example: arithmetic progression (mod 12)
In order to get to the arithmetic progression (mod 12) we take
h(x) = x12 − 1
and compute h (mod p) for every prime not dividing 12, so that we get its decom-
position type n1, . . . , ng. If we compute it we end up having the following result:
p ≡ 1 (mod 12) : 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1;
p ≡ 5 (mod 12) : 1, 1, 1, 1, 2, 2, 2, 2;
p ≡ 7 (mod 12) : 1, 1, 1, 1, 1, 1, 2, 2, 2;
p ≡ 11 (mod 12) : 1, 1, 2, 2, 2, 2, 2.
LetK be the splitting field of h. From (A.1) we haveG ' Z∗12, hence |G| = ϕ(12) = 4.
As we have found 4 different decomposition types, every element of G will have a
different cycle pattern and we have:
lim
x→∞
pi(H;x)
pi(x)
=
|H|
|G| =
1
ϕ(12)
=
1
4
,
that is the same that we would get form Dirichlet’s theorem, hence we would get
the same from Chebotarev’s theorem.
2.2. Second example: arithmetic progression with (mod 10)
This time we take
h(x) = x10 − 1
and proceed the same way as we did before. The results we get now are
p ≡ 1 (mod 10) : 1, 1, 1, 1, 1, 1, 1, 1, 1, 1;
p ≡ 3 or 7 (mod 10) : 1, 1, 4, 4;
p ≡ 9 (mod 10) : 1, 1, 2, 2, 2, 2;
Again, let us take K the splitting field of h. We have G ' Z∗10, |G| = ϕ(10) = 4,
and taking the same notation as in (A.2), we have that both σ3 and σ7 have the
same cycle pattern, that is:
σ3 = (1397)(2684)(5)(0)
σ7 = (1793)(2486)(5)(0)
Let H0 be the set of cycle pattern (1, 1, 4, 4). Then
lim
x→∞
pi(H0;x)
pi(x)
=
|H0|
|G| =
2
ϕ(10)
=
1
2
,
what is the result of taking both pi(3, 10;x) and pi(7, 10;x).
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This is one example of the distinctions that Frobenius misses, but that Frobenius
himself detected since he conjectured what we know now as Chebotarev’s theorem.
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