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Abstract
For a refracted spectrally negative Le´vy process, we present some new and
fantastic formulas for its q-potential measures without killing. Unlike previous
results, which are written in terms of the well-known q-scale functions, our
formulas are free of the q-scale functions.
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1. Introduction
A refracted Le´vy process U = (Ut)t≥0 has the following dynamics (see (1.1)
in [4]):
Ut = Xt − δ
∫ t
0
1{Us>b}ds, (1.1)
where δ, b ∈ R, X = (Xt)t≥0 is a Le´vy process and 1A is the indicator function
of a set A. In [4-6], the authors have investigated the process U under the
assumption that X is a Le´vy process with negative jumps only (i.e., X is a
spectrally negative Le´vy process). In [7,8], we considered a similar process U∗,
i.e., U∗t = Xt−δ
∫ t
0
1{U∗
s
<b}ds, whereXt has jumps in both positive and negative
directions.
In this paper, we are interested in the q-potential measures of U without
killing, i.e.,
Ex
[∫ ∞
0
e−qt1{Ut∈dy}dt
]
, (1.2)
where q > 0 and x, y ∈ R. If Xt in (1.1) a spectrally negative Le´vy process, then
formulas for (1.2), which are written in terms of q-scale functions, have been
derived in [4]; see Lemma 2.2 below. However, the q-scale functions are only
defined for a spectrally negative Le´vy process, which poses a serious constraint
on extending the results in [4] to a Le´vy process that has both negative and
positive jumps. In addition, the expressions in [4] are long and complicated.
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In [9], under the assumption that X in (1.1) is a jump diffusion process
with jumps having rational Laplace transform, we have used the ideas in [7,8]
to derive formulas for (1.2), which are written in terms of Wiener-Hopf factors
(see Lemma 2.3 below). Since any other Le´vy process can be approximated by
a sequence of Le´vy processes with jumps having rational Laplace transform (see
Remark 2.2 in [9] or Proposition 1 in [1]), in [9], we have proposed a conjecture
which claims that Corollary 4.1 in that paper holds for a general Le´vy process
and the corresponding refracted Le´vy process U . If this conjecture is true, then
Corollary 4.1 in [9] must also hold for a refracted Le´vy process U driven by a
spectrally negative Le´vy process. In other words, if X in (1.1) is a spectrally
negative Le´vy process, then Corollary 4.1 in [9] should reduce to Theorem 6 (iv)
in [4] (i.e. Lemma 2.2 below). Confirming the above fact is the main objective
of this article.
The remainder of this paper is organized as follows. In Section 2, we intro-
duce some notations and give the main result. Then, in Sections 3 and 4, the
details on the derivation of the main result are given. Finally, we conclude in
Section 5.
2. Notations and Main results
In this article, the process X = (Xt)t≥0 in (1.1) is a spectrally negative Le´vy
process and the parameter δ > 0. The law of X starting from x is denoted by
Px; Ex denotes the corresponding expectation; and when x = 0, we write P and
E to simplify the notation. In the following, some notations are introduced, and
for convenience, we use the notations appeared in [4].
The Laplace exponent ψ(θ) of X is given by
ψ(θ) = ln(E
[
eθX1
]
) =
1
2
σ2θ2 + γθ −
∫
(1,∞)
(1− e−θx)Π(dx)
−
∫
(0,1)
(1− e−θx − θx)Π(dx), θ ≥ 0,
(2.1)
where γ ∈ R and σ ≥ 0; the Le´vy measure Π has a support of (0,∞) and
satisfies
∫
(0,∞)
(x2 ∧ 1)Π(dx) < ∞. Moreover, if X has bounded variation, i.e.,
σ = 0 and
∫
(0,1) xΠ(dx) <∞, we can write ψ(θ) as
ψ(θ) = dθ −
∫ ∞
0
(1 − e−θx)Π(dx), (2.2)
with d = γ+
∫
(0,1)
xΠ(dx). As in [4], we require that d > δ > 0 when the process
X has bounded variation.
For q, δ > 0, define
Φ(q) = sup{θ ≥ 0 : ψ(θ) = q} and ϕ(q) = sup{θ ≥ 0 : ψ(θ)− δθ = q}. (2.3)
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Obviously, we have ϕ(q) > Φ(q). For given q > 0, the q-scale function W (q)(x)
associated with the process X is strictly increasing and continuous on (0,∞)
with the Laplace transform∫ ∞
0
e−sxW (q)(x)dx =
1
ψ(s)− q
, for s > Φ(q), (2.4)
and W (q)(x) = 0 for x < 0.
The following lemma gives some properties on the q-scale function W (q)(x),
which is taken from Lemmas 2.3 and 3.1 in [2].
Lemma 2.1. The function W (q)(x) is differentiable except at a countable num-
ber of points. And if we define W (q)(0) := limx↓0W
(q)(x), then
W (q)(0) =
{
1
d
, if X has bounded variation,
0, otherwise.
(2.5)
Remark 2.1. Since W (q)(x) is strictly increasing and continuous on (0,∞)
and Lemma 2.1 holds, the integral
∫ b
0
e−sxW (q)(dx) for b > 0 can be understood
as
∫ b
0 e
−sxW (q)′(x)dx.
Due to the above remark, the application of integration by parts leads to
W (q)(0) +
∫ ∞
0
e−sxW (q)′(x)dx =
∫
[0,∞)
e−sxW (q)(dx)
=
∫ ∞
0
se−sxW (q)(x)dx =
s
ψ(s)− q
, s > Φ(q).
(2.6)
where the final equality is due to (2.4).
Similar to [4], for given δ > 0, we introduce the process Y = (Yt)t≥0, which
is defined as Yt = Xt− δt. In this paper, we denote by Pˆy the law of Y starting
from y and by Eˆy the corresponding expectation; and when y = 0, we write
briefly Pˆ and Eˆ. Note that the Laplace exponent of Y is given by ψ(θ) − δθ,
i.e., ψ(θ) − δθ = ln(Eˆ
[
eθY1
]
). For q > 0, the q-scale function associated with
the process Y is denoted by W(q)(x) and satisfies∫ ∞
0
e−sxW(q)(x)dx =
1
ψ(s)− δs− q
, for s > ϕ(q), (2.7)
where ϕ(q) is given by (2.3).
The expression of (1.2) has been derived in [4] and is given in Lemma 2.2.
Lemma 2.2. {Theorem 6 (iv) in [4]}
(i) For x, b ∈ R, q > 0 and y ≥ b,
Px
(
Ue(q) ∈ dy
)
dy
= q
Ex
[∫∞
0 e
−qt1{Ut∈dy}dt
]
dy
= q
ϕ(q)− Φ(q)
δΦ(q)
e−ϕ(q)(y−b)
×
(
δΦ(q)e−Φ(q)b
∫ x
b
eΦ(q)zW(q)(x− z)dz + eΦ(q)(x−b)
)
− qW(q)(x− y).
(2.8)
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(ii) For x, b ∈ R, q > 0 and y < b,
q
Ex
[∫∞
0 e
−qt1{Ut∈dy}dt
]
dy
= −δq
∫ x
b
W
(q)(x− z)W (q)′(z − y)dz
− qW (q)(x− y) + q
ϕ(q)− Φ(q)
Φ(q)
eϕ(q)b
∫ ∞
b
e−ϕ(q)zW (q)′(z − y)dz
×
(
eΦ(q)(x−b) + δΦ(q)e−Φ(q)b
∫ x
b
eΦ(q)zW(q)(x− z)dz
)
.
(2.9)
Remark 2.2. Since W (q)(x) = W(q)(x) = 0 for x < 0, thus∫ x
b
eΦ(q)zW(q)(x − z)dz =
∫ x
b
W
(q)(x− z)W (q)′(z − y)dz = 0, if x < b,
and W (q)(x − y) = W(q)(x− y) = 0 if x < y.
Remark 2.3. Formulas (2.8) and (2.9) depend explicitly on the q-scale func-
tions W (q)(x) and W(q)(x). Since scale functions are associated to a spectrally
negative Le´vy process, not a general Le´vy process, these results are limited.
For T ≥ 0, define XT := inf0≤t≤T Xt and XT := sup0≤t≤T Xt. And for the
process Y , we have similar definitions. In addition, throughout the rest of this
paper, for given q > 0, e(q) is an exponential random variable with rate q and
independent of all other stochastic processes.
Based on our previous research in [9], we present another expression for (1.2)
in the following Lemma 2.3, which holds at least for a refracted Le´vy process U
driven by a jump diffusion process with jumps having rational Laplace transform
(see Corollary 4.1 in [9]).
Lemma 2.3. (i) For q > 0 and y ≥ b,
Px
(
Ue(q) ∈ dy
)
= qEx
[∫ ∞
0
e−qt1{Ut∈dy}dt
]
=
(
F1(0) + 1
)
Kq(dy − x) +
∫ y−x
b−x
F1(dy − x− z)Kq(dz),
(2.10)
where Kq(x) is the convolution of the probability distribution functions of Y e(q)
under Pˆ and Xe(q) under P, i.e.,
Kq(x) =
∫
(−∞,min{0,x}]
P
(
Xe(q) ≤ x− z
)
Pˆ
(
Y e(q) ∈ dz
)
, (2.11)
and F1(x) is a continuous function on [0,∞) with the Laplace transform:
∫ ∞
0
e−sxF1(x)dx =
1
s

 Eˆ
[
e−sY e(q)
]
E
[
e−sXe(q)
] − 1

 , s > 0. (2.12)
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(ii) For q > 0 and y < b,
Px
(
Ue(q) ∈ dy
)
=
(
F2(0)+ 1
)
Kq(dy− x)−
∫ b−x
y−x
F2(dy− x− z)Kq(dz), (2.13)
where F2(x) is a continuous function on (−∞, 0] with the Laplace transform:
∫ 0
−∞
eszF2(z)dz =
1
s

E
[
esXe(q)
]
Eˆ
[
esY e(q)
] − 1

 , s > 0. (2.14)
Remark 2.4. The advantage of the formulas in Lemma 2.3 is that they are free
of the two functions W (q)(x) and W(q)(x).
In this paper, we want to establish the following Theorem 2.1.
Theorem 2.1. For the case that X in (1.1) is a spectrally negative Le´vy process,
Lemma 2.3 also holds, i.e., Lemma 2.3 will reduce to Lemma 2.2.
Before starting the derivation of the above result in next two sections, ex-
pressions for F1(x), F2(x) and Kq(x) are given in the following proposition.
Proposition 2.1. (i) For x ≥ 0,
F1(x) =
ϕ(q) − Φ(q)
Φ(q)
e−ϕ(q)x. (2.15)
(ii) For x ≤ 0,
F2(x) =
ϕ(q)− Φ(q)
Φ(q)
e−ϕ(q)x −
δϕ(q)
Φ(q)
W (q)(−x)
−
δϕ(q)
Φ(q)
∫ 0
x
(ϕ(q) − Φ(q))e−ϕ(q)(x−z)W (q)(−z)dz.
(2.16)
(iii) For x ≥ 0,
Kq(dx) = e
−Φ(q)x q(ϕ(q) − Φ(q))
ϕ(q)δ
dx, (2.17)
and for x < 0,
Kq(dx) = e
−Φ(q)x q(ϕ(q)− Φ(q))
ϕ(q)δ
dx−
qΦ(q)
ϕ(q)
f(x)dx, (2.18)
where
f(x) = W(q)(−x) + (Φ(q) − ϕ(q))
∫ 0
x
e−Φ(q)(x−z)W(q)(−z)dz, x < 0. (2.19)
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Proof. (i) It is known that (see, e.g., (8.2) in [3])
E
[
e−sXe(q)
]
=
Φ(q)
Φ(q) + s
and E
[
esXe(q)
]
=
q
Φ(q)
Φ(q)− s
q − ψ(s)
, s > 0. (2.20)
For the process Y , similar results hold, i.e.,
Eˆ
[
e−sY e(q)
]
=
ϕ(q)
ϕ(q) + s
and Eˆ
[
esY e(q)
]
=
q
ϕ(q)
ϕ(q)− s
q − ψ(s) + δs
, s > 0. (2.21)
It follows from (2.12), (2.20) and (2.21) that∫ ∞
0
e−sxF1(x)dx =
1
s
(
ϕ(q)(Φ(q) + s)
Φ(q)(ϕ(q) + s)
− 1
)
=
ϕ(q)− Φ(q)
Φ(q)(ϕ(q) + s)
, (2.22)
which leads to (2.15).
(ii) Formulas (2.14), (2.20) and (2.21) give
∫ 0
−∞
esxF2(x)dx =
Φ(q)− ϕ(q)
Φ(q)(ϕ(q) − s)
+
δϕ(q)(Φ(q) − s)
Φ(q)(q − ψ(s))(ϕ(q) − s)
, s > 0. (2.23)
For s > ϕ(q), the right-hand side of (2.23) can be written as
ϕ(q) − Φ(q)
Φ(q)
∫ 0
−∞
esxe−ϕ(q)xdx −
δϕ(q)
q
E
[
esXe(q)
] ∫ 0
−∞
esxe−ϕ(q)xdx. (2.24)
From (2.23) and (2.24), for x < 0, we derive
F2(x) =
ϕ(q)− Φ(q)
Φ(q)
e−ϕ(q)x −
δϕ(q)
q
∫
[x,0]
e−ϕ(q)(x−z)P
(
Xe(q) ∈ dz
)
. (2.25)
It is well-known that (see, e.g., formula (8.20) on page 219 of [3])
P
(
−Xe(q) ∈ dx
)
=
q
Φ(q)
W (q)(dx) − qW (q)(x)dx, x ≥ 0. (2.26)
From (2.25), (2.26) and the application of integration by parts, we derive (2.16).
(iii) For x ≥ 0, from (2.11), (2.20) and (2.21), it can be derived that
Kq(dx) =
∫
(−∞,0]
P
(
Xe(q) ∈ dx− z
)
Pˆ
(
Y e(q) ∈ dz
)
= Φ(q)e−Φ(q)xEˆ
[
eΦ(q)Y e(q)
]
dx = e−Φ(q)x
q(ϕ(q)− Φ(q))
ϕ(q)δ
dx,
(2.27)
where we have used the fact that ψ(Φ(q)) = q in the final equality.
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For x < 0, applying (2.27) and integration by parts will lead to
Kq(dx) =
∫
(−∞,0]
P
(
Xe(q) ∈ dx− z
)
Pˆ
(
Y e(q) ∈ dz
)
−
∫
(x,0]
P
(
Xe(q) ∈ dx− z
)
Pˆ
(
Y e(q) ∈ dz
)
= e−Φ(q)x
q(ϕ(q) − Φ(q))
ϕ(q)δ
dx−
qΦ(q)
ϕ(q)
W
(q)(−x)dx
−
qΦ(q)(Φ(q) − ϕ(q))
ϕ(q)
∫ 0
x
e−Φ(q)(x−z)W(q)(−z)dz,
(2.28)
where in the second equality we have used a similar result to (2.26), that is,
Pˆ
(
−Y e(q) ∈ dx
)
=
q
ϕ(q)
W
(q)(dx) − qW(q)(x)dx, x ≥ 0. (2.29)
Since the expression of F2(x) in (2.16) contains the function W
(q)(x), F ′2(x)
may not be well defined for a countable number of points (see Lemma 2.1). But,
note that Kq(dx) is absolutely continuous with respect to the Lebesgue measure
(see (2.17) and (2.18)). Thus we can rewrite (2.10) and (2.13) as follows:
Px
(
Ue(q) ∈ dy
)
= q
∫ ∞
0
e−qtPx (Ut ∈ dy) dt ={
(F1(0) + 1)Kq(dy − x) +
∫ y−x
b−x
F ′1(y − x− z)Kq(dz)dy, y ≥ b,
(F2(0) + 1)Kq(dy − x)−
∫ b−x
y−x
F ′2(y − x− z)Kq(dz)dy, y < b,
(2.30)
where F ′1(x) =
ϕ(q)(Φ(q)−ϕ(q))
Φ(q) e
−ϕ(q)x for all x > 0; and for all x < 0, F ′2(x) is
given in the following corollary. Therefore, proving Theorem 2.1 is equivalent
to show that formula (2.30) will reduce to (2.8) and (2.9).
Corollary 2.1. For x < 0, the derivative of F2(x) can be written informally as
F ′2(x) =
δϕ(q)
Φ(q)
(
W (q)′(−x)− (ϕ(q) − Φ(q))
∫ x
−∞
e−ϕ(q)(x−z)W (q)′(−z)dz
)
.
(2.31)
Proof. It follows from (2.16) that
F ′2(x) =
δϕ(q)
Φ(q)
W (q)′(−x) +
(ϕ(q)− Φ(q))ϕ(q)
Φ(q)
(
δW (q)(−x)− e−ϕ(q)x
)
+
δ(ϕ(q))2
Φ(q)
∫ 0
x
(ϕ(q)− Φ(q))e−ϕ(q)(x−z)W (q)(−z)dz.
(2.32)
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Applying integration by parts and formula (2.4) gives
∫ 0
x
e−ϕ(q)(x−z)W (q)(−z)dz
=
∫ 0
−∞
e−ϕ(q)(x−z)W (q)(−z)dz −
∫ x
−∞
e−ϕ(q)(x−z)W (q)(−z)dz
=
e−ϕ(q)x
ψ(ϕ(q)) − q
−
1
ϕ(q)
(
W (q)(−x) +
∫ x
−∞
e−ϕ(q)(x−z)W (q)′(−z)dz
)
,
(2.33)
where in the final equality we have used limx↑∞ e
−ϕ(q)xW (q)(x) = 0, which is
due to (2.4) and the fact that ϕ(q) > Φ(q) (see (2.3)). Then (2.31) is derived
from (2.32) and (2.33).
3. The case of y ≥ b
In this section, we assume that y ≥ b is given and our objective is to prove
that formula (2.30) with y ≥ b will reduce to (2.8).
It follows from (2.15) that F1(0) + 1 =
ϕ(q)
Φ(q) . Therefore, for y ≥ b, the
right-hand side of (2.30) can be written as
ϕ(q)
Φ(q)
Kq(dy − x) +
∫ y−x
b−x
F ′1(y − x− z)Kq(dz)dy. (3.1)
For given y ≥ b and all x ∈ R, we have∫ y−x
b−x
(ϕ(q) − Φ(q))e−ϕ(q)(y−x−z)e−Φ(q)zdz = eΦ(q)(x−y) − eϕ(q)(b−y)eΦ(q)(x−b).
(3.2)
(i) For x < b ≤ y, formulas (2.15), (2.17) and (3.2) produce
ϕ(q)
Φ(q)
Kq(dy − x) +
∫ y−x
b−x
F ′1(y − x− z)Kq(dz)dy
=
(ϕ(q)− Φ(q))q
δΦ(q)
eΦ(q)(x−b)eϕ(q)(b−y)dy.
(3.3)
(ii) For y ≥ x ≥ b, it holds that
∫ y−x
b−x
F ′1(y − x− z)Kq(dz) =
∫ 0
b−x
q(ϕ(q)− Φ(q))e−ϕ(q)(y−x−z)f(z)dz
−
∫ y−x
b−x
q(Φ(q)− ϕ(q))2
δΦ(q)
e−ϕ(q)(y−x−z)e−Φ(q)zdz,
(3.4)
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where f(x) is given by (2.19). For s > ϕ(q) > Φ(q), we can derive
∫ 0
−∞
est
∫ 0
t
e−ϕ(q)(t−z)f(z)dzdt =
1
s− ϕ(q)
∫ 0
−∞
eszf(z)dz
=
1
s− ϕ(q)
(
1
ψ(s)− δs− q
+
1
s− Φ(q)
(Φ(q)− ϕ(q))
ψ(s)− δs− q
)
=
1
s− Φ(q)
1
ψ(s)− δs− q
=
∫ 0
−∞
esze−Φ(q)zdz
∫ 0
−∞
eszW(q)(−z)dz,
(3.5)
which means that∫ 0
x
e−ϕ(q)(x−z)f(z)dz =
∫ 0
x
e−Φ(q)(x−z)W(q)(−z)dz, x ≤ 0. (3.6)
Therefore, for b ≤ x ≤ y, from (2.17), (3.2), (3.4) and (3.6), we obtain
ϕ(q)
Φ(q)
Kq(dy − x) +
∫ y−x
b−x
F
′
1(y − x− z)Kq(dz)dy
=
q(ϕ(q)− Φ(q))
δΦ(q)
e
ϕ(q)(b−y)
e
Φ(q)(x−b)
(
1 + δΦ(q)
∫ 0
b−x
e
Φ(q)z
W
(q)(−z)dz
)
dy.
(3.7)
(iii) For x > y ≥ b, we know from (2.15) and (2.18) that
∫ y−x
b−x
F ′1(y − x− z)Kq(dz) =
∫ y−x
b−x
q(ϕ(q) − Φ(q))e−ϕ(q)(y−x−z)
×
(
f(z) +
(Φ(q)− ϕ(q))
δΦ(q)
e−Φ(q)z
)
dz.
(3.8)
Since∫ y−x
b−x
e−ϕ(q)(y−x−z)f(z)dz = eϕ(q)(b−y)
∫ 0
b−x
e−ϕ(q)(b−x−z)f(z)dz
−
∫ 0
y−x
e−ϕ(q)(y−x−z)f(z)dz.
(3.9)
Then, from (2.18), (3.2), (3.6), (3.8) and (3.9), some simple calculations yield
ϕ(q)
Φ(q)
Kq(dy − x) +
∫ y−x
b−x
F
′
1(y − x− z)Kq(dz)dy = −qW
(q)(x− y)dy
+
q(ϕ(q)− Φ(q))
δΦ(q)
e
ϕ(q)(b−y)
e
Φ(q)(x−b)
(
1 + δΦ(q)
∫ 0
b−x
e
Φ(q)z
W
(q)(−z)dz
)
dy.
(3.10)
From (2.8), (3.1), (3.3), (3.7) and (3.10), we obtain the desired result.
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4. The case of y < b
In this section, we want to show that formula (2.30) with y < b will reduce
to (2.9).
Since F2(0)+1 =
ϕ(q)
Φ(q) (1− δW
(q)(0)) (see (2.16)), for given y < b and x ∈ R,
the right-hand side of (2.30) is equal to
ϕ(q)
Φ(q)
(1− δW (q)(0))Kq(dy − x)−
∫ b−x
y−x
F ′2(y − x− z)Kq(dz)dy. (4.1)
For given y < b, exchanging the order of integration gives us∫ 0
y−b
e
Φ(q)t
∫ t
−∞
e
−ϕ(q)(t−z)
W
(q)′(−z)dzdt
=
1
Φ(q)− ϕ(q)
(∫ 0
−∞
e
ϕ(q)z
W
(q)′(−z)dz −
∫ 0
y−b
e
Φ(q)z
W
(q)′(−z)dz
)
−
eΦ(q)(y−b)
Φ(q)− ϕ(q)
∫ y−b
−∞
e
−ϕ(q)(y−b−z)
W
(q)′(−z)dz.
(4.2)
In addition, formula (2.6) leads to∫ 0
−∞
eϕ(q)zW (q)′(−z)dz =
1
δ
−W (q)(0), (4.3)
which is due to the fact of ψ(ϕ(q)) − δϕ(q) = q (see the definition of ϕ(q) in
(2.3)).
For given y < b and all x ∈ R, from (2.17), (2.31), (4.2) and (4.3), we obtain∫ b−x
y−x
F ′2(y − x− z)e
−Φ(q)zdz =
∫ 0
y−b
F ′2(t)e
−Φ(q)(y−x−t)dt
=
δϕ(q)
Φ(q)
(
1
δ
−W (q)(0)
)
eΦ(q)(x−y)
−
δϕ(q)
Φ(q)
eΦ(q)(x−b)
∫ y−b
−∞
e−ϕ(q)(y−b−z)W (q)′(−z)dz.
(4.4)
(i) Assume that x ≤ y < b. Formulas (2.17), (2.31) and (4.4) lead to
ϕ(q)
Φ(q)
(1 − δW (q)(0))Kq(dy − x) −
∫ b−x
y−x
F ′2(y − x− z)Kq(dz)dy
=
q(ϕ(q)− Φ(q))
Φ(q)
eΦ(q)(x−b)
∫ y−b
−∞
e−ϕ(q)(y−b−z)W (q)′(−z)dzdy.
(4.5)
(ii) For y < x ≤ b, it follows from (2.17) and (2.18) that∫ b−x
y−x
F ′2(y − x− z)Kq(dz) = −
qΦ(q)
ϕ(q)
∫ 0
y−x
F ′2(y − x− z)f(z)dz
+
∫ b−x
y−x
F ′2(y − x− z)
q(ϕ(q)− Φ(q))
δϕ(q)
e−Φ(q)zdz.
(4.6)
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For s > 0, formula (2.14) gives
F2(0) + 1−
∫ 0
−∞
esxF ′2(x)dx =
E
[
esXe(q)
]
Eˆ
[
esY e(q)
] ,
which combined with (2.16), (2.19), (2.20) and (2.21), leads to
∫ 0
−∞
esz
∫ 0
z
F ′2(z − t)f(t)dtdz =
∫ 0
−∞
eszF ′2(z)dz
∫ 0
−∞
eszf(z)dz
=

ϕ(q)
Φ(q)
(
1− δW (q)(0)
)
−
E
[
esXe(q)
]
Eˆ
[
esY e(q)
]

× s− ϕ(q)
(s− Φ(q))(ψ(s) − δs− q)
=
ϕ(q)
Φ(q)
(
1− δW (q)(0)
) ∫ 0
−∞
eszf(z)dz −
ϕ(q)
Φ(q)
1
ψ(s)− q
, s > ϕ(q).
(4.7)
Recall formula (2.4) and note that ϕ(q) > Φ(q). Formula (4.7) yields
∫ 0
y−x
F ′2(y − x− z)f(z)dz =
ϕ(q)
Φ(q)
(
1− δW (q)(0)
)
f(y − x)
−
ϕ(q)
Φ(q)
W (q)(x− y), x > y.
(4.8)
From (2.18), (4.4), (4.6) and (4.8), we deduce
ϕ(q)
Φ(q)
(1 − δW (q)(0))Kq(dy − x) −
∫ b−x
y−x
F ′2(y − x− z)Kq(dz)dy
=
q(ϕ(q)− Φ(q))
Φ(q)
eΦ(q)(x−b)
∫ y−b
−∞
e−ϕ(q)(y−b−z)W (q)′(−z)dzdy
− qW (q)(x− y)dy.
(4.9)
(iii) For x > b > y, from (2.18), it is obvious that
∫ b−x
y−x
F ′2(y − x− z)Kq(dz)
=
∫ b−x
y−x
F ′2(y − x− z)
(
q(ϕ(q) − Φ(q))
δϕ(q)
e−Φ(q)z −
qΦ(q)
ϕ(q)
f(z)
)
dz
=
∫ b−x
y−x
F ′2(y − x− z)
q(ϕ(q)− Φ(q))
δϕ(q)
e−Φ(q)zdz
−
qΦ(q)
ϕ(q)
∫ 0
y−x
F ′2(t)f(y − x− t)dt+
qΦ(q)
ϕ(q)
∫ y−b
y−x
F ′2(t)f(y − x− t)dt.
(4.10)
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We can exchange the order of integration
∫ y−b
y−x
∫ t
−∞
e−ϕ(q)(t−z)W (q)′(−z)dz
∫ 0
y−x−t
e−Φ(q)(y−x−t−z)W(q)(−z)dzdt
=
∫ y−b
y−x
∫ t
−∞
e−ϕ(q)(t−z1)W (q)′(−z1)dz1
∫ 0
y−x−t
e−Φ(q)(y−x−t−z2)W(q)(−z2)dz2dt
=
∫ 0
b−x
W
(q)(−z2)dz2
∫ y−x−z2
−∞
W (q)′(−z1)dz1
∫ y−b
y−x−z2
e−ϕ(q)(t−z1)e−Φ(q)(y−x−t−z2)dt
+
∫ 0
b−x
W
(q)(−z2)dz2
∫ y−b
y−x−z2
W (q)′(−z1)dz1
∫ y−b
z1
e−ϕ(q)(t−z1)e−Φ(q)(y−x−t−z2)dt,
and then derive that∫ y−b
y−x
∫ t
−∞
e−ϕ(q)(t−z)W (q)′(−z)dz
∫ 0
y−x−t
e−Φ(q)(y−x−t−z)W(q)(−z)dzdt
=
∫ 0
b−x
W
(q)(−z2)
Φ(q)− ϕ(q)
e−Φ(q)(b−x−z2)dz2
∫ y−b
−∞
e−ϕ(q)(y−b−z1)W (q)′(−z1)dz1
−
∫ 0
b−x
W
(q)(−z2)
Φ(q)− ϕ(q)
eϕ(q)z2dz2
∫ y−x−z2
−∞
e−ϕ(q)(y−x−z1)W (q)′(−z1)dz1
−
∫ 0
b−x
W
(q)(−z2)
Φ(q)− ϕ(q)
eΦ(q)z2dz2
∫ y−b
y−x−z2
e−Φ(q)(y−x−z1)W (q)′(−z1)dz1
=
∫ 0
b−x
W
(q)(−z2)
Φ(q)− ϕ(q)
e−Φ(q)(b−x−z2)dz2
∫ y−b
−∞
e−ϕ(q)(y−b−z1)W (q)′(−z1)dz1
−
∫ y−b
y−x
W
(q)(x+ t− y)
Φ(q)− ϕ(q)
∫ t
−∞
e−ϕ(q)(t−z1)W (q)′(−z1)dz1dt
−
∫ y−b
y−x
∫ 0
y−x−z1
W
(q)(−z2)
Φ(q)− ϕ(q)
eΦ(q)z2dz2e
−Φ(q)(y−x−z1)W (q)′(−z1)dz1,
which combined with (2.19) and (2.31), yields (after some straightforward com-
putations)
∫ y−b
y−x
F ′2(t)f(y − x− t)dt =
δϕ(q)
Φ(q)
∫ y−b
y−x
W (q)′(−t)W(q)(x+ t− y)dt
+
δϕ(q)(Φ(q) − ϕ(q))
Φ(q)
∫ 0
b−x
W
(q)(−z2)e
−Φ(q)(b−x−z2)dz2
×
∫ y−b
−∞
e−ϕ(q)(y−b−z1)W (q)′(−z1)dz1.
(4.11)
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Then, from (2.18), (4.4), (4.8), (4.10) and (4.11), we arrive at
ϕ(q)
Φ(q)
(1− δW (q)(0))Kq(dy − x)−
∫ b−x
y−x
F ′2(y − x− z)Kq(dz)dy
=
q(ϕ(q) − Φ(q))
Φ(q)
eΦ(q)(x−b)
∫ y−b
−∞
e−ϕ(q)(y−b−z)W (q)′(−z)dzdy
− q
(
W (q)(x− y) + δ
∫ y−b
y−x
W (q)′(−t)W(q)(x+ t− y)dt
)
dy
+ qδ(ϕ(q)− Φ(q))
∫ 0
b−x
W
(q)(−z)e−Φ(q)(b−x−z)dz
×
∫ y−b
−∞
e−ϕ(q)(y−b−z)W (q)′(−z)dzdy.
(4.12)
Therefore, the conclusion that formula (2.30) for y < b will reduce to (2.9)
follows from (2.9), (4.1), (4.5), (4.9) and (4.12).
5. Conclusion
In this paper, we confirm that Corollary 4.1 in [9] also holds for a refracted
Le´vy process driven by a Le´vy process without positive jumps. This strengthens
the correctness of our previous conjecture, i.e., Corollary 4.1 in [9] holds for a
general Le´vy process and the associated refracted Le´vy process. To show this
conjecture, it is necessary to answer first the following question: Is there a
solution U to (1.1) for a general process X (which has not been solved to our
knowledge and is difficult to be solved). Proving the above conjecture is an
interesting research problem and is one of our future research directions.
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