Abstract. This paper gives an overview of the present situation of Tibetan text classification study. This paper analyzes and compares today's latest representative Tibetan text classification algorithms and summarizes the various characteristics of each algorithm. So it enables researchers to improve the existing algorithms and put forward new Tibetan text classification algorithms with higher performance. Meanwhile, it is convenient for users to select and use the algorithm in application.
Introduction
Classification is a category of technology, which is based on data set to construct a classifier. Meanwhile, the classifiers is useful for unknown categories of samples. The basic method of text classification is based on some characteristics of the data to be classified to match. It is not possible to match completely. Therefore, we need to filter the matching result to choose the most excellent match, so as to achieve classification. Text classification methods from the beginning of the word matching method and the subsequent emergence of knowledge engineering methods to today's statistical learning methods. The classification technology is more and more mature.
The statistical learning method needs some already classified text as the training set. Then the computer extracts the effective classification rules from the training and learning. Finally the set of these rules is used as the classifier. After the training is finished, the text to be classified is classified using the trained classifier.
Before the classification of Tibetan text, it is necessary to convert the Tibetan text into information that the computer can recognize. The most commonly used text representation method is the vector space model. In this model, the text space is regarded as a set of orthogonal eigenvectors vector space. Tibetan text vector space model is a representation of any Tibetan text in the form of space vector. And take the feature item as the basic unit of Tibetan text representation. Each dimension of the vector corresponds to a feature item in the Tibetan text. Each dimension itself represents the weight of the corresponding feature item in the Tibetan text. The weights represent the importance of the feature item to the Tibetan text, and reflect the ability of the feature item to reflect the content of the Tibetan text.
The common methods of feature extraction include document frequency, information gain, mutual information, CHI square statistics, expected cross entropy and so on. The common feature weight calculation methods are: TF function, TF-IDF function and Boolean functions.
Tibetan text classification process shown in figure 1.
Foreword
Domestic research on Tibetan information processing technology started in the 1980s [1] . Nowadays, with the rapid increase of Tibetan electronic text data, in order to classify Tibetan text content accurately, Tibetan text classification technology has been developed gradually. At the same time, Tibetan text classification algorithm research is also an important part of Tibetan public opinion analysis. Because the Tibetan information processing technology is lagging behind, and lack of the Tibetan classification tagged corpus. Up to now, the Tibetan text classification technology has not yet been in-depth study and discussion. More representative studies include: Xu Gui Xian, who use web page tag information developed a Tibetan Webpage Classification System Based on Web column [2] ; Jia Huiqiang, who design and implement a Tibetan text classifier based on the classification algorithm of class features vector and Boosting [3] . Then, there is studied of Tibetan text classification by using other methods. For example, KNN algorithm and Rocchio algorithm [4] ; An integrated learning classification algorithm, which combined with Naive Bayes and SVM algorithm [5] ; The method based on speech feature extraction [6] ; The method based on Text Sentiment [7] ; The method based on Maximum Entropy Model [8] ; and so on. 
Tibetan Text Classification Algorithm Text Classification Algorithm Based on Web Column
In the literature [2] , the researchers put forward a text classification algorithm based on Web column. The method is combined with the existing Web page text extraction technology, using regular expressions to extract the date of the page, page columns. Then they establish class feature vocabulary based on the web column entri, the target is to classify the text of the Tibetan Web page and to get rid of the complicated operations, for example segmentation of text in Tibetan web page. The algorithm is simple, fast and accurate. The class feature vocabularies are stored in a linked list array so that the class feature vocabularies can be quickly searched and dynamically expanded.
The researchers used this algorithm to classify most of the web pages of China Tibetan network. The results show that this method can correctly classify the "legitimate web pages" into the predefined categories. The classification accuracy can reach 97%. However, this method also has the following problems:
(1) Because different Tibetan websites have different format of web page columns. In order to ensure the effectiveness of the classification method, need to develop uniform or expandable column extraction rules (set).
(2) This method can not classify the Tibetan webpage without column information. So this method needs to be supplemented by other classification methods.
Text Classification Algorithm Based on Class Features Vector
In the literature [3] , the author put forward a method by a classification algorithm, which was based on class feature vector to generate different class labels. Then, it make use of boosting algorithm to construct Tibetan text classifier, which realizes the process of text classification according to Tibetan text content.
According to the Tibetan word and Tibetan grammar, we classify the Tibetan text and construct the class label by using the method of class feature vector. In the classification method, the training process establishes a Tibetan class vector for each Tibetan text class. For the Tibetan text of test, by calculating the distance between the new Tibetan text vector and each Tibetan category vector determine the category to which it belongs.
The Tibetan text class label set is obtained by using the class feature word vector. Then Tibetan text classifier is constructed using the Boosting algorithm. The core idea is to
There is still many problems that some Tibetan text class labels cannot belong to the specific Tibetan text class.
KNN Algorithm
KNN is a KNearest Neighbor classification method. It is one of the most famous methods of pattern recognition and statistics. The basic idea is to find the nearest neighbor in the multidimensional vector space. Then, according to the category of the k nearest neighbors, determine the category of the sample to be classified.
KNN algorithm has a good text classification effect, so it is widely used in text classification. Although KNN is an effective classification method, but it also has the following shortcomings:
(1) KNN is a kind of "lazy" learning method. When judging the classification of the samples to be classified, it needs to be compared with all existing training samples. So it is inefficient for largescale data sets.
(2) The quality of KNN classification depends on the choice of k value. (3) When the samples are unbalanced, for example, if the sample size of one category is particularly large, and the other sample size is small. It may lead to a large sample of the k neighbors of the sample occupying the majority when inputting a new sample.
In the literature [4] , KNN algorithm and Rocchio algorithm are used to classify the Tibet Daily. The results show that the classification performance of KNN algorithm is better than that of the five categories of politics, religion, national characteristics, travel and life. And the classification accuracy is higher than that of Rocchio algorithm.
Integrated Learning Classification Algorithm, Which Combined with Naïve Bayes and SVM Algorithm
Bayesian classification belongs to irregular classification, which is trained by the training set to get the classifier. Then use the existing classifier to classify the data which to be classified.
Naïve Bayesian classifier is a Bayesian classifier model, which is one of the most simple and effective and very successful classifier in practical applications. Classification model shown in figure  2 , set the variable set U={A1,A2,…, An, C}, where A1,A2,…,An is the property of instance variables, C is a class variable that takes m values. Assuming that all attributes are conditional independent of the class variable C.That is, each attribute variable with a class variable as the only parent node, we will get the Naïve Bayesian classifier. When applying Bayes' Theorem to text classification, assuming that v(d)={w1,w2,…,wn} is document d feature vectors, the probability that it belongs to a certain category in the document category set C={c1,c2,…,cm} as shown in formula 1.
(1) In the formula, m is the number of categories, n is the dimension of the feature space, P(wk|cj) is the probability that a given category cj, wk arise. P (cj) is the a priori probability of class cj.
The probability of between the text d to be classified with all categories is calculated using the formula (1).Then the largest value is selected to classify the document d to be classified into the category.
Naïve Bayes algorithm is a classification algorithm which can be represented by mathematics accurately, and its model has the lowest error rate compared with other classification methods.
However, this algorithm can only be realized if the feature words are independent of each other. This assumption is difficult to be established, and the Naive Bayes algorithm needs to deal with largescale corpus. So lead to classification effect is not very good.
SVM method has a very solid theoretical basis. It is built on the statistical learning theory of structural risk minimum principle and VC Dimension theory. SVM method based on the limited sample information to seek the best compromise between in the complexity of the model and learning ability. The essence of SVM training is to solve a quadratic programming problem. SVM method get the global optimal solution, which makes it has the superiority that other statistical learning method can not match. SVM classifier has the advantages of high classification accuracy and fast speed. The classification speed is independent of the number of training samples and the generalization is good. It is better than the Naïve Bayes method and the kNN algorithm in recall and precision.
The disadvantage of SVM is that it is difficult to select the best kernel function for the specific problem. And the selection of kernel function is lack of guidance. In addition, SVM training speed is greatly affected by the scale of training set, and the calculation cost is relatively large.
In the literature [5] , the authors propose an integrated learning classification algorithm, which based on Naïve Bayes algorithm and SVM algorithm. The integrated system framework is shown in figure 3 . The integrated classifier makes use of naïve Bayes and SVM algorithm. It mainly aims at producing Base-1 to Base-8 eight groups classified, which is base on part of speech information including four feature subset. The four fseature subset include the Word, Character, Word-based bigrams and Character-based bigrams. Then use the linear weighting rules combine the base classifiers with the following formula. The rule states that the combined output of the jth class is only related to the output of the jth class of each base classifier.
represents the combined output of the jth class; w is the weight of the base classifier; k represents the number of iterations.
Integrated learning classification algorithm is the process of merging the outputs of multiple classifiers (weak classifiers) into a classifier (strong classifier) with higher precision. It can integrate single classification algorithm well and make it better and stable.
Summary
Classification is one of the important methods of data mining. Up to now, a lot of classification algorithms based on various thought and theory have been put forward. And the practical application of the classification algorithm has become more and more mature. However, it is proved that no classification algorithm is superior to other classification algorithms for all data types and domains. Each relatively optimal algorithm has its specific application environment. This paper focus on the current development of Tibetan text classfication technology, analyzes the advantages and disadvantages of each algorithm applied to Tibetan text categorization. This paper tries to find out the trajectory of algorithm development, so that the researchers can improve the existing algorithm and put forward a new Tibetan text categorization algorithm with higher performance. It is convenient for users to select and use the algorithm in application, too.
