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Abstract
The ability to cooperate through language is a defining feature of humans. As
the perceptual, motory and planning capabilities of deep artificial networks in-
crease, researchers are studying whether they also can develop a shared language
to interact. From a scientific perspective, understanding the conditions under
which language emerges in communities of deep agents and the characteristics
of the resulting code can shed light on human language evolution, and on what
is unique about the latter. From a practical perspective, endowing deep net-
works with the ability to solve problems interactively by communicating with
each other and with us will make them more flexible and useful in everyday life.
We review language emergence studies from each of these two angles in turn.
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Highlights
• Deep networks and techniques from deep reinforcement learning have
greatly widened the scope of computational simulations of language
emergence in communities of interactive agents.
• Thanks to these modern tools, language emergence can now be stud-
ied among agents that receive realistic perceptual input, must solve
complex tasks cooperatively or competitively, and can engage in flex-
ible multi-turn verbal and non-verbal interactions.
• With great simulation power comes great need for new analysis meth-
ods: a budding area of research focuses on understanding the general
characteristics of the deep agents’ emergent language.
• Another line of research wants to deliver on the promise of interactive
AI, exploring the functional role of emergent language in improving
machine-machine and human-machine communication.
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1. Language Emergence in Deep Agent Communities
1.1. Language Emergence Simulations and the Advent of Deep Learning
The focus that generative linguistics has put on language as an abstract
structural system (e.g., [1, 2, 3]) has long been complemented by research
traditions emphasizing how language is also a tool for interactively getting
things done (e.g., [4, 5, 6, 7, 8, 9, 10, 11]). Within the domain of computa-
tional cognitive science, this alternative view triggered a fruitful research line
([12, 13, 14, 15, 16, 17]) designing artificial communicating agents and testing
under which conditions core properties of natural language would emerge as the
result of communicative pressures.
For example, [18] performed simulations in which a sender agent, given an in-
put binary vector representing the meaning of a simple phrase (e.g., you smile),
encodes it as a sequence of characters. These are transmitted to a receiver
agent, who needs to decode the original meaning (Fig. 1(a)). The question
under investigation was whether agent messages would mirror the grammatical
structure encoded in the simple input phrase, as in natural language, and this
seemed indeed to be the case.
While this line of research addressed many interesting questions, technology
and data limitations restricted it to experimental simulations involving agents
that were largely hand-crafted to address very specific issues in an ad-hoc man-
ner.
The last decade has seen astounding progress in the development of artifi-
cial neural networks, under their “deep learning” rebranding ([22]). The most
impressive successes in the language domain came from networks that, after
being exposed to massive amounts of text, are able to tackle challenges rang-
ing from machine translation to document understanding ([23, 24, 25, 26]). In
computer vision, we can now automatically recognize thousands of objects in
natural images ([27, 28]). Deep networks combining vision and language can
generate image captions and answer complex questions about scenes ([29, 30]).
Spurred by these innovations, a new wave of language emergence research
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Figure 1: Examples of games and environments for emergent communication. (a)
Emergent communication work in the pre-deep-learning era typically used symbolic data as in-
put: [18] presents a study where recurrent neural network agents communicate in a referential
game using sequences of discrete symbols. Similar work with deep networks can use realistic
pictures as input, see Fig. 3 for an example. (b) More complex scenarios with deep agents:
in [19], self-interested agents engage in a multi-turn negotiation game. (c) Richer, dynamic
environments: in [20], five embodied self-interested agents engage in multi-turn interactions
while navigating in a 2D visual environment. (d) Scaling up to fully realistic scenarios: in
[21], embodied cooperative agents solve navigation challenges in a 3D virtual environment.
Images from [20] and [21] reproduced by permission.
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uses generic “deep agents” (Fig. 2), built out of standard deep-learning compo-
nents, such as convolutional and recurrent networks ([31, 32, 33, 34]), in simu-
lations that go beyond what was conceivable just a few years ago: dealing with
complex scenarios involving hundreds of possible referents, that are presented
in perceptually realistic formats; engaging in self-paced multi-turn interactions;
producing long, language-like utterances (Fig. 1, Fig. 3).
1.2. Representative Experiments
In the simulations we will describe in this section, the agents are presented
with a task, and each agent has a cost or reward function to optimize. Agents
have perfectly aligned incentives, i.e., they share their reward. Communication
comes into play as a means to achieve their goal. Learning generally takes
place through reinforcement learning, a set of techniques to train systems in
scenarios in which the main teaching signal is reward for succeeding or failing at
a task, possibly requiring multiple actions in a potentially changing environment
([38, 39, 40]). This setup offers more flexibility than standard supervised learning
(where the learning signal derives from direct comparison of the system output
with the ground-truth), but it is also more challenging.
Communication is emergent in the sense that, at the beginning of a simula-
tion, the symbols the agents emit have no ex-ante semantics nor pre-specified
usage rules. Meaning and syntax emerge through game play. Communication
can be of two types: continuous, in which agents communicate via a continuous
vector, and discrete, in which agents communicate by means of single symbols
or sequences of symbols. An example of the continuous case is the influen-
tial DIAL system of [41]. The agents are given a continuous communication
channel, making it easy to back-propagate learning signals through the whole
system. A continuous vector connecting two agent networks can equivalently
be seen as another activation layer in a larger architecture encompassing the
two networks, and it effectively gives each agent access to the internal states of
the other network. Therefore, continuous communication turns the multi-agent
system into a single large network. A “vanilla” model of discrete communication
5
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Figure 2: Typical neural network components of a deep agent. (a) A visual process-
ing module (typically a convolutional network) converting pictures into internal distributed
representations. (b) A generation component consisting of a recurrent neural network that
produces a symbol sequence (in this case, AXZ). (c) An understanding module, that takes
as input a sequence of units (e.g., in this case, the symbols produced by the generation com-
ponent) and produces an internal distributed representation. A typical sender agent will first
transform images into distributed representations with (a) and then use (b) to produce a mes-
sage. A receiver agent will also use (a) to transform images to representations, and then (c)
to process the message from the sender in order to make a decision about the output action.
In both cases, further layers are interspersed with the various components to further aid the
agents’ “reasoning” process (e.g., the receiver might use them to combine visual and verbal
information).
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Figure 3: The referential game of [35]. In a referential game, successful communication is
the very purpose of the game (as opposed to scenarios in which communication can help players
to achieve an independent goal, such as obtaining a valuable object). Referential games have a
long history in linguistics, philosophy and game theory ([36, 37]). In the game illustrated here,
the sender network receives in input two natural images, depicting instances of two distinct
categories out of about 500 (here: a dog and a car), with one of the images marked as target
(here, the car). The sender processes the images with a convolutional network module and
it emits one symbol (sampled from a fixed alphabet), that is given as input to the receiver
network, together with the two images (in random order). If the receiver “points” to the
correct location of the target in the image array (as it does in the figure), both agents are
rewarded. The networks are trained by letting them play the game many times, and adjusting
their weights based on the reward signal. No supervision is provided about the symbols to be
used for communication, so that they are completely free to adapt the emergent protocol to
their strategies and biases.
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commonly used in the language emergence literature and for multi-agent coor-
dination problems is RIAL ([41]). In RIAL, communication happens through
discrete symbols, thus making it impossible for agents to transmit rich error
information via continuous back-propagation through each other. The only
learning signal received by each agent is task reward. As such, unlike in the
continuous case, and similarly to what happens in human communities, each
agent treats the other(s) as part of its environment, with no access to their
internal states. It is thus exactly the presence of the discrete bottleneck that
makes simulations genuinely “multi-agent”. Moreover, communication via dis-
crete symbols provides the symbolic scaffolding for interfacing the agents’ emer-
gent code to natural language, which is universally discrete ([42]). Tuning the
weights of a neural network with an error signal that is back-propagated through
a discrete bottleneck is a challenging technical problem. Adopting methods from
reinforcement learning, agent training can take place using the REINFORCE
update rule ([43, 35]), which intuitively increases the weight for actions that
resulted in a positive reward (proportional to their probability), and decreases
them otherwise. Alternatively, discrete representations can be approximated by
continuous ones during the training phase ([44, 45, 46]).
Since this first part of our survey focuses on the comparison of emergent
codes with natural language, which is fundamentally discrete, we concentrate
on work that considers the discrete case, coming back to some examples of
continuous communication in Section 2.1 below.
One of the first studies of language emergence with deep networks was pre-
sented by [35], who used the referential game schematically illustrated in Fig. 3.
This paper first showed that, even if the only training signal they receive is
whether they succeeded at the game, agents can develop a successful commu-
nication protocol to talk about realistic images. Still, evidence that the agents
were developing words referring to generic concepts such as “dog” or “animal”
was mixed, a point will return to in the next section.
While [35] constrained messages to consist of one symbol, [44] allowed the
sender to emit strings of symbols of variable length (see also [47]). The result-
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ing emergent language developed a prefix-based hierarchical scheme to encode
meaning into multiple-symbol sequences. For example, the “word” for pizza was
5261 2250 5211, where 5261 refers to food, 2250 to baked food, and 5211 to
pizzas.
[48] went one step further, considering multiple-turn interactions (see also
[49]). In their game, one agent must pick the definition of an animal from a list of
dictionary entries, when a natural image of the target animal is presented to the
other agent. The agents can exchange multiple messages, with the conversation
ending when the agent tasked with guessing the definition makes its final guess.
Several natural properties of conversations emerged in this setup. For example,
the agents tend to exchange more turns in more difficult game episodes.
A further step towards realistic conversational scenarios, beyond referential
games, is taken by [50] (see also [19]). In this study, one agent is assigned a
fruit, the other two tools, and their task is to decide which of the two tools is
best for the current fruit. The utility of each tool with respect to each fruit
is derived from a corpus of human judgments, resulting in skewed affordance
statistics (e.g., a knife is generally more useful than a spoon). The setup is fully
symmetric, with either agent randomly assigned either role in each episode, and
both agents being able to start and end the conversation. The agents learn to
use messages meaningfully, accumulating more reward than what they could get
by relying on general object affordances. However, despite the symmetric setup,
they develop different idiolects for the different roles they take, that is, the same
agents use different codes to communicate the same meanings, depending on who
is in charge of describing the fruit, and who the tools (a similar behaviour was
also observed by [19]).
Under which conditions will agents converge to a shared language is one of
the topics addressed by [51], who used deep agent communities as a modeling
tool for contact linguistics ([52]). They report that, if two agents will develop
different idiolects, it suffices for the community to include a third agent for a
shared code to emerge. One of their most interesting findings is that, when agent
communities of similar size are put in contact, the agents develop a mixed code
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that is simpler than either of the original languages, akin to the development of
pidgins and creoles in mixed-language communities ([53]).
1.3. Understanding the Emergent Language
The price to pay in more realistic simulations is that understanding what
is going on becomes more difficult. Even when we are confident that genuine
communication is taking place (Section 1.3.1), it is difficult to decode messages
by simple inspection. We do not know if and how the messages produced by the
agents should be segmented into “words”. We might only have vague conjectures
about what they refer to. If there are multiple turns, we do not know which turns
are mostly information exchanges, and which, if any, absolve other pragmatic
functions. We cannot even trust the agents to use symbols in a consistent way
across contexts and turns ([54]). The enterprise is akin to linguistic fieldwork,
except that we are dealing with an alien race, with no guarantees that universals
of human communication will apply.
Indeed, in spite of task success, the emerging language can have counter-
intuitive properties. [55] considered agents playing a referential game in which
they must communicate about object attributes and values (e.g, color: blue,
shape: round). The agents have difficulties converging to the intuitive coding
scheme in which distinct symbols unambiguously denote single attributes or
values (i.e., a word for color, a word for blue, etc). Such code will only emerge
when the set of available symbols is greatly limited and the memory of one of
the agents is ablated, pointing to memory bottlenecks as a possible bias to be
injected into deep networks for more natural languages to emerge (see also [56]).
[57] replicated the game of [35] with the surprising results illustrated in Fig. 4.
Essentially, agents will develop a code that is sufficient to solve the task at
hand, and hoping that such code will possess further desirable characteristics
is wishful thinking. Consider the task in the original game of [35]. The agents
must discriminate pairs of pictures depicting instances of 500 categories. The
agents could achieve this by developing human-like names for the categories,
but a low-level strategy relying on, say, comparing average pixel intensity in
10
Figure 4: Training and test inputs in the referential game of [57]. Two agents were
trained to play the same game as in [35] (see Fig. 3). During training, the agents were exposed
to the same data as in the original study, that is, pairs of pictures of instances of about 500
distinct objects (top row). At test time, however, the agents were made to play the game with
blobs of Gaussian noise (bottom row). They were able to communicate about them nearly
as well as about the training pictures. This shows that the language emerging in this game
does not involve “words” referring to generic concepts, but rather ad-hoc signals, probably
carrying comparative information about shallow visual properties of the images. Bottom row
reproduced from [57] by permission.
11
patches of the two images might require as few symbols as 2! In this respect,
the agents’ language is, paradoxically, “too human”, in the sense that it evolved
to minimize effort, while remaining adequate for the task at hand ([58]). Indeed,
[59] showed that the way deep agent emergent languages partition their mean-
ing space displays the same tendency towards complexity minimization that is
pervasive in human language.
[60] studied whether agent language exhibit an inverse correlation between
word frequency and word length, so that the signals that need to be used more
often are also the shortest, as universally found in natural languages ([61, 62,
63]). They discovered that deep agents trained with a referential game where
inputs have a skewed distribution similar to natural language actually develop a
significantly anti-efficient code, in which the most frequent inputs are associated
to the longest messages. The effect is explained by the lack of an articulatory
effort minimization bias in networks, that are thus only subject to a “perceptual”
pressure favoring longer messages, as they are easier to discriminate.
1.3.1. Measuring the Degree of Effective Communication
As simulations move beyond referential games (where task success trivially
depends on establishing a communication code), to complex environments where
communication plays an auxiliary function (e.g., [21]; and see Fig. 1), an im-
portant question to ask when analyzing an emergent language is whether it is
actually been used in any meaningful way by the agents. As clearly discussed
in [64], just ablating the language channel and showing a drop in task success
does not prove much, as the extra capacity afforded by the channel architecture
might have helped the agents’ learning process without being used to estab-
lish communication. The same paper proposes a classification of measures to
detect the presence of genuine communication. Positive signaling captures the
extent to which information about the sender states, observations and actions
are expressed in its signals. Positive listening captures the extent to which a
signal impacts the receiver’s states and behaviour. Examples of positive signal-
ing include context independence [54] and speaker consistency [20]. The former
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measures the degree of alignment between messages and task-related concepts,
whereas the latter measures, through mutual information, the alignment be-
tween an agent messages and its actions. Positive signaling gives no guarantee
of communication, since the receiver could be ignoring the sender messages, no
matter how informative they might be. An example of positive listening is the
instantaneous coordination measure of [20], which uses mutual information to
quantify correlation between sender messages and receiver actions. Instead, [64]
proposes to use causal influence of communication, a quantity that measures
the causal relationship between the sender messages and the receiver actions.
The authors show that only a high causal influence of communication is both
a necessary and sufficient condition for positive listening, and thus communica-
tion.
The call for caution is not just hypothetical. Several studies have reported
how agents can easily converge to non-verbal or degenerate strategies, even when
it would seem that communication is taking place. For example, agents might
learn to exchange information simply through the number of turns they take
before ending the game, irrespective of what they actually say ([19, 50]).
1.3.2. Compositionality
Much analytical work in the area has focused on compositionality, as the
latter is seen both as a fundamental feature of natural language whose evolu-
tionary origins are unclear ([65, 66]), and as a pre-condition for an emergent
language to generalize at scale.
The simplest way to probe for compositionality in an emergent protocol is to
test whether agents can use it to denote novel composite meanings, e.g., can they
refer to blue squares on first encounter, if they have seen other blue and square
things during training ([67]). This assumes that a compositional encoding is nec-
essary to generalize. However, a few recent papers have intriguingly reported
that emergent languages can support generalization to novel composite mean-
ings without conforming to even weak notions of compositionality ([47, 68, 69]).
[47] re-introduced to the emergent language community the topographic similar-
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ity score from earlier work on language emergence ([70]). Given ways to measure
distances between meanings and between forms, topographic similarity is the
correlation between all possible meaning pair distances and the distances of the
corresponding message pairs. It captures the intuition that compositionality
involves a systematic relation between form and meaning. However, it does not
tell us anything about the nature of the specific compositional processes used
by a language. [68] proposed a method to quantify to what extent an emergent
language reflects specific types of compositional structure in its input. Unfor-
tunately, the method only works if we have a concrete hypothesis about the
underlying composition function, that is, it can only be used to test whether a
language conforms to an underlying compositional grammar if we are able to
precisely specify this grammar. This limits its practical applicability. Finally,
[69] recently established a link between compositionality and the notion of dis-
entanglement in representation learning ([71]), and proposed to use methods to
quantify disentanglement from that literature in order to measure the degree of
compositionality of emergent codes.
Equipped with similar tools, various studies have uncovered different aspects
of compositionality in emergent languages. For example, [47] found that com-
positionality more easily emerges when objects are represented symbolically as
sets of attribute-value pairs, than when they are more realistically represented
as synthetic 3D shapes. [72] studied the code emerging in a community of
agents moving and acting in a shared grid-world. Each agent was assigned a
goal, that could involve having another agent moving to a landmark position.
An order-insensitive concatenative language emerged, where agents would refer
to actions, their agent and target by juxtaposing specialized symbols (e.g., one
message could be: goto blue-agent red-landmark, or, equivalently, red-landmark
goto blue-agent).
Despite many intriguing empirical observations, our characterization of which
architectural biases and environmental pressures favour the emergence of com-
positionality (or other linguistic properties) is still very sketchy. A strong result
obtained both with humans and in pre-deep-learning computational simula-
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tions is that generational transmission of language favors compositionality (e.g.,
[73, 74]), an observation recently confirmed for deep agents ([75, 76]). Moreover,
recent results from experiments with humans demonstrate that larger commu-
nities of speakers evolve more systematic languages ([77, 78]), suggesting the
need to move away from two-partner agent setups, an observation beginning to
find its way into deep agent frameworks ([51, 79]).
Other priors that have been proposed and empirically validated include in-
put representations ([47]), agent and channel capacity ([55, 72, 56]), and specific
training strategies, such as letting the agents simulate other agents’ understand-
ing of one’s language ([67]). We still lack, however, systematic experiments es-
tablishing which of these conditions are necessary, which are sufficient, and how
they interact, possibly along the lines of earlier work such as [80].
2. Emergent Communication for Better AI
2.1. Communication Facilitating Inter-Agent Coordination
A number of sequential decision-making problems, e.g., in communication
networks ([81]) and finance ([82]), cannot accurately be tackled without multi-
agent modeling. As the complexity of tasks and the number of agents grow, the
coordination abilities of agents become of fundamental importance. Humans
excel at large-group coordination, and language clearly plays a central role in
their problem solving ability ([83, 84, 85]). This insight is inspiring algorithmic
innovations in multi-agent learning, where communication is used to facilitate
coordination among multiple agents interacting in complex environments. While
many ingredients of the experiments we review in this section are shared with
those we discussed above, now our emphasis is not on the nature of the emer-
gent language, but on whether its presence will aid multi-agent communities
to achieve better coordination. Consequently, we focus on setups going beyond
referential games, looking at what communication brings in terms of “added
value” when it is not simply a goal in itself.
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Pre-deep-learning work on multi-agent communication for coordination ([86])
used to hard-code communication, e.g., by directly sharing sensory observations
or information concerning the current state of agents or their policies ([87]).
Reinforcement learning provides a mechanism for learning communication pro-
tocols, allowing us to lift many assumptions required by hand-coded protocols
( [88]). [41] combined reinforcement learning and deep networks in the con-
text of developing communication protocols for interacting agents, presenting
experiments with both discrete and continuous communication (the RIAL and
DIAL systems briefly discussed in Section 1.2 above). The study found that
allowing agents to communicate improves coordination, as indicated by higher
team rewards compared to no-communication controls. However, while contin-
uous communication systematically results in improved coordination (see also
[89, 90, 91]), discrete communication does not yield consistent improvements
when the complexity of the environment grows, and it only marginally improves
on the baselines when the agents are constrained to share the same weight pa-
rameters, a rather unrealistic assumption.
2.1.1. Addressing the difficulty of learning discrete communication protocols in
multi-agent environments
Learning with a discrete channel is more challenging due to the joint explo-
ration problem, i.e., the environment non-stationarity introduced by the fact
that all agents are learning simultaneously and independently. In an attempt
to facilitate learning with a discrete channel, [92] allowed centralized training
but decentralized execution. Specifically, the authors modified the standard
actor-critic approach from reinforcement learning ([38]), under which an agent’s
own observation and action are used by an agent-specific “critic” to produce an
estimate of the value of the action. In [92], the critic was shared by all agents,
thus allowing them to receive, at training time only, extra information about
the other agents’ policies, without access to their internal states.
In the already discussed [72], agents are placed in an environment in which
they can use non-verbal means of communication, i.e., communicate directly
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through their actions, much like the bees’ waggle dance ([93]). When explicit
verbal communication is disallowed, the agents find other means to coordinate,
such as pointing, guiding and pushing. While more restrictive than a proper
language relying on its own separate channel, this type of communication might
be easier to learn, as actions are already grounded in the agents’ environment,
unlike linguistic communication, which assumes utterances to carry no ex-ante
semantics. It is a natural question whether non-verbal communication could act
as a stepping stone towards more complex forms of language.
Finally, the importance of looking at human communication as source of
inspiration for inductive biases has not gone unnoticed. [94] capitalize on prag-
matics, considering a speaker whose goal is to be informative and relevant (ad-
hering to the equivalent Gricean maxims), and a listener who assumes that
the speaker is cooperative, i.e., providing meaningful and relevant information
([95]). The authors frame these inductive biases into additional training objec-
tives, one for each interlocutor. The speaker is rewarded for message policies
that have high mutual information with the speaker’s trajectory, resulting in the
production of different messages in different situations. The listener is rewarded
when its behaviour is affected by the speaker’s messages, encouraging it to at-
tend to the communication channel. [96] simulate a process akin to pragmatic
inference ([97]), which guides human behaviour in a variety of communicative
scenarios. Specifically, in the context of Hanabi ([98]), a cooperative card game
where agents communicate through their game moves, agents reason about their
co-players’ observable actions, aiming at uncovering their intents and modeling
their beliefs, in order to produce more informative signals.
2.1.2. Beyond cooperation: Self-interested and competing agents
While most deep agent emergent communication work considers interactions
between cooperative agents, there is increasing interest in cases where agents’
interests diverge. Communication between self-interested and competing agents
has been extensively studied in game theory and behavioral economics ([99]),
since in human interaction and decision making tensions between collective and
17
individual rewards constantly arise. From a practical point of view, a better
understanding of emergent communication in non-fully-cooperative situations
can positively impact applications such as self-driving cars.
Theoretical results suggest that, when the agents’ incentives are not aligned,
meaningful communication is not guaranteed ([100]). Compared to what hap-
pens when agents communicate directly through their core actions (as in [72]),
linguistic communication differs in three key properties, that have been labeled
by [100] as “cheap talk”. Linguistic communication is i) costless, i.e., the sender
incurs no penalty for sending messages; ii) non-binding, i.e., messages sent
through this channel do not commit the sender to any course of action and
iii) non-verifiable, i.e., there is no inherent link between linguistic communica-
tion and the agents’ behaviours, so that agents can potentially lie. In coop-
erative games this is not an issue, since the agents’ incentives are aligned and
communication can only increase their pay-offs. When agent interests diverge,
however, senders could choose to communicate information increasing their per-
sonal reward only (and potentially decreasing that of others), and consequently
disincentivize receivers from paying attention.
[19] studies language emergence in a semi-cooperative model of agent inter-
action, i.e., a negotiation environment ([101]) consisting in a multi-turn version
of the ultimatum game ([102]). In each episode, agents are presented with a
set of objects, and each agent is assigned a hidden value for each object (e.g.,
in an episode, peppers might be very valuable for one agent, and cherries use-
less). At each step, agents emit a cheap talk message, as well as a (non-verbally
conveyed) proposal on how to split the goods. Either agent can terminate the
episode at any time by accepting the proposal that the other agent issued at the
previous step. If the agents do not reach an agreement within 10 turns, neither
gets any reward. The authors find that when agents are self-interested, i.e., each
agent is trained to maximize its own reward, they only coordinate through the
non-verbal proposal channel, corroborating results of game-theoretical analyses
([99]). On the other hand, “pro-social” agents (that receive the cumulative re-
ward of both agents for the split they agreed upon) do learn to meaningfully
18
rely on the linguistic channel.
[20] reported similar negative results for vanilla cheap talk among self-interested
agents in the context of sequential social dilemmas ([103]). Inspired by theories
of the importance of social learning ([104]), the authors extended individual
task rewards with an extra term capturing an agent social influence, i.e., how
effective the sender’s active communication is on other agents. This is calcu-
lated as the impact that silencing the agent’s communication channel has on
the other agents’ behaviour, and acts as intrinsic motivation for learning use-
ful communication strategies. This inductive social bias results in agents with
better coordination skills, and consequently higher collective rewards.
2.2. Machines Cooperating with Humans
One of the most ambitious goals of AI is to develop intelligent agents able
to interact with humans. Endowing agents with communication is an impor-
tant milestone towards reaching this goal. Indeed, [105] reported an experiment
where humans had to coordinate with machines in repeated games ([106]). Im-
portantly, the machines were extended with scripted communication behaviour
in natural language. When cheap talk was not permitted, human-human and
human-machine interactions rarely resulted in cooperation. Natural-language-
based cheap talk, instead, increased cooperation and coordination in both cases.
However, if we look at current multi-agent simulations, their experimental
setup (standard in machine learning) dictates stability of interlocutors between
the training and testing phases, i.e., agents learn to communicate with a closed
set of partners, and we then test their co-adaptation skills, or, to put it bluntly,
how well they overfit their interlocutors. It is arguable whether advances in this
setup will translate to genuine progress towards acquiring general communica-
tion skills transferable to other situations, including interaction with different
partners, such as ourselves. [107] studied humans cooperating with machines
trained via machine-machine (non-verbal) interaction, and found that transfer
from machine-machine to machine-human is not trivial. Agents co-adapt by es-
tablishing very idiosyncratic conventions, since they possess different cognitive
19
biases from humans. We expect similar results would also emerge when coop-
eration involves emergent communication protocols, which, as discussed, often
develop counterintuitive properties.
Agent talk would be more easily generalizable, particularly in human-machine
communication scenarios, if it were somehow aligned with natural language
from the start. Since the dominating approach to natural language processing
consists in passively extracting statistical generalizations from large amount of
human-generated text ([26]), thus guaranteeing alignment with the latter, some
studies are starting to explore how to combine this approach with interactive
multi-agent language learning [108].
[35], inspired by analogous ideas in AI game playing ([40]), explored a simple
way to achieve this combination, interleaving emergent communication and su-
pervised learning of a subset of object names. Under this mixed training regime,
the “words” used by the agents, even to refer to categories for which the sender
received no direct supervision, were generally interpretable by humans. Inter-
esting semantic shift phenomena also emerged, such as the use of “metonymic”
reference (using the word for dolphin to refer to the sea).
The main challenge when combining interactive multi-agent learning with
natural language is language drift, i.e., the fact that pressures from the multi-
agent tasks push protocols away from human language. [44] pre-trained a lan-
guage model on English text corpora, and used its statistics to constrain the
emergent protocol. In practice, this meant that the agents’ utterances were flu-
ent and grammatical, however there was no constraint to align word meanings
with English (i.e., the agent word dogs could refer to cats). To alleviate this
nuisance, [109] explicitly enforced grounded alignment with natural language
by combining emergent communication and supervised caption generation in
a multi-task setup. [110] take inspiration from the iterated learning paradigm
([73]). The first generation of learners starts with an agent that is pre-trained on
task-specific natural language data using supervised learning and subsequently
fine-tuned using rewards generated within a multi-agent framework. Each sub-
sequent generation of learners is then pre-trained on samples of the language
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generated by the previous generation. [111] directly equip agents with a pre-
trained general (i.e., not task-specific) language model, and use the rewards
generated through multi-agent interaction to steer it towards the functional as-
pects of the particular task the agents are faced with (a vision-based referential
game). Using pre-trained language models helps alleviate aspects of drift re-
lated to syntax and semantics. However, human evaluation shows that learning
to use natural language within this multi-agent framework leads to pragmatic
drift phenomena, where agents’ and humans’ contextual utterance interpreta-
tion might differ (e.g., Mike has a hat is interpreted by agents as meaning Mike
has a yellow hat in a context where this inference is not valid).
Aiming towards more realistic applications of human-machine communica-
tion such as natural language dialogue, future work should bridge the gap be-
tween the primitive communication needs of agents in emergent language simu-
lations, typically satisfied by a code consisting of single words or short sentences,
and the grammatical nuance deep networks can exhibit when trained with large-
scale language modeling.
3. Concluding Remarks
In this survey, we tried to give a glimpse of the many active fronts of research
in multi-agent emergent language, empowered by advances in deep learning (and
the existence of toolkits that facilitate running simulations, e.g., [112]). More
realistic simulations result in emergent communication protocols with several
intriguing properties. However, important issues are open both with respect
to how to analyze emergent languages, and how to bring them to a level of
complexity and generality that will make them useful in applications. Stronger
hypotheses coming from cognitive science and linguistics are needed in order to
shape experimental and analytical work, as well as to provide insights into how
to make computational models more human-like. The huge progress currently
being made in corpus-based statistical natural language learning could also be
harnessed to encourage the emergence of more interpretable and fluent protocols,
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thus making multi-agent communication an integral part of human-centric AI.
We list some of the directions for future work we find more exciting in the
Outstanding Questions box.
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Outstanding Questions
• Which insights from linguistics cognitive science and human cognition
can help modelers inject the right biases into agent architectures and
environments? Which role can concepts coming from different tradi-
tions in cognitive science, such as joint attention, theory of mind and
the Merge function, play in this context?
• Which theoretical questions from linguistics and cognitive science can
be addressed using the computational tools provided by deep-agent
emergent communication studies?
• Can we develop automated tools to speed up and generalize the anal-
ysis of emergent protocols?
• Just like human language did not probably emerge all at once, can
we identify some desiderata for a useful agent proto-language? What
should the priorities be?
• Can large-corpus-based learning of statistical generalizations about
human language be combined with functional language learning in
interactive play, to develop agents that are fluent and understandable,
and at the same time able to use language as a communication tool
in dynamic interactive setups?
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Outstanding Questions (cont.)
• The standard machine learning protocol dictates stability across the
training and testing phases. How can we ensure that agents trained
and evaluated in this way will develop general communication skills,
and not simply (co-)adapt to their learning environment and part-
ners? How can we ensure a smooth transition to human-in-the-loop
scenarios?
• As it is natural to draw an analogy between the representations in-
duced by neural networks to perform various tasks and language as a
representational system for multi-agent and human communication,
could there be synergies between linguistics and representation learn-
ing as a core area of deep learning?
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