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Generalized method of moments (GMM) estimation developed by Hensen (1982) has
become one of the most widely used methods of estimation for models in economics
and finance, and simple Wald-type tests are commonly used to test the models’ impli-
cations for the parameters in GMM procedure. The reasons to believe that GMM-based
Wald test is a popular test for restrictions of the parameters are not only that GMM esti-
mation has advantages in terms of robustness of its distributional assumptions, but also
that Wald statistic can be easily computed. In comparison with Maximum Likelihood
approaches, GMM need not to completely specify the data’s distributional properties.
From a computational point of view, it is less demanding than Maximum Likelihood
approaches. Thus there is a wide adoption of GMM method in the real study; least
squared method and two stage least square methods are two special versions of GMM
method. But many studies in the past 20 years showed that there are serious finite-
sample problems in GMM test and hypothesis. To alleviate the finite sample problem,
several proposals have been put forward in the July 1996’s special issue of Journal of
Business & Economic Statistics.
As we know, the theory available for conducting inference with Wald-type tests is
asymptotic. And several studies concerning the finite-sample accuracy of the asymp-
totic theory provide that the existing asymptotic is not a good approximation to various
aspects of the finite-sample behavior of GMM-based Wald statistics. Burnside and
Eichenbaum (1996) found that the poor performance of GMM-based Wald tests in fi-
nite samples is mainly due to the difficulty in estimating the covariance matrix. This
article proposes to improve the finite-sample properties of GMM-based Wald tests by
applying the shrinkage method to estimate the covariance matrix. The superiority prop-
erties of shrinkage estimation for covariance matrix are established. In the simulation
study, the results show that this method substantially improves the properties of the
Wald statistics in finite samples under a simple Gaussian data-generating process. In
addition, the shrinkage method is superior to the method that imposes the prior infor-
mation on the the calculation of test statistics directly. An application to Fama-French
portfolios data indicates that sample variances cannot really reflect the true ones, and
that it is not convincing to use sample variances to construct frontier efficient portfo-
lios. And the proposed method in this article is helpful in assessing the efficiency of
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