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a b s t r a c t
We present amethod of high-precision calculation of the Bessel functions using Hadamard
series. Such series are absolutely convergent expansions involving the normalised
incomplete gamma function P(a, z) = γ (a, z)/0(a) and possess early terms that behave
like those in an asymptotic expansion. In the case of real variables the function P(a, z) acts
as a smoothing factor on the terms of the series.We showhow these series representing the
Bessel functions of complex argument can be chosen so as to produce rapidly convergent
series that possess terms decaying at the geometric rate ϑk, where 0 < ϑ < 1 and k is the
ordinal number of the series.We give numerical exampleswithϑ = 12 , 13 and 14 . The theory
is extended to cover the confluent hypergeometric functions 1F 1(a; b; z) and U(a, b, z),
thereby dealing with many of the special functions arising in mathematical physics.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A standardmethod of evaluation of the Bessel functions is to employ the ascending series definition for small values of the
variable z combined with use of the asymptotic series for large values of the variable. The change-over from the ascending
to the asymptotic series takes place at some appropriate value of |z|, which value in turn depends on the desired level of
precision. If we take the modified Bessel function Iν(z) as an example, we have the ascending series
Iν(z) =
(
1
2
z
)ν ∞∑
n=0
( 12 z)
2n
n!0(n+ ν + 1) (|z| <∞)
and its asymptotic expansion [15, Section 7.23]
Iν(z) ∼ e
z
√
2piz
∞∑
k=0
ak(ν)
(2z)k
+ e
−z±pi i(ν+ 12 )√
2piz
∞∑
k=0
(−)kak(ν)
(2z)k
(1.1)
valid as |z| → ∞ in | arg z| ≤ 32pi − δ, where the coefficients ak(ν) are given by
ak(ν) = (
1
2 + ν)k( 12 − ν)k
k! , (1.2)
with (a)k = 0(a + k)/0(a) being Pochhammer’s symbol. The upper or lower sign is chosen according as arg z > 0 or
arg z < 0, respectively and throughout δ denotes a small positive quantity.When arg z = 0 (which is a Stokes line for Iν(z))
we take1 only the first series in (1.1). It is well known that for large |z| divergent asymptotic series of the type (1.1) have
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1 A more detailed treatment would take into account the smooth transition [2] of the subdominant series in (1.1) across the Stokes line arg z = 0.
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terms that initially decrease inmagnitude, attain aminimum and thereafter start to diverge. Optimal truncation of the series
(that is, truncation at, or near, the least term—now known as the superasymptotic level) given by kopt ' 2|z| then imposes a
limit on the attainable accuracy, which has been known since the time of Stokes in the 1850s to be typically exponentially
small in the asymptotic variable. If greater precision is required for a given value of |z| using this computational scheme
then one is forced to return to the ascending series.
One way to avoid this dilemma caused by the limited accuracy inherent in the series (1.1) is to employ a hyperasymptotic
expansion procedure, elaborated for integrals of Laplace type in [3] and for solutions of second-order differential equations
in [7]. This consists of a re-expansion of the remainder at optimal truncation into another asymptotic series, which in
turn is also optimally truncated to produce a new remainder that is exponentially small compared to the superasymptotic
remainder. This process can be repeated to generate a sequence of re-expanded remainder terms, each exponentially smaller
than its predecessor, thereby greatly increasing the accuracy of (1.1). However, the evaluation of the coefficients at each level
of the hyperasymptotic expansion process entails an increasing computational effort.
A different means of hyperasymptotic evaluation for the Bessel functions was described in [9,10] using Hadamard series.
This theory was elaborated more generally for the confluent hypergeometric functions which include the Bessel functions
as special cases. The form of this type of expansion for Iν(z) is (cf. also [15, Section 7.25])
Iν(z) = e
z
√
2piz
∞∑
k=0
ak(ν)
(2z)k
P
(
k+ ν + 1
2
, 2z
) (
Re(ν) > −1
2
)
, (1.3)
where P(a, z) = γ (a, z)/0(a) denotes the normalised incomplete gamma function. It may be remarked that if P is formally
replaced by unity, (1.3) reduces to the first asymptotic series in (1.1). For large |z|, the terms in (1.3) initially start to decay
like those in the asymptotic series (1.1) but, past the optimal truncation point kopt ' 2|z|, they go over into a slow algebraic
decay. The large-k decay of the terms is O(k−ν−3/2)which ensures that the sum converges absolutely when Re(ν) > − 12 . By
means of a simple rearrangement of the tail of the series in (1.3), this slow decay was converted in [9,10] into a rapid decay
comparable with the initial asymptotic-like phase. In this way the Hadamard expansion in (1.3) becomes an interesting
alternative in high-precision evaluation. A different procedure applied to the Bessel functions using the so-called ‘exp-arc’
integrals has recently been given in [4,5]. This latter mode of expansion results in series that converge at a much faster
(geometric) rate, with the late terms for Iν(z) being ofO(2−kk−ν−3/2). In Section 7, we explain the exp-arc expansion process
and discuss its relationship with the Hadamard expansion procedure.
In this paper we revisit the theory originally developed in [9,10]. We show, by a simple modification of the intervals
of path subdivision in the integrals defining the Bessel functions, how Hadamard expansions can be generated which also
possess a geometric rate of convergence given by ϑk, where 0 < ϑ < 1, thereby obviating the need to consider the tails of
the expansions separately. Themethod developed is best suited to computation in the sector | arg z| ≤ 12pi and finite values
of the index ν, with evaluation for values of z outside this sector being obtained by continuation formulas. Althoughwe again
use the Bessel functions for purposes of numerical illustration, we shall present the theory for the confluent hypergeometric
functions which include many of the commonly used special functions of mathematical physics.
2. The modified Bessel function Iν(z)
Our starting point is the Poisson integral representation [1, p. 376]; [14, p. 237], valid for z ∈ Cwhen Re(ν) > − 12 ,
Iν(z) = (
1
2 z)
ν
√
pi 0(ν + 12 )
∫ 1
−1
(1− t2)ν− 12 e−ztdt = (2z)
νez√
pi 0(ν + 12 )
∫ 1
0
e−2zt f (t)dt, (2.1)
where we have made the change of variable t → 2t − 1 in the first integral and set f (t) = {t(1− t)}ν−1/2. The amplitude
function f (t) has (provided ν 6= 12 , 32 , . . .) branch-point singularities at t = 0 and t = 1. If we introduce the series expansion
of f (t) about t = 0 valid in |t| < 1 we find ([9], [15, Section 7.25])
Iν(z) = (2z)
νez√
pi 0(ν + 12 )
∞∑
k=0
(−)k
(
ν − 1
2
k
)∫ 1
0
e−2zt tk+ν−
1
2 dt
= e
z
√
2piz
∞∑
k=0
ak(ν)
(2z)k
P
(
k+ ν + 1
2
, 2z
)
, (2.2)
where the coefficients ak(ν) are defined in (1.2). Here P(a, z) = γ (a, z)/0(a) is the normalised incomplete gamma function
which is defined by
P(a, z) = 1
0(a)
∫ z
0
e−t ta−1dt (Re(a) > 0); (2.3)
themain properties of P(a, z) are summarised in Appendix A. The sum in (2.2) is a simple example of a Hadamard expansion.
We observe that if the upper limit of the integral in (2.2) is replaced by∞ (provided Re(z) > 0) and the resulting integral
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Fig. 1. The behaviour of the terms (on a log10 scale) as a function of ordinal number k in (a) the single-stage expansion (2.2) and (b) themodified expansion
in (2.4) for (2piz)1/2e−z Iν(z), when z = 10, ν = 1/4, compared with that of the asymptotic expansion in (1.1).
evaluated as a factorial, we recover the dominant asymptotic expansion in (1.1). The divergence of (1.1) is a consequence of
having extended the range of integration beyond the validity of the series expansion of f (t) about t = 0.
From the large-a behaviour of P(a, z) given in (A.3) and Stirling’s formula for the factorial function, the terms of the series
in (2.2) possess the behaviour
ak(ν)
(2z)k
P
(
k+ ν + 1
2
, 2z
)
= zν+ 12 e−2zO(k−ν− 32 ) (k→∞).
The tail of the Hadamard expansion (2.2) therefore has late terms controlled by k−ν−3/2 which shows that it converges
absolutely when Re(ν) > − 12 . We also note the presence of the exponentially small factor e−2z when Re(z) > 0 in the tail
of the series.
In [9,10] this slow algebraic decay of the tail was overcome by a simple rearrangement of the series in (2.2). With M
denoting a suitably chosen positive integer we can write
Iν(z) = e
z
√
2piz
{
M−1∑
k=0
ak(ν)
(2z)k
P
(
k+ ν + 1
2
, 2z
)
+ TM(z)
}
, (2.4)
where
TM(z) =
∞∑
k=M
ak(ν)
(2z)k
P
(
k+ ν + 1
2
, 2z
)
= e−2z
∞∑
r=0
σr
(
2z
M
)r+ν+ 12
(2.5)
and
σr = Mr+ν+ 12
∞∑
k=M
ak(ν)
0(k+ r + ν + 32 )
.
The coefficients σr ≡ σr(M) were shown to be expressible in terms of hypergeometric functions of unit argument, or
more generally, as one-dimensional integrals of a simple form [11]. We illustrate in Fig. 1 the behaviour of the terms in
the Hadamard expansion in (2.2) and those in (1.1). The initial decay of the terms in (2.2) follows that of the asymptotic
series down to the optimal truncation point (given by kopt ' 2|z|), but thereafter this decay goes over into the slow k−ν−3/2
dependence, in marked contrast to that of the asymptotic series which starts to diverge. An example of the behaviour of the
terms in the modified Hadamard expansion (2.4) and (2.5) is also shown, where it is seen that whenM
>∼ kopt the modified
tail then decays at a rate that is comparable with the initial asymptotic-like phase. The expansions in (2.4) and (2.5) afford a
means of high-precision evaluation; the extension of this procedure to complex z was considered in [10]. However, although
the computation of the incomplete gamma functions presents no problem, there is an unavoidable computational effort
required to evaluate the coefficients σr in the modified tail (2.5).
The reason for the slow algebraic convergence rate of the Hadamard expansion (2.2) is a consequence of integrating
over the full interval of convergence of the series expansion of the amplitude function f (t), which in the case of Iν(z) is the
interval [0, 1]. In this sense, the interval [0, 1] can be said to be a maximal integration interval and the resulting series (2.2)
is a single-stage expansion. In [11, Section 2], which dealt with Laplace-type integrals with saddle points, the ideas of using
non-maximal intervals of integration, combined with forward and reverse expansion,2 were introduced in the Hadamard
2 Forward (resp. reverse) expansion consists of expansion of f (t) about a point t = t0 and integration along the t-axis to the right (resp. left) of t0 .
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expansion process andwere found to lead tomore rapidly convergent series. Such an approachwas indispensable in dealing
with coalescing saddle points [12,13]. It can be seen that in obtaining (2.2) we have used forward expansion using the
maximal integration interval [0, 1].
We now apply these ideas to Iν(z) as follows. We subdivide the integration path in (2.1) into the intervals [0, 12 ] and
[ 12 , 1] to find
Iν(z) = (2z)
νez√
pi 0(ν + 12 )
{∫ 1
2
0
e−2zt f (t)dt + e−2z
∫ 1
2
0
e2zt f (t)dt
}
, (2.6)
where, in the second integral over [ 12 , 1], we have replaced t by 1− t and used the fact that f (1− t) = f (t). Upon insertion
of the series expansion of f (t) about t = 0, the first and second integrals then correspond to forward and reverse expansion
over the non-maximal interval of length 12 . The first integral in (2.6) is evaluated as in (2.2), while the second can be evaluated
with the help of the result
1
0(a)
∫ 1
2
0
ta−1e2ztdt = e
±pi ia
(2z)a0(a)
∫ −z
0
τ a−1e−τdτ = e
±pi ia
(2z)a
P(a,−z),
where, since the τ -plane is cut along the negative real axis, the signs are chosen dependent on the sign of arg z. Then (2.6)
yields the 2-stage expansion
Iν(z) = e
z
√
2piz
{ ∞∑
k=0
ak(ν)
(2z)k
P
(
k+ ν + 1
2
, z
)
+ e−2z±pi i(ν+ 12 )
∞∑
k=0
(−)kak(ν)
(2z)k
P
(
k+ ν + 1
2
,−z
)}
, (2.7)
where the upper or lower signs3 are chosen according as arg z > 0 or arg z ≤ 0, respectively.
From (A.3)(b), the behaviour of the terms in both series in (2.7) (after extraction of the factor ez/
√
2piz but inclusion of
the factor e−2z multiplying the second series) is seen to be
zν+
1
2 e−zO(2−kk−ν−
3
2 ) (k→∞). (2.8)
This shows that by using non-maximal intervals both series in (2.7) now converge at a much faster, geometric rate; this has
been seen in [4,5,11]. In addition, both series in (2.7) converge for all finite values of ν, so that the condition Re(ν) > − 12 can
be removed by appealing to analytic continuation and (2.7) holds without restriction on the index ν. An important feature
in the computation of the series in (2.4) and (2.7) is the fact that one only requires a single evaluation of the incomplete
gamma function, with the other values obtained by the recursion in (A.2). This aspect of overall computational efficiency of
the Hadamard series has been emphasised in the case of the J Bessel function in [4]. An advantage with the I Bessel function
is the symmetry of the amplitude function f (t) about t = 0 and t = 1. This results in both the series in (2.7) having the
same coefficients ak(ν), a fact thatwill not be shared, in general, by the confluent hypergeometric function 1F 1(a; b; z)which
requires different coefficients about t = 0 and t = 1; see Section 3.
This process of subdivision of the integration path in (2.1) can be continued to produce Hadamard series possessing even
faster rates of convergence. For example, we can divide the integration path into the intervals [0, 14 ], [ 14 , 34 ] and [ 34 , 1], and
expand f (t) about the points t = 0, 12 , 1. For the first and last intervals, we find the same contribution as (2.7) but with the
argument of the normalised incomplete gamma functions replaced by 12 z. The contribution from the central interval is∫ 3
4
1
4
e−2zt f (t)dt = e−z
∫ 1
4
− 14
e−2zu
(
1
4
− u2
)ν− 12
du
= 21−2νe−z
∞∑
k=0
(−)k
(
ν − 12
k
)∫ 1
4
− 14
e−2zu(2u)2kdu
= 2−2νe−z
∞∑
k=0
bk(ν)
z2k+1
1P
(
2k+ 1, 1
2
z
)
,
where we have defined for positive integerm and λ > 0
1P(m+ 1, λz) = P(m+ 1, λz)− P(m+ 1,−λz) (2.9)
3 InMathematica, the value of P(a, z) for z < 0 and non-integer a is the value on the upper side of the cut.
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Fig. 2. The behaviour of the terms (on a log10 scale) in the constituent series in (a) the 2-stage expansion (2.7) and (b) the 3-stage expansion (2.10) for the
Bessel function (2piz)1/2e−z Iν(z)when z = 20, ν = 34 . The terms in the asymptotic expansion (1.1) are also indicated and kopt ' 40.
and the coefficients bk(ν) = ( 12 − ν)k(2k)!/k!. The incomplete gamma functions P(2k + 1,± 12 z) result from forward and
reverse expansion about the point t = 12 , respectively. Hence, the 3-stage Hadamard expansion for Iν(z) takes the form
Iν(z) = e
z
√
2piz
 ∞∑
k=0
ak(ν)
(2z)k
P
(
k+ ν + 1
2
,
1
2
z
)
+ 2e
−z ( 1
2 z
)ν+ 12
0(ν + 12 )
∞∑
k=0
bk(ν)
z2k+1
1P
(
2k+ 1, 1
2
z
)
+ e−2z±pi i(ν+ 12 )
∞∑
k=0
(−)kak(ν)
(2z)k
P
(
k+ ν + 1
2
,−1
2
z
) , (2.10)
where the choice of signs is as in (2.7).
Application of (A.3)(b) shows that the first and third series in (2.10) now have late terms that decay like(
1
e−2z
)
ak(ν)
(2z)k
P
(
k+ ν + 1
2
,±1
2
z
)
= zν+ 12
(
e−
1
2 z
e−
3
2 z
)
O
(
4−kk−ν−
3
2
)
, (2.11)
while the two constituent parts of the middle series decay like
e−z
(
1
2
z
)ν+ 12 bk(ν)
z2k+1
P
(
2k+ 1,±1
2
z
)
= zν+ 12
(
e−
3
2 z
e−
1
2 z
)
O(4−kk−ν−
3
2 ) (2.12)
as k → ∞, where the upper and lower signs and components of the column vectors are taken together. The rate of
convergence of each series is now controlled by 4−kk−ν−3/2, which is twice the rate of that in the 2-stage expansion in (2.7).
The expansion (2.10) can again be extended without restriction on ν by analytic continuation. It follows that this process of
subdivision could be continued to produce evenmore rapidly convergent series, but this would come at the cost of increased
computation of the associated incomplete gamma functions and the evaluation of the coefficients in the different expansions
of the amplitude function f (t).
In Fig. 2 we illustrate the decay of the terms for (2piz)1/2e−z Iν(z)when z > 0 in the series appearing in the 2-stage and
3-stage expansions in (2.7) and (2.10) (including the exponential factors e−z and e−2z) against ordinal number k. The terms
in the asymptotic series in (1.1) are also shown for comparison. In the case of (2.7), the terms in the first series initially
closely follow those of the asymptotic series but start to deviate once k ' 20. The terms in the second series are initially
smaller than those of the first series by roughly the factor e−z (see (A.6)), although both series ultimately possess the same
dominant behaviour as indicated in (2.8). In the case of (2.10), the first and second series behave in a similar fashion (see
(2.11) upper choice and (2.12)), while the behaviour of the third series differs roughly by the factor e−z (see (2.11) lower
choice). The behaviour of the terms in the first series in (2.7) (including the prefactor) when z is complex is illustrated in
Fig. 3; the behaviour of the terms in the second series is similar. From (2.8), this series possesses terms with the large-
k behaviour zνO(2−kk−ν−3/2) which depends only weakly on z. The figure demonstrates that the late terms are indeed
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Fig. 3. The behaviour of the terms (on a log10 scale) of the first series in (2.7) for the Bessel function Iν(z) with ν = 3/4 when z = 10eiθ for different θ
and z = 30.
Table 1
Values of the absolute error in the computation of Iν(z) for different values of z and ν using (2.7) and (2.10)
Asymptotic 2-stage expansion (2.7) 3-stage expansion (2.10)
z ν series (1.1) M = 60 M = 80 M = 60 M = 80
25 0 4.207 (−14) 5.269 (−22) 2.082 (−28) 2.119 (−35) 1.221 (−47)
20 2.25 1.502 (−10) 2.753 (−23) 8.831 (−30) 2.042 (−38) 6.278 (−51)
25+ 10i 1.25 4.269 (−15) 1.254 (−22) 5.285 (−29) 2.229 (−36) 9.065 (−49)
25+ 10i 2+ i 7.164 (−14) 1.599 (−21) 5.484 (−28) 1.714 (−35) 5.645 (−48)
30 −1.25 4.766 (−15) 1.044 (−21) 8.228 (−28) 1.133 (−33) 9.105 (−46)
The asymptotic expansion (1.1) has been truncated at kopt ' 2|z|.
relatively insensitive to both the phase and the absolute value of z. The exponential separation between the different series
in (2.7) and (2.10) starts to decrease as | arg z| increases, with the series becoming indistinguishable when arg z = ± 12pi .
In Table 1 we show the absolute error4 in the computation of Iν(z) for different values of z and ν. The series in (2.7) and
(2.10) have been truncated afterM terms, with the third series in (2.10) truncated at k ≤ M commensurate with the desired
accuracy. The error associated with the optimally truncated asymptotic expansion in (1.1) is also indicated for comparison.
(We remark that the increase in accuracy of the asymptotic result (1.1) as θ increases is due to the Stokes phenomenon on
arg z = 0. A more precise treatment taking into account the smooth appearance of the subdominant second series across
arg z = 0 would yield a more uniform accuracy.) In Table 2, we show the absolute error for complex z = |z|eiθ as a function
of θ = arg z and truncation indexM for two cases. A significant feature of these results is that the absolute error decreases as
|θ | increases towards 12pi . This is in contrast to the single-stage expansion (2.4), where it was found necessary to modify the
integration path in order to preserve the accuracy as |θ | → 12pi [10]. Bounds on the different Hadamard series are obtained
in Section 6.
The computation of Iν(z) in the sectors 12pi < | arg z| ≤ pi can be accomplished bymeans of the continuation formula [1,
p. 376]
Iν(z) = e± 12pi iν Iν(ze∓pi i).
Thus, computation in these sectors can be reduced to the computation of Iν(z) in the sector5 | arg z| ≤ 12pi . Also, since
Jν(z) = e∓ 12pi iν Iν(±iz), (2.13)
it follows that computation of the Bessel function of the first kind Jν(z) in −pi ≤ arg z ≤ pi can also be achieved by
computation of Iν(z) in | arg z| ≤ 12pi . Consequently, a separate treatment for Jν(z) along the lines of the expansions in (2.7)
and (2.10) is not necessary.
We make a remark about the use of (2.7) and (2.10) for negative values of ν. From (2.8), it is clear that the different
Hadamard series converge more rapidly when ν > 0 and detailed calculations confirm that there is a progressive loss of
4 In all tables we have adopted the convention of writing x(−y) for x× 10−y .
5 If ν is real this can be further reduced to the sector 0 ≤ arg z ≤ 12pi .
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Table 2
Values of the absolute error in the computation of Iν(z) for different values of z and ν in the sector 0 ≤ arg z ≤ 12pi
z = 10eiθ , ν = 3/4
θ/pi Asymptotic 2-stage expansion (2.7) 3-stage expansion (2.10)
(1.1) M = 40 M = 60 M = 40 M = 60 M = 80
0 3.877 (−6) 2.107 (−16) 8.190 (−23) 3.149 (−27) 1.160 (−39) 5.546 (−52)
0.1 1.087 (−6) 2.085 (−16) 8.151 (−23) 2.454 (−27) 9.054 (−40) 4.334 (−52)
0.2 1.590 (−7) 2.031 (−16) 8.052 (−23) 1.192 (−27) 4.418 (−40) 2.119 (−52)
0.3 1.246 (−8) 1.969 (−16) 7.934 (−23) 3.869 (−28) 1.444 (−40) 6.949 (−53)
0.4 6.039 (−10) 1.922 (−16) 7.842 (−23) 9.015 (−29) 3.386 (−41) 1.634 (−53)
0.5 3.803 (−11) 1.905 (−16) 7.807 (−23) 1.328 (−29) 4.780 (−42) 2.253 (−54)
z = 30eiθ , ν = 9/4
θ/pi Asymptotic 2-stage expansion (2.7) 3-stage expansion (2.10)
(1.1) M = 80 M = 100 M = 60 M = 80 M = 100
0 5.352 (−15) 2.366 (−29) 9.507 (−36) 7.999 (−36) 2.416 (−48) 9.399 (−61)
0.1 3.485 (−16) 2.300 (−29) 9.342 (−36) 3.787 (−36) 1.149 (−48) 4.482 (−61)
0.2 2.719 (−18) 2.148 (−29) 8.946 (−36) 4.338 (−37) 1.334 (−49) 5.233 (−62)
0.3 2.476 (−21) 1.994 (−29) 8.517 (−36) 1.499 (−38) 4.677 (−51) 1.850 (−63)
0.4 4.497 (−25) 1.890 (−29) 8.211 (−36) 2.185 (−40) 6.911 (−53) 2.755 (−65)
0.5 1.661 (−29) 1.855 (−29) 8.101 (−36) 3.371 (−42) 1.058 (−54) 4.193 (−67)
The absolute error of the optimally truncated asymptotic expansion (1.1) is given for comparison.
accuracy at fixed truncation indices as ν decreases through negative values. In addition, the behaviour of the incomplete
gamma functions P(a,±x) presents a series of growing oscillations when a is large and negative, which is detrimental to
a high-precision computational scheme. Consequently, although valid for ν < 0, the expansions (2.7) and (2.10) will lose
accuracy for sufficiently large−ν.
Finally, we note that when ν takes on half-integer values the series in (2.7) and (2.10) reduce to finite sums. This can be
understood from the fact that the coefficients ak(ν) in (1.2) have the representation
ak
(
±m± 1
2
)
= (−m)k(m+ 1)k
k! =
(−)k0(1+m+ k)
k!0(1+m− k) (m = 0, 1, 2, . . .)
which vanish for k ≥ m+ 1. A similar result applies to the coefficients bk(m+ 12 ). When ν = −m− 12 , the coefficients bk(ν)
remain finite but the second series in (2.10) vanishes on account of the factor 0(ν + 12 ) in the denominator.
3. The expansion for 1F 1(a;a+ b; z)
We now present the 2- and 3-stage Hadamard expansions for the confluent hypergeometric function 1F 1(a; a + b; z).
These follow by an obvious modification of the analysis in Section 2 and so accordingly we omit the details. From [1, p. 505]
we have
0(a)
0(a+ b) 1F 1(a; a+ b; z) =
ez
0(b)
∫ 1
0
e−zt tb−1(1− t)a−1dt
valid when Re(a, b) > 0. It is sufficient to consider only the sector | arg z| ≤ 12pi , since evaluation of 1F 1(a; a+ b; z) outside
this sector can be achieved by means of Kummer’s formula
1F 1(a; a+ b; z) = ez 1F 1(b; a+ b;−z).
The 2-stage expansion for 1F 1(a; a+ b; z) then takes the form
0(a)
0(a+ b) e
−z
1F 1(a; a+ b; z) = z−b
∞∑
k=0
(1− a)k(b)k
k! zk P
(
k+ b, 1
2
z
)
+ z−ae−z±pi ia 0(a)
0(b)
∞∑
k=0
(−)k (a)k(1− b)k
k! zk P
(
k+ a,−1
2
z
)
. (3.1)
The 3-stage expansion, obtained by decomposition of the integration path into the intervals [0, 13 ], [ 13 , 23 ] and [ 23 , 1], is
0(a)
0(a+ b) e
−z
1F 1(a; a+ b; z) = z−b
∞∑
k=0
(1− a)k(b)k
k! zk P
(
k+ b, 1
3
z
)
+ e
− 12 z
0(b)
∞∑
k=0
dk
zk+1
1P
(
k+ 1, 1
6
z
)
+ z−ae−z±pi ia 0(a)
0(b)
∞∑
k=0
(−)k (a)k(1− b)k
k! zk P
(
k+ a,−1
3
z
)
, (3.2)
where in both cases the upper or lower signs are chosen according as arg z > 0 or arg z ≤ 0, respectively.
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Fig. 4. The subdivision of the integration path [0,∞). The heavy dots denote the branch points of f (τ ) at τ = 0 and τ = −eiθ .
The coefficients dk = k!dˆk are those appearing in the expansion of the amplitude function f (t) = tb−1(1 − t)a−1 about
the point t = 12 , viz.
f
(
1
2
+ u
)
=
(
1
2
− u
)a−1 (1
2
+ u
)b−1
=
∞∑
k=0
dˆkuk
(
|u| < 1
2
)
.
A recurrence relation satisfied by the coefficients dˆk is obtained by observing that
df
du
=
{
b− 1
1
2 + u
− a− 11
2 − u
}
f .
Substitution of the above expansion into this differential equation then easily leads to the recurrence
dˆk+1 = Akdˆk + Bkdˆk−1,
Ak = 2(b− a)k+ 1 , Bk =
4(1− a− b+ k)
k+ 1 (k ≥ 0) (3.3)
subject to the initial values dˆ−1 = 0, dˆ0 = 22−a−b. By dominant balance arguments, it can be shown that the large-k
behaviour of dˆk is controlled by 2kk−γ , where γ = min{a, b}. From (A.3)(b), the behaviour of the late terms in the series
in (3.2) is then O(3−kk−α−1), where α = a for the first series, α = min{a, b} for the second series and α = b for the third
series.
When a = b = ν + 12 , the expansions (3.1) and (3.2) reduce to those for Iν(z) in (2.7) and (2.10), since
Iν(z) =
( 1
2 z
)ν
e−z
0(1+ ν) 1F 1
(
ν + 1
2
; 2ν + 1; 2z
)
.
4. The expansion for U(a, a+ b, z)
We start with the Laplace integral representation [1, p. 505]
U(a, a+ b, z) = 1
0(a)
∫ ∞
0
e−zt ta−1(1+ t)b−1dt (Re(z) > 0, Re(a) > 0), (4.1)
where we put z = xeiθ , with x = |z|. If we rotate the path of integration to coincide with the ray t = τe−iθ (0 ≤ τ < ∞),
we obtain
U(a, a+ b, z) = e
−iaθ
0(a)
∫ ∞
0
e−xτ τ a−1(1+ τe−iθ )b−1dτ , (4.2)
since the integrand is analytic in the t-plane cut along the negative real axis, is O(Ra+b−2e−xR) on |t| = R as R → ∞ and
is o(−1) on |t| =  as  → 0. Then this representation supplies the analytic continuation of (4.1) to the sector |θ | < pi ;
see [8, p. 532]. The integration path [0,∞) is subdivided into intervals of length 12ω0 andωn (n = 1, 2, . . .), where 12ω0 = ϑ ,
0 < ϑ ≤ 1. The mid-points of the intervals6 are denoted by τ = Ωn (n ≥ 1) with Ω0 = 0; see Fig. 4. Then we have the
simple geometric constraint
Ωn = Ωn−1 + 12 (ωn−1 + ωn) (n ≥ 1). (4.3)
6 The pointsΩn were defined differently in [9,10].
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Let us denote the amplitude function in (4.2) by
f (τ ) = τ a−1(1+ τe−iθ )b−1
and expand f (τ ) about the points τ = Ωn. The domain of convergence about τ = 0 is controlled by the singularity at
τ = −eiθ and so is the unit disc. The intervals of convergence on the real axis about τ = Ωn (n ≥ 1) are controlled by the
singularity at τ = 0 when |θ | ≤ 12pi ; when 12pi < |θ | ≤ pi , the second singularity at τ = −eiθ will play a role and can
result in θ-dependent intervals [10]. However, we shall confine our attention to the sector |θ | ≤ 12pi , since evaluation of
U(a, a+ b, z) outside this sector can be achieved by use of the continuation formula [14, p. 177]
e−zU(a, a+ b, z) = e
∓pi ia0(b)
0(a+ b) 1F 1(b; a+ b; ze
∓pi i)− e∓pi i(a+b)0(b)
0(a)
U(b, a+ b, ze∓pi i), (4.4)
where either upper or lower signs are taken throughout. In thiswaywe canworkwith intervalsωn that are independent of θ .
The contribution from the zeroth interval 0 ≤ τ ≤ 12ω0 (= ϑ) proceeds as in Section 2. We have
e−iaθ
0(a)
∫ 1
2ω0
0
e−xτ f (τ )dτ = e
−iaθ
0(a)
∞∑
k=0
(
b− 1
k
)
e−ikθ
∫ ϑ
0
e−xτ τ k+a−1dτ
= z−a
∞∑
k=0
(−)k (a)k(1− b)k
k! zk P(k+ a, ϑx). (4.5)
To evaluate the contribution from the nth interval (− 12ωn ≤ τ − Ωn ≤ 12ωn) with n ≥ 1, we require the expansion of
the amplitude function f (τ ) about the point τ = Ωn in the form
f (Ωn + u) = (Ωn + u)a−1(1+ (Ωn + u)e−iθ )b−1
=
∞∑
k=0
cˆk,n(θ)uk
(
|u| < Ωn; |θ | ≤ 12pi
)
. (4.6)
A recurrence relation satisfied by the coefficients cˆk,n(θ) is obtained by observing that
df
du
=
{
a− 1
Ωn + u +
(b− 1)e−iθ
1+ (Ωn + u)e−iθ
}
f .
Substitution of the expansion (4.6) into this differential equation leads to the recurrence
cˆk+1,n(θ) = Akcˆk,n(θ)+ Bkcˆk−1,n(θ) (k ≥ 0), (4.7)
where
Ak = a− 1+ (a+ b− 2)Ωne
−iθ − (1+ 2Ωne−iθ )k
Ωn(1+Ωne−iθ )(k+ 1) ,
Bk = (a+ b− k− 1)e
−iθ
Ωn(1+Ωne−iθ )(k+ 1) ,
subject to the initial values cˆ−1,n(θ) = 0, cˆ0,n(θ) = Ωa−1n (1 +Ωne−iθ )b−1. An obvious drawback with path rotation is that
the coefficients cˆk,n(θ) depend on θ ; a computational scheme that partly avoids this problem is discussed in Section 5.
The contribution from the nth interval takes the form
e−iaθ
0(a)
∫ Ωn+ 12ωn
Ωn− 12ωn
e−xτ f (τ )dτ = e
−iaθ−Ωnx
0(a)
∫ 1
2ωn
− 12ωn
e−xuf (Ωn + u)du
= e
−iaθ−Ωnx
0(a)
∞∑
k=0
cˆk,n(θ)
∫ 1
2ωn
− 12ωn
e−xuukdu
= e
−iaθ
0(a)
e−ΩnxSn(x; θ), (4.8)
where
Sn(x; θ) =
∞∑
k=0
ck,n(θ)
xk+1
1P
(
k+ 1, 1
2
ωnx
)
,
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ck,n(θ) ≡ k! cˆk,n(θ) and 1P is defined in (2.9). Then, from (4.2), (4.5) and (4.8), we obtain the Hadamard expansion for
U(a, a+ b, z) in the form
U(a, a+ b, z) = z−a
∞∑
k=0
(−)k(a)k(1− b)k
k! zk P(k+ a, ϑx)+
e−iaθ
0(a)
∞∑
n=1
e−ΩnxSn(x; θ) (4.9)
valid in | arg z| < pi , where the intervals ωn (n ≥ 1) and expansion pointsΩn are free to be chosen.
From (A.3)(b) and Stirling’s formula, the large-k behaviour of the terms in the zeroth contribution (4.5) is k−b−1e−ϑxϑk,
so that with ϑ < 1 we have a geometric rate of convergence. The large-k behaviour of the coefficients cˆk,n(θ) in (4.6) can be
found by a routine application of Cauchy’s integral formula
cˆk,n(θ) = 12pi i
∮
f (Ωn + ζ ) dζ
ζ k+1
,
where the integration path is a small loop surrounding ζ = 0. By expanding the contour to be a circle of radius R → ∞,
it is readily seen that, provided a is not a positive integer, it is the branch point at ζ = −Ωn that dominates the large-k
asymptotics. Evaluation of the resulting loop integral around ζ = −Ωn then yields
cˆk,n(θ) = O(k−aΩ−kn ) (k→∞). (4.10)
The terms in the Hadamard series Sn(x; θ) consequently possess the behaviour
e
1
2ωnxO(k−a−1κ−kn ), κn =
ωn
2Ωn
(k→∞).
When | arg z| ≤ 12pi , the geometric factors κn can be chosen independently of arg z. Accordingly, we set κn = ϑ (n ≥ 1)
so that the geometric factors corresponding to each interval are the same as that for the zeroth interval; that is, we set
ωn = 2ϑΩn (n ≥ 1). (4.11)
From (4.3), the expansion pointsΩn then have the values
Ω1 = ϑ1− ϑ , Ωn =
(
1+ ϑ
1− ϑ
)
Ωn−1 (n ≥ 2). (4.12)
With this particular choice ofΩn, we are assured that each constituent Hadamard series in (4.9) is associated with the same
geometric convergence rate ϑ < 1 when | arg z| ≤ 12pi . Furthermore, since convergence is without restriction on the
parameters a and b, it follows that (4.9) holds for all finite values of a and b by analytic continuation. It is also an obvious
consequence of our path decomposition in (4.2) that truncation of the sum over n in (4.9) after N terms yields an error of
O(e−ΩN x). It is worth pointing out that, instead of a truncation of the tail of the integral, it is possible to apply an expansion
at infinity as described in [5].
5. A numerical example: the function Kν(z)
We consider the modified Bessel function Kν(z) given by7
ezKν(z) = pi 12 (2z)ν U
(
ν + 1
2
, 2ν + 1, 2z
)
.
From (4.9) with a = b = ν + 12 and z = xeiθ , we find
ezKν(z) =
( pi
2z
) 1
2
{ ∞∑
k=0
(−)kak(ν)
(2z)k
P
(
k+ ν + 1
2
, 2ϑx
)
+ (2x)
ν+ 12
0(ν + 12 )
∞∑
n=1
e−ΩnxSn(2x; θ)
}
(5.1)
valid for arbitrary ν, where
Sn(2x; θ) =
∞∑
k=0
ck,n(θ)
(2x)k+1
1P(k+ 1, ωnx)
and the coefficients ck,n(θ) are obtained from the recurrence (4.7).
7 The computation of Kν(z) from its standard definition Kν(z) = 12pi{I−ν(z) − Iν(z)}/ sinpiν is clearly not suitable when ν is equal, or nearly equal, to
an integer.
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Fig. 5. The behaviour of the terms (on a log10 scale) in the constituent series (labelled by n) in (5.1) for the Bessel function ezKν(z)when z = 12.5, ν = 34 :
(a) ϑ = 12 and (b) ϑ = 13 . The series labelled by n = 0 corresponds to the first series in (5.1).
Table 3
Absolute error values in the computation of ezKν(z)when z = 15eiθ and ν = 34 for different values of θ using (5.1) with convergence factors ϑ = 12 , 13
θ/pi ϑ = 12 (N ≤ 2) ϑ = 13 (N ≤
4)
0 4.335 (−43) 2.619 (−60)
0.125 8.286 (−43) 6.720 (−59)
0.250 9.752 (−43) 8.164 (−59)
0.375 5.250 (−43) 2.961 (−59)
0.500 6.435 (−43) 5.645 (−59)
The number N of exponential levels employed is indicated and the zeroth series is truncated after k = 100 terms.
With | arg z| ≤ 12pi , we can make the choices ϑ = 12 and ϑ = 13 to find from (4.11) and (4.12) the expansion pointsΩn
and intervals ωn given by
ϑ = 12 : Ωn = 3n−1, ωn = Ωn
ϑ = 13 : Ωn = 2n−2, ωn = 23Ωn
}
(n ≥ 1). (5.2)
Each Hadamard series in (5.1) is then associated with the geometric convergence rate ϑ . Evaluation of Kν(z) in the sectors
1
2pi < |θ | ≤ pi can be accomplished by means of the continuation formula [1, p. 376]
Kν(z) = e±pi iνKν(ze∓pi i)∓ pi iIν(ze∓pi i);
compare (4.4). Thus, for example, computation near the Stokes lines θ = ±pi can be reduced to the computation of Kν(z)
and Iν(z) near θ = 0.
We present the results of computations for ezKν(z) when z = 15eiθ , ν = 34 and with the sum involving Sn(2x; θ) in
(5.1) truncated after N terms. Fig. 5 shows the decay of the terms in the various series in (5.1) against ordinal number
k when ϑ = 12 (with N ≤ 2) and ϑ = 13 (with N ≤ 4). The behaviour of the terms in the asymptotic expansion
ezKν(z) ∼ (pi/(2z))1/2∑(−)kak(ν)(2z)−k is also shown for comparison. It is clear that for the smaller value of ϑ the terms
decay more rapidly (like 3−k as opposed to 2−k), but that the separation between the different exponential levels is less. In
Table 3 we show the magnitude of the error as a function of θ = arg z in the range 0 ≤ θ ≤ 12pi . It is seen that with path
rotation the magnitude of the error at fixed truncation indices and number of exponential levels n is roughly independent
of θ .
With the above scheme, the coefficients ck,n(θ) have to be computed for each value of θ , which clearly represents an
inconvenience. An alternative procedure which partly avoids this, and which incurs only a modest loss of precision, is to
rotate the integration path in (4.1) by the acute angle ψ to obtain
U(a, a+ b, z) = e
−iaψ
0(a)
∫ ∞
0
e−z
′τ τ a−1(1+ τe−iψ )b−1dτ , z ′ = xei(θ−ψ)
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Table 4
Absolute error values in the computation of ezKν(z)when z = 15eiθ and ν = 34 for different values of θ using (5.3) with convergence factors ϑ = 12 , 13
θ/pi ψ = 18pi θ/pi ψ = 38pi
ϑ = 12 (N ≤ 2)
0 2.685 (−42) 0.250 1.568 (−42)
0.125 8.286 (−43) 0.375 5.250 (−43)
0.250 2.523 (−42) 0.500 1.773 (−42)
ϑ = 13 (N ≤ 4)
0 1.464 (−58) 0.250 5.787 (−59)
0.125 6.720 (−59) 0.375 2.961 (−59)
0.250 1.403 (−58) 0.500 6.791 (−59)
The number N of exponential levels employed is indicated and the zeroth series is truncated after k = 100 terms.
valid in |θ − ψ | ≤ 12pi − δ. The expansion procedure described in Section 4 then yields
U(a, a+ b, z) = z−a
∞∑
k=0
(−)k(a)k(1− b)k
k! zk P(k+ a, ϑz
′)+ e
−iaψ
0(a)
∞∑
n=1
e−Ωnz
′
Sn(z ′;ψ), (5.3)
which reduces to (4.9) when ψ = θ . When ψ 6= θ , the incomplete gamma functions now have complex argument z ′. The
sector 0 ≤ θ ≤ 12pi can then be divided into two halves. In the sector 0 ≤ θ ≤ 14pi , we can for example set ψ = 18pi ,
and compute the corresponding coefficients ck,n( 18pi) by means of the recurrence (4.7). Then, for arg z in this sector, we can
employ a suitable truncation of (5.3) with the coefficients ck,n( 18pi). For |θ −ψ | ≤ 18pi , the loss of precision incurred by this
simplification is found to be slight. Similarly, in 14pi ≤ θ ≤ 12pi , we can take ψ = 38pi and use (5.3) with the coefficients
ck,n( 38pi). The results of this modification to the procedure applied to e
zKν(z) are displayed in Table 4. If, however, we try to
compute beyond the sectors |θ − ψ | ≤ 18pi , the accuracy begins to deteriorate; for example, with ψ = 18pi and ϑ = 13 , the
precision in the computation of ezKν(z) drops 7 orders of magnitude when we take θ = 38pi .
The computation of the Y Bessel function can be achieved by means of the continuation formula [8, p. 251]
Yν(z) = ±iJν(z)− 2
pi
e∓
1
2 iνKν(∓iz),
where Jν(z) is specified in (2.13). Thus, values of Yν(z) for −pi ≤ arg z ≤ pi can be obtained from Iν(z) and Kν(z) in the
sector | arg z| ≤ 12pi and so do not require separate treatment.
6. Bounds on the tails of Hadamard series
In this section we derive error bounds on the tails of the Hadamard series encountered in Sections 3 and 4 when they are
truncated afterM terms; analogous bounds have been given in [5]. Consider the tails
T±M (z) =
∞∑
k=M
(1− α)k(β)k
k! zk+β P(k+ β,±ϑz) (Re(z) ≥ 0, 0 < ϑ < 1) (6.1)
which arise when the series in (2.7), (2.10), (3.1), (3.2) and (4.9) are truncated in computations, where α and β are
appropriate parameters. From (2.3), we can write the tails in the form
T±M (z) =
1
0(β)
∞∑
k=M
(1− α)k
k! zk+β
∫ ±ϑz
0
e−wwk+β−1dw
= 1
0(β)
∞∑
k=M
(1− α)k
k! I
±
k (z),
where
I±k (z) =
∫ ±ϑ
0
e−uzuk+β−1du.
Since the truncation indexM has to be chosen comparable to |z| for the Hadamard series to yield greater accuracy than
the associated asymptotic series (see Section 2), we can assume M chosen sufficiently large such that k − Re(α) > 0 and
k+ Re(β) > 0 in (6.1). Then, use of the inequality |0(x+ iy)| ≤ 0(x) for x > 0 and real y, shows that
|T±M (z)| ≤
1
|0(1− α)0(β)|
∞∑
k=M
0(1− Re(α)+ k)
k! |I
±
k (z)|.
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Table 5
Comparison of T±M (z)with the bounds in (6.3) for different z when ϑ = 12 , α = β = 34 andM = 25
z T+M (z) Bound (6.3) z |T+M (z)| Bound (6.3)
10 2.133 (−13) 4.659 (−12) 20epi i/8 5.701 (−15) 6.721 (−14)
15 1.964 (−14) 3.825 (−13) 20epi i/4 2.815 (−14) 5.873 (−13)
20 1.831 (−15) 3.139 (−14) 20e3pi i/8 6.150 (−13) 1.506 (−11)
25 1.735 (−16) 2.577 (−15) 20epi i/2 2.448 (−11) 6.915 (−10)
z |T−M (z)| Bound (6.3) z |T−M (z)| Bound (6.3)
10 1.173 (−9) 1.026 (−7) 20epi i/8 7.115 (−8) 7.115 (−6)
15 1.323 (−8) 1.250 (−6) 20epi i/4 8.541 (−9) 8.142 (−7)
20 1.499 (−7) 1.523 (−5) 20e3pi i/8 3.612 (−10) 3.175 (−8)
25 1.707 (−6) 1.856 (−4) 20epi i/2 8.832 (−12) 6.915 (−10)
In the integral I+k (z), the modulus of the integrand |e−uzuk+β−1| has a maximum at u0 = (k + Re(β) − 1)/Re(z). For M
sufficiently large such that u0 ≥ ϑ , the maximum will lie outside the integration interval with the result that the modulus
of the integrand is monotonically increasing in [0, ϑ]. A similar argument applied to I−k (z) (with u replaced by −u) shows
that the modulus of the integrand is also monotonically increasing in [0, ϑ]. Hence
|I±k (z)| ≤
∫ ϑ
0
e∓uRe(z)uk+Re(β)−1du ≤ e∓ϑRe(z)ϑk+Re(β)
when Re(z) ≥ 0. It then follows that
|T±M (z)| ≤
ϑRe(β)e∓ϑRe(z)
|0(1− α)0(β)|
∞∑
k=M
0(1− Re(α)+ k)
k! ϑ
k
= AMϑM+Re(β)e∓ϑRe(z)
∞∑
k=0
(1− Re(α)+M)k
(M + 1)k ϑ
k, (6.2)
where
AM = 0(1− Re(α)+M)|0(1− α)0(β)|M! .
The sum in (6.2) can be expressed as the Gauss hypergeometric function
2F 1(1, 1− Re(α)+M;M + 1;ϑ) =
1
1− ϑ 2F 1
(
1, Re(α);M + 1; ϑ
ϑ − 1
)
by means of the standard transformation in [1, Eq. (15.3.4)]. Consequently we obtain the bound valid for Re(z) ≥ 0
|T±M (z)| ≤
AM
1− ϑ ϑ
M+Re(β)e∓ϑRe(z) 2F 1
(
1, Re(α);M + 1; ϑ
ϑ − 1
)
. (6.3)
It is evident that, when Re(α) ≥ 0, the sum in (6.2) is bounded by (1 − ϑ)−1, so that the hypergeometric function in (6.3)
can be replaced by unity in this case.8 To demonstrate the effectiveness of the bounds, we present in Table 5 numerical
results comparing the value of T±M (z) computed from (6.1) with the bounds in (6.3) for different values of z when ϑ = 12 ,
α = β = 34 andM = 25.
The other type of truncated Hadamard series in (4.9) has a tail of the form
TM(z) =
∞∑
k=M
ck,n(θ)
xk+1
1P
(
k+ 1, 1
2
ωnx
)
,
where the coefficients ck,n(θ) = k! cˆk,n(θ) are defined in (4.7) and depend on the parameters a and b appearing in
U(a, a+ b, z). Then, when Re(z) ≥ 0, we have
|TM(z)| ≤
∞∑
k=M
|cˆk,n(θ)|
∣∣∣∣∣
{∫ 1
2ωn
0
−
∫ − 12ωn
0
}
e−uxukdu
∣∣∣∣∣
≤ (1+ e 12ωnx)
∞∑
k=M
|cˆk,n(θ)|
(
1
2
ωn
)k+1
.
8 This also readily follows from the Euler integral definition of 2F 1 given in [1, Eq. (15.3.1)].
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From (4.10) andM sufficiently large, there exists a computable constant Cn(θ) such that
|cˆk,n(θ)| ≤ Cn(θ)k−Re(a)Ω−k−1n (k ≥ M).
If we choose the intervals ωn as in (4.11) such that ϑ = ωn/(2Ωn) for n ≥ 1, where 0 < ϑ < 1, we then obtain the bound
|TM(z)| ≤ Cn(θ)
∞∑
k=M
k−Re(a)ϑk+1 = Cn(θ)ϑM+1
∞∑
k=0
ϑk
(M + k)Re(a)
= Cn(θ)ϑM+1Φ(ϑ, Re(a),M), (6.4)
where Φ(z, a, s) = ∑∞k=0 zk/(k + a)s is Lerch’s transcendent [6, p. 27]. If Re(a) ≥ 0, the second sum possesses the simple
bound (1− ϑ)−1M−Re(a).
7. Connection with the work of Borwein et al. in [4,5]
In this section we discuss the theory developed in [4,5] employing what they call ‘exp-arc integrals’ and show, in the
case of the Iν(z) Bessel function, how this theory is related to the Hadamard expansion process. These authors adopt as their
integral representation the definition [15, p. 181]
Iν(z) = 1
pi
∫ pi
0
ez cos t cos νtdt − sinpiν
pi
∫ ∞
0
e−z cosh t−νtdt (7.1)
valid when Re(z) > 0.
Let us first consider the case of integer ν = m. Then, dividing the interval [0, pi] into [0, 12pi ] and [ 12pi, pi] and putting
t → pi − t in the second interval, they find
Im(z) = 1
pi
{∫ pi/2
0
ez cos t cosmtdt + (−)m
∫ pi/2
0
e−z cos t cosmtdt
}
= 1
2pi
{
I(z,m)+ (−)mI(−z,m)} , (7.2)
where
I(z,m) = 2
∫ pi/2
0
ez cos t cosmtdt =
∫ pi/2
−pi/2
ez cos t−imtdt
= ez
∫ pi/2
−pi/2
e−2z sin
2(t/2)e−imtdt.
Making the change of variable u = sin 12 t and employing the series expansion of the factor9 exp(−2im arcsin u), they obtain
I(z,m) = ez
∞∑
k=0
r2k+1(−2im)
(2k)! Bk(z)
where, in the notation employed in [4,5],
r2k+1(−2im) = 2
k∏
j=1
{(2j− 1)2 − 4m2} = 22k+1k! ak(m),
Bk(z) = 2−k− 12
∫ 1
0
e−zuuk−
1
2 du = 0(k+
1
2 )
(2z)k+
1
2
P(k+ 1
2
, z).
The quantities r2k+1(−2im) and Bk(z) have also been expressed in our notation, where ak(m) is defined in (1.1). Then,
substituting the expressions for r2k+1(−2im) and Bk(z) in our notation, we obtain from (7.2)
Im(z) = e
z
√
2piz
{ ∞∑
k=0
ak(m)
(2z)k
P
(
k+ 1
2
, z
)
+ (−)me−2z± 12pi i
∞∑
k=0
(−)kak(m)
(2z)k
P
(
k+ 1
2
,−z
)}
(7.3)
valid when Re(z) > 0 and m = 0, 1, 2, . . . ; the choice of signs is made according as arg z > 0 or arg z ≤ 0. When ν is
non-integer, there is an additional contribution to the first integral in (7.1) which is proportional to sinpiν and contains the
incomplete gamma functions P(k+ 1,−z) [5]; we do not discuss this series here.
9 It is through the expansion of this factor that Borwein et al. have coined the term ‘exp-arc integral’.We havemade a slightmodification to the definitions
of the coefficients r2k+1(−2im) and the integrals Bk(z).
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In the integral over the infinite interval (when ν is non-integer), Borwein et al. make the change of variable s = cosh t
and perform an integration by parts to find (when Re(z) > 0)∫ ∞
0
e−z cosh t−νtdt = e
−z
ν
− z
ν
∫ ∞
1
e−zse−νarccosh sds. (7.4)
They then subdivide the integration path into the intervals [1, 32 ] and [n− 12 , n+ 12 ] (n = 2, 3, . . .) and use the power series
expansion of the exponential factor gν(s) = exp(−ν arccosh s) about the points s = n (n = 1, 2, . . .) in the form
gν(n+ u) =
∞∑
k=0
bk,n(ν)
(pk)! u
pk
{
p = 1
2
, |u| < 2 n = 1
p = 1, |u| < n− 1 n ≥ 2.
(7.5)
Since the branch points of gν(s) = ((s2 − 1)1/2 + s)−ν are at s = ±1, the circle of convergence about s = 1 is controlled by
the singularity at s = −1, while those about s = n (n ≥ 2) are controlled by the singularity at s = 1. Recurrence relations
for the coefficients bk,n(ν) are derived in [5]. Then, denoting the integral on the right-hand side of (7.4) by J , we have
J = e−z
∫ 1
2
0
e−zugν(1+ u)du+
∞∑
n=2
e−nz
∫ 1
2
− 12
e−zugν(n+ u)du
= e−z
∞∑
k=0
bk,1(ν)
z
1
2 k+1
P
(
1
2
k+ 1, 1
2
z
)
+
∞∑
n=1
e−nz
∞∑
k=0
bk,n(ν)
zk+1
1P
(
k+ 1, 1
2
z
)
(7.6)
when expressed in our notation.
The above expansions clearly result from forward and reverse expansion, as described in Sections 2 and 4, and in [11].
In (7.3), the expansion is about the points t = 0, t = pi and that in (7.6) is about the points s = Ωn = n + 1 (n ≥ 1), with
interval lengthsωn = 1. From (A.3)(b), the decay of the terms in both series in (7.3) is controlled by the geometric factor 2−k,
as is the case in (2.7). A detailed examination of the coefficients bˆk,n(ν) ≡ bk,n(ν)/(pk)! in (7.5) shows that their dominant
behaviour is
bˆk,1(ν) = O(2− 12 k), bˆk,n(ν) = O((n− 1)−k) (n ≥ 2)
as k → ∞. Consequently, the terms in the first series and that corresponding to n = 1 in (7.6) also decay like 2−k, while
those corresponding to n ≥ 2 decay like 2−k(n − 1)−k. The series corresponding to n ≥ 3 therefore decay at a faster rate.
In the subdivision of the integration path in (7.4), it would also be possible, for example, to have taken Ω1 = 2, Ω2 = 4,
Ω3 = 10, . . . to produce each series in (7.6) associated with the decay 2−k.
When ν is a positive integer, the expansion (7.3) is seen to agree with the 2-stage expansion for Iν(z) in (2.7), except
for the absence of the term ν in the first argument of the incomplete gamma functions. It is shown in Appendix B that,
when ν = m, the expansions (2.7) and (7.3) are equivalent. However, when ν is non-integer, there is a more fundamental
difference between these two expansions: (2.7) consists of just two Hadamard series while (7.6) involves an infinite number
of such series.
In [5], Borwein et al. apply similar arguments to the other Bessel functions defined in an analogous manner to that in
(7.1). We remark that, since each of these expansions results from an integral over an infinite interval valid in Re(z) > 0,
there will be a progressive loss of accuracy in the use of such expansions as arg z →± 12pi , since no path rotation arguments
have been employed.
8. Concluding remarks
We have shown how the Bessel functions, and more generally the confluent hypergeometric functions, can be evaluated
(in principle) to arbitrary precision using Hadamard series involving non-maximal intervals of integration. This results in
series whose terms decay at the geometric rate ϑk, where 0 < ϑ < 1, as opposed to the algebraic decay associated with
Hadamard series using maximal integration intervals found in [9]. Such a small, but significant, modification avoids the
complication of the evaluation of the computationally expensive tail of the series. The various expansions hold in (at least)
the sector | arg z| ≤ 12pi , so that the Bessel functions (and the confluent hypergeometric functions) can be computed outside
this sector by means of continuation and connection formulas.
The expansions developed are valid for arbitrary values of the parameters and so, in the case of the Bessel functions, hold
for arbitrary order ν. However, if one attempts to compute the Bessel functions for large order and argument, it is found that
the terms in the Hadamard series start to increase before finally settling down into their geometric decay.When this increase
leads to positive terms on the logarithmic scale, the Hadamard expansion procedure described herein then no longer has
any advantage over direct computation using the ascending series. A treatment of the Bessel functions of large order and
argument using Hadamard series applied in the context of coalescing saddle points of Laplace-type integrals has been given
in [12].
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Appendix A. The normalised incomplete gamma function P(a, z)
The normalised incomplete gamma function P(a, z) has the integral definition
P(a, z) = γ (a, z)
0(a)
= 1
0(a)
∫ z
0
e−t ta−1dt Re(a) > 0
provided the integration path does not cross the negative real axis. In terms of the confluent hypergeometric function we
have
P(a, z) = z
ae−z
0(1+ a) 1F 1(1; 1+ a; z) (A.1)
valid for all values of z and a.
Computation of P(k + a, z) for positive integer k can be carried out by the application of the recurrence relation [1,
Eq. (16.5.21)]
P(a+ 1, z) = P(a, z)− z
ae−z
0(1+ a) . (A.2)
For the series in (2.7), for example, we can define the terms B±k (z) = e±zP(k+a,±z)/zkwith a = ν+ 12 . Then the recurrence
(A.2) yields
B±k+1(z) = z−1B±k (z)−
za−1
0(k+ a+ 1)
(
1
epi i(k+a)
)
which may be used in the reverse direction [14, p. 335].
The leading behaviour of P(a, z) for large z can be determined from P(a, z) = 1 − 0(a, z)/0(a) combined with the
result [1, Eq. (6.5.32)] 0(a, z) ∼ za−1e−z as |z| → ∞ in | arg z| ≤ 32pi − δ. The leading behaviour for large a follows from
(A.1) since the 1F 1 function tends to the value unity as |a| → ∞ in | arg a| ≤ pi − δ. Hence we have the leading behaviour
P(a, z) ∼
1+ O(e
−z)
(|z| → ∞ in | arg z| ≤ 12pi − δ) (a)
zae−z
0(1+ a) (|a| → ∞ in | arg a| ≤ pi − δ). (b)
(A.3)
Finally, we give an estimate for P(a,−x) for large positive xwhen a ≥ 1 is finite. From (A.1)
P(a,−x) = (e
pi ix)aex
0(1+ a) F , (A.4)
where [1, Eq. (13.2.1)]
F ≡ 1F 1(1; 1+ a;−x) = a
∫ 1
0
e−xt(1− t)a−1dt = 1− x
∫ 1
0
e−xt(1− t)adt
when a > 0. Straightforward estimates show that, when x > 0,
e−x ≤ F < 1 (a ≥ 0), F < a/x (a ≥ 1). (A.5)
Furthermore,
∂F
∂a
= −x
∫ 1
0
e−xt(1− t)a log(1− t)dt > 0
since log(1− t) ≤ 0 on [0, 1]. Consequently, the hypergeometric function F is a monotonically increasing function from the
value e−x when a = 0 to 1 as a→∞. From (A.4) and (A.5), we then obtain
|P(a,−x)| = O(xa−1ex) (A.6)
for large positive x and finite values of a ≥ 1. As a→∞ the behaviour of P(a,−x) is, of course, given by (A.3)(b).
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Appendix B. The equivalence of the expansions (2.7) and (7.3)when ν = m
We demonstrate the equivalence of the expansions for Iν(z) in (7.3) and (2.7) when ν = m, wherem is a positive integer.
The expansion (2.7) can be written in the form
Im(z) = 1√
2piz
∞∑
k=0
ak(m)Tk,m(z) (B.1)
for integerm, where
Tk,m(z) = 1
(2z)k
{
ezP
(
k+m+ 1
2
, z
)
+ e−z±pi i
(
k+m+ 12
)
P
(
k+m+ 1
2
,−z
)}
(B.2)
and theupper or lower sign is chosen according as arg z > 0or arg z ≤ 0, respectively. The expansion (7.3) then corresponds
to (B.1) with Tk,m(z) replaced by Tk,0(z). It is evident that the expansions (2.7) and (7.3) are the same whenm = 0.
The recurrence relation satisfied by the incomplete gamma function P(a, z) is given in (A.2). Substitution of this result in
(B.2) whenm = 1, with−z = e∓pi iz when arg z > 0 or arg z ≤ 0, shows that Tk,1(z) = Tk,0(z); hence the expansions (2.7)
and (7.3) are the same whenm = 1. Repeated use of (A.2) in (B.2) whenm ≥ 2 then yields
Tk,m(z) = Tk,0(z)− 12k−1
r0∑
r=0
zm−2r−
3
2
0(k+m− 2r − 12 )
, r0 =
{
1
2m− 1 m even
1
2m− 32 m odd
,
so that
Im(z) = 1√
2piz
∞∑
k=0
ak(m)Tk,0(z)−
√
2
piz
r0∑
r=0
zm−2r−
3
2
0(m− 2r − 12 )
∞∑
k=0
ak(m)2−k
(m− 2r − 12 )k
. (B.3)
The sum over k in (B.3), which we denote by Sr(m), can be evaluated in terms of a summable Gauss hypergeometric
function. From (1.1), we have
Sr(m) =
∞∑
k=0
ak(m)2−k
(m− 2r − 12 )k
=
∞∑
k=0
( 12 +m)k( 12 −m)k
k!(m− 2r − 12 )k2k
= 2F 1
(
1
2
+m, 1
2
−m;m− 2r − 1
2
; 1
2
)
= 2 12−m 2F 1
(
−2r − 1, 1
2
−m;m− 2r − 1
2
;−1
)
by the standard transformation in [1, Eq. (15.3.4)]. Use of the well-known summation formula [1, Eq. (15.1.21)]
2F 1(a, b; 1+ a− b;−1) =
2−api
1
20(1+ a− b)
0(1+ 12a− b)0( 12 + 12a)
,
provided 1+ a− b 6= 0,−1,−2, . . . , then shows that
Sr(m) = 22r−m+ 32pi 12 0(m− 2r −
1
2 )
0(−r)0(m− r) .
Sincem− 2r − 12 ≥ 32 when 0 ≤ r ≤ r0 andm ≥ 2, we conclude that each sum Sr(m) = 0 in (B.3), thereby establishing the
equivalence of (7.3) and (2.7) when ν = m.
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