Abstract-This paper presents a novel Markov Chain Monte Carlo (MCMC) inference algorithm called C 4 -Clustering with Cooperative and Competitive Constraints-for computing multiple solutions from posterior probabilities defined on graphical models, including Markov random fields (MRF), conditional random fields (CRF), and hierarchical models. The graphs may have both positive and negative edges for cooperative and competitive constraints. C 4 is a probabilistic clustering algorithm in the spirit of SwendsenWang [34] . By turning the positive edges on/off probabilistically, C 4 partitions the graph into a number of connected components (ccps) and each ccp is a coupled subsolution with nodes connected by positive edges. Then, by turning the negative edges on/off probabilistically, C 4 obtains composite ccps (called cccps) with competing ccps connected by negative edges. At each step, C 4 flips the labels of all nodes in a cccp so that nodes in each ccp keep the same label while different ccps are assigned different labels to observe both positive and negative constraints. Thus, the algorithm can jump between multiple competing solutions (or modes of the posterior probability) in a single or a few steps. It computes multiple distinct solutions to preserve the intrinsic ambiguities and avoids premature commitments to a single solution that may not be valid given later context. [20] . We demonstrate the C 4 algorithm in line drawing interpretation, scene labeling, and object recognition.
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INTRODUCTION
Motivations and Objective
M
ANY vision tasks, such as scene labeling [22] , [31] , [32] , object detection/recognition [11] , [36] , segmentation [8] , [35] , and graph matching [6] , [24] , are formulated as energy minimization (or maximum a posteriori probability) problems defined on graphical models-Markov random fields [3] , [15] , conditional random fields (CRFs) [22] , [23] , or hierarchical graphs [14] , [40] . These optimization problems become exceedingly difficult when there are multiple solutions, i.e., distinct modes with high probabilities and, in some cases, equal probability. Fig. 1 shows examples of typical scenarios that have multiple, equally likely solutions in the absence of further context. The top row shows the well-known Necker Cube, which has two valid 3D interpretations. The middle row is the Wittgenstein illusion in which the drawing can appear to be either a duck or a rabbit. Without further context, we cannot determine the correct labeling. The bottom row shows an aerial image for scene labeling. It can be explained as either a roof with vents or a parking lot containing cars.
Computing multiple solutions is important for preserving the intrinsic ambiguities and avoiding early commitment to a single solution which, even if it is currently the globally optimal one, may turn out to be less favorable when later context arrives. However, it is a persistent challenge to enable algorithms to climb out of local optima and to jump between solutions far apart in the state space. Popular energy minimization algorithms, such as Iterative Conditional Modes (ICM) [3] , Loopy Belief Propagation (LBP) [21] , [37] , and graph cuts [4] , [20] , compute one solution and thus do not address this problem. Existing MCMC algorithms, such as various Gibbs samplers [15] , [26] , Data-Driven Markov Chain Monte Carlo (DDMCMC) [35] , and Swendsen-Wang (SW) cuts [2] , [34] , promise global optimization and ergodicity in the state space, but often need long waiting time in moving between distinct modes, which needs a sequence of lucky moves up the energy landscape before it goes down.
In this paper, our objective is to develop an algorithm that can discover multiple solutions by jumping out of equal probability states and thus preserve the ambiguities on rather general settings:
1. The graph can be flat, such as an MRF or CRF, or hierarchical, such as a parse graph. 2. The graph may have positive (cooperative) and negative (competitive or conflicting) edges for both hard or soft constraints. 3. The probability (energy) defined on the graph is quite general, even with energy terms involving more than two nodes. In vision, it is safe to assume that the graph is locally connected and we do not consider the worst-case scenario where graphs are fully connected.
Related Work in the Literature
In the 1970s, many problems, including line drawing interpretation and scene labeling, were posed as constraint satisfaction problems (CSPs). The CSPs were either solved by heuristic search methods [30] or constraint propagation methods [1] , [28] . The former keeps a list of open nodes for plausible alternatives and can backtrack to explore multiple solutions. However, the open list can become too long to maintain when the graph is large. The latter iteratively updates the labels of nodes based on their neighbors. One well-known constraint propagation algorithm is the relaxation labeling method by Rosenfeld et al. [32] .
In the 1980s, the famous Gibbs sampler-a probabilistic version of relaxation labeling-was presented by Geman and Geman [15] . The update of labels is justified in a solid MCMC and MRF framework and thus is guaranteed to sample from the posterior probabilities. In special cases, the Gibbs sampler is equal to belief propagation [30] for polytrees and to dynamic programming in chains. The Gibbs sampler is found to slow down critically when a number of nodes in the graph are strongly coupled. Fig. 2 illustrates an example of the difficulty with strongly coupled graphs using the Necker Cube. The six internal lines of the figure are divided into two coupling groups: (1-2-3) and (4-5-6) . Lines in each group must have the same label (concave or convex) to be valid, as they share the two "Y"-junctions. Thus, updating the label of a single line in a coupled group does not move at all unless we update the label of the whole group together, i.e., all six labels in one step.
The problem is that we don't know which nodes in the graph are coupled and to what extent they are coupled for general problems with large graphs. In 1987, a breakthrough came from two physicists, Swendsen and Wang [34] , who proposed a cluster sampling technique. The SW method finds coupled groups, called "clusters," dynamically by turning the edges in the graph on/off according to the probabilities defined on these edges. The edge probability measures the coupling strengths. Unfortunately, their algorithm only works for the Ising and Potts models. We will discuss the SW method in later sections.
There were numerous attempts made to improve MCMC methods in the 1990s (see Liu [25] for surveys), such as the block Gibbs sampler [26] . Green formulated reversible jumps in 1995 [17] following the jump-diffusion algorithm by Grenander and Miller [18] . In 1999, Cooper and Frieze analyzed the convergence speed of SW using a path coupling technique and showed that the SW method has a polynomial mixing time when the nodes in the graph are connected to a constant number of neighbors [7] . Nevertheless, it was also shown that SW could mix slowly under conditions when graphs were heavily or fully connected [16] .
In the 2000s, a few non-MCMC methods generated remarkable impacts on the vision community, for example, the LBP algorithm by Weiss [37] and the graph cut algorithms by Boykov et al. and Kolmogorov and Rother [4] , [20] . These algorithms are very fast and work well on a special class of graph structures and energy functions. In addition, techniques such as survey propagation [5] have had great success in statistical physics. In the case of multimodal energy functions, however, it can be difficult for these techniques to converge properly, as we will see.
On the MCMC side, Tu and Zhu developed the DDMCMC algorithm for image segmentation in 2002 [35] , which uses bottom-up discriminative probabilities to drive the Markov chain moves. They also developed a "K-adventurer" procedure to keep multiple solutions. The DDMCMC method was also used by Dellaert [29] for tracking bee dances. Dellaert also used MCMC to explore correspondences for structure-from-motion problems, even incorporating a "jump parameter" to allow the algorithm to jump to new solutions [9] . In 2005, Barbu and Zhu proposed the SW-cut algorithm [2] which, for the first time, generalized the SW method to arbitrary probabilities models. As we will discuss in later sections, the SW-cut did not consider negative edges, high-order constraints, or hierarchical graphs and is less effective in swapping between competing solutions. The C 4 algorithm in this paper is a direct generalization of the SW-cut algorithm [2] .
Overview of the Major Concepts of C
4
In this paper, we present a probabilistic clustering algorithm called Clustering Cooperative and Competitive Constraints (C 4 ) for computing multiple solutions in graphical models. We consider two types of graphs:
Adjacency graphs treat each node as an entity, such as a pixel, a superpixel, a line, or an object, which has to be labeled in K-classes (or colors). Most MRFs and CRFs used in computer vision are adjacency graphs.
Candidacy graphs treat each node as a candidate or hypothesis, such as a potential label for an entity, or a detected object instance in a window, which has to be confirmed ("on") or rejected ("off"). In other words, the graph is labeled with K ¼ 2 colors.
As we will show in Section 2.1, an adjacency graph can always be converted to a bigger candidacy graph. In both cases, the tasks are posed as graph coloring problems on MRF, CRF, or hierarchical graphs. There are two types of edges expressing either hard or soft constraints (or coupling) between the nodes.
Positive edges are cooperative constraints that favor the two nodes having the same label in an adjacency graph or being turned on (or off) simultaneously in a candidacy graph.
Negative edges are competitive or conflicting constraints that require the two nodes to have different labels in an adjacency graph or one node to be turned on and the other turned off in a candidacy graph.
In Fig. 2 , we show that the Necker cube can be represented in an adjacency graph, with each line being a node. The six internal lines are linked by six positive edges (in green) and two negative edges (in red and wiggly). Lines 2 and 4 have a negative edge between them as they intersect with each other, as do lines 3 and 6. We omit the labeling of the six outer lines for clarity.
In this paper, the edges play computational roles and are used to dynamically group nodes which are strongly coupled. On each positive or negative edge, we define an edge probability (using bottom-up discriminative models) for the coupling strength. Then, we design a protocol for turning these edges on and off independently according to their edge probabilities, respectively, for each iteration. The protocol is common for all problems, while the edge probabilities are problem specific. This probabilistic procedure turns off some edges, and all of the edges that remain "on" partition the graph into some connected components (ccps).
A ccp is a set of nodes that are connected by the positive edges. For example, Fig. 2 has two ccps: ccp 1 includes nodes 1-2-3 and ccp 2 includes nodes 4-5-6. Each ccp is a locally coupled subsolution.
A cccp is a composite connected component that consists of a number of ccps connected by negative edges. For example, Fig. 2 has one cccp containing ccp 1 and ccp 2 . Each cccp contains some conflicting subsolutions.
At each iteration, C 4 selects a cccp and updates the labels of all nodes in the cccp simultaneously so that 1) nodes in each ccp keep the same label to satisfy the positive or coupling constraints, and 2) different ccps in the cccp are assigned different labels to observe the negative constraints.
Since C 4 can update a large number of nodes in a single step, it can move out of local modes and jump effectively between multiple solutions. The protocol design groups the cccps dynamically and guarantees that each step follows the MCMC requirements, such as detailed balance equations, and thus it samples from the posterior probability.
We evaluate C 4 against other popular algorithms in the literature by two criteria.
1.
The speed at which they converge to solutions. In some studied cases, we know the global minimum solutions.
2. The number of unique solution states generated by the algorithms over time. This measures how "dynamic" an algorithm is. 3. The estimated marginal probability at each site in the graphical model after convergence. The remainder of the paper is organized as follows: In Section 2, we describe the graph representation and an overall protocol for C 4 . In Section 3, we introduce the C 4 algorithm on flat graphs and show the sampling of Potts models with positive and negative edges as a special case. In Section 4, we show experiments on generalized C 4 outperforming BP, graph cuts, SW, and ICM for some segmentation, labeling, and CRF inference tasks. We extend C 4 to hierarchical graphs in Section 5 and show experiments for hierarchical C 4 . Finally, we conclude the paper with a discussion of our findings in Section 6.
2 GRAPHS, COUPLING, AND CLUSTERING
Adjacency and Candidacy Graphs
We start with a flat graph G that we will extend to a hierarchical graph in Section 5:
Here, V ¼ fv i ; i ¼ 1; 2; . . . ; ng is a set of vertices or nodes on which variables X ¼ ðx 1 ; . . . ; x n Þ are defined, and E ¼ fe ij ¼ ðv i ; v j Þg is a set of edges which is divided into E þ and E À for positive (cooperative) and negative (competitive or conflicting) constraints, respectively. We consider two types of graphs for G:
An adjacency graph, where each node v i 2 V is an entity, such as a pixel or superpixel in image labeling, a line in a line drawing interpretation, or an object in scene understanding. Its variable x i 2 f1; 2; 3; . . . ; K i g is a label or color. MRFs and CRFs in the literature belong to this category, and the task is to color the nodes V in K colors.
A candidacy graph, where each node v i 2 V is a candidate or hypothesis, such as a potential label assignment for an entity, an object instance detected by bottom-up methods, or a potential match of a point to another point in graph matching. Its variable x i 2 f 0 on 0 ; 0 off 0 g is a Boolean which confirms ("on") or rejects ("off") the candidate. In other words, the graph is labeled with K ¼ 2 colors. In the graph matching literature [6] , the candidacy graph is represented by a assignment matrix.
An adjacency graph can always be transferred to a bigger candidacy graph by converting each node v i into K i nodes fx ij g. x ij 2 f 0 on 0 ; 0 off 0 g represents x i ¼ j in the adjacency graph. These nodes observe a mutual exclusion constraint to prevent fuzzy assignments to x i . Fig. 3 shows this conversion. The adjacency graph G adj ¼ <V adj ; E adj > has six nodes V adj ¼ fA; B; C; D; E; F g and each has 3 $ 5 potential labels. Represented by the graph G, the vision task is posed as an optimization problem that computes a most probable interpretation with a posterior probability pðXj IÞ or an energy function EðXÞ:
To preserve the ambiguity and uncertainty, we may compute multiple distinct solutions fX i g with weights f! i g to represent the posterior probability:
Positive and Negative Edges
In conventional vision formulation, edges in the graphs are a representational concept and the energy terms in E are defined on the edges to express the interactions between nodes. In contrast, Swendsen and Wang [34] and Edward and Sokal [10] added a new computational role to the edges in their cluster sampling method. The edges are turned "on" and "off" probabilistically to dynamically form groups (or clusters) of nodes which are strongly coupled. We will introduce the clustering procedure shortly after the example below. In this paper, we adopt this notion and the edges in graph G are characterized in three aspects: Positive versus negative. A positive edge represents a cooperative constraint for two nodes having the same label in an adjacency graph or being turned on (or off) simultaneously in a candidacy graph. A negative edge requires the two nodes to have different labels in an adjacency graph or requires one node to be turned on and the other turned off in a candidacy graph.
Hard versus soft. Some edges represent hard constraints which must be satisfied, for example, in line drawing interpretation or scene labeling, while other edge constraints are soft and can be expressed with a probability.
Position-dependent versus value-dependent. Edges in adjacency graphs are generally position-dependent. For example, in an Ising model, an edge between two adjacent nodes poses a soft constraint that they should have the same label (ferromagnetism) or opposite labels (antiferromagnetism). In contrast, edges in candidacy graphs are value-dependent and thus have more expressive power. This is common for vision tasks, such as scene labeling, line drawing interpretation, and graph matching. As Fig. 3 illustrates, the edges between nodes in the candidacy graph could be either positive or negative depending on the values assigned to nodes A; B in the adjacency graph.
As we will show in a later section, the positive and negative edges are crucial for generating connected components and resolving the problem of node coupling. Fig. 4 shows the construction of a candidacy graph G for interpreting the Necker cube. For clarity of discussion, we assume the exterior lines are labeled and the task is to assign two labels (concave and convex) to the six inner lines such that all local and global constraints are satisfied. Therefore, we have a total of 12 candidate assignments or nodes in G.
The Necker Cube Example
Based on the theory of line drawing interpretation [27] , [33] , the two "Y"-junctions pose positive constraints so that lines 1-2-3 have the same label and lines 4-5-6 have the same label. We have 12 positive edges (green) in G to express these constraints. The intersection of lines 2 and 4 poses negative constraints that lines 2 and 4 have opposite labels which are shown in the red and wiggly edges in Fig. 4 . The same is true for lines 3 and 6. The two different assignments for each line should also be linked by a negative edge. These negative edges are not shown for clarity.
In this candidacy graph, the two solutions that satisfy all constraints are represented by the 2-colors in Fig. 4 . The first has all nodes 1, 2, and 3 labeled convex ("x") and all nodes 4, 5, and 6 labeled concave ("o"). This solution is currently in the "on" state. This would create a valid 3D interpretation where the cube is "coming out" of the page. The alternative solution has the opposite labeling and creates a 3D interpretation of the cube "going in" to the page.
To switch from one solution to the other, we must swap the junction labels. Each set of nodes, 1-2-3 and 4-5-6, constitutes a corner of the Necker Cube and all have positive constraints between them. This indicates that we should update all of these values simultaneously. We create two connected component ccp 1 and ccp 2 comprised of the coupled nodes 1-2-3 and nodes 4-5-6, respectively. If we were to simply invert the labels of ccp 1 or ccp 2 alone, we would create an inconsistent interpretation where all edges in the whole graph would now have the same label. What we need to do is simultaneously swap ccp 1 and ccp 2 .
Note that we have negative edges between nodes 2 and 4 and between nodes 3 and 6. Negative edges can be thought of as indicators of multiple competing solutions, as they necessarily dictate that groups on either end of the edge can either be ("on," "off") or ("off," "on"), creating two possible outcomes. This negative edge connects nodes in ccp 1 and ccp 2 , thus indicating that those nodes in the two ccps must have different labels. We construct a composite connected component (called cccp), cccp 12 , encompassing nodes 1-6, we now have a full component that contains all relevant constraints. Moving from solution 1 to 2 is now as simple as flipping all the nodes simultaneously or, equivalently, satisfying all of the constraints.
In the next section, we explain how we form the ccps and cccps in a formal way.
Edge Probability for Clustering
On each positive or negative edge, we define an edge probability (using bottom-up discriminative models) for the coupling strength. That is, at each edge e 2 E, we define an auxiliary probability u e 2 f0; 1g or f 0 on 0 ; 0 off 0 g, which follows an independent probability q e .
In Swendsen and Wang [34] , the definition of q e is decided by the energy term in the Potts model q e ¼ e À2 as a constant for all e. Barbu and Zhu [2] , for the first time, separate q e from the energy function and define it as a bottom-up probability: q e ¼ pðlðx i Þ ¼ lðx j ÞjF ðx i Þ, F ðx j ÞÞ ¼ pðe ¼ onjF ðx i Þ; F ðx j ÞÞ with F ðx i Þ and F ðx j Þ being local features extracted at nodes x i and x j . This can be learned through discriminative training, for example, by logistic regression and boosting,
On a positive edge e ¼ ði; jÞ 2 E þ , u e ¼ 0 on 0 follows a Bernoulli probability
1ðÞ is Boolean function. It equals 1 if the condition is satisfied and 0 otherwise. Therefore, at the present state X, if the two nodes have the same color, i.e., x i ¼ x j , then the edge e is turned on with probability q e . If x i 6 ¼ x j , then u e $ Bernð0Þ and e is turned off with probability 1. So, if two nodes are strongly coupled, q e should have a higher value to ensure that they have a higher probability of staying the same color.
Similarly, for negative edges e 2 E À , u e ¼ 0 on 0 also follows a Bernoulli probability u e $ Bernðq e 1ðx i 6 ¼ x j ÞÞ:
At the present state X, if the two nodes have the same color x i ¼ x j , then the edge e is turned off with probability 1, otherwise e is turned on with probability q e to enforce that x i and x j stay in different colors.
After sampling u e for all e 2 E independently, we denote the sets of positive and negative edges that remain "on" as No two ccps are reachable by positive edges or else they would be a single ccp. Thus, a cccp is a set of isolated ccps that are connected by negative edges. An isolated ccp is also treated as a cccp.
In Section 5, we will treat the invalid cases where a ccp contains negative edges by converting it to a cccp.
To observe the detailed balance equations in MCMC design, we need to calculate the probabilities for selecting a ccp or cccp which are determined by the edge probabilities q e . For this purpose, we define their cuts. In general, a cut is the set of all edges connecting nodes between two nodes sets.
Definition 3. Under a current state X, a cut for a ccp is the set all positive edges between nodes in ccp and its surrounding nodes which have the same label:
These are the edges that must be turned off probabilistically (with probability 1 À q e ) in order to form the ccp and the cut depends on the state X.
Definition 4.
A cut for a cccp at a state X is the set of all negative (or positive) edges connecting the nodes in the cccp and its neighboring node which has different (or same) labels:
All of these edges must be turned off probabilistically with probability 1 À q e in order to form the composite connected component cccp at state X.
As edges in E þ on only connect nodes with the same label, so all nodes in a ccp have the same label. In contrast, all edges in E À on only connect nodes with different labels, adjacent ccps in a cccp must have different labels.
To illustrate the concepts, we show a nonsolution state X for the Necker cube in Fig. 5 . By turning off some edges (marked with the crosses), we obtain three cccps for the nodes that are currently "on." In this example, q e ¼ 1 as these are hard constraints that are inviolable. cccp 1 and cccp 3 have only one node, and cccp 2 has two ccps with four nodes. The algorithm will now arbitrarily select a cccp and update its values according to its constraints. If it selects either cccp 1 or cccp 3 , then we are one step closer to the solution. If it selects ðcccp 2 Þ, then all four vertex labels are swapped and we have reached a solution state and will continue to swap back and forth between the two solutions.
C 4 ALGORITHM ON FLAT GRAPHS
In this section, we introduce the C 4 algorithm for cluster sampling on flat graphs.
Outline of the Algorithm
The C 4 algorithm works iteratively following the MCMC design. In each iteration, it generates the cccps, selects (or visits) a cccp o with a probability, and reassigns labels to its ccps such that all internal negative constraints are satisfied. As the number of ccps in cccp o grows large, the number of potential labelings will grow as well. One can remedy this situation in two ways:
1. Use a CSP-solver to solve this smaller, easier constraint satisfaction problem within cccp o . 2. Use random or heuristic sampling to find a new valid labeling. We will use the second approach throughout this paper and the number of ccps in a cccp o is in general small, so the label assignment is not a problem. The C 4 algorithm can be a viewed as a method that breaks a large constraintsatisfaction problem into smaller fragments in cccp o which can be satisfied locally. Then, it propagates the solution through iterations.
This assignment represents a move in MCMC which is accepted by the Metropolis-Hastings step with an acceptance probability. The acceptance probability account for the probabilities for generating the cccps, selecting a cccp o , assigning new labels, and the posterior probability.
In summary, we state the C 4 algorithm below. Calculate the edge probability q e ; 8e 2 E.
//q e is a problem specific discriminative probability. Initialize the state X ¼ ðx 1 ; x 2 ; . . . ; x n Þ.
//e.g., all nodes are turned off in a candidacy graph. Repeat Denote the current X by state A.
Step 
Output: Distinct states fX Ã g with highest probabilities.
We will elaborate on the probabilities used in the algorithm in the next section.
Calculating the Acceptance Probability
In Markov chain design, each move between two states A and B is made reversible and observes the detailed balance equation
KðA ! BÞ is the Markov chain kernel or transition probability from A to B. In the Metropolis-Hastings design,
qðA ! BÞ is the probability for proposing state B from state A and ðA ! BÞ is the acceptance probability
It is easy to check that the design of proposal probability in (6) and the acceptance probability in (5) makes the kernel satisfy the detailed balance equation in (4), which in turn suffices to observe the invariance condition
So, pðXj IÞ is the invariant probability of the Markov chain with kernel K. Now, we elaborate on the design of proposal and acceptance probabilities. The acceptance probability is determined by two ratios.
The ratio pðX¼Bj IÞ
pðX¼Aj IÞ is problem specific and is not part of our design. The posterior probability can be in general form and does not have to be modified or approximated to fit the C 4 algorithm. As states A and B only differ in their labels for nodes in cccp o , it often can be computed locally if the posterior probability is a MRF or CRF. 2. The proposal probability ratio is completely up to our design, and it includes two parts from the set of formed fcccpg in states A and B. These probabilities are hard to compute because there are a vast amount of partitions of the graph that include a certain cccp o by turning on/off edges. A partition is a set of cccps after turning off some edges.
Interestingly, the set of all possible partitions in state A is identical to those in state B, and all of these partitions must share the same cut Cutðcccp o Þ. That is, in order for cccp o to be a composite connected component, its connections with its neighboring nodes must be turned off. Even though the probabilities are in complex form, their ratio is simple and clean due to cancellation. Furthermore, given the partition, cccp o is selected with uniform probability from all possible cccps. Proposition 1. The proposal probability ratio for selecting cccp o at states A and B is qðcccp 0 jBÞ qðcccp 0 jAÞ ¼
We will prove this in the Appendix, which can be found in the Computer Society Digital Library at http://doi.ieee computersociety.org/10.1109/TPAMI.2011.27, in a similar way to the SW-cut method [2] .
Special Case: Potts Model with þ=À Edges
To illustrate C 4 , we derive it in more detail for a Potts model with positive and negative edges. Let X be a random field defined on a 2D lattice with discrete states x i 2 f0; 1; 2; . . . ; L À 1g. Its probability is specified by
where > 0 is a constant. The edge probability will be q e ¼ 1 À e À for all edges. Fig. 6a shows an example on a small lattice with L ¼ 2 labels, which is an adjacency graph with positiondependent edges. The states with checkerboard patterns will have highest probabilities. Figs. 6b and 6c show two reversible states A and B by flipping the label of a cccp o in one step. In this example, cccp o has three ccps, cccp o ¼ ff2; 5; 6g; f3; 7; 8g; f11; 12gg. The labels of the eight nodes are reassigned with uniform probability, and this leads to the difference in the cuts for cccp o at the two states, Cutðcccp o jAÞ ¼ fð3; 4Þ; ð4; 8Þ; ð12; 16Þg and Cutðcccp o jBÞ ¼ fð1; 2Þ; ð1; 5Þ; ð5; 9Þ; ð6; 10Þ; ð10; 11Þ; ð11; 15Þg.
Proposition 2. The acceptance probability for C 4 on the Potts model is ðA ! BÞ ¼ 1 for any two states with different labels in cccp o . Therefore, the move is always accepted.
The proof follows two observations. First, the energy terms inside and outside cccp o are the same for both A and B, and they differ only at the cuts of cccp o . More precisely, letting c ¼ jCutðcccp o jBÞj À jCutðcccp o jAÞ be the difference of sizes in the two cuts (i.e., c ¼ 3 in our example), it is not too hard to show that
Second, we have the proposal probability ratio, following (8):
Plugging in the two ratios in (6), we have ðA ! BÞ ¼ 1. In the literature of SW [10] , Edwards and Sokal explain the SW on Potts model as data augmentation where the edge variables fu e g are treated as auxiliary variables and they sample fx i g and fu e g iteratively from a joint probability.
EXPERIMENTS ON FLAT GRAPHS
In this section, we test C 4 's performance on some flat graphs (MRF and CRF) in comparison with the Gibbs sampler [15] , SW method [34] , ICM, graph cuts [4] , and LBP [21] . We choose classical examples:
1. the Ising/Potts model for MRF, 2. line drawing interpretation for constrained-satisfaction problem using candidacy graph, 3. scene labeling using CRF, and 4. scene interpretation of aerial images. 
Checkerboard Ising Model
We first show the Ising model on a 9 Â 9 lattice with positive and negative edges (the Ising model is a special case of the Potts model with L ¼ 2 labels). We tested C 4 with two parameters settings: 1) ¼ 1 and thus q e ¼ 0:632; and 2) ¼ 5 and thus q e ¼ 0:993. In this lattice, we have created a checkerboard pattern. We have assigned negative and positive edges so that blocks of nodes want to be the same color, but these blocks want to be different colors than their neighbors. Fig. 7 shows a typical initial state to start the algorithm, and two solutions with minimum (i.e., 0) energy. Fig. 8a shows a plot of energy versus time for C 4 , Gibbs sampler, SW, graph cuts, and LBP. C 4 converges second fastest of all five algorithms in about 10 iterations, behind graph cuts. Belief propagation cannot converge due to the loopiness of the graph, and Gibbs sampler and the conventional Swendsen-Wang cannot quickly satisfy the constraints as they do not update enough of the space at each iteration. This shows that C 4 has a very low burn-in time. Figs. 8b and 8c show the state visited at each iteration. We show the states in three levels: The curve hits the ceiling or floor for the two minimum energy states, respectively, and the middle for all other states. Here, we are only comparing graph cuts, SW, and C 4 as they are the only algorithms that converge to a solution in a reasonable amount of time. C 4 keeps swapping solutions while SW and graph cuts get stuck in their first solution. This is because C 4 can group along negative edges as well as positive edges to update large portions of the system at once, while Swendsen-Wang is stuck proposing low probability moves over smaller portions of the solution space.
We also compared our results for experiments where ¼ 1 and ¼ 5. Fig. 8c shows the states visited by the sampler over time. In the ¼ 1 case, it takes longer for C 4 to converge because it cannot form large components with high probability. As gets large, however, C 4 very quickly takes steps in the space toward the solution and can move rapidly between solution states. We have found that an annealing schedule where q e ¼ 1 À e À=T and T is adjusted such that q e moves from 0 to 1 over the course of the experiment works quite well too.
We finally compare the estimated marginal beliefs at each node as computed by each algorithm. LBP computes these beliefs directly, but we can estimate them for Gibbs sampling, SW, and C 4 by running each algorithm and recording the empirical mean at each iteration for each node given the previous states. Fig. 9 shows the belief for one of the Ising model sites over time for each of the four algorithms. LBP does not converge, so it has a noisy estimate over time and is not plotted for clarity, Gibbs and SW converge to a probability of 1 because they get stuck in a single solution state, while C 4 approaches 0.5 as it keeps flipping between the two states.
Checkerboard Potts Model with Seven Labels
We ran the same experiment as with the Ising model above but this time solved the same checkerboard pattern on a Potts model in which each site could take one of seven possible colors (L ¼ 7). In this example, we have a large number of equal states (in checkerboard pattern) with minimum energy. Fig. 10a plots the energy convergence of each algorithm over time. Graph cuts again converges to just one of the many solutions. Unlike in the case of the L ¼ 2 model, SW is able to find multiple solutions this time, as seen in Fig. 10b . Fig. 10c shows the number of distinct states with minimum energy that have been visited by SW and C 4 over time. We see that C 4 explores more states in a given time limit, which again demonstrates that C 4 is more dynamic and thus has fast mixing time-a crucial measure for the efficiency of MCMC algorithms. We also compare the case where ¼ 1 versus ¼ 5. Once again we see that ¼ 1 does not create strong enough connections for C 4 to move out of local minimum, so it finds roughly as many unique solutions as Swendsen-Wang does (about 13). When is increased to 5, however, the number skyrockets from 13 to 90. We thus see that C 4 can move around the solution space much more rapidly than other methods when is high and can discover a huge number of unique solution states.
Line Drawing Interpretation
The previous two examples are based on MRF models whose edges are position-dependent. Now, we test on line drawing interpretation on candidacy graph. We use two classical examples which have multiple stable interpretations, or solutions: 1) the Necker cube in Fig. 1 that has two interpretations and 2) a line drawing with double cubes in Fig. 11 that has four interpretations. The swapping between these states involves the flipping of 3 or 12 lines simultaneously. Our goal is to test whether the algorithms can compute the multiple distinct solutions over time.
We adopt a Potts-like model on the candidacy graph. Each line in the line drawing is a node in the Potts model, which can take one of eight line drawing labels indicating whether the edge is concave, convex, or a depth boundary. See [33] for an in-depth discussion on labels for consistent line drawings. We add an edge in our candidacy graph between any two lines that share a junction. At each junction, there are only a small set of valid labels for each line that are realizable in a 3D world. We add positive edges between pairs of line labels that are consistent with one of these junction types, and negative edges between line labels that are not. Thus, we model the pairwise compatibility of neighboring line labels given the type of junction they form.
For these experiments, we set ¼ 2, resulting in q e ¼ 0:865. Figs. 11a and 11c plot the state visited by the algorithms over time. Once again, we see that C 4 can quickly switch between solutions where CSP-solvers or other MCMC methods could get stuck.
Labeling Man-Made Structures on CRFs
We recreate the experiments in [22] , where CRFs were learned to model man-made structures in images. Fig. 12 shows images that are broken into 16 Â 24 grids and assigned a label x i ¼ fÀ1; þ1g if they cover a man-made structure or not. The probability of labeling the sites x given data y in a CRF is
For space, we refer the reader to [22] for more details of this model. We simply choose their model so that we can compare various algorithms on the same representation. The authors use a greedy algorithm (ICM) for inference.
We learned the CRF weights via BFGS [13] using the data from [22] and compared inference results using C 4 to ICM, LBP, and SW. Edge probabilities were taken from the CRF interaction potentials. The CRF defines a potential for the case when two sites have the same label and for when they have different labels. If the ratio of these two potentials was below a threshold , a negative edge was used to connect the sites to force them to be labeled differently. Fig. 12 shows the detection results and ground truths. LBP has very few false positives, but misses huge amounts of the detection. ICM looks graphically similar to C 4 , but produces significantly more false positives. C 4 is able to swap between foreground/background fragments in large steps so it can find blocks of man-made structure more effectively. Table 1 shows our results as in [22] . We used an implementation for that paper provided by K. Murphy 1 that achieves a higher false positive rate than Hebert's model. Nevertheless, our goal is not to outperform [22] , but to show that, given the same learned model, C 4 can outperform other inference methods. Here, we see that, for roughly the same false alarm rate, C 4 has a higher detection rate than other algorithms.
Parsing Aerial Images
In this experiment, we use C 4 to parse aerial images. This experiment is an extension of our work from [31] . In [31] , aerial images are represented as collections of groups of objects, related by statistical appearance constraints. These constraints are learned automatically in an offline phase prior to inference.
We create our candidacy graph by letting each bottomup detected window be a vertex in the graph, connected by edges with probabilities proportional to how compatible those objects are (we refer to [31] for detailed discussion of the energy function). Each candidate can be on or off, indicating whether it is in the current explanation of the scene or not.
Each edge is assigned to be positive or negative and assigned a probability q e of being on by examining the energy e ¼ ðx i ; x j Þ between its two nodes. If e > t, the edge is labeled as a negative edge, and if e < t, the edge is labeled as a positive edge, where t is a threshold of the user's choosing. In our experiments, we let t ¼ 0. In this way, we create data-driven edge probabilities and determine positive and negative edge types for C 4 . In these experiments, we learned a prior model for likely object configurations using labeled aerial images. Object boundaries were labeled in each image from a set of over 50 images. We tested the results on five large aerial images collected from Google Earth that were also labeled by hand so that we could measure how much C 4 improved the final detection results. Though we only use five images, each image is larger than 1;000 Â 1;000 pixels and includes hundreds of objects, so one could also think of the evaluation as spanning 125 images of 200 Â 200 pixels. Fig. 13 shows an example of a parsed aerial scene. The bottom-up detected windows are treated as candidates and many are false positives. After using C 4 minimizing a global energy function, however, we are left with the subset that best satisfies the constraints of the system. The false positive rates are vastly diminished after C 4 rules out incompatible proposals. Fig. 13d shows the precision-recall curve for aerial image object detection using C 4 versus just bottom-up cues. We can see that the C 4 curve, drawn in dashed green, has a much higher precision than the bottomup detections even as the recall increases.
We also compared the results of using C 4 over LBP, ICM, and SW for similar false alarm rates. The results are shown in Table 2 . Fig. 14 shows the true power of C 4 . Fig. 14a shows an interpretation of a scene that C 4 initially incorrectly labeled as a line of cars in a parking lot, for which it has mistaken some building vents. Because C 4 can simultaneously swap these competing subsolutions, however, we see in Fig. 14b that, later in the algorithm, C 4 has settled on the correct explanation.
1. http://people.cs.ubc.ca/~murphyk/Software/CRF/crf2D_ kumarData.html. 
C 4 ON HIERARCHICAL GRAPHS
In this section, we discuss the consistency of the flat graphs and extend C 4 from flat graphs to hierarchical graphs, and then we address high-order constraints that involve more than two sites.
Condition for Graph Consistency
In each iteration of the C 4 algorithm, suppose we have turned on edges probabilistically and the original graph
off . As we discussed in Section 2.4, all nodes in the graph G on in each ccp share the same label and they are supposed to form a coupled partial solution. However, if the constraints in graph G are inconsistent, then some nodes in a ccp may be connected by edges in E À off . Though such negative edges are not turned on in ccp, they indicate that some nodes in the ccp may be conflicting with each other. This may not be a serious problem; for example, the negative edges may simply express soft constraints, such as overlapping windows due to occlusion, which is acceptable in the final solution. Fig. 15 shows an example where the negative edge is a hard constraint. If we try to solve the duck/rabbit illusion using flat candidacy graph, a ccp may contain f 0 eye 0 ; 0 nose 0 ; 0 head 0 g which is inconsistent. We call it a "love triangle."
Definition 5. In a graph G, two nodes i; j connected by a negative edge are said to be involved in a love triangle if there also exists a path between i; j that consist of all positive edges.
Definition 6.
A ccp is said to be consistent in graph G if there are no negative edges in E that connect two nodes in the ccp, that is, fe : i; j 2 ccpg \ E À ¼ ;. A graph G is said to be consistent if all of its ccps are always consistent in C 4 .
When a graph is consistent, then we are guaranteed to get valid solutions. The existence of the so-called "love triangles" is the sole reason to generate inconsistent ccps. For this, we can easily prove the following proposition. Proposition 3. In the absence of "love triangles," the graph G will be consistent.
The essential reason for generating the "love triangles" in a graph, mostly in candidacy graphs, is that certain nodes are overloaded with multiple labels, and thus they are Fig. 15 . An attempt to solve the duck/rabbit illusion using flat C 4 . We see that we are very likely to form love triangles on the left and right of the graph, making constraint satisfaction very difficult.
coupled with conflicting nodes. For example, the node "eye" should be either a "rabbit eye" or a "duck eye" and it should be split into two conflicting candidates connected by an negative edge. This way it can eliminate the "love triangle." Fig. 16 illustrates that we can remove the love triangle by splitting node 1 into nodes 1 and 1 0 , and thus we will have consistent ccp.
Formulation of Hierarchical C 4
One other common issue that we need to address is higher order constraints that involve more than two nodes. Fig. 17 shows a hierarchical graph representation for the duck/ rabbit illusion. This is a candidacy graph with two layers. The top layer contains two hidden candidate hypotheses: "duck" and "rabbit." The two nodes are decomposed into three parts in layer 1, respectively, and thus impose highorder constraints between them. Now, the hypotheses for parts are specifically for "duck.eye," "rabbit.eye," etc. The negative edge connecting the two object nodes is inherited from their overlapping children.
This hierarchical candidacy graph is constructed on-thefly with nodes being generated by multiple bottom-up detection and binding processes as well as top-down prediction processes. We refer to a recent paper by Wu and Zhu [39] for the various bottom-up/top-down processes in object parsing. In this graph, positive and negative edges are added between nodes on the same layers in a way identical to the flat candidacy graph, while the vertical links between parent-child nodes are deterministic.
By turning on/off the positive and negative edges probabilistically at each layer, C 4 obtains ccps and cccps as in the flat candidacy graphs. In this case, a ccp contains a set of nodes that are coupled in both horizontal and vertical directions and thus represents a partial parse tree. A cccp contains multiple competing parse trees, which will be swapped in a single step. For example, the left panel in Fig. 17 shows two ccps for the duck and rabbit, respectively, which are connected with negative edges in the candidacy graph.
This hierarchical representation can also eliminate the inconsistency caused by overloaded labels. That is, if a certain part is shared by multiple object or object instances, we need to create multiple instances as nodes in the hierarchical candidacy graph.
Experiments on Hierarchical
To demonstrate the advantages of hierarchical C 4 over flat C 4 , we present two experiments 1) interpreting the duck/rabbit illusion, and 2) finding configurations of object parts amid extremely high noise.
1. Experiment on hierarchical duck/rabbit illusion.
As referenced above, C 4 on the flat candidacy graph in Fig. 15 creates two love triangles. The top panel of Fig. 18 shows the results of flat C 4 on the duck/ rabbit illusion. C 4 continuously swaps between two states, but the two states either have all nodes on or all nodes off, neither of which are valid solutions. The bottom panel of Fig. 18 shows the results of applying hierarchical C 4 to the duck/rabbit illusion. We defined a tree for the duck/rabbit illusion consisting of either a duck, fbeak; eye; duck head g or a rabbit fears; eye; rabbit head g. As a result, the algorithm instantly finds both solutions and then proceeds to swap between them uniformly. These results show that hierarchical C 4 can help guide the algorithm to more robust solutions and negates the effects of love triangles. 2. Experiments on object parsing. A problem that often appears in computer science is the problem of finding the optimal subset from a larger set of items that minimizes some energy function. For example, in the star model [12] , many instances of each object part may be detected in the image. However, our algorithm should find the subset (or subsets) of these detections that creates the highest probability configuration. This is a combinatorially hard problem as the number of solutions grows exponentially in the number of detections, so heuristic approaches are usually proposed to deal with this situation. One can use dynamic programming for inferring star models, but these require that the root part be present, which our algorithm does not. Hierarchical C 4 is ideally suited for this problem as it can use local edge constraints and hierarchical grouping to guide its search through large sets of detections to find the most likely solutions. In this experiment, we learned a star model for four categories of objects: "side car," "front car," "teapot," and "clock." We collected 25-50 images from the Lotus Hill Data Set [38] for each of the categories, which include the true labeled parts of each object. We then added 50 false detection at random orientations, scales, and positions, for each part to serve as distractors, as shown in Fig. 19 . The goal is to see if the algorithms can identify the true ground truth configuration amidst a huge number of distractors. If so, then such an algorithm could thrive when we have weak part detectors but strong geometric information. If we only considered configurations of four parts, finding the optimal configuration would require exhaustively searching 64,684,950 configurations, which quickly becomes intractable when considering larger configurations or more detections. Fig. 19 shows that ICM and Swendsen-Wang find completely unreasonable solutions. Flat C 4 does not find the correct solution although it does find a set of parts that look similar to a teapot. Hierarchical C 4 , on the other hand, quickly converges to the true solution amid the myriad other possible part combinations available. Fig. 21 shows the results of other signal-from-noise images that were generated as above. We show the results divided into roughly three categories: good, medium, and bad results. We see that hierarchical C 4 gets mostly good results, while ICM gets entirely bad results. Fig. 22 shows the energy of the system over time for the four algorithms we tested. Not only does hierarchical C 4 achieve a minimum energy almost instantaneously, but both hierarchical C 4 and flat C 4 are able to achieve lower energy minimums than the other methods. This improvement applies to graph cuts as well, which, as mentioned, are not shown here because no implementation we found was able to converge in the presence of love triangles. This result shows Hierarchical C 4 's ability to quickly find deeper energy minima than competing approaches. 
