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Abstract
For a right-invariant control system on a flag manifold FΘ of a real semisimple Lie group, we relate the
a-Lyapunov exponents to the Lyapunov exponents of the system over regular points. Moreover, we adapt
the concept of partial hyperbolicity from the theory of smooth dynamical systems to control-affine systems,
and we completely characterize the partially hyperbolic chain control sets on FΘ.
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1 Introduction
In this paper, we establish the concept of partial hyperbolicity as a property of controlled invariant sets of
control-affine systems and we study a class of systems for which we can characterize the partially hyperbolic
chain control sets completely. The notion of partial hyperbolicity was first introduced by Brin and Pesin [6]
within the theory of smooth dynamical systems. Generalizing the notion of uniform hyperbolicity, partial
hyperbolicity is characterized by a splitting of the tangent bundle into three invariant subbundles, two of which
form a uniformly hyperbolic splitting and the third one (the center bundle) lying strictly in between the other
two in terms of growth rates. That is, in the center directions any expansion or contraction is uniformly slower
than the expansion and contraction in the unstable and stable directions, respectively. The focus of the theory
of partially hyperbolic dynamical systems is on indecomposibility properties such as ergodicity and topological
transitivity, in particular the persistence of these properties under perturbations. For an overview of this theory
the reader is referred to the excellent survey [16].
The concept of uniform hyperbolicity for control systems was studied in [7, 10, 11, 13, 21]. In [7], controllability
and robustness results were proved for chain control sets with a uniformly hyperbolic structure. In [10, 21],
the authors derived a formula for the invariance entropy of a uniformly hyperbolic control set. In [13], it was
proved that the invariance entropy of such sets depends continuously on parameters. A large class of examples
of uniformly hyperbolic chain control sets was provided in [11]. The main result of [11] yields a complete
classification of the uniformly hyperbolic chain control sets of invariant systems on flag manifolds of semisimple
Lie groups. In the paper at hand, we extend this analysis with the aim to characterize the partially hyperbolic
chain control sets. In [11], it has already been shown that every chain control set of an invariant system allows
for a decomposition of its extended tangent bundle into three continuous invariant subbundles, two of which
form a uniformly hyperbolic splitting. Hence, the remaining work is to single out those cases in which the
expansion and contraction rates in center directions are uniformly strictly smaller than those in the stable and
unstable directions.
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The paper is structured as follows. Section 2 gives a brief introduction to dynamical and control systems and
introduces the concept of partial hyperbolicity for controlled invariant subsets of the state space. In Section
3, the main concepts and results concerning flows on principal bundles with semisimple structural group are
presented. Some technical lemmas used in the proof of the main results are also stated and proved in this
section. In Section 4, we prove our main result about Lyapunov exponents. It is shown that over regular points
the Lyapunov exponents of invariant systems on flag manifolds can be recovered from a vectorial exponent, the
so-called ‘a-Lyapunov exponent’. Moreover, the decomposition of the tangent bundle into three subbundles,
present over the chain control sets of invariant systems, allows us to define the equivalent to a Morse spectrum
for each of these subbundles and we show that this spectral set contains all the asymptotic information of the
system provided by the Lyapunov exponents in the subbundle directions. Section 5 is devoted to the study of
partial hyperbolicity. Here we show that a complete characterization of this property is possible if one knows
the Morse spectrum in the directions of the subbundles. We show that a chain control set of an invariant
system on a flag manifold is partially hyperbolic if and only if there is no intersection between the Morse
spectra of the subbundles. In Section 6, we analyze the possibilities for partially hyperbolic chain control sets
of invariant systems on the flag manifolds of G = Sl(3,R), and we present an example on the 2-torus, where we
can explicitly verify partial hyperbolicity. Section 7 is devoted to the application of the above characterization
to the estimation of the invariance entropy of invariant systems on flag manifolds from below. It is shown that
if the Morse spectrum associated with the center bundle is trivial, then the infimum, on the associated Morse
set, of the exponential growth rate of the unstable determinant is a lower bound for the invariance entropy,
generalizing the previous result in [11] proved for the case of a vanishing center bundle. Some concepts and
technical lemmas that are used in the main results are stated in an appendix, Section A.
Notation: We write R for the reals, Z for the integers and Z+ = {n ∈ Z : n ≥ 0}. If M is a smooth
manifold, TxM denotes the tangent space to M at x. We write (df)x : TxM → Tf(x)N for the derivative of a
smooth map f between manifolds M and N . If A is a subset of some metric space, we write clA for its closure
and intA for its interior, respectively. We use the notation | · | for vector norms and ‖ · ‖ for the associated
operator norms. We also write m(·) for the conorm of an operator, i.e., m(A) = min|x|=1 |Ax|. The natural
logarithm of a real number x > 0 is denoted by log x, and additionally we put log 0 := −∞. Moreover, we write
log+ x = max(0, log x).
2 Dynamical and control systems
In this section, we recall well-known facts about flows on metric spaces and control-affine systems that can be
found, e.g., in Colonius and Kliemann [8].
2.1 Morse decompositions
Consider a continuous flow φ : R ×X → X, (t, x) 7→ φt(x), on a compact metric space (X, d). A compact set
K ⊂ X is called isolated invariant if it is invariant, i.e., φt(K) ⊂ K for all t ∈ R, and if there is a neighborhood
N of K such that the implication
φt(x) ∈ N for all t ∈ R ⇒ x ∈ K
holds. A Morse decomposition of φ is a finite collection {M1, . . . ,Mn} of nonempty pairwise disjoint isolated
invariant compact sets satisfying:
(a) For all x ∈ X, the α- and ω-limit sets α(x) and ω(x), respectively, are contained in ⋃ni=1Mi.
(b) Suppose there are Mj0 , . . . ,Mjl and x1, . . . , xl ∈ X\
⋃n
i=1Mi with
α(xi) ∈Mji−1 and ω(xi) ∈Mji
for i = 1, . . . , l. Then Mj0 6=Mjl .
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The elements of a Morse decomposition are called Morse sets. We say that a compact invariant set A is an
attractor if it admits a neighborhood N such that ω(N) = A. A repeller is a compact invariant set R which
has a neighborhood N∗ with α(N∗) = R. A Morse decomposition is finer than another one if every element of
the second one contains one of the first.
Morse decompositions are related to the chain recurrent set of the flow. Recall that an (ε, T )-chain from x ∈ X
to y ∈ X is given by an integer n ≥ 1, n+ 1 points x = x0, x1, . . . , xn = y ∈ X, and n times T0, . . . , Tn−1 ≥ T
such that d(φTi(xi), xi+1) < ε for i = 0, 1, . . . , n − 1. A subset Y ⊂ X is chain transitive if for all x, y ∈ Y
and ε, T > 0 there is an (ε, T )-chain from x to y. A point x ∈ X is chain recurrent if for all ε, T > 0 there is
an (ε, T )-chain from x back to x. The chain recurrent set R = R(φ) is the set of all chain recurrent points.
Then the connected components of R coincide with the maximal chain transitive subsets, which are also called
the chain recurrent components of φ. A finest Morse decomposition for φ exists iff there are only finitely many
chain recurrent components. In this case, the Morse sets are the chain recurrent components.
2.2 Control-affine systems
A control-affine system is a family of ordinary differential equations of the form
x˙(t) = f0(x(t)) +
m∑
i=1
ui(t)fi(x(t)), u ∈ U , (1)
where f0, f1, . . . , fm are C1-vector fields on a smooth manifold M , the state space of the system. The set U of
admissible control functions is given by
U = {u : R→ Rm : u is measurable with u(t) ∈ U a.e.} ,
where U ⊂ Rm is a compact and convex set with 0 ∈ intU . For each u ∈ U and x ∈ M the corresponding
(Carathe´odory) differential equation (1) has a unique solution ϕ(t, x, u) with initial value x = ϕ(0, x, u). The
systems considered in this paper all have globally defined solutions, which give rise to a map
ϕ : R×M × U →M, (t, x, u) 7→ ϕ(t, x, u),
called the transition map of the system. We also write ϕt,u : M → M , x 7→ ϕ(t, x, u). If the vector fields
f0, f1, . . . , fm are of class Ck, then ϕ is of class Ck with respect to the state variable and the corresponding
partial derivatives of order 1 up to k depend continuously on (t, x, u) ∈ R×M × U (see [20, Thm. 1.1]).
The transition map ϕ is a cocycle over the shift flow
θ : R× U → U , (t, u) 7→ θtu = u(·+ t),
i.e., it satisfies ϕ(t + s, x, u) = ϕ(s, ϕ(t, x, u), θtu) for all t, s ∈ R, x ∈ M , u ∈ U . Together with the shift flow,
ϕ constitutes a continuous skew-product flow
φ : R× U ×M → U ×M, (t, u, x) 7→ (θtu, ϕ(t, x, u)),
where U is endowed with the weak∗-topology of L∞(R,Rm) = L1(R,Rm)∗, which gives U the structure of a
compact metrizable space. The flow φ is called the control flow of the system (cf. [8, 20]). The base flow θ is
chain transitive.
In the following, we fix a metric d on M . We call a set E ⊂ M all-time controlled invariant if for each x ∈ E
there exists u ∈ U with ϕ(R, x, u) ⊂ E. The all-time lift E of E is defined by
E := {(u, x) ∈ U ×M : ϕ(R, x, u) ⊂ E} ,
which is easily seen to be φ-invariant. For points x, y ∈M and numbers ε, τ > 0, a controlled (ε, τ)-chain from
x to y is given by an integer n ≥ 1, points x0, . . . , xn ∈M , controls u0, . . . , un−1 ∈ U , and times t0, . . . , tn−1 ≥ τ
such that x0 = x, xn = y, and d(ϕ(ti, xi, ui), xi+1) < ε for i = 0, . . . , n − 1. A set E ⊂ M is called a chain
control set if it is maximal with the following properties:
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(A) E is all-time controlled invariant
(B) For all x, y ∈ E and ε, τ > 0 there exists a controlled (ε, τ)-chain from x to y in M .
Every chain control set is closed. The all-time lift E of a chain control set E is a maximal φ-invariant chain
transitive set of the control flow φ. Conversely, if E ⊂ U ×M is a maximal φ-invariant chain transitive set, then
the projection E = {x ∈M : ∃u ∈ U with (u, x) ∈ E} of E to M is a chain control set (cf. [8, Thm. 4.1.4]).
Now we give the definition of a partially hyperbolic all-time controlled invariant set, for which we need to equip
M with a Riemannian metric.
2.1 Definition: Let E ⊂ M be a compact all-time controlled invariant set with all-time lift E . We call E
partially hyperbolic if there exists a decomposition
TxM = E
−(u, x)⊕ E0(u, x)⊕ E+(u, x), ∀(u, x) ∈ E
into linear subspaces with dimE−(u, x)+dimE+(u, x) ≥ 1 for all (u, x) ∈ E , satisfying the following conditions:
(i) The subspaces Ei(u, x), i = −, 0,+, depend continuously on (u, x).
(ii) The subspaces Ei(u, x), i = −, 0,+, define invariant subbundles in the sense that
(dϕt,u)xE
i(u, x) = Ei(φt(u, x)), ∀(u, x) ∈ E , t ∈ R.
(iii) There exist constants c > 0, λ < 0 < µ and λ < λ′ ≤ µ′ < µ such that for all t ≥ 0 and (u, x) ∈ E we have
|(dϕt,u)xv| ≤ ceλt|v| for all v ∈ E−(u, x),
c−1eλ
′t|v| ≤ |(dϕt,u)xv| ≤ ceµ′t|v| for all v ∈ E0(u, x),
c−1eµt|v| ≤ |(dϕt,u)xv| for all v ∈ E+(u, x).
It is not hard to see that this definition is independent of the Riemannian metric imposed on M due to the
compactness of E. The assumption that dimE− + dimE+ ≥ 1 excludes trivial cases. If dimE0(u, x) = 0 for
all (u, x) ∈ E , we also call E uniformly hyperbolic (without center bundle). If E is connected, which holds, e.g.,
if E is a chain control set, it easily follows that the dimensions of the subspaces Ei(u, x) are constant on E .
3 Invariant control systems
3.1 Semisimple theory
Standard references for the theory of semisimple Lie groups and their flag manifolds are Duistermat-Kolk-
Varadarajan [14], Helgason [17], Knapp [22] and Warner [27]. In the following, we only provide a brief review
of the concepts used in this paper, see also [11].
Let G be a connected semisimple non-compact Lie group G with finite center and Lie algebra g. We choose
a Cartan involution ζ : g → g and denote by Bζ(X,Y ) = −C(X, ζ(Y )) the associated inner product, where
C(X,Y ) = tr(ad(X) ad(Y )) is the Cartan-Killing form. If k and s stand, respectively, for the eigenspaces of ζ
associated with −1 and 1, the Cartan decompositions of g and G are given, respectively, by
g = k⊕ s and G = KS, where K = exp k and S = exp s.
Fix a maximal abelian subspace a ⊂ s and denote by Π the set of roots for this choice. If n+ := ∑α∈Π+ gα,
where Π+ is the set of positive roots and
gα = {X ∈ g : ad(H)X = α(H)X, ∀H ∈ a}
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is the root space associated with α ∈ Π, the Iwasawa decompositions of g and G are given, respectively, by
g = k⊕ a⊕ n+ and G = KAN+, where N+ = exp n+ and A = exp a.
The Weyl group W is the group generated by the orthogonal reflections at the hyperplanes kerα, where α ∈ Σ
and Σ denotes the set of simple roots. Alternatively, W = M∗/M , where M∗ and M are the normalizer and
the centralizer of a in K, respectively. The principal involution w0 ∈ W is the only element in W that satisfies
w0Π
+ = −Π−, where (wα)(H) := α(w−1H).
Let a+ ⊂ a be the positive Weyl chamber associated with the above choices and consider H ∈ cl a+. The
eigenspaces of ad(H) in g are given by gα, α ∈ Π. The centralizer of H in g is given by
n0H :=
∑
α∈Π: α(H)=0
gα
and the centralizer in k by kH := k ∩ n0H .1 They are, respectively, the Lie algebra of the centralizer of H in G,
ZH := {g ∈ G : Ad(g)H = H}, and in K, KH = K ∩ ZH . The positive and negative nilpotent subalgebras of
type H are given by
n+H :=
∑
α∈Π: α(H)>0
gα and n
−
H :=
∑
α∈Π: α(H)<0
gα.
The subgroup N±H = exp(n
±
H) is a normal subgroup of N
± satisfying N± = N±HN
±(H), where N±(H) =
exp(n±(H)) is given by
n±(H) :=
∑
α∈Π±: α(H)=0
gα.
The parabolic subalgebra of type H is given by
pH :=
∑
α∈Π: α(H)≥0
gα.
Its associated subgroup PH is the normalizer of pH in G. The flag manifold of type H is given by the orbit
FH := Ad(G)pH or, equivalently, by the homogeneous space G/PH .
The natural action of G on FH is given by (g, x) 7→ g · x := Ad(g)pH . For a fixed element g ∈ G, the derivative
of the diffeomorphism x 7→ g · x on FH is denoted by
(d[g])x : TxFH → Tg·xFH .
Alternatively, we can associate the above subalgebras and subgroups to any subset Θ ⊂ Σ by considering
H ∈ cl a+ such that Θ = Θ(H) := {α ∈ Σ : α(H) = 0}. When this is the case, we will use Θ instead of H as
the subscript. Moreover, we will denote by 〈Θ〉 the set of roots in Π generated by linear combinations of the
elements in Θ.
An element of g of the form Y = Ad(g)H with g ∈ G and H ∈ cl a+ is called a split element. The flow exp(tH),
induced by a split element H ∈ cl a+ on FΘ, is given by (t,Ad(g)pΘ) 7→ Ad(etHg)pΘ. The associated vector
field can be shown to be a gradient vector field with respect to an appropriate Riemannian metric on FΘ. The
connected components of the fixed point set of this flow are given by
fixΘ(H,w) = ZH · wbΘ = KH · wbΘ, w ∈ W.
The sets fixΘ(H,w) are in bijection with the double coset space WΘ(H)\W/WΘ, where WΘ(H) and WΘ are,
respectively, the group generated by the reflections at kerα for α ∈ Θ(H) and α ∈ Θ. Each component
fixΘ(H,w) is a compact connected submanifold of FΘ. Define the negative parabolic subalgebra of type H by
p−H :=
∑
α∈Π: α(H)≤0
gα
1Usually, the notation zH is used for the centralizer of H. However, the notation n
0
H will be more convenient for our purposes.
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and the negative parabolic subgroup P−H as the normalizer of p
−
H .
Each connected component of the fixed point set has a stable manifold given by
stΘ(H,w) = N
−
H · fixΘ(H,w) = P−H · wbΘ
whose union gives the Bruhat decomposition of FΘ:
FΘ =
⋃˙
w∈WΘ(H)\W/WΘ
stΘ(H,w).
In the general case, when Y = Ad(g)H for g ∈ G and H ∈ cl a+, we have
fixΘ(Y,w) = g · fixΘ(H,w) and stΘ(Y,w) = g · stΘ(H,w), w ∈ W.
Moreover, PY := gPHg
−1, P−Y := gP
−
H g
−1, N±Y := gN
±
Hg
−1 and ZY := gZHg−1.
The next lemma relates the fixed point components to the stable manifolds.
3.1 Lemma: If H1, H2 ∈ cl(a+) satisfy Θ1 ⊂ Θ2, where Θi = Θ(Hi), i = 1, 2, then
fixΘ(H2, w) ⊂
⋃
s∈WΘ2
stΘ(H1, sw).
Proof: It suffices to show that
fixΘ(H2, w) ∩ stΘ(H1, w′) 6= ∅ ⇒ w′ ∈ WΘ2wWΘ. (2)
Indeed, if this holds, then
fixΘ(H2, w) = fixΘ(H2, w) ∩
⋃˙
w′∈WΘ1\W/WΘ
stΘ(H1, w
′) =
⋃˙
w′∈WΘ1\W/WΘ
[fixΘ(H2, w) ∩ stΘ(H1, w′)]
⊂
⋃
s∈WΘ2
⋃˙
w′∈WΘ1\W/WΘ
[fixΘ(H2, w) ∩ stΘ(H1, sw′)] ⊂
⋃
s∈WΘ2
[fixΘ(H2, w) ∩ stΘ(H1, sw)] ⊂
⋃
s∈WΘ2
stΘ(H1, sw).
To show (2), let x ∈ fixΘ(H2, w)∩stΘ(H1, w′) for some w′ ∈ W. Since fixΘ(H2, w) is invariant under the actions
of elements of A (using that A ⊂ ZH2), we have enH1 · x ∈ fixΘ(H2, w) for all n. On the other hand, since
x ∈ stΘ(H1, w′), we can write x = g · z with g ∈ N−Θ1 and z ∈ fixΘ(H1, w′). Using that z is an equilibrium of
the flow (etH1)t∈R, this implies
lim
n→∞ e
nH1 · x = lim
n→∞ e
nH1g · z = lim
n→∞ e
nH1ge−nH1 · z = z,
since g ∈ N−Θ1 implies enH1ge−nH1 → 1. (Write g = exp(X) with X ∈ n−Θ. Then enHge−nH = (CenH ◦exp)(X) =
(exp ◦Ad(enH))(X) = (exp ◦en ad(H))(X). By definition of n−Θ, we can assume that X ∈ gα for some α ∈ Π with
α(H) < 0. This implies en ad(H)X =
∑∞
k=0
1
k! (nα(H))
kX = enα(H)X → 0, implying enHge−nH → 1.) Now
z ∈ fixΘ(H1, w′) ⊂ fixΘ(H2, w′), implying z ∈ fixΘ(H2, w) ∩ fixΘ(H2, w′), and thus fixΘ(H2, w) = fixΘ(H2, w′).
This concludes the proof, because it implies w′ ∈ WΘ2wWΘ and hence proves the claim (2). 
Finally, we briefly describe the construction of a K-invariant Riemannian metric on FΘ. For any x ∈ FΘ let us
consider the linear map
pix : g→ TxFΘ, X 7→ X(x) := d
dt |t=0
etX · x.
The isotropy subalgebra at x is gx := kerpix. For any g ∈ G we have
(d[g])x ◦ pix = pigx ◦Ad(g),
and therefore Ad(g)gx = ggx. If g
⊥
x stands for the orthogonal complement of gx with respect to the K-invariant
inner product Bζ , the K-invariance of Bζ implies Ad(g)g
⊥
x = g
⊥
gx for any g ∈ K. Moreover, it is straightforward
6
to see that pix restricted to g
⊥
x is a linear isomorphism between g
⊥
x and TxFΘ and so we can consider in TxFΘ
the inner product
〈X(x), Y (x)〉x := Bζ(X,Y ), ∀X,Y ∈ g⊥x .
We have the following result (see [25, Prop. 3.1]).
3.2 Proposition: The inner product 〈·, ·〉x defines a K-invariant Riemannian metric on FΘ such that the
restriction of the map pix to g
⊥
x is an isometry. Furthermore, for any X ∈ g we have |pix(X)| ≤ |X| with equality
iff X ∈ g⊥x .
For any x ∈ FΘ, let us denote by Px the orthogonal projection onto g⊥x in g. By the above proposition it is easy
to see that
|X(x)| = |Px(X)| = inf
Y ∈gx
|X − Y |.
3.3 Lemma: Let Y ∈ g be a split-regular element and denote by U an eigenspace of ad(Y ). For any x ∈
fixΘ(Y,w), the spaces gx and g
⊥
x are ad(Y )-invariant. Moreover, if U ∩ g⊥x 6= ∅ for some x ∈ fixΘ(Y,w), then
U ∩ g⊥x 6= ∅ for all x ∈ fixΘ(Y,w).
Proof: In fact, since ad(Y ) is self-adjoint, to prove the first statement it is enough to show that ad(Y )gx ⊂ gx.
For any X ∈ gx, we have ad(Y )X ∈ gx iff Ad
(
etY
)
X = et ad(Y )X ∈ gx for all t ∈ R. To show the last equation,
for a fixed t ∈ R, let
γ(s) := exp
(
sAd(etY )X
) · x, γ : R→ FΘ.
Since x ∈ fixΘ(Y,w), this point is an equilibrium of the flow (etY )t∈R, and hence
γ˙(0) =
d
ds |s=0
etY esXe−tY · x = d
ds |s=0
etY esX · x = (d[etY ])xX(x) = 0,
because X(x) = 0. Hence, Ad(etY )X ∈ gx, proving that gx is ad(Y )-invariant.
For the second statement, let x, x′ ∈ fixΘ(Y,w). By the definition of fixΘ(Y,w), there exists l ∈ KY with
x′ = l · x. Using that ad(Y ) commutes with Ad(g) for all g ∈ ZY , we find that
U ∩ g⊥x′ = U ∩Ad(l)g⊥x = Ad(l)(U ∩ g⊥x ). (3)
Here we use that Ad(l)U = U , which is shown as follows. Take X ∈ U and let ad(Y )X = λX. Then
ad(Y ) Ad(l)X = Ad(l) ad(Ad(l−1)Y )X = Ad(l) ad(Y )X = λAd(l)X,
implying Ad(l)X ∈ U . The second statement of the lemma follows immediately from (3). 
3.2 Flows on flag bundles and a-Lyapunov exponents
Let pi : Q→ X be a G-principal bundle over the compact metric space X with a semisimple Lie group G. Then
G acts continuously from the right on Q, this action preserves the fibers, and is free and transitive on each fiber.
In particular, this implies that each fiber is homeomorphic to G. An automorphism of Q is a homeomorphism
φ : Q→ Q which maps fibers to fibers and respects the right action of G in the sense that φ(q ·g) = φ(q) ·g. For
each set Θ ⊂ Σ of simple roots there is a flag bundle EΘ = Q×G FΘ with typical fiber FΘ given by (Q×FΘ)/∼,
where (q1, b1) ∼ (q2, b2) iff there exists g ∈ G with q1 = q2 · g and b1 = g−1 · b2. We write E for the maximal
flag bundle Q×G F.
Now let φn : Q → Q, n ∈ Z, be a (discrete-time) flow of automorphisms whose base flow on X is chain
transitive. This flow induces a flow on each of the associated flag bundles EΘ, which we also denote by φn. The
flow φn : EΘ → EΘ has finitely many chain recurrent components and thus a finest Morse decomposition. The
Morse sets can be described as follows.
3.4 Theorem: (cf. [5, Thm. 9.11], [26, Thm. 5.2])
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(i) There exist Hφ ∈ cl a+ and a continuous φ-invariant map
hφ : Q→ Ad(G)Hφ, hφ(φn(q)) ≡ hφ(q),
into the adjoint orbit of Hφ, which is equivariant, i.e., hφ(q · g) = Ad(g−1)hφ(q), q ∈ Q, g ∈ G. The
induced flow on EΘ admits a finest Morse decomposition whose elements are given fiberwise by
MΘ(w)pi(q) = q · fixΘ(hφ(q), w), w ∈ W.
The set Θ(φ) := Θ(Hφ) = {α ∈ Σ : α(Hφ) = 0} is called the flag type of the flow φ.
(ii) The induced flow on EΘ admits only one attractor componentM+Θ =MΘ(1) and one repeller component
M−Θ =MΘ(w0). Moreover, the attractor componentM+Θ(φ) is given as the image of a continuous section
σφ : X → EΘ(φ), i.e., (
M+Θ(φ)
)
x
= σφ(x) for all x ∈ X.
For the Morse sets on the maximal flag bundle E we also write M(w). Alternatively, the Morse sets can be
described via a block reduction of φ.
3.5 Proposition: ([26, Prop. 5.4]) The set Qφ = h
−1
φ (Hφ) is a φ-invariant subbundle of Q with structural
group Zφ := ZHφ , called a block reduction of φ. There exists a Kφ-reduction Rφ ⊂ Qφ, i.e., a subbundle with
structural group Kφ = Zφ ∩K, and
MΘ(w) = {q · wbΘ : q ∈ Qφ} = {r · wbΘ : r ∈ Rφ} .
In the following, we recall some results from [1, 2].
Fix a Cartan and an Iwasawa decomposition G = KS and G = KAN+, respectively. There exists a K-
reduction R ⊂ Q, i.e., a subbundle with structural group K. Cartan and Iwasawa decompositions of Q are
given, respectively, by Q = R · S and Q = R · AN+, and we can write each q ∈ Q in a unique way as q = r′ · s
and q = r · hn with r, r′ ∈ R, h ∈ A and n ∈ N+. We denote by R : Q → R, S : Q → S and A : Q → A the
corresponding (continuous) projections from Q to R, S and A, respectively. The exponential map of G maps a
bijectively onto A. Writing log for the inverse of exp|a, we define a(q) := log A(q), a : Q→ a. Then also
φRn : R→ R, φRn (r) = R(φn(r)),
is a flow, and a continuous additive cocycle over φRn is given by
aφ : Z×R→ a, aφ(n, r) := a(φn(r)).
In the following, by abuse of notation, we only write a for aφ. Then a induces a cocycle over the flow on the
maximal flag bundle E = Q×G F = R×K F by a(n, ξ) := a(n, r), ξ = r · b0. The a-Lyapunov exponent of φn in
the direction of ξ ∈ E is defined by
λ(ξ) := lim
n→+∞
1
n
a(n, ξ) ∈ a, ξ ∈ E,
when the limit exists. By the polar decomposition G = K cl(A+)K, we obtain the map A+ : Q → clA+,
defined by S(q) = kA+(q)k−1 with k ∈ K. We define the polar exponent by
λ+(r) := lim
n→+∞
1
n
log A+(φn(ξ)) ∈ cl a+, r ∈ R,
when the limit exists. It turns out that λ+(r) is constant along the fibers and so we only write λ+(x), x ∈ X,
and denote by Xreg the set of points for which this limit exists, called the set of regular points. The next result
from [1] (see also [2]) assures the existence of the above limits.
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3.6 Theorem: Let ν be an invariant Borel probability measure on X. Then the polar exponent λ+(x) exists
for all x in a set Ω ⊂ X of full measure, invariant under the base flow on X. Put EΩ := pi−1E (Ω), where
piE : E→ X is the projection. Then
(i) λ(ξ) exists for every ξ ∈ EΩ and the map λ : EΩ → a assume values in the finite set {wλ+(x) : w ∈ W},
x = piE(ξ);
(ii) The map D : RΩ := pi
−1(Ω) ∩R→ s given by
D(r) := lim
n→+∞
1
n
log S(r),
satisfies:
• D is equivariant, that is D(r · k) = Ad(k−1)D(r) for any k ∈ K;
• D(r) = Ad(ur)λ+(pi(r)) for some ur ∈ K;
• λ(ξ) = w−1λ+(pi(ξ)) for any ξ ∈ r · st(D(r), w).
If ν is ergodic, then λ+(x) =: λ+(ν) is constant on Ω.
For any w ∈ W and x ∈ X, we write st(x,w) := r · st(D(r), w), where r ∈ RΩ is an arbitrary element of the
fiber over x ∈ Ω, and put
stν(w) :=
⋃
x∈Ω
st(x,w).
Each such set is invariant, measurable and given by
stν(w) = {ξ ∈ EΩ : λ(ξ) = w−1λ+(piE(ξ))}.
Each Morse componentM(w) of the induced flow on E has a Morse spectrum ΛMo(M(w),a) which is a compact
convex subset of a that coincides with the convex hull of
ΛLy(M(w),a) = {λ(ξ) : ξ ∈M(w), λ(ξ) exists}.
The spectrum of the attractor Morse component ΛMo(M+,a) is the only Morse spectrum meeting cl a+ and we
have the following result.
3.7 Proposition: (i) ΛMo(M+,a) is invariant under WΘ(φ) and
ΛLy(M+,a) =
⋃
x∈Xreg
WΘ(φ)λ+(x);
(ii) α(λ) > 0 if α ∈ Π+ \ 〈Θ(φ)〉 and λ ∈ ΛMo(M+,a).
Moreover, from [2, Prop. 6.4] we know that
fixΘ(D(r), w) ⊂ fixΘ(hφ(r), w) for any r ∈ RΩ and w ∈ W. (4)
From now on we will use the notation
stνΘ(w) := piΘ(st
ν(w)), Λ+Ly := ΛLy(M+,a), Λ+Mo := ΛMo(M+,a).
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3.3 Invariant systems on flag manifolds
An invariant control system on G is a control-affine system
x˙(t) = X0(x(t)) +
m∑
i=1
ui(t)Xi(x(t)), u ∈ U , (5)
where the Xi are right-invariant vector fields. We write (t, g, u) 7→ ϕ(t, g, u) for the transition map of this
system and note that by right-invariance we have
ϕ(t, gh, u) = ϕ(t, g, u)h for all g, h ∈ G, t ∈ R, u ∈ U .
Since U × G → U is a (trivial) principal bundle, we can apply the theory of the preceding subsection to the
control flow of (5) to characterize the Morse components of the control flow of the induced system
ΣΘ : x˙(t) = f0(x(t)) +
m∑
i=1
ui(t)fi(x(t)), u ∈ U , (6)
on the flag manifold FΘ, where for i = 0, . . . ,m we have fi(piΘ(g)) = (dpiΘ)gXi(g) with the canonical projection
piΘ : G→ FΘ. For simplicity, we also write ϕ for the transition map of the system on FΘ. It will become clear
from the context which transition map is considered.
By the theory outlined in the preceding subsection, the chain control sets on FΘ are given by
EΘ(w) = pi
Θ
2 (MΘ(w)) =
⋃
u∈U
fixΘ(h(u), w), w ∈ W,
where piΘ2 is the projection onto the second component of U × FΘ and h(u) := hφ(u, 1) (see [11]). Moreover, for
any (u, x) ∈MΘ(w) we have a decomposition
TxFΘ = E−Θ,w(u, x)⊕ E0Θ,w(u, x)⊕ E+Θ,w(u, x),
where E iΘ,w(u, x) := nih(u) · x and
1. (dϕt,u)xE iΘ,w(u, x) = E iΘ,w(φt(u, x)) for all t ∈ R;
2. There exist C, ζ > 0 such that for all t ≥ 0,
|(dϕt,u)xV | ≤ Ce−ζt|V | for any V ∈ E−Θ,w(u, x),
|(dϕt,u)xV | ≥ C−1eζt|V | for any V ∈ E+Θ,w(u, x).
(7)
Our aim is to relate the a-Lyapunov exponents to the usual Lyapunov exponents of the system (6) and use this
relation to study the asymptotic behavior on the center bundle E0Θ,w. Let us now fix an invariant probability
measure ν on the Borelians of U and let Ω be the θ-invariant set in U of full measure given by Theorem 3.6.
For any u ∈ Ω let us consider D(u) := D(u, 1). By the equivariance of D we have D(u, k) = Ad(k−1)D(u), and
therefore
stνΘ(w) =
⋃
u∈Ω
(u, k) · stΘ(D(u, k), w) =
⋃
u∈Ω
(u, 1) · stΘ(D(u), w) =
⋃
u∈Ω
{u} × stΘ(D(u), w).
Let us consider
MνΘ(w) :=
⋃
u∈Ω
{u} × fixΘ(h(u), w).
3.8 Proposition: For any u ∈ Ω there exists k ∈ K such that h(u) = Ad(k)Hφ and D(u) = Ad(k)λ+(u).
Moreover, for any θ1-invariant measure ν on U it holds that
MνΘ(w) ⊂
⋃
s∈WΘ(φ)
stνΘ(sw).
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Proof: Let v1, v2 ∈ K such that Ad(v1)Hφ = h(u) (see Theorem 3.4) and Ad(v2)λ+(u) = D(u) (see Theorem
3.6). Since fix(D(u), 1) ⊂ fix(h(u), 1), by (4) we have v1Kλ+(u) · b0 ⊂ v2KHφ · b0 and thus v1 · b0 = v2 · lb0 for
some l ∈ KHφ . Therefore, v−11 v2l ∈ P ∩K = M implying that v1 = v2lm for some m ∈M . Since lm ∈ KΘ(φ),
by considering v = v1(lm)
−1 we obtain
Ad(v)λ+(u) = Ad(v2)λ
+(u) = D(u) and Ad(v)Hφ = Ad(v1(lm)
−1)Hφ = Ad(v1)Hφ = h(u).
Therefore,
fixΘ(h(u), w) = v · fixΘ(Hφ, w) and stΘ(D(u), w) = v · stΘ(λ+(u), w)
and since Θ(λ+(u)) ⊂ Θ(φ) (following from Proposition 3.7(ii)), Lemma 3.1 implies
fixΘ(Hφ, w) ⊂
⋃
s∈WΘ(φ)
stΘ(λ
+(u), sw) and so fixΘ(h(u), w) ⊂
⋃
s∈WΘ(φ)
stΘ(D(u), sw).
Hence,
MνΘ(w) =
⋃
u∈Ω
{u} × fixΘ(h(u), w) ⊂
⋃
u∈Ω
⋃
s∈WΘ(φ)
{u} × stΘ(D(u), sw) =
⋃
s∈WΘ(φ)
stνΘ(sw),
as stated. 
We also have the following result.
3.9 Lemma: Let u ∈ Ω and x ∈ fixΘ(h(u), w)∩ stΘ(D(u), sw) with s ∈ WΘ(φ). Then the following statements
hold:
(i) There exist g ∈ Zh(u) ∩N−D(u) and z ∈ fixΘ(D(u), sw) such that x = g · z;
(ii) For any V ∈ E iΘ,w(u, x) there is X ∈ nih(u) ∩ g⊥z such that V = (d[g])zX(z), where i = +, 0,−.
Proof: (i) Consider h ∈ N−D(u) and z ∈ fixΘ(D(u), sw) such that x = h · z. Recall that Θ(λ+(u)) ⊂ Θ(φ),
D(u) = Ad(k)λ+(u) and h(u) = Ad(k)Hφ for some k ∈ K. We claim that we can write
h = ag with a ∈ N−h(u) and g ∈ N(h(u)) ∩N−D(u) ⊂ Zh(u) ∩N−D(u).
Since Nh(u) = kNHφk
−1, ND(u) = kNλ+(u)k−1 and Zh(u) = kZHφk
−1, it suffices to prove that if x ∈
fixΘ(Hφ, w) ∩ stΘ(λ+(u), sw) and we write x = h · z with h ∈ N−λ+(u) and z ∈ fixΘ(λ+(u), sw), then
h = ag with a ∈ N−Hφ and g ∈ N(Hφ) ∩N−λ+(u) ⊂ ZHφ ∩N−λ+(u).
This is proved as follows: For any H ∈ cl a+ we have N− = N−HN−(H). Hence, h = ag with a ∈ N−Hφ and
g ∈ N−(Hφ). Moreover, g = a−1h ∈ N−HφN−λ+(u) ⊂ N−λ+(u), since Θ(λ+(u)) ⊂ Θ(φ).
The fact that g ∈ Zh(u) implies eth(u)g = geth(u) for all t ∈ R. Also, since fixΘ(D(u), sw) ⊂ fixΘ(h(u), sw) =
fixΘ(h(u), w), we have e
th(u) · z = z and eth(u) · x = x for all t ∈ R. Therefore,
x = eth(u) · x = eth(u)h · z = (eth(u)ae−th(u))g · z → g · z as t→∞,
since eh(u)ae−th(u) → 1. This proves the first item.
(ii) Since E iΘ,w(u, x) = nih(u) · x, we can write V = Y (x) for Y ∈ nih(u) such that |V | = |Y |. By item (i) we have
V = (d[g])z(Ad(g
−1)Y )(z), where g ∈ Zh(u) ∩ N−D(u) and z ∈ fixΘ(D(u), sw). Moreover, since g = g⊥z ⊕ gz,
we can write Ad(g−1)Y = X + Z with X ∈ g⊥z and Z ∈ gz, and therefore (Ad(g−1)Y )(z) = X(z) implying
V = (d[g])zX(z). It only remains to show that X ∈ nih(u). Since g ∈ Zh(u) ∩N−D(u), we have
Ad(g−1)Y ∈ Ad(g−1)nih(u) = nih(u) =⇒ X + Z ∈ nih(u).
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On the other hand, there exists k ∈ K such that z = k · wbΘ and h(u) = Ad(k)Hφ, implying
nih(u) ∩ (g⊥z ⊕ gz) = Ad(k)
(
niHφ ∩ (wn−Θ ⊕ wpΘ)
)
= Ad(k)
(
(niHφ ∩ wn−Θ)⊕ (niHφ ∩ wpΘ)
)
= (nih(u) ∩ g⊥z )⊕ (nih(u) ∩ gz)
and consequently that X,Z ∈ nih(u), as desired. To show the identity
niHφ =
(
niHφ ∩ (wn−Θ ⊕ wpΘ)
)
=
(
(niHφ ∩ wn−Θ)⊕ (niHφ ∩ wpΘ)
)
, (8)
observe that if Hw := wHΘ, then ad(Hw) and ad(HΘ) commute, since a is abelian. Hence, ad(Hw)n
i
Hφ
⊂ niHφ ,
since niHφ is a sum of eigenspaces. Now we decompose n
i
Hφ
into the sum of eigenspaces of ad(Hw)|niHφ
associated
with negative eigenvalues and the corresponding sum associated with nonnegative eigenvalues, niHφ = V
−
i ⊕V 0+i .
Since wn−Θ and wpΘ are the sums of eigenspaces associated with negative and nonnegative eigenvalues in g, we
have V −i ⊂ niHφ ∩ wn−Θ and V 0+i ⊂ niHφ ∩ wpΘ, implying(
(niHφ ∩ wn−Θ)⊕ (niHφ ∩ wpΘ)
)
⊃ V −i ⊕ V 0+i = niHφ .
The other inclusion is trivial, hence (8) is proved. 
3.10 Remark: Let us notice that X ∈ g⊥z implies |X(z)| = |X| by Proposition 3.2, and hence
‖(d[g])z‖−1|V | ≤ |X| ≤ ‖(d[g])−1z ‖|V |. (9)
4 Lyapunov exponents
In this section, we show that for the points in stνΘ(w) one can recover the Lyapunov exponents of the control
system ΣΘ from the a-Lyapunov exponents, where w ∈ W and ν is any θ1-invariant probability measure on the
Borelians of U . For the understanding of this section, we advise the reader to take a look at Subsection A.3 of
the appendix first.
4.1 Regular Lyapunov exponents
Let ν be a θ1-invariant probability measure on the Borelians B of U and consider the θ1-invariant set Ω of
full measure so that Theorem 3.6 holds. Let us consider the metric dynamical system (U ,B, ν, (θn)n∈Z). If
A : U → Gl(g) is the random map given by A(u) := Ad(ϕ1,u(e)), then the linear cocycle ψ(n, u) generated by
A satisfies
ψ(n, u) = Ad(ϕn,u(e)) ∀n ∈ Z.
Moreover, since u 7→ Ad(ϕ1,u(e)) is continuous and U is compact, we have log+ ‖A‖, log+ ‖A−1‖ ∈ L1(U , ν,B),
and hence there is a subset Ω′ ⊂ Ω of full measure such that Theorem A.3 holds. In particular, by Lemma A.1
it holds that Ψ(u) = Ad(eD(u)), where
Ψ(u) = lim
n→+∞(ψ(n, u)
∗ψ(n, u))1/2n.
Also, since D(u) = Ad(k)λ+(u) for some k ∈ K and λ+(u) ∈ cl a+, the eigenvalues of ad(D(u)) coincide with
the eigenvalues of ad(λ+(u)) which are given by α(λ+(u)), α ∈ Π. Let us denote by λ1(u) > . . . > λp(u)(u) the
distinct ones. The eigenspace of ad(λ+(u)) associated to λi(u) is then given by
U+i (u) =
⊕
α∈Π: α(λ+(u))=λi(u)
gα (10)
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and consequently Ui(u) = Ad(k)Ui(u)
+ is the corresponding eigenspace of ad(D(u)). Also, the filtration
Vp(u)(u) ⊂ · · · ⊂ V1(u) = g given by Theorem A.3 satisfies
Vi(u) = Ad(k)V
+
i (u), where V
+
i (u) = U
+
p(u)(u)⊕ · · · ⊕ U+i (u).
The next proposition shows that the filtration {Vi(u)}p(u)i=1 is invariant under the action of P−D(u).
4.1 Proposition: For any u ∈ Ω, i ∈ {1, . . . , p(u)} and g ∈ P−D(u), the following statements hold:
(i) Ad(g)Vi(u) = Vi(u);
(ii) limn→+∞ 1n log |Ad(ϕn,u(g))X| = λi(u) ⇐⇒ X ∈ Vi(u) \ Vi+1(u);
(iii) limn→+∞ 1n log ‖Ad(ϕn,u(g))|Vi(u)‖ = λi(u).
Proof: (i) Since P−D(u) = kP
−
λ+(u)k
−1, where k ∈ K satisfies D(u) = Ad(k)λ+(u), it suffices to show that
Ad(g)V +i (u) = V
+
i (u) for any g ∈ P−λ+(u). Moreover, since P−λ+(u) = N−λ+(u)Zλ+(u) and Ad(g)λ+(u) = λ+(u) for
any g ∈ Zλ+(u), our work is reduced to showing the result for g ∈ Nλ+(u), observing that Ad(g)λ+(u) = λ+(u)
implies Ad(g)U+j (u) = U
+
j (u) for any j ∈ {1, . . . , p(u)}. By (10) we have
V +i (u) =
p(u)⊕
j=i
U+i (u) =
⊕
α∈Π
α(λ+(u))≤λi(u)
gα.
Moreover, for any β ∈ Π− \〈Θ(λ+(u))〉 we have β(λ+(u)) < 0 and so (α+β)(λ+(u)) < α(λ+(u)) for any α ∈ Π.
Since [gα, gβ ] ⊂ gα+β if α+ β ∈ Π, and [gα, gβ ] = 0 otherwise, we obtain
[n−λ+(u), V
+
i (u)] ⊂
p⊕
j=i+1
U+j (u) =⇒ Ad(g)V +i (u) ⊂ V +i (u),
implying Ad(g)V +i (u) = V
+
i (u), using that Ad(g) is an isomorphism.
(ii) Using right-invariance, by the previous discussion we have
lim
n→+∞
1
n
log |Ad(ϕn,u(g))X| = λi ⇐⇒ Ad(g)X ∈ Vi(u) \ Vi+1(u)
which by the invariance in item (i) is equivalent to X ∈ Vi(u) \ Vi+1(u).
(iii) By the P−D(u)-invariance of Vi(u), it is enough to show that
lim
n→+∞
1
n
log ‖Ad(ϕn,u(e))|Vi(u)‖ = λi(u).
Moreover, since
lim inf
n→+∞
1
n
log ‖Ad(ϕn,u(e))|Vi(u)‖ ≥ λi(u)
trivially follows from item (ii), our work is reduced to showing the opposite inequality. Write X ∈ Vi(u) with
|X| = 1 as X = ∑p(u)j=i Pj(u)X. Then, by the uniformity of the convergence (see Theorem A.3)
1
n
log |Ad(ϕn,u(e))Pj(u)X| → λi(u), n→ +∞
for any ε > 0 there exists an integer n0 > 0 such that
|Ad(ϕn,u(e))X| ≤
p(u)∑
j=i
en(λj(u)+ε)‖Pj(u)‖ ≤ p(u)en(λi(u)+ε)‖Pj(u)‖
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for any n ≥ n0 and j ∈ {i, . . . , p(u)}. This easily implies the desired inequality
lim sup
n→+∞
1
n
log ‖Ad(ϕn,u(e))|Vi(u)‖ ≤ λi(u),
concluding the proof. 
Now we analyze the Lyapunov exponents of the systems ΣΘ. Since Lyapunov exponents do not change under
time-discretization, we will only consider times n ∈ Z.
For any point (u, x) ∈ U × FΘ, let us denote by ΛLy,Θ(u, x) the Lyapunov spectrum of ΣΘ at (u, x), i.e.,
ΛLy,Θ(u, x) :=
{
λ ∈ R : λ = lim
n→+∞
1
n
log |(dϕn,u)xv| for some v ∈ TxFΘ \ {0}
}
.
Let us fix a θ1-invariant measure ν on U and for any w ∈ W consider
ΛLy(st
ν
Θ(w)) :=
⋃
(u,x)∈stνΘ(w)
ΛLy,Θ(u, x).
The next result shows that on the above set we can recover all Lyapunov exponents from the a-Lyapunov
exponents.
4.2 Theorem: For w ∈ W and (u, x) ∈ stνΘ(w) it holds that
ΛLy,Θ(u, x) =
{
α(λ+(u)) : α ∈ w (Π− \ 〈Θ〉)} .
Proof: Let us consider as before the eigenspace Ui(u) of ad(D(u)) associated with λi(u). Since x ∈
stΘ(D(u), w), we can write x = g · z with g ∈ P−D(u) and z ∈ fixΘ(D(u), w). By Lemma 3.3, gz and g⊥z
are ad(D(u))-invariant and therefore
gz =
p(u)⊕
j=1
(Uj(u) ∩ gz) and g⊥z =
p(u)⊕
j=1
(
Uj(u) ∩ g⊥z
)
. (11)
Let i ∈ {1, . . . , p(u)} be such that Ui(u)∩ g⊥z 6= {0} and consider the vector v = (d[g])zX(z) ∈ TxFΘ \ {0} with
X ∈ Ui(u) ∩ g⊥z . Since
(dϕn,u)xv = (d[ϕn,u(g)])zX(z) = (Ad(ϕn,u(g))X)(ϕn,u(x)),
we obtain
|(dϕn,u)xv| = |(Ad(ϕn,u(g))X)(ϕn,u(x))| = |Pϕn,u(x)(Ad(ϕn,u(g))X)|
= inf
Y ∈gϕn,u(x)
|Ad(ϕn,u(g))X − Y | = inf
Z∈gz
|Ad(ϕn,u(g))(X − Z)| ,
where we use that gϕn,u(x) = gϕn,u(g)·z = Ad(ϕn,u(g))gz. Lemma A.5(i) yields
lim
n→+∞
1
n
log |(dϕn,u)xv| = lim
n→+∞
1
n
log inf
Z∈gz
|Ad(ϕn,u(g))(X − Z)| = λi(u).
Now let v ∈ TxFΘ \ {0}. Since TxFΘ = (d[g])zTzFΘ = (d[g])zpiz(g⊥z ), by (11) we obtain
v =
∑
i
vi, where vi = (d[g])zXi(z) with 0 6= Xi ∈ Ui(u) ∩ g⊥z .
Moreover, vi 6= 0 iff Xi 6= 0, and by the above
lim
n→+∞
1
n
log |(dϕn,u)xvi| = λi(u).
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Since all λi(u) are distinct, we obtain (see, e.g., [9, Lem. 6.2.2])
lim
n→+∞
1
n
log |(dϕn,u)xv| = max{λi(u) : vi 6= 0},
implying ΛLy,Θ(u, x) =
{
λi(u) : Ui(u) ∩ g⊥z 6= {0}
}
. However, by considering k ∈ K with D(u) = Ad(k)λ+(u)
and z = k · wbΘ, we have
Ui(u) ∩ g⊥z = Ad(k)
(
U+i (u) ∩ wn−Θ
)
= Ad(k)
⊕
α∈w(Π−\〈Θ〉)
α(λ+(u))=λi(u)
gα,
implying that ΛLy,Θ(u, x) consists of all numbers α(λ
+(u)) with α ∈ w(Π− \ 〈Θ〉), as stated. 
4.2 Unstable, center and stable directions
LetMΘ(w) ⊂ U ×FΘ be a Morse component of the control flow and consider the bundles E−Θ,w, E0Θ,w and E+Θ,w.
For any (u, x) ∈MνΘ(w) and i = +, 0,−, let us define
ΛiLy,Θ(u, x) :=
{
λ ∈ R : λ = lim
t→+∞
1
t
log |(dϕt,u)xv| for some v ∈ E iΘ,w(u, x) \ {0}
}
and
ΛiLy (MνΘ(w)) :=
⋃
(u,x)∈MνΘ(w)
ΛiLy,Θ(u, x).
Let us also consider the subsets of roots given by
Π0φ,Θ,w := 〈Θ(φ)〉 ∩ w(Π− \ 〈Θ〉) and Π±φ,Θ,w := Π± \ 〈Θ(φ)〉 ∩ w(Π− \ 〈Θ〉).
4.3 Theorem: Let ν be a θ1-invariant measure on U . Then, for any s ∈ WΘ(φ) it holds that
ΛiLy,Θ(u, x) =
{
α(λ+(u)) : α ∈ Πiφ,Θ,sw
}
for all (u, x) ∈MνΘ(w) ∩ stνΘ(sw).
Moreover,
ΛiLy (MνΘ(w)) ⊂
⋃
α∈Πiφ,Θ,w
α(Λ+Ly).
Proof: Let (u, x) ∈ MνΘ(w) and consider s ∈ WΘ(φ) such that x ∈ stΘ(D(u), sw) ∩ fixΘ(h(u), w), which exists
by Proposition 3.8. By Lemma 3.9, we can write x = g · z, where g ∈ Zh(u) ∩ N−D(u), z ∈ fixΘ(D(u), sw) and,
for any v ∈ E iΘ,w(u, x) there is X ∈ nih(u) ∩ g⊥z such that v = (d[g])zX(z), implying
|(dϕt,u)xv| = |Ad(ϕt,u(g))X(ϕt,u(x))|.
Since nih(u) ∩ g⊥z is ad(D(u))-invariant, we can proceed as in the proof of Theorem 4.2 to conclude that
ΛiLy,Θ(u, x) =
{
λj(u) : Uj(u) ∩
(
nih(u) ∩ g⊥z
) 6= {0}} . (12)
Moreover, by considering k ∈ K and l ∈ Kλ+(u) such that h(u) = Ad(k)Hφ, D(u) = Ad(k)λ+(u) and z =
k · lswbΘ, we obtain
Uj(u) ∩ (nih(u) ∩ g⊥z ) = Ad(kl)
(
U+j (u) ∩
(
niHφ ∩ swn−Θ
))
⊂ Ad(kl)
⊕
α∈Πiφ,Θ,sw
gα,
and therefore ΛiLy,Θ(u, x) ⊂ {α(λ+(u)) : α ∈ Πiφ,Θ,sw}. On the other hand, since
nih(u) ∩ g⊥z = Ad(kl)
(
niHφ ∩ swn−Θ
)
= Ad(kl)
⊕
α∈Πiφ,Θ,sw
gα,
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for any α ∈ Πiφ,Θ,sw we have gα ⊂ U+j (u) ∩ (niHφ ∩ swn−Θ) for some j ∈ {1, . . . , p(u)}, which shows that
ΛiLy,Θ(u, x) ⊃ {α(λ+(u)) : α ∈ Πiφ,Θ,sw}.
For the second assertion, notice that by Proposition 3.8 we have MνΘ(w) ⊂
⋃
s∈WΘ(φ) st
ν
Θ(sw), and hence
ΛiLy (MνΘ(w)) =
⋃
s∈WΘ(φ)
⋃
(u,x)∈stνΘ(sw)∩MΘ(w)
ΛiLy,Θ(u, x) =
⋃
s∈WΘ(φ)
u∈Ω
{
β
(
λ+(u)
)
: β ∈ Πiφ,Θ,sw
}
=
⋃
s∈WΘ(φ)
u∈Ω
{
β
(
λ+(u)
)
: β ∈ s (Πiφ,Θ,w)} = ⋃
s∈WΘ(φ)
u∈Ω
{
α
(
s−1λ+(u)
)
: α ∈ Πiφ,Θ,w
}
=
⋃
α∈Πiφ,Θ,w
α
(⋃
u∈Ω
WΘ(φ)λ+(u)
)
⊂
⋃
α∈Πiφ,Θ,w
α
 ⋃
u∈Ureg
WΘ(φ)λ+(u)
 = ⋃
α∈Πiφ,Θ,w
α
(
Λ+Ly
)
.
The last identity follows from Proposition 3.7(i). Hence, the proof is complete. 
The above relation between the Lyapunov exponents of the system and the a-Lyapunov exponents allows us
to introduce the notion of the Morse spectrum on a Morse component as follows. For any Morse component
MΘ(w) ⊂ U × FΘ of the control flow and i = +, 0,−,
ΛiMo (MΘ(w)) :=
⋃
α∈Πiφ,Θ,w
α
(
Λ+Mo
)
is called the Morse spectrum of ΣΘ on MΘ(w) in the direction of E iΘ,w.
The next result shows that Λ+Mo (MΘ(w)), Λ0Mo(MΘ(w)) and Λ−Mo(MΘ(w)) contain all the asymptotic informa-
tion of the system provided by the Lyapunov exponents in direction of the stable, center and unstable bundles
for the associated Morse component.
4.4 Theorem: For i = +, 0,− the following statements hold:
(i) ΛiMo (MΘ(w)) is a compact subset of R;
(ii) Λ0Mo (MΘ(w)) is either empty or a symmetric interval containing the origin;
(iii) The limits
lim
n→+∞
1
n
max
(u,x)∈MΘ(w)
log
∥∥∥(dϕn,u)|EiΘ,w(u,x)∥∥∥ and limn→+∞ 1n min(u,x)∈MΘ(w) logm
(
(dϕn,u)|EiΘ,w(u,x)
)
exist and belong to ΛiMo (MΘ(w)), provided that this set is nonempty.
Proof: (i) Since ΛMo(M+, a) is a compact subset of a and
ΛiMo (MΘ(w)) =
⋃
α∈Πiφ,Θ,w
α
(
Λ+Mo
)
is a finite union, ΛiMo(MΘ(w)) is compact.
(ii) By [26, Cor. 8.6], there exists λ ∈ Λ+Mo such that α(λ) = 0 for all α ∈ 〈Θ(φ)〉. This implies that Λ0Mo(MΘ(w))
is either empty or a finite union of connected sets each of which contains the origin, hence an interval containing
the origin. For the symmetry let η ∈ Λ0Mo(MΘ(w)) and consider α ∈ Π0φ,Θ,w and λ ∈ Λ+Mo such that η = α(λ).
Since α belongs, in particular, to 〈Θ(φ)〉, we have rα(Λ+Mo) = Λ+Mo (cf. [26, Cor. 8.5]), implying
Λ0Mo (MΘ(w)) 3 α(rα(λ)) = (r−1α (α))(λ) = (−α)(λ) = −α(λ) = −η,
where rα is the orthogonal reflection at kerα. This concludes the proof of (ii).
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(iii) For i = +, 0,−, let us define the subadditive cocycles σi, ϑi : Z×MΘ(w)→ R,
σin(u, x) := log
∥∥∥(dϕn,u)|EiΘ,w(u,x)∥∥∥ and ϑin(u, x) := − logm((dϕn,u)|EiΘ,w(u,x)) .
Moreover, let us denote by MEφ the set of the φ1-invariant ergodic probability measures on the Borelians of
MΘ(w). The proof of item (iii) proceeds in two steps:
Step 1 : We prove that for any ρ ∈MEφ there exists a φ1-invariant set Ωρ of full measure contained inMΘ(w)∩
stνΘ(sw) for some s ∈ WΘ(φ) such that
lim
n→+∞
1
n
σin(u, x) = max Λ
i
Ly,Θ(u, x) = max Λ
i
Ly,Θ(Ωρ),
lim
n→+∞
1
n
ϑin(u, x) = −min ΛiLy,Θ(u, x) = −min ΛiLy,Θ(Ωρ)
for all (u, x) ∈ Ωρ, where ν = f∗ρ is the push-forward of ρ by f = (piΘ1 )|MΘ(w), the restriction toMΘ(w) of the
projection piΘ1 onto the first component of U × FΘ.
Let ρ ∈ MEφ and consider its push-forward ν = f∗ρ as above. Since f projects MΘ(w) onto U , ν is an ergodic
probability measure on the Borelians of U and by the MET (Theorem A.3) there exists a θ1-invariant subset
Ων ⊂ Ureg of full ν-measure such that λ+(u) =: λ+(ν) is constant for all u ∈ Ων . The set Ωρ := f−1(Ων) is
a φ1-invariant set of full ρ-measure. Moreover, since Ωρ ⊂ MνΘ(w) and MνΘ(w) is given by the disjoint union
of the φ1-invariant measurable sets MΘ(w) ∩ stνΘ(sw) for s ∈ WΘ(φ) (see Proposition 3.8), the ergodicity of ρ
implies that Ωρ ⊂MΘ(w)∩ stνΘ(sw) for some s ∈ WΘ(φ) (up to a set of measure zero). Therefore, by Theorem
4.2 we have max ΛiLy,Θ(Ωρ) = max Λ
i
Ly,Θ(u, x) and min Λ
i
Ly,Θ(Ωρ) = min Λ
i
Ly,Θ(u, x) for any (u, x) ∈ Ωρ.
Let then (u, x) ∈ Ωρ and write it as x = g · z with g ∈ Zh(u) ∩N−D(u) and z ∈ fixΘ(D(u), sw) (see Proposition
3.8 and Lemma 3.9). If j0 ∈ {1, . . . , p(u)} is the smallest index such that Uj0(u) ∩ (nih(u) ∩ g⊥z ) 6= {0}, we have
λj0(u) = max Λ
i
Ly,Θ(u, x), see (12). By the definition of σ
i
n and Proposition 4.3, we have
lim inf
n→∞
1
n
σin(u, x) ≥ λj0(u).
On the other hand, by Lemma 3.9, for any V ∈ E iΘ,w(u, x) there exists X ∈ nih(u)∩g⊥z such that V = (d[g])zX(z),
implying ∥∥∥(dϕn,u)|EiΘ,w(u,x)∥∥∥ ≤ ∥∥∥Ad(ϕn,u(g))|nih(u)∩g⊥z ∥∥∥∥∥(d[g])−1z ∥∥ .
By (12) we have
λj0(u) = max
{
λj(u) : Uj(u) ∩
(
nih(u) ∩ g⊥z
)
6= {0}
}
,
and so (using Proposition 3.2)∥∥∥(dϕn,u)|EiΘ,w(u,x)∥∥∥ ≤ ∥∥∥Ad(ϕn,u(g))|Vj0 (u)∥∥∥∥∥Ad (g−1)∥∥ ,
which by Proposition 4.1 implies
lim sup
n→+∞
1
n
σin(u, x) ≤ lim
n→+∞
1
n
log
∥∥∥Ad(ϕn,u(g))|Vj0 (u)∥∥∥ = λj0(u),
and therefore
lim
n→+∞
1
n
σin(u, x) = λj0(u).
For ϑn we have by definition that
lim inf
n→∞
1
n
ϑn(u, x) ≥ −min ΛiLy,Θ(u, x).
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Moreover, by Lemma 3.9 it holds that
m
(
(dϕn,u)|EiΘ,w(u,x)
)
= inf
v∈EiΘ,w(u,x), |v|=1
|(dϕn,u)xv| ≥ inf
X∈g⊥z ∩nih(u);c1≤|X|≤c2
Y ∈gz
|Ad(ϕn,u(g))(X − Y )| ,
where c1 = ‖(d[g])z‖−1 and c2 = ‖(d[g])−1z ‖ (see (9)). By Lemma A.5, for any ε > 0 there exist a constant
C > 0 and an integer n0 > 0 satisfying
inf
X∈g⊥z ∩nih(u);c1≤|X|≤c2
Y ∈gz
|Ad(ϕn,u(g))(X − Y )| ≥ Cen(min Λ
i
Ly,Θ(u,x)−ε) for all n ≥ n0.
Therefore,
lim sup
n→+∞
1
n
ϑin(u, x) ≤ −min ΛiLy,Θ(u, x) + ε,
which concludes Step 1, since ε > 0 was arbitrary.
Step 2 : We prove that the limits
lim
n→+∞
1
n
max
(u,x)∈MΘ(w)
log
∥∥∥(dϕn,u)|EiΘ,w(u,x)∥∥∥ and limn→+∞ 1n min(u,x)∈MΘ(w) logm
(
(dϕn,u)|EiΘ,w(u,x)
)
exist and belong to ΛiMo(MΘ(w)).
Since σin is a continuous subadditive cocycle, by [23, Thm. A.3] we have
lim
n→+∞
1
n
max
(u,x)∈MΘ(w)
σin(u, x) = sup
ν∈MEφ
{
lim
n→+∞
1
n
∫
σin dν
}
.
Using Step 1 and the dominated convergence theorem (using that 1nσ
i
n(u, x) ≤ max(v,y)∈MΘ(w) σi1(v, y) and
1
nσ
i
n(u, x) ≥ − 1nϑin(u, x) ≥ −max(v,y)∈MΘ(w) ϑi1(v, y) by subadditivity), we have
lim
n→+∞
1
n
∫
σin dν =
∫
lim
n→+∞
1
n
σin dν = max Λ
i
Ly(Ωρ) for any ρ ∈MEφ .
Since ΛiLy(Ωρ) ⊂ ΛiMo(MΘ(w)) for any ρ ∈MEφ and ΛiMo(MΘ(w)) is compact, we obtain
lim
n→+∞
1
n
max
(u,x)∈MΘ(w)
log
∥∥∥(dϕn,u)|EiΘ,w(u,x)∥∥∥ = limn→+∞ 1n max(u,x)∈MΘ(w)σin(u, x) ∈ ΛiMo (MΘ(w)) .
Analogously, using that ϑi is a subadditive cocycle, we get as above (using Step 1) that
lim
n→+∞
1
n
max
(u,x)∈MΘ(w)
ϑin(u, x) ∈ −ΛiMo (MΘ(w)) ,
and consequently
lim
n→+∞
1
n
min
(u,x)∈MΘ(w)
logm
(
(dϕn,u)|EiΘ,w(u,x)
)
= − lim
n→+∞
1
n
max
(u,x)∈MΘ(w)
ϑin(u, x) ∈ ΛiMo (MΘ(w)) ,
concluding the proof. 
As a direct corollary we have the following:
4.5 Corollary: All limits of the form
λ = lim
k→+∞
1
nk
log
∥∥∥(dϕnk,uk)|EiΘ,w(uk,xk)∥∥∥ , (uk, xk) ∈MΘ(w), nk → +∞,
belong to ΛiMo(MΘ(w)).
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Proof: Theorem 4.4(iii) yields
λ = lim
k→+∞
1
nk
log
∥∥∥(dϕnk,uk)|EiΘ,w(uk,xk)∥∥∥ ≤ lim supn→+∞ 1n max(u,x)∈MΘ(w)σin(u, x)
= lim
n→+∞
1
n
max
(u,x)∈MΘ(w)
σin(u, x) ∈ ΛiMo (MΘ(w)) ,
and consequently λ ≤ max ΛiMo(MΘ(w)). On the other hand, Theorem 4.4(iii) also implies
−λ = − lim
k→+∞
1
nk
log
∥∥∥(dϕnk,uk)|EiΘ,w(uk,xk)∥∥∥ ≤ lim supn→+∞ 1n max(u,x)∈MΘ(w)ϑin(u, x)
= lim
n→+∞
1
n
max
(u,x)∈MΘ(w)
ϑin(u, x) ∈ −ΛiMo (MΘ(w)) .
Therefore, λ ≥ min ΛiMo(MΘ(w)) and hence λ ∈ ΛiMo(MΘ(w)), concluding the proof. 
The next result shows that the extremal points of the set ΛMo(MΘ(w)) are Lyapunov exponents.
4.6 Proposition: For i = +, 0,−, the extremal points of ΛiMo(MΘ(w)) are Lyapunov exponents.
Proof: We show the result only for max ΛiMo(MΘ(w)), since the proof for min ΛiMo(MΘ(w)) works analogously.
By the definition of ΛiMo(MΘ(w)), we have
max ΛiMo (MΘ(w)) = max
α∈Πiφ,Θ,w
{
maxα
(
Λ+Mo
)}
.
Moreover, since Λ+Mo is a convex subset of a and α is linear, it holds that maxα(Λ
+
Mo) = α(λ) for some extremal
point λ ∈ Λ+Mo. By [2, Cor. 5.2], there exists s ∈ WΘ(φ) and an ergodic measure ν on U such that λ = sλ+(ν).
Theorem 4.3 then implies
max ΛiMo (MΘ(w)) = α(sλ+(ν)) ∈ ΛiLy,Θ(u, x), where (u, x) ∈MνΘ(w),
concluding the proof. 
4.7 Remark: By the estimates (7) and the above result it holds that
Λ−Mo (MΘ(w)) ⊂ (−∞,−ζ] and Λ+Mo (MΘ(w)) ⊂ [ζ,∞).
The above results show that [min ΛiMo(MΘ(w)),max ΛiMo(MΘ(w))] is the smallest connected set containing all
the Lyapunov exponents of the system at points in MΘ(w) in the direction of the bundle E iΘ,w. In particular,
for the center bundle it holds that Λ0Mo(MΘ(w)) = [min Λ0Mo(MΘ(w)),max Λ0Mo(MΘ(w))]. In the next section,
we will see that the knowledge of the Morse spectra is enough to characterize partial hyperbolicity of chain
control sets.
5 Partial hyperbolicity
According to Definition 2.1, the chain control set EΘ(w) ⊂ FΘ is partially hyperbolic with the decomposition
TxFΘ = E−Θ,w(u, x)⊕ E0Θ,w(u, x)⊕ E+Θ,w(u, x) (13)
if there are constants c > 0, λ < 0 < µ and λ < λ′ ≤ µ′ < µ such that for all t ≥ 0 and (u, x) ∈MΘ(w) we have
|(dϕt,u)xv| ≤ ceλt|v| for all v ∈ E−Θ,w(u, x),
c−1eλ
′t|v| ≤ |(dϕt,u)xv| ≤ ceµ′t|v| for all v ∈ E0Θ,w(u, x),
c−1eµt|v| ≤ |(dϕt,u)xv| for all v ∈ E+Θ,w(u, x),
and, additionally, at least one of the subbundles E−Θ,w and E+Θ,w is nontrivial.
The next result shows that partial hyperbolicity on flag manifolds is equivalent to the assertion that the Lya-
punov or Morse spectra corresponding to the three subbundles E iΘ,w have empty intersections.
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5.1 Theorem: Let EΘ(w) ⊂ FΘ be a chain control set of ΣΘ such that dim E+Θ,w + dim E−Θ,w ≥ 1. Then the
following conditions are equivalent:
(1) EΘ(w) is partially hyperbolic with the decomposition (13).
(2) Λ0Mo(MΘ(w)) ∩ Λ−Mo(MΘ(w)) = Λ0Mo(MΘ(w)) ∩ Λ+Mo(MΘ(w)) = ∅.
Proof: Assume that EΘ(w) is partially hyperbolic. Then, for any θ1-invariant probability measure ν on U ,
Λ−Ly (MνΘ(w)) ⊂ (−∞, λ], Λ0Ly (MνΘ(w)) ⊂ [λ′, µ′] and Λ+Ly (MνΘ(w)) ⊂ [µ,+∞),
where the constants λ < λ′ ≤ µ′ < µ are given by the above definition. By Proposition 4.6, we then have
Λ−Mo (MΘ(w)) ⊂ (−∞, λ], Λ0Mo (MΘ(w)) ⊂ [λ′, µ′] and Λ+Mo (MΘ(w)) ⊂ [µ,+∞),
and consequently
Λ0Mo (MΘ(w)) ∩ Λ−Mo (MΘ(w)) = Λ0Mo (MΘ(w)) ∩ Λ+Mo (MΘ(w)) = ∅.
Reciprocally, if Λ0Mo(MΘ(w)) ∩ Λ−Mo(MΘ(w)) = Λ0Mo(MΘ(w)) ∩ Λ+Mo(MΘ(w)) = ∅, using the observation in
Remark 4.7, we can choose λ < 0 < µ and λ′ ≤ µ′ such that
max Λ−Mo (MΘ(w)) < λ < λ′ < min Λ0Mo (MΘ(w)) ≤ max Λ0Mo (MΘ(w)) < µ′ < µ < min Λ+Mo (MΘ(w)) .
By Theorem 4.4(iii), there exists an integer t0 > 0 such that for all (u, x) ∈MΘ(w) and t ≥ t0 it holds that∥∥∥(dϕt,u)|E−Θ,w(u,x)∥∥∥ < eλt and m((dϕt,u)|E+Θ,w(u,x)) > eµt,∥∥∥(dϕt,u)|E0Θ,w(u,x)∥∥∥ < eµ′t and m((dϕt,u)|E0Θ,w(u,x)) > eλ′t.
By considering
c1 := max
1, max0≤t≤t0
(u,x)∈MΘ(w)
∥∥∥(dϕt,u)|E−Θ,w(u,x)∥∥∥ e−λt, max0≤t≤t0
(u,x)∈MΘ(w)
∥∥∥(dϕt,u)|E0Θ,w(u,x)∥∥∥ e−µ′t
 ,
c2 := min
1, min0≤t≤t0
(u,x)∈MΘ(w)
m
(
(dϕt,u)|E+Θ,w(u,x)
)
e−µt, min
0≤t≤t0
(u,x)∈MΘ(w)
m
(
(dϕt,u)|E0Θ,w(u,x)
)
e−λ
′t

and c := max{c1, c−12 }, for all (u, x) ∈MΘ(w) and t ≥ 0 we have∥∥∥(dϕt,u)|E−Θ,w(u,x)∥∥∥ ≤ ceλt and m((dϕt,u)|E+Θ,w(u,x)) ≥ c−1eµt,∥∥∥(dϕt,u)|E0Θ,w(u,x)∥∥∥ ≤ ceµ′t and m((dϕt,u)|E0Θ,w(u,x)) ≥ c−1eλ′t,
implying that EΘ(w) is partially hyperbolic. 
5.2 Remark: Since Λ0Mo(MΘ(w)) is symmetric, partial hyperbolicity is also equivalent to
max Λ0Mo (MΘ(w)) ≤ min
{
min Λ+Mo (MΘ(w)) ,−max Λ−Mo (MΘ(w))
}
.
5.3 Remark: The uniformly hyperbolic case (without center bundle) has been characterized in [11] by the
condition 〈Θ(φ)〉 ⊂ w〈Θ〉. In this case, Π0φ,Θ,w = ∅, and consequently Λ0Mo(MΘ(w)) = ∅.
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6 Examples
6.1 Right-invariant systems on the flag manifolds of G = Sl(3,R)
Let G = Sl(3,R) and g = sl(3,R) with the following canonical choices:
• a = {diag(a1, a2, a3) : ai ∈ R, a1 + a2 + a3 = 0};
• Π = {αi,j : i, j ∈ {1, 2, 3} with i 6= j}, where a 3 H 7→ αi,j(H) := ai − aj ∈ R;
• Π+ = {α12, α13, α23} and Π− = −Π+;
• W is the permutation group S3 which acts on the matrices in a by permuting the entries on the diagonal.
• F = {V1 ⊂ V2 ⊂ R3} where Vi are vector subspaces of R3 with dimVi = i, i = 1, 2;
• F{α23} = RP2 the two-dimensional real projective space;
• F{α12} = Gr2(R3) the Grassmannian of the two-dimensional vector subspaces of R3.
Figure 1: Morse spectra
Let Σ be an invariant system on the maximal flag manifold F. We have four possibilities for Hφ, namely:
• Hφ = diag(a1 > a2 > a3)
In this case, Θ(φ) = ∅ and by [11, Thm. 4.6] any chain control set EΘ(w) of the induced system ΣΘ on FΘ is
uniformly hyperbolic without center bundle for any choice of Θ, i.e., E0Θ,w is trivial.
• Hφ = diag(a1 = a2 = a3) = 0
In this case, Θ(φ) = Σ. By [26, Prop. 8.7] the control flow on U × FΘ is chain transitive, implying that the
system ΣΘ is also chain transitive on FΘ. In particular, E±Θ,w are trivial, hence no chain control set is partially
hyperbolic.
• Hφ = diag(a1 = a2 > a3)
In this case, Θ(φ) = {α12} and a simple calculation yields:
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The induced system on F: It admits three Morse sets
M(w1) =M(w12), M(w23) =M(w123) and M(w13) =M(w132),
where the subscript in the element of W corresponds to the permutations in the diagonal of the elements in a
and
Π+φ,w1 = ∅, Π0φ,w1 = {−α12} Π−φ,w1 = {−α13,−α23}
Π+φ,w23 = {α23} Π0φ,w23 = {−α12} Π−φ,w23 = {−α13}
Π+φ,w13 = {α13, α23} Π0φ,w13 = {α12} Π−φ,w13 = ∅
implying
Λ+Mo
(M{α23}(w1)) = ∅
Λ0Mo
(M{α23}(w1)) = α12 (Λ+Mo)
Λ−Mo
(M{α23}(w1)) = − (α13 (Λ+Mo) ∪ α23 (Λ+Mo))
Λ+Mo
(M{α23}(w23)) = α23 (Λ+Mo)
Λ0Mo
(M{α23}(w23)) = α12 (Λ+Mo)
Λ−Mo
(M{α23}(w23)) = −α13 (Λ+Mo)
Λ−Mo
(M{α23}(w13)) = ∅
Λ0Mo
(M{α23}(w13)) = α12 (Λ+Mo)
Λ+Mo
(M{α23}(w13)) = α13 (Λ+Mo) ∪ α23 (Λ+Mo)
By Theorem 5.1, the chain control sets E(w1), E(w13) and E(w23) are partially hyperbolic iff
min
{
min
λ∈Λ+Mo
α23(λ), min
λ∈Λ+Mo
α13(λ)
}
> max
λ∈Λ+Mo
α12(λ).
Since Λ+Mo is convex and invariant by w12 and w12(kerα23) = kerα13, we have minλ∈Λ+Mo α13(λ) =
minλ∈Λ+Mo α23(λ) (see Fig. 1), and consequently E(w1), E(w13) and E(w23) are partially hyperbolic iff
min
λ∈Λ+Mo
α23(λ) > max
λ∈Λ+Mo
α12(λ)
iff Λ+Mo is contained in the upper half space determined by the line α
−1
23 (c), where c = maxλ∈Λ+Mo α12(λ) (see
Fig. 1).
The induced system on Fα23 = RP
2: For this setup, we have the Morse components
M{α23}(w1) =M{α23}(w12) =M{α23}(w23) =M{α23}(w123)
and M{α23}(w13) =M{α23}(w132)
which yields
Π+φ,{α23},w1 = ∅, Π0φ,{α23},w1 = {−α12} Π
−
φ,{α23},w1 = {−α13}
Π+φ,{α23},w13 = {α13, α23} Π0φ,{α23},w13 = ∅ Π
−
φ,{α23},w13 = ∅
and
Λ+Mo
(M{α23}(w1)) = ∅
Λ0Mo
(M{α23}(w1)) = α12 (Λ+Mo)
Λ−Mo
(M{α23}(w1)) = −α13 (Λ+Mo)
Λ+Mo
(M{α23}(w13)) = α13 (Λ+Mo) ∪ α23 (Λ+Mo)
Λ0Mo
(M{α23}(w13)) = ∅
Λ−Mo
(M{α23}(w13)) = ∅
22
By [11, Thm. 4.6], E{α23}(w13) is uniformly hyperbolic without center bundle and by Theorem 5.1 above
E{α23}(w1) is partially hyperbolic iff minλ∈Λ+Mo α13(λ) > maxλ∈Λ+Mo α12(λ).
The induced system on Fα12 = Gr2(R3): In this case, we have the Morse components
M{α12}(w1) =M{α12}(w12) and
M{α12}(w13) =M{α12}(w23) =M{α12}(w132) =M{α12}(w123)
which yields
Π+φ,{α12},w1 = ∅, Π0φ,{α12},w1 = ∅ Π
−
φ,{α12},w1 = {−α13,−α23}
Π+φ,{α12},w13 = {α13} Π0φ,{α12},w13 = {α12} Π
−
φ,{α12},w13 = ∅
and
Λ+Mo
(M{α12}(w1)) = ∅
Λ0Mo
(M{α12}(w1)) = ∅
Λ−Mo
(M{α12}(w1)) = − (α13 (Λ+Mo) ∪ α23 (Λ+Mo))
Λ+Mo
(M{α12}(w13)) = α13 (Λ+Mo)
Λ0Mo
(M{α12}(w13)) = α12 (Λ+Mo)
Λ−Mo
(M{α22}(w12)) = ∅
Therefore, E{α12}(w1) is uniformly hyperbolic without center bundle and E{α12}(w13) is partially hyperbolic iff
minλ∈Λ+Mo α23(λ) > maxλ∈Λ+Mo α12(λ).
Summarizing: For any induced invariant system on FΘ such that Θ(φ) = {α12}, any chain control set is
partially hyperbolic iff Λ+Mo is in the upper half space determined by the line α
−1
23 (c), where c = maxλ∈Λ+Mo α12(λ).
• Hφ = diag(a1 > a2 = a3):
This case is analogous to the preceding one. An analogous analysis shows that for any induced invariant system
on FΘ such that Θ(φ) = {α23}, any chain control set is partially hyperbolic iff Λ+Mo is contained in the upper
half space determined by the line α−112 (c), where c = maxλ∈Λ+Mo α23(λ).
6.2 An example on the 2-torus
Let us consider X,Y ∈ sl(2) with det[X,Y ] 6= 0. It is not hard to see that this implies sl(2) = span{X,Y, [X,Y ]}.
For any ρ > 0 let
Uρ := {u ∈ L∞(R,R) : u(t) ∈ [−ρ, ρ] a.e.}
and consider the bilinear system on R2 given by
x˙(t) = (X + u(t)Y )x(t), u ∈ Uρ. (14)
Such systems factor naturally to the projective line P and we denote these induced systems by ΣρP. The condition
that X and Y generate sl(2) together with the compactness of P implies, in particular, that for ρ > 0 small
enough, (u, x) ∈ Uρ × P is an inner pair, i.e., there is τ > 0 with ϕρτ,u(x) ∈ intO+,ρ(x) (see [8, Prop. 4.5.19]),
where O+,ρ(x) is the positive orbit of x using controls in Uρ. By [8, Thm. 6.1.3(iv)], the map ρ 7→ ΛMo(Eρ) is
continuous (in particular) at ρ = 0, where ΛMo(E
ρ) is the Morse spectrum of the bilinear system (14) over the
chain control set Eρ of ΣρP.
The system ΣρP coincides with the invariant system on the maximal flag manifold P of sl(2) induced by
g˙(t) = X(g(t)) + u(t)Y (g(t)),
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where u ∈ Uρ. If we denote by ϕP,ρ and ϕρ the transition maps of the systems on P and on R2, respectively, a
simple calculation shows that
log |(dϕPt,u)xZ(x)| = D − 2 log |ϕt,u(ke1)|, (15)
where x = k · b0, k ∈ SO(2), Z ∈ sl(2) and the number D only depends on k and Z. Therefore, the Lyapunov
exponents of the system ΣρP can be recovered from the Lyapunov exponents of the bilinear system on R2 and
vice-versa.
On the other hand, by [4, Thm. 5.2], the induced system ΣρP satisfies:
1. If detX ≥ 0, then ΣρP is controllable for any ρ > 0;
2. If detX < 0 and det[X,Y ] < 0, then ΣρP is controllable iff there is u0 ∈ Ωρ such that X + u0Y has only
purely imaginary eigenvalues;
3. If detX < 0 and det[X,Y ] > 0, then ΣρP is uncontrollable for any ρ > 0.
Moreover, in the case when X+uY has a pair of nonzero real eigenvalues for any u ∈ Ωρ, the system ΣP admits
two control sets.
Let us then consider
X1 =
(
1 0
0 −1
)
, X2 =
(
0 1
0 0
)
and Yi ∈ sl(2) satisfying det[Xi, Yi] > 0, i = 1, 2.
By the above, for ρ > 0 small enough, the control-affine systems Σρ,1P and Σ
ρ,2
P induced on P, respectively, by
the bilinear systems on R2 given by
x˙(t) = (X1 + u1(t)Y1)x(t) and x˙(t) = (X2 + u2(t)Y2)x(t) with u1, u2 ∈ Uρ
satisfy:
1. Σρ,1P admits two disjoint control sets whose closures are chain control sets;
2. Σρ,2P is controllable.
Moreover, since X2 is nilpotent, the continuity of the spectrum of the bilinear system together with equation (15)
implies that for any ε > 0 there is ρ > 0 small enough such that the Lyapunov exponents of Σρ,2P are contained
in (−ε, ε). On the other hand, if we denote by Eρ,+ and Eρ,− the chain control sets of Σρ,1P , by continuity, the
Lyapunov exponents of Σρ,1P on E
ρ,+ are contained in (−2−ε,−2+ε) and on Eρ,− in (2−ε, 2+ε), respectively.
Let us now consider the semisimple Lie group G = Sl(2) × Sl(2) with Lie algebra g = sl(2) × sl(2). If X =
(X1, X2), Y = (Y1, 0), Z = (0, Y2) ∈ g, the right-invariant system on G given by
g˙(t) = X(g(t)) + u1(t)Y (g(t)) + u2(t)Z(g(t)), u1, u2 ∈ Uρ
factors to the system ΣρF on the maximal flag manifold F = P× P and satisfies ΣρF = Σρ,1P × Σρ,2P .
Therefore, ΣρF admits two chain control sets E
ρ(1) = Eρ,+×P and E(w0) = Eρ,−×P (see Fig. 2). In particular,
the flag type of the control flow φρ of ΣρF is given by Θ(φ
ρ) = {(0, α)}2, implying
Π+φρ,1 = ∅, Π−φρ,1 = {(−α, 0)} Π0φρ,1 = {(0,−α)}
Π+φρ,w0 = {(−α, 0)}, Π−φρ,w0 = ∅ Π0φρ,w0 = {(0, α)}
and consequently that Eρ(1) and Eρ(2) are not uniformly hyperbolic.
On the other hand, by considering
Mρ(1) = Eρ(1) and M(w0) = Eρ(w0),
2Here, (0, α) stands for the linear functional given by the composition of the root α of sl(2) with the projection in the second
coordinate.
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the fact that ϕP,ρt,u = ϕ
P,ρ,1
t,u1 × ϕP,ρ,2t,u2 implies
E−1 (u, x) = Tx1P and E01 (u, x) = Tx2P for any ((x1x2), (u1, u2)) ∈Mρ(1)
and
E+w0(u, x) = Tx1P and E0w0(u, x) = Tx2P for any ((x1, x2), (u1, u2)) ∈Mρ(w0).
Consequently,
Λ−Mo(Mρ(1)) ⊂ (−2− ε,−2 + ε) and Λ0Mo(Mρ(1)) ⊂ (−ε, ε),
Λ+Mo(Mρ(w0)) ⊂ (−2− ε,−2 + ε) and Λ0Mo(Mρ(w0)) ⊂ (−ε, ε),
which by Theorem 5.1 implies that Eρ(1) and Eρ(w0) are partially hyperbolic for small values of ρ > 0.
Figure 2: Attractor chain control set
7 Invariance entropy
In this section, we present an application of our characterization of the Lyapunov spectra for the systems on FΘ.
First, we recall the concept of invariance entropy. Consider the control-affine system (1) and let Q be an all-time
controlled invariant set. For a compact set K ⊂ Q, the invariance entropy hinv(K,Q) is defined as follows. For
τ > 0, a set S ⊂ U is called (τ,K,Q)-spanning if for every x ∈ K there is u ∈ S with ϕ([0, τ ], x, u) ⊂ Q. Writing
rinv(τ,K,Q) for the minimal cardinality of such a set, we put
hinv(K,Q) := lim sup
τ→+∞
1
τ
log rinv(τ,K,Q) ∈ [0,∞].
There is an information-theoretic meaning of this quantity in the context of networked control, related to the
practical stabilization of systems over digital communication channels. We refer the reader to [20] for more
details.
In [12], we have derived a lower bound on hinv(K,Q) for a certain class of partially hyperbolic sets Q. To
explain this result, we need to introduce some further notation: First, for every u ∈ U we define the u-fiber of
Q by
Q(u) := {x ∈M : ϕ(R, x, u) ⊂ Q} .
We also need to view the control flow φt : U ×M → U ×M as a random dynamical system by discretizing the
flow in time (with step size t = 1) and equipping the base space U with a θ1-invariant Borel probability measure
P . Then, for every φ1-invariant probability measure µ on U ×M projecting to P , we can speak of the metric
entropy hµ(ϕ) of the RDS. If we start with an invariant measure µ on U ×M , then the RDS is implicitly given
by the projected measure P := (piU )∗µ and hµ(ϕ) is defined by
hµ(ϕ) := sup
A
lim
n→+∞
1
n
∫
U
Hµu
(n−1∨
i=0
ϕ−1i,uA
)
dP (u),
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where the supremum is taken over all finite measurable partitions of M and {µu}u∈U is the P -almost everywhere
defined family of sample measures on M so that dµ(u, x) = dµu(x)dP (u).
Finally, for a partially hyperbolic all-time controlled invariant set Q, we introduce the unstable determinant
J+ϕt,u(x) :=
∣∣det(dϕt,u)|E+(u,x) : E+(u, x)→ E+(φt(u, x))∣∣ , (u, x) ∈ Q.
The main result of [12] then reads as follows.
7.1 Theorem: Consider the control-affine system (1). Let Q ⊂ M be a compact all-time controlled invariant
set with lift Q, satisfying the following assumptions:
(A) There exists a continuous invariant decomposition
TxM = E
0−(u, x)⊕ E+(u, x), ∀(u, x) ∈ Q
into subspaces E0−(u, x) and E+(u, x) of constant dimensions such that the following holds: There exists
a constant λ > 0 so that for every ε > 0 there is T > 0 with
|(dϕt,u)xv| ≥ eλt|v| if v ∈ E+(u, x)
|(dϕt,u)xv| ≤ eεt|v| if v ∈ E0−(u, x)
for all (u, x) ∈ Q and t ≥ T .
(B) The set-valued map u 7→ Q(u) from U into the compact subsets of Q is lower semicontinuous.
(C) The set Q is isolated in the sense that there exists a neighborhood N of Q such that ϕ(R, x, u) ⊂ N
implies (u, x) ∈ Q for any (u, x) ∈ U ×M .
Then for all compact sets K ⊂ Q of positive volume the invariance entropy satisfies
hinv(K,Q) ≥ inf
µ∈Mφ1 (Q)
(∫
Q
log J+ϕ1,u(x)dµ(u, x)− hµ(ϕ)
)
,
the infimum taken over all invariant measures µ of φ1 supported on Q.
7.2 Lemma: For any u ∈ U , the u-fiber of EΘ(w) coincides with fixΘ(h(u), w) and this set is a totally geodesic
submanifold of FΘ with respect to an appropriately defined Riemannian metric (independent of u).
Proof: The first statement follows from Theorem 3.4(i). For the second, see Lemma A.2. 
7.3 Proposition: Any chain control set EΘ(w) ⊂ FΘ satisfies the assumptions (B) and (C) in the above
theorem.
Proof: To verify assumption (B), let u ∈ U and x ∈ fixΘ(h(u), w). For any sequence un → u in U , pick
kn, k ∈ K with h(un) = Ad(kn)Hφ, h(u) = Ad(k)Hφ and x = k ·wbΘ. The choice of such k is possible, because
h(u) = Ad(k)Hφ implies fixΘ(h(u), w) = KAd(k)Hφ · Ad(k)wbΘ, and hence x = (k′k) · wbΘ, where Ad(k′) fixes
Ad(k)Hφ implying h(u) = Ad(k
′k)Hφ.
By continuity of h(·), we have Ad(kn)Hφ = h(un) → h(u) = Ad(k)Hφ. Hence, every limit point of the
sequence (k−1kn)n∈Z+ is contained in KHφ , and therefore dist(k
−1kn,KHφ) → 0. Since k 7→ k−1 is uniformly
continuous on K, we also have dist(k−1n k,KHφ) → 0. Hence, there are zn ∈ KHφ with d(k−1n k, zn) → 0.
Using the K-invariance of the metric on FΘ, we find that xn := knzn · wbΘ → k · wbΘ = x. Moreover,
xn ∈ kn(KHφ · wbΘ) = fixΘ(h(un), w), showing that u 7→ fixΘ(h(u), w) is lower semicontinuous.
To show (C), we use that the setsMΘ(w), w ∈ W, form a Morse decomposition for the control flow on U ×FΘ.
We have EΘ(w) = piFΘ(MΘ(w)). Now consider some (u, x) ∈ U × FΘ, not contained in a Morse set. Then
the α- and ω-limit sets α(u, x) and ω(u, x) are contained in some MΘ(w1) and MΘ(w2), respectively, with
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w2 /∈ WΘ(φ)\W/WΘ. Hence, their projections to FΘ are contained in the corresponding (disjoint) chain control
sets EΘ(w1) and EΘ(w2), respectively. Consequently, if ϕ(R, x, u) is contained in a neighborhood of EΘ(w)
whose closure intersects no other chain control set, then ϕ(R, x, u) ⊂ EΘ(w). 
Now we can prove the main result of this section.
7.4 Theorem: Assume that Λ0Mo(MΘ(w)) = {0}. Then, for any compact set K ⊂ EΘ(w) of positive volume
hinv(K,EΘ(w)) ≥ inf
µ∈Mφ1 (MΘ(w))
∫
log J+ϕ1,u(x)dµ(u, x) = inf
(u,x)∈MΘ(w)
lim sup
t→+∞
1
t
log J+ϕt,u(x). (16)
Proof: The theorem is proved in two steps.
Step 1 : We apply Theorem 7.1. To show that Assumption (A) is satisfied, we put E0−Θ,w(u, x) := E−Θ,w(u, x) ⊕
E0Θ,w(u, x), which obviously implies that
TxFΘ = E0−Θ,w(u, x)⊕ E+Θ,w(u, x), ∀(u, x) ∈MΘ(w)
is a continuous invariant decomposition. Observe that the dimensions of these subspaces are independent of
(u, x). According to Theorem 4.4(iii), the assumption Λ0Mo(MΘ(w)) = {0} implies
lim
n→+∞
1
n
max
(u,x)∈MΘ(w)
log
∥∥∥(dϕn,u)|E0Θ,w(u,x)∥∥∥ = 0. (17)
Now let C, λ′ > 0 be chosen so that
|(dϕt,u)xv| ≥ Ceλ′t|v| for all v ∈ E+Θ,w(u, x)
and fix some λ ∈ (0, λ′). Then, for any ε > 0 choose T > 0 large enough so that
e(λ
′−λ)t ≥ C−1 and |(dϕt,u)xv| ≤ eεt|v|, ∀v ∈ E0−Θ,w(u, x) and t ≥ T.
The existence of such T immediately follows from (17) and λ < λ′. Hence, (A) holds and we have
hinv(K,EΘ(w)) ≥ inf
µ∈Mφ1 (Q)
(∫
Q
log J+ϕ1,u(x)dµ(u, x)− hµ(ϕ)
)
.
Step 2 : We prove that hµ(ϕ) = 0 for all µ. To this end, observe that hµ(ϕ) is bounded from above by the
topological entropy htop(ϕ) of the corresponding bundle RDS onMΘ(w), following from the variational principle
for bundle RDS (cf. [15, Thm. 1.2.13]). We show that htop(ϕ) = 0 for each fixed invariant measure P on the
base space U . Consider two points x, y on the same fiber fixΘ(h(u), w), u ∈ U . Since fixΘ(h(u), w) is totally
geodesic by Lemma 7.2, we can take a shortest geodesic γ : [0, 1] → fixΘ(h(u), w) from x to y. Then for each
t > 0 we have
d(ϕt,u(x), ϕt,u(y)) ≤ length(ϕt,u ◦ γ) =
∫ 1
0
|(dϕt,u)γ(s)γ˙(s)|ds
≤ sup
z∈fixΘ(h(u),w)
v∈Tz fixΘ(h(u),w), |v|=1
|(dϕt,u)zv| · length(γ).
Now observe that length(γ) = d(x, y) and Tz fixΘ(h(u), w) = E0Θ,w(u, z) by [11, Prop. 4.2]. By (A) we can thus
choose t large enough (independently of u, z and v) so that |(dϕt,u)zv| ≤ eεt|v|. Hence,
d(ϕt,u(x), ϕt,u(y)) ≤ eεtd(x, y).
By standard methods, one shows that this implies htop(ϕ) ≤ ε · dim fixΘ(h(u), w), and since ε > 0 was chosen
arbitrarily, htop(ϕ) = 0 follows. The equality in (16) follows from the general theory of continuous additive
cocycles, see, e.g., [26]. 
27
A Appendix
A.1 Regular sequences
In this section, we show how we can obtain the asymptotic ray of a given sequence by means of its Cartan
decomposition. Although such a result was used in [1], we could not find its proof in the literature.
Let G be a noncompact semisimple Lie group with finite center and consider the left coset symmetric space
K\G. Let d be the G-invariant distance in K\G, which is uniquely determined by
d(o · expX, o) = |X| ∀X ∈ s,
where o = K · e is the origin of K\G and | · | is the K-invariant norm induced by Bζ .
Following [19], a sequence (gn) in G is called regular if there exists D ∈ s such that d(o · gn, o · expnD) has
sublinear growth as n→ +∞, i.e.,
lim
n→+∞
1
n
d(o · gn, o · expnD) = 0.
If such D exists, it is unique and called the asymptotic ray of (gn).
The next result yields an expression for the asymptotic ray of a regular sequence in terms of its polar decom-
position.
A.1 Lemma: If (gn) is a regular sequence, then the asymptotic ray of (gn) is given by
D = lim
n→+∞
1
n
log S(gn).
Proof: By the uniqueness of the asymptotic ray, we only have to show that 1nd(o · gn, o · enD) → 0. If
ψn := Ad(gn), [19, Thm. 2.3 and Thm. 4.1] imply that (ψn) is also a regular sequence such that
Ψ := lim
n→+∞(ψ
∗
nψn)
1/2n exists and lim
n→+∞
1
n
log ‖ψnΨ−n‖ = 0.
On the other hand, by the K-invariance of the inner product, Ad(k)∗ = Ad(k)−1. Hence, if gn = knS(gn) is
the Cartan decomposition of gn, we obtain ψ
∗
nψn = Ad(S(gn)
2), implying
(ψ∗nψn)
1/2n = Ad(S(gn))
1/n = Ad
(
exp
(
1
n
log S(gn)
))
,
where for the last equality we use that Ad(S(gn)) admits a unique nth root, since it is a positive definite self-
adjoint linear map (see [18, Thm. 7.2.6]). Moreover, the fact that Ad ◦ exp is a homeomorphism when restricted
to s yields that
D = lim
n→+∞
1
n
S(gn) exists and satisfies Ψ = Ad(e
D).
Hence,
d(o · gn, o · enD) = d(o · gne−nD, o) =
∣∣logA+ (gne−nD)∣∣ ≤ ∥∥ad (logA+ (gne−nD))∥∥
= log
∥∥Ad (A+ (gne−nD))∥∥ = log ∥∥Ad (gne−nD)∥∥ = log ∥∥ψnΨ−n∥∥ ,
where for the inequality we used that the positive roots generate a∗. Consequently,
lim
n→+∞
1
n
d(o · gn, oenD) ≤ lim
n→+∞
1
n
log ‖ψnΨ−n‖ = 0,
concluding the proof. 
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A.2 Totally geodesics submanifolds
Let H ∈ cl(a+) and consider its action on FΘ. Here we show that for a suitable K-invariant Riemannian metric,
the sets fixΘ(H,w), w ∈ W, are totally geodesic submanifolds in the sense that any two points in fixΘ(H,w)
can be joined by a geodesic of G/PΘ whose image lies in fixΘ(H,w).
For a given Θ ⊂ Σ, let us consider the homogeneous space K/KΘ and the map pi : G/PΘ → K/KΘ given by
pi(g · bΘ) := κ(g) · o, where o = e ·KΘ and κ : G → K is the map that assigns to any g ∈ G its K-component
in the Iwasawa decomposition. It is not hard to see that pi is well-defined, commutes with the action of K and
has an inverse given by k · o ∈ K/KΘ 7→ k · bΘ ∈ G/PΘ. Moreover, since both maps are quotient maps and κ is
differentiable (see [22, Thm. 6.46]), pi is a diffeomorphism.
A.2 Lemma: There is a K-invariant metric in G/PΘ such that the sets fixΘ(H,w), w ∈ W, are totally geodesic
submanifolds.
Proof: By the previous discussion, the pullback of any K-invariant Riemannian metric on K/KΘ by pi is a
K-invariant metric on G/PΘ. Since for such a metric pi is an isometry and
pi(fixΘ(H,w)) = pi(KH · wbΘ) = pi(w(Kw−1H) · bΘ) = wKw−1H · o,
it is enough to show that there is a K-invariant metric on K/KΘ such that KwH · o, w ∈ W, is totally geodesic,
which we will do in 3 steps.
Step 1 : We prove that for any Θ ⊂ Σ it holds that
kΘ = m⊕
∑
α∈〈Θ〉
(gα + g−α) ∩ k and k⊥Θ =
∑
α∈Π\〈Θ〉
(gα + g−α) ∩ k,
where the inner product considered here is the restriction of Bζ to k.
If we consider HΘ ∈ cl(a+) such that Θ = Θ(HΘ), we have kΘ = {X ∈ k : [HΘ, X] = 0}. Therefore, the
inclusion kΘ ⊃ m ⊕
∑
α∈〈Θ〉(gα + g−α) ∩ k certainly holds, since the bracket of any element in the right-hand
side with HΘ is zero. On the other hand, any X ∈ kΘ can be written as X =
∑
α∈Π∪{0}Xα, and therefore
0 = [HΘ, X] =
∑
α∈Π\〈Θ〉
α(H)Xα.
Since α(H) 6= 0, we get Xα = 0 for any α ∈ Π \ 〈Θ(H)〉, implying the first equality.
The second equality follows from the fact that the vector subspaces of g given by
m⊕
∑
α∈〈Θ(H)〉
(gα + g−α) and
∑
α∈Π\〈Θ(H)〉
(gα + g−α)
are orthogonal w.r.t. the inner product Bζ and their direct sum contains k.
Step 2 : We prove that for any Θ1,Θ2 ⊂ Σ and w ∈ W it holds that
wkΘ2 = (wkΘ2 ∩ kΘ1)⊕ (wkΘ2 ∩ k⊥Θ1).
In particular, the orthogonal complement in wkΘ2 of wkΘ2 ∩ kΘ1 w.r.t. Bζ |wkΘ2×wkΘ2 is wkΘ2 ∩ k⊥Θ1 .
Since wΠ = Π, wm = m, wk = k and wgα = gwα, by Step 1 we obtain
wkΘ2 = wm⊕
∑
α∈〈Θ2〉
(wgα + wg−α) ∩ wk = m⊕
∑
α∈w〈Θ2〉
(gα + g−α) ∩ k
=
m⊕ ∑
α∈w〈Θ2〉∩〈Θ1〉
(gα + g−α) ∩ k
+
 ∑
α∈w〈Θ2〉∩Π\〈Θ1〉
(gα + g−α) ∩ k
 ⊂ (wkΘ2 ∩ kΘ1)⊕ (wkΘ2 ∩ k⊥Θ1).
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Since the reverse inequality always holds, we are done.
Step 3 : We prove that there is a K-invariant Riemannian metric on K/KΘ such that KwH ·o is totally geodesic
for any w ∈ W.
The inner product (Bζ)|k×k is K-invariant, since the Cartan-Killing form is invariant by automorphisms, and
hence, it induces on K/KΘ a K-invariant metric in the following way: Since To(K/K1) ' k⊥Θ, we define
〈v, w〉x := 〈(d[k])−1x v, (d[k])−1x w〉, where x = k · o.
It is a well-known fact that for such a Riemannian metric, the geodesics starting at the origin are given by
γ(t) = etX · o with X ∈ k⊥Θ (see [24, Prop. 25]). Moreover, since K/KΘ is compact, it is geodesically complete
and therefore, the geodesic connecting the origin to any given point x ∈ K/KΘ is by uniqueness of the form
γ(t) = etX · o for some X ∈ k⊥Θ. Since the metric is K-invariant, we obtain that any given points x1 = k1 · o and
x2 = k2 · o in K/KΘ can be joined by a geodesic α(t) = k1γ(t), where γ(t) = etX · o is a geodesic joining the
origin and k−11 k2 · o.
On the other hand, by Step 2 it holds that To(KwH · o) = wkH ∩ k⊥Θ and consequently KwH · o is isometric
to the homogeneous space KwH
/
(KwH ∩KΘ), where the Riemannian metric of the homogeneous space is the
KwH -invariant Riemannian metric induced by (Bζ)|wkH×wkH . As above, any two points in KwH ·o can be joined
by a geodesic of the form γ(t) = ketX · o for some k ∈ KwH and X ∈ wkH ∩ k⊥Θ, and since wkH ∩ k⊥Θ ⊂ k⊥Θ, such
geodesics are also geodesics of K/KΘ, showing that KwH · o is totally geodesic as stated. 
A.3 The multiplicative ergodic theorem
This section is devoted to the presentation of the multiplicative ergodic theorem (MET), also known as Oseledets
theorem. For more details, the reader should consult [3, Ch. 3] or [9, Ch. 11].
A metric dynamical system (Ω,F , ν, (θn)n∈T) is given by a probability space (Ω,F , ν) and a measurable (semi-)
flow (θn)n∈T for which µ is an invariant measure, where (T = Z+) T = Z.
Let E be a d-dimensional Euclidean vector space. For any given metric dynamical system (Ω,F , ν, (θn)n∈T)
and any random map A : Ω → Gl(E), we can define a linear cocycle ψ on E by ψ(0, ω) := idE , ψ(n, ω) :=
A(θn−1ω) · · ·A(ω) if n > 0 and, in case T = Z, ψ(n, ω) := A−1(θnω) · · ·A−1(θ−1ω) for all n < 0.
The proof of the next result can be found in [3, Thm. 3.4.2].
A.3 Theorem: Let ψ be a linear cocycle on the vector space E over the metric dynamical system
(Ω,F , µ, (θn)n∈T) with generator A : Ω→ Gl(E). If
log+ ‖A‖ ∈ L1(Ω,F , µ) and log+ ‖A−1‖ ∈ L1(Ω,F , µ),
then there exists an invariant set Ω˜ ∈ F such that for each ω ∈ Ω˜ the following statements hold:
(A) The case T = Z+:
(i) The limit limn→+∞(ψ(n, ω)∗ψ(n, ω))1/2n =: Ψ(ω) ≥ 0 exists;
(ii) Let eλp(ω)(ω) < . . . < eλ1(ω) be the different eigenvalues of Ψ(ω) and let Up(ω)(ω), . . . , U1(ω) be
their corresponding eigenspaces with multiplicities di(ω) = dimUi(ω). Then
p(θω) = p(ω),
λi(θω) = λi(ω) for all i ∈ {1, . . . , p(ω)},
di(θω) = di(ω) for all i ∈ {1, . . . , p(ω)}.
(iii) Put Vp(ω)+1(ω) = {0} and for i = 1, . . . , p(ω),
Vi(ω) := Up(ω)(ω)⊕ · · · ⊕ Ui(ω),
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so that
Vp(ω)(ω) ⊂ · · · ⊂ Vi(ω) ⊂ · · · ⊂ V1(ω) = E
defines a filtration of E. Then for each v ∈ E \ {0} the Lyapunov exponent
λ(ω, v) := lim
n→+∞
1
n
log |ψ(n, ω)v|
exists as a limit and
λ(ω, v) = λi(ω) ⇐⇒ v ∈ Vi(ω) \ Vi+1(ω), (18)
or equivalently
Vi(ω) = {v ∈ V : λ(ω, v) ≤ λi(ω)}.
(iv) For all v ∈ E \ {0}
λ(θω,A(ω)v) = λ(ω, v),
whence
A(ω)Vi(ω) = Vi(θω) for all i ∈ {1, . . . , p(ω)}.
(v) The function ω 7→ p(ω) ∈ {1, . . . , d} (measurably extended from Ω˜ to Ω) is measurable. The
functions ω 7→ λi(ω) ∈ R, ω 7→ di(ω) ∈ {1, . . . , d}, ω 7→ Ui(ω) ∈ ∪dk=1Gk(d) and ω 7→ Vi(ω) ∈ ∪dk=1Gk(d),
Gk(d) the Grassmannian manifold of the k-dimensional subspaces of E (measurably extended to {ω :
p(ω) ≥ i} ∈ B) are measurable. Moreover, if (Ω,F , µ, (θn)n∈T) is ergodic, then the functions p(·), λi(·)
and di(·) are constant.
(B) The case T = Z: There exists a splitting
E = E1(ω)⊕ · · · ⊕ Ep(ω)(ω)
of E into random subspaces Ei(ω) (called Oseledets spaces) depending measurably on ω with dimensions
dimEi(ω) = di(ω), satisfying:
(i) If Pi(ω) : E → Ei(ω) denotes the projection onto Ei(ω) along Fi(ω) :=
∑
j 6=iEj(ω), then
A(ω)Pi(ω) = Pi(θω)A(ω)
or equivalently
A(ω)Ei(ω) = Ei(θω).
(ii) We have
lim
n→±∞
1
n
log ‖ψ(n, ω)v‖ = λi(v) ⇐⇒ v ∈ Ei(ω) \ {0}.
(iii) Convergence in (ii) is uniform with respect to v ∈ Ei(ω) ∩ Sd−1 for each fixed ω.
(iv) The filtration in (A) can be recovered as
Vi(ω) = ⊕p(ω)j=i Ej(ω) for i ∈ {1, . . . , p(ω)}.
A.4 Remark: Although for ω ∈ Ω˜ the invariant splitting
E = E1(ω)⊕ · · · ⊕ Ep(ω)(ω)
is not in general orthogonal (and the splitting E = U1(ω) ⊕ · · · ⊕ Up(ω)(ω) not in general invariant), for any
fixed κ > 0 there is a random inner product 〈·, ·〉κ,ω satisfying (see [3, Thm. 4.3.6]):
1. 〈·, ·〉κ,ω depends measurably on ω and each Pi(ω) is an orthogonal projection;
2. For any ε > 0 there exists a random variable Bε : Ω→ [1,+∞) such that
Bε(ω)
−1‖ · ‖ ≤ ‖ · ‖κ,ω ≤ Bε(ω)‖ · ‖ with e−ε|n|Bε(ω) ≤ Bε(θnω) ≤ eε|n|Bε(ω) for all n ∈ Z.
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3. For all i ∈ {1, . . . , p(ω)}, v ∈ Ei(ω) and n ∈ Z it holds that
enλi(ω)−κ|n|‖v‖κ,ω ≤ ‖ψ(n, ω)v‖κ,θnω ≤ enλi(ω)+κ|n|‖v‖κ,ω.
We have the following result:
A.5 Lemma: Let ω ∈ Ω˜ and consider an isomorphism T : E → E such that TVj(ω) = Vj(ω) for all j ∈
{1, . . . , p(ω)}. If V is a Ψ(ω)-invariant proper subspace of E, then the following statements hold:
(i) For any nonzero vector u ∈ V ⊥ ∩ (Vi(ω) \ Vi+1(ω)) we have
lim
n→+∞
1
n
log inf
v∈V
|ψ(n, ω)T (u− v)| = λi(ω).
(ii) Let W ⊂ E be a Ψ(ω)-invariant subspace such that V ⊥ ∩W 6= {0}. Let i∗ ∈ {1, . . . , p(ω)} be the greatest
index such that Ui∗(ω)∩ (V ⊥ ∩W ) 6= {0}. Then, for any ε > 0 and any positive real numbers c2 > c1 > 0
there exists C = C(ε, c1, c2) > 0 such that
inf
u∈R,v∈V
|ψ(n, ω)T (u− v)| > Cen(λi∗ (ω)−ε) for all n > 0,
where R = {u ∈ V ⊥ ∩W : c1 ≤ |u| ≤ c2}.
Proof: (i) The facts that infv∈V |ψ(n, ω)T (u− v)| ≤ |ψ(n, ω)Tu| and TVj(ω) = Vj(ω) for all j ∈ {1, . . . , p(ω)}
together with (18) imply
lim sup
n→+∞
1
n
log inf
v∈V
|ψ(n, ω)T (u− v)| ≤ λi. (19)
On the other hand, let κ > 0 and consider the random inner product 〈·, ·〉κ,ω as above. By the invariance of the
decomposition, we have
|ψ(n, ω)T (u− v)|2κ,θnω =
∣∣∣∣∣∣
p(ω)∑
j=1
ψ(n, ω)Pj(ω)T (u− v)
∣∣∣∣∣∣
2
κ,θnω
=
p(ω)∑
j=1
∣∣∣ψ(n, ω)Pj(ω)T (u− v)∣∣∣2
κ,θnω
≥
i∑
j=1
∣∣∣ψ(n, ω)Pj(ω)T (u− v)∣∣∣2
κ,θnω
≥
i∑
j=1
e2(nλj−κ|n|)
∣∣Pj(ω)T (u− v)∣∣2κ,ω
≥ e2(nλi−κ|n|)∣∣Qi(ω)T (u− v)∣∣2
κ,ω
,
where Qi(ω) =
∑i
j=1 Pj(ω). Let ε > 0 and consider the random variable Bε : Ω → [1,+∞) as in the above
remark. Then
|ψ(n, ω)T (u− v)| ≥ |ψ(n, ω)T (u− v)|κ,θnωBε(θnω)−1 ≥ enλi−κ|n|
∣∣Qi(ω)T (u− v)∣∣
κ,ω
Bε(θnω)
−1
≥ enλi−κ|n|∣∣Qi(ω)T (u− v)∣∣Bε(θnω)−1Bε(ω)−1
≥ enλi−κ|n|∣∣Qi(ω)T (u− v)∣∣e−ε|n|Bε(ω)−2,
and so
inf
v∈V
|ψ(n, ω)T (u− v)| ≥ enλi−(κ+ε)|n| inf
v∈V
∣∣Qi(ω)T (u− v)∣∣Bε(ω)−2.
Claim: infv∈V
∣∣Qi(ω)T (u− v)∣∣ 6= 0.
By the equivalence of the norms, it is enough to show that infv∈V
∣∣Qi(ω)T (u− v)∣∣
κ,ω
6= 0. It is easy to see that
the infimum is indeed a minimum. However, if for some v ∈ V we have ∣∣Qi(ω)T (u− v)∣∣
κ,ω
= 0, then
T (u− v) ∈ kerQi(ω) =
p(ω)⊕
j=i+1
Ej(ω) = Vi+1(ω) =⇒ u− v ∈ T−1Vi+1(ω) = Vi+1(ω).
32
Given the fact that Ψ(ω) is a self-adjoint map and Ψ(ω)V = V , we have
V =
p(ω)⊕
j=1
(V ∩ Uj(ω)) and V ⊥ =
p(ω)⊕
j=1
(
V ⊥ ∩ Uj(ω)
)
. (20)
Moreover, since u ∈ V ⊥ and v ∈ V , decomposition (20) implies that u ∈ Vi+1(ω) if u−v ∈ Vi+1(ω), contradicting
our hypothesis. Therefore, for any v ∈ V it holds that |Q(ω)T (u− v)|κ,ω > 0, proving the claim.
From the above claim we obtain
lim inf
n→+∞
1
n
inf
w∈W
|ψ(n, ω)T (v − w)| ≥ λi − (κ+ ε),
and since κ, ε > 0 are arbitrary, together with (19), statement (i) follows.
(ii) By decomposition (20) and the Ψ(ω)-invariance of W , any u ∈ V ⊥ ∩W satisfies u ∈ Vi(ω) \ Vi+1(ω) for
some i ≤ i∗. Therefore, for any given u ∈ V ⊥ ∩W we can show exactly as in the proof of item (i) that
inf
v∈V
|ψ(n, ω)T (u− v)| ≥ enλi∗−ε|n| inf
v∈V
∣∣Qi∗(ω)T (u− v)∣∣Bε(ω)−2.
The result is proven if we can show that
C = C(ε, c1, c2) := inf
u∈V ⊥∩W ; c1≤|u|≤c2
{
inf
v∈V
∣∣Qi∗(ω)T (u− v)∣∣Bε(ω)−2} > 0.
To see this, observe that if P denotes the orthogonal projection onto Qi
∗
(ω)TV , then
inf
v∈V
∣∣Qi∗(ω)T (u− v)∣∣ = |(I − P )Qi∗(ω)Tu|
and, as proved in item (i), this number is positive for any u. Then compactness of R implies the existence of
u∗ ∈ R such that
C = inf
v∈V
∣∣Qi∗(ω)T (u∗ − v)∣∣Bε(ω)−2 > 0,
concluding the proof. 
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