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Ala~ract--A method is presented that is meant to solve nonlinear two-point boundary-value 
problems. The method is based on a spline interpolation of the function of interest, with 
undetermined supporting points. These are determined from the differential equation written at the 
supporting points, which leads, together with the boundary conditions, to a nonlinear algebraic 
system. This is next solved resorting to a Newton-type method with continuation, to ensure 
convergence. The procedure is illustrated with examples arising from computer-aided design and 
robotics applications. 
INTRODUCTION 
One concept of synthesis of curves was introduced in a previous paper [1]. This entailed 
a method to synthesize functions and curves, and hence to solve a limited class of two-point 
boundary-value problems. It was based on nonparametric as well as parametric ubic 
periodic splines. The class of problems that can be solved with these splines is thus limited 
to those cases where the function or the curve sought is also periodic, or closed. In the 
latter case, the curve is assumed to be continuous and to have a continuous tangent vector 
as well as a continuous curvature. Hence, closed curves with cusps are excluded. 
Most common sources of two-point boundary-value problems are of a geometric nature. 
In fact, geometric problems of curve synthesis are nonlinear and can be formulated as 
two-point boundary-value problems, as discussed in this paper. Such problems arise in 
areas that include the design of shells of revolution [2], fillets or chamfers [3] in machine 
elements and trajectory planning for robotic applications [4]. 
This paper deals with two types of problems, the first one being related to the 
determination of a function y = y(x). The second is closely related to geometric applica- 
tions; thus it is concerned with the determinations of a functional relation f(x,  y) = 0 
through a parametric representation x = x(t) and y = y(t). The first problem has been 
widely studied for the linear case [5]; nonlinear cases of this problem are of the utmost 
interest from a computational viewpoint and are the subject of current research work [6, 7]. 
The second problem has received less attention in the field of computational mathematics, 
although it is a recurrent problem in areas of current interest, such as computer-aided 
design and robotics. The first problem will be referred to as a problem of function synthesis. 
The second, as one of curve synthesis. The method of solution to both problems is based 
on natural cubic splines, and is illustrated with two fully-solved examples. 
THE FUNCTION SYNTHESIS  PROBLEM 
Assume that a function y = y(x) is to be determined. This function is further assumed 
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to be continuous, with continuous first and second derivatives, ~vithin an interval of 
interest, bounded from both sides. Let a set of abscissae ¢txi}]' be defined on the said 
interval. The corresponding set of ordinates {y, }~' is defined as the set of supporting points 
(SPs) of the spline approximating the given function in the given interval. Furthermore, 
let y be an n-dimensional vector whose ith component is y , -  y(x,). The n-dimensional 
vector y' is defined correspondingly, i.e. its ith component is defined as )"(x~). Natural 
splines will be used throughout the paper, and so, the following relationship holds: 
y" (x , )  = y" (x . )  = O. (1) 
Now, let the nontrivial values YI' =-y"(xi ) ( i  = 2 . . . . .  n - 1) be ordered in the (n -2 ) -  
dimensional vector y". The relationship between y and y" can be written in matrix form 
as [8] 
Ay"= 6Cy, (2) 
A = 
where 
and 
"2(Ax~ + Ax2) Ax: 0 . . .  0 
Ax 2 2(Ax 2 "+" Ax3) AX 3 0 0 
0 ".. "..  "..  : 
: Ax: 
0 0 . . .  Ax,.. 2(Ax: + Ax,,) 
(3a) 
C = 
~t -(~t~ + :t,) ~t2 0 . . .  0 
0 ~2 - (~t2 + ~3) ~3 0 : 
0 
0 0 . . .  ¢t,. -(:~,,+~t,,) ct,. 
(3b) 
with 
n '=n- l ,  n"=n-2  (3c) 
and 
Ax i=x i+t -x i ,  ~ i= l /Ax~,  i= l , . . . ,n ' .  (3d) 
Matrix A is clearly n"x  n", whereas matrix C is n"x  n. Moreover, matrix A is 
symmetric and positive definite, and hence, nonsingular. Matrix C, however, is singular 
of rank n - 3. In fact, all vectors y having identical components are mapped by C into 
the zero vector, i.e. the null space of C can be thought of as being spanned by one vector 
y whose components are all identical. The geometric interpretation of the foregoing fact 
is that, if the spline is given rigid-body displacements in the y-direction, then, even though 
vector y changes, vector y" remains the same. This is in agreement with the fact that adding 
a constant o a function does not affect its derivatives. 
The retationsip of y' with y and y" can be similarly expressed as follows [9]: 
y' = ~=y - ~Gy", (4) 
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with ~: and G being respectively the n x n and n x n" matrices defined as 
F= 
and 
"--~1 ~(I 
0 --5( 2 
• ° • 0 
~t2 0 : 
• . . • , . 
• • • - -  ~n'  ~n"  
• . . ~ ~t n ,  ~t  n ,  
G = 
Ax~ 0 
2Ax2 Axz 
• .  
, , ,  
, . , 
, , . 
° , °  
2Ax.. Axe. 
2Axe. 
-Ax.,  
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(5a) 
(Sb) 
Hence the null space of F is seen to be identical to that of C and therefore a constant 
added to all components of y, consistently affects neither y" nor y'. Solving for y" from 
equation (2) and substituting the resulting expression in equation (4) yields a relation 
between y' and y, as follows: 
y' = (F - GA-'C)y. (6) 
Equations (2) and (4) contain the basic relations needed in the rest of this paper• 
Two-point boundary-value problems of the linear type and second order can be readily 
solved using the foregoing relations. In fact, these have the general form 
p(x)y" (x )  + q(x)y ' (x )  + r (x )y (x )  + s(x)  = 0, 0 ~< x ~< 1, (7a) 
with boundary conditions of the form 
and 
al~y(tr ) + at2y'(a ) = bl (7b) 
a,.ly(u) + a2~y'(a) = b2, 
where tr = 0 or 1. If now, the set of abscissae {xi}~' is defined as 
(7c) 
0=Xl<X2< . . .  <xn=l  , (8) 
then writing equation (7a) at the n - 2 intermediate points leads to a vector equation of 
the form 
Py" + Qy' + Ry + s = 0. (9) 
Vectors y, y' and y" have been defined in previous paragraphs• Vector s is defined as 
s=~(x~)  . . . . .  s(x..)lL (10a) 
whereas matrices P, Q and R are defined as 
P = diag[p(x:) . . . . .  p(x,.)], (lOb) 
Q = [0 diag[q(xz) . . . . .  q(x,.)] 0] (lOc) 
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and 
= [0 diag[r (x 2) . . . . .  r (x~)] 0], (10d) 
0 being the n"-dimensional zero vector. Substitution of equations (2) and (6) into equation 
(9) readily yields 
[6PA- 'C + Q(a: - GA- 'C)  + R]y = -s .  (1 l) 
Equations (7b, c) can be written, in turn, in matrix form as 
Ty = b, (12) 
where ~ is a 2 x n matrix, all of whose intermediate n" columns are zero. Its two extreme 
columns depend upon the specified boundary conditions. Furthermore, b is a 
2-dimensional vector whose ith component is hi, as seen in equations (7b, c). Moreover, 
"the matrix multiplying vector y in equation (! 1) has dimensions n" x n and is of full rank 
if ~ is. From equation (10d) it is clear that R has full rank if r(x) does not vanish at any 
of the interior SPs, which is easily satisfied. Matrix T, on the other hand, will have full 
rank if the boundary conditions (7b, c) are well-posed. Adjoining equation (12) to equation 
(11) results in a nonsingular system of equations, which contains n linearly independent 
equations and n unknowns, whose solution can be readily obtained using Gauss' 
algorithm. 
Many an application, however, gives rise to two-point boundary-value problems on 
nonlinear second-order differential equations. Such problems take the form 
f(x,y,y',y")=O, O<x<l ,  (13a) 
with the nonlinear boundary conditions 
and 
g,(¢, ,o, ,1,, ~,,  , ; )  = o (13b) 
g2( 0", r]0, rh, q 0, q 't ) = 0, (13C) 
where a = 0 or 1, and r/o or r/i, is the value attained by y or y', respectively at x = a. 
Writing equation (13a) at the n -2  intermediate SPs, the following nonlinear algebraic 
system of n" equations is obtained: 
f(x, y, y', y") = 0. (14a) 
Given that vector x is fixed and considering the dependence ofy" and y' upon y, as given 
by equations (2) and (6), respectively, f can be regarded as a function of y alone, namely 
f = f(y). (14b) 
Equations (13b, c) can be expressed analogously in vector form as 
g = g(¢, y, y'). (15) 
Clearly, f and g are n"- and 2-dimensional vectors, respectively. They can be grouped into 
one single n-dimensional vector h as 
,:(:) 
The two-point boundary-value problem (13a-c) has thus been reduced to an algebraic 
one, namely that of finding the solution to the nth-order nonlinear algebraic system 
h(y) = 0. (17) 
The solution to equation (17) can be found efficiently making use of a Newton-type 
method, i.e. an iterative method based on a Jacobian-matrix inversion. This type of 
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method, thus, requires the computation of the Jacobian d(y) of h, which is defined as 
dh Oh OhOy' . dhOy"  
J(Y) --- d-'y = Oy+~vTy'~3--yy " t __  Oy" Oy" (18) 
The partial derivatives of h are problem dependent. The remaining derivatives are obtained 
from equations (2) and (6), namely as 
0y" 
= 6~-tC  (19a) Oy 
and 
dy___~' ffi F - GA- 'C .  (19b) dy 
It is pointed out that matrices Oh/Oy, dh/Oy' and Oh/Oy" have the following simple 
structures: 
Oh .. rob, ,oh;l, 
Ti-'=a'agL  . . . .  (20a) 
ah .. rob, oh.] 
0y: = a,ag Loy; . . . . .  oy:j  (2Ob) 
and 
ah 
dy" 
[dhl dhn.] 
diag LOy ~ . . . . .  dy----~,',_] 
Oh,. 
Oy" 
dh, 
0y" 
(20c) 
Hence the proposed nonlinear two-point boundary-value problem has lead to a 
nonlinear algebraic system, whose solution can be obtained using a Newton-type method, 
for the required derivatives are readily computable. 
THE PROBLEM OF CURVE SYNTHESIS 
It is now assumed that a plane curve r is sought, whose position vector r is to be 
determined as a function of a scalar argument . Geometric problems lead to nonlinear 
differential equations of the form 
f ( t ,  r, t, F) -- 0, (21a) 
with given boundary conditions that define a nonlinear two-point boundary-value 
problem. In the foregoing, 
i" = f(t) and F = r(t). (21b) 
Such problems would arise, for instance, if the curve were to meet conditions imposed 
either on its slope, on its curvature or on a combination of both. Now, letting 
r(t) = x(t)i + y(t)j, (22) 
i and j being the unit vectors parallel to the x- and y-axes, respectively, the integration 
of equation (21a) can be reduced to the solution of an algebraic problem by introducing 
splines. In fact, let {P~}7 be a set of n SPs, each with coordinates (x, y,.). A corresponding 
set of values {ti}7 can now be defined as 
tt = 0 (23a) 
t~ = ti_ l + Ate_ t, (23b) 
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At,_, = x/Axe_ t + Aye_,. (23c) 
Ax ,_ l=x, - -x ,_ l  and Ay,_ l=y i -y i _ l .  i=2  . . . . .  n. (23d) 
Let vector x now be defined as that whose ith component is x,. vector y being defined 
analogously. Vectors i and ~ are now defined as those whose ith component is ~(ti) and 
.~(t~), respectively. Vectors $' and ~ are defined correspondingly. Next, each function x( t )  
and y( t )  is approximated by a natural cubic spline having t as argument and {P~}7 as SPs, 
respectively. Since natural splines are being used, one has 
.;~ = .~, = f~ = f .  = 0. (24) 
From the foregoing, it is clear that vectors x, y, ~ and :~ are n-dimensional, whereas ~ and 
are n"-dimensional. In fact, the latter do not contain the identically vanishing 
components of equation (24). 
Equation (21a) is now written at the n" interior SPs. Function f of that equation could 
be a scalar, a vector or a tensor, the only difference being that, for each case, one would 
obtain n", 2n" and 4n" equations, assuming the vector or the tensor function has a plane 
range. In fact, 3-dimensional fields can also be handled with this type of splines, if these 
are axially symmetric. Arbitrary 3-dimensional splines require, of course, multiple- 
argument splines, which lie beyond the scope of this paper. 
For ease of presentation, however, it will be assumed that function f of equation (21a) 
is scalar. Writing this function for each of the n" SPs, one obtains 
f ( t , ,  x,, y,, .;c, ) , ,  5i,, f , )  = O. i = 2 . . . . .  n'  (25) 
or, in compact form, 
f = f(x, y, ~, ~, ~, ~') = 0, (26) 
where the parameter t has not been included for it depends explicitly on x~, y ,  i = 1 . . . . .  n. 
Equation (26) represents a nonlinear algebraic system of n equations in the 2n unknown 
components of vectors x and y. The boundary conditions associated with the problem at 
hand produce two additional equations of the form 
g = g(tr, x , ,  yo, .~ ,  f'~) = 0, (27) 
with g being 2-dimensional nd a = tt or t.. The dependence of vectors ~, $, ~ and ~' upon 
vectors x and y is expressed explicitly as [9] 
AJ~=6Cx and Ay=6Cy 
and 
~=[Fx-~Gi  and ~¢=~=y-~G~. 
The matrices appearing in the foregoing equations are defined as 
= 
"2(At1 + At.,) At2 0 . . .  
At2 2(At2 + Ah) At3 0 
. . ,  " , .  " .  
0 0 . . .  At.,. 
(28) 
(29) 
0 
0 
At,- 
2(At.. + At.,~ 
(30) 
C = 
1 -(71 +7:) 72 0 . . .  0 1 
72 --(72 -~" 73) 73 0 " 
0 . . .  A. -(':~.+7,.) "/,, 
(31) 
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F = 
and 
G= 
with 
At, 
2Atz 
Ati = ti+ , - ti 
The order of the foregoing matrices 
A, n” x n”; C, 
* . . *a. 
. . . -Yn, Yd 
. . . -Yn, Yn, 
0 . . . 
At, 
*.. * * . 
. . . 2At,,. 
. . . 
. . . 
0 
At.,” 
2At,,. 
-At. 
J 
(32) 
(33) 
and yi = lIAri, 1,. . . , n’. (344 
is as follows: 
n”xn; IF, n xn; G, n xn”. W) 
Thus far, there seems to be more unknowns than equations available. Introducing polar 
coordinates to represent xi and yi in the form 
X~=Z~COS~~ and Yi=zisinOi, i=l,...,n, (354 
and fixing angles 8i, the set of 2n coordinates becomes a function of only n, namely z, 
(i=l,... ,n). Relations (35a) can be written in matrix form as 
x=Xx and y=Yz, (35b) 
where X and 0’ are constant 2n x n matrices. Should the problem at hand contain some 
symmetries, then vector z would be even more reduced, say, to m components, with m < n. 
For instance, if the curve is to be symmetric with respect to one axis, then only 
m z,-coordinates turn out to be independent, and n = 2m - 1, if one SP is to lie on the 
axis of symmetry. Thus, z will be assumed, in what follows, to be of dimension m c n. 
The 2n x n system of equations (26) and (27), 
( > f(X,Y) () lh Y) = ’ (36) 
can then be reduced to one of the form 
h(z) = 0, (37) 
where h contains the m independent equations contained in system (36). Equation (37) 
represents, thus, a nonlinear algebraic system of m equations in m unknowns. Again, an 
effective way of solving this system is using a Newton-type method, which requires 
computing the Jacobian matrix of h(z). This is obtained as 
J=fi/JX kdhay 
a2 axa ayZ* (38) 
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Ox gy 
~---~ = X and ~zz = Y" (39) 
The derivatives of h with respect o x and y are obtained now by application of the chain 
rule, taking into account all arguments hat appear explicitly in h, i.e. in f and g, as shown 
in equations (26) and (27): 
dh Oh 0h0:~ 0hO~ dhd i  Oh0~ (40) 
dx= + Tx e 0x 
and 
dh Oh 0h0:~ 0h01 dhgi dh0~ (41) 
dy = ay + ~x ~yy + 0-~ ~yy + 0"~ ~y + 0"~ 0y" 
Equations (28) and (29) provide the remaining partial derivatives appearing in equations 
(40) and (41), namely 
0 i  /dA -~ A_ laCx  ) 
~x = 6t~Cx + 0x + A-IC_, (42a) 
-i  _,aCx  ' = 6|~Cx + (42b) 
y \ y 0y J 
0~ ,/ '0A -t ... ,0C y'] (42c) 
O-xx=Ot~Y+&-  0x ]' 
0~ . / ' t9  A -  I .,., lOC A_  i ) 
~y = ~t---~-y t.y + A- -0--y-y y + C_, (42d) 
- -  =--x+ F -  i+  G , (43a) 
0x ax 6 ~-x ax/ 
0* OF 1(0(3 ~÷ 0~'~, (43b) Oy= dyX-g \dy  13 dy] 
OF OF l l 'dG.  "Oy'~ 
d--x = 0--x y - 6 t-~-x y + 13 ~xx) (43c) 
and 
d$' OIF I (OG.  d~) 
- -  = ~yy y + F G (43d) Oy -6  -~-yY + ~ " 
The partial derivatives of h with respect o its arguments are, of course, problem 
dependent. The details of the computation of the derivatives appearing in equations 
(42a)-(43d), as well as the software implementing this computation are given elsewhere [9]. 
THE MODIFICATION OF LOCAL GEOMETRIC PROPERTIES 
OF FUNCTIONS AND CURVES 
Some problems often require a slight modification to an existing solution. For instance, 
the modification of the geometric properties of curves has been treated successfully [10], 
by using the Jacobian matrix that represents he sensitivity of those properties to changes 
in the coordinates of particular points of interest. This approach was applied successfully 
to splines representing periodic functions and closed curves [1]. The problem of modifying 
the local properties of a more general, nonperiodic, nonclosed, type of functions and 
curves, is now solved by resorting to natural cubic splines. 
The function modification problem is presented first. To this end, assume an arbitrary 
function y = y(x) is given, as well as a nonlinear functionf=f(x, y y', y"). If it is desired 
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to produce "small" changes in f, this can be done readily by producing correspondingly 
"small" changes in the coordinates of the SPs of the spline approximating y(x) .  Now, f 
is defined as 
f~ = f (x ,  yi, Y;, Y~'), i = 1 , . . . ,  n. (44) 
Furthermore, the n-dimensional vector f is now defined as that containing all f~s as its 
components. Equation (44) can thus be written in vector form as 
f = f(y, y', y"), (45) 
where the argument x has not been included for it will remain fixed. Given a "small" 
change 6y in y, a correspondingly "small" change ~f in f will be produced. Both changes 
are related by 
6 f -- ~ 6 y (46) 
o'y 
and 
df c~f af dy' af ay" 
__  = _ _  n ~ .  (47)  
dy ~y+~y~y'~'+~y" d  
If y does not appear explicitly in f, then df/dy is an n x n matrix of rank n - I, for this 
is the rank of both matrices dy'/a y and d y"/a y, which have the same null space. This means 
that f is not affected by rind-body displacements, as previously discussed. The rank 
deficiency of df/dy can be remedied, and thus allow the solution for y from equation (46), 
by imposing an extra condition on ~y. This condition could be linear or nonlinear. Were 
it nonlinear, then a simple linearization should be performed previously, to obtain a 
(hopefully nonsingular) linear system of equations. The arising system will be nonsingular 
if the extra condition, whether linear or nonlinear, is independent from equation (46), of 
course. Once a linear nonsingular system of n linear equations in n unknowns has been 
obtained, its solution using Gauss' algorithm is straightforward. 
It will now be shown how the local geometric properties of a geometric urve can be 
slightly modified. Assume that a geometric property of interest is completely specified by 
equation (36), containing vectors x and y, or by equation (37), in terms of the reduced 
vector z. "Small" changes ~z in z will thus give rise to correspondingly "small" changes 
8h in h. These changes are related by 
dh ~z (48) 
3h=~z • 
Since system (48) is linear, ~z can be computed from it using Gauss' algorithm, if matrix 
dh/dz is nonsingular. If the problem is well-posed, this matrix is nonsingular and the 
problem is solvable. 
OVERCONSTRAINED PROBLEMS 
Some problems may be overconstrained, i.e. they may give rise to linear or nonlinear 
systems of equations that contain a number of equations greater than that of unknowns. 
On the other hand, problems containing equal number of equations and unknowns, 
usually referred to as determined problems, can be formulated as overdetermined systems, 
if redundant relations are included, The effect of introducing redundancies is to reduce the 
condition number of the Jacobian matrix involved, and hence, in solving nonlinear 
problems, this enhances the likelihood of convergence of the iterative method resorted to. 
The formulation of a determined problem as an overdetermined one is illustrated in 
Example 1. An inherently overdetermined problem is included as Example 2. Generally 
speaking, in this case the whole set of equations cannot be satisfied simultaneously. One 
possible way of producing a practical solution is to minimize a norm of the error vector 
of the system of equations. The problem can be readily solved by application of a 
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Newton-type method, again, if the Euclidian norm is chosen as a measure of the error. 
To outline the method of solution, assume that the problem at hand gives rise to a 
nonlinear system of p equations with m unknowns and has the form 
h(z) = 0. (49) 
In equation (49), then, vectors h and z are p- and m-dimensional, respectively, with 
p > m. Only the nonlinear problem will be discussed, the linear one being considered as 
a particular case of the former. The Euclidian norm of h, LIh ]1 _,~v, is defined as 
II h II 2~ = hr,~x/-~-W-h, (50) 
where W is, usually, a diagonal, positive definite weight matrix accounting for a suitable 
scaling of each equation, in order to render each one nondimensionai; W can account also 
for the different relative relevance of each equation with respect o the remaining ones. 
To ease matters, the problem is now formulated as one of minimizing, over z, one half 
of the square of IIh II 2w, namely, as 
min ~ h r Wh. (51) 
I 
W can be thought of as being the product of a matrix V r times its transpose, accounting 
for the scaling of each equation, i.e. 
W = vTv  (52) 
Thus, equation (49) is transformed as 
Vh(z) = 0, (53) 
where V is a p x p constant matrix that is unique if defined as upper (or lower) triangular. 
Equation (51) is a standard mathematical programming problem. It can be solved using 
standard optimization packages for unconstrained minimization. The simplest, yet most 
effective way, of solving it, however, is via the Newton-Gauss method, which is based on 
the following iterative scheme: 
Given an initial guess z 0, generate a sequence z~ . . . .  , zk, zk+~,. . . ,  as 
Zk + I ---- Zk -1- AZk ,  (54a) 
zg being computed as the least-square solution to the system 
V,~ k AZ, = -- V h(Zk ), (54b) 
where ~k is the Jacobian of h with respect o z, evaluated at z = z k. Equation 
(54b) constitutes a linear algebraic system ofp  equations in m unknowns, with 
p > m which, in general, has no solution. However, there exists a vector z~ 
minimizing the Euclidian norm of the error, V[,~kAZk + h(z,)]. If  Ek denotes 
matrix V,~k, then vector Azk is given by the Moore-Penrose generalized inverse 
[11] of K~, represented by ~lk. Thus, 
and 
AZk = - K~Vh(Zk) (55a) 
~'~L ~- T - I  T (Kk I~) Ks. (55b) 
Expression (55a) is only symbolic, for, in practice, computing Azk does not require the 
computation of K~, explicitly. In fact, Azk is very efficiently and rapidly computed using 
Householder reflections [12]. 
One interesting property of the Newton-Gauss method is that it produces monotonically 
decreasing sequences of the error [13]; and is, thus, unconditionally convergent. Further- 
more, the method converges quadratically in the neighborhood of a minimum. Notice that 
if the problem at hand is linear, it reduces to the solution of an overdetermined system 
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of linear equations of the form (54b). The solution of such a system can be obtained 
directly, i.e. without iterations, from equations (55a, b). 
The first example presented, is aimed at illustrating the solution of a nonlinear two-point 
boundary-value problem arising from robotics applications. The problem solved in 
Example 2 requires the solution of an inherently overdetermined system of nonlinear 
equations. 
Example 1: Trajectory Synthesis for Arc Welding of Two Intersecting Cylinders 
In this example, the problem of guiding a robot end effector through a continuous 
trajectory given by the intersection of two circular cylinders is solved. Such a problem has 
industrial relevance in processes such as arc welding by robots, where the welding electrode 
is to keep a fixed orientation with respect o a trajectory, which in turn, is traced at a 
constant speed. The path traced by the end effector is a 3-dimensional curve, whose 
description requires the solution of a nonlinear two-point boundary-value problem. In 
order to solve it, a natural cubic spline is introduced. The approximating cubic spline is 
defined by a set of supporting points, which are obtained as the least-square approximation 
of an overdetermined nonlinear algebraic system, and then the interpolating polynomial 
is computed. In what follows, the emphasis is on the approach that has been taken in order 
to obtain the coordinates of the supporting points of the approximating spline, as functions 
of time, from the differential relationships describing the trajectory. 
The path to be followed by the robot end effector is defined by the intersection of the 
two cylinders defined as follows: the axes of both cylinders make an angle ~ and intersect 
at the origin of the coordinates. The axis of cylinder A, having a radius a, is parallel to 
the z-axis, whereas that of cylinder B, having a radius b, makes an angle • with that axis. 
It is assumed, without loss of generality, that a ~< b. If this is not the case, then cylinders 
A and B will be simply interchanged. The cartesian coordinates (x, y, z) of one point of 
the robot end effector, as a function of time t, are to be obtained. In order to do so, the 
coordinates x, y and z are parametrized in terms of the angle fl defined by the orthogonal 
projection of that point on the x-y plane. Thus, fl is a function of time t only, and the 
(x, y) coordinates ought are given by 
x=as in f l  and y=-acos8 ,  0~<fl~<2n. (56) 
Coordinate z is defined in terms of x and y from the foregoing description, which yields 
cos ct x/y 2 -+- b 2 - a 2 
z = y sin ~t + sin ct (57) 
Note that z can have two possible distinct values. This is due to the fact that the 
intersection of the two cylinders has two branches. In what follows, only the upper branch 
of the said intersection is considered. Differentiating z in equation (57) with respect o t, 
and replacing x and y in the resulting expression by their equivalent parametric form 
shown in equation (56) yields the following: 
a2~ sin 2fl .~ = a/~ cos. ~ sin/3 -I . (58) 
sm ~ 2 sin ~ ~/b 2 - a '  sin 2 
The variables .¢, .~ and ~ are constrained by the following relationship: 
.t2 +p2 + ~2 = r2, (59) 
where t, is the velocity of the tip of the electrode, i.e. a given constant. Using equations 
(56)-(59), the following differential relationship for fl is obtained: 
r' sin :t 1 
- -  . , , (60)  
/~ = a x/sin" ~ + K 2' 
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where K is given by 
and r is given by 
r sin 213 
K = sin 13 cos ~t -~ (61a) 
2x/1 - r: sin 2 fl 
a 
r =~.  (61b) 
If r = 1, the denominator of the second term of the r.h.s, of equation (61a) vanishes at 
/~ = r~/2 or 3rc/2, thus rendering K impossible to evaluate. In order to remedy this situation, 
that term is evaluated by setting r = 1 and applying L'Hospital's "rule" to the arising 
expression, thus obtaining 
K=( - l )~(cosct+½) ,  for r= l  and /~=(2k- l )T t /2 ,  for k=l ,2 .  
Differentiation of equation (60) with respect o  time yields 
/~ = ~-~/~, (61c) 
where Ol~/Ofl is an explicit function only of fl, and is obtained by direct differentiation of 
the r.h.s, of equation (60). Equation (61c), with the boundary conditions 
fl(0) = 0 and /~(0) =/~(T), (61d) 
defines the boundary-value problem whose solution provides the fl(t) function and hence 
the desired trajectory of the end effector, in terms of t. Let T denote the final value of time. 
The value of/~(0) is not specified, but it is obtained from the condition that 
fl(T) = 2~. (61e) 
Once/~(t) is solved, x(t), y(t) and z(t) can be readily obtained. In this example, the 
solution of the differential equation given in equation (60) is obtained. To do this, the time 
axis is subdivided into equal-sized subintervals. Also, the time it takes for the end effector 
to perform its trajectory is normalized, i.e. the end effector is assumed to complete its 
motion in one unit of time (T -- 1), at an as yet undetermined velocity, generally different 
from the given value v. The true velocity v is related to the computed velocity by a factor 
which is used to do a scaling of the time axis, owing to the linear relationship between 
velocity and time. 
Let n be the number of supporting points of the cubic spline. The ith supporting point, 
Pi, is defined in the t - f l  plane by the pair 
n -1  fl' ' i= l  . . . . .  n. (62) 
The 1st supporting point, Pt, and the nth supporting point, P,, are thus defined as 
P t=(0 ,0 )  and P ,=( l ,2n) ,  (63) 
since it is assumed that the end effector will sweep 2n radians in one unit of time. The 
unknown supporting points P2 . . . . .  Pn-t are now to be found. Before proceeding further, 
however, the second derivative at Pt and P, is verified to be zero, in agreement with natural 
splines. This is done simply by differentiating/~ in equation (60) with respect o t and noting 
that/~" vanishes whenever fl is 0 or 2n, i.e. whenever t is 0 or I. 
Let b be the vector of ordinates of the supporting points. In other words, let 
b = f12 . (64) 
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From equation (60), 
6 -- 6(b, v) (65) 
and, from equation (6), the relation 
6 = (~ - GA-~C)b  (66) 
follows. Using equations (65) and (66), the following system of nonlinear equations is 
obtained: 
f(b) = ~b - 6(b, v) = 0, 
where the n × n matrix M is defined as 
M = ~:- GA- IC.  
(67) 
(68) 
The next step is to solve this system for the unknowns/~i, i = 2 . . . . .  n - 1. Since the first 
and last supporting points are known, the following determined system of n - 1 equations 
in the n - 1 unknowns f12 . . . . .  fin-t and v need be solved: 
([mH, ml2 . . . . .  mini -- [mnl, mn2 . . . . .  re,  I) [0, f12 . . . . .  fin,, 27t] T -- 0, 1 
[m21, m22 . . . . .  m~] [0, f12 . . . . .  fin,, 21t] T --/~2(fl2, v) = 0, t (69) 
[mn, t, mn,2 . . . . .  m,,n] [0, f12 . . . .  , fin', 2x] T -- ~n'(fln', V) = 0, 
where n' = n -- 1, m~ representing the ( i , j )  entry of matrix M. The first equation in the 
above system of nonlinear equations imposes the constraint hat the velocity at 0 and 2n 
be the same• Clearly this should be the case, due to the periodicity of/~. Solving the above 
system could be done with the Newton-Raphson iterative method. In order to ensure 
convergence, however, the above system is reformulated as an overdetermined system of 
n - 1 equations in the n - 2 unknowns/~2 . . . . .  fin,. The velocity v is suppressed from the 
list of unknowns and is formulated in terms of the ills in the expression of equation (60). 
The relationship between v and the ills is as follows: 
v = a[ml t  , m12 . . . . .  rain ] [0, f12 . . . .  , fin', 27t] T" (70) 
Expressing v as a function of the Pts in the system of equations (69), the following 
overdetermined system ofn - 1 nonlinear equations in the unknown vector ba is obtained: 
([mlz . . . . .  mln.] - [mnz . . . . .  m,~,])bR + 2n(mln  - -  m,~,) = O, 
~'~RbR + 2~m[n] - I~R(b ) = 0, } (71) 
where 
bR = La~ . . . . .  /L 'F,  
min i  -.-- [m2~ . . . .  , ran,n] T 
(72a) 
(72b) 
and 
~'m22 m23 . . . /~2n 1
~R ''~- [ m!2 m33. "'" m3"'. [ • (72c) 
[~,. ,..,r 'n, 2 Y?ln, 3 ran,n,.,/ 
The above system of nonlinear equations was solved using the Newton-Gauss method, 
which requires the computation of the least-square approximation of an overdetermined 
linear system of equations having the form of equation (54b). The procedure was tested 
with the following values: 
r= l .O ,  ~t=n/3 and n=20.  
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Fig. 1. Synthesized //- function vs normal ized time. 
It is remarked that, since r was set equal to 1, a singularity in K is introduced, as discussed 
before. This was handled by making use of the formula derived via L'Hospital's "rule". 
The curve fl(t) obtained with the method presented here is shown in Fig. 1. 
Furthermore, convergence to a solution is guaranteed by the fact that continuation was 
used. This consists of regarding ~ and r as parameters. Now, the solution for • = x/2 and 
r = 0 is known, for, in this case, cylinder B reduces to a plane intersecting the axis of 
cylinder A at 90 °. The intersection of both cylinders is thus a circle, and hence flU) is 
simply 
fl(t) = 2rtt. (73a) 
Given arbitrary values of ~ and r, labeled ~v and r v, the solution is approached by solving 
a sequence of nonlinear algebraic systems, of the form (71) with 
rc ~, i  
=~- -~ 1-- + -'v i= l  . . . . .  v, (73b) 
! 
r=r~- - rV ,  i= l  . . . . .  v. (73c) 
V 
The solution to the first system is obtained using the known solution for ~ = x/2 and 
r = 0 as an initial guess. If v is large enough (between 5 and 10, normally), the said guess 
lies close to the solution sought. The procedure is repeated by defining the solution found 
for the ith system as initial guess to the (i + l)st one. In this way, using v = 5, the solution 
was obtained for (~,  r, ) and (~2, r.,) in the continuation steps, with one and two iterations, 
respectively. The solution to the problems of the remaining continuation steps was 
obtained with three iterations. Having prescribed a tolerance of 10 -6 for the increment of 
the unknown vector, the equations were verified with an error of 10 -6 , as well. 
Example 2: Design of Fillets for a Machine Opening to Join Two Intersecting Edges 
Shown in Fig. 2 is a trapezium-shaped machine opening. It is required to design fillets 
that eliminate the corners of that figure, replacing them with the profiles shown as F~,/-_,, 
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Fig. 2. Machine opening with a trapezium shape, showing the desired fillets, F~ and F,. 
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for ~t = 60 ° and fl = 120 °. Moreover, FI and F: should be tangent o each of the lines they 
join, at points A and B, 1 unit of length from each corner. The fillet was approximated 
with a natural cubic parametic spline symmetric with respect o the bisector of the angle 
that the lines to be joined make, as shown in Fig. 3. It is pointed out here that the origin 
of the polar coordinates (z, 0), coincident with that of the cartesian axes x and y, is placed 
at the intersection of the perpendicular to each of the lines AC and BC at points A and 
B, respectively. These perpendiculars intersect each other at a point O on the bisector OC, 
of course. The object of placing the coordinate axis in this way is to avoid ill conditioning. 
The curvature of each curve is specified as follows: let c~ be the curvature at the ith SP; 
then 
ci = k s in~[rcOi/ (~ - ~t)] (74a) 
0 r=( i - l ) (n -~) /2 (m- l ) ,  i= l  . . . . .  m. (74b) 
The parameter k appearing above has units of curvature, e.g. m -I, and is introduced to 
control the shape of the curve. An increase in k produces a sharper curve. 
In order to meet the condition on the location of A and B with respect o C, z~ (and 
hence zn) is prescribed to have the fixed value CA tan(~t/2), which, in this case, turns out 
to be 0.57735. The number of unknowns thus reduces to m - I. By fixing n = 7, m becomes 
3 and thus the problem contains only two unknowns. Two equations of curvature are 
obtained, but one more equation, namely that of slope at the tangency points, must be 
added. This latter condition can be simply expressed as 
.~, = 0 (75) 
/ I 
I t I 
c 
¥ 
Fig. 3. Cubic natural parametric spline joining two convergent lines, CA and CB. 
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Fig. 4. Synthesized fillet for corner with angle =. 
which, by virtue of the first of equation (4) is equivalent o 
X 2 -- X I -- (At t)zxJ6 = 0. (76) 
Summarizing, then, the problem gives rise to an overdetermined system of three 
equations in two unknowns, which is solved using the Newton-Gauss method. In order 
to obtain its least-square solution, each equation is given a weight. To this end, the 
curvature quations are given less importance than the tangency condition, for obvious 
reasons. Thus, if the tangency equation is assigned a weight 1, then the curvature quation 
is given a weight w < 1. Different values of w were prescribed, and the resulting curves 
are shown in Fig. 4 for w = 1.0, 0.1 and 0.01, respectively. It is clear from Fig. 4 that 
"weighting" the importance of each type of equation, according to its geometric relevance 
in the design problem is essential; the difference between the curves obtained with w = 1.0 
and w = 0.1 is apparent. 
CONCLUSION 
A method of solving nonlinear two-point boundary-value problems, based on natural 
cubic splines, has been presented. The introduction of splines, and the subsequent 
expression of the differential equation at the interior supporting points, together with the 
boundary conditions, has been shown to lead to a system of nonlinear algebraic equations. 
Moreover, it has been shown with Example I, how the arising algebraic system can be 
derived in such a way as to contain an excess of equations over its number of unknowns. 
This allows the application of the Newton-Gauss method to obtain the least-square 
approximation of the said algebraic system. The application of the procedure has been 
illustrated with two fully-solved examples. 
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