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Abstract
In this paper, we consider graphs modeling interconnection networks of parallel systems
and we deal with network simulations. More speci5cally, we focus on simulations involving
Cartesian-product graphs and some subclasses of Cayley graphs.
We study emulations based on graph homomorphisms and iso-retractions. In particular, we
give necessary and su7cient conditions for the existence of an iso-retraction of a Cartesian
product graph G H onto graph G. Furthermore, we show that each uniform (in terms of the
load of the vertices in the target graph) emulation of the hypercube Hn onto the hypercube Hn−1
is an iso-retraction. Finally, we deal with iso-retractions of transposition Cayley graphs. ? 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper, we consider graphs modeling interconnection networks of parallel or
distributed systems and we deal with the structural aspects of network simulations, as
they are de5ned in [8]. We study how to uniformly map (in terms of the load of the
vertices in the target graph) a graph H on a smaller one H ′. The type of mapping of
one graph onto another one we study is based on homomorphisms. As it is de5ned in
[12], a graph homomorphism is an edge-preserving mapping of the vertices of a graph
into another one. Uniform graph homomorphisms are optimal in terms of the load of
the vertices in the target graph. These types of simulation were introduced by Fishburn
and Finkel [9]. They studied a generalization of homomorphisms, called emulations or
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contractions. Uniform emulations of several popular graphs on smaller graphs of the
same type are given in [7,9,18]. A survey of graph homomorphisms can be found in
[12].
Symmetry is important for all the problems concerning graphs since it simpli5es
their study. This explains why the interconnection network chosen for several parallel
systems is a hypercube or a torus despite their drawbacks, the degree for the former,
the diameter for the latter. It also explains why hypercubes have been probably the
most studied topology of interconnection networks in the past decade, and why star
graphs, toruses, and other Cayley graphs generalizing hypercubes, are much studied in
recent publications [15,17].
In this paper, we derive several results for a special type of emulation, called
iso-retraction, of Cartesian-product and Cayley graphs. More speci5cally, the paper
proceeds as follows: in Section 2, notation and de5nitions that will be useful for the
understanding of the material are presented. A su7cient condition for a graph to have
an iso-retraction is given in Section 3 for a class of Cayley graphs generalizing already
known results. In Section 4, a class of graphs, called shiftable graphs, having a very
useful property for the derivation of emulations, is characterized. In Section 5, we deal
with iso-retractions of Cartesian-product graphs. The 5nal main result is presented in
Section 6 where we deal with iso-retractions of the binary hypercube network. We
conclude in Section 7 with a summary of the results and some suggestions for further
research.
2. Preliminary denitions and notations
A graph G= (V; E) is de5ned by its vertex set V and its edge set E (see Ref. [3]).
The edge between two vertices u and v is denoted by [u; v]. By d(u) we denote the
degree of vertex u and by dist(u; v) the length of a shortest path between vertices u
and v.
2.1. Emulations and iso-retractions
Denition 1. Let P = (VP; EP) and G = (VG; EG) be two graphs and  : VP → VG a
vertex mapping. Then  is an emulation of P into G if for every edge [u; v] ∈ EP ,
either (u) = (v) or [(u); (v)] ∈ EG. If for every [u; v] ∈ EP; [(u); (v)] ∈ EG
(i.e. the emulation is edge-preserving), then  is a homomorphism.
Let  be an emulation of P=(VP; EP) into G=(VG; EG). The load of vertex u ∈ VG
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We now de5ne a special type of emulation, the iso-retraction, that will be used on
Cayley graphs and Cartesian product graphs.
Denition 2. A uniform emulation r of a graph P onto a graph G is called an iso-
retraction if P contains k vertex disjoint subgraphs G1; G2; : : : ; Gk such that r induces
an isomorphism of Gi onto G for each i ∈ {1; : : : ; k}. The set of subgraphs {G1; : : : ; Gk}
is called an r-set.
Notice that, in general, an iso-retraction r, may have more than one r-set. Notice
also that an iso-retraction which is a homomorphism is a particular case of retraction
as de5ned in [12].
2.2. Transposition Cayley graphs
We 5rst recall some de5nitions and notation related to Cayley graphs. For an intro-
duction to Cayley graphs in computer science, see [15,17]. We follow here the notation
of [15].
Let Sn be the symmetric group on {1; : : : ; n} (see [6] for de5nitions and notation).
An element  of Sn will be denoted by (1; 2; : : : ; n) with i = (i). A cyclic per-
mutation (i1 ; i2 ; : : : ; ik ) of length k ((ij) = ij+1; 16 j 6 k − 1, (ik) = i1) will be
called a cycle and denoted by 〈i1; : : : ; ik〉. A cycle of length 2 is a transposition. We
apply permutations from right to left, thus (x) = ((x)).
Let G be a group and let S be a subset of G. Then Cay(G; S) denotes the Cayley
digraph of the group G and the subset S. The vertices of Cay(G; S) are the elements
of G and the arcs are all ordered pairs (g; gs) for g ∈ G; s ∈ S. In what follows,
we only consider the particular case where S is a generating set of G, unit free, and
closed under inverses, so that Cay(G; S) is strongly connected, symmetric and without
loops, and can be considered as a simple connected graph. For example, in Section
4, we consider circulant graphs: a circulant graph is a Cayley graph de5ned on the
additive group Zn (for properties of circulant graphs, see [4,1] and their references).
In particular, if S = {1;−1}; Cay(Zn; S) is the cycle of length n.
In this paper, except in Section 4, we consider the particular case where the generator
set of the Cayley graph is a set of transpositions of {1; : : : ; n}. In this case, each
generator s ∈ S is of order two, and an edge is denoted by [g; gs], for g ∈ G; s ∈ S.
Following [15], in the case where the generator set of the Cayley graph is a set of
transpositions, we talk about a transposition Cayley graph and consider the associated
transposition graph [17].
Denition 3. Let S be a set of transpositions of {1; : : : ; n}. The transposition graph
of S, denoted by TS, is the graph with vertex set {1; : : : ; n} and edges [i; j] for all
〈i; j〉 ∈ S.
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De5nition and properties of some transposition graphs are given in [17] and in the
appendix of [15]. In particular, two of the most popular graphs in the 5eld of the
interconnection networks are transposition Cayley graphs, namely the hypercube (see
Section 2.4) and the star graph (for which the transposition graph is a star). Observe
that 〈S〉 = G if and only if TS is connected (we denote by 〈S〉 the subgroup of G
generated by S).
2.3. Automorphisms of transposition Cayley graphs
There are two basic types of automorphisms on transposition Cayley graphs. The
5rst type, on which is based the vertex-transitivity of Cayley graphs, is known as
translation. The translation tv with respect to vertex v is the automorphism de5ned by
tv(u) = vu.
The second type of automorphism, called rotation, does not exist for all Cayley
graphs. Notice that any graph automorphism  of the transposition graph TS (as de5ned
above) is a permutation of S, such that for any s ∈ S; s−1 is also an element of S.
This implies that for any element u of G; u−1 belongs to G and it is easy to see
that the mapping de5ned by u → u−1 de5nes both an automorphism of the group
G and an automorphism of the graph Cay(G; S). This last automorphism is called a
rotation. This notion is more generally de5ned and studied in [5,11,15,16].
We now recall a result from [10] which characterizes the automorphisms of trans-
position Cayley graphs.
Proposition 1 (Fournier [10]). Let S be a set of transpositions of {1; : : : ; n} and G
the group generated by S. If the transposition graph TS is connected and is neither
the cycle of length four; nor the complete graph; then any automorphism of Cay(G; S)
which ;xes the identity element is induced by a group automorphism of Sn of the
form v → v−1; where the permutation  ∈ Sn is a graph automorphism of TS.
This proposition implies that any automorphism of a transposition Cayley graph
can be seen as the composition of a translation and a rotation except for complete
transposition graphs and the Cayley graph whose associated transposition graph is a
cycle of length 4. We will see below that this applies in particular to the binary
hypercube of dimension greater than one since its transposition graph is composed of
a disjoint union of edges.
2.4. An example: the hypercube
We recall here de5nitions and properties of the hypercube since we will use them
extensively in this article. The classical de5nition of the binary hypercube of dimension
n, denoted by Hn, is this
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Denition 4. The binary hypercube of dimension n is the graph denoted by Hn whose
vertices are all the binary words of length n and the edge set is the set of all pairs
[xn−1 : : : x0; yn−1 : : : y0] such that there exists a unique i ∈ {0; : : : ; n− 1} with xi 
= yi.
The hypercube Hn is a regular graph with 2n vertices, degree n, and diameter n. For
each i ∈ {0; : : : ; n− 1}, the dimension i of Hn is the set of all edges [xn−1 : : : x0; yn−1
: : : y0] such that xi 
= yi.
The hypercube H (n) can be seen as the Cayley graph Cay(Zn2; S1) on the additive
group Zn2 generated by the set S1 of n generators 0 : : : 0︸ ︷︷ ︸
i
10 : : : 0︸ ︷︷ ︸
n−i−1
; 06 i 6 n− 1.
It is well known that Hn is also isomorphic to the Cayley graph of the permutation
group G generated by the n transpositions 〈2i − 1; 2i〉; 16 i 6 n, de5ned on the set
of 2n elements {1; : : : ; 2n}. Indeed, each vertex of Hn; x1x2 : : : xn; xi ∈ {0; 1}, can be
renamed as the permutation (a1; a2; : : : ; a2n) where (a2i−1; a2i) = (2i − 1; 2i) if xi = 0
and (a2i−1; a2i) = (2i; 2i − 1) if xi = 1.
As a corollary of Proposition 1, any automorphism of Hn is the composition of a
rotation and a translation (see also [8, Theorem 3:4]). Let us recall what are translations
and rotations of the graph Hn considered as Cay(Zn2; S1).
• Given  = tn−1 : : : t0 ∈ V (Hn), the translation t is the automorphism of Hn de5ned
by t (xn−1 : : : x0)=yn−1 : : : y0, for each xn−1 : : : x0 ∈ V (Hn), with yi=xi⊕ ti, n−1¿
i ¿ 0, where ⊕ denotes the sum operation modulo 2.
• Given a permutation  ∈ Sn, the rotation r is the automorphism of Hn de5ned by
r(xn−1 : : : x0) = x(n−1) : : : x(0) for each xn−1 : : : x0 ∈ V (Hn). Notice that, by such
an automorphism, the images of all the edges in a dimension i are edges in the
dimension (i).
3. Iso-retractions of transposition Cayley graphs
The following proposition generalizes the result given in [13] for the star graph on
a subclass of Cayley graphs.
Proposition 2. Let Sn be a set of transpositions on {1; : : : ; n} generating Sn and let
Sn−1 be the subset of Sn containing the transpositions of elements {1; : : : ; n − 1}. If
for any transposition 〈l; n〉 of Sn and for any k ∈ {1; 2; : : : ; n − 1}; 〈l; k〉 ∈ Sn−1;
then there exists an iso-retraction of the graph Gn = Cay(Sn; Sn) onto the graph
Gn−1 = Cay(Sn−1; Sn−1).
Proof. Notice that by hypothesis the transposition graph of Sn−1 is connected, therefore
it generates group Sn−1. The subgraph of Gn = Cay(Sn; Sn) induced by the vertices
with symbol i in the nth position, is denoted by Gn;i and is isomorphic to Gn−1.
We de5ne the following isomorphisms:
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1. We denote by  the mapping from Gn onto Gn;n, de5ned as follows:
 (x) = x〈j; n〉 with j such that xj = n:
This mapping transposes symbols n and xn in vertex x= x1x2 : : : xn of Gn and is for
any i, 16 i 6 n, an isomorphism from Gn;i onto Gn;n. For the vertices of Gn;n;  
is the identity mapping.
2. We denote by # the isomorphism from Gn;n onto Gn−1 de5ned as follows:
#(x) = x1x2 : : : xn−1:
We now claim that  = # is an iso-retraction of Gn onto Gn−1. It is su7cient to
prove that  is an emulation of vertex load n. Let us consider all the diMerent types
of edges [x; y] ∈ Gn.
1. If x; y ∈ Gn;n then  (x) = x and  (y) = y, thus, [ (x);  (y)] is an edge.
2. Suppose x ∈ Gn;n and y ∈ Gn;i, with i 
= n. If we assume w.l.o.g. that yj = n, then
 (x) = x and  (y) = y〈j; n〉. Thus,  (y) = x =  (x).
3. If x; y ∈ Gn;i; i 
= n, then xn = yn = i. If xj = n and y = x〈l; k〉, with 〈l; k〉 ∈ Sn−1.
We need to distinguish between the following two cases:
(a) If {l; k}∩ {j; n}= ∅, then xj = n ⇒ yj = n. Thus,  (y)= y〈j; n〉= x〈l; k〉〈j; n〉=
 (x)〈l; k〉. Therefore, [ (x);  (y)] is an edge of Gn;n.
(b) If l = j, then y = x〈j; k〉. Thus,  (y) = y〈k; n〉 = x〈j; k〉〈k; n〉 = x〈j; n〉〈k; j〉 =
 (x)〈k; j〉. Therefore,  (x) and  (y) are adjacent.
4. If x ∈ Gn;i and y ∈ Gn;j, with i 
= j, we can assume without loss of generality
that xl = n; xk = j, and y = x〈k; n〉. Then,  (x) = x〈l; n〉 and  (y) = y〈l; n〉 =
x〈k; n〉〈l; n〉 = x〈l; n〉〈k; l〉 =  (x)〈k; l〉. By hypothesis, 〈k; l〉 ∈ Sn−1, thus  (x) and
 (y) are adjacent.
Finally, for a given y ∈ Gn;n, there is only one vertex x in each Gn;i for which
 (x)=y. If we assume that yj = i, then x=y〈j; n〉 ∈ Gn;i. Thus,  is a vertex-uniform
emulation of Gn onto Gn;n. Furthermore, # is an isomorphism from Gn;n onto Gn−1.
Thus, = # is an iso-retraction from Gn onto Gn−1.
Proposition 2 applies to transposition Cayley graphs, whose transposition graph is
obtained from a complete bipartite graph B = (X; Y ) by adding edges to induce a
complete graph on X . From this we conclude that there exists an iso-retraction of the
star graph STn onto STn−1 and an iso-retraction of the complete-transposition graph
CTn onto CTn−1 (these graphs are de5ned in [17,15]).
We conjecture that the converse of Proposition 2 is true:
Conjecture 1. Let Sn be a set of transpositions on {1; : : : ; n} generating Sn and let
Sn−1 be the subset of Sn containing the transpositions of elements {1; : : : ; n−1}. There
exists an iso-retraction of Cay(Sn; Sn) onto Cay(Sn−1; Sn−1), if and only if; for any
transposition 〈l; n〉 of Sn and for any k ∈ {1; 2; : : : ; n− 1}; 〈l; k〉 ∈ Sn−1.
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4. Characterization of shiftable graphs
We now de5ne a special type of automorphism that will constitute the key for
the characterization of iso-retractions on some Cayley graphs and Cartesian product
graphs. Furthermore, we succeed in characterizing all the graphs on which such an
automorphism can be de5ned.
Denition 5. An automorphism f of a graph G=(V; E) is said to be a shift automor-
phism, if for any vertex u ∈ V , either f(u) = u or (u; f(u)) is an edge of G. A shift
automorphism f is said to be without ;xed point if (u; f(u)) is an edge of G for any
u ∈ V . A graph G is said to be shiftable if there exists on G a shift automorphism
other than the identity.
We denote by Shift(G) the set of all the shift automorphisms of a graph G.
Before we proceed to the main proposition for the characterization of shiftable
graphs, we need some preliminary results.
Lemma 1. Every circulant graph G = Cay(Zn; S) with 1 ∈ S is a shiftable graph.
Lemma 2. Consider a bipartite graph B = (X0 ∪ X1; E) with X0 = Zn0 and X1 = Zn1 .
The following two properties are equivalent:
1. For any edge [x0; x1]; [(x0 + 1)mod n0; (x1 + 1)mod n1] is also an edge.
2. The mapping f : X0 ∪ X1 → X0 ∪ X1; de;ned by f(x0) = (x0 + 1)mod n0 for
x0 ∈ X0 and f(x1) = (x1 + 1)mod n1 for x1 ∈ Y; is an automorphism.
Lemma 3. Every bipartite graph B= (X0 ∪ X1; E); X0 = Zn0 ; X1 = Zn1 ; which satis;es
the property of Lemma 2; is the edge disjoint union of bipartite graphs, each one
being the vertex disjoint union of isomorphic complete bipartite graphs.
Proof. Let B be a bipartite graph satisfying the properties of Lemma 2. The subgroup
〈f〉 of the automorphism group of B acts almost transitively on X0 ∪ X1, with orbits
X0; X1. Indeed, fy−x(x) = y for any x; y ∈ Xi (for i = 0; 1) and f(x) 
∈ Xi+1 (mod 2) for
any x ∈ Xi. This implies d(x) = d(y) = di (for x; y ∈ Xi) and d0n0 = d1n1. Thus, B
is bi-regular, i.e. each one of the n0 vertices of X0 has degree d0, and each one of
the n1 vertices of X1 has degree d1 (n0d0 = n1d1, with d0 6 n1 and d1 6 n0). We
distinguish among the following cases:
1. If n0 and n1 are co-prime, then d0=n1, d1=n0, and B is a complete bipartite graph.
2. If d0 = 1, then n0 = n1d1 and B is the vertex disjoint union of complete bipartite
graphs isomorphic to K1;d1 . Symmetrically for d1 = 1.
3. Assume that di ¿ 1; i = 0; 1, and that gcd(n0; n1) = q¿ 1 so that ni = qn′i (for
i = 0; 1). Consider the orbit O[x;y] of the edge [x; y] (x ∈ X0; y ∈ X1) under the
action induced by 〈f〉. Its size is the order of f, which is lcm(n0; n1) = qn′0n′1.
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Let B[x;y] = (X0 ∪ X1; O[x;y])). We will show that B[x;y] is a vertex-disjoint union of
complete bipartite graphs isomorphic to Kn′0 ;n′1 . It su7ces to prove that the connected
component containing [x; y] is isomorphic to Kn′0 ;n′1 . Now, clearly [x+kn1; y+ln0] is
an edge of B[x;y] for all k; l ∈ Z since [x+ kn1; y+ ln0]= [fkn1+ln0 (x); fkn1+ln0 (y)] ∈
O[x;y]. This proves the claim.
Since B−O[x;y] still satis5es the properties of Lemma 2, an easy induction completes
the proof of Lemma 3.
We are now ready to proceed to the main result of this section which is the charac-
terization of shiftable graphs.
Proposition 3. A graph G = (V; E) is shiftable if and only if the following are true:
1. The graph G is the vertex disjoint union of subgraphs Gi; 1 6 i 6 p; each of
which is either a single vertex or a circulant Cayley graph Gi = Cay(Zni ; Si) with
1 ∈ Si. The graph G includes at least least one circulant subgraph Gi.
2. The set of edges (if any) joining any pair of subgraphs Gi and Gj; 16 i¡ j 6 p;
induces a bipartite graph which satis;es the property of Lemma 2.
Proof.
⇒ Let G = (V; E) be a shiftable graph with n vertices and let f be a shift auto-
morphism on G other than the identity. Consider the orbits Ox = {x; f(x); f2(x); : : :}
induced on V by f. Let n be the least positive integer such that fn(x) = x. Consider
the case where Ox is not reduced to the vertex x, i.e. n¿ 1. Let S be the set of integers
i taken modulo n such that x is adjacent to fi(x). Notice that 1 ∈ S and if i ∈ S, then
n− i ∈ S, since if x is adjacent to fi(x), then fn−i(x) is adjacent to fn−ifi(x)= x. In
other words, for any y=fm(x) ∈ Ox and any i ∈ S; y is adjacent to fmfi(x)=fi(y).
It is easy to see that, in this case, the orbit Ox is isomorphic to the circulant graph
Cay(Zn; S). Since f is not the identity there exists at least one circulant subgraph of
G. This proves property 1 of Proposition 3.
In order to prove property 2, consider two diMerent orbits Ox; Oy with an edge
joining them. We can assume without loss of generality that this edge is [x; y]. Since
for any integer i; fi(x) is adjacent to fi(y), the edges between Ox and Oy form a
(bi-regular) bipartite graph satisfying the properties of Lemma 2.
⇐= Conversely, assume that a graph G satis5es properties 1 and 2 of Proposition
3 and that Gi = (Vi; Ei); 1 6 i 6 p. De5ne automorphism f as follows: f(x) = x,
if x is the unique vertex of some graph Gi, and otherwise f(x) = x + 1 for x ∈ Zni .
By Lemma 1, for any circulant graph Gi; f is a shift automorphism of Gi. Since, by
Lemma 2, the image [f(x); f(y)] of an edge [x; y], with x ∈ Vi and y ∈ Vj, is an edge
of G; f is a shift automorphism of G. Furthermore, f is diMerent from the identity
since G contains at least one circulant subgraph. Thus G is shiftable.
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An example of graph to which Proposition 3 applies is the binary hypercube Hn. For
n= 2; Hn is a cycle of length 4 and therefore a circulant graph. For n¿ 2; Hn is the
vertex disjoint union of 2n−2 circulant graphs each one isomorphic to a cycle of length
four: xn−1 : : : x200; xn−1 : : : x201; xn−1 : : : x211; xn−1 : : : x210; xn−1 ∈ {0; 1}; : : : ; x2 ∈
{0; 1}. Any edge joining two such cycles C and C′ belongs to some dimension i; 26
i 6 n−1: [xn−1 : : : xi+10xi−1 : : : y1y0; xn−1 : : : xi+11xi−1 : : : y1y0], with y1 ∈ {0; 1}; y0 ∈
{0; 1}. Therefore there exist four edges of dimension i between C and C′ and they
induce a bipartite graph which satis5es the property of Lemma 2.
5. Iso-retractions of Cartesian product graphs
In this section we derive results on the iso-retractions of Cartesian product graphs.
Denition 6. The Cartesian product of two graphs G and H is the graph denoted by
G H with vertex set V (G H) = {(u; v): u ∈ V (G); v ∈ V (H)} and edge set de5ned
by {[(u; v); (u′; v)]: v ∈ V (H); [u; u′] ∈ E(G)} ∪ {[(u; v); (u; v′)]: u ∈ V (G); [v; v′] ∈
E(H)}.
For each v ∈ V (H), we denote by Gv the subgraph of G H isomorphic to G,
induced by the vertices {(u; v):u ∈ V (G)}, usually called a ;ber of the product.
We focus on emulations of G H onto G being iso-retractions. Note that, even if
H is isomorphic to K2, there exist uniform emulations of G K2 onto G which are
not iso-retractions as is shown in Fig. 1,where it is easy to see that the subgraph of
G K2, induced by any 4-set of vertices having pairwise diMerent images in G by the
emulation, is not isomorphic to G.
Denition 7. Consider an iso-retraction r from G H onto G with an r-set G1; G2; : : : ; Gk
(k= |VH |). An attractor of r on this r-set, denoted by  , is an automorphism of G H
such that for any i; 1 6 i 6 k;  (Gi) = Gv, for some v ∈ V (H). An iso-retraction r
is said to be well-structured if there exists an attractor of r on some r-set.
As shown in Fig. 2, an iso-retraction of G H onto H is not necessarily well-
structured. It is an open question to characterize the sets of graphs G and H such that
each iso-retraction from G H onto H is well-structured.
It follows from the de5nition that, for any pair of graphs G and H , the Cartesian
product G H can be decomposed in |VH | disjoint subgraphs Gv; v ∈ V (H), each one
isomorphic to G. The mapping prG (usually called projection) from G H onto G
de5ned by prG(u; v) = u is an iso-retraction and S = {Gv; v ∈ V (H)} is a prG-set.
Furthermore, for any automorphism  of G, the mapping r =  ◦ prG is also an
iso-retraction with r-set {Gv; v ∈ H}. Thus, we introduce the following:
Denition 8. An iso-retraction r from G H onto G is a canonical iso-retraction if
there exists an automorphism  of G such that r(u; v) = (u) for any {(u; v): u ∈
V (G); v ∈ V (H)}.
46 D. Barth et al. / Discrete Applied Mathematics 116 (2002) 37–54
Fig. 1. A uniform emulation of G H onto G which is not an iso-retraction.
Fig. 2. An iso-retraction r of G H onto G which is not well-structured (i.e., there is no attractor for any
r-set).
It follows from this de5nition that the set {Gv; v ∈ H} is an r-set of any canonical
iso-retraction. Thus, canonical iso-retractions are well-structured. Furthermore, for any
5xed v ∈ V (H), all the nodes (u; v) of G H have the same image by a given canonical
iso-retraction.
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Denition 9. A well-structured iso-retraction r from G H onto G, is said to be a
non-trivial iso-retraction, if there is an attractor  on an r-set and a well-structured
iso-retraction r′ with an r′-set {Gv; v ∈ H}, such that r= r′ ◦  and r′ is diMerent from
any canonical iso-retraction.
Before giving the main result of this section, we give a technical lemma involving
a particular case of well-structured iso-retractions.
Lemma 4. Let H be a connected graph. Let r be a well-structured iso-retraction
from G H onto H with an r-set de;ned by Gv; v ∈ V (H). Then r is a non-trivial
iso-retraction if and only if there exist two vertices (u; v) ∈ Gv and (u; v′) ∈ Gv′ ; with
v 
= v′ two adjacent vertices of H; such that r(u; v) 
= r(u; v′).
Proof. Let r be a well-structured iso-retraction and take the identity of G H as an
attractor of r on the r-set Gv; v ∈ V (H).
⇒ The proof is by contradiction. Assume that r is a non-trivial iso-retraction and that
for any vertices u ∈ V (G); v; v′ ∈ V (H), with [v; v′] ∈ E(H); r(u; v) = r(u; v′). Since
H is connected, there exists a path linking any two vertices of H and we can omit
the condition [v; v′] ∈ E(H). Let us consider, for some v ∈ V (H), the automorphism
f of G de5ned by f(u) = r(u; v), for u ∈ V (G) (remember that the restriction of
r to Gv is an isomorphism onto G). By hypothesis, for any u ∈ V (G), and any
v′ ∈ V (H); f(u)= r(u; v)= r(u; v′). Thus r=f ◦prG which contradicts the hypothesis.
⇐ Assume that there exist two vertices (u; v) ∈ Gv and (u; v′) ∈ Gv′ ; v 
= v′; [v; v′] ∈
E(H), such that r(u; v) 
= r(u; v′). Taking the identity on G H as an attractor of
r, by De5nition 9 it is su7cient to prove that r is diMerent from  ◦ prG for any
automorphism  of G. But  ◦prG(u; v) = ◦prG(u; v′) =(u) and r(u; v) 
= r(u; v′).
Thus, r is a non-trivial iso-retraction.
Theorem 1. For any graph G and any connected graph H; there exists a non-trivial
iso-retraction from G H onto G if and only if G is a shiftable graph.
Proof. ⇐ Suppose that  is a non-identity shift automorphism of G. We de5ne r as
follows: for some v0 ∈ V (H); r(u; v0)=(u) and for every other node v 
= v0; r(u; v)=
u. Since  is an automorphism of G, it is easy to verify that r is an iso-retraction with
r-set {Gv; v ∈ H}. Furthermore, since  is not the identity there exists at least a vertex
u such that (u) 
= u, and therefore, for any v 
= v0; r(u; v0) 
= r(u; v). By Lemma 4, r
is a non-trivial iso-retraction.
⇒ Suppose that there is a non-trivial iso-retraction r from G H onto G. We should
show that there exists a shift automorphism (other than the identity) on G. We know
that since r is a non-trivial iso-retraction, there is an attractor  on an r-set so that
r = r′ ◦  , where r′ is a non-trivial iso-retraction from G H onto G with r′-set
Gv; v ∈ H (i.e., r′ is diMerent from any canonical iso-retraction). Thus, by Lemma
4, there are a vertex u0 ∈ V (G) and two adjacent vertices v and v′ of H such that
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r′(u0; v) 
= r′(u0; v′). Since r′ is a non-trivial iso-retraction with r′-set {Gv; v ∈ H}, we
can consider the automorphism f of G which is the inverse of the restriction of r′ to
Gv
′
de5ned by r′(f(u); v′) = u, for u ∈ V (G). We can now de5ne an automorphism 
of G by (u) = r′(f(u); v); u ∈ V (G) as a sequence of automorphisms
u → f(u)→ (f(u); v)→ r′(f(u); v);
and, therefore, an automorphism. Since (f(u); v′) and (f(u); v) are adjacent in G H
and r′ is an emulation, r′(f(u); v′) = u and r′(f(u); v) = (u) are also adjacent. Thus,




An example of a network on which Theorem 1 applies is the binary hypercube Hn,
since it is isomorphic to the Cartesian product of Hn−1 and the complete graph K2, i.e.
Hn = Hn−1 K2.
6. Retractions of binary hypercubes
In this section, we show that each uniform emulation of hypercube Hn onto Hn−1 is
a well-structured iso-retraction. We 5rst give some de5nitions.
6.1. Some technical results
By the isomorphism of Hn and Hn−1 K2, for each n¿ 1, the projection function
prHn−1 from VHn to VHn−1 , denoted in what follows by prn, is de5ned by prn(xn−1 : : : x0)
= xn−1 : : : x1, for any xn−1 : : : x0 ∈ VHn .
Moreover, for each n¿ 1 and for each binary word m = xk−1 : : : x0 of length k 6
n − 1, we denote by Hmn the subgraph of Hn, clearly isomorphic to Hn−k , induced
by the vertices yn−k−1 : : : y0xk−1 : : : x0 for any yn−k−1 : : : y0 ∈ {0; 1}n−k . We now give
technical results which are more folklore than new results and that will be used for
the characterization of the retractions of Hn onto Hn−1 (diMerent proofs of Proposition
4 are given in [14,2]).
Proposition 4. For any n¿ 1 and for any k so that n¿k ¿ 0; if H ′ is an induced
subgraph of Hn isomorphic to Hk; then H ′ contains edges in only k di=erent dimen-
sions of Hn.
If k = n− 1, Proposition 4 implies that the vertices of H ′ are obtained by 5xing the
value of xi for some i. Thus, we obtain the following results.
Corollary 1. For any n¿ 1; let H ′ be a subgraph of Hn isomorphic to Hn−1; and
denote by H ′′ the subgraph of Hn induced by the vertices VHn − VH ′ . Then; H ′′ is
isomorphic to Hn−1 and all edges between H ′ and H ′′ belong to the same dimension
of Hn.
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Corollary 2. If h is a uniform emulation from Hn onto Hn−1 such that there exists a
subgraph H ′ of Hn isomorphic to Hn−1 and h(H ′)=Hn−1; then h is an iso-retraction.
By application of the translation and rotation automorphisms on Hn (see Section 2.4)
and Proposition 4, we obtain the following:
Lemma 5. Consider Hn; with n¿ 3. For any subgraph H ′ of Hn isomorphic to Hn−1;
there exists an automorphism  of Hn such that (H ′) = H 0n .
Proof. By Proposition 4, we know that H ′ is obtained by 5xing xi, for some i; 0 6
i 6 n− 1. Consider the rotation r where  is the transposition 〈0; i〉 of Sn. We know
that the image by r of dimension i of Hn is dimension 0 (see Section 2.4). Thus, if
xi =0, let = r since r(H ′) =H 0n . If xi =1, let = t ◦ r where t is the translation
de5ned by  = 0 : : : 01.
As a consequence of Lemma 5 and Corollary 1, there exists an attractor for each
decomposition of Hn in two subgraphs isomorphic to Hn−1. Thus, we get:
Corollary 3. Each iso-retraction of Hn onto Hn−1; n¿ 3; is well-structured.
In what follows, for any subgraph H ′ of Hn, we denote by AH ′ the set of all
automorphisms  satisfying Lemma 5, i.e. such that (H ′) = H 0n .
6.2. Retractions of Hn onto Hn−1
We now derive the main result of this section. We 5rst recall the following result
[8].
Theorem 2. Let f be a uniform emulation from Hn onto Hn−1; n ¿ 4. Then; there
exists an induced subgraph H ′ of Hn; isomorphic to Hn−1; such that f(H ′) is iso-
morphic to Hn−2.
Our main result is the following.
Theorem 3. Each uniform emulation of Hn onto Hn−1; n ¿ 3; is a well-structured
iso-retraction.
Proof. The proof proceeds by induction on n. For n=3, a study of all possible uniform
emulations shows that the theorem is true (see Fig. 3).
Consider now that the theorem is true for any k; 3 6 k ≤ n − 1, and let h be a
uniform emulation from Hn onto Hn−1. By Theorem 2, we know that there exists an
induced subgraph H ′ of Hn, isomorphic to Hn−1, such that h(H ′)=Hn−2 (see Fig. 3).
Since h is a uniform emulation of H ′ onto Hn−2, and by the induction hypothesis, we
know that there exists a subgraph H ′0 of H
′, isomorphic to Hn−2, such that h induces
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Fig. 3. All uniform emulations of H3 onto H2 are iso-retractions.
Fig. 4. Emulation h and subgraphs of Hn.
an isomorphism of H ′0 onto Hn−2 so that h(H
′
0) = 0 is isomorphic to Hn−2 (see Fig.
4).
Let us denote by 0′ the subgraph of Hn−1, induced by VHn−1−V0, which is isomorphic
to Hn−2 by Corollary 1. Let H ′′ be the subgraph induced by vertices VHn − VH ′ , and
H ′′0 be the subgraph of H
′′ induced by the neighbors of the vertices of H ′0 in H
′′. By
Corollary 1, H ′′0 is isomorphic to Hn−2 (see Fig. 4).
We should now prove that h(H ′′0 ) = 0
′. By Theorem 2, we know that h(H ′′0 ) ⊆ 0′.
Consider that h(H ′′0 ) 
= 0′. Thus, there are two diMerent vertices v and v′ in H ′′0 such
that h(v) = h(v′) = w, with w ∈ V (0′). Let Nv and v′ be, respectively, the neighbors of
v and v′ in H ′0. Since h is an isomorphism from H
′
0 onto 0, then h( Nv) 
= h(v′). So,
w has two neighbors h( Nv) and h(v′) in 0, a contradiction with Proposition 4. Thus,
H (H ′′0 ) = 0
′.
Let NH be the subgraph of Hn induced by VH ′0∪VH ′′0 . By Proposition 4 and Corollary 1,
NH is isomorphic to Hn−1, and we just proved that h( NH) =Hn−1. Thus, by Corollary 2,
h is an iso-retraction and by Corollary 3 it is well-structured. So the theorem is true
for k = n.
As a corollary of Theorems 1 and 3, we can say that each uniform emulation of Hn
onto Hn−1 is de5ned by an automorphism of Hn and a shift automorphism of Hn−1.
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Corollary 4. Any iso-retraction r from Hn onto Hn−1 can be determined by a triple
(2; ; ); such that
• there exists an induced subgraph H ′ of Hn; isomorphic to Hn−1;
• 2 is an automorphism of Hn such that 2(H ′) = H 0n (i.e.; 2 ∈AH ′),
•  is a shift automorphism of Hn−1,
•  is an automorphism of Hn−1.
Proof. Considering Proposition 4, this result is a direct consequence of the proof of
Theorem 1. For any x ∈ VHn , the retraction r is de5ned from (2; :) as
r(x) =
{
(prn(2(x))) if 2(x) ∈ VH 0n ;
((prn(2(x))) otherwise:
From Corollary 4, we can conclude the following:
Corollary 5. An iso-retraction from Hn onto Hn−1 is a homomorphism if and only if
it can be determined by an automorphism of Hn; a shift automorphism without ;xed
point of Hn−1 and an automorphism of Hn−1.
Thus, it would be important to know the set of the shift automorphisms of Hn. This
is the problem we deal with in the following subsection.
6.3. The shift automorphisms of Hn
In the following, for each 3-tuple i; j; k of integers in {1; : : : ; n}, we denote by i; j; k
the rotation rp where p is the permutation consisting in the cycle 〈i; j; k〉 (see Section
2.4). Let us recall that the set of shift automorphisms on Hn is denoted by Shift(Hn).
Proposition 5. The shift automorphisms which exist on the binary hypercube Hn are:
1. The identity automorphism.
2. The translations t ; with  = tn−1 : : : t0 ∈ V (Hn); with tk =0 for all k except one.
3. The composition of a rotation over any two dimensions i; j; for 06 i; j ¡n; i 
=
j; and a translation t with  = tn−1 : : : t0 ∈ V (Hn); with tk = 0 for all k except
one; i or j. Thus; the total number of shift automorphism automorphisms on Hn
is |Shift(Hn)|= 2C2n + n+ 1 ∈ 3(n2).
Proof. We 5rst show that in each one of the automorphisms in this proposition is a
shift automorphism:
1. By de5nition the identity automorphism is a shift automorphism.
2. The image of any node x by a translation by a neighbor of the identity node over
dimension i; 0 6 i¡n, is the neighbor of x over dimension i, thus the translation
automorphism is a shift automorphism.
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3. Let us denote by ai; j the rotation over dimensions i; j, followed by a translation
over dimension i, de5ned as follows: ai; j(xn−1 : : : xi : : : xj : : : x0) = xn−1 : : : x′j : : : xi : : : x0
such that x′j = 1− xj. We consider all the possible cases:
• If x = xn−1 : : : 0 : : : 0 : : : x0 then x′ = xn−1 : : : 1 : : : 0 : : : x0.
• If x = xn−1 : : : 1 : : : 1 : : : x0 then x′ = xn−1 : : : 0 : : : 1 : : : x0.
• If x = xn−1 : : : 0 : : : 1 : : : x0 then x′ = xn−1 : : : 0 : : : 0 : : : x0.
• If x = xn−1 : : : 1 : : : 0 : : : x0 then x′ = xn−1 : : : 1 : : : 1 : : : x0.
We notice that in the 5rst two cases x′ is a neighbor of x over dimension i and in
the two latter cases x′ is an neighbor of x over dimension j. Thus, ai; j is a shift
automorphism.
Up to this point we have shown that there are at least 2C2n + n + 1 ∈ 3(n2) shift
automorphims on Hn. We should show that no other automorphism of Hn is a shift
automorphism. We distinguish among the following cases:
1. The translation by a node other than a neighbor of the identity node would switch
at least two bits in the label of any node, so that the image of any node is at distance
two from it. Thus, it cannot be a shift automorphism.
2. Rotation only, even when it involves only two dimensions, 5xes some of the
nodes (at least 0n and 1n), but results in the image of some of the nodes being at
distance two from the original nodes, i.e., if v = vn−1 : : : 0 : : : 1 : : : v0 then its rotation
over the dimensions of the two bits shown is node v′ = vn−1 : : : 1 : : : 0 : : : v0, which is
at distance two from v. Thus, it is not a shift automorphism.
3. Consider a rotation that involves three dimensions, followed by a translation.
A rotation stabilizes the identity node. This means that in order to have a shift au-
tomorphism, the translation that follows should send the identity node to one of its
neighbors, thus it should switch a single bit. Without loss of generality, assume that
the rotation is performed on dimensions i; j; k, and the translation switches the bit
in dimension i, i.e., ai; j; k(xn−1 : : : xi : : : xj : : : xk : : : x0) = xn−1 : : : x′k : : : xi : : : xj : : : x0, such
that x′k = 1 − xk . In this case, node x = xn−1 : : : 1 : : : 0 : : : 1 : : : x0 is mapped to node
x′= ai; j; k(x)= xn−1 : : : 0 : : : 1 : : : 0 : : : x0 at distance three from node x, thus by switching
a single bit in dimension i cannot result in a shift automorphism. Thus, a contra-
diction. The argument given in this paragraph could be trivially generalized for the
rotation=translation automorphism which includes a rotation that involves more than
three dimensions.
7. Conclusion
In this paper, we provided several results for two types of graph emulations, namely,
emulations of Cartesian product graphs G H onto H , and emulations of transposition
Cayley graphs Cay(Sn; Sn) onto Cay(Sn−1; Sn−1). However, several open problems
rest to be solved.
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We have shown that there exists a uniform emulation from G H onto H being an
iso-retraction if and only if G is a shiftable graph. The example given in Fig. 1 shows
that even if H is isomorphic to K2, there exist some graphs G such that there exists
a uniform emulation of G K2 onto G which is not an iso-retraction (the question is
still open for uniform homomorphisms). An open problem is thus to 5nd necessary and
su7cient conditions for G to insure that all uniform emulations (or homomorphisms)
of G K2 onto G are iso-retractions.
We have shown that each uniform emulation of the hypercube Hn onto Hn−1 is
an iso-retraction. We conjecture that this is also true for d-ary hypercubes which are
Cayley graphs but not transposition Cayley graphs. The extension of Theorem 2 to
d-ary hypercubes seems very di7cult to obtain with the technique used in [8].
Finally, it would be interesting to study uniform homomorphisms of transposition
Cayley graphs. In [2], we have shown that for any n¿ 4, there is no non-trivial
iso-retraction of the star graph ST (n) onto ST (n − 1) which is a uniform homomor-
phism. An open problem is to provide su7cient conditions for a transposition Cayley
graph to insure that there exists a non trivial iso-retraction which is also a uniform
homomorphism.
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