Temporal structure in the environment often has predictive value for anticipating the occurrence of forthcoming events. In this study we investigated the influence of two types of predictive temporal information on the perception of near-threshold auditory stimuli: 1) intrinsic temporal rhythmicity within an auditory stimulus stream and 2) temporally-predictive visual cues. We hypothesized that combining predictive temporal information within-and across-modality should decrease the threshold at which sounds are detected, beyond the advantage provided by each information source alone. Two experiments were conducted in which participants had to detect tones in noise. Tones were presented in either rhythmic or random sequences and were preceded by a temporally predictive visual signal in half of the trials. We show that detection intensities are lower for rhythmic (vs. random) and audiovisual (vs. auditory-only) presentation, independent from response bias, and that this effect is even greater for rhythmic audiovisual presentation. These results suggest that both types of temporal information are used to optimally process sounds that occur at expected points in time (resulting in enhanced detection), and that multiple temporal cues are combined to improve temporal estimates. Our findings underscore the flexibility and proactivity of the perceptual system which uses within-and across-modality temporal cues to anticipate upcoming events and process them optimally.
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Introduction
Increasingly, the brain is thought of as intrinsically proactive, not merely relying on bottom-up sensory information to interpret perceptual information. Instead, even low-level sensory cortices are thought to be constantly creating and updating internal models of the external world, to anticipate and predict upcoming events (Bar, 2011; Friston, 2011; Nobre, Correa, & Coull, 2007; Schroeder, Wilson, Radman, Scharfman, & Lakatos, 2010; Schubotz, 2007; Summerfield & Egner, 2009; Summerfield et al., 2006) . In addition to predicting the content of upcoming stimuli -e.g. features or location -recent research indicates that anticipating the timing of upcoming sounds significantly improves perceptual judgement. Specifically, at least two types of temporal expectations are shown to improve behavioral performance: Rhythmic regularity within a stimulus sequence decreases reaction times and improves accuracies of responses to supra-threshold stimuli when target stimuli occur at an anticipated moment, compared to stimuli occurring randomly or at unanticipated times (Ellis & Jones, 2010; Jones, Moynihan, MacKenzie, & Puente, 2002; Mathewson, Fabiani, Gratton, Beck, & Lleras, 2010; Niemi & Näätänen, 1981) , as well as improving stimulus sensitivity (Rohenkohl, Cravo, Wyart, & Nobre, 2012) . In addition, temporal cueing within-and across modalities has been used extensively to show that a constant time-interval between a cue and target can improve the speed of target detection (Correa, Lupiáñez, Milliken, & Tudela, 2004; Coull & Nobre, 1998; Lange & Röder, 2006) and recognition (Griffin, Miniussi, & Nobre, 2001 ) by means of temporal preparation (Los & Van der Burg, 2013) . In particular, visual cues appear to be a natural temporal cue for audition (Thorne & Debener, 2008; Van Wassenhove, Grant, & Poeppel, 2005 , 2007 . A prominent example is speech, since observed lip movements and facial gestures are temporally correlated with, and precede, the auditory input (Chandrasekaran, Trubanova, Stillittano, Caplier, & Ghazanfar, 2009; Schroeder, Lakatos, Kajikawa, Partan, & Puce, 2008; Ten Oever, Sack, Wheat, Bien, & Van Atteveldt, 2013; Van Wassenhove et al., 2005 , 2007 
