This report presents several approaches aimed at reducing the bias and uncertainty of the free energy difference estimates obtained using the thermodynamic integration simulation strategy. The central idea is to utilize interpolation schemes, rather than the often-used trapezoidal rule quadrature, to fit the thermodynamic integration data, and obtain a more accurate and precise estimate of the free energy difference. Two systems with analytical solutions were chosen as test cases to verify the accuracy and precision of these interpolation approaches. The specific interpolation techniques utilized in the current study are Lagrange polynomials, Newton polynomials, and cubic spline. For the systems considered here, Lagrange and Newton interpolation polynomials provide the most accurate estimates of free energy differences, but often with slightly larger uncertainty compared to quadrature. Cubic spline interpolation delivers slightly biased estimates but with much smaller uncertainty compared to quadrature. To further improve the overall accuracy of free energy estimates obtained from polynomial interpolation, we also investigate the use of non-equidistant λ values (Chebyshev nodes) for thermodynamic integration simulations. Results clearly demonstrate that the use of non-equidistant λ values significantly reduce the variance, and improves the overall accuracy of the free energy estimates compared to that of equidistant λ values. The numerical stability of all these interpolation schemes is also discussed. We conclude that Lagrange and Newton interpolation polynomials perform best if the number of data points is less than a dozen. For analysis with a dozen or more data points, spline interpolation should be used as it is less susceptible to numerical instability. Free energy estimates can be further improved if non-equidistant λ values are utilized. To allow researchers to immediately utilize these methods, free software and documentation is provided via http://www.phys.uidaho.edu/ytreberg/software.
Introduction
Free energies such as the Helmholtz free energy and the Gibbs function are important quantities necessary for a complete understanding of most chemical and biochemical processes. As an example, the estimates of protein-ligand binding affinities and membrane-water partition coefficients are of paramount importance in the emerging field of de novo rational drug design [19] . Thermodynamic integration (TI) is a widely used approach for the calculation of free energy differences (∆F ) [12, 17, 23, 24, 30] . It is a general scheme for the calculation of the ∆F between two systems with potential energy functions U 1 and U 0 , respectively. The free energy is typically expressed as the Helmholtz free energy for an isothermal-isochoric system or the Gibbs free energy for an isothermal-isobaric system, respectively [5] . The free energy difference, ∆F = F 1 − F 0 , is the reversible work done when the potential energy function U 0 is continuously and reversibly switched to U 1 , and is defined as
where k B is the Boltzmann constant, T absolute temperature of the system in Kelvin, and the configurational partition function is given by
where R is the full set of configuration coordinates. TI is a method to compute the ∆F between two systems or states of interest by estimating the integral
which is equivalent to the reversible work to switch from U 0 → U 1 . The notation · λ indicates an ensemble average at a particular value of λ. Switching potential energies requires a continuously variable energy function U λ such that U λ=0 = U 0 and U λ=1 = U 1 . In addition, the free energy function U λ must be differentiable with respect to λ for 0 ≤ λ ≤ 1 [14] . The relationship of Equation 3 is exact; numerical estimation comes into play because the integral must be approximated by performing simulation at various discrete values of λ. Typically, these discrete λ values are used to convert the integral to a sum (e.g. quadrature). If the estimate of · λ has large fluctuations, then it is necessary to perform very long simulations in order to calculate the average value to sufficient statistical accuracy. In addition, the quantity · λ may heavily depend on λ so that a large number of simulations at different λ values is needed in order to estimate the integral with sufficient accuracy. Typically researchers estimate ∆F with TI utilizing an arithmetic technique such as the trapezoidal or Simpson's rule. These numerical methods work well if the curvature of the TI data is small. The trapezoidal rule, for example, approximates the area under the curve of a given function with a trapezoid. Thus, ∆F is approximated by summing the area of the trapezoids between λ = 0 and 1. The trapezoidal rule is intrinsically simple to use and possesses the advantage that the sign of the error of the approximation can be determined. The trapezoidal rule will overestimate the integral of a function with a concave-up curve because the trapezoids include all the area under the curve as well as the extension above it. Similarly, an underestimate will likely to occur if the function reveals a concave-down curve because the areas is accounted for under the curve, but not above. The error is difficult to estimate if the interval of the integral includes an inflection point.
Importantly, provided that the · λ are sufficiently converged, the accuracy of ∆F using the trapezoidal rule can only improve by increasing the number of · λ . However, such a large number of long equilibrium simulations is not always feasible with limited computational resources.
The objective of this study is to present an approach that utilizes polynomial and spline interpolation techniques, apparently for the first time, to estimate ∆F using the data generated from TI. These polynomials interpolate the slope of the free energy
as a function of λ. The key point for the purpose of this report is that, even if the averages · λ are perfect (infinitely long sampling), there will be error in the ∆F estimates due to the fact that one must estimate the integral. Here we present methods which reduce this error. In the current study two polynomial and one spline interpolation techniques were implemented: Lagrange, Newton, and cubic spline. This study also examines the use of interpolation techniques with both equidistant and non-equidistant (Chebyshev nodes) λ values. Two test systems with analytical solutions were utilized to examine the accuracy and performance of the interpolation techniques. The results from our simulations confirm that interpolation techniques improve the accuracy and reduce bias for ∆F estimates without demanding additional simulations. The use of high degree polynomials, in particular, demonstrates superior accuracy and performance. Our study also confirms that the use of the non-equidistant λ values for the construction of high degree interpolating polynomials dramatically improves the accuracy and reduces uncertainty of the ∆F estimates.
Theory
The primary focus of this study is to present a mathematical framework for using polynomial and spline interpolation to analyze simulation data from TI. For the current study, it is assumed that that the estimates of · λ from long equilibrium simulations are sufficiently accurate and the errors are negligible. The objective is then to construct a polynomial that best fits the simulation data. The polynomial is then used to estimate ∆F = ∂U λ ∂λ λ computationally. In other words, we attempt to use a continuous function to approximate the curve described by dF dλ from equilibrium simulations at different values of λ.
Interpolation refers to the problem of determining a function that exactly represents given data points. The most elementary type of interpolation consists of fitting a polynomial to a collection of values obtained from empirical observations. Polynomials are a natural choice for approximating derivatives and integrals because the derivatives and integrals of the interpolating polynomials are also polynomials themselves. More importantly, polynomials are the only functions that a computer can evaluate exactly [8] . Interpolation and related approximation concepts are widely used in science and engineering applications such as in data analysis, curve and surface fittings, and forecasting [27] . These techniques have also been used in modeling and simulations [28] , and play a significant role in the numerical solution of differential equation and digital image processing [15, 18] . By and large, the polynomial obtained from interpolation is considered as the one that best represents all data points within the given interval. Polynomial interpolation, however, has some inherent limitations. When constructing interpolating polynomials, for example, there is always a tradeoff between having a better fit and having a smooth well-behaved fitting function. The more data points that are used in the interpolation, the higher the degree of the resulting polynomial, and therefore the greater fluctuations it will exhibit between the data points [8, 10] .
Mathematical Notation
To simplify the mathematical expressions and comply with the most commonly used notation in polynomial and spline interpolations, we denote the switching variable λ by the variable x, and, similarly dF dλ by y. We also denote the continuous function · λ by f (x) in polynomial and spline interpolation. In the context of free energy estimates using TI, the functional form of the simulation data is represented by a series of data points λ, dF dλ = {x, y}, and the approximating function is constructed through these data points. The following sections briefly introduce the mathematical definitions and properties of the Lagrange and Newton polynomials, and cubic spline function.
Lagrange and Newton Polynomials
Lagrange and Newton polynomials are probably the most commonly used methods for interpolation. The Lagrange and Newton forms of the interpolation polynomials both exhibit the linear characteristics and uniqueness of polynomial interpolation [11, 28] . The Lagrange interpolation formula, however, involves considerable computation because all Lagrange basis polynomials must be reevaluated each time a data point is updated. By contrast, the Newton interpolation formula utilizes the divided difference (more on this below) which is generally more computationally efficient [13] . It is worth noting that using both Lagrange and Newton interpolation with a large number of equidistant data points yields a high degree of polynomial oscillating above and below the true function.
The classical Weierstrass theorem establishes the mathematical foundation for polynomial approximation [2] . The theorem asserts that there exists a polynomial p (x) for approximating the continuous function f (x) defined within a closed interval [a, b] , and the polynomial approximation can get arbitrarily close to any continuous function as the degree of polynomial is increased [11] . The most straightforward method to obtain the polynomial p (x) involves the steps that calculate the values of f (x) for n + 1 distinct fitting data points within the interval of a ≤ x ≤ b, and satisfy the simultaneous equation y i = f (x i ) = p (x i ), for i = 0, 1, 2, . . . , n. The coefficients of this polynomial then form the basis of the Lagrange interpolation formula. The Weierstrass theorem contends that there is always a unique polynomial p (x) of degree n that satisfies these conditions. The Lagrange interpolation polynomial L (x) is a linear combination of Lagrange basis polynomials l i (x) such that
In the first-order case, Equation 4 simply reduces to linear interpolation. It is also important to note that the degree of polynomial n is fixed by the number of data points n + 1. Mathematically, the Lagrange form of the interpolation polynomial is generally preferred in proof and theoretical arguments because derivatives of the polynomial are continuous, and maxima or minima, subsequently, always exist [10] . The Lagrange basis polynomials are also used extensively in numerical integration to derive other techniques such as the Newton-Cotes formulas [8] . The construction of the Lagrange polynomials, however, is computationally demanding because all Lagrange basis polynomials have to be reevaluated each time y i is updated.
A better form of interpolation polynomial for practical or computational purposes is the Newton polynomial that utilizes the divided difference, defined as the ratio of the difference in the function values, y i or f (x i ), at two points divided by the difference in the values of the corresponding independent variable, x i . The divided differences do not require the recalculations of coefficients if new data points are included. Furthermore, if the values of x i are distributed equidistantly, then the calculation of the divided differences is simplified. As a consequence, it is generally computationally efficient to use the divided differences method, especially for interpolation [28] . Similar to the Lagrange polynomial, the interpolation polynomial in the Newton form is a linear combination of Newton basis polynomials
where the coefficients a i = g [x 0 , . . . , x i ] is the notation for divided differences. The first divided difference, for example, between data points x 0 and x 1 is given by
The second divided difference between data points x 0 , x 1 , and x 2 is given by
Accordingly the n-th divided difference between data points x 0 , x 1 , . . . , x n is given by
The Newton interpolation polynomial is then given by
The calculations of the divided differences form a successive, recurrent relationship between the previous two coefficients. Computationally, the divided differences can be written in the form of a table that significantly simplifies the algorithmic implementation. Werner first pointed out that, for Newton interpolating polynomial, any subset of data points may be permuted at will as long as the association of each y i ordinate with its corresponding abscissa x i is maintained [28] .
Spline Function
Interpolation studies have suggested that spline function is generally preferred over polynomial interpolation because the interpolation error can be made small with low degree of polynomials [1, 9, 21] . Spline interpolation particularly avoids the problem of Runge's phenomenon which occurs when using high degree polynomials [7] . Runge's phenomenon is a problem that the approximation errors escalate rapidly as the degree of interpolation polynomials increases. Spline functions are commonly used as approximating functions in mathematics and numerical analysis since ordinary polynomials are inadequate in some situations. Since Runge's phenomenon restricts the use of high degree polynomials for the purposes of interpolation, especially with equidistant data points, we also investigate the use of spline functions. Spline functions are defined as piecewise polynomials of a degree, at most, d [4, 9] . Unlike the Lagrange and Newton interpolation polynomials, the degree of the piecewise polynomials does not depend on the number of data points, and must be determined a priori. The piecewise polynomials join together at fixed data points called knots and fulfill the requirements of continuity [8] . For the purpose of interpolation, the use of such functions offers substantial advantages [29] . The main advantages of spline interpolation are its stability and calculation simplicity. The construction of polynomials is generally well-conditioned and the coefficients can be calculated precisely. Moreover, the use of polynomials of lower degree offers the possibility to avoid the marked oscillatory behavior that commonly arises from fitting a single polynomial exactly to a large number of empirical observations [8] .
The most common type of spline is the cubic spline. A cubic spline function is a set of third degree piecewise polynomials that provide a smooth curve passing through all data points. The second derivatives are commonly set to zero at the endpoints, which provide a boundary condition in order to generate a unique system of equations. Because the segments join with matching derivatives up to order two, the curvature of the polynomials changes smoothly along the knots. Cubic splines are the lowest degree of polynomial endowed with inflection points. Additional degree of polynomial introduces substantial complexity and numerical instability without increasing accuracy [22] . Moreover, cubic splines are widely used because they are easy to implement and produce a curve that appears seamless. The fundamental idea behind cubic spline interpolation is based on the engineer's tool used to draw smooth curves through a number of points. This spline consists of weights attached to a flat surface at the points to be connected. A flexible strip is then bent across each of these weights, resulting in a pleasingly smooth curve. The mathematical spline is similar in principle. The points, in this case, are numerical data. The weights are the coefficients on the cubic polynomials used to interpolate the data. These coefficients bend the line so that it passes through each of the data points without any erratic behavior or breaks in continuity. Cubic splines, therefore, are only piecewise continuous.
A cubic spline polynomial technically involves four variables, z i , h i , y i , and x i . These variables ensure that there is sufficient flexibility in the cubic spline procedure, and that the interpolating polynomial has two continuous derivatives within the interval. The spline function
where h i = x i+1 −x i is the size of the i-th interval [x i , x i+1 ]. The spline function S i (x) gives the cubic polynomial on the interval x ∈ [x i , x i+1 ]. The values of z i specify the second derivatives at the the endpoints such that z i = S i (x i ). To compute the values of z i , it is necessary to solve the recurrent equation
for i from 1 to n − 1. There are two boundary condition types which may be utilized. The natural cubic spline imposes the boundary conditions z 0 = 0 and z n = 0, and the clamped cubic spline requires z 0 = ς (x 0 ) and z n = ς (x n ) for a given function ς (x). When the natural boundary conditions are used, the spline assumes the shape that a long flexible curve would take if it is forced to go through all the data points. A natural spline permits the slope at the ends be free to equilibrate to the position that minimizes the oscillatory behavior of the curve. A clamped cubic spline, on the other hand, further requires a piecewise cubic function which passes through the given set of knots with a given function ς (x) or value. The derivatives and second derivatives of adjacent cubic polynomials must also agree at the interior abscissae. Clamped boundary conditions generally lead to more accurate approximations because they include more information about the function [1, 9] . However, this type of boundary condition requires the values of the derivative at the endpoints or an accurate approximation to those values. In the context of free energy estimates using TI, these values are generally difficult, if not impossible, to obtain. Therefore, for the purposes of this study, the natural spline conditions have been implemented and utilized to construct the interpolation polynomials.
Non-Equidistant (Chebyshev Nodes) λ Values
Historically, the study of Lagrange and Newton interpolation polynomials based on equidistant data points has not been a popular subject in the field of approximation theory. This is due to a well-known example published by C. Runge in 1901 which discouraged mathematicians from considering this method of interpolation [11] , and the more recent success in using splines for interpolating functions whose values are known at equidistant data points. Indeed, several studies [7, 10, 28] have reported that high degree of interpolation polynomials suffer from the Runge's phenomenon: a data point at or near the middle of the interval gives a large contribution to the values of p (x) close to the endpoints. In other words, a small change to a data point in the middle can produce a significant excursion in the curve near the ends. The phenomenon is problematic with a set of a dozen or more data points that are more or less equidistant along the interval. The phenomenon, however, is absent if a dozen or less data points are used in the context of interpolation. Some studies further pointed out that the curve described by the Lagrange polynomial often oscillates even when the data ordinates decrease monotonically [28, 31] .
It has been shown that there are particular arrangements of data points for which high degree interpolation polynomials are exempt from Runge's phenomenon. In particular, this oscillation can be minimized by using Chebyshev nodes instead of equidistant data points [10] . Chebyshev nodes are the roots of the Chebyshev polynomial of the first kind and are contained in the interval [−1, 1]. For the molecular dynamics simulations using TI, for example, Chebyshev nodes (non-equidistant λ values) are chosen using the following expression
for ϕ ∈ [0, 1]. Chebyshev nodes possess the property that they become close together near the boundaries of the region (see 1 for an illustration). The maximum error is then guaranteed to diminish with increasing polynomial degree [8] . For computational purposes, however, such an assertion rarely occurs because the numerical instability escalates rapidly as the degree of polynomial increases beyond a dozen. Several studies have reported the use of non-equidistant λ values to improve the overall accuracy and precision of free energy estimates [3, 6, 16, 20, 25, 26] . However, it is important to realize that previous studies attempted to use non-equidistant λ values to better describe the curvature of the energy slope, while we are using non-equidistant λ values to improve the numerical stability and accuracy of the polynomial and spline interpolation.
Computational Details
Two test systems were constructed to analyze the accuracy and precision of the interpolation techniques for estimating ∆F using TI data. For the purpose of this study, it is important to use systems with an analytical solution in order to provide an objective analysis on the accuracy and precision of interpolation techniques. Thus, the fist system involves two potential functions U 0 (x) = 1 2 x 2 and U 1 (x) = 2 (x − 5) 2 (see 2 for an illustration of the free energy curve) and the second system uses U 0 (x) = 5 2 x 2 and U 1 (x) = 1 2 (x − 5) 2 (see 3 for an illustration of the free energy curve). The slope of dF dλ is considerably steeper for the second system and thus a much larger number of equilibrium simulations would be required in order to achieve accuracy similar to that of the first system when using quadrature.
For our simulations, the switching function was defined as U λ (x) = λU 1 (x) + (1 − λ) U 0 (x). The non-equidistant λ values are chosen according to the expression λ = Simulations were performed with two sets of equidistant and non-equidistant λ values, and equilibrium simulations were performed at each value of λ. A total of 1,000 independent trials was run for each system. To avoid the Runge's phenomenon, simulations were limited to eleven λ values. An equal amount of simulation times (1,000,000 Monte Carlo steps) were generated were collected for each value of λ. 1,000 Monte Carlo steps for each λ value were discarded for equilibration.
The simulation began with an arbitrarily chosen initial position for the atom. All finite regions of the energy surface was permitted for the sampling. The region of equilibration, therefore, will be the same regardless of the choice of initial position. The position of the atom was then randomly perturbed between -0.5 and 0.5 at each Monte Carlo step. The Boltzmann statistics was then calculated for the new position. The new position was accepted if the probability was greater than a given uniform random number. Otherwise, the atom maintains the original position. The acceptance ratio was maintained at approximately 40 to 45% for each trial. The simulation was allowed to proceed until the maximum number of Monte Carlo steps (1,000,000) has been reached. In the initial segment of the simulation the energy of the system changed rapidly, but it eventually settled into a reasonable approximation of an oscillation about a mean.
For the estimates of ∆F , To minimize the numerical errors, interpolating polynomials are first transformed into the analytical integration forms and all integrations are then evaluated computationally. The derivation of the analytical integration form for the interpolating polynomials involves the expansion of every single coefficient in the polynomial equation. The rearrangement of coefficients permits analytical integration on the interpolating polynomials computationally after the values of coefficients are determined. The analytical integration of Lagrange polynomial is expressed as
Similarly, the analytical integration of Newton polynomial is expressed as
where the coefficient a i is the notation for divided differences. In the context of free energy estimates using TI, each x i is replaced by λ i and y i by 
or using Newton interpolation polynomial
with the divided difference a i = g [λ 0 , λ 1 , . . . , λ i ]. As an example, for i = 1,
For spline functions, analytical integrations must be performed at each subinterval. Similar to that of Lagrange and Newton polynomial, the integration form requires the expansion and rearrangement of all coefficients. The analytical integral form of the cubic spline is expressed as
In the context of free energy estimates using TI, similar to that of Lagrange and Newton interpolation polynomials, each x i is replaced by λ i and y i by ∂U λ ∂λ λ from the equilibrium simulations. To calculate the ∆F , integrals are evaluated at each subinterval, and the total ∆F is the sum of all integrals
The construction of cubic spline interpolation polynomials is not sensitive to inclusion of additional data points. More specifically, for thermodynamic integration scheme, equilibrium simulations at different λ values are generally considered disjointed or disassociated. Any fluctuations from simulations at a particular λ value should not alter the outcomes from neighboring simulations using different λ values, under the assumption that the system is sufficiently equilibrated and simulations have adequately converged. As such, the interpolating polynomials do not necessarily completely approximate the dF dλ slope. This is particularly evident if the choice of the λ values neglects the inflection point along the slope.
Results and Discussions
Interpolating polynomials from each were first transformed into the integral forms and integrations were then evaluated computationally. Biases were then recorded to construct the histograms. The bias measures the the difference between the analytical solution and the estimate from simulation. Averages and standard deviations of the biases were also calculated in order to provide a better measure for the comparison across different techniques. The standard deviations give a good measure on the sensitivity of the interpolation techniques.
It is worth noting that Lagrange and Newton interpolating polynomials are mathematically equivalent and the difference lies only in the computational aspect. Newton interpolating polynomials are generally considered computationally efficient. Several cursory analyses on the coefficients revealed that Lagrange and Newton interpolating polynomials are identical to the eighth decimal point. The following sections summarize the results from equilibrium simulation using six and eleven equidistant and non-equidistant λ values.
Equidistant λ Values
4 shows histograms of the biases (or equivalently ∆F estimate − ∆F analtyical ) from 1,000 independent trials on the first test system. The left column shows the histograms from the simulations using six equidistant λ values, and the right with eleven. For six equidistant λ values, the averages and standard deviations are 0.1583 and 0.0116 for Lagrange and Newton polynomials, 0.4664 and 0.0115 for cubic spline, and 1.2475 and 0.0122 for the trapezoidal rule. The results clearly show that, while none of the estimates converge to the analytical solution, polynomial and spline interpolations give much more accurate estimates than that of the trapezoidal rule. For eleven equidistant λ values, the averages and standard deviations are 0.0005 and 0.0201 for Lagrange and Newton polynomials, 0.0743 and 0.0083 for cubic spline, and 0.3263 and 0.0083 for the trapezoidal rule. The estimates of ∆F from the cubic spline and trapezoidal rule are still somewhat biased. It is interesting to note that the cubic spline and trapezoidal rule give similar standard deviation. We believe this is largely due to the fact that both cubic spline and trapezoidal rule are piecewise interpolation techniques. The use of a third degree polynomial as the spline function, however, shows clear advantage over the straight line. The Lagrange and Newton polynomials, on the other hand, give the most accurate estimates, but with large uncertainty. Results from additional cursory simulations have demonstrated that the fluctua-tions on the estimates are predominately caused by the oscillations from the use of high degree polynomials (data not shown).
5 shows histograms of the biases for estimates of ∆F for the second test system. Similarly, the left column shows the histograms from the simulations with six equidistant λ values, and the right with eleven. The second system is considerably more challenging than the first because of the large curvature of the free energy curve. Accurate estimates of ∆F thus require a large number of equilibrium simulations than for the first system. For six equidistant λ values, the averages and standard deviations are -0.3495 and 0.0210 for Lagrange and Newton polynomials, -0.8223 and 0.0212 for cubic spline, and -1.8944 and 0.0232 for the trapezoidal rule. The estimates from the cubic spline and trapezoidal rule are heavily biased, especially with only six equilibrium simulations. For eleven equidistant λ values, polynomial interpolations have again made a significant improvement on the estimates of ∆F than that of spline and quadrature. The averages and standard deviations are -0.0053 and 0.0335 for Lagrange and Newton polynomials, -0.1424 and 0.0159 for cubic spline, and -0.5077 and 0.0161 for the trapezoidal rule. The Lagrange and Newton polynomials again give the most accurate estimates but with larger uncertainty.
Non-Equidistant λ Values (Chebyshev Nodes)
6 shows histograms of the biases for estimates of ∆F from 1,000 independent trials of the first test system. The left column shows the histograms from the simulations with using nonequidistant λ values, and the second with eleven. For six non-equidistant λ values, the averages and standard deviations are -0.0218 and 0.0117 for Lagrange and Newton polynomials, -0.1149 and 0.0120 for cubic spline, and 1.1383 and 0.0116 for the trapezoidal rule. For eleven nonequidistant λ values, the averages and standard deviations are 0.0003 and 0.0084 for Lagrange and Newton polynomials, -0.0050 and 0.0085 for cubic spline, and 0.3070 and 0.0084 for the trapezoidal rule. The use of non-equidistant λ values significantly improves the accuracy and precision of ∆F , compared to that of equidistant. With only six equilibrium simulations, the Lagrange and Newton polynomials are able to accurately reconstruct the free energy curve and estimate ∆F . As the number of equilibrium simulations increases, the accuracy improves dramatically and the precision of the estimates increases significantly. It is interesting to note that the use of non-equidistant λ values, however, has little effect on the trapezoidal rule, and thus the estimates are still heavily biased.
7 shows histograms of the biases for estimates ∆F for the second test system. Similarly, the left column shows the histograms from the simulations using six non-equidistant λ values, and the second using eleven. For simulations using six non-equidistant λ values, the averages and standard deviations are 0.04674 and 0.0227 for Lagrange and Newton polynomials, 0.2034 and 0.0234 for cubic spline, and -1.4944 and 0.0231 for the trapezoidal rule. For simulations using eleven non-equidistant λ values, the averages and standard deviations are -0.0006 and 0.0154 for Lagrange and Newton polynomials, 0.0093 and 0.0156 for cubic spline, and -0.4094 and 0.0154 for the trapezoidal rule. The second test system is considerably more challenging than the first since the free energy curve is steeper. The Lagrange and Newton polynomials still successfully reconstruct the free energy curve and deliver the most accurate estimates of Figure 4 : Histograms of the biases for the estimates of ∆F of the first test system (see 2 for an illustration of the free energy curve) using six (left column) and eleven (right column) equidistant λ values. With six equidistant λ values, the estimates obtained from the the cubic spline and trapezoidal quadrature are heavily biased. However, it is also clear that the use of a third degree polynomial as the spline function gives a much better accuracy than that of a straight line. With eleven equidistant λ values, the Lagrange and Newton polynomials give the most accurate estimates of ∆F but with large uncertainty compared to that of the cubic spline and quadrature. The estimates obtained from the cubic spline is slightly biased but with small uncertainty. 
The first test system
The second test system Figure 8 : Averages of the biases of ∆F estimates for the first (top) and second (bottom) test systems using different interpolation techniques. The figures on the left column summarize the results from the equilibrium simulations using six λ values, and the right using eleven. It is clear that interpolations using non-equidistant λ values consistently deliver the most accurate and precise estimates on the free energy differences using TI. Our results suggest that polynomial interpolation techniques are greatly preferred over the trapezoid quadrature for the test systems considered here. the ∆F . The precision of the ∆F estimate, however, are lower than that of the first onedimensional test system. Similar phenomenon can also be observed on the estimates obtained from the cubic spline. The use of non-equidistant λ values increases the accuracy and precision on the estimates of ∆F using polynomial interpolation. Non-equidistant λ values offer clear strategic advantages over equidistant λ values for estimates of ∆F .
Each of the methods presented in this study reveals its strength and weakness in approximating ∆F . 8 shows the averages of the biases of free energy estimates for the first and second test systems. It is clear that, with carefully parameterized TI simulations, the polynomial interpolation techniques with non-equidistant λ values always give the most accurate estimates of ∆F . The results vividly illustrate the importance of selection of λ values if one wishes to use polynomial interpolation techniques to improve the accuracy of ∆F estimates. With the data from a dozen or less equilibrium simulations, the Lagrange and Newton polynomials are always preferred. The performance of the cubic spline polynomials delivers satisfactory but with less consistent results. However, additional simulations reveal that the accuracy and pre-cision of estimates increase consistently as the number of λ values increases (data not shown). Indeed, the simulations presented in this study clearly demonstrate that the de facto trapezoidal rule is not a good choice for estimating ∆F . The polynomial and spline interpolations with non-equidistant λ values clearly offer a much attractive alternative for free energy calculation. Polynomial interpolation techniques, in particular, can be used to compute accurate ∆F estimates without demanding additional equilibrium simulation.
Conclusion
Apparently for the first time, we have employed the polynomial and spline interpolation techniques to estimate free energy differences (∆F ) using thermodynamic integration. This report utilizes two test systems with analytical solutions to compute the accuracy and precision of the interpolation techniques. The interpolation techniques construct globally optimal polynomials that best fit the thermodynamic integration data. These polynomials are then used to estimate the free energy differences. Additional algebraic calculations were done to permit analytical integration of the interpolating polynomials which eliminate the potential errors due to numerical evaluation on the integral.
We have shown that the polynomial and spline interpolation techniques outperform the trapezoid quadrature in both accuracy and precision of ∆F estimates. However, we caution that polynomial interpolation techniques possess some inherent weaknesses. The most important example is that the numerical instability will become a major issue with high degree of interpolating polynomials (i.e., the number of λ values exceeds beyond a dozen). As a consequence, our simulations are limited to eleven equidistant and non-equidistant λ values. With carefully observed conditions, however, the polynomial interpolation techniques can deliver the most accurate estimates of the free energy differences without demanding additional equilibrium simulations. This is particulary important for studies that require long and expensive computational simulations in order to secure the accuracy on the free energy estimates.
It is worth noting that the use of Lagrange or Newton polynomial generally suggests that entire collection of data be used for the interpolation [10] . However, it is possible to judically select subsets of data (preferably less than a dozen) that best represent the underlying functional form of the free energy curve. Statistical descriptions on the estimates of ∆F are then possible. This approach is particular useful when the true free energy difference is difficult to obtain.
To better facilitate the use of interpolation, we propose several guidelines for selecting the most appropriate technique to estimate ∆F . Researchers who already have the data from a dozen or less simulation (i.e. λ values) are encouraged to utilize the Lagrange or Newton polynomial interpolation technique to estimate ∆F . Our study attests that these two interpolation techniques should always give the most accurate estimates of ∆F . For researchers who already have set of data from equilibrium simulations with more than a dozen λ values, the spline interpolation technique should be considered instead. High degree of interpolating polynomials suffer significantly from numerical instability. The spline function utilizes a low degree of polynomial (degree of three for cubic spline function) that is immune from numerical instability. The ∆F estimate accuracy improves consistently as the number of λ values increase.
Our study asserts that a good selection of λ values improves the construction of interpolating polynomials. Our results clearly demonstrate that the use of non-equidistant λ values significantly reduces the variance, and improves the overall accuracy of the free energy estimates compared to that of equidistant λ values. We have shown that Chebyshev nodes, in particular, offer superior numerical stability for polynomial interpolation techniques. Such an arrangement of λ values provides an advantage which derives from the higher density of information near the ends of the interval of interpolation, where it best compensates for the absence of any from outside the interval. Thus, researchers are encouraged to use the non-equidistant λ values and polynomial or spline interpolation techniques for their future free energy simulations using thermodynamic integration.
Support Information
To allow researchers to immediately utilize these methods, free software and documentation is provided via http://www.phys.uidaho.edu/ytreberg/software.
