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Abstract
Wedevelop a theory of Schur functions in noncommuting variables, assuming commutation relations that are satisﬁed inmanywell-
known associative algebras.As an application of our theory,we prove Schur-positivity and obtain generalizedLittlewood–Richardson
and Murnaghan–Nakayama rules for a large class of symmetric functions, including stable Schubert and Grothendieck polynomials.
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1. Introduction and main results
In this paper we develop a theory of Schur functions in noncommuting variables, assuming certain commutation
relations that are satisﬁed in many well-known examples such as the plactic, nilplactic, and nilCoxeter algebras and the
degenerate Hecke algebra Hn(0). We show that most of the classical theory of symmetric functions can be reproduced
in this noncommutative setting.
There aremany combinatorial representations of these commutation relations, and to each of these one can associate a
family of (ordinary) symmetric functions; examples of such families include skew Schur functions and stable Schubert
and Grothendieck polynomials. As an application of our theory, we prove Schur-positivity of these functions and
obtain generalized Littlewood–Richardson and Murnaghan–Nakayama rules for the corresponding characters of the
symmetric group.
Let u1, . . . , un be elements of an associative algebra A. For a Ferrers shape , deﬁne the (noncommutative) Schur
function s(u) = s(u1, . . . , un) by
s(u) =
∑
T
uT .
In this formula, the sum ranges over all semi-standard tableaux T of shape  and uT denotes the product
∏
ui , with
indices i obtained by reading the columns of T bottom-up. For example, if = (3, 2), then there are two semi-standard
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tableaux
Thus we have
s(u1, u2) = u2u1u2u1u1 + u2u1u2u1u2.
Similarly, for a skew shape /, one can deﬁne the (noncommutative) skew Schur function s/(u) =
∑
T u
T where
the sum is over all semi-standard skew tableaux T of shape /. Note that the s/(u) are, in general, not symmetric in
the ui , and they will not be symmetric in most of our examples. When the ui are commuting indeterminates, the above
deﬁnition gives the ordinary Schur functions (see [24]).
The simplest instances of noncommutative Schur functions are the analogs of the elementary and complete homo-
geneous symmetric functions, given by
ek(u) =
∑
a1>a2>···>ak
ua1ua2 · · · uak
and
hk(u) =
∑
a1a2 ···ak
ua1ua2 · · · uak .
Motivated by a large number of interesting examples (described in Sections 2 and 6), we will ﬁrst try to extend the
classical theory to cases where complete commutativity is replaced by ‘nonlocal commutativity’
uiuk = ukui, |i − k|2; (1.1)
or by the weaker ‘non-local Knuth relations’
uiukuj = ukuiuj , ij < k, |i − k|2,
ujuiuk = ujukui, i < jk, |i − k|2. (1.2)
A prominent example of this type was given by Schützenberger and Lascoux who constructed, in their pioneering
papers [25,21], a theory of noncommutative Schur functions for the plactic algebra (see Example 2.1). We will show
that important features of their theory can be extended to many other examples. In all of these examples, including the
plactic algebra, there are additional ‘local’ commutation relations involving adjacent pairs of variables ui and ui+1. A
single local relation that subsumes all of the examples we consider is the following:
(ui + ui+1)ui+1ui = ui+1ui(ui + ui+1). (1.3)
Note that (1.3) is equivalent to the statement that e1(ui, ui+1) and e2(ui, ui+1) commute.
Theorem 1.1. Assume that u1, . . . , un satisfy (1.2) and (1.3). Then the canonical map s/ → s/(u) extends to a
homomorphism from the algebra n of ordinary symmetric functions in n commuting variables to the algebra n(u)
generated by the s(u). In particular,
• the s(u) commute;
• the s(u) span n(u) as a Z-module;
• the s(u) multiply according to the usual Littlewood–Richardson rule;
• the s/(u) expand according to the usual Littlewood–Richardson rule.
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To make it more accessible, we restate the main message of Theorem (1.1) as follows:
If non-adjacent variables commute (or satisfy the non-local Knuth relations) and adjacent variables a <b satisfy
aba + bba = baa + bab
then noncommutative Schur functions behave as if they were ordinary Schur functions.
In particular, whenever conditions (1.2) and (1.3) hold, all identities of the commutative theory are valid for the s(u),
as long as these identities can be stated solely in terms of Schur functions. In this way, one can obtain noncommutative
versions of the Cauchy, Jacobi–Trudi, and Giambelli formulas, and many others.
Our main applications are obtained from what we call combinatorial representations of the commutation relations
(1.2) and (1.3), in which the ui are represented by partial maps. Let P be a ﬁnite or countable set, and let RP be the
vector space formally spanned by the elements of P, with coefﬁcients in R. A representation of the variables ui by
linear operators in End (RP) is called combinatorial if, for any ui and for any p ∈ P, the image uip is either another
element of P or zero. In other words, ui can be viewed as a partial map P→ P in which the image of an element is
formally set to 0 whenever the map is not deﬁned. The matrix representing ui in the basis P is a partial permutation
matrix, i.e., a 0-1 matrix each of whose columns contains at most one 1.
A typical example of such a representation is related to the nilCoxeter algebra of the symmetric group (see, e.g.,
[11]). Here P is the set of all permutations of n + 1 elements, and ui acts by
ui · w =
{
usual product siw if l(siw) = l(w) + 1,
0 otherwise,
where si is the adjacent transposition (i, i + 1) and l(w) denotes the length of a permutation w, i.e., the number of
inversions. It is easy to see that the relations (1.1) and (1.3) are satisﬁed. This example and many others are discussed
in more detail in Sections 2 and 6.
To any combinatorial representation of our relations one can associate a family {Fh/g} of symmetric functions [7]
which may be regarded as generalizations of skew Schur functions. Suppose that the ui act as partial maps on a setP,
and let g and h be elements of P. Deﬁne
Fh/g(x1, . . . , xm) =
〈
m∏
i=1
1∏
j=n
(1 + xiuj )g, h
〉
,
where the xi commute with each other and with the uj , and the noncommuting factors of the double product are
multiplied in the speciﬁed order. Here 〈∗, ∗〉 denotes the inner product on RP for which the elements of P form an
orthonormal basis. Note that Fh/g is a function in the commuting variables xi alone; we shall later demonstrate that
this is indeed a symmetric function, in the ordinary sense.
A purely combinatorial description of Fh/g may be obtained by associating terms in the expansion of
∏∏
(1+xiuj )
with sequences
g = g0
ua1→ g1
ua2→· · · uak→ gk = h
and summing monomials in the xi corresponding to each such sequence. When g= and h= are Ferrers shapes, and
the ui are the Schur operators of [6] (i.e., ui adds a box in column i), one obtains the standard deﬁnition of the skew
Schur function s/.
Our formulation of the Fh/g may also be expressed in the language of Gessel’s quasi-symmetric functions [14], or
Stanley’s compatible sequences [2]. Other examples of symmetric functions constructed in this way have appeared in
several places in the literature [26,10]. Note that∏∏(1+xiuj ) can be viewed as a ‘noncommutative Cauchy product’
(cf. Sections 2 and 4).
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It can be shown [7] that (1.2) and (1.3) imply that the functions Fh/g are indeed symmetric, though of course this is
far from obvious. In the case of the nilCoxeter algebra the above deﬁnition produces the stable Schubert polynomials,
also known as Stanley symmetric functions [26]. Other examples are discussed in Section 2.
In this paper, we go further and prove Schur-positivity of the functions Fh/g and obtain combinatorial rules for their
expansions in terms of Schur functions.
Theorem 1.2 (Generalized Littlewood–Richardson rule). Assume that u1, . . . , un are partial mapsP→ P satisfying
(1.2) and (1.3). Let g and h be elements of P and let Fh/g(x1, . . . , xm) be deﬁned as above. Then
• the Fh/g(x1, . . . , xm) are nonnegative integer combinations of ordinary Schur functions s(x1, . . . , xm);
• the coefﬁcient ch
g of s in the expansion of Fh/g is given by
ch
g = #{T : |T | = ′, w(T )g = h}. (1.4)
Here T is a semi-standard tableau, |T | denotes the shape of T, and w(T ) denotes the column word of T, interpreted as
a product of ui’s.
Using the classical construction of Frobenius, we can associate a representation of the symmetric group to each non-
negative integer combination of Schur functions. In particular, the functions Fh/g correspond to certain representations
which decompose into irreducibles with the above-described multiplicities. It would be very interesting to ﬁnd natural
(intrinsic) constructions of these representations; this problem has only been solved in some special cases.
A related natural problem is to compute the corresponding characters h/g , thus giving a generalization of the
Murnaghan–Nakayama formula for an irreducible or, more generally, skew character of the symmetric group. A
solution to this problem is given by the following theorem. Deﬁne w to be a hook word if w = blbl−1 . . . bla1a2 . . . am
where bl > bl−1 > · · ·>bl > a1a2 · · · am.
Theorem 1.3 (Generalized Murnaghan–Nakayama rule). Assume the conditions of Theorem 1.2 hold. Then the value
of the character h/g on a conjugacy class = (i , . . . , k) is given by
h/g() =
∑
w1,...,wk
w1···wkg=h
(−1)asc(w1)+···+asc(wk) (1.5)
where each wi is a hook word of length i , and asc(wi) denotes the number of ascents in wi .
The paper is organized as follows. Section 2 introduces the main examples of combinatorial representations of our
basic commutation relations. Sections 3, 4, and 5 contain proofs of Theorems 1.1, 1.2, and 1.3, respectively. Corollary
4.2 establishes the Schur positivity of stable Grothendieck polynomials. We also explain in Sections 4 and 5 how
the usual Littlewood–Richardson and Murnaghan–Nakayama rules appear as special cases of formulas (1.4) and (1.5)
ofTheorems 1.2 and 1.3.Corollary 5.2 contains a formula for characters w associatedwith stable Schubert polynomials,
generalizing the Murnaghan–Nakayama rule. Corollary 5.3 gives a new combinatorial formula for irreducible
Sn-characters, expressed entirely in the language of the plactic monoid. In Section 6, we suggest various other
examples to which the theory also applies.
We should mention the important recent paper of Gelfand et al. [13], which also develops a theory of noncommutative
symmetric functions, but in a setting different from ours. On the surface, our results do not seem to overlap, and the main
emphasis of our work is quite different. For example, our symmetric functions always commute, but this phenomenon
does not appear in their theory. However, it is clear that deeper connections between the two approaches remain to be
explored.
2. Main examples
In this section we introduce several fundamental examples of combinatorial representations of commutation relations
(1.1)/(1.2) and (1.3). We also describe the corresponding families of symmetric functions Fh/g .
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Example 2.1 (The plactic algebra; Schützenberger [25,21]). This is a quotient of the free associative algebra under the
Robinson–Schensted homomorphism. Knuth [17] gave the complete list of equivalence relations which, in our current
terminology, mean that the plactic algebra is deﬁned by (1.2) together with the additional ‘local Knuth relations’
ui+1uiui = uiui+1ui,
ui+1uiui+1 = ui+1ui+1ui.
(2.1)
Note that (1.3) is simply the sum of these two relations. The plactic algebra is a semigroup algebra of the plactic monoid
(deﬁned by (1.2) and (2.1)) whose remarkable properties were developed in [25,21].
In this example, as well as several others, the associated symmetric functions are constructed according to the
following general scheme. Let A be an algebra with identity generated by u1, . . . , un, all deﬁning relations being either
of the form w = w′ or of the form w = 0 where w and w′ are words in the alphabet {u1, . . . , un}. Then the setM
of non-vanishing equivalence classes of words is a linear basis of A. (The empty word corresponds to the identity of
A.) The generators ui act onM as partial maps deﬁned by left (or right) multiplication. This regular representation is
of course combinatorial in our sense. Let Fh denote Fh/g when g = 1. Then Fh is simply the coefﬁcient of h in the
expansion of the noncommutative Cauchy product
m∏
i=1
1∏
j=1
(1 + xiuj ). (2.2)
In the case of the plactic algebra, Fh is just the Schur function s∗ where  is the shape associated to a plactic class
h via the Robinson–Schensted correspondence. This statement essentially amounts to the fact that s is equal to the
sum of fundamental quasi-symmetric functions Fdes(T ) (using the notation of [14]) corresponding to descent sets of all
standard tableaux T of shape .
Example 2.2. The nilCoxeter algebra of the symmetric group [11] has been already introduced in Section 1. A basis
of this algebra is formed by permutations in Sn+1, with multiplication
v · w =
{
usual product vw if l(vw) = l(v) + l(w),
0 otherwise.
Alternatively, this algebra can be deﬁned by (1.1) and
ui+1uiui+1 = uiui+1ui ,
u2i = 0. (2.3)
Obviously, (2.3) implies (1.3).
Nonvanishing nilCoxeter equivalence classes of words are naturally labeled by permutations; each such class consists
of all reduced words (in the sense of Coxeter groups) of a given permutation. The functions Fh obtained by expanding
the noncommutative Cauchy product (2.2) in the basis of permutations are, by deﬁnition, the stable Schubert, or Stanley
polynomials [26]:
Fh(x1, . . . , xm) =
∑
a1,...,al
∑
b1  ··· bl
ai  ai+1⇒bi<bi+1
xb1 · · · xbl ,
where the summation is over all reduced words a = a1 . . . al for a permutation h of length l and over all sequences
b= (b1, . . . , bl) which are ‘compatible’with a in the sense indicated. See [2,11,9] for more details of this construction.
(Strictly speaking, the polynomials we have deﬁned should be written as Fh−1 in the notation of [26].)
Another faithful representation of the nilCoxeter algebra is given by divided difference operators [1,4].
Example 2.3 (The nilplactic algebra [22]). This is a ‘Knuth analog’of the nilCoxeter algebra of the previous example.
The deﬁning nilplactic, or Coxeter–Knuth, relations are (1.2) and (2.3). This algebra can also be deﬁned in a way similar
to the plactic case, using the Edelman–Greene correspondence (see, e.g., [5]).
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As in the case of the plactic algebra, the functions Fh associated with the regular representation of the nilplactic
algebra are the Schur functions [22,5].
Example 2.4 (The nil-Temperley-Lieb algebra [2,12]). This algebra can be deﬁned as the algebra of 321-avoiding per-
mutations, which are the permutations a1 · · · an not containing a subsequence · · · ai · · · aj · · · ak · · · with ai > aj > ak .
The multiplication in the nil-Temperley-Lieb algebra is inherited from the nilCoxeter algebra, as follows:
v ∗ w =
{
nilCoxeter product v · w if vw is 321-avoiding;
0 otherwise.
The deﬁning relations for this algebra are (1.1) and
ui+1uiui+1 = uiui+1ui = 0,
u2i = 0.
(2.4)
A reformulation of a result in [2] shows that the nil-Temperley-Lieb algebra can also be deﬁned as an algebra of
operators ui acting on Ferrers shapes according to the following rule:
ui() =
{ ∪ {box in the ith diagonal} if this gives a valid shape;
0 otherwise.
Here we assume that all shapes lie inside a strip of adjacent diagonals, numbered 1, 2, . . . , n from bottom to top.
From the last deﬁnition, one can immediately derive that in the case of the nil-Temperley-Lieb algebra, the Fh/g are
the skew Schur functions (cf. [2]). Indeed, the product
1∏
j=n
(1 + xuj )
can be viewed as an operator that adds a horizontal strip to a given Ferrers shape in all possible ways, each time
multiplying by the power of x that is determined by the length of a strip. With h =  and g = , we have
m∏
i=1
1∏
j=n
(1 + xiuj )=
∑
T
xT ,
where the sum is over all (reverse) semistandard tableaux T of shape /, and therefore
F/ =
∑
T
xT = s/.
Example 2.5. The degenerate Hecke algebra Hn(0). This algebra, (sometimes also called the 0-Hecke algebra [3]) is
the semigroup algebra of the 0-Hecke monoid deﬁned by (1.1) and
ui+1uiui+1 = uiui+1ui ,
u2i = ui . (2.5)
(the usual deﬁnition can be obtained by changing the signs of the generators). The elements of the 0-Hecke monoid are
in a natural bijection with permutations in Sn+1. In our current terminology, each 0-Hecke equivalence class contains
precisely one nilCoxeter class, i.e., it contains reduced words of exactly one permutation h, and may then be identiﬁed
with h. The regular action of generators ui on permutations ( = 0-Hecke classes) is given by ‘unsorting operators’
similar to the sorting operators of [10]:
ui · w =
{
siw, if l(siw) = l(w) + 1
w, otherwise
The functions Fh obtained by expanding (2.2) in the basis of permutations are the stable -polynomials in the ter-
minology of [10], with  = 1. Up to a change of sign of the variables, these non-homogeneous symmetric functions
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coincide with the stable Grothendieck polynomials, obtained from the Grothendieck polynomials of Lascoux and
Schützenberger [20].
It seems worthwhile to restate at this point our deﬁnition of the functions Fh in this case. Let h ∈ Sn+1 be a
permutation of length l = l(h). Then.
Fh(x1, . . . , xm) =
∑
L l
∑
a1,...,aL
∑
b1  ··· bL
ai  ai+1⇒bi<bi+1
xb1 · · · xbL
where the summation is over all words a = a1 . . . aL in the 0-Hecke equivalence class of h and over all compatible
sequences b = (b1, . . . , bL). Note that the homogeneous component of smallest degree in Fh is obtained by summing
over reduced words for h, and is therefore precisely the stable Schubert polynomial corresponding to h.
Another faithful representation of Hn(0) is provided by the isobaric divided differences [4,20].
Example 2.6 (Schur operators [6] and the ‘local plactic algebra’). The latter is the ‘partially commutative’ analog
of the plactic algebra. Its deﬁning relations are (1.1) and (2.1). The local plactic monoid has been studied recently
by C. Reutenauer (private communication), who computed its noncommutative generating series. An (unfaithful)
representation of this monoid is given by the Schur operators ui acting on Ferrers shapes by
ui() =
{ ∪ {box in the ith column} if this gives a valid shape;
0 otherwise.
The complete list of relations for the algebra of Schur operators is unknown.
For the Schur operators, the Fh/g are the skew Schur functions [6]. The reason for this is exactly the same as in
Example 2.4.
3. Proof of Theorem 1.1
In this section we give a proof of our ﬁrst main result, namely, that the functions s/(u) multiply and expand as
ordinary skew Schur functions do, assuming relations (1.2) and (1.3) are satisﬁed. The proof is organized as follows.
The ﬁrst step is to show that noncommutative analogs of the elementary symmetric functions commute, i.e.,
ej (u)ek(u) = ek(u)ej (u) (3.1)
for all j and k. Then we show that the s/(u) can be expressed as polynomials in the ek(u) in the standard way, using
the Jacobi–Trudi determinant. This step is based on a noncommutative analog of the Gessel–Viennot path-switching
argument [15] that may be used to derive the same result in the commutative case. Once (3.1) and the Jacobi–Trudi
identity have been proved, Theorem 1.1 follows immediately.
The ﬁrst lemma is borrowed from [7], where it appears in a somewhat more general context. We reproduce the proof
here in order to make the present discussion self-contained. Note that the conditions of Lemma 3.1 are implied by
(1.2) and (1.3). In fact, the statements and proofs of our main results remain valid under the weaker hypotheses of
Lemma 3.1.
Lemma 3.1 ([7]). Assume that elements u1, . . . , un of an associative algebra satisfy the ‘strict Knuth relations’
uiukuj = ukuiuj , i < j < k,
ujuiuk = ujukui, i < j < k, (3.2)
and the relation
ujui(ui + uj ) = (ui + uj )ujui, i < j .
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Then the noncommutative analogs of elementary symmetric functions
ek(u1, . . . , un) =
∑
a1>a2>···>ak
ua1ua2 · · · uak
commute.
Proof. For ij , let
Eji(x) = (1 + xuj )(1 + xuj−1) · · · (1 + xui) =
∑
k
xkek(ui, . . . , uj )
where x commutes with all of the ui . Also deﬁne Eji = 1 if i = j + 1.
The statement of the lemma is equivalent to saying that En1(x) and En1(y) commute, x and y being scalar variables.
Let us prove that Eji(x) and Eji(y) commute, using induction on j − i.
The cases j − i = −1 and j − i = 0 are trivial. To carry out the induction step, ﬁrst, note that, for i < j ,
Ej−1,i+1(x)(uiuj − ujui)Ej−1,i+1(y) = uiuj − ujui
because, e.g., each nonconstant term of Ej−1,i+1(x) is canceled by the multiplication by uiuj −ujui by virtue of (3.2).
Now, for j − i1, using the induction hypothesis, one obtains
Eji(x)Eji(y)
= Ej,i+1(x)(1 + xui)(1 + yuj )Ej−1,i (y)
= Ej,i+1(x)(1 + yuj )(1 + xui)Ej−1,i (y) + xyEj,i+1(x)(uiuj − ujui)Ej−1,i (y)
= Ej,i+1(x)Ej,i+1(y)Ej−1,i+1(y))−1Ej−1,i+1(x))−1Ej−1,i (x)Ej−1,i (y)
+ xy(1 + xuj )(uiuj − ujui)(1 + yui)
= Ej,i+1(y)Ej,i+1(x)((Ej−1,i+1(x))−1(Ej−1,i+1(y))−1Ej−1,i (y)Ej−1,i (x)
+ xy(1 + xuj )(uiuj − ujui)(1 + yui)
= Ej,i+1(y)(1 + xuj )(1 + yui)Ej−1,i (x) + xy(1 + xuj )(uiuj − ujui)(1 + yui)
= Ej,i+1(y)(1 + yui)(1 + xuj )Ej−1,i (x) + xyEj,i+1(y)(ujui − uiuj )Ej−1,i (x)
+ xy(1 + xuj )(uiuj − ujui)(1 + yui)
= Eji(y)Eji(x) + xy(1 + yuj )(ujui − uiuj )(1 + xui)
+ xy(1 + xuj )(uiuj − ujui)(1 + yui)
= Eji(y)Eji(x) + (x2y − xy2)(ujui(ui + uj ) − (ui + uj )ujui)
= Eji(y)Eji(x),
as desired. 
We note that the problem of giving conditions which guarantee that the ek(u) commute was also considered by
Lascoux and Schützenberger in [21, Theorem 2.16]. The focus of [21] was on semigroup algebras deﬁned by weight-
preserving congruences. (Among our examples of Section 2, only the plactic algebra and its quotient from Example
2.6 are of this kind.) In this generality, and with some additional restrictions which are different from ours, they show
that any solution of (3.1) is a quotient of the plactic algebra.
Now suppose that / is a skew shape. Deﬁne a function I/(u) in variables u1, u2, . . . , un by
I/ (u) = det(e′i−′j+j−i (u)), (3.3)
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Fig. 1. = (3, 3, 3, 2),= (3, 1),m(21) = 5432,m(12) = 5,m(33) = 51, n = 6.
where by deﬁnition e0(u) = 1 and ek(u) = 0 if k < 0. This is the analog of the standard Jacobi–Trudi expansion for
s/ in the commutative case. By Lemma 3.1 it is not necessary to specify the order in which terms in the expansion
of (3.3) are multiplied, so I/(u) is well-deﬁned. As noted above, it will sufﬁce to prove the following lemma.
Lemma 3.2. Suppose that the ui satisfy (1.2) and (1.3). Then
I/ (u) = s/(u).
Proof. Following [15] we may identify individual monomials appearing in the expansion of (3.3) with families of
lattice paths (1j1,2j2,...), where ij denotes a path from Pi = ((i − 1) − ′i ,−(i − 1) + ′i ) to Qj = (n + (j −
1) − ′j ,−(j − 1) + ′j ). To each path ij we associate a noncommutative monomial m(ij ) obtained by taking the
product of uk with decreasing indices k corresponding to vertical segments of the path, where a vertical segment from
(x, y−1) to (x, y) has been labeled by x+y. An example is illustrated in Fig. 1. Each term appears with the sign of the
permutation that matches initial points Pi with terminal points Qj . It is easy to see that for ﬁxed i and j the expression
e′i−′j+j−i (u) may be obtained by summing the monomials m(ij ) over all paths ij from Pi to Qj .
We may assume that the expansion of (3.3) is carried out by multiplying the e′i−′j+j−i (u) in order of increasing i.
This means that the order of multiplication of path monomials m(ij ) is top-down with respect to the corresponding
endpoints Qj .
The key idea of [15] is to show that in the expansion of (3.3) all contributions obtained from families with intersecting
paths cancel, and that ‘non-intersecting’ families correspond exactly to semi-standard skew tableaux. We will show
that this argument can be carried out in the non-commutative case as well, although some additional effort arid care is
required.
Suppose that (1j1 , 2j2 , . . .) is a family in which at least one pair of paths intersects, say, at a lattice point (, ).
Let us choose the intersection point in a canonical way, with the pair ( + ,  − ) lexicographically maximal. The
corresponding two paths must have consecutive terminal points, say Qk and Qk+1. Let i,k denote the ﬁrst path and
j,k+1 the second. Then m(i,k) m(j,k+1) may be factored as
m(i,k)m(j,k+1) = ApXBY ,
where X, Y,A, and B are decreasing strings of indices such that a, b >p>x, y for all a ∈ A, b ∈ B, x ∈ X, and
y ∈ Y , Here p labels the vertical segment in i,k that lies just above (, ). A typical example is illustrated in Fig. 2.
From the fact that the paths from (, ) to Qk and Qk+1 are non-intersecting it follows that strings A and B represent
the columns of a tableau, i.e., if A = a1a2 . . . and B = b1b2 . . ., then a1b1, a2b2, . . .
Lemma 3.3. With notation as above, the identity
ApXBY = ApBXY
can be derived using (1.2) alone.
S. Fomin, C. Greene /Discrete Mathematics 306 (2006) 1080–1096 1089
Fig. 2. ik = aa pxxxx, j,k+1 = bbyy.
Proof. We omit the details of this argument, which may be carried out by standard jeu-de-taquin transfor-
mations [25]. 
Now consider the contribution to (3.3) by all conﬁgurations which agree with our original family of paths
(1j1 , 2j2 , . . .) everywhere except on the initial segments of i,k and j,k+1, i.e., the portions that lie below (, ).
The sum of all such terms may be expressed as
W1Aper(u1, . . . , u+)Bes(u1, . . . , u+)W2,
where W1 and W2 are words obtained from paths not involving Pj , Pk,Qk,Qk+1. We can apply Lemma 3.3 to each
term in the expansion of this product, transforming it into
W1ApBer(u1, . . . , u+)es(u1, . . . , u+)W2.
By Lemma 3.1, this expression is equal to
W1ApBes(u1, . . . , u+)er (u1, . . . , u+)W2,
which can in turn be rewritten (using Lemma 3.3 again) as
W1Apes(u1, . . . , u+)Ber(u1, . . . , u+)W2.
This is exactly the expression for the family of paths obtained from the original one by switching our two paths at the
point (, ). Hence, we have constructed a sign-reversing involution which leaves only terms of (3.3) corresponding
to nonintersecting families of paths.
Now the argument continues exactly as in the commutative case. It is easy to see that if a family consists of non-
intersecting paths ii from Pi to Qi , the product m(11)m(22) · · · may be interpreted as the column word of a skew
tableau, and conversely. This completes the proof of Lemma 3.2, and hence of Theorem 1.1. 
4. Noncommutative Cauchy identities and a generalized Littlewood–Richardson Rule
The next two sections are devoted to applications of our main theorem on noncommutative Schur functions to the
theory of (ordinary) symmetric functions and corresponding representations of the symmetric groups.
As we have already stated, any identity of the commutative theory involving only Schur functions can be extended
to the case of noncommutative variables satisfying (1.2) and (1.3). The most important cases when noncommutative
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versions exist and have signiﬁcant applications are the classical Cauchy identities∏
i
∏
j
(1 + xiyj ) =
∑

s(x)s′(y)
and ∏
i
∏
j
(1 − xiyj )−1 =
∑

s(x)s(y),
where x = (x1, . . . , xm) and y = (y1, . . . , yn).
To replace the yi by noncommuting ui , we need to choose an appropriate order of factors in the double products; this
allows us to express the left-hand sides in terms of noncommutative analogs of elementary and complete homogeneous
symmetric functions.
Theorem 4.1 (Noncommutative Cauchy identities). Let uj be elements of an associative algebra satisfying (1.2) and
(1.3). Let xi be commuting indeterminates, also commuting with each of the uj . Then
m∏
i=1
1∏
j=n
(1 + xiuj ) =
∑

s(x)s′(u) (4.1)
and
m∏
i=1
n∏
j=1
(1 − xiuj )−1 =
∑

s(x)s(u),
where the factors in the double products are multiplied in the speciﬁed order.
Proof. For instance, the left-hand side of (4.1) can be rewritten as∏mi=1∑k xki ek(u), making this identity an immediate
corollary of Theorem 1.1. 
Proof of Theorem 1.2. The noncommutative Cauchy identity (4.1) implies that
Fh/g(x) =
〈∑

s(x)s′(u)g, h
〉
=
∑

〈s′(u)g, h〉s(x).
In other words,
ch
g = 〈s′(u)g, h〉, (4.2)
which is equivalent to (1.4). 
Schur-positivity of ordinary skew Schur functions is well known, and the coefﬁcients (1.4) are given by the classical
Littlewood–Richardson rule. From Examples 2.4 and 2.6 one obtains proofs of two different but essentially equivalent
versions of this rule (cf. [8]).
In the nilCoxeter case (Example 2.2) Schur-positivity of the functions Fh was conjectured in [26] and proved
independently in [5] and [22]. The corresponding specialization of formula (1.4) is a reformulation of the combinatorial
rules obtained in [5,22].
The generalization of these results to the degenerate Hecke algebra (Example 2.5) is new.
Corollary 4.2 (Schur positivity of stable Grothendieck polynomials). Every homogeneous component of a stable
-polynomial is a nonnegative integer combination of Schur functions.
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For the original stable Grothendieck polynomials that appear as limiting cases of the Grothendieck polynomials of
Lascoux and Schützenberger [20], Corollary 4.2 means that they are ‘Schur-alternating’, i.e., the homogeneous com-
ponent of degree l(h)+ k is Schur-positive for k even and Schur-negative otherwise. This is because the corresponding
deﬁnition of the Hecke algebra involves the relation u2i = −ui , which introduces negative signs throughout.
5. A generalized Murnaghan–Nakayama rule
This section contains the proof of Theorem 1.3 and some applications thereof.
Proof of Theorem 1.3. Let h/g denote the character of the symmetric group that corresponds to the function Fh/g .
The value of h/g at a conjugacy class speciﬁed by a composition = (1, . . . , k) is equal to
h/g() =
∑

ch
g(), (5.1)
where  denotes an irreducible character and chg, as before, is the corresponding multiplicity given by (4.2).
The irreducible characters  may be computed by the Frobenius formula
p(x) = sgn()
∑

()s′(x), (5.2)
where p = p1 · · ·pk is the power sum symmetric function and sgn() is equal to
∏
(−1)i−1. In order to obtain a
noncommutative version of (5.2) it is necessary to express the left-hand side in terms of Schur functions. Note that
simply reproducing p verbatim from its original deﬁnition obviously does not work. We can use instead a well-known
expression for the pj via hook Schur functions. Using this approach, one obtains a noncommutative analog of a power
sum by deﬁning
pj (u) =
∑
j
=book shape
(−1)l()−1s(u) =
∑
a=(a1,...,aj )
(−1)des(a)ua1 · · · uaj , (5.3)
where the second sum is over all hook words a of length j, and des(a) counts the number of strict descents in a. Then
we deﬁne p(u) = p1(u) · · ·pk (u).
Theorem 1.1 allows to write down the complete noncommutative analog of the Frobenius formula (5.2), which
together with (5.1) and (4.2) gives
h/g() =
∑

ch
g()
=
∑

〈s′(u)g, h〉()
=
〈∑

()s′(u)g, h
〉
= sgn()〈p(u)g, h〉,
a formula which is equivalent to (1.5) by virtue of (5.3). 
Another proof of Theorem 1.3 could be obtained from the noncommutative version of the well-known Cauchy-type
identity for the power sum symmetric functions.
In cases where the ui satisfy the commutation relations (1.1) and (2.3) of the nilCoxeter algebra (cf. Examples 2.2
and 2.4), the combinatorial rule of Theorem 1.3 can be further simpliﬁed. Suppose that one of the sequences wi from
(1.5) contains indices a and c but does not contain an index b such that a <b<c. Take such an occurrence with the
smallest possible value of c. Then c − 1 is not present in wi and, by (1.1), c commutes with the substring (necessarily
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nonempty) consisting of elements strictly less than c− 1. Exchanging c with this segment results in another hook word
whose ascent number has a different parity; hence the contributions of these two words to (1.5) cancel each other. (Note
that the condition u2c = 0 guarantees that wi only contains one copy of c.) Thus we arrive at the following modiﬁcation
of Theorem 1.3.
Theorem 5.1. Assume that a combinatorial representation of the relations (1.1) and (2.3) is given. Then the character
value h/g() is given by (1.5) where each wi is a hook word of length i , and the set of entries of wi is an interval of Z.
In the case of the nil-Temperley–Lieb algebra (Example 2.4), Theorem 5.1 gives exactly the standard Murnaghan–
Nakayama rule. To see this, recall that ui is an operator on shapes that adds a cell in the ith diagonal. It is easy to check
that a hook word w adds cells in a (possibly disconnected) border strip, i.e. a collection of cells not containing a 2 × 2
square. This border strip is connected if and only if the set of entries of w forms an interval of Z. Conversely, given a
connected border strip, there is exactly one way to add cells so that the corresponding operators form a hook word. To
illustrate, consider the following border strip, with diagonals numbered as shown:
The unique hook word producing this shape is w = 7631245 (recall that operations are performed from right to left).
The ‘arm’ of w contains exactly one element from each row, hence (−1)asc(w) is exactly the weight required by the
Murnaghan–Nakayama formula.
For the nilCoxeter algebra, the formula expressed by Theorem 5.1 is new.
Corollary 5.2 (Murnaghan–Nakayama formula for stable Schubert polynomials). The character w of the repre-
sentation of the symmetric group associated with the stable Schubert polynomial for a permutation w (see [18,19])
is given by
w() =
∑
w1···wk∈Red(w)
(−1)asc(w1)+···+asc(wk),
where the summation is over all hook words w1, . . . , wk of lengths 1, . . . , k such that the concatenation w1 . . . wk is
a reduced word for w, and the set of entries of wi forms an interval of Z.
A corresponding result for stable Grothendieck polynomials can be obtained by specializing Theorem 1.3 to the case
of the degenerate Hecke algebra.
We conclude this section by giving a new formula for irreducible Sn-characters, obtained by interpreting Theorem
1.3 in the plactic monoid algebra.
Corollary 5.3 (Plactic version of the Murnaghan–Nakayama rule). If  is an irreducible character of the symmetric
group, then the value of  on a conjugacy class = (1, . . . , k) is given by
() =
∑
P1...Pk=P
(−1)des(P1)+···+des(Pk),
where P is a ﬁxed element of the plactic monoid corresponding to a tableau word of shape , and the sum is over all
factorizations of P into hook words P1, . . . , Pk of lengths 1, . . . , k .
The conversion from ascents to descents in the statement of Corollary 5.3 is necessary because in the plactic algebra
we have Fh = s∗ , where  is the shape associated to h (see Example 2.1). Thus, a direct application of Theorem 1.3
computes characters corresponding to ∗ rather than , and Corollary 5.3 is obtained by writing all words in reverse
order.
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Table 1
 4123 1423 1243 ()
(4) 4123 (−) · · · · · · −1
(31) 412 Q 3 (−) · · · 124 Q3 (+) 0
(22) 41 Q 23 (−) 14Q23 (+) 12Q 43 (−) −1
(212) 41 Q2Q3 (−) 14 Q 2 Q 3 (+) 12 Q 4 Q 3 (+) +1
(14) 4 Q 1Q 2Q 3 (+) 1 Q 4 Q 2Q 3Q (+) 1 Q 2Q 4Q 3 (+) +3
As an illustration of Corollary 5.3, we compute the character values (), where N = 4 and  = (3, 1). We ﬁx a
plactic class P = {4123, 1423, 1243} corresponding to shape  (under the Robinson–Schensted map). Table 1 shows
all factorizations of elements of P into hook words, arranged by type, and indicating the weight (+1 or −1) associated
with each factorization.
The originalMurnaghan–Nakayama formula can be derived fromCorollary 5.3, by an argument similar to the proof of
Theorem 5.1. Using well-known properties of the Robinson–Schensted correspondence, it is easy to show that inserting
a hook word into a tableau of shape  yields a tableau whose shape differs from  by a (possibly disconnected) border
strip. If the border strip is connected, the original hook word can be uniquely recovered from the resulting tableau;
if it is disconnected, there is a sign-reversing involution that cancels its contribution with that of another hook word
yielding the same tableau. We leave the remaining details of this argument to the reader.
6. More examples of combinatorial representations
We discuss below some general procedures which can be used to construct other representations of our basic
commutation relations.
Associative algebras arising in all of our examples are, in the terminology of Vershik [27], local stationary algebras
whichmeans that their deﬁning relations are (1.1) plus some commutation relations that only involve adjacent generators
and are invariant under the shift maps ui → ui±1. Many interesting examples of such algebras arise in the following
well-known way.
LetV be a vector space and u a linear operator in V ⊗V . Now let ui act in V ⊗(n+1) by ui = I (i−1) ⊗u⊗ I (n−i) where
I is an identity operator on V. In other words, ui acts as u in the tensor product of the ith and (i + 1)st components.
Then the locality condition (1.1) is automatically satisﬁed, and we only need to worry about (1.3).
Assume dim V = m. Then V ⊗(n+1) may be viewed as the vector space formally spanned by strings of length n + 1
whose entries belong to an alphabetM of size m. The operator ui maps a string d = d1 . . . dn+1 to a linear combination
of strings which agree with d everywhere except possibly the ith and (i+1)st positions. Such an action is combinatorial
if it is deﬁned by a partial map  :M×M→M×M. In other words,
ui(. . . , di, di+1, . . .) =
{
(. . . ,(di, di+1), . . .) if (di, di+1) is deﬁned,
0 otherwise.
The next several examples are of this type.
Example 6.1 (Sweeping operators). SupposeM is a monoid and ε is a right unit ofM. Deﬁne
(, ) = (ε, )
for all (, ) ∈M×M. Then the corresponding operators ui satisfy the ‘weak 0-Hecke relations’
ui+1uiui+1 = uiui+1ui
ui+1uiui = ui+1ui+1ui . (6.1)
Note that, in general, the stronger relations (2.5) of the degenerate Hecke algebra are not satisﬁed, since the ui need
not be idempotent.
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If ε is a left unit ofM, then the corresponding ui are idempotent, and the four terms ui+1uiui+1, uiui+1ui , and
ui+1uiui , and ui+1ui+1ui occurring in (1.3) are equal (in fact, they are all equal to ui+1ui). Hence, this action
simultaneously represents both the plactic relations (2.1) and the 0-Hecke relations (2.5).
Example 6.2 (Right propagation). SupposeM is a monoid in which every element is idempotent. Deﬁne
(, ) = (, )
for all (, ) ∈ M ×M. Then the corresponding operators ui are idempotent, and satisfy (2.1) and (2.5) as in the
previous example. An interesting special case occurs when multiplication inM is deﬁned to be = , for all  ∈M.
Then the operation  becomes
(, ) = (, ).
So the action of ui simply propagates the ith entry to the right.
Example 6.3 (Contiguous cell growth). LetM= {0, 1}, and let  be the partial function deﬁned by
(, ) =
{
(1, 1) if (, ) = (0, 1) or (1, 0),
0 otherwise.
Then the corresponding operators ui satisfy the nil-Temperley-Lieb relations (2.4).
Example 6.4 (A one-dimensional particle system). LetM= {0, 1} as in the previous example, and let
(, ) =
{
(1, 0) if (, ) = (0, 1),
0 otherwise.
Then the corresponding operators ui satisfy (2.4). In fact, this is an equivalent description of the representation of the
nil-Temperley-Lieb algebra by operators acting on Ferrers shapes, discussed in Example 2.4.
Example 6.5 (Sorting in distributive lattices). LetM be a distributive lattice. Deﬁne
(, ) = ( ∧ ,  ∨ )
for all (, ) ∈M×M. Then the generators ui satisfy the degenerate Hecke relations (2.5). WhenM is a chain, the
operation  becomes
(, ) = (min{, },max{, })
and we get the ordinary sorting operators from [10].
Every ﬁnite distributive lattice may be represented as a sublattice of a product of chains; hence in this case the
representations deﬁned in Example 6.5 also appear as constituents of tensor products of representations based on
ordinary sorting operators. One can form tensor product of other combinatorial representations and obtain new families
of examples in a similar way.
IfM is a lattice, then distributivity is essential in order for (2.5) (or, equivalently, (1.3)) to be satisﬁed. The following
lemma gives a slightly weaker condition characterizing combinatorial actions satisfying (2.5) and constructed from
(nonpartial) maps.
Lemma 6.6. Let ∧ and ∨ be binary operations onM, deﬁning a map
(, ) = ( ∧ ,  ∨ )
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fromM ×M toM ×M. In order for  to deﬁne an action satisfying (2.5), it is necessary and sufﬁcient that the
operations ∧ and ∨ satisfy
( ∧ ) ∧ ( ∨ ) =  ∧ ,
( ∧ ) ∨ ( ∨ ) =  ∨ ,
( ∧ ) ∨ (( ∨ ) ∧ 	) = ( ∨ ( ∧ 	)) ∧ ( ∨ 	)
for all , , and 	 ∈M. These conditions clearly hold for distributive lattices.
The representation in the next example is noncombinatorial; its representing matrices are stochastic (Markovian).
Example 6.7 (Bernoulli propagation). Let p ∈ (0, 1). Deﬁne u:V ⊗ V → V ⊗ V by
u(⊗ ) = p · ⊗ + (1 − p) · ⊗ .
Then the action ofui on a stringd=(. . . , di, di+1, . . .)maybedescribed as follows: ifdi = di+1,then setdi+1 ← di with
probability 1−p; otherwise leave d ﬁxed. In general, these ui satisfy identity (1.3) but neither of its “bijectivizations”,
i.e., neither the plactic relations (2.1) nor the relations (6.1).
The preceding example may be constructed from a corresponding deterministic model (Example 6.2), using the
following simple but useful observation.
Lemma 6.8. Suppose that A is an algebra with unit I and generators ui satisfying (1.3). Let p and q = 0 be ﬁxed
scalars. Deﬁne elements u˜i ∈ A by
u˜i = pI + qui .
Then the u˜i generate A and satisfy (1.3) (although the stronger relations (2.1), (2.4), (2.5), (6.1), may not be preserved).
Another source of interesting combinatorial representations of (1.1) is provided by actions of associative algebras on
paths in graded graphs (see, e.g., [16,27]). A typical example isYoung’s seminormal form of an irreducible representa-
tion of (the group algebra of) the symmetric group and its q-analog for Hecke algebras. One of the simplest examples
of this kind satisfying (1.3) is the representation of the nil-Temperley-Lieb algebra described in Example 6.4, which
may be interpreted as a path algebra in the two-dimensional Pascal graph Z2+.
For each of the examples in this section we can construct a family of characters of the symmetric (or general linear)
group related to the Schur-positive functions Fh/g . The intrinsic descriptions of the corresponding representations
remain to be found.
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