




Current methods of aligning detectors inside the planned LHC
experiments are reviewed.  Examples of how these methods will be
used are discussed.
1. INTRODUCTION
The past hundred years have seen tremendous advances in particle accelerator
technology.  The earliest terrestrial accelerator was arguably the cathode ray tube which
enabled J.J. Thomson to determine the ratio of the charge and mass of the electron.  The Large
Hadron Collider (LHC), scheduled for completion in 2005, takes the collision energy to
unprecedented values.  Protons circulate in opposite directions in the 28 km circumference
ring and, on collision, will produce a centre-of-mass energy of 22 TeV.
Particle energy has risen dramatically since the invention of circulating beam
accelerators;  fixed target equivalent beam energies have risen about 8 orders of magnitude in
the last 50 years.  The impetus behind this ever-increasing progress is clear.  According to
Heisenberg’s uncertainty principle, to “see” details of the order of x — and hence probe
deeper into the structure of matter — a momentum of the order of h/x is necessary, h being
Plank’s constant.  The increase in maximum energy and complexity of particle accelerators,
driven as it was by the needs of high energy physics, has been accompanied by a no-less
impressive increase in the sophistication of particle physics experiments.  The higher the
energy of the colliding particles, the higher the energy of the debris of produced particles.  A
particle with high energy is more penetrating, i.e. more material has to be put in its way to
stop it.  Experimenters aim to contain as many of the emerging particles as possible, in order
to thoroughly study their properties.  This simple fact means that the experiments tend to
become larger with increasing primary particle energy.
The properties of these out-going particles must be studied in the finest detail in order to
understand what happened during the interaction.  Ideally, the nature and momentum of each
of the emerging particles should be measured.  In practice, this is seldom possible and
experiments are inevitably the result of compromise.  The momentum of charged particles can
be measured by observing their curvature in a strong magnetic field.  The nature and energy of
electrons, positrons, J rays and S mesons can be inferred by their behaviour when interacting
with the so-called electromagnetic calorimeters.  (As the name implies, “calorimeters”
measure particle energy.) In a similar way, the characteristics of the hadrons (protons,
neutrons) can be measured by their behaviour in “hadron calorimeters”.  P mesons (muons) do
not interact readily with matter and, after all the other particles coming from the interaction
have been absorbed, it is inevitably the muons that remain.  For this reason, modern
experiments are massive with outer layers of detectors specifically designed to observe these
highly penetrating particles.  Because of these different requirements, modern particle physics
experiments contain a large number of different detectors.
In order to measure of the physical characteristics of particles in these experiments the
geometrical elements of the experiment have to be known with respect to each other with a
high degree of precision.  In particular we need to know
(i) the position of individual elements within a detector;
(ii) the position of the various detectors with respect to each other;
(iii) the position of the experiment with respect to the beam.
The methods by which the first two of these are determined is the subject of this paper.
This bears the common name of “alignment”.  In fact, this is something of a misnomer,
implying as it does some active mechanism to bring misaligned elements back into place.
One of the LEP experiments, L3, actually employs this method.  There are no plans to do this
in the LHC experiments.  Instead, detector elements will be monitored and the necessary
corrections made in the reconstruction programs.
In this paper I shall mainly concentrate on tools and systems to be used for the
alignment of the two larger LHC experiments.  Because of the large number and momenta of
the particles produced at these experiments, they present greater challenges than previous
generations of collider experiment.  After describing the physics motivation for the LHC
experiments, I discuss the positioning accuracies required.  In the following section I describe
some of the monitoring tools.  In the final section I describe monitoring of the inner detectors
of the two larger LHC experiments.   
2. PHYSICS AND DETECTORS
2.1 The physics case for LHC
Particle physicists have been extremely successful in building up a model of the
fundamental particles.  The 50’s and 60’s saw an uncomfortable proliferation in the number of
“fundamental” particles, however, theoretical and experimental work soon revealed an
underlying order.  Key experiments in the c70s determined the existence of the quarks.  The
fundamental theory of the quarks, “Quantum Chromodynamics” was inspired by the highly
successful quantum electrodynamics.  These theories, together with the Glashow-Weinberg-
Salam theory of weak interactions, provide the theoretical underpinning of the so-called
Standard Model.  In this theory there are three families of particles.  Each family consists of a
massive and massless lepton and two quarks.  Each family is accompanied by a family of anti-
particles.  In addition to the three families of particle there exist the “binding” particles, the
photon, the intermediate vector bosons (Z0, Wr) and the gluons.  In addition, the Weinberg-
Glashow-Salam theory calls for at least one “Higgs” boson to explain the masses of the
fundamental particles.  Once produced, this particle will decay rapidly giving rise to charged
by-products that can have momenta of 100s of GeV/c.
The discovery and subsequent investigation of the elusive Higgs particle is the main
motivation for building the LHC, given this particle’s important theoretical significance.
However, there are other fundamental problems to be studied.  The CMS (standing for
Compact Muon Solenoid) experiment and ATLAS (A Toroidal LHC ApparatuS) are the two
larger, general purpose, experiments planned to run at the start-up of the LHC.  As well as
looking for the Higg’s particle, these experiments will also investigate possible top quark
decays and search for supersymmetric particles.  In addition, there are two smaller
experiments (everything is relative since these, in themselves, are as large as LEP




One of the principle problems in designing the LHC detectors is the vast quantity of data
that has to be handled.  During collisions many secondary particles are produced.  The vast
majority of interactions are uninteresting, however, the detectors have to be capable of
recording all the information in order to retain the interesting events.  Events will be
characterised by a large amount of extraneous data out of which high momenta particles will
have to be sifted.
We have seen that, very broadly speaking, detectors can be divided into two classes:
calorimeters and tracking detectors.  Although calorimeters are fundamental to the
performance of an experiment, they do not need to be so precisely positioned as the tracking
detectors.  For this reason, we shall only consider the alignment of the tracking detectors.  We
recall that one of the principle tasks of these detectors  is to measure the curvature of rapidly
moving charged particles as they through the strong magnetic field.  A necessary additional
quality is to have sufficient resolution to be able to distinguish between the very many
simultaneously passing particles.
In ATLAS and CMS there are tracking detectors both close to the interaction region and
far away.  The innermost trackers have the dual role of measuring the momentum of all types
of emerging charged particles and of finding the topology of the interaction.  To perform this
second task they must have sufficient accuracy to point back to the interaction region to
describe the geometry of the interaction.  There are very high demands on the precision of
these detectors.  Towards the outside of the experiment there are tracking detectors that
measure the momentum of the remaining muons.  Although these devices do not have to
describe the interaction geometry, there are still extremely stringent demands on their
positional accuracy.
2.2.2 Intra- and inter-detector alignment
The reader will by now be aware that particle physics experiments consist of a large
number of sub-units (detectors) and that each of these detectors itself contains many detecting
elements.  In turn, these detecting elements may either consist of a single element or be further
subdivided.  Let us take, as a concrete example, the barrel silicon tracker of the CMS
experiment.  The purpose of this device is to measure the momentum and vertex geometry of
those particles emerging from the interaction region and making a large angle (greater than
about 45o) with the beam direction.  To do this effectively the detecting strips are parallel to
the beam axis.  The device consists of seven “wheels” that are distributed along the beam axis.
Each wheel, in turn, is made up of seven layers of detecting elements.  The detecting elements
are wafers of silicon, each 12.5 cm long with an active width of 5.12 cm.  Going into further
detail, each detecting element has 1024 sensitive strips spaced with a pitch of 50Pm.  The
CMS collaboration has considered that the detecting elements within one of these wheels can
be positioned with sufficient precision to render continuous monitoring unnecessary.  Part of
the challenge to the designers of this equipment is to ensure that these detectors, once
assembled, do not move.  During assembly the individual detector elements are surveyed so
that their relative positions are accurately known.  This knowledge is entered in a data base
that will subsequently be used during the measurement phase.  It should be noted that the
ATLAS collaboration has adopted the opposite approach.  In their inner detector there is a
dense network of monitored distances to follow any possible distortion of the structure.
The evaluation of the relative positions of the detectors themselves poses another type of
problem.  It is very difficult to imagine that the relative positions of the detectors inside a
large experiment remain unchanged.  For example, although care is taken to use materials that
have low coefficients of thermal expansion, there are inevitable temperature differences.  At
the very low relative displacements that we are considering humidity effects are also
important.  The magnetic field strengths in the LHC experiment are enormous.  Centimetres of
movement are expected in certain regions when the fields are changed.  The displacements
within the tracker will certainly be much less than this, however, there could be a measurable
influence.  During the rest of this paper we shall mainly concentrate on methods to measure
the relative positions of the detectors.  It can be supposed that each detector is equipped with a
set of external fiducial marks that are accurately known with respect to the detecting elements
within the detector.
In fact, it should not be imagined that movements within the detector would go
unnoticed.  In parallel with the alignment schemes discussed in this paper, a number of
alignment schemes using charged particle tracks are being devised.  These methods have
proved very useful at LEP.  On the other hand, to rely solely on software solutions would be
very hazardous.
2.2.3 Effect of measurement accuracy on momentum resolution
A charged particle of mass m,  charge e and velocity v moving in a magnetic field B







This expression simply equates the centripedal acceleration to the Lorenz force.  This is





where the radius r is in metres, the momentum, p, in eV/c, the magnetic flux density B  in T
and the velocity of light c in metres per second.  In the CMS experiment, with its 4 T field, the
track of a proton with momentum of 1 GeV/c will have a radius of curvature of 0.83 m.
In the large LHC detectors the trackers consist of several layers of detecting elements.
Typically these detecting elements contain sensitive strips that record the passage of the
through-passing charged particle as a “hit” on one of these strips.  Thus the record of the
passage of the particle through the tracker will be a set of numbers, where each number
corresponds to the index number of the hit strip in the detecting element.  (It should be
emphasised that this is a radically simplified description of the action of a tracker;  in practice
there are a multitude of particles passing through the detecting element and disentangling
them is a major challenge to the track reconstruction experts.  Another simplification that we
have made is to assume that the detecting element only measures a single co-ordinate:  in
reality the position is often obtained by interpolating between several neighbouring strips that
have been hit.)
Consider a detector that consists of N equally spaced detecting elements uniformly
distributed between 0 and X.  The detecting elements measure the y co-ordinates, yi,  of a
passing charged particle track with a standard deviation of
 
V.  If the radius of curvature of the





2 ; where a is the  intercept with the y axis when  axis when x = 0, b is the
slope at x = 0 and c is the curvature of the trajectory.  The quantities a, b, c can be calculated
by making a least squares fit and their errors can be expressed as a function of N and V.  In












It can be seen that the measurement error increases with increasing particle momentum
and inversely as the product X2B.  In the CMS central barrel tracker, which, in fact is made up
from several different detecting elements, there are 13 (N) roughly equally spaced detectors
spanning about 1.2 m (X).  The particles are bent in a 4 T field (B).  To reach CMS’s required
momentum resolution in ’p/p of ~ 0.1 pT for a maximum pT, the transverse momentum, of
1 TeV/c, we find, from Eq.  (3) that V  | 27 Pm.  This is, in fact, the approximate value of the
weighted precision of the detecting elements.  In reality there are factors, other than
measurement errors, that limit the performance of the tracker; in ATLAS, for example the
multiple scattering error is of order 1% at normal incidence.  Again, in a real tracker the
resolution of the inner-most detecting elements is greater than that of the outer ones since they
are required also to give information on the topology of the interaction.  However, the
important conclusion is that the positions of the detecting elements have to be known relative
to each other to distances of the better of a few tens of micrometers to really exploit the high
energies produced at the LHC.  In addition, the relative positions of the individual detectors
has to be known to this accuracy.
3. TOOLS
3.1 Straightness and distance methods
In this and following discussions we shall follow the normal practice in collider
experiments and adopt a co-ordinate system with the x axis in the horizontal plane and the z
axis along the direction of the intersecting particles.  For barrel detectors, i.e. those in which
the detecting strips are parallel to the z-axis, the z co-ordinate of the measurement point is not
used in calculating the transverse momentum of the particle.  On the other hand, knowledge of
the z co-ordinate is very useful in distinguishing between the very many charged particle
tracks that are present.  For the forward detectors, which have radial detecting strips, the value
of the z co-ordinate is used in calculating the momentum.  However, especially for very high
momentum particles, the precision on the measurement of z does not need to be any where as
high as that of the I , azimuthal, co-ordinate.
This fact has led to two essentially different approaches to detector alignment.  In the
straightness method a set of straight lines pass close to the detectors.  The distances from
known points on the detectors to these lines allows the x and y co-ordinates of the origin of the
detector, as well as its three angular rotations, to be measured in the global co-ordinate
system.  In this method the z co-ordinate of the detector’s origin is measured by some
independent means.  In the distance method, as its name implies, distances between known
points on the detectors are measured.  The six degrees of freedom of the detectors are obtained
by minimising the sum of squares of the differences between a large number of measured and
calculated distances.  In this method the z co-ordinates of the detectors is obtained as a part of
the fit.  In practice a combination of these two methods is often used to determine detector
position.   
3.2 Rasnik
The Rasnik device [1] was developed at Nikhef laboratories in Amsterdam.  The device
is being considered for use in the ATLAS muon system and has been used in the Chorus
experiment [2].  This device should not be confused with a simpler device used in the L3
experiment.
The basic idea behind the device is to create an image of a coded mask, illuminated by
an infrared LED, on a CCD sensor by means of a lens.  Deviations of the three elements from
the ideal straight line, formed by the mask, the lens centre and the CCD, can be made by
comparing the image of the coded mask with a reference image.  In this way both the lateral
movement of one of the elements can be measured as well as the relative rotation of the mask
of sensor.  The system is illustrated in Fig. 1.
Fig. 1  Principle of operation of the Rasnik device
By calculating the actual image size and comparing this with the mask size, the position
of the lens along the Z-axis can be calculated.  The coded screen has a unique pattern to allow
for arbitrarily large displacements to be measured.  A collimating lens between the LED and
the mask increases the amount of light that reaches the projection lens.  A diffuser is used to
minimise effects of imperfections of the light-source.  The standard video signal from the
CCD sensor is digitised by means of a frame grabber and the signals are analysed by special
reconstruction software (recent improvements in the mask and the reconstruction software are
described in Ref. [3]).
The device has a quoted transverse resolution:  of about 1 Pm at 5.5 m.  The longitudinal
resolution is of the order of 30 Pm.
3.3 Semi-transparent optical position sensors
These devices [4] exploit the fact that silicon is transparent in the infra-red.  They will
be used in the alignment of the ATLAS muon system and a modified version is also being
developed for use in the ATLAS Inner Detector.
The device itself consists a thin film of hydrogenated amorphous silicon deposited
between two layers of indium tin oxide (ITO) on a glass substrate.  The top and bottom ITO
electrodes are segmented by photolithographic methods into a pair of orthogonal rows of
strips forming double-sided silicon-strip photodiodes.  The strip pitch in the device described
is 321 Pm with an inter strip-gap of 10 Pm (see Fig. 2)
Fig. 2  Semi-transparent optical position sensors
A beam of infra-red light from a laser source passes through the detectors and its
position is found using a centre-of-gravity method.  Two different test devices yielded
transmissions, at a wavelength of 690 nm, of better than 80% and 90%.  Several detectors  can
be arranged in series as shown in Fig. 2.  The typical combined noise level from an individual
strip and the amplification electronics is of the order of 0.5%.  Because of this excellent noise
performance the local position resolution of the device is a fraction of a micrometre.  Over the
20 u 20 mm2 area of the tested sensors, position resolutions of the order of a few micrometres
have been obtained.
With a suitable choice of glass substrate, the degradation of transmission due to
irradiation can be avoided.  In order to avoid deflection of the laser beam the glass used has to
be of very high quality.
3.4 Frequency Scan Interferometry (FSI)
To measure the distance, to high accuracy, between a fixed point and a remote reflecting
point, one needs to know the fringe order number (the integer giving the whole number of
wavelengths in the path), the excess fraction (the additional fraction of a wavelength) and the
wavelength.  Unfortunately, the first of these quantities is unobtainable from conventional
interfermometry.  The problem was first tackled by Benoit [5], using several spectral lines
with the method of excess fractions.  He succeeded in measuring optical path differences as
large as 10 cm to obtain accuracies within a fraction of a wavelength of light.  Since that time
several other techniques have been developed to obtain the fringe order number by using two
or more different wavelengths.  See Ref. [6] for a description of some other methods.
The FSI method [7] uses tuneable lasers to obtain a continuous range of wavelengths.  It
is under study for use in the ATLAS Inner Detector.  Laser light is sent through a delivery
fibre from a station outside the experiment.  The fibre ends on a known point within a detector
and is beamed towards a corner cube reflector on a neighbouring known point.  (A corner
cube reflector has three mutually perpendicular reflecting faces: a light ray incident on one of
the faces, reflects off the other two and returns along a path parallel to the incident one.)  This
reflected  light goes along the return fibre.  As illustrated in Fig. 3, the light emerging from the
fibre encounters a beam splitter.  At the emitting station this light combined with that from the
corner cube reflector to produce an interference pattern.
Fig. 3  Principle of the FSI method
Let the intensity from the corner cube reflector be I1 and that from the beam splitter be I2.
The interference will be of the form
I I I I I( ) cos( ( ) ( ))r r r   1 2 1 2 1 22 I I (4)







where, L is the optical path length and O is the wavelength of the light.  Thus the argument of
the cosine term in Eq. (4) contains information about the optical path difference between the
two beams but tells us nothing about the fringe order number:  taking the cosine of only gives
us the optical path difference modulo the wavelength of the light.  The trick in FSI is to vary
the frequency of the light.  Let I(Q) be the intensity of the entering light at a given point, r,
when the frequency of the light from the laser is Q (Q = c/O) and I(Q + GQ) when the frequency
is slightly changed to Q+GQ.  Subtracting the first from the second is equivalent to
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The d/dQ term on the right hand side is directly proportional to the optical path
difference, and thus it is possible, in principle, to obtain this optical path difference by
observing the variation of the interfering light as a function of frequency.  When the errors in
the system are considered, it is found that the frequency has, in fact, to be swept through a
relatively large range.  The number of fringes counted when the frequency is changed by ’Q is
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In practice, the frequency scan is not totally continuous but takes the form of a series of
sub-scans, each of around 30 GHz, separated by much larger gaps.  These sub-scans are linked
together over a total range of about one percent of the laser’s wavelength (approximately
800 nm).  A laser linewidth of less that 1 MHz is required to meet the basic precision of better
that 1 Pm over 1 m given by the experimental requirements.  In fact it is only the recent
commercial availability of high performance tuneable lasers that has made FSI viable.
3.5 CCD based system
This technique, a straightness method,  has been investigated at CERN for the alignment
of the CMS tracker.  A series of  light sources is observed by means of a CCD camera.  The
images are treated to find the effective source location and the departure of the sources from
an ideal straight line.  Early tests [8] employed a lens producing out-of-focus images on the
CCD;  in focus images have to be avoided since their dimensions can be smaller than the pixel
size.  Preliminary tests [8] confirmed that a simple aperture can be as effective as a lens.
More recent work has confirmed the advantages of this system.
3.5.1 Source and aperture
In the present scheme light from a He-Ne laser is focused into a single-mode fibre (4 Pm
diameter).  Light exits from the fibre in a narrow cone.  It is observed by a camera consisting
of a commercial CCD detector, with 512 u 512 pixels, situated some 50 mm behind a circular
aperture.  Dust particles partially obscuring either the source or the aperture could give rise to
errors.  Thus, ideally, both the source and the aperture should have dimensions small
compared to the system errors.  At 4 Pm diameter the source is indeed sufficiently small.  On
the other hand, there are difficulties in reducing the aperture diameter below a certain
minimum.  If the hole is too small then the diffraction pattern on the screen is correspondingly
large and the amount of light collected by the CCD is too small.  Another reason for not
employing very small apertures is that, in the presence of nearby objects there can be
variations of phase across the aperture.  (This is seen in the classical case of diffraction at a
straight edge.)  In practice, aperture diameters of the order of 1 mm are adequate.
3.5.2 Modified centre of gravity method
A CCD camera, like all electronic devices, suffers from noise.  The noise at a given
pixel can be shown to have at least two components.  If there is no light falling on the pixel
there is still a signal, the so-called  “dark current”.  As the light level is increased the noise
appears to be proportional to the square root of the signal height:  a behaviour typical of
Poisson statistics.  The first type of noise is particularly dangerous since, if not corrected for,
it can lead to an erroneous value of the centre of gravity.
Signals for the CCD are collected by means of a commercial frame grabber attached to
an IBM compatible PC.  The gain and offset of the device can be changed and the analogue
signal is digitised using an 8-bit analogue to digital converter.  In order to obtain the
maximum precision, the gain and offset of the camera are adjusted to simultaneously give a
minimum signal as small as possible but still greater than zero and a maximum signal as large
as possible but less than 255.  In this way the maximum dynamic range is obtained but the
device is not saturated.  In the algorithm for calculating the centre of gravity a maximum
signal is searched for.  This is taken as a first approximation to the centre of gravity and
thereafter only signals in a window around this central point are considered.  Signals within
this window are now multiplied by a weighting factor of the form shown in Fig. 4 and the



























Fig. 4  Weighting function for correcting noise in the CCD signal.








 for signal values less than S0
and unity for larger signal values.  This discriminates against low, noisy, signal values without
significantly affecting the larger, information rich, signals.  The question may be asked
whether the multiplying function described is optimal.  Preliminary work indicates that
appreciable gains can be made by employing a multiplying function that is optimised to
reduce the effects of the noise.
3.5.3 Resolution
Several series of tests have been carried out to test the validity of this method.  In the
first tests a source situated at a given distance from the camera was moved in increments
normal to the line joining the camera and source.  The position of the centre of gravity of the
image, as measured using the above technique, was then compared with the actual values.  In
this way it was ascertained that the precision is of the order of 2-3% of the pixel dimension.
In the CMS experiment, the object distance will be of the order of 3 m, the image distance is
50 mm and the pixel size is typically 10 Pm.  In this case the error in the object space is of the
order of 12 to 18 Pm.   
3.5.4 Radiation concerns
The radiation levels in the LHC experiments will be very high (of the order of several
tens of MRad).  Normally available CCD cameras are not designed to operate under these
conditions, although it is possible that CCDs specially made for military purposes may be of
use.   Even if CCDs cannot be found to perform under such exacting conditions, it would be
logical to use silicon particle detectors already widely used in the experiment and optimised to
work in a radiation environment.
3.6 Mechanical methods
One of the traditional methods of measuring straightness is by comparison with a
stretched wire.  This method has been improved upon by the firm Fogale [9].  In this process
capacitative methods are used to measure the distance from a stretched wire.  The wire itself is
made either from uncoated carbon fibre or from carbon fibre enrobed in polyarimid fibre
(Kevlar©).  This method has been studied extensively by W. Coosemans, from CERN, who
has tested the device for the alignment of accelerating elements in the proposed CLIC
machine.  According to Coosemans [10] the resolution achieved depends on the range
required.  For a range of some millimetres precisions of one micrometre can be obtained.  The
method only  gives an absolute measure of straightness for wires that are in a strictly vertical
position since, in all other cases, there is an inevitable bending of the wire due to gravity.
Note that even this error can be theoretically removed by applying two different stretching
forces to the wire.  Let the displacement (as measured against a fixed scale) of the wire at a
given point be y1 for a stretching force of F1 and y2  for a force of F2.  Since the sag of the wire










Although this method appears to be simple there are many potential problems.  For
example, kinks in the wire can lead to errors as can any departure from a regular cross section.
4. SYSTEMS
4.1 The CMS inner tracker
The inner tracker of the CMS experiment contains sub-detectors using three different
technologies.  The inner-most sub-detector uses “pixels” (sensitive pads of silicon of the order
of 100 u 100 Pm2).  In the barrel region there are three layers extending between mean radii of
4.33 cm and 11.0 cm.  In the two end-cap regions there are detectors at z = 32.5 cm and
z = 46.5 cm.  Further out there are seven barrel layers of silicon micro-strip detectors
(occupying radii between approximately 21 cm and 49 cm), and eleven end-cap silicon
detector wheels on each side between z = 97.5 cm and z = 265 cm.  The final, gas micro-strip
detectors fill the rest of the tracker out to its nominal radius of  112 cm and total length of
550 cm.  The three sub-detectors  are arranged in three concentric cylinders such that there are
complete lines of sight, over the full length of the tracker, between each of type of sub
detector.  Figure 5 shows a symbolic representation of one of the tracker “wheels” (it is
recalled that there are three layers of such wheels, and several wheels along the length of the
tracker).
So-called alignment rings are located at the extreme ends of the tracker.  These alignment
rings are constructed from low CTE material (e.g. carbon-carbon composite) and use a cross
braced construction to obtain a highly stable structure.  At the intersection of each of the struts
in there is a CCD camera equipped with an aperture, as described above in Section 3.5.  This
aperture is surrounded by four quasi-point sources of light; the distance between adjacent
sources is of the order of 30 mm.  The positions of each of the apertures within the ring is
accurately known (to within 5 Pm).  The rings are positioned mechanically such that the plane
of each ring is perpendicular to the tracker axis to within a milliradian;  this ensures that the
error on the perpendicular distance from the axis to the centre of the apertures is less than a
micrometre.  In addition, the rotation of the ring about the tracker axis is monitored with a
precision level.  Each of the wheels is equipped with six sets of point sources that are
angularly positioned to correspond to the positions of the cameras on the alignment rings.  The
quasi-points sources within a given set are arranged so that two of them face the camera on
one ring whilst the other two face the corresponding camera on the other ring.  The sources
occupy a longitudinal distance of some 250 mm.  The light sources on the detector wheels,
although nominally on a straight line parallel to the axis, are, in practice, positioned with small
offsets to prevent them from obscuring each other.
Fig. 5  Alignment system of the CMS tracker
A given camera on one of the alignment rings “sees” the light sources surrounding the
corresponding camera on the opposite ring.  Since the spatial positions of the aperture and its
surrounding points are accurately known, we can materialise six reference lines passing
through pairs of apertures and with known equations.  Each of these lines originates and
terminates at the centre of a camera aperture and, by extending the lines in both direction, we
can find their intersections with the CCDs.  The position of the image obtained by
illuminating one of the cameras with light from one of the wheel-based sources of light can be
compared with the intersection of the reference line with the CCD.  In this way, assuming that
the longitudinal position (z), of the wheel is known, the lateral position of the point source
relative to the reference line can be calculated.  (For example, if the co-ordinates of the image
relative to the intersection of the reference line and the CCD are yx ’’ , then the co-ordinates
of the light source with respect to the reference line are ddyddx c’c’ , .  Here, d is the
distance from the aperture to the CCD and dc is the distance from the aperture to the source.
Proceeding in this way for all six sets of point sources around a given wheel the two
transverse co-ordinates (x and y) of the wheel’s origin, as well as its three angular
displacements, can be found).
Simulations [11] have shown that the precision of wheel position determination using
this method is more than adequate for the demands of the experiment.
4.2 The ATLAS SCT  and pixel tracker
At the heart of the ATLAS experiment there is a pixel device made up of barrel and
pixel detectors.  The individual pixels measure 50 Pm in the RI direction and 300 Pm in z.
The pixel detector consists of three barrel layers, of radii between 4 and 14 cm and total length
of about 80 cm.  At each side there are four end-cap wheels situated between 40 and 110 cm.
The detector is mounted on a single, light-weight, mechanical structure.  The barrel is made
up of detecting elements that are 6.24 cm long and 2.24 cm wide.  The forward detecting
elements are similar.  The semiconductor tracker  (SCT) surrounds the pixel detector and
contains four barrel layers (between 30 and 52 cm and length of 160 cm).  In addition there
are end-cap detectors consisting of nine forward disks, per side, between z = 80 cm and
z = 280 cm.  The sensitive strips have an average width of 80Pm.  As in the pixel detector the
basic building block is a single silicon detecting elements measuring, in the barrel,
6.36 u 6.40 cm2.  The forward detecting elements are of similar size but the strips taper to
point to the beam axis.  In both the pixel detector and the SCT, the detecting elements are
overlapped to provide a maximum of hermeticity.
For the alignment of the Inner Detector the ATLAS collaboration has developed a
strategy that comprises several stages.  This is described in detail in Ref.[12].
The first part of this strategy is to study the properties of the detector elements
themselves.  The ATLAS collaboration is actively studying the stability of individual
elements of the tracker using Electronic Speckle Pattern Interferometry.  The results of these
studies are being applied to the design of the tracker.
In a second step, the positions of the detector strips in the SCT will be initially
determined using an X-ray source.  This source is capable of delivering short wavelength
photons (10 - 50 pm) and allows production of very narrow beams without diffraction
problems.  The beam divergence can be kept low enough (200 Prad) using collimating slits.
By scanning the beam across a given strip a Gaussian-like profile is obtained.  By measuring
the centre of this profile the accuracy of the measurement (with and analogue read-out) should
be around 2 Pm.
The ATLAS collaboration considers that the inner detector may not be sufficiently
stable over short periods of time to rely on alignment calculation based of tracks and have
decided that automatic procedures are required.  Consequently, as the last part of their
alignment strategy, the positions of the individual detecting elements within the SCT and
pixel trackers will be continuously monitored.  This is to be achieved by making many
measurements using the FSI and straightness monitoring techniques.  These will be combined
using a highly over-constrained, three-dimensional, geodetic network.  The networks will be
based on the one dimensional length measurements using the FSI.  These will be
supplemented by straightness measurements in the end-cap region.  At each of the nodes of
the network there are small units (aptly named “jewels”) that contain the fibres and retro-
reflectors described in Section 3.4.  The positions of the optical elements in each jewel is
determined with respect to the support structure by an initial series of measurements.  An
example of the geodetic alignment network in the barrel SCT detector (adapted from a figure
in Ref. [12]) is shown in Fig. 6.
Fig. 6  A partial view of the geodetic network in the ATLAS SCT alignment system.  Note
that the network also extends into the third dimension.
It is estimated that, taking into account the positioning tolerances of the FSI jewels and
the errors arising from the geodetic network, the RI precision obtained from the geodetic
network itself will be around 5 Pm.
The last part of ATLAS’s alignment strategy is to use track alignment.  In a first step,
particles passing in the overlap region between two elements are used to find the position of
adjacent elements, both in RI and z.  For this purpose low pT muons are used.  Assuming that
100 tracks are required to fix the overlap between two neighbouring elements, this procedure
should take about 24 hours.  In the second step, high pT muons from W/Z decays are used to
align layers with respect to each other and correct for distortions in the structure.  To
determine simple parameters such as the rotations of one barrel with respect to the others
should not take more than a few minutes.  To calculate more complicated distortions would
require much more time and data.
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