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Abstract
By expanding a function f ∈ L p((−1, 1), (1− s)(1+ s)ds) (1 p <∞) in terms of the basis conjugate
to the Jacobi polynomials, the associated generalized translationTt and the generalized difference T˜t are
introduced to define the smoothness of f, respectively, The related Lipschitz classes are characterized by the
properties of the Poisson integral near to the boundary.
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1. Introduction
For ,  > −1, denote by L p, = L
p
,(−1, 1) (1 p < ∞) the space of functions f defined
on (−1, 1) such that ‖ f ‖p :=
(∫ 1
−1 | f (s)|p d,(s)
)1/p
< +∞, where d,(s) = W,(s) ds
with W,(s) = (1 − s)(1 + s).
Let {R(,)n (s)}∞n=0 be the system of Jacobi polynomials normalized so that R(,)n (1) = 1, which
is orthogonal on (−1, 1) with respect to the measure d,(s) (see [17, §4.3]).
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The Jacobi expansion of f ∈ L1, is
f (s) ∼
∞∑
n=0
an( f )(,)n R(,)n (s), (1)
where an( f ) =
∫ 1
−1 f (t)R(,)n (t) d,(t) is the nth Fourier–Jacobi coefficient of f and (,)n :=
‖R(,)n ‖−22 . From [11, (2.2)], we have (,)n 2−−n2+1/(+ 1)2 and
n(n + + + 1)(,)n = 4(+ 1)2(+1,+1)n−1 . (2)
(Note that the factor (+ 1) in [11, (2.2)] should be replaced by (+ 1).)
The conjugate Jacobi expansion of f introduced in [11] is
f˜ (s) ∼
∞∑
n=1
an( f )n
(,)
n
2+ 2 R
(+1,+1)
n−1 (s)
√
1 − s2,
which is defined in the sense that the Poisson integral
Pr ( f ; s) =
∞∑
n=0
rnan( f )(,)n R(,)n (s)
and the conjugate Poisson integral
P˜r ( f ; s) =
∞∑
n=1
rnan( f )n
(,)
n
2+ 2 R
(+1,+1)
n−1 (s)
√
1 − s2
satisfy the generalized Cauchy–Riemann equations
⎧⎪⎪⎨
⎪⎪⎩
u
y
+ v
x
− − (x2 + y2)1/2 v = 0,
u
x
− v
y
−
{
+ + 1 + (− )x(x2 + y2)1/2
}
v
y
= 0,
where u(x, y) = Pr ( f ; cos ), v(x, y) = P˜r ( f ; cos ), with (x, y) = (r cos , r sin ). For the
case when  = , see [16].
It is not difficult to show that the system {R(+1,+1)n−1 (s)
√
1 − s2}∞n=1 is orthogonal on (−1, 1)
with respect to the measure d,(s), and forms a basis of the spaces L p, for 1 p < ∞ (see
Lemma 2.3 below), but not of the space C[−1, 1]. It is of interest to expand a function f ∈ L p,
itself in terms of the system {R(+1,+1)n−1 (s)
√
1 − s2}∞n=1, which presents different characters from
the usual Jacobi expansion (1).
When  =  = − 12 , the systems {R
(,)
n (s)}∞n=0 and {R(+1,+1)n−1 (s)
√
1 − s2}∞n=1 reduce, re-
spectively, to {cos n}∞n=0 and {sin n}∞n=1 with s = cos .
We call {R(+1,+1)n−1 (s)
√
1 − s2}∞n=1 the basis of L p, (1 p < ∞) conjugate to the Jacobi
polynomials.
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For f ∈ L1,, its expansion in terms of the system {R
(+1,+1)
n−1 (s)
√
1 − s2}∞n=1 is
f (s) ∼
∞∑
n=1
bn( f )(+1,+1)n−1 R(+1,+1)n−1 (s)
√
1 − s2, (3)
where
bn( f ) =
∫ 1
−1
f (t)R(+1,+1)n−1 (t)
√
1 − t2d,(t)
is the nth coefficient of f.
It is well known that, when  > −1 and +  − 1, for f, g ∈ L1, with the usual Jacobi
expansions as in (1), the associated generalized translation Tt f and the generalized convolution of f
and g can be defined with the characteristic properties an(Tt f ) = an( f )R(,)n (t) and an( f ∗ g) =
an( f )an(g) for all n = 0, 1, . . . , respectively (cf. [7]). When ,  → − 12 , Tt for t ∈ (−1, 1)
reduces to the symmetric translation 12 ( f (cos(+))+ f (cos(−))) with s = cos , t = cos.
In [11], the “generalized difference” T˜t for t ∈ (−1, 1) is introduced to define the conju-
gate function in sense of “generalized” principle values associated with Jacobi expansions. The
characterization of T˜t is that
bn(T˜t f ) = an( f )R(+1,+1)n−1 (t)
√
1 − t2 for all n = 1, 2, . . . , (4)
see [11, (3.3)]. T˜t is a generalization of the first-order difference 12 ( f (cos(−))− f (cos(+))).
Both Tt f − f and T˜t f have been used to define the smoothness of functions in X = L p, or
C[−1, 1] (see [3,11,13]).
However, Tt f and T˜t f are not applicable when one turns to expand a function f ∈ L1, as in (3).
In order to develop the related theory in this direction, we shall need a new generalized translation
Tt and a new generalized difference T˜t , which are characterized by bn(Tt f ) = bn( f )R(,)n (t) and
an(T˜t f ) = n(n + + + 1)(2+ 2)2 bn( f )R
(+1,+1)
n−1 (t)
√
1 − t2.
for all n = 1, 2, . . . , respectively. The results in this paper show that Tt and T˜t are suitable
substitutes of Tt and T˜t and reveal the natural structure for the study of the system {R(+1,+1)n−1 (t)√
1 − t2}∞n=1. In [15], a series of “difference” operators associated with Hankel transforms or
Jacobi transforms are defined in order to represent the generalized translation of the product of
two functions. These operators have different features from Tt and T˜t .
The paper is organized as follows. Section 2 contains some preliminaries about Jacobi Poly-
nomials and Jacobi expansions. Associated to the expansion (3), the generalized translation Tt
and the generalized difference T˜t are introduced in Section 3. In Section 4, the approximation
properties of the Poisson integral associated to the expansion (3) are described, including its sat-
uration class and pointwise approximation of the constant function. Sections 4 and 5 are about
characterizations of the Lipschitz classes in L p, defined by Tt f − f and T˜t f , respectively, by
the behavior of the associated Poisson integral near the boundary.
In the classical theory of functions, the behavior near the boundary of the derivatives of a
harmonic function characterizes the smoothness of its boundary function, see [20, Chapter VII,
§5]. This is due to Hardy–Littlewoood [8,9] and Zygmund [19], especially for the Lipschitz
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classes. Their results play roles particularly in proving the duality relations of the Hardy spaces
H p(D) for 0 < p < 1 and the Lipschitz classes in [6].
In a recent paper [14], the results of Hardy–Littlewoood and Zygmund are generalized to (, )-
harmonic functions, namely, the smoothness of functions defined by ‖Tt f − f ‖X is characterized
by the action of the eigen-differential operator D, of Jacobi polynomials to the Poisson integral
Pr ( f ; s), and that defined by ‖T˜t f ‖X is characterized by the first-order derivative of the Poisson
integral Pr ( f ; s).
2. Preliminaries
It is well known that, for  >  > − 12 and f ∈ L1, with Jacobi expansion (1), the associated
generalized translation Tt is defined by (cf. [14])
Tt f (s) =
∫ 
0
∫ 1
0
f (X ) dm,(	, 
), (5)
where
X = 12 (1 + s)(1 + t) + 12 (1 − s)(1 − t)	2 + [(1 − s2)(1 − t2)]1/2	 cos 
− 1,
dm,(	, 
) = c,(1 − 	2)−−1	2+1 sin2 
 d	 d
,
c, =
2(+ 1)
(1/2)(− )(+ 1/2) , (6)
while the generalized convolution of f and g by
f ∗ g(s) =
∫ 1
−1
f (t)Tt g(s) d,(t).
The expression (5) of Tt f is based on the product formula of Jacobi polynomials due to [10]:
for  >  > − 12 ,
R(,)n (s)R(,)n (t) =
∫ 
0
∫ 1
0
R(,)n (X ) dm,(	, 
), (7)
where X = X (s, t; 	, 
) and dm,(	, 
) are given by (6). For other expressions and general
extensions of Tt f and f ∗ g, see [7]. For  =  > − 12 or  >  = − 12 , the double integral in (5)
or (7) reduces to a single integral, respectively. When ,  → − 12 , (7) reduces to cos n cos n =
1
2 (cos n(+ ) + cos n(− )) with s = cos , t = cos.
The following proposition contains some elementary properties of Tt f and f ∗ g.
Proposition 2.1 (see Gasper [7]). For  > −1,  +  − 1, and for f, g, h ∈ L1,, we
have
(i) ‖Tt f ‖pM‖ f ‖p, ‖ f ∗ g‖rM‖ f ‖p‖g‖q , 1/r = 1/p + 1/q − 1, 1 p, q∞;
(ii) Tt f (s) = Ts f (t) for s, t ∈ (−1, 1), and Tt ’s are positive for t ∈ (−1, 1) when  − 12 or
+ 0, which implies M = 1 in part (i);
(iii) an(Tt f ) = an( f )R(,)n (t), an( f ∗ g) = an( f )an(g), for n = 1, 2, . . . ;
(iv) f ∗ g = g ∗ f and f ∗ (g ∗ h) = ( f ∗ g) ∗ h.
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In particular, the Poisson integral Pr ( f ; s) can be written as
Pr ( f ; s) = f ∗ P (,)r (s) =
∫ 1
−1
Tt f (s) · P (,)r (t) d,(t), (8)
where
P (,)r (t) = P (,)(r; t) =
∞∑
n=0
rn(,)n R
(,)
n (t) (9)
is the Jacobi–Poisson kernel. It is known that P (,)r (t)0 (see [1]) and ‖P (,)r ‖1 = 1.
For  >  > − 12 , the generalized difference T˜t defined in [11] is
T˜t f (s) =
∫ 
0
∫ 1
0
f (X ) dm˜,(	, 
), (10)
where
dm˜,(	, 
) = 	 cos 
 dm,(	, 
), (11)
X = X (s, t; 	, 
) and dm,(	, 
) are the same as in (6). The definition (10) of T˜t depends on the
following variant of the product formula (7)
n(n + + + 1)
4(+ 1)2 R
(+1,+1)
n−1 (s)R
(+1,+1)
n−1 (t)
√
1 − s2
√
1 − t2
=
∫ 
0
∫ 1
0
R(,)n (X ) dm˜,(	, 
), (12)
which is obtained by replacing (, ) by ( + 1,  + 1) in (7) and integrating the right-hand
side in 
 by parts, where dm˜,(	, 
) is given by (11). If  =  > − 12 or  >  = − 12 ,
the formula (12) reduces to single integrals, respectively; and if ,  → − 12 , (12) becomes
sin n sin n = 12 (cos n( − ) − cos n( + )) with s = cos , t = cos. For all these special
cases, the generalized differences T˜t (t ∈ (−1, 1)) have the corresponding forms, the details of
which are left to the reader.
It is obvious that
|T˜t f (s)|Tt (| f |)(s); (13)
and moreover, we have:
Proposition 2.2 (Li [11, Proposition 1]). Let  − 12 and let f ∈ X = L p, (1 p < ∞)
or C[−1, 1]. Then
(i) (cancellation property) T˜t f ≡ 0 when f = const.;
(ii) limt→1− ‖T˜t f ‖X = 0;
(iii) for f ∈ L p, (1 p < ∞),
∫ 1
t ′ |T˜t f (s)|pd(t) = o((1 − t ′)+1) as t ′ → 1-, for a.e.
s ∈ (−1, 1).
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For f ∈ L1, and given t ∈ (−1, 1), T˜t f has the following expansion (see [11, (3.3)])
T˜t f (s) ∼
∞∑
n=1
an( f )(+1,+1)n−1 R(+1,+1)n−1 (s)R(+1,+1)n−1 (t)
√
1 − s2
√
1 − t2. (14)
The Jacobi polynomial R(,)n (s) satisfies the differential equation (see [17, (4.21.1)])
D,R
(,)
n (s) = n(n + + + 1)R(,)n (s), (15)
where D, = −W,(s)−1 dds W+1,+1(s) dds . Then using the relations (see [17, (4.21.7)])
d
ds
R(,)n (s) = n(n + + + 1)2+ 2 R
(+1,+1)
n−1 (s), (16)
we have:
d
ds
[
W+1,+1(s)R(+1,+1)n−1 (s)
]
= −2(+ 1)W,(s)R(,)n (s), (17)
which implies that the function R(+1,+1)n−1 (s)
√
1 − s2 satisfies the following differential equation
D,[R(+1,+1)n−1 (s)
√
1 − s2] = n(n + + + 1)R(+1,+1)n−1 (s)
√
1 − s2, (18)
where
D, = −
√
1 − s2 d
ds
W,(s)−1
d
ds
W+1/2,+1/2(s).
Lemma 2.3. The set span{R(+1,+1)n−1 (s)
√
1 − s2}∞n=1 is dense in C0[−1, 1] = { f ∈ C[−1, 1] :
f (1) = f (−1) = 0}, and also in L p, (1 p < ∞).
Proof. For f ∈ C0[−1, 1], write h() = f (cos ). It follows that h(0) = h() = 0. Defining
h() = −h(−) for  ∈ [−, 0) and extending h to the whole real line with period 2, then h
becomes a continuous odd period function. Such h can be approximated uniformly by a sequence
of sine polynomials, equivalently by linear combinations of {R(+1,+1)n−1 (cos ) sin }∞n=1. This
proves the first part of the lemma. The second part follows from the fact that C0[−1, 1] is dense
in L p,. 
3. Generalized translation Tt and generalized difference T˜t
In this section we assume that  − 12 .
Differentiating both sides of the product formula (7) with respect to s and using (16), we have:
R(+1,+1)n−1 (s)R
(,)
n (t) =
∫ 
0
∫ 1
0
R(+1,+1)n−1 (X )
X
s
dm,(	, 
). (19)
Now for f ∈ L1,, we define its generalized translation Tt f by
Tt f (s) =
∫ 
0
∫ 1
0
f (X )
√
1 − s2√
1 − X2
X
s
dm,(	, 
). (20)
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Remark 1. If  =  > − 12 or  >  = − 12 , (19) and (20) reduce to single integrals. When
,  → − 12 , Tt f (s) reduces to the symmetric translation 12 ( f (cos(+))+ f (cos(−))), with
s = cos , t = cos and |s| t < 1; in particular, for f (s) = √1 − s2 = sin , we recover the
elementary formula
sin  cos = 12 [sin(+ ) + sin(− )].
The details are left to the reader.
The basic properties of Tt f are described in the following proposition.
Proposition 3.1. (i) For f ∈ X = L p,(1 p < ∞) or C[−1, 1], |Tt f (s)|Tt (| f |)(s) for
s, t ∈ (−1, 1) and ‖Tt f ‖X‖ f ‖X for t ∈ (−1, 1);
(ii) For f ∈ L p,(1 p < ∞), limt→1− ‖Tt f − f ‖p = 0;
(iii) For f ∈ L1, and n = 1, 2, . . . , bn(Tt f ) = bn( f )R
(,)
n (t);
(iv) For f ∈ L1,,
∫ 1
t ′ |Tt f (s)− f (s)| d(t) = o((1− t ′)+1) as t ′ → 1-, for a.e. s ∈ (−1, 1).
Proof. From (6),
X
s
= 1
2
(1 + t) − 1
2
(1 − t)	2 − s
√
1 − t2√
1 − s2 	 cos 
,
and direct computation shows that
1 − X2 −
(
X
s
·
√
1 − s2
)2
= (1 − t)
{
(1 − 	2)(A + B) + 	2(1 + t) sin2 

}
0,
where A = 12
(√(1 + s)(1 + t) − 	√(1 − s)(1 − t))2, B = 	√(1 − s2)(1 − t2)(1 + cos 
).
Hence√
1 − s2
∣∣∣∣Xs
∣∣∣∣ √1 − X2. (21)
Using (21) in (20) and comparing with (5) we have |Tt f (s)|Tt (| f |)(s), and then by Proposition
2.1(i) and (ii), part (i) is proved.
For fk(s) = R(+1,+1)k−1 (s)
√
1 − s2(k = 1, 2, . . .), it follows from (19) or (20) that
Tt fk(s) = R(+1,+1)k−1 (s)
√
1 − s2 R(,)k (t),
which shows that parts (ii) and (iv) are true for these fk . By part (i) and Lemma 2.3, part (ii) holds
for general f ∈ L p,. Furthermore, it is clear that bn( fk) = n,k/
(+1,+1)
n−1 and bn(Tt fk) =
n,k R
(,)
n (t)/(+1,+1)n−1 and hence, part (iii) is true for fk . Also by part (i) and Lemma 2.3, part
(iii) holds for general f ∈ L1,.
To show part (iv) for general f ∈ L1,, we consider the maximal function
M f (s) = sup
t ′∈(−1,1)
(1 − t ′)−−1
∫ 1
t ′
|Tt f (s)| d(t).
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By part (i), we have
M f (s)c sup
t ′∈(−1,1)
| f | ∗ ht ′(s),
where ht ′(s)=(1 − t ′)−−1(t ′,1)(s). From [5, Theorem 8(b)], it follows that M is of strong
type (p, p) and weak type (1, 1), and then a standard discussion proves part (iv) for general
f ∈ L1,. 
It is easy to see that, when expanding f as in (3), Tt f has the following expansion
Tt f (s) ∼
∞∑
n=1
bn( f )(+1,+1)n−1 R(+1,+1)n−1 (s)
√
1 − s2 R(,)n (t). (22)
Correspondingly, for f ∈ L1,, the generalized difference T˜t f is defined by
T˜t f (s) =
∫ 
0
∫ 1
0
f (X )
√
1 − t2√
1 − X2
X
t
dm,(	, 
). (23)
Remark 2. If  =  > − 12 or  >  = − 12 , T˜t f (s) reduces to a single integral. When ,  →
− 12 , T˜t f (s) reduces to the first-order difference 12 ( f (cos( − )) − f (cos( + ))), with s =
cos , t = cos and |s| t < 1.
The basic properties of T˜t f (s) are stated in the following proposition.
Proposition 3.2. (i) For f ∈ X = L p,(1 p < ∞) or C[−1, 1], ‖T˜t f ‖X‖ f ‖X for t ∈
(−1, 1);
(ii) For f ∈ L p,(1 p < ∞), limt→1− ‖T˜t f ‖p = 0;
(iii) For f ∈ L1,, a0(T˜t f ) = 0 and for n = 1, 2, . . . ,
an(T˜t f ) = n(n + + + 1)(2+ 2)2 bn( f )R
(+1,+1)
n−1 (t)
√
1 − t2;
(iv) For f ∈ L1,,
∫ 1
t ′ |T˜t f (s)| d(t) = o((1 − t ′)+1) as t ′ → 1-, for a.e. s ∈ (−1, 1).
Proof. From (20) and (23), it is easy to see that T˜t f (s) = Ts f (t), and hence |T˜t f (s)| =
|Ts f (t)|Ts(| f |)(t) = Tt (| f |)(s). Part (i) follows from Proposition 2.1(i) and (ii).
For fk(s) = R(+1,+1)k−1 (s)
√
1 − s2(k = 1, 2, . . .), it follows from (23) or (19) that
T˜t fk(s) = R(,)k (s)R(+1,+1)k−1 (t)
√
1 − t2,
and hence, parts (ii) and (iv) are true for these fk . By part (i) and Lemma 2.3, part (ii) holds for
general f ∈ L p,. Furthermore, a0(T˜t fk) = 0 and for n = 1, 2, . . . ,
an(T˜t fk) = n,k R(+1,+1)n−1 (t)
√
1−t2/(,)n =bn( fk)R(+1,+1)n−1 (t)
√
1−t2(+1,+1)n−1 /(,)n
= n(n + + + 1)(2+ 2)2 bn( fk)R
(+1,+1)
n−1 (t)
√
1 − t2, using (2),
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and hence, part (iii) is true for fk . Also by part (i) and Lemma 2.3, part (iii) holds for general
f ∈ L1,.
By defining an associated maximal function, part (iv) for general f ∈ L1, can be proved along
the outline of the proof of Proposition 3.1(iv). 
When expanding f as in (3), T˜t f has the following expansion
T˜t f (s) ∼
∞∑
n=1
bn( f )(+1,+1)n−1 R(,)n (s)R(+1,+1)n−1 (t)
√
1 − t2. (24)
By Propositions 3.1(ii) and 3.2(ii), both Tt f − f and T˜t f (s) can be used to illustrate the
smoothness of functions in L p,(1 p < ∞).
The “ordered” convolution f ∗g of f and g associated with the generalized translation Tt is
defined by
f ∗g(s) =
∫ 1
−1
Tt f (s) · g(t) d,(t). (25)
Proposition 3.3. For f, g, h ∈ L1,, we have
(i) bn( f ∗g) = bn( f )an(g), for n = 1, 2, . . .;
(ii) ‖ f ∗g‖r‖ f ‖p‖g‖q , where 1/r = 1/p + 1/q − 1, 1 p, q, r + ∞;
(iii) ( f ∗g)∗h = f ∗(g ∗ h);
(iv) an equivalent expression of f ∗g is
f ∗g(s) =
∫ 1
−1
f (t)T˜t g(s) d,(t); (26)
(v) for g(s) = 1 (constant function), f ∗1(s) ≡ 0.
Proof. Part (i) follows from Fubini’s theorem and Proposition 3.1(iii).
To show part (ii), fix p ∈ [1,+∞]. For q = p′, r = ∞ or q = 1, r = p, part (ii) follows from
Proposition 3.1(i) and Hölder’s inequality or Minkowskii’s inequality. The general case of part
(ii) is a consequence of the Riesz interpolation theorem of operators.
By part (i), bn(( f ∗g)∗h) = bn( f ∗g)an(h) = bn( f )an(g)an(h), and by Proposition 2.1(iii),
bn( f ∗(g ∗ h)) = bn( f )an(g ∗ h) = bn( f )an(g)an(h), for each n = 1, 2, . . . , and then part (iii)
follows.
Denoting the right-hand side of (26) by F(s), it follows from Fubini’s theorem and (4) that
bn(F) =
∫ 1
−1 f (t)bn(T˜t g) d,(t) = bn( f )an(g), and then by part (i), F(s) = f ∗g(s) a.e., which
proves part (iv).
Part (v) follows from part (iv) and Proposition 2.2(i). 
4. Approximation properties of the Poisson integral associated to the conjugate basis
In this section we assume that ,  − 12 .
The Poisson integral Pr ( f ; s) of f with the expansion (3) is
Pr ( f ; s)=
∞∑
n=1
rnbn( f )(+1,+1)n−1 R(+1,+1)n−1 (s)
√
1−s2=
∫ 1
−1
f (t)P (,)r (s, t) d,(t), (27)
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where P (,)r (s, t) is the associated Poisson kernel
P (,)r (s, t) =
∞∑
n=1
rn(+1,+1)n−1 R
(+1,+1)
n−1 (s)R
(+1,+1)
n−1 (t)
√
1 − s2
√
1 − t2
= r P (+1,+1)r (s, t)
√
1 − s2
√
1 − t2, (28)
and P (,)r (s, t) is the translated Jacobi–Poisson kernel
P (,)r (s, t) =
∞∑
n=0
rn(,)n R
(,)
n (s)R(,)n (t).
From (9), (27) and Proposition 3.3(i), for  − 12 , the Poisson integral Pr ( f ; s) of f can
be written as
Pr ( f ; s) = f ∗P (,)r (s) =
∫ 1
−1
Tt f (s) · P (,)r (t) d,(t). (29)
Denote by B the operator mapping L p, (1 p < ∞) into itself such that, for f ∈ L
p
,,
B f (s) ∼
∞∑
n=1
nbn( f )(+1,+1)n−1 R(+1,+1)n−1 (s)
√
1 − s2.
It is easy to see that, for  − 12 , the domain of B in L
p
, is
D p(B) = { f ∈ L p, : ∃g ∈ L
p
, s.t. f = g∗},
where  is the function with
(s) ∼
∞∑
n=1
1
n
(,)n R
(,)
n (s). (30)
It follows from [2, Theorem 4.5] that  is continuous on [−1, 1) and (s)  (1 − s)−−1/2 as
s → 1-, which implies  ∈ L p, for 1 p < 1/(+ 12 ).
It is obvious that for f ∈ D p(B),
f = (B f )∗, with B f ∈ L p,. (31)
Since span{R(+1,+1)n−1 (s)
√
1 − s2}∞n=1 ⊂ D p(B), D p(B) is dense in L p,, by Lemma 2.3.
Moreover, B is a closed linear operator in L p,. In fact, if fm ∈ D p(B) and f, g ∈ L
p
, such
that limm→∞ ‖ fm − f ‖p = limm→∞ ‖B fm − g‖p = 0, then bn(g) = limm→∞ bn(B fm) =
limm→∞ nbn( fm) = nbn( f ) for each n = 1, 2, . . . , and so, f = g∗ ∈ D p(B) and g = B f .
Therefore D p(B) becomes a Banach subspace under the norm ‖ f ‖D p(B) = ‖ f ‖p + ‖B f ‖p.
Define the K-functional K (h; f ) = K (h, f ; L p,, D p(B)) by
K (h, f ) = inf
g∈D p(B)
(‖ f − g‖p + h‖g‖D p(B)) for 0 < h < ∞,
and denote by (L p,, D p(B)),q;K , for real  and 1q∞, the collection of all f ∈ L
p
, such
that
‖ f ‖,q;K := ‖{nK (n−1, f )}‖lq∗ < ∞,
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where ‖{xn}‖lq∗ =
{∑∞
n=1 |xn|q/n
}1/q for 1q < ∞ and ‖{xn}‖l∞∗ = supn |xn|. When
0 <  < 1, 1q∞ or  = 1, q = ∞, the (L p,, D p(B)),q;K are intermediate spaces of
L p, and D
p(B) under the norm ‖ f ‖,q;K , by the theory of J. Peetre.
Proposition 4.1. The family {Pr : r ∈ (0, 1)} forms a strong approximation process on L p,
(1 p < ∞) and defines an equi-bounded semigroup operators of class (C0) associated to
	 = −1/ ln r with infinitesimal generator −B, that is, the following properties are satisfied,
(i) ‖Pr ( f ; ·)‖p‖ f ‖p, 0r < 1;
(ii) limr→1− ‖Pr ( f ; ·) − f ‖p = 0;
(iii) Prr ′ f = Pr ′ (Pr f ), 0r, r ′ < 1;
(iv) for f ∈ D p(B), limr→1− ‖Pr f − f− ln r + B f ‖p = 0.
Proof. We only consider the cases when − 12 . The other cases follows from the symmetry
of  and .
Part (i) follows from (29) and Proposition 3.1(i).
It is easy to see that part (ii) is true for f (s) = R(+1,+1)n−1 (s)
√
1 − s2, and then by part (i) and
Lemma 2.3, part (ii) holds for general f ∈ L p,.
Part (iii) is an obvious fact by the definition (27) of Pr ( f ; s).
To show part (iv), we first note that for f ∈ D p(B),Pr ( f ; s) = (B f )∗Pr (; ·)(s), and together
with (31), we have∥∥∥∥Pr f − f− ln r + B f
∥∥∥∥
p
= ‖(B f )∗
(
Pr (; ·) − 
− ln r
)
+ B f ‖p
 ‖B f ‖p
(∥∥∥∥ Pr (; ·) − − ln r
∥∥∥∥
1
+ 1
)
, (32)
by Proposition 3.3(ii).
From (9) and (30), Pr (; s) =
∫ r
0
1
r1
(P (,)r1 (s)−(,)0 ) dr1, and since limr→1− Pr (; s) = (s)
for s ∈ [−1, 1), it follows that
Pr (; s) − (s) = −
∫ 1
r
1
r1
(P (,)r1 (s) − (,)0 ) dr1.
Hence ‖Pr (; ·) − ‖1
∫ 1
r
1
r1
‖P (,)r1 − (,)0 ‖1dr1c(1 − r ) for r ∈ [ 12 , 1). Substituting this
into (32), we have, for r ∈ [ 12 , 1),∥∥∥∥Pr f − f− ln r + B f
∥∥∥∥
p
c′‖B f ‖p. (33)
Direct computation shows part (iv) for f (s) = R(+1,+1)n−1 (s)
√
1 − s2, and then by Lemma 2.3
and (33), part (iv) holds for general f ∈ D p(B). 
Now applying Proposition 4.1 and [4, Proposition 3.4.1] or [3, Theorem 1.3.5], we obtain the
following theorem about saturation.
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Theorem 4.2. The process {Pr : r ∈ (0, 1)} is saturated in L p, (1 p < ∞) with order 1 − r ,
while the saturation class is the class (L p,, D p(B))1,∞;K . Moreover, the following statements
are equivalent for 0 <  < 1, 1q∞ or  = 1, q = ∞:
(i) f ∈ (L p,, D p(B)),q;K ;
(ii) ‖{nP ( nn+1 ; f ; L p,)}‖lq∗ < ∞,
where P (r; f ; L p,) = suprr ′<1 ‖Pr ′ ( f ; ·) − f ‖p
It is noted that the analogue of [3, Theorem 2.3.2] holds for the space (L p,, D p(B))1,∞;K , that
is, for 1 < p < ∞, (L p,, D p(B))1,∞;K = D p(B), and for p = 1,
(L1,, D1(B))1,∞;K = { f ∈ L1, : ∃ ∈ M, s.t. bn(d) = nbn( f )},
where M denotes the space of all regular finite Borel measures on [−1, 1], and for  ∈ M ,
bn(d) =
∫ 1
−1 R
(+1,+1)
n−1 (t)
√
1 − t2 d(t). The details are left to the reader.
On almost everywhere convergence of Pr f , we have:
Theorem 4.3. For f ∈ L1,,
lim
r→1−
Pr ( f ; s) = f (s), for a.e. s ∈ (−1, 1). (34)
Proof. As in the proof of Proposition 4.1, we may assume that − 12 . In this case, it follows
from (8), (29) and Proposition 3.1(i) that
P∗ f (s) := sup
r∈(0,1)
|Pr ( f ; s)| sup
r∈(0,1)
| f | ∗ P (,)r (s) = sup
r∈(0,1)
Pr (| f |; s),
and by [5, Theorem 8(c)], P∗ is of strong type (p, p) and weak type (1, 1). Eq. (34) is clear for
the elements in span{R(+1,+1)n−1 (s)
√
1 − s2}∞n=1, and a standard argument proves (34) for general
f ∈ L1,. 
In the remaining part of this section, we consider the approximation of the constant function
f (s) = 1 by its Poisson integral Pr (1; s). For this, we shall need some pointwise estimates of
P (,)r (s, t).
Lemma 4.4 (Li [12, Lemma 10]). Let  − 12 . Then for 12r < 1,
P (,)r (cos , cos)  c(1 − r )
(
sin

2
sin

2
)−− 12 (
cos

2
cos

2
)−− 12
(1 − r )2 + (− )2 (35)

c(1 − r )
[(1 − r )2 + (− )2]+ 32
(36)
 c(1 − r )
(
sin

2
sin

2
)−
[(1 − r )2 + (− )2]+ 32
. (37)
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As a consequence of the above lemma, we have (see [12, (2.6) and Lemma 9])∫ 1
−1
P (,)r (s, t) d,(t)cr, for all s ∈ [−1, 1] and r ∈ [0, 1], (38)
which also implies part (i) of Proposition 4.1, up to a constant.
The constant function cannot be approximated uniformly by the elements in span{R(+1,+1)n−1 (s)√
1 − s2}∞n=1, but we have:
Theorem 4.5.∣∣∣∣1 −
∫ 1
−1
P (,)r (s, t) d,(t)
∣∣∣∣  c(1 − r )1 − r + √1 − s2 ln
(
2 +
√
1 − s2
1 − r
)
, (39)
for all s ∈ [−1, 1] and r ∈ [0, 1].
Proof. The cases when  − 12 are considered only. The other cases follows from the
symmetry of  and .
Set s = cos  with  ∈ [0, ]. First for  ∈ [0, 2(1 − r )] or [ − 2(1 − r ), ], or equivalently,
for 0
√
1 − s2c′(1 − r ), we have, by (38),∣∣∣∣1 −
∫ 1
−1
P (,)r (s, t) d,(t)
∣∣∣∣ c,
which implies (39) in this case.
In the following, we assume that
 ∈ [2(1 − r ), − 2(1 − r )] or
√
1 − s2c′(1 − r ).
Since∫ 1
−1
√
1 − t2P (,)r (s, t) d,(t) = r
√
1 − s2,
we have
1 −
∫ 1
−1
P (,)r (s, t) d,(t) = I + I I,
where
I =
∫ 1
−1
(√
1 − t2 −
√
1 − s2
)
P (+1,+1)r (s, t)
√
1 − t2 d,(t),
I I = 1 − r
r
∫ 1
−1
P (,)r (s, t) d,(t).
It is clear that, by (38),
|I I |c(1 − r ).
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For part I we have
|I |c
∫ 
0
|− |P (+1,+1)r (cos , cos) sin2+2 2 cos
2+2 
2
d.
When  ∈ [2(1 − r ), /2], we split the integral into four parts, namely,
|I |c(I1 + I2 + I3 + I4),
where I1 corresponds to the integral interval [0, /2], I2 to [/2, 3/2], I3 to [3/2, 3/4], and
I4 to [3/4, ].
For I1, I3 and I4, we use (36) to obtain
|I1| c(1 − r )
2+4
∫ /2
0
2+2 d
c(1 − r )

; |I3|c(1 − r )
∫ 3/4
3/2
−2 d
c(1 − r )

;
and |I4|c(1 − r ); for I2, applying (35), we have
|I2| c(1 − r )

∫ 3/2
/2
|− |
(1 − r )2 + (− )2 d 
c(1 − r )

ln
[
1 +
(

2(1 − r )
)2]
.
Collecting the above estimates gives that for  ∈ [2(1 − r ), /2],
|I | c(1 − r )
1 − r + sin  ln
(
2 + sin 
1 − r
)
.
When  ∈ [/2, −2(1−r )], the same estimate can be obtained in a similar way, except appealing
to (37) instead of (36) in the related parts. The proof of the theorem is completed. 
Corollary 4.6. For the constant function f (s) = 1 and for s ∈ (−1, 1),
lim
r→1−
Pr (1; s) = 1.
Corollary 4.7. Let  − 12 . For the constant function f (s) = 1,
‖Pr (1; ·) − 1‖pc
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(1 − r ) ln 2
1 − r , 1 p < 2+ 2;[
(1 − r )2+2 lnp+1 2
1 − r
]1/p
, p = 2+ 2;
(1 − r )(2+2)/p, 2+ 2 < p < ∞.
5. Characterization of smoothness of functions by ‖Tt f − f ‖p and ‖Da,bPr ( f ; ·)‖p
The following lemmas will be needed.
Lemma 5.1. The following estimates for the Poisson kernel P (,)r (t) are true,
(i) ∣∣∣∣ r P (,)r (t)
∣∣∣∣  2c˜,1 − r P (,)r (t),
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(ii)
P (+1,+1)r (t)
c˜,
2+ 2
P (,)r (t)
(1 − r2)√1 − t2 ,
(iii)
D,P
(,)
r (t) = O
{
r (1 − r )(r, t)−−5/2
}
,
where c˜, = (++2)(++3)2(+1) and (r, t) = 1 − 2r t + r2.
Part (i) is [14, (33)], with s = 1 there; and part (iii) is [14, (40)]. For part (ii), from [14, (30)],
P (+1,+1)r (t)
c˜,
2+ 2
P (,)r (t)
(r, t) . (40)
It is easy to verify that
√
1−t2
(r,t) attains its maximal value at t = 2r1+r2 , which implies that
√
1−t2
(r,t) 
1
1−r2 ,
Substituting this estimate into (40) we get part (ii).
Lemma 5.2. Let  − 12 , and let Pr ( f ; s) be the Poisson integral of the function f ∈ L1,
associated with the expansion (3). Then∣∣∣∣ r Pr ( f ; s)
∣∣∣∣  2c˜,1 − r (| f | ∗ P (,)r )(s).
Proof. First by (27), we have

r
Pr ( f ; s) =
∫ 1
−1
f (t) 
r
P (,)r (s, t) d,(t). (41)
From (9), (14) and (28), P (,)r (s, t) = T˜t P (,)r (s), and consequently, using (13) and Lemma
5.1(i), it follows that∣∣∣∣ r P (,)r (s, t)
∣∣∣∣ =
∣∣∣∣T˜t
(

r
P (,)r
)
(s)
∣∣∣∣ Tt
(∣∣∣∣ r P (,)r
∣∣∣∣
)
(s) 2c˜,
1 − r Tt P
(,)
r (s).
Substituting this into (41), we get the desired inequality. 
Corollary 5.3. Let  − 12 , and letPr ( f ; s) be the Poisson integral of the function f ∈ L1,
associated with the expansion (3). Then for 0r < r0 < 1 we have∣∣∣∣ r Pr ( f ; s)
∣∣∣∣  2c˜,r0 − r (|Pr0 f | ∗ P (,)r/r0 )(s), (42)
where c˜, is given as in Lemma 5.1.
Proof. For 0	 = r/r0 < 1, by Proposition 4.1(iii), we have Pr ( f ; s) = P	(Pr0 f ; s), and then
by the lemma, we get (42). 
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The following theorem gives an equivalent characterization of the generalized Lipschitz func-
tions defined by ‖Tt f − f ‖p, in terms of the action of the operator D, to the Poisson integral
Pr ( f ; s).
Theorem 5.4. Let  − 12 and 0 < 2, and let Pr ( f ; s) be the Poisson integral of the
function f ∈ L p,(1 p < ∞) associated with the expansion (3). Then
‖Tt f − f ‖p = O((1 − t)/2) (43)
if and only if
‖D,Pr ( f ; ·)‖p = O((1 − r )−2). (44)
Proof. We only prove the theorem for 1 < p < ∞. For p = 1, it can be proved along the same
procedure.
We first prove the necessity.
It follows from (9), (14), (15), (18) and (28) that
Ds,P
(,)
r (s, t) = T˜t (D,P (,)r )(s),
where (and subsequently) the notation Ds, means that the action of D, is with respect to the
variable s, and then, from (27) and Proposition 3.3(iv)
D,Pr ( f ; s) =
∫ 1
−1
f (t)Ds,P
(,)
r (s, t) d,(t)
=
∫ 1
−1
f (t)T˜t (D,P (,)r )(s) d,(t) = f ∗(D,P (,)r )(s).
Since
∫ 1
−1 D,P
(,)
r (t) d,(t) = 0, we have
D,Pr ( f ; s) =
∫ 1
−1
(Tt f (s) − f (s))D,P (,)r (t) d,(t),
and applying Minkowskii’s inequality, (43) and Lemma 5.1(iii), we get
‖D,Pr f ‖p
∫ 1
−1
‖Tt f − f ‖p|Dt,P
(,)
r (t)| d,(t)M
∫ 1
−1
r (1−r )(1−t)/2
(r, t)+5/2 d,(t),
which implies (44). The necessity is proved.
For the sufficiency, it is first noted that
D,Pr ( f ; s) = D∗,Pr ( f ; s), s ∈ (−1, 1), r ∈ [0, 1), (45)
where D∗, = r−−

r r
++2 
r .
Putting
t˜ = 1 − √1 − t,
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integrating by parts twice gives that∫ r
t˜
(1 − 	)D,P	( f ; s) d	 =
∫ r
t˜
(1 − 	)D∗,P	( f ; s) d	
= 1 − 	
	+
· 	++2 
	
P	( f ; s)
∣∣∣∣
r
	=t˜
+
∫ r
t˜
[(+ )	− (+ − 1)	2] 
	
P	( f ; s) d	
= (1 − 	)	2 
	
P	( f ; s)
∣∣∣∣
r
	=t˜
+ [(+ )	− (+ − 1)	2]P	( f ; s)
∣∣∣r
	=t˜
−
∫ r
t˜
[+ − 2(+ − 1)	]P	( f ; s) d	. (46)
By the argument in the proof of [14, Theorem 4.1], (44) and (45) imply that, there is a subse-
quence rn → 1- (as n → ∞) such that for almost all s ∈ (−1, 1),
lim
n→∞ (1 − r )

r
Pr ( f ; s)
∣∣∣∣
r=rn
= 0.
Now taking r = rn in (46) and letting n → ∞, by Theorem 4.3, it follows that, for almost all
s ∈ (−1, 1)
f (s) =
∫ 1
t˜
(1 − 	)D,P	( f ; s) d	+
∫ 1
t˜
[+ − 2(+ − 1)	]P	( f ; s) d	
+[(+ )t˜ − (+ − 1)t˜2]Pt˜ ( f ; s) + (1 − t˜)t˜2

r
Pr ( f ; s)
∣∣∣∣
r=t˜
. (47)
Using (44) we have∥∥∥∥
∫ 1
t˜
(1 − 	)D,P	( f ; ·) d	
∥∥∥∥
p

∫ 1
t˜
(1 − 	)‖D,P	 f ‖p d	
 M
∫ 1
t˜
(1 − 	)−1 d	M ′(1 − t)/2. (48)
From (47) and Fubini’s theorem, we have
Tt f (s) =
∫ 1
t˜
(1 − 	)Tt (D,P	 f )(s) d	+
∫ 1
t˜
[+ − 2(+ − 1)	]Tt (P	 f )(s) d	
+[(+ )t˜ − (+ − 1)t˜2]Tt (Pt˜ f )(s)
+(1 − t˜)t˜2Tt
(

r
Pr f
∣∣∣∣
r=t˜
)
(s). (49)
The first term on the right-hand side has the same estimate as (48), by Proposition 3.1(i).
From (47) and (49) it follows that
‖Tt f − f ‖p  M
{∫ 1
t˜
‖Tt (P	 f ) − P	 f ‖p d	+ ‖Tt (Pt˜ f ) − Pt˜ f ‖p
+(1 − t˜)
∥∥∥∥ r (Tt (Pr f ) − Pr f )
∣∣∣∣
r=t˜
∥∥∥∥
p
+ (1 − t)/2
}
. (50)
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Now we evaluate each term on the right-hand side of (50). From (15), (18), (22) and (27), we
have
D,(T(P	 f )(s)) = T(D,P	 f )(s),
and so
|Tt (P	 f )(s) − P	 f (s)| =
∣∣∣∣
∫ 1
t


(T(P	 f )(s)) d
∣∣∣∣
=
∣∣∣∣
∫ 1
t
W+1,+1()−1
∫ 1

D,(T(P	 f )(s)) d,() d
∣∣∣∣
=
∣∣∣∣
∫ 1
t
W+1,+1()−1
∫ 1

T(D,P	 f )(s) d,() d
∣∣∣∣ .
By Minkowskii’s inequality, we get
‖Tt (P	 f ) − P	 f ‖p 
∫ 1
t
W+1,+1()−1
∫ 1

‖T(D,P	 f )‖p d,() d
 M
∫ 1
t
(1 − )−−1
∫ 1

‖D,P	 f ‖p(1 − ) d d
 M(1 − 	)−2(1 − t). (51)
Especially, taking 	 = t˜ yields
‖Tt (Pt˜ f ) − Pt˜ f ‖pM(1 − t)/2, (52)
which gives the estimate for the second term on the right-hand side of (50).
For the first term on the right-hand side of (50), when 0 < 1, by Propositions 3.1(i) and
4.1(i), it is clear that
∫ 1
t˜
‖Tt (P	 f ) − P	 f ‖p d	2‖ f ‖p(1 − t˜)M‖ f ‖p(1 − t)/2; (53)
and when 1 < 2, using (51) we have∫ 1
t˜
‖Tt (P	 f ) − P	 f ‖p d	M(1 − t)
∫ 1
t˜
(1 − 	)−2 d	

M
− 1(1 − t)
(+1)/2

M
− 1(1 − t)
/2. (54)
Combining (53) and (54) yields the estimate of the first term on the right-hand side of (50).
Finally, for the third term on the right-hand side of (50), by Corollary 5.3, we have
∣∣∣∣ r (Tt (Pr f )(s) − Pr f (s))
∣∣∣∣
r=t˜
∣∣∣∣  2c˜,r0 − t˜
(
|Tt (Pr0 f ) − Pr0 f | ∗ P (,)t˜/r0
)
(s),
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where r0 = (1 + t˜)/2, and using Proposition 2.1(i)–(ii) and (51),
(1 − t˜)
∥∥∥∥ r (Tt (Pr f ) − Pr f )
∣∣∣∣
r=t˜
∥∥∥∥
p

2c˜,(1 − t˜)
r0 − t˜
‖Tt (Pr0 f ) − Pr0 f ‖p
 4Mc˜,(1 − r0)−2(1 − t)
 M ′(1 − t)/2. (55)
Substituting (52), (53) or (54), and (55) into (50), we get (43). 
6. Characterization of smoothness of functions by ‖T˜t f ‖p and ‖ f (r; ·)‖p
Proposition 3.2(ii) shows that ‖T˜t f ‖p provides another magnitude to define smoothness of
functions. We shall characterize the associated Lipschitz functions by some modified derivative
of the Poisson integral Pr ( f ; s). The main conclusion in this section is stated in the following
theorem.
Theorem 6.1. Let  − 12 and 0 <  < 1, and let Pr ( f ; s) be the Poisson integral of the
function f ∈ L p,(1 p < ∞) associated with the expansion (3) and
 f (r; s) = W,(s)−1

s
[
W+ 12 ,+ 12 (s)Pr ( f ; s)
]
. (56)
Then
‖T˜t f ‖p = O((1 − t)/2) (57)
if and only if∥∥ f (r, ·)∥∥p = O((1 − r )−1). (58)
Proof. We shall only present the details of the proof for 1 < p < ∞. That for p = 1 can be
given along the same procedure.
We first prove the necessity.
From (17), (37) and (56), direct computation shows that
 f (r; s) = −2(+ 1)
∞∑
n=1
rnbn( f )(+1,+1)n−1 R(,)n (s), (59)
and since, by (20) and (23), T˜t f (s) = Ts f (t), from (9) and Proposition 3.1(iii), we have
r
∫ 1
−1
T˜t f (s)P (+1,+1)r (t)
√
1 − t2d,(t) = r
∫ 1
−1
Ts f (t)P (+1,+1)r (t)
√
1 − t2d,(t)
=
∞∑
n=1
rnbn( f )(+1,+1)n−1 R(,)n (s).
Therefore
 f (r; s) = −2(+ 1)r
∫ 1
−1
T˜t f (s)P (+1,+1)r (t)
√
1 − t2 d,(t).
132 Z. Li, Z. Zhu / Journal of Approximation Theory 160 (2009) 113–134
Applying Minkowskii’s inequality, (36) (taking  = 0 there) and (57), we get∥∥ f (r; ·)∥∥p  2(+ 1)r
∫ 1
−1
‖T˜t f ‖p P (+1,+1)r (t)
√
1 − t2d,(t)
 Mr (1 − r )
∫ 1
−1
(1 − t)(+1)/2(1 + t)1/2
[(1 − r )2 + 1 − t]+5/2 d,(t).
Taking the substitution  = (1 − r )−2(1 − t) in the second part, we obtain (58). The necessity is
proved.
For the sufficiency, still put t˜ = 1 − √1 − t .
It follows from (9), (16), (18), (22) and (28) that
Ds,P
(,)
r (s, t) = 2(+ 1)r
√
1 − t2 
t
(Tt (
√
1 − s2 P (+1,+1)r (s))).
By Proposition 4.1(iii), Pr f = Pr0 (Pr/r0 f ) with r0 = (1 + r )/2, and from (27) and the above
equality,
D,Pr ( f ; s) =
∫ 1
−1
Pr/r0 ( f ; t)Ds,P
(,)
r0 (s, t) d,(t)
= 2(+ 1)r0
∫ 1
−1
W+ 12 ,+ 12 (t)Pr/r0 ( f ; t)

t
(Tt (
√
1 − s2 P (+1,+1)r0 (s))) dt.
Now integrating by parts gives
D,Pr ( f ; s) = −2(+ 1)r0
∫ 1
−1
 f
(
r
r0
; t
)
Tt (
√
1 − s2 P (+1,+1)r0 (s)) d,(t). (60)
By Proposition 3.1(i) and Lemma 5.1(ii),
|Tt (
√
1 − s2 P (+1,+1)r0 (s))|
c˜,
2(+ 1)(1 − r20 )
Tt P
(,)
r0 (t),
and substituting this into (60),
|D,Pr ( f ; s)|
r0c˜,
1 − r20
 f
(
r
r0
; ·
)
∗ P (,)r0 (s).
From Proposition 2.1(i) and (58),
‖D,Pr ( f ; ·)‖p
r0c˜,
1 − r20
‖ f
(
r
r0
; ·
)
‖p = O((1 − r )−2).
And then adapting the procedure in obtaining [14, (44) and (62)], for 0 <  < 1, we have
(∫ 1
−1
∣∣∣∣ r Pr ( f ; s)
∣∣∣∣
p
d,(s)
)1/p
M(1 − r )−1, 1/2r < 1. (61)
By Theorem 4.3, for almost all s ∈ (−1, 1) we have
f (s) = Pt˜ ( f ; s) +
∫ 1
t˜

r
Pr ( f ; s) dr.
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It is obvious that
‖T˜t f ‖p‖T˜t (Pt˜ f )‖p +
∥∥∥∥T˜t
(∫ 1
t˜

r
Pr ( f ; ·) dr
)∥∥∥∥
p
. (62)
Applying Proposition 3.2(i), Minkowskii’s inequality and (61), we get∥∥∥∥T˜t
(∫ 1
t˜

r
Pr ( f ; ·) dr
)∥∥∥∥
p

∥∥∥∥
∫ 1
t˜

r
Pr ( f ; ·) dr
∥∥∥∥
p

∫ 1
t˜
∥∥∥∥ r Pr ( f ; ·)
∥∥∥∥
p
drM(1 − t)/2, (63)
which gives an estimate for the second term on the right-hand side of (62).
From (17), (24) and (27),
W,(t)−1

t
[
W+ 12 ,+ 12 (t)T˜t (Pr f (s))
]
= −2(+ 1)
∞∑
n=1
rnbn( f )(+1,+1)n−1 R(,)n (s)R(,)n (t),
and hence, by Proposition 2.1(iii) and (59),

t
[
W+ 12 ,+ 12 (t)T˜t (Pr f (s))
]
= W,(t)Tt ( f (r; s)).
Thus we have
W+ 12 ,+ 12 (t)T˜t (Pr f (s)) = −
∫ 1
t
Tz( f (r; s)) d,(z).
Applying Minkowskii’s inequality, Proposition 2.1(i) and (58), we get
W+ 12 ,+ 12 (t)‖T˜t (Pr f )‖p 
∫ 1
t
∥∥Tz( f (r; ·))∥∥p d,(z)

∫ 1
t
∥∥ f (r; ·))∥∥p d,(z)
 M(1 − r )−1(1 − t)+1,
and then taking r = t˜ ,
‖T˜t (Pt˜ f )‖pM(1 − t)/2. (64)
Finally substituting (63) and (64) into (62) yields (57). 
Remark 3. By Lemma 2.3, repeating the process of proofs, one can prove Propositions 3.1(ii)
and 3.2(ii), Theorems 5.4 and 6.1, for f ∈ C0[−1, 1] with the maximum norm ‖ · ‖C[−1,1].
Remark 4. In [18] and the references therein, the generalized spherical means (as a generalized
translation) for functions defined on the unit sphere associated to the weights invariant under finite
reflection groups was introduced and used to study the weighted approximation on the sphere. This
means is characterized by
∑
Yn( f )Cn (t)/Cn (1), where Yn( f ) is the nth orthogonal projection
and Cn is the Gegenbauer polynomial of degree n, and the generalized translation in this paper is
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defined by
∑
Yn( f )R(,)n (t) (see (22)). They have different features, but following the approach
in [18], one can give another proof of Theorem 5.4 by introducing appropriate K -functionals.
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