Abstract. During the last decade research groups as well as a number of commercial software developers have started to deploy embodied conversational characters in the user interface especially in those application areas where a close emulation of multimodal human-human communication is needed. Most of these characters have one thing in common: In order to enter the user's physical world, they need to be physical themselves. The paper focuses on challenges that arise when embedding synthetic conversational agents in the user's physical world. We will start from work on synthetic agents that populate virtual worlds and anthropomorphic robots that inhabit physical worlds and discuss how the two areas need to be combined in order to populate physical worlds with synthetic characters. Finally, we will report on so-called traversable interfaces that allow agents to cross the border from the physical space to the virtual space and vice versa.
Introduction
The objective to develop more human-centered, personalized and at the same time more entertaining interfaces immediately leads to the metaphor of an embodied conversational agent that employs gestures, mimics and speech to communicate with the human user. Incarnations of such characters differ widely in type and amount of embodimentstarting from simplistic cartoon-style 2D representations of faces, fully embodied virtual humans in 3D virtual worlds to physically embodied androids co-habiting the user's real world (see [1] for an overview). Despite of their variety, most of these characters have one thing in common: In order to get in touch with a user in the physical space, the characters have to be physical themselves.
Following [2] , we may classify the contact between synthetic and human agents according to a "virtuality continuum" (see Fig. 1 ). At one extreme, we find android agents that are completely integrated in the user's physical world and even allow for physical contact with the user. Mel, a robotic penguin developed by Sidner and colleagues [3] (see image 1 in Fig. 1 ), is one of the most sophisticated physical agents that engages in face-to-face communication with a human user. At the other extreme, there are purely virtual environments that are populated by human and synthetic agents. A prominent example is the pedagogical agent Steve [4] (see Image 4 in Fig. 1 ). Steve is aware of the user's presence in the virtual space, monitors her actions and responds to them, but has no access to the external world. That is it is only able to perceive user actions that are performed in the virtual space. In between, we find a new generation of characters that inhabit a world in which virtual and digital objects are smoothly integrated. In these applications, projections of virtual characters overlay the user's physical environment or projections of real persons are inserted into a virtual world. For instance, Cavazza and colleagues [5] propose a magic mirror paradigm which puts the user both in the role of an actor and a spectator by inserting the user's video image in a virtual world that is populated by synthetic agents (see Image 3 in Fig. 1 ). Kruppa and colleagues [6] focus on the reciprocal problem, namely how to populate the user's physical environment with synthetic agents. Their character is capable of freely moving along the walls of a real room by making use of a steerable projector and a spatial audio system. The Virtual Augsburg project aims at an even tighter integration of a character into a physical world (see [7] ). In this application, a synthetic character called Ritchie jointly explores with the user a table-top application that combines virtual buildings of the city center of Augsburg with a real city map being laid out on a real table. Augmented Reality applications are characterized by a tight spatial connection between physical and virtual objects. This includes the correct projection of occlusions as well as the generation of realistic shadows falling onto real objects. The second image in Fig. 1 shows the character Ritchie when entering the Multimedia Lab. As shown in the image, the real door frame partially covers, for instance, the virtual character which in turn occludes the wall in the background. [3] at MERL (image 1), the virtual character Ritchie entering the Multimedia Interfaces Lab at Augsburg University (image 2), Marc Cavazza acting as "Goldfinger" in an Augmented Virtuality application developed by his team at Teaside University [5] (image 3), the pedagogical agent Steve developed by Rickel and Johnson at ISI [4] (image 4) Most work so far has concentrated on the design and implementation of conversational agents at the two extremes of the Virtuality Continuum. The objective of this paper is to investigate which challenges arise from embedding synthetic conversational characters in the user's physical world. We will start from work on synthetic agents populating virtual worlds as well as anthropomorphic robots inhabiting physical worlds and discuss how the two areas need to be combined in order to enable characters to enter worlds between the two extremes of the Virtuality Continuum and engage in a conversation with a human user. In particular, we are interested in grounding, i.e. how to establish a common understanding between a user and a synthetic agent of what is being said and meant at the various levels of the Virtuality Continuum. Furthermore, we will describe challenges resulting from so-called traversable interfaces which allow a character to cross the border from the real to the virtual world and vice versa.
Perceptual Attention
Face-to-face communication does not take place in an empty space, but should be linked to the surroundings of the conversational partners. An embodied agent may acquire knowledge about its surroundings by a sensory mechanism and/or by consulting a model of the interaction space that might be mentioned during the interaction. In general we can distinguish between synthetic vision and real vision approaches. The first refers to models of attention and perception in the virtual world whereas the latter comprises efforts to recognize and interpret nonverbal input from the real world, such as objects in the interaction space or a user's gestures and head movements.
Synthetic vision approaches model (part of) the human perceptual process in an agent which is situated in a virtual environment. The agent is supplied with (virtual) visual sensors which are used to extract visual information about the environment. A characteristic feature of all approaches in this area is the idea to enable only limited access to information about the world. On the one hand, this allows for a more natural attention behavior of the agent because it is no longer omniscient but has to actively look around to gather necessary information. On the other hand, it is important to reduce the processing load of the agent. If the world becomes very large, the price to pay for omniscience is the need for much computational power. Another feature is the distinction between a bottom-up and a top-down control of attention. Bottom-up control is involuntary and triggered e.g. by the saliency of an object (bright color, movement) whereas top-down control is a goal-directed volitional act, e.g. finding a grey ball which will focus attention on round objects with less bright colors.
Peters and O'Sullivan [8] describe a model for bottom-up visual attention that attempts to mimic the low-level, automatic mechanisms of early visual processing which rely on salience features and draw attention to salient locations in the input. Thus, their agent is capable of idle or spontaneous looking which takes place when there is no task to perform. It can also be employed in case of a necessary task interruption, e.g. in case of a threat, such as a moving car. Their model combines database queries (on the velocity of objects) with a visual sensor. Due to the restricted access to the scene database, the model is enhanced with an object-based short-term memory. Input to the memory component are simplified images without textures and lighting that simulate peripheral and foveal vision. In the case of peripheral vision only groups of objects are recognized.
Hill [9] proposes a two step model of perceptual attention for virtual agents that focuses mainly on the problem of object grouping to prevent a conceptual overload. By grouping similar objects, they can be treated as one object. He distinguishes between an automatic process of grouping which he describes as pre-attentive and a process of attention control. Automatic grouping segments the input and groups objects according to Gestalt principles, such as proximity or similarity. Groups are created, joined or split making use of the center of mass defined by similar objects and a fixed grouping radius that originates in this center of mass. Attention control then is a voluntary process that can be triggered in two ways: (i) bottom-up by salient external stimuli, such as luminance, color or motion, (ii) top-down by the cognitive system in which case attention is task-oriented, e.g., for searching or tracking objects.
Chopra and Badler [10] present a psychologically-motivated framework for automating a character's visual attention. It implements a model of eye behavior where repetitive cycles of eye movements constitute pre-defined patterns of looking behaviors that are associated with motor activities (walk, reach, etc.) as well as with cognitive actions (search, track, etc.). The authors emphasize the importance of the agent's task for its attentive behaviors. Without a task, the agent exercises spontaneous looking where attention is easily captured by peripheral events. In case the agent engages in a task, attention is more focused rejecting such an exogenous capturing of attention.
Whereas synthetic vision approaches try to model human perceptual and attentive processes in the virtual environment, computer vision approaches are rather concerned with capturing actions and events in the real world. In contrast to synthetic vision, the real world is much less predictable, more complex and dynamic as the virtual world. Thus, the goal cannot be a simulation of the human perceptual process, but the recognition of certain real world features to further a more natural interaction. Examples of such recognition tasks are head tracking which allows the agent to maintain mutual gaze or interpret the user's looking behaviors, gesture recognition and interpretation for identifying points of interest the user indicates, or recognition of objects that can be used as shared references.
The virtual agent Max (e.g. see [11] or [12] ) employs a number of different sensors to collect information from the user aiming at the detection of context-sensitive foci. The face recognition system relies on detecting skin colored objects in the upper regions of a camera image allowing the agent to focus on these salient regions and giving the user the impression that the agent is maintaining mutual gaze with the user. Capturing the user's gestures just from a visual camera image is error-prone, resulting in the use of data gloves and a corresponding tracking system.
Agents that inhabit Augmented Realities need to be aware of the physical as well as the digital space. As a consequence, we have to fuse the results from the synthetic and real vision processes. One specific problem is the different information density for the real and for the virtual world. Perception and attention of the virtual part of the scenario can be modelled to whatever degree is desirable because all the information about the virtual world is in principle available. Perceiving and attending to the real world faces severe technical problems and is thus always limited and deficient unless the surrounding real world is static and can thus be modelled as well. Furthermore, new methods are required for calculating attentional prominence in an Augmented Reality which take into account both physical and digital object features.
Engagement Cues in Conversation
It does not make much sense to implement mechanisms for perceptive behaviors if the agent is not able to show its awareness for the environment. In this paper, we focus on attention in a conversation as an important means to show engagement in a dialogue. Sidner and colleagues [3] refer to engagement as "the process by which two (or more) participants establish, maintain and end their perceived connection during interactions they jointly undertake". Engagement behaviors may be directed to the conversational partner as well as the conversational environment. Clark [13] consider attention to the speaker as an important signal of understanding by the addressee. Furthermore, Nakano and colleagues [14] observed that shared attention to an object may be interpreted as a sign of common understanding for the task at hand.
Engagement Cues to the Conversational Environment
To indicate attention to objects in the environment, Clark [15] proposes several directing-to and placing-for behaviors.
Directing-to behaviors may be realized by a number of verbal and non-verbal means including demonstrative pronouns, eye gaze or pointing gestures. In an Augmented Reality, directing-to behaviors may relate to both virtual and physical objects. For instance, the character Ritchie in Image 2 in Fig. 1 might generate a mixed deictic utterance, such as "the building in the middle of the table" to help the user to localize a digital object in the physical space. Existing algorithms for the analysis and generation of deictic referring expressions usually start from the assumption that all reference objects are located in the same space -either virtual (see [16] ) or physical (e.g. see [17] ). To extend these algorithms to the broader context of mixed realities, real and digital objects have to be localized within a uniform coordinate system. Furthermore, we need to take into account the real and digital properties of objects as well the position of real and virtual conversational partners. For instance, to generate a deictic utterance, such as "the building on the table in front of you" in Image 2 in Fig. 1 , the system needs to know the relative position of a physical object (the table), a digital object (the building) and the user in the real space.
Placing-for behaviors differ from directing-to behaviors by moving objects in the addressee's focus of attention. For instance, a customer may place a product on the counter to signal the cashier that she wishes to buy the product. Interestingly, such behaviors serve to provide common ground between the customer and the cashier regarding the action to be performed. That is they are usually understood without any additional verbal comment, just by considering the current context. Augmented Reality interfaces offer novel forms of placing-for behaviors that are situated in a physical space. For instance, a synthetic character may place a virtual object on a real table to direct the user's attention to this object. Vice versa, a human user may position physical objects in the character's focus of attention. In the Virtual Augsburg application, the user may position a cardboard box in the physical scene to signal the character where it should move (see Fig. 2 ). A frustum of pyramid with markers attached to each side is used to facilitate the recognition of the position and orientation of the cardbox employing the user's head-worn camera. 
Engagement Cues to the Conversational Partner
A number of researchers focus on eye gaze as one of the most important means to indicate engagement in a dialogue. According to Kendon [18] , we can distinguish between at least four functions of seeking or avoiding to look at the partner in dyadic interactions: (i) to provide visual feedback, (ii) to regulate the flow of conversation, (iii) to communicate emotions and relationships, (iv) to improve concentration by restriction of visual input. Concerning the listener, Argyle and Cook [19] show that people look nearly twice as much while listening than while speaking. Compared to dyadic conversations, we know little about gaze behavior in multiparty interaction. Vertegaal and colleagues [20] describe a study of the looking behavior in a four-party interaction. Subjects looked about 7 times more at the individual they listened to than at others. They looked about three times more at the individual they spoke to than at others. In accordance with Sidner et al. [3] or Nakano et al. [14] , they conclude that gaze, or looking at faces, is an excellent predictor of conversational attention in multiparty conversations.
Empirical studies of engagement in human-human conversation have inspired the implementation of engagement behaviors for embodied conversational agents. Nakano and colleagues [14] developed a engagement model for the kiosk agent Mack that provides route directions for a paper map. The agent uses gaze as a deictic device as well as a feedback and turn taking mechanism. Based on an analysis of human-human conversation, Sidner and colleagues [3] implemented a conversational robot that is able to track the face of the conversational partner and adjusts its gaze towards him or her. Even though the set of communicative gestures of the robot was strongly limited, an empirical study revealed that users indeed seem to be sensitive to a robot's conversational gestures and establish mutual gaze with it. Nakano and Nishida [21] present a synthetic agent which recognizes the user's gaze direction as a cue to non-verbal engagement. The agent is situated on a large screen in front of a static background image which offers a number of points of interest that can be brought up during the conversation. The conversation is influenced by the conversational and the perceptual situation, i.e., the user's focus of attention given by his/her gaze direction.
In order to enable an agent to reason about another agent's attentive behaviors, Peters [22] proposes to rely on a theory of mind. The model by Baron-Cohen [23] seems to offer a promising approach since it relates gaze perception to higher level cognitive processes. Based on this model, Peters proposes the implementation of a synthetic vision module that considers to what extent the orientation of an agent's eyes, head and body are directed towards the conversational partner in order to determine its attention towards the conversational partner.
In the Virtual Augsburg Scenario, the user's head position and orientation is tracked to monitor his or her focus of attention. The tracking is enabled by a small camera fixed on the user's head-mounted display (see Fig. 3 ) and a marker tracking software running on a standard PC. 1 In this way, the character may intervene if the user is loosing interest. Nevertheless, the character is only able to reason about the user's attention towards the digital world and a strongly limited section of the real world (essentially the table) so far. 
Conversational Locomotion
While most work on face-to-face communication focuses on the generation of gestures, mimics and speech, hardly any research has addressed the problem of conversational locomotion. Nevertheless, face-to-face communication often requires the participants to change their position in space. In a party-like scenario, people dynamically join or leave groups with which they engage in a communication. Furthermore, people often move to another location in order to be closer to objects they wish to talk about.
An early approach to coordinate locomotive , gestural, and speech behaviors for an embodied conversational agent has been presented by Lester and colleagues [24] . Peters [22] discusses the use of locomotive behaviors, directed gestures, body orientation and gaze to express different levels of attention to objects and persons. Thalmann and colleagues [25] concentrate on the simulation of social navigation behaviors in virtual 3D environments including the social avoidance of collisions, intelligent approach behaviors, and the calculation of suitable interaction distances and angles. The work is based on an operationalization of empirically-grounded theories of human group dynamics, such as Kendon's group formation system [18] . To enable such a behavior in an Augmented Reality, the agent needs to navigate through a physical space, thereby avoiding collisions with physical and digital objects.
The question arises, however, of whether humans follow similar social group dynamics when interacting with synthetic agents in Virtual or Augmented Realities. To explore social navigation behaviors of humans in immersive 3D worlds, Bailenson and colleagues [26] have conducted a number of empirical studies which revealed that human subjects apply similar behavior patterns in a virtual world as in a physical world. For instance, the size and the shape of the personal space around the virtual humans resembled the shape of the space that people leave around real, nonintimate humans. Another interesting result was the observation that the social navigation behavior depends on whether the agent is controlled by a computer or by a real human. They found out that people gave an avatar more personal space than an autonomous agent. In a second experiment, they examined what happens when virtual humans walk and violate the personal space of the participants. The experiment showed that human subjects avoided the virtual human more when it was obviously computer-controlled than an avatar that was controlled by another human.
In the experiments above, the user was completely immersed in the real world. Naturally, the question arises of whether the same findings hold for social navigation behaviors between human and virtual agents in an Augmented Reality. Most likely the navigation behavior will depend on how smoothly the character is integrated in the physical world. In particular, deficiencies of the employed display technology might disturb the user's sense of sharing a space with the character and lead to unexpected or little natural behaviors.
Traversable Interfaces
The preceding sections started from scenarios in which characters were bound to a specific space: a real, virtual or augmented environment. An intriguing challenge is the realization of so-called traversable interfaces [27] that allow human and synthetic agents to cross the border from the digital world to the real world and vice versa. One advantage of traversable interfaces lies in the fact that it allows users to move to another interaction space if the information presentation requires it. An example of a traversable interface is shown in Fig. 4 . The character Ritchie is first exploring with the user a virtual 3D representation of the city of Augsburg. It then moves to the real space to study a miniaturized model of the city of Augsburg laid out on a table. In research on virtual reality, a higher sense of presence has been considered as a critical success for many applications, such as virtual meeting rooms or training applications. Witmer and Singer [28] define presence as "the subjective experience of being in one place or environment, even when one is physically situated in another". Usually, it will take the users some time to get a sense of presence for a new world. Traversable interfaces need to provide for means that enable the user a smooth transfer to another world. It may help the user if the system announces the transfer to another interaction space, for example, by employing beam techniques as in Star Trek (see [29] ). In order to help the users to orient themselves, we make use of a virtual companion as a uniform interaction metaphor that accompanies them not only in the digital, but also in the real space. For instance, on the left-hand side of Fig. 4 , user and character explore a virtual 3D model of Augsburg from a pedestrian's angle. In our case, there is no visual representative of the user in the virtual 3D space which is supposed to follow the agent looking over its shoulder. 2 On the right-hand side of Fig. 4 , user and character are both situated in the physical world and study the city model of Augsburg from a bird's eye view. In both cases, the user perceives the scene in a similar way as the character does in order to make it easier for her to share experiences with it.
In order to establish a temporally persistent relationship with the user, the agent should maintain a memory of joint experiences in the different worlds. For instance, when visiting 3D model of the town hall, the agent should remember what it told the user about the corresponding table-top model. To allow for references from one world to the other, we need to maintain a dialogue history across interaction spaces. To our knowledge, no research so far has investigated how mechanisms for the generation and analysis of anaphora need to be adapted to cope with traversable interfaces. So-called alignment problems may arise if the agent produces referring expressions for objects in the new interaction space which the user is not able to resolve because she has not yet succeeding in developing a sense of presence for the new world.
We are currently preparing an empirical study to investigate in how far the use of a virtual companion may help the user to move from one space to the other. In particular, we are interested in the question of whether the use of a virtual character contributes to a more coherent perception of the interaction.
Conclusion
In this paper, we have presented a new generation of synthetic characters that are no longer bound to a flat screen, but able to enter a physical world and to engage in a conversation with a human user. Users and characters do not inhabit separated spaces, but share an informational and physical reality that is augmented by digital objects. As a consequence, communication has to take into account both the physical and the digital context. New forms of deixis are enabled by the manipulation of objects and movements of characters in the physical space. Further challenges arise from the realization of socalled traversable interfaces that allow human and synthetic agents to cross the border from the digital world to the real world and vice versa. Obviously, mixed realities put high demands to the agents' perceptive skills requiring to integrate mechanisms for real and synthetic vision. It remains a great challenge to generate plausible engagement behaviors despite of seriously impoverished perception channels.
