The branch group of a strongly controllable group code is a shift group. We show that a shift group can be characterized in a very simple way. In addition it is shown that if a strongly controllable group code is labeled with Latin squares, a strongly controllable Latin group code, then the shift group is solvable. Moreover the mathematical structure of a Latin square (as a translation net) and the shift group of a strongly controllable Latin group code are closely related. Thus a strongly controllable Latin group code can be viewed as a natural extension of a Latin square to a sequence space. Lastly we construct shift groups. We show that it is sufficient to construct a simpler group, the state group of a shift group. We give an algorithm to find the state group, and from this it is easy to construct a strongly controllable Latin group code.
Introduction
Kitchens introduced the fundamental idea of a group shift and showed that a group shift is a shift of finite type [1] . A group shift is essentially a time invariant group code. Forney and Trott showed that a group code has a well defined state space and can be represented on a trellis, and a strongly controllable group code can be realized with a shift register [2] . In a following article, among other results, Loeliger and Mittelholzer gave an abstract characterization of the group which can appear as the branch group of a strongly controllable group code, which they call a group with a shift structure [3] .
In this paper, we give a simple characterization of a group with a shift structure, or shift group. We show that a shift group G involves a normal chain {X j } and a tower of isomorphisms using groups in the normal chain. In addition, there are two important normal subgroups X 0 and Y 0 of G which have normal chains which also characterize the shift group. These results are shown in Section 2.
In Section 3, we use the theory of translation nets to show that if a group code is strongly controllable and is labeled with Latin squares, the shift group is solvable. We show that Latin squares which can appear in a Latin group code are isotopic to those constructed by the automorphism method of Mann [19] . It is shown that if a group code is strongly controllable and if X 0 ∩ Y 0 = 1, X 0 ≃ Y 0 , and X 0 is elementary abelian, then a complete set of mutually orthogonal Latin squares can be used to label the group code (throughout the paper, we use 1 for the identity of a group). We show that the structure of a shift group is closely related to the structure of a Latin square as a translation net.
In Section 4, we show that a shift group with X 0 ∩Y 0 = 1 can be represented as a subdirect product group. Then we give necessary and sufficient conditions for a subdirect product group to be a shift group. These conditions show that to find a shift group it is sufficient to construct the state group of a shift group. We give a characterization of the state group.
Lastly in Section 5, we give an algorithm to find the state group of a shift group; this can be used to find a Latin group code.
Shift groups
Let G be any graph with vertices V (also called states) and edges E; in shorthand we write G = (V, E). We say a graph G is l-controllable if for any ordered pair of states (s, s ′ ) in G, there is a path of length l from s to s ′ in G. A graph that is l-controllable for some integer l is said to be strongly controllable. The least integer l for which a strongly controllable graph G is l-controllable is denoted as ℓ, and we say G is ℓ-controllable. In this paper, we only study the case l = ℓ.
The preceding definition uses the idea of controllability in systems theory and the theory of convolutional codes. There is a similar notion in the theory of symbolic dynamics, drawn from ergodic theory. A graph G is primitive if there is a positive integer M such that for any ordered pair of states (s, s ′ ) in G and any m ≥ M , there is a path of length m from s to s ′ in G [11] . If a graph has an edge into each state, then an ℓ-controllable graph is primitive with M = ℓ.
In this paper, we consider a particular graph constructed using a group B, where the edges E form group B, and the vertices V form a quotient group in B. We denote this graph as G B . We now discuss this construction in more detail.
Let B be a finite group which contains normal subgroups B + and B − such that B/B − is isomorphic to B/B + via an isomorphism ψ : B/B − → B/B + . Let π + be the (natural) map which sends each element of B to the coset of B + that it belongs to; likewise for π − : B → B/B − . Let G B = (V, E) be the graph with vertices V = B/B + and edges E = B, such that each edge e ∈ E has initial state i(e) = π + (e) and terminal state t(e) = ψ • π − (e). (This discussion is taken from Problem 2.2.16 of [17] , which is based on [2, 3] .) It is known that the edge shift of graph G B is a group shift, and moreover, any group shift which is also an edge shift can be modeled in this way [17, 2] .
We want to determine when graph G B is ℓ-controllable. As in [3] , consider all paths e 0 , e 1 , . . . e j , . . . in G B which begin in the identity state, i.e., i(e 0 ) = B + . Let B + j , j ≥ 0, be the set of all edges e j on such paths. Similarly, consider all paths . . . e −j , . . . e −1 , e 0 in G B which end in the identity state, i.e., t(e 0 ) = B − . Let B . The next result follows directly from work in [3] . − j }, and intersection terms [3] .
Proposition 1 The graph G B is ℓ-controllable if and only if B
Here we study a simpler definition which uses just {B + j } and B − 0 [13, 14] . Consider a group G with a normal series
where X −1 is the identity 1 of G. We denote the normal series X −1 , X 0 , . . . X ℓ by {X j }.
Definition 1
We say a group G has a shift structure ({X j }, Y 0 , ϕ) if there is a normal chain {X j } with X ℓ = G and each X j ¡ G, a normal subgroup Y 0 , and an isomorphism ϕ from G/Y 0 onto G/X 0 such that
for −1 ≤ j < ℓ.
We say G is a shift group if it has a shift structure ({X j }, Y 0 , ϕ).
•
Remark:
Note that G/Y 0 ≃ G/X 0 implies |Y 0 | = |X 0 | [3] . Furthermore, using (1) for j = ℓ − 1, we have ϕ(X ℓ−1 Y 0 /Y 0 ) = X ℓ /X 0 . This means X ℓ−1 Y 0 = G. Lastly, note that (1) holds trivially for j = −1. Proof If the graph G B is ℓ-controllable, there is a sequence {B for all j, −1 ≤ j < ℓ. This proves (1) of Definition 1.
• Let G be a group with a shift structure ({X j }, Y 0 , ϕ). We define G G to be a graph analogous to G B , that is, G G is the graph (V, E) with vertices V = G/X 0 and edges E = G, such that each edge e ∈ E has initial state i(e) = π X (e) and terminal state t(e) = ϕ • π Y (e), where ϕ is an isomorphism ϕ : G/Y 0 → G/X 0 , and π X , π Y are the natural maps π X :
Theorem 3 Let ({X j }, Y 0 , ϕ) be a shift structure for some group G. Then the graph G G is ℓ-controllable.
Proof We show that {X j } gives a sequence of edges which form well defined paths. We must show that the terminal states of X j are the initial states of X j+1 . But the terminal states of X j are ϕ(X j Y 0 /Y 0 ), and the initial states of X j+1 are X j+1 /X 0 . Since ϕ(X j Y 0 /Y 0 ) = X j+1 /X 0 by assumption, {X j } gives a well defined sequence of edges. But we know that X ℓ = G; thus G G is ℓ-controllable by Proposition 1.
The proofs of the above two theorems are patterned after corresponding proofs in [3] . These two theorems give the following important corollary. We pause here to give two useful technical lemmas. The following lemma is an easy extension of the first isomorphism theorem.
Corollary 4 The graph G B is ℓ-controllable if and only if B is a shift group with shift structure ({B

Lemma 5 Let H and H
′ be groups and consider any homomorphism f from H onto H ′ . If H with assignment qQ ′ → qR ′ for q ∈ Q,
and
By the second isomorphism theorem, there is an isomorphism
Then using (5) there is an isomorphism
Thus there is an isomorphism
with assignment qQ ′ → qR ′ for q ∈ Q. This proves (2) . We now show (3). Since R = QR ′ , each coset of Q in R must contain a representative in R ′ . But the representatives of R ′ in Q are Q ′ . Thus each coset of Q in R contains one and only one coset of Q ′ . Then it is clear that we can define a 1-1 correspondence between cosets of Q ′ in R ′ and cosets of Q in R, and this gives the isomorphism in (3). We know that Q ′ ¡ R. From the preceding paragraph, each coset of Q in R contains one and only one coset of
Since each coset of Q in R contains one and only one coset of
We now discuss Figure 1 , which shows the relationship of some important groups in G. Note that groups in the same column are subgroups of the group at the top.
Examine the left side of Figure 1 .
is a normal subgroup of X j+1 (we call it X Fix j, −1 ≤ j < ℓ − 1. In the center of Figure 1 , because of the isomorphism ϕ, we have
On the right side of Figure 1 , we can apply the correspondence theorem or third isomorphism theorem [16] . For example, we have
Using (6), (9) , and (10), we conclude
Thus there is an isomorphism from X j+1 /X * j to X j+2 /X j+1 . Further we see there is a homomorphism from X j+1 /X j to X j+2 /X j+1 .
Theorem 9
If a group G has a shift structure ({X j }, Y 0 , ϕ), then the chief series {X j } has a refinement given by
where each X * j ¡ G, such that
for −1 ≤ j < ℓ − 1, where
for
Proof This has been shown by (11) and Lemma 7.
• Remark: Note that X * j = X j if and only if X j+1 ∩Y 0 = X j ∩ Y 0 , and in this case
By definition of ℓ, we have X ℓ−1 << X ℓ = G, and therefore X ℓ−1 << X * ℓ−1 . (For groups A and B, we define A >> B and B << A if B is a strictly proper subgroup of A.)
Using the following lemma, we can refine the normal chain in (12) and collapse the tower of isomorphisms in (13) into X 0 .
Lemma 10 Let G be a group with a shift structure
then there is a normal chain
where Q 0 j = X * j and the normal chain
is an arbitrary refinement of the trivial normal chain X j ¡ Q 
and Q n j+1 are related by the isomorphism ϕ,
for n satisfying 0 ≤ n ≤ p. For the normal chain in (17) , we have
Conversely, if there is a normal chain as in (16) with Q 0 j = X * j , then there is a normal chain as in (15) , and Q n j+1 ¡ G if Q n j ¡ G, for n satisfying 0 ≤ n ≤ p, and properties (18) - (20) hold.
where eachQ
Since G is a shift group, we haveQ
As before, consider the natural map π Y : G → G/Y 0 defined by g → gY 0 , and its restriction π Y |X j+1 . Define
. Then using (22) and the correspondence theorem, we have a normal chain
where
Since Q 0 j = X * j , we have X j ⊂ Q 0 j , and combining this with (24) gives (16) 
, and thus each Q n j ¡ G. Collecting (21) , (23) , and (25) gives (18) . Finally we have that (19) . Note that (20) holds since X j Y 0 = X * j Y 0 . Now assume (16) holds. We can show that (15) holds by essentially reversing the above steps.
• We see there are two cases to consider in Lemma 10 depending on whether X * j = X j or X * j >> X j . Formally, we introduce a parameter ε j for −1 ≤ j < ℓ. We set ε j = 1 if X * j >> X j , and ε j = 0 if X * j = X j . In the next theorem, we use Lemma 10 to find a refinement of (12) . It is convenient to write the refinement using slightly different notation than in Lemma 10. Thus in place of (15), we write the portion of the refinement between X j+1 and X j+2 as
where i j+1 and ℓ ′ are positive integers. Using (26) in Lemma 10, we obtain the portion of the refinement between X j and X j+1 as
where X (ij+1) j = X * j . We only use Lemma 10 for a trivial refinement in (17) , that is, when
In general for each j, −1 ≤ j ≤ ℓ − 1, we define a refinement in which the superscript m of X (m) j runs from integer i j to integer ℓ ′ . For 0 ≤ j ≤ ℓ, we define
. We also
In this notation, the portion of the refinement between X j and X j+1 is
Comparing (27) and (28) shows that we must have
If we use the above procedure and apply Lemma 10 recursively starting with the normal chain
Then from (29) we see
Theorem 11 Let a group G have a shift structure
There is a refinement of {X j }, and of the normal chain in (12) , given by
where each X
for −1 ≤ j < ℓ and m, n satisfying
Proof Starting from the normal chain X ℓ−1 = X
ℓ−1 = X ℓ , where X ℓ−1 ¡ G and X ℓ ¡ G, we can use Lemma 10 to go 'backwards' and for each j, −1 ≤ j < ℓ − 1, obtain a normal chain from X j to X j+1 as in (30), where each X
and X (ij+1) j = X * j if ε j = 1. Since i j+1 = i j + ε j , we can restate (19) of Lemma 10 as in (32), for n satisfying i j + ε j ≤ i j + ε j + n ≤ ℓ ′ . It only remains to show (31). We can do this by induction. We assume (31) holds for q + 1, that is, we assume
for q + 1 ≤ j < ℓ and m, n satisfying
Note that the left hand side of (33) is well defined since i q+1 ≤ i j for q + 1 ≤ j. Then we show (31) holds for q, that is, we show
for q ≤ j < ℓ and m, n satisfying i j ≤ i j +m ≤ i j +n ≤ ℓ ′ . Assume that j satisfies q + 1 ≤ j < ℓ and m, n satisfy
Assume that (33) holds. We can write the portion of the normal chain in (30) between X q and X q+1 as
and between X q+1 and X q+2 as
Then using Lemma 10 with (36) in place of (15) and (35) in place of (16), we have from (18)
Note that all terms in (37) are well defined since i q ≤ i q+1 ≤ i j for q + 1 ≤ j. Combining (37) with (33) gives
We know that (38) holds for q + 1 ≤ j < ℓ and m, n satisfying i j ≤ i j + m ≤ i j + n ≤ ℓ ′ . But (38) also holds trivially for j = q. Then (38) holds for q ≤ j < ℓ and m, n satisfying i j ≤ i j + m ≤ i j + n ≤ ℓ ′ , giving (34). We start the induction by proving (34) for q = ℓ − 2. But from Theorem 9 or Lemma 10, we know there are normal chains
Rewriting this as
gives (34) for q = ℓ − 2.
• We illustrate Theorem 11 in Figure 2 . In the example shown, we have ε j+1 = 0 and ε j = 1. Then if we let i j+2 = i + 1, we have i j+1 = i + 1 and i j = i. For this example then, we have X
Note that the quotient groups formed by entries at the intersection of each column of the same two rows are isomorphic. For example,
. Figure 2 is reminiscent of the shift register structure used to realize strongly controllable group codes [2, 3] . We are particularly interested in the portion of the normal chain from X −1 to X 0 :
In (39), the superscript m of X 
is a refinement of (39) which at most just repeats terms in (39). Since each
Given the shift structure ({X j }, Y 0 , ϕ) of a shift group G, the normal chain in (30) is uniquely determined, and so the normal chains (39) and (40) are uniquely determined. We say the normal chain in (40) is a signature chain of shift group G. Also, given the shift structure of a shift group G, we can form the intersection group X j ∩ Y 0 for each j, and this gives the normal chain
where each X j ∩ Y 0 ¡ G. We say the normal chain in (41) is a cosignature chain of shift group G. The cosignature chain is also uniquely determined by the shift structure of a shift group. We now give some properties of the signature and cosignature chain.
Theorem 12
Let group G have a shift structure ({X j }, Y 0 , ϕ). Fix j, −1 ≤ j < ℓ. The signature chain has the property that
. We now show (49). We have X We show the relevance of this corollary in the next section.
We now generalize Theorem 11 and Corollary 14. In the next theorem, we find a refinement of (30) using Lemma 10. As before, it is convenient to write the refinement using slightly different notation than in Lemma 10. Thus in place of (15), we write the portion of the refinement between X j+1 and X j+2 as
where r j+1 and κ are positive integers. Using (52) in Lemma 10, we obtain the portion of the refinement between X j and X j+1 as
In this case, we use Lemma 10 for a nontrivial refinement in (17) ; in fact we select
In
Comparing (53) and (54) shows that we must have
Then from (55) we see r −1 = 0. If j = ℓ, we define r j = r ℓ def = κ trivially. Thus as j runs from −1 to ℓ, r j takes values in the range [0, κ].
Theorem 15 Let a group G have a shift structure
There is a refinement of {X j }, and of the
for −1 ≤ j < ℓ and n satisfying r j ≤ r j + n < κ. In addition, the isomorphism ϕ satisfies
Proof The proof is similar to the proof of Theorem 11.
• Corollary 16 Let a group G have a shift structure ({X j }, Y 0 , ϕ). Then G is solvable if and only if X 0 is solvable.
Proof If G is solvable, then every subgroup is solvable, so X 0 is solvable. For the converse result, note that we can construct a figure like Figure 2 . Going backwards, first find a normal chain from X ℓ−1 to X ℓ for which factor groups are simple. By Lemma 10, there is a chain from X * ℓ−2 to X ℓ−1 with the same factor groups. Now find a chain from X ℓ−2 to X * ℓ−2 for which factor groups are simple. This gives a chain from X ℓ−2 to X ℓ−1 with simple factor groups. Continue in this way to X 0 . Then there is a chain from X * −1 to X 0 for which factor groups are simple. Now find a chain from X −1 to X * −1 for which factor groups are simple. This gives a chain for X 0 in which all factor groups are simple, i.e., this is a composition chain of X 0 . But if X 0 is solvable, then this composition chain must have primary cyclic factor groups. Going in reverse, this implies that factor groups of chain from X j to X j+1 are primary cyclic, for 0 ≤ j < ℓ. This implies G is solvable.
• Since G = X ℓ−1 Y 0 has normal subgroup X 0 Y 0 , we can regard G as like a wreath product with base group X 0 Y 0 .
We illustrate some of the results in this section in Figure 3 . The group G = X ℓ−1 Y 0 is composed of cosets of X 0 Y 0 , and also cosets of X 0 and cosets of Y 0 . For j = 0, . . . ℓ − 1, the normal subgroup X j Y 0 is composed of cosets of X 0 Y 0 , and also cosets of X 0 and Y 0 . In Figure 3 , we draw G and X j Y 0 as a group of cosets of Y 0 , with Y 0 laid along the vertical axis. We have
Thus the signature chain or cosignature chain determines |X j | and |X j Y 0 |. Using Figure 3 , it is easy to visualize many of the results in Theorems 9 and 12. The following is clear from the structure of G and G G (see also [2, 3] ). 
Figure 3: Diagram of shift group G with shift structure ({X j }, Y 0 , ϕ).
Group codes
Trott and Sarvis speculated there might be a connection between a homogeneous trellis code, Latin square, and translation net [8, 9] . In this section, we show such a connection for a group code, the most important example of a homogeneous trellis code.
Let G be any graph. We define a labeled graph (G, L) as a graph G and a mapping L : E → A where A is an alphabet. Let B be a group, and let G B be a graph constructed as in Section 2 using E = B and V = B/B + , where B + ¡ B. We define a group code as a labeled graph (G B , ω) where ω is a homomorphism ω : E → A and alphabet A is a group; this is essentially the definition used in [3] . We say the group code is ℓ-controllable if graph G B is ℓ-controllable. In particular, here we consider a group G with a shift structure ({X j }, Y 0 , ϕ). Then graph G G , formed using E = G and V = G/X 0 , is ℓ-controllable and group code (G G , ω) is ℓ-controllable. We only consider the case |X 0 ∩ Y 0 | = 1 where there are no multiple edges.
Thus it is natural to think of X 0 Y 0 as a square whose rows are {gX 0 |g ∈ X 0 Y 0 } and columns are {gY 0 |g ∈ X 0 Y 0 }. The elements of row gX 0 are edges that split from state gX 0 in G/X 0 . The elements of column gY 0 are edges that merge to state ϕ(gY 0 ) in G/X 0 . In G/X 0 Y 0 , we can think of coset hX 0 Y 0 as a square. The rows of the square are {gX 0 |g ∈ hX 0 Y 0 }; elements in gX 0 split from state gX 0 . The columns of the square are {gY 0 |g ∈ hX 0 Y 0 }; elements in gY 0 merge to state ϕ(gY 0 ). Proposition 17 shows that a row and column do not intersect unless they are from the same square, in which case they intersect once. If we regard G G as a trellis section, such squares are often called subtrellises [8] .
Suppose we can form a group code in which all squares can be labeled so they are Latin squares. In this case, the edges that split from any state all have different labels, and the edges that merge to any state all have different labels. This type of labeling is useful in practical trellis codes [4, 5, 6, 7, 8] . We call such a group code a Latin group code. Again it is to be understood that the term Latin group code means the Latin squares are formed using squares defined as above. Also it is understood the shift group G of a Latin group code has |X 0 ∩ Y 0 | = 1.
In a Latin group code, since ω is a homomorphism ω : G → A, we must have the assignment ω :
have the same labels, and we call this collection of Latin squares a Latin clique. Assume there are q Latin cliques in G, called C 0 , . . . C q−1 ; then
We assume that G 0 is the stabilizer of squares in Latin clique C 0 . Let a be the identity of A. Let G a be the kernel of ω, or G a = ω −1 (a). Then G a ¡ G, and ω is essentially the natural map with kernel G a , or essentially ω
Without loss of generality, we can assume that label a is used in Latin clique C 0 . Then G a ⊂ G 0 .
Let P 0 be the Latin square of square X 0 Y 0 ; assume P 0 ⊂ C 0 . We can think of P 0 as a finite geometry F with three parallel classes of lines. The first class are the rows {gX 0 |g ∈ X 0 Y 0 } of X 0 Y 0 ; the second class are the columns {gY 0 |g ∈ X 0 Y 0 } of X 0 Y 0 . The third parallel class consists of lines formed by entries in P 0 with the same label. For example, line l a consists of all entries in P 0 with label a. Without loss of generality, we can assume that line l a includes the identity entry, i.e., the label of 1 is a. Note that lines from the same class do not intersect, and using Proposition 17, lines from different classes intersect exactly once. Thus P 0 is a (t, s) net for s = 3, where t = |X 0 |.
We define an action of G on itself by the product gG for each g ∈ G. In this sense, X 0 Y 0 acts transitively, in fact regularly, on the entries in square X 0 Y 0 . In fact, because there is a homomorphism ω : G → A, X 0 Y 0 must also be a translation group of Latin square P 0 , and so P 0 must be a translation (t, 3) net.
From the theory of Latin squares [18] , a finite geometry F that is a (t, 3) net is a translation (t, 3) net if and only if F has a translation group Q which has a partial congruence partition (PCP): three subgroups
In this case, W i acts regularly on lines in the i th parallel class of the (t, 3) net, 1 ≤ i ≤ 3. In general F may have more than one translation group, and a given translation group Q may have more than one PCP [21] .
We already know that P 0 has translation group X 0 Y 0 . But any PCP in X 0 Y 0 must have W 1 = X 0 and W 2 = Y 0 because the only subgroup of G which acts regularly on a row of P 0 is X 0 , and the only subgroup which acts regularly on a column of P 0 is Y 0 . Thus P 0 can be a translation (t, 3) net if and only if there is some subgroup W 3 ⊂ X 0 Y 0 which forms a PCP with W 1 = X 0 and W 2 = Y 0 . But W 3 must necessarily be the stabilizer of line l a , or
We now digress briefly to discuss the work of Sprague [21] , Mann [19] , and Bailey and Jungnickel [22] (see also [18] ).
Then the following assertions hold:
(
Given a group H and an automorphism θ of H, we can construct a Latin square based on H. The point set is H × H; the rows are {(h, 1)|h ∈ H}; the columns are {(1, h)|h ∈ H}; and the letters are the sets {(h 1 , h 2 )|h 1 (θ(h 2 )) = k} for elements k of H. We call this the Latin square based on H constructed by the automorphism method of Mann [19] . Define a set Σ of automorphisms of H to be fixed point free if θσ −1 is fixed point free for every distinct pair of elements θ, σ of Σ.
Theorem 19 (Bailey and Jungnickel) Let H be a group of order t, and let Σ be a fixed point free set of This theorem shows that a fixed point free set of s ′ automorphisms of H gives rise to a set of s ′ mutually orthogonal Latin squares based on H. When H is elementary abelian, this method gives complete sets of mutually orthogonal Latin squares based on H, that is, s ′ = t − 1 [22] .
We now use these results in our discussion. We know something more about the translation group of X 0 Y 0 . We have X 0 ¡ X 0 Y 0 and Y 0 ¡ X 0 Y 0 . Then from Theorem 18, we must have X 0 ≃ Y 0 ≃ K a . In fact from Theorem 19, K a can be explicitly determined as
where θ is an automorphism of X 0 and µ is an isomor-
Then we know from Theorem 18 that X 0 Y 0 must be abelian, and since X 0 Y 0 ≃ X 0 × Y 0 , both X 0 and Y 0 must be abelian. Note that the possible isomorphisms X 0 ≃ Y 0 are well known when X 0 is abelian [16] . Proof The construction in (58) gives Latin squares constructed by the automorphism method of Mann [22] .
• The Sarvis conjecture is that each fully connected subtrellis of a homogeneous Latin trellis corresponds to a principal isotope of a group Latin square [9] ; this is equivalent to the conjecture that P 0 is the principal isotope of a group Latin square [8] . Theorem 22 shows the Sarvis conjecture is true for ℓ-controllable Latin group codes because every Latin square P 0 constructed by the automorphism method is isotopic to a group table (it is a rearrangement of the columns of a group table). Using the above approach, we can show the Sarvis conjecture is true for an ℓ-controllable homogeneous Latin trellis as well.
For a group code used to convey binary information, a bit-oriented group code, |X 0 | must be some power of 2 because the input information stream is binary.
Theorem 23
In an ℓ-controllable bit-oriented Latin group code, X 0 is an abelian p-group and G is a p-group, p = 2.
Proof From Theorem 12, we have
But |X 0 | is a power of 2 and so any subgroup ∆ j of X 0 must have order a power of 2. Thus |X 0 |/|∆ j | is a power of 2, and so
must be a power of 2.
• Trott and Sarvis have observed that P 0 of all published homogeneous trellis codes is the group table of
The theorem above indicates that practical (bit-oriented) Latin group codes might be constructed for which this is not true, but that indeed P 0 is based on an abelian 2-group.
We say shift group G is a Latin shift group if it has a shift structure (
The previous results show some similarities of the mathematical structure of a Latin square and Latin shift group. We now show a more direct analogy. Recall that we have shown the following relations for Latin square P 0 .
Proposition 24 The (t, 3) net P 0 has translation group K 0 = X 0 Y 0 which is a (t, 3) PCP with the following properties:
(1) X 0 , Y 0 , and K a are disjoint.
We now show that similar properties hold for Latin clique C 0 . A partial net is a generalization of a net in which lines from different classes need not intersect [23] . Latin clique C 0 is a partial net with three parallel classes of lines. The first (second) parallel class of lines are the rows (columns) of Latin squares that comprise C 0 . Thus lines in the first parallel class are the rows {gX 0 |g ∈ G 0 }, and lines in the second parallel class are the columns {gY 0 |g ∈ G 0 }. Note that a row and column do not intersect unless they are from the same square, in which case they intersect once. The third parallel class consists of lines formed by entries in all squares having the same label. For example, line L a consists of all entries with label a; of course l a ⊂ L a . Note that a line in the third parallel class intersects each row and each column exactly once. Since G a is the stabilizer of L a , this means G a ∩ X 0 = G a ∩ Y 0 = 1. Note that each row and column has |X 0 | = |Y 0 | points, and each line in the third parallel class has |G 0 |/|X 0 | points.
This gives the following result.
Proposition 25
The partial net C 0 has translation group G 0 with the following properties:
(1) X 0 , Y 0 , and
Comparing Proposition 24 and Proposition 25, we see that (1)-(4) of Proposition 25 correspond to (1)- (4) of Proposition 24. Thus we see the mathematical structure of Latin clique C 0 is analogous to the mathematical structure of Latin square P 0 . Also note that from (4) of Proposition 25, we can obtain [10] .
The shift group G is itself the translation group of a partial net with three parallel classes of lines. The first (second) parallel class of lines are the rows (columns) of Latin squares that comprise G G . Thus lines in the first parallel class are the rows {gX 0 |g ∈ G}, and lines in the second parallel class are the columns {gY 0 |g ∈ G}. The third parallel class consists of lines in each square formed by entries having the same label; line l a is an example. Note that lines in different classes intersect exactly once if they are from the same square, and otherwise do not intersect. This means that any collection of lines in the third parallel class, with exactly one line from each square, forms a right transveral of G/X 0 and G/Y 0 .
Theorem 26 In a Latin shift group
Proposition 27 The graph G G of an ℓ-controllable Latin group code (G G , ω) has translation group G with the following properties:
We see that (1)- (4) of Proposition 27 correspond to (1)- (4) of Proposition 25. Taken together, Propositions 24, 25, and 27 show that the Latin group code has a mathematical structure similar to the Latin square. In this sense, we can say that the Latin group code is a natural generalization of a Latin square to a sequence space.
As previously mentioned, when X 0 is elementary abelian, a complete set of |X 0 | − 1 mutually orthogonal Latin squares based on X 0 can be constructed. In this case then, we can construct a mutually orthogonal Latin group code in which Latin square P 0 is replaced by |X 0 |−1 mutually orthogonal Latin squares, a translation plane.
The subdirect product group and state group
In this section, we assume group G has a shift structure ({X j }, Y 0 , ϕ). Then G has a normal chain {X j } with X ℓ = G and each X j ¡ G, a normal subgroup Y 0 , and an isomorphism ϕ from G/Y 0 onto G/X 0 such that
for −1 ≤ j < ℓ. Define
Defined in this manner, G X increments along the horizontal axis in Figure 3 , and G Y increments along the vertical axis. Groups G X and G Y are called state groups of shift group G. Define
With these definitions, we can rewrite (59) as
for −1 ≤ j < ℓ; we can rewrite the isomorphism ϕ :
We can think of graph G G as essentially a bipartite graph G ℓ with input states G Y and output states G X . An element g ∈ X ℓ splits from input state gX 0 and merges to output state gY 0 . In addition, there is an isomorphism ϕ : G X → G Y from output states to input states. In graph G ℓ all the output states are connected to input states via the isomorphism ϕ(G X ) = G Y .
In the same manner, we can associate a bipartite graph G j with X j , for 0 ≤ j < ℓ. An element g ∈ X j splits from input state gX 0 and merges to output state gY 0 . Then it is clear that the input states of G j are cosets in G Note that X j ∩Y 0 plays the same role in X j as Y 0 plays in G. By the second isomorphism theorem, we have
and there is a 1-1 correspondence between cosets of Y 0 in X j Y 0 /Y 0 and cosets of X j ∩ Y 0 in X j /X j ∩ Y 0 (this isomorphism and correspondence can be clearly seen using Figure 3 ). Thus we have
Using (61) and G j Y = X j /X 0 , we can define a graph isomorphic to G j which only uses elements in X j .
We further restrict the shift groups G that we consider to those with X 0 ∩ Y 0 = 1. We say such a shift group is reduced. The following proposition shows that there is essentially no loss in generality in doing so.
Proposition 28
Proposition 17 a coset of X 0 and a coset of Y 0 intersect in at most one element of G. Thus the map γ : G →G is a bijection, and in fact γ is an isomorphism. Let G γ ≃G denote the isomorphism given by the correspondence γ.
Let γ x : G → G X be the projection of γ onto its first coordinate, i.e., γ x : g → g x . Similarly, let γ y : G → G Y be the projection of γ onto its second coordinate, i.e., γ y : g → g y . We know thatG is a subgroup of the direct product G X × G Y . Moreover, since γ x : G → G X is onto, and γ y : G → G Y is onto, we have thatG is a subdirect product of G X and G Y . (As in [15] , we say H is a subdirect product of H X and H Y if it is a subgroup of H X × H Y and the first and second coordinate of H take all values in H X and H Y , respectively; we also say H is a subdirect product of
Consider the subgroup X j of G for 0 ≤ j ≤ ℓ. We now determine the image γ x (X j ). But γ x (X j ) must be the cosets of Y 0 in G X = G/Y 0 that intersect X j ; these must be the elements in subgroup
The image γ y (X j ) is just the cosets of X 0 in G Y = G/X 0 that intersect X j . Thus γ y (X j ) = X j /X 0 and γ y (X j ) is onto X j /X 0 . Thus we have shownX j is a subdirect product of X j Y 0 /Y 0 and X j /X 0 .
It is easy to see thatX −1 is a subdirect product of Y 0 /Y 0 and X 0 /X 0 , and in factX −1 = 1 × 1.
Proposition 29G is a subdirect product of
As with X j , we can associate a graphG j withX j . Iñ G j , ifg = (g x , g y ) ∈X j , theng is an edge from input state g y to output state g x . SinceX j is a subdirect product of G j X × G j Y , the input states ofG j are G j Y and the output states are G j X . Letg = γ(g). In graph G j , g is an edge from input state gX 0 to output state gY 0 . But we must have γ y (g) = gX 0 = g y and γ x (g) = gY 0 = g x . Thus g is an edge inG j with input state g y and output state g x if and only if g = γ −1 (g) is an edge in G j with input state g y and output state g x . ThusG j is isomorphic to G j . ForG j , there is an isomorphism ϕ : G j−1 X → G j Y from some of the output states to input states, the same as for G j . As for X j , it can be shown thatG j is a subgraph of G j+1 . Thus we have found a sequence of graphsG j that converges toG ℓ whereG j is a subgraph ofG j+1 andG ℓ is essentially G G .
We now examine the image of X 0 under γ. We know
, and X 0 ∩ Y 0 = 1, define the homomorphism κ : xy → x; then the kernel is Y 0 and the first isomorphism theorem gives the result) and 
Note that we will use a prime for subgroups of the G X coordinate and a double prime for subgroups of the G Y coordinate. Proof Since G Y = G/X 0 , the only elements of G for which G Y = 1 are subgroup X 0 . Thus the only elements ofG with second coordinate 1 areX 0 . Similarly, since G X = G/Y 0 , the only elements of G for which G X = 1 are Y 0 .
Theorem 30G is a subdirect product of
Theorem 31G is a subdirect product of groups G X and G Y if and only if there is an isomorphism
such that (g x , g y ), where g x ∈ G X and g y ∈ G Y , is an element ofG if and only if g x and g y have the same image k ∈ K in the homomorphisms
Proof The only elements ofG that have the identity 1 in the second coordinate areX 0 = X ′ 0 × 1. The only elements ofG that have the identity 1 in the first coordinate areỸ 0 = 1 × Y ′′ 0 . Then the theorem is just an application of the subdirect product theorem in Hall's text [15] .
• In general, when the condition in Theorem 31 holds, we sayG is a subdirect product of G X × G Y implied by the isomorphism (65).
ThusΛ j is a subdirect product of 1 × Λ ′′ j , and so in fact Proof Since γ x (X j ) is the cosets of Y 0 in G X = G/Y 0 that intersect X j , the only elements g of X j for which
Thus the only elements ofX j that have the identity 1 in the first coordinate are γ(X j ∩ Y 0 ) =Λ j .
We can now give a necessary and sufficient condition that guaranteesX j is a subdirect product of groups G 
Proof The only elements ofX j that have the identity 1 in the second coordinate areX 0 = X ′ 0 × 1. The only elements ofX j that have the identity 1 in the first coordinate areΛ j = 1 × Λ ′′ j . Then the theorem is just an application of the subdirect product theorem in Hall's text [15] .
• From Lemma 7, we have X *
Define
Then under the isomorphism G γ ≃G, Proof By the preceding results, we have shown there is an isomorphism G γ ≃G, whereG is a subdirect product of G X and G Y . From the correspondence theorem, under the isomorphism γ, the normal chain {X j } gives a normal chain {X j } withX ℓ =G and eachX j ¡G, and the normal subgroup Y 0 gives a normal subgroupỸ 0 . Under the isomorphism γ, the isomorphism ϕ : G/Y 0 → G/X 0 induces an isomorphismφ :G/Ỹ 0 →G/X 0 and ϕ(X jỸ0 /Ỹ 0 ) =X j+1 /X 0 .
• We can summarize some of the results in this section as follows.
Theorem 35 Let G be a group with a shift structure
There is a normal chain
There are normal chains
There is an isomorphism ϕ :
Under the isomorphism G γ ≃G, the groupG is a subdirect product of G X and G Y . Further groupG has a shift structure ({X j },Ỹ 0 ,φ), where we haveX j = γ(X j ), Y 0 = γ(Y 0 ), and isomorphismφ is closely related to ϕ. 
such that (g x , g y ) ∈X j if and only if g x and g y have the same image k ∈ K in the homomorphisms
Since G has a shift structure ({X j }, Y 0 , ϕ), we know that X j ⊂ X j+1 . Under the isomorphism G γ ≃G, we havẽ X j ⊂X j+1 for the subdirect product groupG. We now give a necessary and sufficient condition forX j ⊂X j+1 to hold.
Lemma 36 Fix arbitrary integer j, j ≥ 0. Assume there are three (trivial) normal chains
Assume the three normal chains (73)-(75) are related such that there are isomorphisms
LetŨ j be the subdirect product of H 
(see Figure 4) . We haveŨ j ⊂Ũ j+1 if and only if the restriction of the isomorphism Let the isomorphism β j make the assignment
Then the isomorphism β * j makes the assignment
First assumeŨ j ⊂Ũ j+1 . We show the restriction of
Then the isomorphism β j+1 makes the assignment
Comparing (76) and (77) shows that the restriction of Since the restriction of β j+1 to H j U /U ′ 0 is β * j , we have β j+1 makes the assignment
• Figure 4 becomes trivial, i.e., H j * V = H j V and β * j = β j . From Theorem 35, the conditions in Lemma 36 apply toG, and thusG has the properties given in Lemma 36. This completes the analysis ofG. We now give a synthesis result, a construction of a subdirect product group which is a shift group. We reuse the notation in Lemma 36; this should not be confusing.
Theorem 37 Assume there is a group H U with a normal chain
where each H j U ¡ H U . Assume there are groups H V and V ′′ 0 and normal chains
where each H Figure 4 , where
and η ′′ j is the isomorphism
given by (2) of Lemma 6 using H 
H is a group with a shift structure ({Ũ j },Ṽ 0 ,φ), wherẽ
(The precise connection is shown in the proof below.)
Proof We need to show thatH is a group with a shift structure ({Ũ j },Ṽ 0 ,φ). First we show thatŨ j ¡H for −1 ≤ j ≤ ℓ. By assumption we know that
We now show that there is an isomorphism τ :H/Ṽ 0 → H U such that the restriction of τ toŨ jṼ0 /Ṽ 0 is
for −1 ≤ j < ℓ. We know thatH is a subdirect product of H U × H V . But 1 × V ′′ 0 are all the elements inH with identity 1 in the first coordinate. This shows there is an isomorphism
Let τ :H/Ṽ 0 → H U be the corresponding isomorphism. A subgroupH ofH/Ṽ 0 is just a collection of cosets ofṼ 0 ,
is just the projection ofH onto the first coordinate h u of each coset sṼ 0 ∈H. Now fix j, 0 ≤ j < ℓ. We know thatŨ j is a subdirect product of
Then by construction ofH we know thatŨ jṼ0 must be a subdirect product of H j U and of some groupH
We know thatH is a subdirect product of H V × H V . But U ′ 0 × 1 are all the elements inŨ j with 1 in the second coordinate. This shows there is an isomorphism
Let ξ :H/Ũ 0 → H V be the corresponding isomorphism. As for τ , forH a collection of cosets {sŨ 0 |sŨ 0 ∈H} ofŨ 0 , ξ(H) is just the projection ofH onto the second coordinate h v of each coset
We now show that there is an isomorphismφ :H/Ṽ 0 → H/Ũ 0 which makesH into a shift group, whereφ is closely related to φ ℓ−1 . From the assumptions in the theorem, we know there is an isomorphism φ ℓ−1 : H U → H V . Thus using τ and ξ we havẽ
This defines an isomorphism
Thusφ is the desired isomorphism, and H has a shift structure ({Ũ j },Ṽ 0 ,φ).
We have just shown that Theorem 37 gives a shift groupH which is a subdirect product group. Consider a mapping ζ :H → H, which just regards each element (h u , h v ) ∈H as a single element h ∈ H, i.e., ζ : (h u , h v ) → h. We require the assignment ζ : (1, 1) → 1. Then H is a group and ζ is an isomorphism. Using the isomorphism ζ, we can convert the subdirect product group H into an abstract shift group H.
Proposition 38
The groupH found by Theorem 37 is a subdirect product of H U and H V and has a shift structure
Note that we can make a round trip by starting with G, using Theorem 35 to obtainG, then using Theorem 37 to obtainH =G, and finally Proposition 38 to obtain H = G. Thus we can obtain any shift group G by starting with the description in Theorem 37.
We now simplify Theorem 37 further. From Theorem 37 we know that ifH is a shift group, there is an isomorphism φ ℓ−1 :
This means that H U and H V are essentially the same. Thus the sequence of groups {H
for −1 ≤ j < ℓ − 1. Then we can find a refinement of the normal chain {H j U } in (78):
. Then using φ ℓ−1 and normal chain {Γ ′′ j } in (80), we can find a normal chain
Assume the two normal chains (83) and (84) are related such that for 0 ≤ j < ℓ there is an isomorphism α j+1 ,
and η ′ j−1 is the isomorphism
given by (2) of Lemma 6 using H Figure 5 ). Define α 0 to be the trivial isomorphism α 0 :
Since H U and H V are essentially the same, this suggests that in the construction ofH we only need to use H U . We now show that we can recoverH in Theorem 37 by using just the two normal chains (83) and (84), isomorphism φ ℓ−1 from Theorem 37, and isomorphism α j+1 in (85). (85), and isomorphism φ ℓ−1 from Theorem 37, we can recoverH in Theorem 37.
Theorem 39 Using the normal chain {H
Proof Clearly we can recover {H j U } in (78) from the refinement in (83). Applying φ ℓ−1 to each term in (83) we can recover {H j V } in (79). We know that
Similarly using (84) and φ ℓ−1 , we can recover {Γ 
We now show that we can find a shift group isomorphic toH by using just two normal chains and isomorphism α j+1 , without any overt isomorphism φ ℓ−1 . (84), and isomorphism α j+1 in (85), we can recover a shift groupĤ isomorphic toH.
Theorem 40 Using the normal chain {H
using α j+1 and the substitutionsĤ
in the right hand side of (85). In the same way, define the isomorphismsβ * j andη ′′ j . Similarly defineβ 0 using α 0 . For 0 ≤ j < ℓ, letÛ j+1 be the subdirect product of H We haveĤ j+1 V is isomorphic to the group H j+1 V in Theorem 37, and in fact
where φ ℓ−1 is the isomorphism in Theorem 37. Similarlŷ Γ
ThusÛ j+1 , implied by the isomorphismβ j+1 in (86), is isomorphic toŨ j+1 , implied by the isomorphism β j+1 in (81). ThenĤ ≃H.
Previously we have shown that given any reduced shift group G, we can use Theorem 35 to obtain a subdirect product groupG which is a shift group. Then we can use Theorem 37 to obtainH =G, and finally Proposition 38 to obtain H = G. Thus we can obtain any reduced shift group G by starting with the description in Theorem 37. In Theorem 40, we have shown that we can obtain a shift groupĤ such thatĤ ≃H. Using Proposition 38, the subdirect product groupĤ can be converted into an abstract shift group H ′ . It is easy to show that H ′ ≃ H = G. Thus using the approach in Theorem 40, we can find all reduced shift groups G up to isomorphism. Having found shift group H ′ , it is clear that isomorphism is a sufficient condition to delineate the shift structure of any group G isomorphic to H ′ . The following proposition shows that if two groups are isomorphic and one of them is a shift group, then the other is a shift group and there is a 1-1 correspondence between their shift structures. Thus Theorem 40 can effectively find the shift structure of all reduced shift groups G.
Proposition 41 Let φ : G → H be an isomorphism. Then G is a shift group with a shift structure ({X j }, Y 0 , ϕ) if and only if H is a shift group with a shift structure
, and the diagrams in Figure 6 commute. In Figure 6 , 
Of course the group H U in Theorems 39 and 40 is the state group of shift groupH andĤ, respectively. This gives the following result.
Theorem 42 A group H U is the state group of a shift group that is a subdirect product group if and only if (i) there is a normal chain
where each H j U ¡ H U ; (ii) there is a normal chain
(iii) for 0 ≤ j < ℓ, there is an isomorphism α j+1 ,
given by (2) Note that in (iii) of Theorem 42, the case j = ℓ − 1 is trivial once we have obtained j = ℓ − 2. For j = ℓ − 1, we are required to find an isomorphism (87) 
where each
(ii) there is a normal chain
given by (2) of Lemma 6 using H
Thus we can find all reduced shift groups G up to isomorphism by first finding all state groups H U with the properties in Corollary 43, and then finding associated shift groups as in Theorem 40.
Note that even though
Note that the state group has one less degree of freedom than the shift group; i.e., we have H ℓ−1 U = H U . We can think of the state group as being "ℓ − 1-controllable" [2] .
Corollary 43 suggests a method to construct any state group H U . We start with a group U 
This gives an isomorphism α * j ,
In other words there is an isomorphism α * * j :
which is the next line of Figure 7 . We require that the restriction of α * *
which is the top line in Figure 7 . We require that the restriction of α j+1 to H 
In the last step, the top two lines of Figure 7 are the same, and the algorithm becomes degenerate. We have H 
We require that the restriction of α * * For shift group G, we saw that X 0 and the normal chain {X j ∩ Y 0 } were related. This suggests that for a state group, U ′ 0 and {Γ ′ j } are related. We now prove this result. This approach shows finer details of the group H U and gives a more elaborate version of Figure 7 , allowing us to improve Corollary 43 and the algorithm.
Lemma 44 Let H U be the state group of a shift group. Fix j, −1 ≤ j < ℓ − 2. If there is a normal chain 
is an arbitrary refinement of the trivial normal chain H 
and Q n j+1 are related by the isomorphism α j+2 ,
for n satisfying 0 ≤ n ≤ p. (92) Proof Fix j, −1 ≤ j < ℓ − 2. We first show that if (91) holds, then (92) holds. As in (91), let
Conversely, if there is a normal chain as in
be a normal chain with each Q n j+1 ¡ H U . We know U 
for m ≥ 0, n ≥ 0 satisfying 0 ≤ m ≤ n ≤ p, and each
Since for a state group there is an isomorphism α j+2 :
. Thus the isomorphism α j+2 gives a normal chainQ
Since H U is a state group, we haveQ
U . Then using (97) and the correspondence theorem, we have a normal chain
where Now assume (92) holds. We can show that (91) holds by essentially reversing the above steps.
• We see there are two cases to consider in Lemma 44 depending on whether H In the next theorem, we use Lemma 44 to find a refinement of (87). It is convenient to write the refinement using slightly different notation than in Lemma 44. Thus in place of (91), we write the portion of the refinement between
for −1 ≤ j < ℓ − 1. Define
Then from (104) we see is a refinement of (114) which at most just repeats terms in (114). Since each H −1,(k−1+n) U ¡ H U , we know that each ∆ ′ j ¡ H U . Given a state group H U , the normal chain in (105) is uniquely determined, and so the normal chains (114) and (115) are uniquely determined. We say the normal chain in (115) is a signature chain of state group H U . We now give some properties of the signature chain. for −1 ≤ j < ℓ − 1; (iv) for 0 ≤ j < ℓ − 1, there is an isomorphism α j+1 , for n satisfying k j ≤ k j + n ≤ ℓ ′ .
We now restate Theorem 48 by combining (iv) and (v). 
there is an isomorphism α 
such that for n = 1, . . . , ℓ ′ − k j , the restriction of α j−1 is just α j .
Algorithms
Arpasi and Palazzo [12] have previously given an algorithm to construct a strongly controllable group code starting with a given group G (if it is possible). Sarvis and Trott [10] and Sindhushayana, Marcus, and Trott [11] have given algorithms to construct all homogeneous trellis codes and all homogeneous shifts, respectively. In this section, we give an algorithm to construct the state group of a shift group. Using the state group, it is easy to construct the strongly controllable shift group and group code. We start with the group U ′ 0 and work up to state group H U . This approach may have an advantage in constructing a Latin group code since we can specify a group U ′ 0 with the desired properties at the start. In the approach here, all intermediate calculations take place inside the final group H U , whereas the approach of [10, 11] uses a sequence of derivative codes or derived shifts which are indirectly related to the final group.
We give an algorithm to find all state groups H U having a given U ′ 0 and a given signature chain
Then it is easy to find the reduced shift group associated with H U . The algorithm is loosely based on Algorithm 1 in version 1 of this paper. We can find a Latin shift group and Latin group code by modifying Algorithms 2 and 3 in version 1 of this paper.
The algorithm is just a literal implementation of Corollary 49. The algorithm has three parts, I, II, and III, which cover the index step range j = −1, . . . , ℓ − 2. Part I is an initialization; this is index step j = −1. Part II is the main portion of the algorithm; it covers index steps j = 0, . . . , ℓ − 2. Part III just states the final result. There are ℓ ′ + 1 terms in (128). We reindex the subscripts in (128) with integers 0, 1, . . . , ℓ ′ so that order is preserved, and define this to be the sequence 
