We consider the problem of estimating the mean of a multivariate distribution. As a general alternative to penalized least squares estimators, we consider minimax estimators for squared error over a restricted parameter space where the restriction is determined by the penalization term. For a quadratic penalty term, the minimax estimator among linear estimators can be found explicitly. It is shown that all symmetric linear smoothers with eigenvalues in the unit interval can be characterized as minimax linear estimators over a certain parameter space where the bias is bounded. The minimax linear estimator depends on smoothing parameters that must be estimated in practice. Using results in Kneip (1994) , this can be done using Mallows' CL-statistic and the resulting adaptive estimator is now asymptotically minimax linear. The minimax estimator is compared to the penalized least squares estimator both in finite samples and asymptotically.
Introduction
In statistical estimation problems such as curve estimation, signal recovery or image reconstruction, the dimension of the parameter space is of the same order, or even exceeding, the dimension of the data. Methods like least squares or maximum likelihood typically overfit the model, and one needs to restrict the class of possible estimators. One general method for doing this is known as Tikhonov regularization. As in Antoniadis (1996) , assume a target function g is observed, where g is a noisy version of a smoother function f and the noise is random. The goal is to reconstruct f. Introduce 
hE1i !E'H:IIJII~~P !E'H:IIJII~~P that is, the minimax estimator off over the parameter space 8 = {f E H : II! lit :::; p }. The estimator fm gives sharp control of the risk Ellh-!111-and is more robust than fk in the sense of having a controlled maximum risk. Of course, it may also take an overly pessimistic point of view.
In principle, this approach can be used generally, but in practice the minimization problem (2) may be much harder than (1). We will therefore restrict attention to the standard model for a random vector y = (y1 , ... , Yn) such that
Yi=f-Li+Ei, i=1, ... ,n,
for some f-L = (p1 , ... ,f-Ln) E IRn and i. Speckman (1985) . Carter et al. (1992) compare the usual smoothing spline to Speckman's solution.
In general, if j = Sy for some matrix S, then j is called a linear smoother.
If S is symmetric, it is called a symmetric linear smoother. Most commonly used smoothing procedures are linear smoothers, at least if their tuning parameters are considered fixed. Examples are running means, kernel smoothers, regression splines and bin smoothers. Linear smoothers can also be considered basic building blocks in additive models. Buja et al.(1989) and Hastie and Tibshirani (1990) consider linear smoothers in great detail. Under order restrictions on the smoothing matrices, Kneip (1994) shows various properties of symmetric linear smoothers taking into account stochastic choice of smoothing parameters (like bandwidth in kernel smoothing or penalty terms for splines).
We will restrict the problem (2) further to consider the minimum over linear estimators only. The reason is twofold; firstly, this makes it possible to explicitly solve the minimax problem and compute the minimax estimator;
secondly, the results of Kneip (1994) The following theorem can be deduced from results in Pinsker (1980) and Speckman (1985) . For completeness we give a self-contained proof. 
and we have equality throughout in (6), which shows that C*fj is minimax linear. Transforming back to original coordinates, the minimax estimator is
It also follows that C*y is the Bayes estimator of J-l for the problem in which 6 and J-l are independent normal random vectors, 6 rv N(O, 0" 2 I) and J-l rv N(O, ~),where~= 0" 2 (h-1 1 2 B-1 1 2 -I)+ and his determined from tr(B~) = p.
More precisely, E[J-L\Y]
= ~(~ + 0" 2 I)-1 y = (I-h 1 1 2 B 1 1 2 )+Y = C*y.
A characterization of symmetric linear smoot hers
Consider the penalized least squares problem (where k E JR)
where the penalization term kf-l' AJ-L depends only on the symmetric part of A, (8) under the constraint 1-l E R(S) as shown in Buja et al.(1989) where the eigenvalues are truncated at 1. 
Theorem 2 Let T be a symmetric matrix such that T and (I -
T
Adaptive estimators
The minimax estimator fl = (I-h 1 / 2 B 1 1 2 )+Y = C*( h )y over 8 = {11 : 11' B 11 ::; p} is theoretically determined by the requirement (5), but in practice both 0" 2 and p will be unknown and hence need to be estimated. This is a general feature of all smoothing problems in practice and popular ways of selecting smoothing parameters include Mallows' CL, cross-validation or generalized cross-validation. We concentrate on the first. A simple computation shows that for any matrix S, The following theorem shows that the adaptive estimator {t = C*(h)y where h minimizes CL(h) and a 2 is replaced by & 2 is asymptotically minimax linear.
Theorem 3 Assume Yi = /1i+ciJ i = 1, ... , n where 6i are i.i.d. with Ec1 =OJ Varc1 = a 2 < oo and E exp(f3ci) < oo for some f3 > 0. Further assume f1 E e = {e E mn : e Be::; p }} conditions A and B hold} and infh EIIC*(h )yf1 W -+ oo when n -+ oo. Then} as n -+ oo J sup n-1 EIIC*(h)y-11W = v~(1 + o(1)).
J.LE8
Proof. First assume a 2 known. Eq. (1.5) in Kneip (1994) ,B < a 2 /2 and theorem 3 holds. Moreover, the results in Pinsker (1980) show that in the Gaussian case, minimax linear estimators are asymptotically minimax among all estimators and consequently C* ( h )y is asymptotically minimax. More formally, if the minimax risk over all estimators is o~ = inf!l sup ~tEe n-1 EIIP-~tW, then o~ = v~(1 + o(1)) as n -+ oo and consequently sup~tE8 n-1 EIIC*(h)y-~tW = o~(l + o (1) 
which again implies that B is satisfied if p = O(n 1 1 2 ). In that case, h 1 1 2 -+ 1 and the adaptive estimator is consistent.
Comparison with penalized least squares
In this section we compare the minimax approach to the penalized least squares method, using both finite-sample calculations and asymptotics. Let the function f have a finite This usual approach for numerical evaluation of a non parametric regression procedure is to take a sample of a few 'typical' functions, add some noise and then see how well a procedure reconstructs the original function, see e.g. Antoniadis (1996) sec. 4 or Carter et al. (1992) p.88. It is, however, difficult to find a collection of test functions which capture all problematic behavior.
The advantage with the Fourier series approach here is that Theorem 1 shows that all that matters is the form of the restricted parameter space so we can focus on the eigenvalues of the matrix B only. Of course, the restrictions on the Fourier coefficients can be translated back to restrictions on the original function.
We will compare the minimax linear estimator to the corresponding penal- From the form of the estimators, it is clear that the minimax risk increases from 0 for p = 0 to a 2 for p = oo.
[ Figure 1 about here]
This setup reflects different behavior and difficulty in estimating the signal and is of the same type as the one used in Frank and Friedman (1993) 
ford> 112 and oo for 0 < d < 112.
Pmof. First consider RM. Now maXi(1 -ci) 2 lbi = maxi(h 1\ 1lbi) = h for optimal h, otherwise P, = 0 with 0 risk. Let a = h 1 1 2 C-1 1 2 so n n n L c7 = 2:::(1 -hl/2b7/2)~ "-' 2:::(1 -aid/2)2 I( idh :::; C)
which has the desired minimum for h0
if d > 1/2 and infinity otherwise. Let
which has the stated minimum for Theorem 3 for the minimax linear estimator and from Theorem 1 in Li (1986) for the penalized least squares estimator.
Of course, one could also use the adaptive versions of these estimators and compute the observed mean squared errors for the same situations (it is then also necessary to specify the fi-vector) and the penalized least squares estimator now performs somewhat better than the minimax estimator. 
