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Abstract 
This paper proposes a joint scaling and clustering method for dissimilarity (or similarity) data. Dissimilarity (or similarity) data is 
obtained as showing dissimilarity (or similarity) relationship among objects that are target data. Multidimensional scaling (MDS)
is a typical method of scaling from the dissimilarity (or similarity) data in order to summarize the relationship of objects in lower 
dimensional space and obtain a classification structure of the objects in the lower dimensional space. However, the classification 
structure is obtained by the distance of objects in the lower dimensional space, and the classification is not based on the original 
dissimilarity that is given as the data. To solve this problem, this paper proposes a multidimensional scaling that includes the
classification structure of objects based on the original dissimilarity data of the objects. We obtain a result of MDS for clusters as 
the result of clustering of objects based on the original dissimilarity data. This is beneficial if the number of objects is large such 
as a big data since the number of clusters is much smaller than the number of objects. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of scientific committee of Missouri University of Science and Technology. 
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1. Introduction 
Recently, data observed as relationship among objects has been increasing with the complexity of the data type 
in many areas such as confusion proximity data in psychology or education, contingency table in statistics, social 
networks in social sociology, spatial association or state transition in ecology, brand switching in marketing, and 
communication flow or trade relationship in social science. In order to summarize these relationships among objects 
from the dissimilarity (or similarity) data and extract efficient information from the data, MDS is the typical method. 
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[2], [5], [6] MDS has two categories of metric and nonmetric analyzes. The metric MDS is referred to as classical 
MDS [6] which is based on the Young-Householder theorem [7] and the nonmetric MDS is based on the 
optimization algorithm to minimize the errors between the MDS model and the dissimilarity data. [5] In this paper, 
we focus on the classical metric MDS. The essence of this MDS is that we can obtain n points of n objects in 
n dimensional Euclidean space from a dissimilarity data among n objects based on the Young-Householder theorem. 
This means that the target n objects observed in the dissimilarity data are changed to scaled n objects in the 
n dimensional coordinate space. Then the smaller number of dimensions that are the most informative for the 
original dissimilarity data are selected in order to summarize the data information or visualization purpose. For 
obtaining an interpretation of the dissimilarity relationship among objects in the lower dimensional coordinate space, 
we classify the objects in the lower dimensional space. However, this classification is not a correct classification 
based on the original given dissimilarity data. Therefore, in this paper, we use a clustering result obtained from the 
original given dissimilarity data and apply this result to the estimated coordinate values obtained from the MDS 
based on the same original given dissimilarity data. In the process of the application of the result of clustering to the 
estimated coordinate values, we can transform the estimated coordinate values with respect to objects to the 
coordinate values with respect to clusters. This has the merit of reducing the number of data. Then with the 
transformed coordinate values, we reproduce a matrix of inner products of clusters in order to select the most 
explainable fewer dimensions for the obtained clusters of objects. Several numerical examples show a better 
performance of the proposed multidimensional joint scale and cluster analysis.  
This paper consists of the following: Section 2 describes classical metric MDS. Section 3 describes a fuzzy 
clustering for dissimilarity data. Section 4 proposes the multidimensional joint scale and cluster analysis. Section 5 
describes numerical examples and Section 6 contains conclusions.  
2. Multidimensional Scaling 
Multidimensional scaling (MDS) is a method for capturing efficient information from observed dissimilarity 
data by representing the data structure in lower dimensional spatial space. Suppose the observed dissimilarity among 
n objects as follows: 
).(,,,,1,),( jiddnjidD jiijij z                                 (1) 
As a metric MDS, the following model [2], [6] has been proposed.  
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In equation (2), 
ijd is an observed dissimilarity between objects i and j shown in equation (1) and Oix is a point of an 
object i with respect to dimensionO in R dimensional configuration space and nR  . ijH is an error. That is, MDS 
finds R dimensional scaling (coordinate) ),,( 1 iRi xx  and throws light on the structure of similarity relationship 
among the objects by representing the observed
ijd as the distance between a point ),,( 1 iRi xx  and a 
point ),,( 1 jRj xx  in R dimensional space. Suppose the observed dissimilarity ijd  is a Euclidean distance in equation 
(2), then jiij ,,0  H and equation (2) can be rewritten as follows: 
,)()(2)(2 ttttt XXdiagXXXXdiagD 1111                                                                                      (3) 
where ,,,1,),(,)1,,1(),( 22 njixXdD ij
t
ij      1  and )(Adiag means a diagonal matrix which consists of 
diagonal elements of A . From equation (3) and the Young-Householder transformation [7], 2D in equation (3) can 
be transformed as follows: 
,
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where .,,1,),( njipP ij    Matrix J is a symmetric matrix whose diagonal elements are n/11 and nondiagonal 
elements are n/1 which means centering operation for each column of X , that is the following condition 
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is satisfied in order to fix an origin as 0 for all n dimensions in the obtained coordinate space. From equation (4), the 
elements of P can be written as ¦
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    That is, equation (4) means that we transform dissimilarity 
data D among n objects to n points (coordinate values) in n dimensional space represented by X . By using eigenvalue 
decomposition of P in equation (4), P can be represented as follows: 
,tVVP '                                                                                                                                                              (6) 
where ,,,1,,),,(),,,()( 11 njivvvV
t
nnij      OOOvvv  and' is a diagonal matrix whose diagonal elements 
are eigen values nGG ,,1  and satisfy .1 nGG !! V is a matrix whose column vectors are eigen vectors 
nvv ,,1  corresponding to eigen values nGG ,,1  .  From equation (6), we obtain as follows: 
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where 2
1
' is a diagonal matrix whose diagonal elements are eigen values nGG ,,1  . From equations (4) and (7), 
X can be obtained as follows: 
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When nR  and eigen values nR GG ,,1  are close to 0 , that is, dimensions 1R to n do not have explanatory power 
for the given dissimilarity data, equation (6) can be approximately represented as follows by using fewer 
R dimensions: 
,~~~ tt VVVVP '|'                                                                                                                                                 (9) 
where ,,,1,,,1),,,()(~ 1 RnivV Ri      OO vv  and'
~ is a diagonal matrix whose diagonal elements are eigen 
values RGG ,,1  . Then using V
~ and '~ in equation (9), equation (7) can be approximately represented as follows: 
,)~~)(~~(~~~~ 2
1
2
1
2
1
2
1
tt VVVVP '' ''|                                                                                                                                (10) 
where 2
1~' is a diagonal matrix whose diagonal elements are eigen values RGG ,,1  . From equations (10), X can
be estimated as follows: 
,~~ˆ 2
1
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where ,,,1,,,1),ˆ(ˆ RnixX i     OO  and the elements of Xˆ show values of coordinate of n objects in 
R dimensional space when nR  . Therefore, the elements of Xˆ in equation (11) are the estimate of Oix in the MDS 
model shown in equation (2). 
3. Fuzzy Clustering 
In order to obtain a clustering result from D , we use a fuzzy clustering method named FANNY algorithm. [4] 
The purpose of this clustering is to classify the n objects into K clusters. The state of fuzzy clustering [1] is 
represented by a partition matrix: 
,,,1,,,1),( KkniuU ik                                                                                                                          (12) 
whose elements show the degree of belongingness of the objects to the clusters. In general, iku satisfies the following 
conditions: 
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The objective function of FANNY algorithm is defined as follows: 
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The exponent m that determines the degree of fuzziness of the clustering is chosen from ),1( f in advance. By 
minimizing equation (14) under the conditions shown in equation (13), we obtain the solutionU .
4. Multidimensional Joint Scale and Cluster Analysis 
From equation (8), the coordinate values for all objects by using all n dimensions X is obtained by 
usingV and 2
1
' . In order to define the joint status of coordinate values which determine the locations in n dimensional 
Euclidean space and a clustering status of n objects to K clusters obtained by using the original observed 
dissimilarity data among the n objects, we define the following transformation from the coordinate values of 
n objects to weighted coordinate values of n objects.
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From equation (16), it can be seen that kix shows the joint property of k -th cluster and i -th dimension over 
all n objects. Also, by equation (16), we can reduce the number of objects from n to K . In order to reduce the 
dimensions in equation (16), we apply conventional multidimensional scaling. First, centering with respect to each 
dimension shown in equation (5) is applied to X~ in equation (15) and we obtain a matrix X
~~ . Then from equation (4), 
the following P~ is obtained as follows: 
.
~~~~~ tXXP                                                                                                                                                               (17) 
By using eigenvalue decomposition of P~ such as equation (6) and approximation for the reduced dimensions shown 
in equation (10), we obtain the estimate of reduced R dimensional coordinate values shown in equation (11) as 
follows: 
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where ,,,1,,,1,),,(~~),~~,,~~()~~(
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t
KRkk        OOOOOO vvv  and '
~~ is a diagonal matrix 
whose diagonal elements are eigen values .
~~,,
~~
1 RGG   In conventional MDS, the purpose is to obtain the 
estimate Xˆ shown in equation (11) and based on the distances among objects in R dimensional space, we obtain the 
classification of objects in R dimensional space. However, the classification shows the clustering result of objects 
that lost information represented by from 1R to n dimensions. In order to improve this, the proposed 
multidimensional joint scale and cluster analysis uses a clustering result obtained from the original dissimilarity data 
shown in equation (15). Also, by using the clustering result to the obtained coordinate values, we can reduce the 
number of objects from n to K .    
5. Numerical Example 
We use a similarity data for 25 English terms [3] shown in Table 1 observed by 22 students of an English class 
for the purpose of English as a foreign language education. Students are asked to give scores from0 to5 in which 
larger values show more similarity between a pair of terms among the 25 terms. That is, the scores show how much 
students feel the two terms are similar. If the target two terms are represented as "A" and "B", since the status 
between "A is involved by B" and "B is involved by A" is cognitively different from each other, so the similarity 
matrix 25,,1,),(   jisS ij is asymmetric, that is jiss jiij zz , . To apply this similarity data to classical MDS, we 
extract the symmetric part of this matrix as jisssSSS jiijij
t z   ,~~),~(2/)(~ . Also, the similarity matrix S
~ is
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transformed to a dissimilarity matrix shown in equation (1) linearly as follows: 
.25,,1,,~max~max,~max/~1
,
   jissssd ijjiijij
                                                                                          (19) 
Figure 1 (a) and (b) show the results of the proposed multidimensional joint scale and cluster analysis shown in 
equation (18) when 2 R . For this calculation, X~ shown in equation (15) is used for all n objects. However, 
obtained dissimilarity shown in equation (19) does not always have Euclidean distance structure, so we obtained 
negative eigen values for 17th to 25th dimensions in this case. This means that 17th to 25th dimensions do not fit the 
Euclidean distance structure and we cannot obtain the square root of these eigen values in equation (15), so we 
excluded the 17th to 25th dimensions for the calculation shown in equation (15).  Figure 1 (a) shows the result when 
the number of clusters is 8 and the figure 1 (b) shows the case when the number of clusters is 4. In these figures, 
"C1" to "C8" show eight clusters. For the calculation of the result shown in equation (18), we use the fuzzy 
clustering result shown in (12) when 2 m . The results of the fuzzy clustering are shown in Table 1. In this table, 
the 2nd to the 9th column show the result of fuzzy clustering for eight clusters shown in figure 1 (a). Each value 
shows degree of belongingness of a term to a cluster. In addition, the columns 10-13 in Table 1 show the result of 
fuzzy clustering obtained from equation (19) when the number of clusters is 4. The number of clusters is selected 
based on the fitness calculated by using equations (15) and (18) as follows: 
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In this case, we put 16 n in equation (20). The values of fitness shown in equation (20) are shown in figure 2. In 
this figure, the abscissa shows the number of clusters and the ordinate shows the value of fitness in which the 
smaller value shows the better fitness. From this figure, it can be seen that the case when the number of clusters is 3 
has perfect fitness, however this is obvious since the condition of degree of belongingness shown in equation (13), 
that is degree of freedom is 2 in this case, and also the number of dimension R is 2. Since it is obvious that we can 
obtain a perfect fitness when the number of clusters is 3, we exclude the case when the number of clusters is 3. Then 
since the values of fitness when the number of clusters are 4 and 8 and are relatively small when compared with 
other cases, so we select the number of clusters as 4 and 8.  
In figure 1, locations of 25 terms show the results of the fuzzy clustering U shown in Table 1. In order to show the 
results in the 2 dimensional subspace spanned by tKvv ),,(
~~
1111  v and
t
Kvv ),,(
~~
2122  v in )8,4(  KK dimensional 
Euclidean space shown in figure 1, the values of U is transformed as follows by using equations (12) and (18): 
.8,4,2,1,,,1,),,(~~),~~,~~()~~(
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ttttt OOOOO vvv                   (21) 
In equation (21), U~ shows a centered matrix of U , with respect to each cluster, in order to adjust the origin of the 
coordinate shown in figure 1 as (0, 0). In addition, in order to have the comparability of the transformed vectors of 
objects of  U~  which are 25 column vectors of C shown in equation (21) with the vectors of clusters shown in figure 
1, the first and the second rows of C  which show the first and the second dimensions are weighted by 1
~~G and
2
~~G respectively which are the diagonal elements of '
~~  shown in equation (18). That is, the locations of 25 terms in 
figure 1 are the transformed objects of U  which are 25 column vectors of tttttt UXUVUVC ~~ˆ~)
~~~~(~
~~~~~~  ' ' ' . From 
figure 1 and Table 1, it can be seen that the proposed MDS results shown in figure 1 are coinsident to the fuzzy 
clustering results shown in Table 1. This means that the proposed multidimensional joint scale and cluster analysis is 
succesfully summerized from 25 objects in 16 dimensional space to 2 dimensional space through 
)8,4(  KK dimensional space based on )8,4(  KK  clusters as scales. In figure 1 (b), it can be seen that "C1" is a 
cluster that shows times of evening and night as well as home and "C2" shows English class activities in school, 
"C3" shows activities in discussion, and "C4" shows outside, traveling, mobile phone, and picture. From this figure, 
we see that "C1" and "C4" are close to each other, that is both clusters show activities such as mobile learning. In 
addition, "C2" is different from the other three clusters on dimension 1, so the school activities are quite different 
from other activities in the student cognitive recognition. For the second dimension, "C3" is quite different from 
other clusters, that is, it can be seen that discussion including speaking is distinguished from other learning activities. 
As a comparison of the conventional classical MDS, figure 3 shows the result of ordinary classical MDS shown in 
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equation (11). In this figure, each number shows the number of each term shown in Table 1. If we apply the fuzzy 
clustering shown in equation (14) to the distances of objects in figure 3, then we obtain clusters. However, these 
clusters are different from the clusters shown in figure 1 which are obtained from the original dissimilarity data 
shown in equation (19). In fact, in Table 1, clusters shown in the 2nd to the 9th column are different from the eight 
clusters shown in columns 14-21 that show the result of fuzzy clustering for the 25 objects in 2-dimensional space 
shown in figure 3. In particular, "C1", "C2", "C5", "C6", and "C7" are different from each other.  
(a) 8 Clusters (K=8)   
(b) 4 Clusters (K=4) 
Fig. 1. Result of Multidimensional Joint Scale and Cluster Analysis 
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Table 1. 25 English terms and results of fuzzy clustering. 
                                                                                                  
Fig. 2. Result of Fitness                                      Fig. 3. Result of Classical Multidimensional Scaling for 25 Terms
6. Conclusion  
This paper proposes a multidimensional joint scale and cluster analysis that can obtain adaptable clusters and 
scaling simultaneously when dissimilarity (or similarity) data among objects is given. From this analysis, we can 
summarize the similarity relationship among objects as several clusters and obtain the similarity relationship among 
the clusters visually. We show a numerical example of a cognitive similarity data among English terms and show a 
better performance by using the proposed method. 
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C1 C2 C3 C4 C5 C6 C7 C8 C1 C2 C3 C4 C1 C2 C3 C4 C5 C6 C7 C8
1. Afternoon 0.30 0.12 0.09 0.08 0.08 0.17 0.07 0.10 0.53 0.14 0.14 0.18 0.24 0.03 0.04 0.03 0.03 0.53 0.03 0.07
2. Alone 0.10 0.24 0.22 0.06 0.04 0.16 0.06 0.11 0.39 0.19 0.11 0.30 0.22 0.11 0.17 0.07 0.08 0.19 0.06 0.10
3. Computer 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.22 0.43 0.13 0.22 0.01 0.02 0.94 0.01 0.01 0.01 0.00 0.01
4. Dictionary 0.02 0.34 0.05 0.47 0.03 0.03 0.03 0.03 0.06 0.80 0.07 0.07 0.06 0.34 0.16 0.16 0.10 0.07 0.06 0.06
5. Discussions 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.05 0.10 0.80 0.05 0.06 0.07 0.07 0.16 0.28 0.08 0.20 0.08
6. Education 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.03 0.07 0.06 0.62 0.09 0.04 0.05 0.04
7. English 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.97 0.03 0.00 0.02 0.04 0.04 0.72 0.08 0.03 0.04 0.03
8. Evening 0.89 0.02 0.01 0.01 0.01 0.02 0.01 0.01 0.60 0.12 0.13 0.16 0.73 0.02 0.03 0.02 0.02 0.13 0.02 0.04
9. Groups 0.01 0.01 0.01 0.02 0.91 0.01 0.02 0.02 0.13 0.15 0.51 0.21 0.01 0.01 0.01 0.01 0.02 0.01 0.93 0.01
10. Home 0.02 0.03 0.02 0.01 0.01 0.91 0.01 0.01 0.62 0.13 0.13 0.12 0.28 0.07 0.11 0.05 0.06 0.30 0.05 0.09
11. Homework 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.95 0.01 0.01 0.03 0.72 0.11 0.04 0.03 0.03 0.02 0.02
12. Listening 0.03 0.07 0.05 0.17 0.07 0.04 0.53 0.04 0.09 0.21 0.61 0.09 0.01 0.01 0.02 0.03 0.86 0.02 0.03 0.02
13. Mobile Phone 0.08 0.09 0.21 0.07 0.05 0.12 0.21 0.16 0.19 0.12 0.17 0.53 0.16 0.06 0.09 0.05 0.06 0.44 0.05 0.09
14. Morning 0.23 0.09 0.08 0.09 0.07 0.25 0.08 0.11 0.50 0.15 0.15 0.20 0.54 0.03 0.05 0.03 0.04 0.19 0.03 0.09
15. Night 0.32 0.10 0.09 0.05 0.05 0.26 0.06 0.07 0.74 0.07 0.08 0.11 0.63 0.03 0.05 0.03 0.03 0.14 0.03 0.07
16. Outside 0.03 0.02 0.01 0.02 0.02 0.02 0.02 0.86 0.18 0.10 0.13 0.59 0.05 0.02 0.02 0.02 0.03 0.06 0.03 0.77
17. Picture 0.07 0.08 0.32 0.08 0.08 0.08 0.06 0.23 0.13 0.12 0.10 0.65 0.12 0.03 0.04 0.03 0.04 0.63 0.03 0.08
18. Reading 0.03 0.43 0.05 0.38 0.02 0.03 0.03 0.02 0.08 0.78 0.08 0.07 0.04 0.54 0.17 0.07 0.05 0.05 0.03 0.04
19. School 0.01 0.13 0.03 0.68 0.11 0.01 0.02 0.01 0.02 0.82 0.13 0.03 0.02 0.03 0.03 0.79 0.06 0.02 0.03 0.02
20. Speaking 0.03 0.05 0.03 0.18 0.41 0.04 0.21 0.06 0.00 0.00 1.00 0.00 0.05 0.05 0.06 0.11 0.37 0.07 0.21 0.07
21. Text Message 0.07 0.23 0.24 0.21 0.06 0.07 0.06 0.06 0.16 0.50 0.14 0.19 0.02 0.83 0.06 0.02 0.02 0.02 0.01 0.01
22. Traveling 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.97 0.06 0.04 0.07 0.83 0.07 0.03 0.04 0.04 0.05 0.09 0.06 0.63
23. Video 0.06 0.04 0.25 0.06 0.04 0.11 0.39 0.05 0.27 0.18 0.27 0.28 0.13 0.05 0.07 0.06 0.09 0.26 0.08 0.25
24. Voice 0.00 0.00 0.00 0.00 0.01 0.00 0.98 0.00 0.05 0.05 0.84 0.06 0.01 0.01 0.01 0.01 0.02 0.01 0.92 0.01
25. Writing 0.03 0.31 0.06 0.51 0.02 0.03 0.02 0.02 0.07 0.81 0.06 0.06 0.05 0.49 0.14 0.10 0.07 0.06 0.04 0.05
K =8 K =4 Classical MDS K =8No. terms
