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Abstract
In this paper we get and improve some results in the perturbation theory of maximal monotone
and m-accretive operators having compact resolvents in Banach spaces, in which the composition of
resolvent and perturbation is assumed compact.
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1. Introduction
Let X be a real Banach space and X∗ its dual space. An operator T :X ⊃ D(T ) → 2X∗
is said to be “monotone” if for every x, y ∈ D(T ), u∗ ∈ T x , v∗ ∈ Ty we have
〈u∗ − v∗, x − y〉 0.
We denote by D(T ) and R(T ) the domain and range of the operator T , respectively, and
by ∂G and G¯ the boundary and closure of subset G in a Banach space, respectively. We
also assume D(T ) = ∅. Let J be the normalized duality mapping on X. The operator T
is “strongly monotone” if 0 in the above is replaced by c‖x − y‖2 for some fixed c > 0.
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λ > 0, which is equivalent to saying that T is monotone and that
〈u − v0, x − x0〉 0, x ∈ D(T ), u ∈ T x,
for some (x0, v0) ∈ X × X∗ implies x0 ∈ D(T ) and v0 ∈ T x0. An operator T :X ⊃ D(T )
→ 2X is “accretive” if for every x, y ∈ D(T ) there exists j ∈ J (x − y) such that
〈u − v, j 〉 0 for every u ∈ T x, v ∈ Ty.
An accretive operator T is called “m-accretive” if R(T + λI) = X, where I is the iden-
tity operator on X. If {xn} is a sequence in X, xn → x0 means that xn converges strongly
to x0 and xn ⇀ x0 means that xn converges weakly to x0. Let X and Y be two Banach
spaces, and T :X → Y be such that D(T ) = X. In what follows, “continuous” means
“strongly continuous.” An operator T :X → Y is “completely continuous” if xn ⇀ x im-
plies that T xn → T x . An operator is “bounded” if it maps bounded subsets in its domain
onto bounded sets. An operator is “compact” if it is continuous and it maps bounded sub-
sets in its domain onto relatively compact sets. Let G ⊂ X be an open subset. An operator
H : [0,1] × G¯ → X is a homotopy of compact operator, or simply “compact homotopy”
on G¯ if H(t, ·) is compact for every t ∈ [0,1] and if H(t, x) is continuous in t uniformly
with respect to x lying in any bounded subset of G¯.
2. Preparations
Hirano and Kalinde [6] proved the following results on the m-accretive operators in
Banach spaces.
Theorem A. Let T :X ⊃ D(T ) → 2X be m-accretive with (T + J )−1 compact. Let
C :D(T ) → X be bounded such that C(λT + J )−1 :X → X is condensing for some
λ ∈ (0,1). Let p ∈ X and assume that there exists a constant r > 0 and z ∈ D(T ) such
that ‖z‖ < r and
〈v +Cx − p, j 〉 0 (∗)
for all x ∈ D(T ) with ‖x‖ r , all v ∈ T x and all j ∈ J (x − z). Then p ∈ R(T +C).
In the above theorem, C(λT + J )−1 is assumed to be condensing. Kartsatos extended
this result to its local version, and to the maximal monotone cases by Yosida approxima-
tions [11,12]. One of his results, Theorem 7 in [11], is stated as following Theorem B with
an extra condition
T x − v∗  0 for every x ∈ D(T ) ∩ ∂G and v∗ ∈ T z. (1)
Later Zhou and Kartsatos [18] and other papers confirmed that the condition (1) can be
removed.
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(T + J )−1 be compact and G ⊂ X be an open, bounded and such that, for some z ∈
D(T )∩ G,
〈v∗ +Cx,x − z〉 > 0, (x, v∗) ∈ (D(T )∩ ∂G)× T x.
Assume that the operator C(λT + J )−1 is compact, where λ is a fixed positive constant,
and the set C(D(T )∩ G¯) is bounded. Then 0∗ ∈ (T +C)(D(T )∩ G¯).
In this paper we will improve Theorem B on two sides: we show a better assertion
under the assumptions of Theorem B, and we show the assertion of Theorem B under
weaker assumptions. We also discuss the global extensions of Theorem B, which seems
not to appear in [11] or somewhere else. Our approach is different from that of [11]. We
construct a homotopy in Y as shown in Lemma 2, which treats both maximal monotone
cases and m-accretive cases in the same way, and which is much simpler than that using
Yosida approximation. The following Lemma 1 is a special case of Lemma 1.1 in [13],
whose proof is thereby omitted.
Lemma 1. Let X and Y be two Banach spaces and G ⊂ X an open subset. Assume that
A :X ⊃ D(A) → 2Y is such that D(A) ∩ G = ∅ and A−1 :Y → X is everywhere defined,
single-valued and continuous. Then A(D(A) ∩ G) is open and A(D(A) ∩ G¯) is closed,
and ∂(A(D(A)∩G)) ⊂ A(D(A)∩ ∂G).
Lemma 2. Let X and Y be two Banach spaces and G ⊂ X an open subset. Let E :X → Y
be continuous and T :X ⊃ D(T ) → 2Y such that (λT + E)−1 :Y → X is compact for
some λ > 0. Denote by G0 the set (λT +E)(D(T ) ∩ G). Let C :D(T ) ∩ G¯ → Y be such
that C(λT + E)−1 : G¯0 → Y is compact. Let p ∈ Y and assume that there exists an open
ball B ⊂ Y centered at some u0 ∈ G0 with radius R > 0 such that
u+ t (λC −E)(λT +E)−1u− (1 − t)u0 − tλp = 0 (2)
for every (t, u) ∈ [0,1]× ∂(G0 ∩B). Then there exists x ∈ D(T )∩G satisfying p ∈ T x +
Cx and x = (λT +E)−1u for some u with ‖u− u0‖R.
Proof. In Lemma 1, set A = λT + E. Then D(A) = D(T ) since D(E) = X. Since
u0 ∈ G0, we have x ∈ D(T ) ∩ G such that u0 = λv0 + Ex and v0 ∈ T x . Now that
D(T ) ∩ G = ∅, all conditions in Lemma 1 are satisfied, therefore G0 is open. G0 lies
in the closed set (λT +E)(D(T )∩ G¯), so does G¯0. Let
H(t,u)≡ −t (λC −E)(λT +E)−1u + (1 − t)u0 + tλp,
(t, u) ∈ [0,1] × G0 ∩ B.
Since H(t,u) is well defined on G¯0, so is on G0 ∩ B . By assumptions, C(λT +E)−1 and
(λT +E)−1 are compact, and E is continuous, thereby (λC −E)(λT +E)−1 is compact,
so is H(t, ·) for every t ∈ [0,1]. Now for any pair of t1, t2 ∈ [0,1] and for any bounded
subset K in G¯0, we have
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 |t1 − t2|
(
sup
u∈K
∥∥(λC −E)(λT +E)−1u∥∥+ ‖u0‖ + ‖p‖
)
.
By the compactness, (λC − E)(λT + E)−1K is bounded, thereby H(t,u) is continuous
in t ∈ [0,1] uniformly with respect to u ∈ K . According to the definition, H(t,u) is a
compact homotopy on G0 ∩B . And (2) is equivalent to u − H(t,u) = 0 for every t ∈
[0,1] and u ∈ ∂(G0 ∩ B). Thus we can apply the Leray–Schauder degree to equation I −
H(t, ·)= 0, and have
d
(
I −H(1, ·),G0 ∩ B,0)= d(I −H(0, ·),G0 ∩B,0)
= d(I − u0,G0 ∩ B,0) > 0.
The last inequality is due to u0 ∈ G0 ∩ B . Hence there exists u ∈ G0 such that u −
H(1, u)= 0. Let x = (λT +E)−1u with u ∈ B , then x ∈ D(T )∩G satisfies p ∈ T x +Cx
and ‖u − u0‖R. The proof is over. 
3. Some results on maximal monotone operators
In this section, as [11], we assume that X is a real reflexive and locally uniformly con-
vex Banach space with X∗ locally uniformly convex, unless we specify it individually.
For fundamental properties of the normalized duality operators, the reader is referred to
[9, p. 2411], Barbu [2], Browder [3], Cioranescu [5], Zeidler [17] and many other books.
The following lemma is well known, for example, in Lemma 2 in [10], but which assumes
0 ∈ D(T ). For the convenience of readers, we give its proof.
Lemma 3. Let X be reflexive and locally uniformly convex Banach space with X∗ strictly
convex. Assume that T :X ⊃ D(T ) → 2X∗ is maximal monotone. Then, for any λ > 0,
the operator (λT + J )−1 is everywhere defined, single-valued, continuous and bounded.
Assume, further, that (T + J )−1 is compact on X∗, then (λT + J )−1 is compact on X∗.
Proof. The proof of that (λT + J )−1 is everywhere defined, single-valued can be found,
for example, in Pascali and Sburlan [16, p. 112]. Let {un} is a sequence in X∗ and xn =
(λT + J )−1un. We have
0
(‖xn‖ − ‖x1‖)2  〈Jxn − Jx1, xn − x1〉 〈un − u1, xn − x1〉. (3)
If {un} is bounded, we have, by (3),
‖xn‖2 − 2‖xn‖‖x1‖
(‖xn‖ − ‖x1‖)2  ‖un − u1‖(‖xn‖ − ‖x1‖).
Then
‖xn‖ 2‖x1‖ + ‖un − u1‖
(
1 + ‖x1‖/‖xn‖
)
if xn = 0,
which implies the boundedness of {xn}. That is, (λT + J )−1 is bounded. If un → u0 ∈ X∗,
then {un} is bounded, so is {xn}. By (3), 〈Jxn − Jx0, xn − x0〉 → 0. Because X∗ is strictly
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the continuity. Let {un} is bounded and xn = (λT + J )−1un. Then {xn} is bounded, and
un = λvn + Jxn for some vn ∈ T xn. By the definition of J , {Jxn} is also bounded, so is
{vn}. Then
un = λvn + Jxn = λu˜n + (1 − λ)Jxn,
where u˜n = vn + Jxn. Thereby {u˜n} is also bounded. But (T + J )−1 is compact and xn =
(T +J )−1u˜n, {xn} must have a convergent subsequence. This proves the compactness. 
We have the following result, which improves Theorem B.
Theorem 1. Let T :X ⊃ D(T ) → 2X∗ be maximal monotone with (T +J )−1 compact. Let
G be a bounded open set of X, and C :D(T ) → X∗ be such that C(λT + J )−1 :X∗ → X∗
is compact for some λ > 0 and that C(D(T )∩G¯) is bounded. Then the following assertions
are valid:
(a) If p ∈ X∗ and there exists z ∈ D(T )∩ G such that
〈v∗ +Cx − p,x − z〉 > 0
for all x ∈ D(T )∩ ∂G and v∗ ∈ T x , then p ∈ (T +C)(D(T )∩G).
(b) If the inequality of (a) is replaced by
〈v∗ +Cx − p,x − z〉 0,
then p ∈ (T +C)(D(T )∩ G¯).
We will make use of Lemma 2 to prove a little stronger result than Theorem 1.
Proposition 1. Let assumptions of Theorem 1 be satisfied except that C is defined on
D(T ) ∩ G¯ instead of D(T ) and that C(λT + J )−1 is compact on (λT + J )(D(T ) ∩ G¯)
instead of X∗. Then all assertions of Theorem 1 hold.
Proof. In Lemma 2, take Y = X∗. Then E = J . We are going to check the conditions in
Lemma 2. By the definition, J is bounded. Since X is reflexive with X∗ locally uniformly
convex, J is continuous [5, p. 77]. Note that X∗ is locally uniformly convex implies that
X∗ is strictly convex, by Lemma 3, (λT + J )−1 is compact on X∗. Since z ∈ D(T ) ∩ G
= ∅, by Lemma 1, G0, which is defined in Lemma 2, is open and contained in the closed
set (λT + J )(D(T ) ∩ G¯), so is G¯0. Because the operator C(λT + J )−1 is compact on
(λT + J )(D(T )∩ G¯), it is also compact on G¯0.
We have to check condition (2) in Lemma 2. Let u0 = λv0 + Jz for some v0 ∈ T z.
Define
H(t,u)≡ −t (λC − J )(λT + J )−1u+ (1 − t)u0 + tλp, (t, u) ∈ [0,1] × G¯0. (4)
Because (λC−J )(λT +J )−1G¯0 ⊂ (λC−J )(D(T )∩G¯), in which C(D(T )∩G¯) and J G¯
are bounded, so is (λC − J )(λT + J )−1G¯0. Thus, ⋃t∈[0,1]H(t, ·)G¯0 is bounded, which
must be contained in an open ball B ⊂ X∗ centered at u0. We have
u−H(t,u) = 0 for (t, u) ∈ [0,1] × (∂(B)∩ G0). (5)
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g(t) = 〈u−H(t,u), x − z〉, t ∈ [0,1], with x ≡ (λT + J )−1u. (6)
We have u = λv+Jx for some v ∈ T x and, by Lemma 1, x ∈ D(T )∩∂G. By the property
of T and J ,
g(0) = 〈u − u0, x − z〉 > 0. (7)
In the case of (b), we have
g(1) = λ〈v +Cx − p,x − z〉 0. (8)
Suppose v + Cx − p = 0; then we already have had x ∈ D(T ) ∩ G¯ satisfying p ∈ T x +
Cx , and the proof is over. Therefore we assume v + Cx − p = 0, which is equivalent to
u−H(1, u) = 0. In the case of (a), we have g(1) > 0, which implies v+Cx −p = 0. That
is, u−H(1, u) = 0. Now that g(t) is linear in t , positive at t = 0 and nonnegative at t = 1,
it must be positive for all t ∈ [0,1), which implies that u − H(t,u) = 0 for all t ∈ [0,1).
Hence
u−H(t,u) = 0 for (t, u) ∈ [0,1] × ∂(G0). (9)
Because ∂(G0 ∩B) ⊂ ∂(G0)∪ (∂(B)∩G0), by (5) and (9), we conclude that
u−H(t,u) = 0 for (t, u) ∈ [0,1] × ∂(G0 ∩ B).
Notice that the left-hand side of (2) is exact equal to u − H(t,u), therefore condition (2)
holds. By Lemma 2, there exists x ∈ D(T ) ∩ G such that p ∈ T x + Cx . The proof is
over. 
Proof of Theorem 1. Because D(T ) ∩ G¯ ⊂ D(T ) and (λT + J )(D(T ) ∩ G¯) ⊂ X∗, all
conditions of Proposition 1 are satisfied, therefore this theorem can be derived from Propo-
sition 1. 
Corollary 1. Let the assumptions of Theorem B be satisfied. Then
0∗ ∈ (T +C)(D(T )∩ G).
Proof. Take p = 0, then it is the case of (a) of Theorem 1. 
Corollary 2. Let T :X ⊂ D(T ) → 2X∗ be maximal monotone with (T +J )−1 compact. Let
G be a bounded open set of X. Assume that C :D(T ) ∩ G¯ → X∗ is uniformly continuous
such that C(D(T )∩ G) is bounded. Then the assertions of Theorem 1 are valid.
Proof. Because (T + J )−1 is continuous on X∗ and
(T + J )−1(T + J )(D(T )∩ G¯)= D(T )∩ G¯, (10)
on which C is well defined and continuous, thereby C(T + J )−1 is continuous on (T +
J )(D(T ) ∩ G¯). To prove its compactness, let  > 0. Since C is uniformly continuous on
D(T )∩G¯, there exists δ > 0 such that ‖Cx−Cx ′‖ < , for all x, x ′ ∈ D(T )∩G¯ satisfying
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each n. Due to the compactness of resolvents, {xn} has a convergent subsequence, and we
may assume that {xn} itself converges, thereby {xn} is a Cauchy sequence. There exists n0
such that both n > n0 and m> n0 imply that ‖xn − xm‖ < δ. Further, Cxn is well defined,
since xn ∈ D(T ) ∩ G. Thus, ‖Cxn − Cxm‖ <  for such n and m, which means {Cxn} is
a Cauchy sequence in X∗. That is, C(T + J )−1 is compact on (T + J )(D(T ) ∩ G¯). This
corollary can be derived from Proposition 1. 
Corollary 3. Let T :X ⊃ D(T ) → 2X∗ be maximal monotone with (T + J )−1 compact.
Let G be a bounded open set of X. Assume that C :D(T ) ∩ G¯ → X∗ is continuous such
that C(D(T )∩ G¯) is bounded. Then the assertions of Theorem 1 are valid.
Proof. As the proof of Corollary 2, C(T + J )−1 is continuous on (T + J )(D(T ) ∩ G¯).
Because (T + J )−1 is compact on X∗ and, by (10),
(T + J )−1(T + J )(D(T )∩ G¯)⊂ D(T )∩ G¯,
on which C is continuous, C(T + J )−1 is thereby compact on (T + J )(D(T ) ∩ G¯). This
corollary can be derived from Proposition 1. 
We have a global version of Theorem 1 below. Please note that Theorem 6 in [11] does
not make an assumption on C(λT + J )−1. To the best of my knowledge, there is no such
a global extension of Theorem A to the maximal monotone cases.
Theorem 2. Let T :X ⊃ D(T ) → 2X∗ be maximal monotone with (T + J )−1 compact.
Let C :D(T ) → X∗ be bounded such that C(λT + J )−1 :X∗ → X∗ is compact for some
λ > 0. Let p ∈ X∗ and assume that there exist a constant r > 0 and z ∈ D(T ) such that
‖z‖ < r and for every x ∈ D(T ) with ‖x‖ r ,
〈v +Cx − p,x − z〉 0 (11)
for all v ∈ T x . Then there exists x ∈ D(T ) such that p ∈ T x +Cx and
‖x‖ ‖z‖ + (R +
√
R2 + 8R‖z‖ )/2, (12)
where R = (λ‖C‖ + 1)r + λ(‖v0‖ + ‖p‖) + ‖z‖ and v0 ∈ T z.
Proof. In Lemma 2, take Y = X∗, E = J and G = X. Take v0 ∈ T z and let u0 = λv0 +
Jz. As the proof of Theorem 1, we can show that J is continuous and (λT + J )−1 is
compact on X∗. By the assumption, C(λT + J )−1 is compact on X∗. Also, take G0 = X∗
in Lemma 2; then G¯0 = X∗.
To check condition (2), we define H(t,u) as (4). Suppose that (t, u) ∈ [0,1] × X∗ is
a solution of equation u − H(t,u) = 0 with ‖u − u0‖  R. Claim ‖x‖  r , where x ≡
(λT + J )−1u ∈ D(T ). In fact, if it is not true, that is, ‖x‖ < r , we have
0 = u−H(t,u)= u+ t (λC − J )x − (1 − t)u0 − tλp,
thereby u− u0 = −t (λCx − Jx + u0 − λp) and u0 = λv0 + z, and we get a contradiction,
R  ‖u− u0‖
(
λ‖C‖ + 1)‖x‖ + λ‖v0‖ + ‖z‖ + λ‖p‖ <R.
J. Lin / J. Math. Anal. Appl. 291 (2004) 500–513 507This proves our claim. Let B = {u ∈ X∗: ‖u − u0‖ < R}. Then B ∩ G0 = B ∩ X∗ = B .
For any u ∈ ∂B , define
g(t) ≡ 〈u−H(t,u), x − z〉, t ∈ [0,1], with x ≡ (λT + J )−1u. (6′)
Because that u ∈ ∂B implies that ‖x‖ r > ‖z‖, we have x = z. By the property of T ,
g(0) = 〈u − u0, x − z〉 > 0. (7′)
On the other hand, since ‖x‖ r , we have, by the assumption (11), that
g(1) = λ〈v +Cx − p,x − z〉 0, (8′)
where v ∈ T x and u = λv + Jx . If v + Cx − p = 0, then we already have had x ∈ D(T )
satisfying p ∈ T x +Cx . Therefore we assume v +Cx −p = 0, which is equivalent to say
that u − H(1, u) = 0. Since g(t) is linear in t ∈ [0,1], positive at t = 0 and nonnegative
at t = 1, it must be positive for all t ∈ [0,1), which implies that u − H(t,u) = 0 for any
t ∈ [0,1). Hence we have shown that
u−H(t,u) = 0 for all (t, u) ∈ [0,1] × ∂B,
which is equivalent to say that (2) holds. By Lemma 2, there exists x ∈ D(T ) such that
p ∈ T x +Cx and x = (λT + J )−1u with ‖u − u0‖R.
Finally, we have v ∈ T x such that u = λv + Jx , and deduce that(‖x‖ − ‖z‖)2  〈Jx − Jz, x − z〉 〈u− u0, x − z〉 ‖u− u0‖‖x − z‖
R
(‖x‖ + ‖z‖).
Let ξ = ‖x‖. Then ξ satisfies the following inequalities:
ξ2 − (R + 2‖z‖)ξ − ‖z‖(R − ‖z‖) 0 and ξ  0.
Notice that R > ‖z‖, and solve the above inequalities about ξ , we get (12). 
The condition ‖z‖ < r in either Theorem A or Theorem 2 is not significant, because we
can choose larger r such that ‖z‖ < r while keeping (11) valid. Because of it, we have the
following Corollary 4, whose proof is obvious and so omitted. In addition ‖z‖ < r always
holds, and we get Corollary 5 below, whose proof is also omitted.
Corollary 4. Let T :X ⊃ D(T ) → 2X∗ be maximal monotone with (T +J )−1 compact. Let
C :D(T ) → X∗ be bounded such that C(λT + J )−1 is compact on X for some λ > 0. Let
p ∈ X∗ and assume that there exists a constant r > 0 such that (11) holds for all x ∈ D(T )
with ‖x‖ r , v ∈ T x . Then p ∈ R(T +C).
Corollary 5. Let T :X ⊃ D(T ) → 2X∗ be maximal monotone with (T + J )−1 compact.
Assume 0 ∈ D(T ) and 0 ∈ T (0). Let C :D(T ) → X∗ be bounded such that C(λT + J )−1
is compact on X for some λ > 0. Let p ∈ X∗ and assume that there exists a constant r > 0
such that
〈v +Cx − p,x〉 0
for all x ∈ D(T ) with ‖x‖ r , v ∈ T x . Then there exists x ∈ D(T ) such that p ∈ T x+Cx
and ‖x‖ (λ‖C‖ + 1)r + λ‖p‖.
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In this section assume that X is a real Banach space. Let operator T :X ⊃ D(T ) → 2X
be m-accretive and I be the identity operator on X. It is well known that the operator
(λT + I)−1 with λ > 0 is everywhere defined and Lipschitz continuous on domain X.
Theorem A of Hirano and Kalinde [6] is a global version, Kartsatos [12] extended Theo-
rem A of Hirano and Kalinde [6] to the local version as follows.
Theorem C. Let T :X ⊃ D(T ) → 2X be m-accretive with (T +J )−1 compact. Let C :X ⊃
D(T ) → X be such that C(λT + J )−1 :X → X is condensing for some λ ∈ (0,1). Let
p ∈ X and assume that there exists a bounded open set G ⊂ X and z ∈ D(T ) ∩ G such
that C(D(T ) ∩ G¯) is bounded and (∗) holds for all x ∈ D(T ) ∩ ∂G, all v ∈ T x and all
j ∈ J (x − z). Then p ∈ R(T +C). Actually p ∈ (T +C)(D(T ) ∩ G¯).
If (∗) becomes strict inequality, we have the following Theorem 3. And for Theorem A,
we have Theorem 4. As what we did for Theorem 1, we will show a little stronger result
than Theorem 3 and the proof is similar to that of Proposition 1.
Proposition 2. Let T :X ⊃ D(T ) → 2X be m-accretive with (T + I)−1 compact. Let G be
a bounded open subset of X. Assume that C :D(T ) ∩ G¯ → X be such that C(λT + I)−1
is compact on (λT + I)(D(T ) ∩ G¯) for some λ > 0 and C(D(T ) ∩ G¯) is bounded. Then
the following assertions are valid:
(a) If p ∈ X and assume that there exists z ∈ D(T ) ∩ G and constant r > 0 such that for
every x ∈ D(T )∩ ∂G with ‖x‖ r ,
〈v +Cx − p, j 〉 > 0
for all v ∈ T x and all j ∈ J (x − z). Then p ∈ (T +C)(D(T )∩ G).
(b) If the inequality in (a) is replaced by
〈v +Cx − p, j 〉 0,
then p ∈ (T +C)(D(T )∩ G¯).
Proof. In Lemma 2, take Y = X. Then E = I . It is well known that (λT +I)−1 is compact,
and, by assumption, C(λT + I)−1 is compact on (λT + I)(D(T ) ∩ G¯), so is on G¯0. The
rest of the proof is the same as that of Proposition 1 except for J and X∗ replaced by I
and X, respectively, and (6), (7) and (8) replaced by
g(t) = 〈u−H(t,u), j 〉, t ∈ [0,1],
with x ≡ (λT + I)−1u and j ∈ J (x − z), (6∗)
g(0) = 〈u − u0, j 〉 > 0, (7∗)
g(1) = λ〈v +Cx − p, j 〉 0, (8∗)
respectively. 
J. Lin / J. Math. Anal. Appl. 291 (2004) 500–513 509Theorem 3. Let assumptions of Theorem C be satisfied except for “condensing,” λ ∈ (0,1)
and (∗) replaced by “compact,” λ > 0 and
〈v +Cx − p, j 〉 > 0,
respectively. Then p ∈ (T +C)(D(T ) ∩G).
Proof. Because D(T ) ∩ G¯ ⊂ D(T ) and (λT + I)(D(T ) ∩ G¯) ⊂ X, all conditions of
Proposition 2 are satisfied, therefore Theorem 3 can be derived from the case (a) of Propo-
sition 2. 
Theorem 4. Let assumptions of Theorem A be satisfied except for “condensing” and λ ∈
(0,1) replaced by “compact” and λ > 0, respectively. Then there exists x ∈ D(T ) such that
p ∈ T x +Cx and ‖x − z‖R, where
R = (λ‖C‖ + 1)r + λ(‖v0‖ + ‖p‖)+ ‖z‖ and v0 ∈ T z.
Proof. The proof is the same as that of Theorem 2 except for J,X∗,G, (6′), (7′) and (8′)
replaced by I,X,X, (6∗), (7∗) and (8∗), respectively, and rewrite the final paragraph of the
proof as follows:
‖x − z‖2 = 〈x − z, j 〉 〈u − u0, j 〉 ‖u− u0‖‖x − z‖.
Hence ‖x − z‖ ‖u− u0‖R. 
5. On semilinear equations of monotone operators
Kesavan [15] used the Galerkin method to establish the solvability of the semilinear
equation
u−Lu+Cu = f
for L and C mapping real Hilbert space H into H under the assumptions that L is linear,
compact, symmetric and positive definite, i.e., 〈Lu,u〉 0 for nonzero u ∈ H and that C is
completely continuous, positive definite and there exists p > 1 such that for all r  0 and
for all u ∈ H , C(ru) = rpC(u). Based on the main idea of Kesavan, Kartsatos and Mabry
[14] used degree theory to consider the equation
T u−Lu+Cu = f
for T :D(T ) ⊂ H → H maximal monotone and strongly monotone. Their results was ex-
tended to the reflexive Banach spaces possessing a Schauder basis by Chen [4]. Later, Guan
[7] removed the assumptions that L is symmetric and positive definite and that there exists
a Schauder basis. Guan and Kartsatos [8] also posed a degree theory of maximal opera-
tors, revised the Guan’s proof and got the following result for the corresponding semilinear
inclusion.
Theorem D. Let T :D(T ) ⊂ X → 2X∗ be maximal monotone and strongly monotone with
0 ∈ D(T ) and 0 ∈ T (0). Let L :X → X∗ be linear, compact and C :X → X∗ completely
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function g :B(0,1)→ R+ such that g(u) = 0 implies u = 0 and
〈Cu,u〉 g(u/‖u‖)‖u‖p+1 (13)
for all u ∈ X with u = 0. Then, for any f ∈ X∗,
T u+Lu+Cu  f (14)
has at least one solution.
Let us check the example in [7, p. 101], where the Von Karman equations

∆2v = −[u,u] in Ω ,
∆2u = −λ∆u+ [v,u] + f in Ω ,
u = ∂u
∂γ
= v = ∂v
∂γ
on ∂Ω ,
were put in the form of a nonlinear operator equation, T u− λLu+Cu = f , with u ∈ X =
H 20 (Ω) so as to have L and C well defined by Theorem D, which, however, implies that
f ∈ X. In fact, f is usually in L2(Ω), and D(T ) = H 20 (Ω) ∩ H 4(Ω), D(L) = H 2(Ω)
in this equation. Hence the assumptions of Theorem D are too strong for this equation.
Also the operator C in Theorem D is an extension of those having the property C(ru) =
rpCu, which may not be well defined on L2(Ω), such as the following examples given by
Alikakos and Rostamain [1]:
∇(|∇u|p−1∇u), ∆(|u|p−1u) with p > 1.
Based on the above observation, we will modify the domain of operators L and C to
be on D(T ). It needs to note that the homotopy of [7, Eq. (4)] or the degree defined in
[8, Definition 2.2] has a requirement that operator C has to be defined on the closure
of an open set X, thereby they could not be able to derive such an improvement. Our
approach is to employ the strong monotonicity of T to construct a compact homotopy in
X∗ instead of X, just as what we did for Proposition 1. It turns out that we can make use
of such a strong monotonicity and the compactness of operator C to prove the assertion of
Theorem D without assuming operator C to be completely continuous. Nevertheless, our
result is mainly saying that Theorem D is still true if operators L and C are defined on
D(T ) instead of X. But we have to modify its corresponding conditions. Because of these,
we state our result and give its proof in detail below.
Theorem 5. Let T :D(T ) ⊂ X → 2X∗ be maximal monotone and strongly monotone. Let
L :D(T ) → X∗ be linear compact and C :D(T ) → X∗ compact. Assume g :B(0,1) →
R+ is completely continuous such that g(x) = 0 implies x = 0. Assume that h :R+ → R+
be such that h(x)x−2 → +∞ as x → +∞. If there exist z ∈ D(T ) and constant r > 0
such that
〈Cu,u − z〉 g(u/‖u‖)h(‖u‖) for all u ∈ D(T ) with ‖u‖ r, (15)
then, for any f ∈ X∗, (14) has at least one solution.
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orem D is a corollary of Theorem 5. Please note that it makes sense to assume that L is
linear on D(T ) in Theorem 5 provided D(T ) is a linear subspace, as shown in the pre-
vious example. The following Lemma 4 is well known, for example, like Theorem 3.5
in [5, p. 163] with the coercivity replaced by the strong monotonicity, and so its proof is
omitted.
Lemma 4. Let T :D(T ) ⊂ X → 2X∗ be maximal monotone and strongly monotone. Then
T is surjective.
Proof of Theorem 5. Since T is maximal monotone and strongly monotone, according
to Lemma 4, T is surjective and so T −1 is well defined on X∗. It is easy to see that
T −1 is single-valued and globally Lipschitz continuous with range D(T ). Let f ∈ X∗ and
u∗0 ∈ T z. Define
H(t,u∗) ≡ −t (L+C)T −1u∗ + (1 − t)u∗0 + tf, (t, u∗) ∈ [0,1] ×X∗.
First we are going to show that H(t,u∗) is a compact homotopy. By the assumptions, L
and C are compact, and T −1 is globally Lipschitz continuous, hence H(t, ·) is compact for
every t ∈ [0,1]. Let B∗ be any bounded subset of X∗. Then (L + C)T −1B∗ is bounded,
and for any t1, t2 ∈ [0,1] and u∗ ∈ B∗,∥∥H(t1, u∗) −H(t2, u∗)∥∥ |t1 − t2|
(
sup
u∗∈B∗
∥∥(L+C)T −1u∗∥∥+ ∥∥u∗0∥∥+ ‖f ‖
)
.
That is, H(t,u∗) is continuous in t uniformly with respect to u∗ lying in any bounded
subset of X∗. Thus, H(t,u∗) is a compact homotopy on X∗.
Next, we show that for all u∗ with ‖u∗‖ large enough
u∗ −H(t,u∗) = 0∗. (16)
If it is not true, then there would exist two sequences {tn} ⊂ [0,1] and {u∗n} with ‖u∗n‖ → ∞
such that u∗n −H(tn,u∗n) = 0∗. Let zn ≡ T −1u∗n ∈ D(T ). Then
u∗n + tn(L +C)zn − (1 − tn)u∗0 − tnf = 0∗. (17)
Equation (17) implies that tn = 0 for large n, otherwise we would have u∗n = u∗0, contrary
to the assumption ‖u∗n‖ → ∞. Furthermore, Eq. (17) implies that {zn} is unbounded, oth-
erwise {(L+C)zn} is bounded, which should lead to that ‖u∗n‖ → ∞ by (17). By going on
subsequence if necessary, we assume that ‖zn‖ → ∞ as ‖u∗n‖ → ∞. Now evaluate (17) at
zn − z and rewrite it as follows:
〈
u∗n − u∗0, zn − z
〉+ tn〈Czn, zn − z〉
= −tn〈Lzn, zn − z〉 + tn
〈
f − u∗0, zn − z
〉
.
Use tn‖zn‖‖zn − z‖ to divide both sides of the above equation, we have
〈u∗n − u∗0, zn − z〉 + 〈Czn, zn − z〉 = −
〈
L
zn
,
zn − z 〉+ o(‖zn‖−1) (18)
tn‖zn‖‖zn − z‖ ‖zn‖‖zn − z‖ ‖zn‖ ‖zn − z‖
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For such n, because T is strongly monotone and tn  1, the first term on the left-hand side
of (18) is not less than a‖zn − z‖/‖zn‖ a/2 for some positive constant a. Then, by (15),
we have that for such n and for ‖zn‖ r ,
a
2
+ 1
2
g
(
zn
‖zn‖
)
h
(‖zn‖)‖zn‖−2 −
〈
L
zn
‖zn‖ ,
zn − z
‖zn − z‖
〉
+ o(‖zn‖−1). (19)
Because L is linear compact, {L(zn/‖zn‖)} has a subsequence convergent to a linear
bounded operator L˜ in X∗. Along such a subsequence, {(zn − z)/‖zn − z‖} must have
a subsequence weakly convergent to some c, since it is bounded in the reflexive Banach
space X. Claim that c = 0. Otherwise suppose c = 0; then the right-hand side of (19) tends
to 〈L˜,0〉 = 0, while its left-hand side is not less than the positive constant a/2, we get a
contradiction a/2  0. But if c = 0, then g(c) > 0, then the left-hand side of (19) tends
to +∞, while its right-hand side has the upper bounded ‖L‖ + 1, we get a contradiction
+∞ ‖L‖ + 1. Thus (17) cannot be true. This proves (16).
Hence we can find an open ball B∗ in X∗ centered at u∗0 such that (16) holds on its
boundary ∂B∗. By the compact homotopy theory,
d
(
I −H(1, ·),B∗,0)= d(I −H(0, ·),B∗,0)= d(I − u∗0,B∗,0)> 0.
Then there exists some u∗ ∈ B∗ such that u∗ −H(1, u∗) = u∗ + (L+C)T −1u∗ − f = 0∗.
Let x ≡ T −1u∗ ∈ D(T ). Then T x +Lx +Cx  f . The proof is over. 
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