Some solvability conditions of periodic solutions and subharmonic solutions are obtained for a class of new superquadratic non-autonomous second-order Hamiltonian systems by the minimax methods in critical point theory.
Introduction and main results

Consider the second-order systems
−ü(t) = ∇F t, u(t) a.e. t ∈ [0, T ],
where T > 0 and F : R × R N → R is T -periodic in its first variable and satisfies the following assumption:
(A) F (t, x) is measurable in t for all x ∈ R N , continuously differentiable in x for a.e. t ∈ [0, T ], and there exist a ∈ C(R + , R + ) and b ∈ L + (0, T ; R + ) such that
F (t, x) a |x| b(t), ∇F (t, x) a |x| b(t)
for all x ∈ R N and a.e. t ∈ [0, T ].
As we all know, Rabinowitz established the existence of periodic solutions for system (1) under the following superquadratic condition in [1] : there exist µ > 2 and L > 0 such that for all |x| L and t ∈ [0, T ]
< µF (t, x) ∇F (t, x), x .
Since then, the condition has been used extensively in the literature, see [2] [3] [4] and the references there in. Recently, G. Fei in [5] has obtained the existence of periodic solutions for system (1) under a kind of new superquadratic condition which is different from the superquadratic condition in [1] .
In this paper, we will obtain the existence of periodic solutions for system (1) under the superquadratic condition of G. Fei which generalizes the following Theorem 1.2 in [5] :
there exist constants µ r − 1 and α 2 > 0 such that
Then there exists a non-constant T -periodic solution of system (1).
Furthermore, under the new superquadratic condition, subharmonic solutions of (1) are obtained. Let us point out that, for the superquadratic condition in [1] , subharmonic solutions have been studied for example in [6] , and for the subquadratic condition in [7] , they have been studied in [8] [9] [10] [11] [12] . Our main results are the following theorems: Theorem 1. Assume that F satisfies (A) and the following conditions:
where ω = 2π/T . There exist constants r > 2 and µ > r − 2 such that 
where
Theorem 2. Under the assumptions of (A)
, (2), (4), (5), (6) and
there exists a sequence (k j ) ⊂ N , k j → ∞, and corresponding distinct k j T periodic solutions of systems (1).
Remark 2.
There are functions satisfying assumptions of our Theorem 2 and not the ones of [6, [8] [9] [10] [11] [12] . We only need to let F be the same as in Remark 1.
Proof of theorems
It is well known that u is a T -periodic solution of system (1) 
if and only if u is a critical point in H 1
T of function ϕ, where
is a Hilbert space with the norm
It follows from Theorem 1.4 in [10] that ϕ ∈ C 1 (H 1 T , R) and
where (·, ·) and | · | are the usual inner product and norm of R N . By Proposition 1.1 in [10] , we know there exists a constant c 0 > 0 such that
It is easy to know thatH 1 T is a subset of H 1 T , and
Hence
In order to prove our Theorems, we need the following result.
Lemma 1.
Suppose (A), (5) , and (6) hold. Then function ϕ satisfies condition (C) (see [13] ), i.e., for every sequence
for every n ∈ N . On one hand, by (5), there are constants c > 0 and δ 1 > 0 such that
It follows from (A), we obtain that
So for all x ∈ R N and a.e. t ∈ [0, T ], one has
It follows from (10), (12) , and Hölder inequality that
On the other hand, by (6) , there are constants c 2 > 0 and δ 2 > 0 such that
µ > 0 for all |x| δ 2 and a.e. t ∈ [0, T ].
By (A), one has
∇F (t, x), x − 2F (t, x) c 3 b(t) for every |x| δ 2 and a.e. t ∈ [0, T ],
(s).
Hence we obtain that
for all |x| ∈ R N and a.e. t ∈ [0, T ]. Then we have (13) and Hölder inequality
, we obtain u n is bounded. If µ r, by (7) we obtain
Thus by (13) and r − µ < 2, we know that u n is bounded too. Hence u n is bounded. In a similar way to Proposition 4.3 in [10] , we can prove that {u n } has a convergent subsequence. Hence ϕ satisfies condition (C). 2
Now we give the proof of the main results.
Proof of Theorem 1. As shown in [14] , a deformation lemma can be proved with the weaker condition (C) replacing the usual Palais-Smale condition, and it turns out that the Generalized Mountain Pass Theorem 5.29 in [15] holds true under condition (C). Hence by Theorem 5.29 in [15] , we only need to prove
It follows from (A), one has
Then by (11) , (14) , and (15), for all x ∈ R N and a.e. t ∈ [0, T ], we obtain
So based on (8), (9) , (16), and (7), for every u ∈H 1 T , we have
Hence, there exist constants b > 0 and ρ ∈ (0, 1) such that
Now we prove (l 2 ). By (4), for
there exists δ 3 > 0 such that
Hence, for all x ∈ R N and t ∈ [0, T ], we obtain
LetH 1 T = R N ⊕ span{e}, where e = e 1 sin(ωt), e 1 = (1, 0, . . ., 0) ∈ R N . By calculation, it is very easy to know that e 1. We know dim(H 1 T ) < ∞, thus there exists δ > 0 such that 
Then for every x + se ∈ Q, by (19) and (20), one has
By ( 
If s = 0, for all x ∈ R N , by (2) we have
So by (22)- (25), we obtain
Thus (l 2 ) is proved. Hence there is a non-constant T -periodic solution of system (1). 2
Proof of Theorem 2.
Replace T by kT in the definitions of H 1 T ,H 1 T , ϕ, and ϕ in Theorem 1, then we obtain the corresponding spaces and functions H 1 kT ,H 1 kT , ϕ k , and ϕ k , respectively. Let us point out that the norm · in the following is defined on H 1
kT . Substitute T with kT in Lemma 1, we can obtain that ϕ k satisfies condition (C). So by the Generalized Mountain Pass Theorem, we need to prove ϕ k satisfies (l 1 ) and (l 2 ) for every k ∈ N . Following from (A), (3 ), and (5), in a similar way to the proof of (16) in Theorem 1, we have
for all x ∈ R N and a.e. t ∈ [0, kT ], where 0 < ε 1 <
. Thus in place of T with kT in (17) and by (27), for every u ∈H 1 kT , we have 
Hence by (28)- (30) and (33), we obtain (l 2 ) for every k ∈ N . So ϕ k at least has a critical point u k for every k ∈ N and
Furthermore there is a k 1 ∈ N such that u k = u 1 for all k k 1 By the same way, we can obtain a sequence {u k j } of distinct nonzero solutions of system (1) . Now the proof of Theorem 2 is over. 2
