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Abstract
This paper concerns space-sphere point processes, that is, point processes on
the product space of Rd (the d-dimensional Euclidean space) and Sk (the k-
dimensional sphere). We consider specific classes of models for space-sphere
point processes, which are adaptations of existing models for either spheri-
cal or spatial point processes. For model checking or fitting, we present the
space-sphere K-function which is a natural extension of the inhomogeneous
K-function for point processes on Rd to the case of space-sphere point pro-
cesses. Under the assumption that the intensity and pair correlation function
both have a certain separable structure, the space-sphere K-function is shown
to be proportional to the product of the inhomogeneous spatial and spherical
K-functions. For the presented space-sphere point process models, we discuss
cases where such a separable structure can be obtained. The usefulness of the
space-sphere K-function is illustrated for real and simulated datasets with
varying dimensions d and k.
Keywords: First and second order separability, functional summary statistic,
log Gaussian Cox process, pair correlation function, shot noise Cox process.
1 Introduction
Occasionally point processes arise on more complicated spaces than the usual space
Rd, the d-dimensional Euclidean space, as for spatio-temporal point processes, spher-
ical point processes or point processes on networks (see Dvořák and Prokešová,
2016; Lawrence et al., 2016; Møller and Rubak, 2016; Baddeley et al., 2017, and
the references therein for details on such point processes). In this paper we consider
space-sphere point processes that live on the product space S = Rd × Sk, where
Sk = {u ∈ Rk+1 : ‖u‖k+1 = 1} is the k-dimensional unit sphere, ‖ · ‖k denotes the
usual distance in Rk, and d, k ∈ {1, 2, . . .}. For each point (y, u) ∈ S belonging to a
given space-sphere point process, we call y its spatial component and u its spherical
component. Assuming local finiteness of a space-sphere point process, the spatial
components constitute a locally finite point process in Rd, but the spherical compo-
nents do not necessarily form a finite point process on Sk. However, in practice the
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spatial components are only considered within a bounded window W ⊂ Rd, and the
associated spherical components do constitute a finite point process.
One example is the data shown in Figure 1 that consists of the location and
orientation of a number of pyramidal neurons found in a small area of a healthy
human’s primary motor cortex. More precisely, the locations are three-dimensional
coordinates each describing the placement of a pyramidal neuron’s nucleolus, and
the orientations are unit vectors pointing from a neuron’s nucleolus toward its apical
dendrite. These data can be considered as a realisation of a space-sphere point
process with dimensions d = 3 and k = 2, where the spatial components describe the
nucleolus locations and the spherical components are the orientations. How neurons
(of which around 75 % to 80 % are pyramidal neurons) are arranged have been widely
discussed in the literature. Specifically, it is hypothesised that neurons are arranged
in columns perpendicular to the pial surface of the brain. This hypothesis, referred to
as the minicolumn hypothesis, have been studied for more than half a century (see
e.g. Lorente de Nó, 1938; Mountcastle, 1978; Buxhoeveden and Casanova, 2002),
and it is believed that deviation from such a columnar structure is linked with
neurological diseases such as Alzheimers and schizophrenia.
Another example is the time and geographic location of fireballs, which are bright
meteors reaching a visual magnitude of−3 or brighter. They are continually recorded
by U.S. Government sensors and made available at http://neo.jpl.nasa.gov/
fireballs/. We can consider fireball events as a space-sphere point process with
dimensions d = 1 and k = 2, where the time and locations are the spatial and
spherical components, respectively. Figure 2 shows the location of fireballs on the
globe (identified with the unit sphere) observed over a time period of about 606
weeks.
The paper is organised as follows. In Section 2, we define concepts related to
space-sphere point processes and give some natural examples of such processes. In
Section 3, we define the space-sphere K-function, a functional summary statistic
which is analogue to the space-time K-function when d = 2 and Sk is replaced by
the time axis (Diggle et al., 1995; Gabriel and Diggle, 2009; Møller and Ghorbani,
2012). The space-sphere K-function is defined in terms of the pair correlation func-
tion which is assumed to have a certain stationary form. In the case where both the
intensity and pair correlation function have a specific separable structure discussed
in Section 4, the space-sphere K-function is shown to be proportional to the prod-
uct of the spatial K-function (Baddeley et al., 2000) and the spherical K-function
(Lawrence et al., 2016; Møller and Rubak, 2016). Further, an unbiased estimate is
given in Section 5. In Section 6, the usefulness of the space-sphere K-function is
illustrated for the fireball and neuron data as well as for simulated data, and it is
e.g. seen how the K-function may be used to test for independence between the
spatial and spherical components.
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Figure 1: Location and orientation of pyramidal neurons in a small section of a human
brain. For details, see Section 6.2.
Figure 2: Top: orthographic projection of the fireball locations. Bottom: time of fireball
events measured in weeks. For details, see Section 6.1.
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2 Preliminaries
2.1 Setting
Throughout this paper we consider the following setting.
Equip Rd with the Lebesgue measure |A| = ∫
A
dy and Sk with Lebesgue/surface
measure ν(B), where A ⊆ Rd and B ⊆ Sk are Borel sets. Thus, the product space
S = Rd × Sk is equipped with Lebesgue measure µ given by µ(A×B) = |A|ν(B).
Let X be a simple locally finite point process on S, that is, we can view X as
a random subset of S such that the restriction XB = X ∩ B of X to any bounded
set B ⊂ S is finite. We call X a space-sphere point process, and assume that it has
intensity function ρ with respect to µ and pair correlation function g with respect
to the product measure µ⊗ µ. That is, for any Borel function h : S 7→ [0,∞),
E
{ ∑
(yi,ui)∈X
h(yi, ui)
}
=
∫
h(y, u)ρ(y, u) dµ(y, u), (2.1)
provided this integral is finite. We say that X is (first order) homogeneous if ρ is a
constant function. Furthermore, for any Borel function k : S × S 7→ [0,∞),
E
{ 6=∑
(yi,ui),(yj ,uj)∈X
k(yi, ui, yj, uj)
}
=
∫∫
k(y1, u1, y2, u2)ρ(y1, u1)ρ(y2, u2)g(y1, u1, y2, u2) dµ(y1, u1) dµ(y2, u2),
(2.2)
provided this double integral is finite. Here, we set g(y1, u1, y2, u2) = 0 if ρ(y1, u1) ·
ρ(y2, u2) = 0, and
∑6=
(yi,ui),(yj ,uj)∈X means that we sum over pairs of distinct points
(yi, ui), (yj, uj) ∈ X.
The functions ρ and g are unique except for null sets with respect to µ and
µ ⊗ µ, respectively. For ease of presentation, we ignore null sets in the following.
Note that g(y1, u1, y2, u2) = g(y2, u2, y1, u1) is symmetric on S × S. We say that X
is stationary in space if its distribution is invariant under translations of its spatial
components; this implies that ρ(y, u) depends only on u, and g(y1, u1, y2, u2) depends
only on (y1, y2) through the difference y1 − y2. If the distribution of X is invariant
under rotations (about the origin in Rd) of its spatial components, we say that X
is isotropic in space. Stationarity and isotropy in space imply that g(y1, u1, y2, u2)
depends only on (y1, y2) through the distance ‖y1− y2‖d. We say that X is isotropic
on the sphere if its distribution is invariant under rotations (on Sk) of its spherical
components; this implies that g(y1, u1, y2, u2) depends only on (u1, u2) through the
geodesic (great circle/shortest path) distance d(u1, u2) on Sk. If X is stationary in
space and isotropic on the sphere, then ρ is constant and
g(y1, u1, y2, u2) = g0{y1 − y2, d(u1, u2)}, y1, y2 ∈ Rd, u1, u2 ∈ Sk, (2.3)
depends only on (y1, y2) through y1 − y2 and on (u1, u2) through d(u1, u2) (this
property is studied further in Section 3). If it is furthermore assumed that X is
isotropic in space, then
g(y1, u1, y2, u2) = g∗{‖y1 − y2‖d, d(u1, u2)}, y1, y2 ∈ Rd, u1, u2 ∈ Sk,
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depends only on (y1, y2) through ‖y1 − y2‖d and on (u1, u2) through d(u1, u2).
The spatial components of X constitute a usual spatial point process Y = {y :
(y, u) ∈ X}, which is locally finite, whereas the spherical components constitute
a point process on the sphere U = {u : (y, u) ∈ X} that may be infinite on the
compact set Sk. Let W ⊂ Rd be a bounded Borel set, which we may think of as a
window where the spatial components YW = Y ∩W are observed. As X is locally
finite, the spherical components associated with YW constitute a finite point process
UW = {u : (y, u) ∈ X, y ∈ W} on Sk. Let N = N(W ) denote the cardinality of
YW . To avoid trivial and undesirable cases, we assume that |W | > 0 and that the
following inequalities hold:
0 < E(N) <∞ (2.4)
and
0 < E{N(N − 1)} <∞, (2.5)
where, by (2.1)–(2.2),
E(N) =
∫
W×Sk
ρ(y, u) dµ(y, u)
and
E{N(N − 1)}
=
∫
W×Sk
∫
W×Sk
ρ(y1, u1)ρ(y2, u2)g(y1, u1, y2, u2) dµ(y1, u1) dµ(y2, u2).
Note that Y has intensity function ρ1 and pair correlation function g1 given by
ρ1(y) =
∫
ρ(y, u) dν(u), y ∈ Rd, (2.6)
and
ρ1(y1)ρ1(y2)g1(y1, y2) =
∫∫
ρ(y1, u1)ρ(y2, u2)g(y1, u1, y2, u2) dν(u1) dν(u2) (2.7)
for y1, y2 ∈ Rd, where we set g1(y1, y2) = 0 if ρ1(y1)ρ1(y2) = 0. This follows from
(2.1)–(2.2) and definitions of the intensity and pair correlation function for spatial
point processes (see e.g. Møller and Waagepetersen, 2004). Clearly, if X is stationary
in space, then Y is stationary, ρ1 is constant, and g1(y1, y2) is stationary, that is,
it depends only on y1 − y2. If in addition X is isotropic in space, then g1(y1, y2) is
isotropic, that is, it depends only on ‖y1 − y2‖d. On the other hand if Y is station-
ary (or isotropic) and the spherical components are independent of Y , then X is
stationary (or isotropic) in space.
Similarly, using definitions of the intensity and pair correlation function for point
processes on the sphere (Lawrence et al., 2016; Møller and Rubak, 2016), UW has
intensity function ρ2 (with respect to ν) and pair correlation function g2 (with respect
to ν ⊗ ν) given by
ρ2(u) =
∫
W
ρ(y, u) dy, u ∈ Sk, (2.8)
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and
ρ2(u1)ρ2(u2)g2(u1, u2) =
∫
W
∫
W
ρ(y1, u1)ρ(y2, u2)g(y1, u1, y2, u2) dy1 dy2 (2.9)
for u1, u2 ∈ Sk, where we set g2(u1, u2) = 0 if ρ2(u1)ρ2(u2) = 0. Note that we
suppress in the notation that ρ2 and g2 depend on W . Obviously, if X is isotropic
on the sphere, then ρ2 is constant and g2(u1, u2) is isotropic as it depends only on
d(u1, u2).
2.2 Examples
The following examples introduce the point process models considered in this paper.
Example 1 (Poisson and Cox processes). First, suppose X is a Poisson process
with a locally integrable intensity function ρ. This means that, the count N(A) =
#XA is Poisson distributed with mean
∫
A
ρ(y, u) dµ(y, u) for any bounded Borel set
A ⊂ S and, conditional on N(A), the points in XA are independent and identically
distributed (IID) with a density proportional to ρ restricted to A. Note that g = 1.
Further, X is stationary in space and isotropic on the sphere if and only if ρ is
constant, in which case we call X a homogeneous Poisson process with intensity ρ.
Furthermore, Y and UW are Poisson processes, so g1 = 1 and g2 = 1.
Second, let Λ = {Λ(y, u) : (y, u) ∈ S} be a non-negative random field so that
with probability one
∫
A
Λ(y, u) dµ(y, u) is finite for any bounded Borel set A ⊂ S. If
X conditioned on Λ is a Poisson process with intensity function Λ, then X is said to
be a Cox process driven by Λ (Cox, 1955). Clearly, the intensity and pair correlation
functions of X are
ρ(y, u) = E{Λ(y, u)}, y ∈ Rd, u ∈ Sk, (2.10)
and
ρ(y1, u1)ρ(y2, u2)g(y1, u1, y2, u2) = E{Λ(y1, u1)Λ(y2, u2)},
for y1, y2 ∈ Rd, u1, u2 ∈ Sk. To separate the intensity function ρ from random
effects, it is convenient to work with a so-called residual random field R = {R(y, u) :
(y, u) ∈ S} fulfilling Λ(y, u) = ρ(y, u)R(y, u), so E{R(y, u)} = 1 (see e.g. Møller and
Waagepetersen, 2007; Diggle, 2014). Then
g(y1, u1, y2, u2) = E{R(y1, u1)R(y2, u2)}, y1, y2 ∈ Rd, u1, u2 ∈ Sk, (2.11)
whenever ρ(y1, u1)ρ(y2, u2) > 0.
Note that projected point processes Y and UW are Cox processes driven by the
random fields {∫Sk Λ(y, u) dν(u) : y ∈ Rd} and {∫W Λ(y, u) dy : u ∈ Sk}, respectively.
Their intensity and pair correlation functions are specified by (2.6)–(2.9).
Example 2 (Log Gaussian Cox processes). A Cox process X is called a log Gaus-
sian Cox process (LGCP ; Møller et al., 1998) if the residual random field is of the
form R = exp(Z), where Z is a Gaussian random field (GRF) with mean function
µ(y, u) = −c(y, u, y, u)/2, where c is the covariance function of Z. Note that X has
pair correlation function
g(y1, u1, y2, u2) = exp [c{(y1, u1), (y2, u2)}] , y1, y2 ∈ Rd, u1, u2 ∈ Sk. (2.12)
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Example 3 (Marked point processes). It is sometimes useful to view X as a marked
point process (see e.g. Daley and Vere-Jones, 2003; Illian et al., 2008), where the
spatial components are treated as the ground process and the spherical components
as marks. Often it is of interest to test the hypothesis H0 that the marks are IID
and independent of the ground process Y . Under H0, with each mark following a
density p with respect to ν, the intensity is
ρ(y, u) = ρ1(y)p(u), y ∈ Rd, u ∈ Sk,
and the pair correlation function
g(y1, u1, y2, u2) = g1(y1, y2), y1, y2 ∈ Rd, u1, u2 ∈ Sk,
does not depend on (u1, u2).
In some situations, it may be more natural to look at it conversely, that is,
treating UW as the ground process and YW as marks. Then similar results for ρ and
g may be established by interchanging the roles of points and marks.
Example 4 (Independently marked determinantal point processes). Considering a
space-sphere point process X as a marked point process that fulfils the hypothesis
H0 given in Example 3, we may let the ground process Y be distributed according
to any point process model of our choice regardless of the marks U . For instance, in
case of repulsion between the points in Y , a determinantal point process (DPP) may
be of interest because of its attractive properties (see Lavancier et al., 2015, and the
references therein). Briefly, a DPP is defined by a so-called kernel C : Rd×Rd → C,
which we assume is a complex covariance function, that is, C is positive semi-definite
and Hermitian. Furthermore, let ρ(n)1 denote the nth order joint intensity function
of Y , that is, ρ(1)1 = ρ1 is the intensity and ρ(2)1 (y1, y2) = ρ1(y1)ρ1(y2)g1(y1, y2) for
y1, y2 ∈ Rd, while we refer to Lavancier et al. (2015) for the general definition of ρ(n)1
which is an extension of (2.6)–(2.7). If for all n = 1, 2, . . . ,
ρ(n)1 (y1, . . . , yn) = det{C(yi, yj)}i,j=1,...,n, y1, . . . , yn ∈ Rd,
where det{C(yi, yj)}i,j=1,...,n is the determinant of the n× n matrix with (i, j)-entry
C(yi, yj), we call Y a DPP with kernel C and refer to X as an independently marked
DPP. It follows that Y has intensity function ρ(y) = C(y, y) and pair correlation
function
g1(y1, y2) = 1− |R(y1, y2)|2, y1, y2 ∈ Rd,
whenever ρ(y1)ρ(y2) > 0, where R(y1, y2) = C(y1, y2)/
√
C(y1, y1)C(y2, y2) is the
correlation function corresponding to C and |z| denotes the modulus of z ∈ C.
Alternatively, we may look at a DPP on the sphere (Møller et al., 2018), that
is, modelling UW as a DPP while considering YW as the marks and impose the
conditions of IID marks independent of UW .
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3 The space-sphere K-function
3.1 Definition
When (2.3) holds we say that the space-sphere point process X is second order
intensity-reweighted stationary (SOIRS) and define the space-sphere K-function by
K(r, s) =
∫
‖y‖d≤r, d(u,e)≤s
g0{y, d(u, e)} dµ(y, u), r ≥ 0, 0 ≤ s ≤ pi, (3.1)
where e ∈ Sk is an arbitrary reference direction. This definition does not depend
on the choice of e, as the integrand only depends on u ∈ Sk through its geodesic
distance to e and ν(·) is a rotation invariant measure. For example, we may let
e = (0, . . . , 0, 1) ∈ Sk be the “North Pole”.
Let σk = ν(Sk) = 2pi(k+1)/2/Γ{(k + 1)/2} denote the surface measure of Sk. For
any Borel set B ⊂ Rd with 0 < |B| <∞, we easily obtain from (2.2) and (3.1) that
K(r, s)
=
1
|B|σk
∫∫
y1∈B, ‖y1−y2‖d≤r, d(u1,u2)≤s
g0{y1 − y2, d(u1, u2)} dµ(y1, u1) dµ(y2, u2)
=
1
|B|σkE
[ 6=∑
(yi,ui),(yj ,uj)∈X
I{yi ∈ B, ‖yi − yj‖d ≤ r, d(ui, uj) ≤ s}
ρ(yi, ui)ρ(yj, uj)
]
(3.2)
for r ≥ 0, 0 ≤ s ≤ pi, where I(·) denotes the indicator function. The relation given
by (3.2) along with the requirement that the expression in (3.2) does not depend on
the choice of B could alternatively have been used as a more general definition of
the space-sphere K-function. Such a definition is in agreement with the one used in
Baddeley et al. (2000) for SOIRS of a spatial point process. It is straightforward to
show that (3.2) does not depend on B when X is stationary in space.
For r, s > 0 and (y1, u1), (y2, u2) ∈ S, we say that (y1, u1) and (y2, u2) are (r, s)-
close neighbours if ‖y1 − y2‖d ≤ r and d(u1, u2) ≤ s. If X is stationary in space
and isotropic on the sphere, then (3.2) shows that ρK(r, s) can be interpreted as
the expected number of further (r, s)-close neighbours in X of a typical point in X.
More formally, this interpretation relates to the reduced Palm distribution (Daley
and Vere-Jones, 2003).
Some literature treating marked point processes discuss the so-called mark-
weighted K-function (see e.g. Illian et al., 2008; Koubek et al., 2016), which to some
extent resembles the space-sphere K-function in a marked point process context;
both are cumulative second order summary functions that consider points as well
as marks. However, the mark-weighted K-function has an emphasis on the marked
point process setup (and considers e.g. ρ1 rather than ρ), whereas the space-sphere
K-function is constructed in such a way that it is an analogue to the planar/spherical
K-function for space-sphere point processes.
Example 1 continued (Poisson and Cox processes). A Poisson process is clearly
SOIRS and K(r, s) is simply the product of the volume of a d-dimensional ball with
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radius r and the surface area of a spherical cap given by {u ∈ Sk : d(u, e) ≤ s} for
an arbitrary e ∈ Sk (see Li, 2011, for formulas of this area). Thus, for r ≥ 0, the
space-sphere K-function is
KPois(r, s) =

rdpi(d+k+1)/2
Γ(1+d/2)Γ{(k+1)/2}Isin2(s)
(
k
2
, 1
2
)
, 0 ≤ s ≤ pi
2
,
rdpi(d+k+1)/2
Γ(1+d/2)Γ{(k+1)/2}{2− Isin2(pi−s)(k2 , 12)}, pi2 < s ≤ pi,
where Ix(a, b) is the regularized incomplete beta function. In particular, if k = 2,
Isin2(s)(
k
2
, 1
2
), 0 ≤ s ≤ pi
2
2− Isin2(pi−s)(k2 , 12), pi2 < s ≤ pi
}
= 1− cos(s).
If the residual random field R in (2.11) is invariant under translations in Rd and
under rotations on Sk, then the associated Cox process is SOIRS. The evaluation of
g (and thus K) depends on the particular model of R as exemplified in Example 2
below and in Section 7.
Example 2 continued (LGCPs). Suppose that the distribution of R is invariant
under translations in Rd and under rotations on Sk, and recall that R is required to
have unit mean. Then the underlying GRF Z has a covariance function of the form
c(y1, u1, y2, u2) = c0{y1 − y2, d(u1, u2)}, y1, y2 ∈ Rd, u1, u2 ∈ Sk,
and EZ(y, u) = −σ2/2 for all y ∈ Rd and u ∈ Sk, where σ2 = c0(0, 0) is the variance.
It then follows from (2.12) that X is SOIRS with
g0(y, s) = exp{c0(y, s)}, y ∈ Rd, 0 ≤ s ≤ pi. (3.3)
4 Separability
4.1 First order separability
We call the space-sphere point process X first order separable if there exist non-
negative Borel functions f1 and f2 such that
ρ(y, u) = f1(y)f2(u), y ∈ Rd, u ∈ Sk.
By (2.4), (2.6), and (2.8) this is equivalent to
ρ(y, u) = ρ1(y)ρ2(u)/E(N), y ∈ Rd, u ∈ Sk, (4.1)
recalling that ρ2 and N depend on W , but ρ2/EN does not depend on the choice
of W . Then, in a marked point process setup where the spherical components are
treated as marks, ρ2(·)/E(N) is the density of the mark distribution. First order
separability was seen in Example 3 to be fulfilled under the assumption of IID
marks independent of the ground process. Moreover, any homogeneous space-sphere
point process is clearly first order separable. In practice, first order separability is a
working hypothesis which may be hard to check.
9
4.2 Second order separability
If there exist Borel functions k1 and k2 such that
g(y1, u1, y2, u2) = k1(y1, y2)k2(u1, u2), y1, y2 ∈ Rd, u1, u2 ∈ Sk,
we call X second order separable. Assuming first order separability, it follows by
(2.5), (2.7), (2.9), and (4.1) that second order separability is equivalent to
g(y1, u1, y2, u2) = βg1(y1, y2)g2(u1, u2), y1, y2 ∈ Rd, u1, u2 ∈ Sk, (4.2)
where
β = E(N)2/E{N(N − 1)}
and noting that β and g2 depend on W , but βg2 does not depend on the choice
of W . The value of β may be of interest: for a Poisson Process, β = 1; for a Cox
process, var(N) ≥ E(N) (see e.g. Møller and Waagepetersen, 2004), so β ≤ 1; for
an independently marked DPP, β ≥ 1 (Lavancier et al., 2015).
Example 1 continued (Poisson and Cox processes). Clearly, when X is a Poisson
process, it is second order separable. Assume instead that X is a Cox process and
the residual random field is separable, that is, R(y, u) = R1(y)R2(u), where R1 =
{R1(y) : y ∈ Rd} and R2 = {R2(u) : u ∈ Sk} are independent random fields. Then,
by (2.11), X is second order separable and
g(y1, u1, y2, u2)
= E{R1(y1)R1(y2)}E{R2(u1)R2(u2)}, y1, y2 ∈ Rd, u1, u2 ∈ Sk.
Example 2 continued (LGCPs). If X is a LGCP driven by Λ(y, u) = ρ(y, u) ·
exp{Z(y, u)}, second order separability is implied if Z1 = logR1 and Z2 = logR2 are
independent GRFs so that Z(y, u) = Z1(y)+Z2(u). Then, by the imposed invariance
properties of the distribution of the residual random field, Z1 must be stationary with
a stationary covariance function c1(y1, y2) = c01(y1 − y2) and mean −c01(0)/2, and
Z2 must be isotropic with an isotropic covariance function c2(u1, u2) = c02{d(u1, u2)}
and mean −c02(0)/2. Consequently, in (3.3), c0(y, s) = c01(y) + c02(s) for y ∈ Rd
and 0 ≤ s ≤ pi.
Example 3 continued (marked point processes). Consider the space-sphere point
process X as a marked point process with marks in Sk. As previously seen, first and
second order separability is fulfilled under the assumption of IID marks independent
of the ground process, but we may in fact work with weaker conditions to ensure
the separability properties as follows. Assume that each mark is independent of
the ground process Y and the marks are identically distributed following a density
function p with respect to ν. Then the first order separability condition (4.1) is
satisfied with ρ2(u) = E(N)p(u) for u ∈ Sk. In addition, assuming the conditional
distribution of the marks given Y is such that any pair of marks is independent of
Y and follows the same joint density q(·, ·) with respect to ν ⊗ ν, it is easily seen
that the second order separability condition (4.2) is satisfied with
g2(u1, u2) =
q(u1, u2)
βp(u1)p(u2)
, u1, u2 ∈ Sk,
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whenever ρ2(u1)ρ2(u2) > 0. If we also have pairwise independence between the
marks, that is, q(u1, u2) = p(u1)p(u2), then the pair correlation function g(y1, u1,
y2, u2) = g1(y1, y2) does not depend on (u1, u2) and g2(u1, u2) = 1/β is constant.
Note that this implies g2 ≤ 1 for an independently marked DPP, reflecting that even
when the marks are drawn independently of Y the behaviour of the points implicitly
affects the marks as the number of points is equal to the number of marks.
Again, the roles of points and marks may be switched resulting in statements
analogue to those above.
4.3 Assuming both SOIRS and first and second order
separability
Suppose that X is both SOIRS and first and second order separable. Then the space-
sphereK-function can be factorized as follows. Note that Y and UW are SOIRS since
there by (2.3), (2.7), (2.9), and (4.1) exist Borel functions g01 and g02 such that
g1(y1, y2) = g01(y1 − y2)
=
∫∫
ρ2(u1)
E(N)
ρ2(u2)
E(N)
g0{y1 − y2, d(u1, u2)} dν(u1) dν(u2)
(4.3)
for y1, y2 ∈ Rd with ρ1(y1)ρ1(y2) > 0, and
g2(u1, u2) = g02{d(u1, u2)}
=
∫
W
∫
W
ρ1(y1)
E(N)
ρ1(y2)
E(N)
g0{y1 − y2, d(u1, u2)} dy1 dy2
(4.4)
for u1, u2 ∈ Sk with ρ2(u1)ρ2(u2) > 0. Hence, the inhomogeneous K-function for the
spatial components in Y (introduced in Baddeley et al., 2000) is
K1(r) =
∫
‖y‖d≤r
g01(y) dy, r ≥ 0,
and the inhomogeneous K-function for the spherical components in UW (introduced
in Lawrence et al., 2016; Møller and Rubak, 2016) is
K2(s) =
∫
d(u,e)≤s
g02{d(u, e)} dν(u), 0 ≤ s ≤ pi,
where e ∈ Sk is arbitrary. Combining (3.1) and (4.2)–(4.4), we obtain
K(r, s) = βK1(r)K2(s), r ≥ 0, 0 ≤ s ≤ pi.
Note that, if X is a first order separable Poisson process, then D(r, s) = K(r, s) −
K1(r)K2(s) is 0, and an estimate of D may also be used as a functional summary
statistic when testing a Poisson hypothesis.
11
5 Estimation of K-functions
In this section, we assume for specificity that the observation window is W × Sk,
whereW ⊂ Rd is a bounded Borel set, and a realisation XW×Sk = xW×Sk is observed;
in Section 7, we discuss other cases of observation windows. We let YW = yW and
UW = uW be the corresponding sets of observed spatial and spherical components.
First, assume that ρ1 and ρ2 are known. Following Baddeley et al. (2000), we
estimate K1 by
Kˆ1(r) =
6=∑
yi,yj∈yW
I(‖yi − yj‖d ≤ r)
w1(yi, yj)ρ1(yi)ρ1(yj)
, r ≥ 0, (5.1)
where w1 is an edge correction factor on Rd. If we let w1(yi, yj) = |W ∩ Wyi−yj |
be the translation correction factor (Ohser, 1983), where Wy = {y + z : z ∈ W}
denotes the translation of W by y ∈ Rd, then Kˆ1 is an unbiased estimate of K1
(see e.g. Lemma 4.2 in Møller and Waagepetersen, 2004). For d = 1, we may instead
use the temporal edge correction factor with w1(yi, yj) = |W | if [yi−yj, yi+yj] ⊆ W
and w1(yi, yj) = |W |/2 otherwise (Diggle et al., 1995; Møller and Ghorbani, 2012).
Moreover, for estimation of K2, we use the unbiased estimate
Kˆ2(s) =
1
σk
6=∑
ui,uj∈uW
I{d(ui, uj) ≤ s}
ρ2(ui)ρ2(uj)
, 0 ≤ s ≤ pi, (5.2)
cf. Lawrence et al. (2016) and Møller and Rubak (2016). A natural extension of the
above estimates gives the following estimate of K:
Kˆ(r, s) =
1
σk
6=∑
(yi,ui),(yj ,uj)∈xW×Sk
I{‖yi − yj‖d ≤ r, d(ui, uj) ≤ s}
w1(yi, yj)ρ(yi, ui)ρ(yj, uj)
(5.3)
for r ≥ 0, 0 ≤ s ≤ pi. This is straightforwardly seen to be an unbiased estimate
when w1 is the translation correction factor.
Second, in practice we need to replace ρ1 in (5.1), ρ2 in (5.2), and ρ in (5.3) by
estimates, as exemplified in Section 6. This may introduce a bias.
6 Data examples
6.1 Fireball locations over time
Figure 2 shows the time and location of n = 344 fireballs observed over a time pe-
riod from 2005-01-01 03:44:09 to 2016-08-12 23:59:59 corresponding to a time
frame W of about 606 weeks. The data can be recovered at http://neo.jpl.nasa.
gov/fireballs/ using these time stamps. Figure 2 reveals no inhomogeneity of nei-
ther fireball locations or event times. Therefore we assumed first order homogeneity,
and used the following unbiased estimates for the intensities:
ρˆ1 = n/|W | = 0.57, ρˆ2 = n/(4pi) = 27.37, ρˆ = n/(4pi|W |) = 0.05.
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Figure 3: Left: Kˆ1(r)−2r for the fireball event times (solid curve) along with a 95% global
rank envelope (grey area) under a homogeneous Poisson model on the time interval for the
observed events. Right: Kˆ2(s)−2pi{1− cos(s)} for the fireball locations (solid curve) along
with a 95% global rank envelope (grey area) under a homogeneous Poisson model on S2.
Then Kˆ1, Kˆ2, and Kˆ (with w1 in (5.1) and (5.3) equal to the temporal edge correction
factor) were used as test functions in three different global rank envelope tests for
testing whether fireball event times, locations, and locations over time each could be
described by a homogeneous Poisson model with estimated intensity ρˆ1, ρˆ2, and ρˆ,
respectively. Appendix A provides a brief account on global rank envelope tests; see
also Myllymäki et al. (2017). Under each of the three fitted Poisson processes and
using 2499 simulations (as recommended in Myllymäki et al., 2017), we obtained
p-intervals of (0.028, 0.040) for the event times, (0.908, 0.908) for the locations, and
(0.445, 0.516) for the locations over time. The associated 95% global rank envelopes
for Kˆ1 and Kˆ2 are shown in Figure 3, and the difference between Kˆ and the upper
and lower 95% global rank envelope is shown in Figure 4. Since Kˆ2 and Kˆ stay
inside the 95% global rank envelopes for the considered distances on Sk and R× Sk,
there is no evidence against a homogeneous Poisson model for neither locations or
locations over time. On the other hand, with a conservative p-value of 4%, the global
rank envelope test based on Kˆ1 indicates that a homogeneous Poisson model for the
event times is not appropriate. However, the observed test function Kˆ1(r) falls only
outside the envelope in Figure 3 for large values of r. Thus, choosing a slightly
smaller interval of r-values would lead to a different conclusion.
As an alternative to the space-sphere K-function, we considered the summary
function D(r, s) which in case of a Poisson process is 0. Estimating D by Dˆ(r, s) =
Kˆ(r, s) − Kˆ1(r)Kˆ2(s), we performed a global rank envelope test with D as test
function. The resulting test gave a p-interval of (0.537, 0.564) which is similar to the
one obtained using Kˆ as test function.
6.2 Location and orientation of pyramidal neurons
We now return to the space-sphere point pattern concerning location and orientation
of pyramidal neurons described in Section 1, which is a data set collected by Ali
H. Rafati, a biomedical and clinical scientist. The point pattern is observed on
13
0
5
10
15
20
25
30
0 0.2 0.4 0.6
s  (radians)
0
20
40
60
80
10
0
12
0
14
0
r 
 (w
e
e
ks
)
 5  5 
 
5 
 5 
 5 
 5 
 5 
 5 
 5 
 5 
 5 
 5 
 10 
 10 
 10 
 10 
 10 
 10 
 10 
 10 
 10 
 10 
 10 
 10  10 
 10 
 15 
 
15 
 15 
 15 
 
15
 
 15 
 
15
 
 20  
20
 
 25 
0
10
20
30
40
50
60
70
0 0.2 0.4 0.6
s  (radians)
0
20
40
60
80
10
0
12
0
14
0
r 
 (w
e
e
ks
)
 10 
 10 
 10 
 20 
 20 
 20 
 20 
 30 
 40 
 50 
 
50
 
 60 
 
70
 
Figure 4: Difference between Kˆ(r, s) for the observed fireball locations over time and
the lower (Kˆlow) or upper (Kˆupp) 95% global rank envelope under a homogeneous Poisson
model on W × S2. Left: Kˆ(r, s)− Kˆlow(r, s). Right: Kˆupp(r, s)− Kˆ(r, s).
W × S2, where W ⊂ R3 is the rectangular box shown in Figure 1 with side lengths
492.7 µm, 132.0 µm, and 407.7 µm. Due to the way data was collected, 46 neurons in
the original dataset had an orientation/unit vector lying exactly in the x-z plane,
meaning that the orientations of these 46 neurons are located only on a great circle
of S2. To keep the analysis simple we disregarded these neurons, resulting in a dataset
consisting of n = 504 neurons. Below we initially discuss an appropriate parametric
forms of the intensity for the locations and orientations and how to estimate the
intensity parameters. Then we investigate whether the orientations and locations
can be described by a Poisson model with the proposed intensity, where we first
consider the data as two separate point patterns (a spatial point pattern describing
the locations and a spherical point pattern describing the orientations) and next as
a space-sphere point pattern.
Figure 1 reveals no inhomogeneity for the neuron locations, whereas it is evident
that the orientations are inhomogeneous pointing mostly toward the pial surface of
the brain (the plane perpendicular to the z-axis). Thus, we estimated the intensity of
the locations by ρˆ1 = n/|W | = 1.9×10−5, and for the orientations we let the intensity
be ρ2(u) = cf(u), where c is a positive parameter and f is a density on S2 which
we model as follows. Figure 5 indicates that the orientations arise from a mixture
of two distributions; one distribution with points falling close to the North Pole and
another with points falling in a narrow girdle. Therefore, we let f(u) = pfK(u) +
(1− p)fW (u) be the mixture density of a Kent and a Watson distribution on S2 (see
e.g. Fisher et al., 1987, for a detailed description of these spherical distributions).
In brief, the Kent density, fK , depends on five parameters (three directional, one
concentration, and one ovalness parameter), and its contours are oval with centre and
form specified by the directional parameters. Depending on the values of the ovalness
and concentration parameter, the Kent distribution is either uni- or bimodal. Here,
to account for the large number of points centred around the North Pole, we consider
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the unimodal Kent distribution. Furthermore, the Watson density, fW , depends on
two parameters; a directional parameter determining the centres of the density’s
circular contours, and a concentration parameter controlling where and how fast the
density peaks. Depending on the sign of the concentration parameter, the density
either decreases or increases as the geodesic distance to the centres of the contours
increases, giving rise to either a bimodal or girdle shaped distribution. Since the
Watson distribution shall describe the orientations on the girdle, the concentration
parameter must be negative.
The nine parameters of the proposed intensity function ρ2 were estimated as
follows. We naturally estimate c by n. The orientations occurring on the southern
hemisphere are presumed to come from the Watson distribution, while the orien-
tations on the northern hemisphere come from both distributions. Therefore, and
because theWatson density on the northern hemisphere is a reflection of the southern
hemisphere, we simply estimated the mixture probability by pˆ = 1− 2ns/n = 0.94,
where ns is the observed number of points on the southern hemisphere. The di-
rectional parameters were chosen based on expectations expressed by the scientist
behind the data collections, which were supported by visual inspection of the data;
e.g. the directional parameter for the Kent distribution that determines the centre of
the contours was chosen as the North Pole corresponding to the direction perpendic-
ular to the pial surface and consistent with Figure 5. Finally, the concentration and
ovalness parameters were estimated by numerical maximization of their likelihood
function, giving the estimated density
fˆ(u) = 0.94CK exp{14.89u3 + 2.69(u21 − u22)}+ 0.06CW exp(−7.88u22),
where u = (u1, u2, u3) ∈ S2 and CK , CW are normalising constants (see Fisher et al.,
1987, for details). Figure 5 suggests that the fitted density (and associated marginal
densities found by numerical integration of fˆ) adequately describe the distribution
of the observed orientations. Therefore, we now turn to investigate whether the
locations and orientations can be described by Poisson models with the estimated
intensities.
First, we considered the locations and orientations separately and used Kˆ1 and Kˆ2,
respectively, as test functions for the global rank envelope procedure. Using 2499
simulations from a homogeneous Poisson process on W , we obtained a global rank
envelope test with p-interval (0.000, 0.020). Thus, we reject that the locations follow
a homogeneous Poisson model. The associated 95% global rank envelopes in Fig-
ure 6 show that the rejection is due to the observed Kˆ1(r) falling below the envelope
for r-values between 10 µm to 25 µm. This suggests that the observed locations ex-
hibit some degree of regularity that needs to be modelled. For the orientations, a
global rank envelope test based on 2499 simulations under an inhomogeneous Pois-
son model on S2 with intensity ρˆ2(u) = nfˆ(u) gave a p-interval of (0.475, 0.481) and
thus no evidence against the proposed model. Figure 6 shows the associated 95%
global rank envelope.
Second, we considered the data as a space-sphere point pattern and used Kˆ and
Dˆ to test for a Poisson model with a separable intensity estimated by ρˆ(y, u) =
ρˆ1ρˆ2(u)/n = nfˆ(u)/|W |, cf. (4.1). As the test functions Kˆ(r, s) and Dˆ(r, s) depend
on the two-dimensional argument (r, s) and they are non-smooth with large jumps
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Figure 5: Plots of the observed neuron orientations (dots) and the fitted mixture density
fˆ (grey scale). Left: plot of orientations represented as cosine-colatitude and longitude
along with their marginal histograms and marginal fitted densities (solid curves) found
by numerically integrating fˆ . Right: stereographic projection of the northern (top) and
southern (bottom) hemisphere.
due to few orientations occurring in areas with low intensity, we increased the number
of simulations to 49999 in order to improve the quality of the global rank envelope
test (49999 is a much higher number than recommended in Myllymäki et al., 2017,
for test functions depending on one argument only). This resulted in the p-intervals
(0.547, 0.549) for Kˆ and (0.000, 0.003) for Dˆ; plots of the difference between the
associated envelopes and the observed test function are shown in Figure 7. In con-
clusion, the test based on Kˆ reveals no evidence against the proposed space-sphere
Poisson model even though the corresponding Poisson model for the locations was
rejected by the test based on Kˆ1. However, the test based on Dˆ provides a great
deal of evidence against the model. This conclusion is probably due to the fact that
for this data set Kˆ1(r)Kˆ2(s) Kˆ(r, s), meaning that the test based on Dˆ is highly
controlled by the values of Kˆ1 and Kˆ2, which cf. Figure 7 results in a rejection for
r-values from 10 µm to 20 µm, in line with the test based on Kˆ1.
It is unsatisfactory that Kˆ does not detect any deviation from Poisson when
Kˆ1 clearly does, but we expect that the large jumps in Kˆ(r, s), caused by (r, s)-
close neighbours with low intensity, may explain why no evidence against the model
is detected. The few orientations that were modelled using a Watson distribution
mostly fall in places with very low intensity. Therefore, we independently thinned
the space-sphere point pattern with retention probability pˆfˆK(u)/fˆ(u) for u ∈ S2.
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Thereby (with high probability) we removed neurons with orientations that were
most likely generated by the Watson distribution. This lead to removal of 26 neurons.
For the thinned data, the global rank envelope test based on Kˆ for testing the
hypothesis of an inhomogeneous Poisson process with intensity proportional to a
Kent density gave a p-interval of (0.052, 0.058). Still, the model was not rejected at
a 5% significance level, but we at least got closer to a rejection; and so we continued
the analysis with the thinned data. The analysis here indicates that, at least in some
cases, the power of the global rank envelope test based on Kˆ may be small. This is
investigated further in Section 6.3.
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Figure 6: Left: Kˆ1(r) − 4pir3/3 for the neuron locations (solid curve) along with a 95%
global rank envelope (grey area) under a homogeneous Poisson model on W ⊆ R3. Right:
Kˆ2(s) − 2pi{1 − cos(s)} for the neuron orientations (solid curve) along with a 95% global
rank envelope (grey area) under the fitted inhomogeneous Poisson model on S2.
As we have seen, a homogeneous Poisson model is not adequate for the loca-
tions, and thus a Poisson model with intensity ρˆ as described above is not suitable
for describing the space-sphere point pattern. To investigate whether orientations
and locations can be modelled separately, that is, whether the locations and orien-
tations are independent, we kept the locations fixed, and independent of the loca-
tions we simulated IID orientations from the fitted Kent distribution. The resulting
global rank envelope test based on 49999 of such simulations gave a p-interval of
(0.9255, 0.9258) for Kˆ and (0.1265, 0.1266) for Dˆ, showing no evidence against the
hypothesis of independence between locations and orientations. Alternatively, if one
does not have a suitable model to simulate the spherical (or spatial) components
from, the independence test may be performed by randomly permuting the compo-
nents. Formally, this tests only the hypothesis of exchangeability; a property that
is fulfilled under independence. Performing such a permutation test for our data
where the locations were fixed and the orientations permuted 49999 times resulted
in a p-interval of (0.5431, 0.5445) using either Kˆ or Dˆ (as Kˆ and Dˆ only differ by a
constant under permutation of the orientations and thus lead to equivalent tests).
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Figure 7: For Tˆ = Kˆ (first row) and Tˆ = Dˆ (second row): difference between Tˆ (r, s)
for the observed neuron locations and orientations and the lower (Tˆlow) or upper (Tˆupp)
95% global rank envelope under the fitted inhomogeneous Poisson model on W × S2. Left:
Tˆ (r, s)− Tˆlow(r, s). Right: Tˆupp(r, s)− Tˆ (r, s).
6.3 Simulation study
In the data analyses in Sections 6.1–6.2, the tests based on Kˆ failed to reject the
proposed Poisson models in cases where the corresponding spatial model was rejected
when using Kˆ1. To investigate whether the space-sphere K-function is a valuable
addition to the existing functional summary statistics on the space and sphere, we
performed a simulation study comparing the power of global rank envelope tests
based on either Kˆ, Dˆ, or a combination of Kˆ1 and Kˆ2. (The combined test function
is simply a concatenation of Kˆ1 and Kˆ2. Mrkvička et al. (2017) recommended using
such a combination rather than Kˆ1 or Kˆ2 as a test function.)
Specifically, we consider a homogeneous LGCP X driven by a random field
Λ(y, u) = ρ exp{Z(y, u)}, where ρ > 0 and
Z(y, u) = α + σ1Z1(y) + σ2Z2(u) + δZ3(y, u), y ∈ R, u ∈ S2,
for parameters σ1, σ2 > 0, δ ≥ 0, and α = −(σ21 + σ22 + δ2)/2. Further, Z1, Z2,
and Z3 are independent GRFs with mean 0 and covariance functions c1(y1, y2) =
exp(−‖y1 − y2‖d/φ1), c2(u1, u2) = exp(−d(u1, u2)/φ2), and c3(y1, u1, y2, u2) =
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c1(y1, y2)c2(u1, u2), respectively, with parameters φ1, φ2 > 0. Note that the resulting
LGCP is homogeneous (and thus first order separable) and SOIRS for any value of
δ ≥ 0. In addition, by (2.12), the process is second order separable if and only if
δ = 0, in which case X has pair correlation function
gθ(y1, u1, y2, u2)
= exp{σ21c1(y1, y2) + σ22c2(u1, u2)}, y1, y2 ∈ R, u1, u2 ∈ S2,
(6.1)
where θ = (σ1, φ1, σ2, φ2).
For each value of δ = 0, 0.5, 1, 1.5, 2, we simulated 100 realisations of a LGCP
on [0, 1] × S2 with ρ = 1000, σ1 = σ2 = 0.5, φ1 = 0.05, and φ2 = 0.132. Then for
each of these simulations, we fitted the LGCP model with δ = 0 using a second
order composite likelihood approach proposed by Guan (2006) to estimate θ. In the
present time-sphere setting, for a finite point pattern x ⊂ [0, 1]× S2, the log second
order composite likelihood is given by
CL(θ;x) =
6=∑
(yi,ui),(yj ,uj)∈x
w(yi, ui, yj, uj) log{ρ(2)θ (yi, ui, yj, uj)}
− nr,s log
{∫
[0,1]×S2
∫
[0,1]×S2
w(y1, u1, y2, u2)
· ρ(2)θ (y1, u1, y2, u2) dµ(y1, u1) dµ(y2, u2)
}
.
(6.2)
Here, for user specified distances r and s, w(y1, u1, y2, u2) = I{‖y1 − y2‖d < r,
d(u1, u2) < s}, nr,s is the number of (r, s)-close neighbours, and ρ(2)θ is the second
order joint intensity function, which for the homogeneous LGCP presented above is
ρ(2)θ (y1, u1, y2, u2) = ρ
2gθ(y1, u1, y2, u2). Then (6.2) is easily seen not to depend on ρ,
and by (6.1) the composite likelihood can be written as
CL(θ;x) = l1(σ1, φ1;x) + l2(σ2, φ2;x) (6.3)
for functions l1 and l2. Thus, maximising the composite likelihood with respect to θ
can be split into two maximisation problems; that is, maximising l1 with respect to
(σ1, φ1) and l2 with respect to (σ2, φ2). Finally, we tested the null hypothesis δ = 0
using the global rank envelope test with 4999 simulations from the fitted model
using either Kˆ, Dˆ, or a combination of Kˆ1 and Kˆ2 as test functions.
Table 1 gives an overview of the conclusions reached by these tests. Note that
the power of the tests based on either of the three test functions in general increases
with δ, both for the liberal and conservative test (for details see Appendix A). Thus,
with increasing degree of non-separability the tests more often detect deviation from
the separable model. However, tests based on Kˆ and particularly Dˆ seem preferable
in this setup as they have a higher power than tests based on Kˆ1 combined with Kˆ2.
Obviously, the conservative p-value always lead to fewer rejections than the lib-
eral, giving a lower power. However, if the global rank envelope procedure is based
on a higher number of simulations, then the conservative and liberal test will more
often lead to the same conclusion.
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Table 1: Power of tests for different values of δ when using the global rank envelope test
with either Kˆ, Dˆ, or Kˆ1 combined with Kˆ2. The decision was made using a significance
level of 5% for both the liberal and conservative tests.
Test function δ = 0 δ = 0.5 δ = 1 δ = 1.5 δ = 2
Liberal Kˆ 4% 7% 42% 75% 98%
Dˆ 2% 45% 92% 97% 100%
Kˆ1, Kˆ2 10% 11% 29% 28% 42%
Conservative Kˆ 2% 5% 32% 72% 90%
Dˆ 0% 26% 77% 82% 86%
Kˆ1, Kˆ2 10% 11% 29% 28% 40%
7 Additional comments
Section 2.2 introduced examples of space-sphere point processes for which the second
order separability property described in Section 4 seems natural. However, for other
classes of point processes a different structure of the pair correlation function may
be more interesting. For example, suppose X is a Cox process driven by
Λ(y, u) =
∑
(y′,u′,γ′)∈Φ
γ′k(y′, u′, y, u), y ∈ Rd, u ∈ Sk, (7.1)
where Φ is a Poisson process on S×(0,∞) with intensity function ζ, and k(y′, u′, ·, ·)
is a density with respect to µ. Then X is called a shot noise Cox process (SNCP)
with kernel k (Møller, 2003). The process has intensity function
ρ(y, u) =
∫∫
γ′ζ(y′, u′, γ′)k(y′, u′, y, u) dµ(y′, u′) dγ′, y ∈ Rd, u ∈ Sk,
and pair correlation function
g(y1, u1, y2, u2)
= 1 +
∫∫
γ′2ζ(y′, u′, γ′)k(y′, u′, y1, u1)k(y′, u′, y2, u2) dµ(y′, u′) dγ′
ρ(y1, u1)ρ(y2, u2)
(7.2)
for any y1, y2 ∈ Rd and any u1, u2 ∈ Sk with ρ(y1, u1)ρ(y2, u2) > 0. In the trivial case
where the kernel k(y′, u′, y, u) in (7.1) does not depend on u (or y), the SNCP is
both first and second order separable, with intensity and pair correlation functions
that do not depend on the spherical (or spatial) components, and the process thus
fulfils second order separability in the sense of (4.2). However, the specific structure
of the pair correlation function for a SNCP in (7.2) makes it more natural to look
for a product structure in g− 1 rather than g. That is, we may say that X is second
order separable if there exist Borel functions h1 and h2 such that
g(y1, u1, y2, u2)− 1 = h1(y1, y2)h2(u1, u2), y1, y2 ∈ Rd, u1, u2 ∈ Sk. (7.3)
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This property is naturally fulfilled whenever we consider a Poisson process or any
marked point process with marks that are IID and independent of the ground process
as described in Example 3. Now, think of Φ in (7.1) as a marked point process with
ground process {(y, u) : (y, u, γ) ∈ Φ} and marks {γ : (y, u, γ) ∈ Φ}, and assume
that the ground process and the marks are independent processes, the ground process
is a homogeneous Poisson process on S with intensity α > 0, and the marks are IID
with mean m1 and second moment m2. If in addition k(y′, u′, y, u) = k0{y − y′,
d(u, u′)}, then Λ and thus X is stationary in space and isotropic on the sphere.
Further, X is homogeneous with intensity ρ = m1α and pair correlation function
g(y1, u1, y2, u2) = 1 +
m2
αm21
∫
k0{y1 − y′, d(u1, u′)}k0{y2 − y′, d(u2, u′)} dµ(y′, u′)
(7.4)
for y1, y2 ∈ Rd and u1, u2 ∈ Sk. Clearly, (7.4) depends only on (y1, y2) through y1−y2,
and on (u1, u2) through d(u1, u2), although there is no simple expression for these
dependencies in general. Furthermore, separability in the form of (7.3) is fulfilled if
the kernel k in (7.4) factorizes such that
k0{y − y′, d(u, u′)} = k01(y − y′)k02{d(u, u′)}, y, y′ ∈ Rd, u, u′ ∈ Sk,
for Borel functions k01 and k02. Then by (2.6)–(2.9), the pair correlations functions
for Y and UW are
g1(y1, y2) = 1 + c1
m2
αm21
∫
k01(y1 − y′)k01(y2 − y′) dy′, y1, y2 ∈ Rd,
and
g2(u1, u2) = 1 + c2
m2
αm21
∫
k02{d(u1, u′)}k02{d(u2, u′)} dν(u′), u1, u2 ∈ Sk,
where
c1 =
1
σ2k
∫∫∫
k02{d(u1, u′)}k02{d(u1, u′)} dν(u1) dν(u2) dν(u′)
and
c2 =
1
|W |2
∫ ∫
W
∫
W
k01(y1 − y′)k01(y1 − y′) dy1 dy2 dy′.
That is, g1 depends only on the spherical components through the constant c1,
and similarly g2 depends only on the spatial components through c2. Prokešová
and Dvořák (2014) discuss how an analogue property can be exploited to estimate
the parameters of space-time SNCPs using minimum contrast estimation for the
projected processes. A similar procedure will be applicable for space-sphere point
processes, but we have not investigated this further.
Section 5 considered the situation where the spatial components of X are ob-
served on a subset of Rd and the spherical components are observable on the entire
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sphere. In more general applications, the spherical components may only be observ-
able on a subset of Sk leading to edge effects on the sphere too. To account for
this, edge correction methods for the sphere should be used when estimating K2
(see Lawrence et al., 2016) and K. If X is observable on a product space W1 ×W2,
where W1 ⊂ Rd and W2 ⊂ Sk, then an edge corrected estimate for K may be ob-
tained by combining edge corrected estimates for K1 and K2 analogous to (5.3).
Concerning the specific choice of edge correction method, Baddeley et al. (2015)
mentioned for planar point processes that, “So long as some kind of edge correction
is performed . . . , the particular choice of edge correction technique is usually not
critical”. We expect that the situation is similar for our setting.
For one-dimensional test functions, Myllymäki et al. (2017) recommend using
2499 simulations to perform a global rank envelope test, and Mrkvička et al. (2017)
discuss the appropriate number of simulations when using a multivariate test func-
tion (as the empirical space-sphere K-function). In Section 6.2, we used 49999 sim-
ulations for the global rank envelope test based on Kˆ, since Kˆ had steep jumps. To
avoid this large number of simulations, a refinement of the global rank envelope test
discussed in Mrkvička et al. (2018) can be applied.
In Example 1 we noticed that if a space-sphere point process is a Poisson process,
then the spatial and spherical components are Poisson processes as well. Neverthe-
less, using Kˆ for testing a space-sphere Poisson model may lead to a different con-
clusion than using Kˆ1 and Kˆ2 for testing whether the corresponding Poisson models
for the spatial and spherical components, respectively, are appropriate. Indeed, in
the case of Figures 3–4, the test based on Kˆ1 showed some evidence against a ho-
mogeneous Poisson model for the fireball event times, while no evidence against a
homogeneous Poisson model for the locations over time was seen with the test based
on Kˆ. This observation together with the results in Section 6.2 was our motivation
for making the simulation study in Section 6.3, where we investigated the power of
global rank envelope tests based on either Kˆ, Dˆ, or a combination of Kˆ1 and Kˆ2,
and we concluded that tests based on Kˆ and in particular Dˆ seem preferable.
In Section 6.3, we utilised homogeneity and second order separability to speed
up optimisation of the second order composite likelihood proposed in Guan (2006).
If the process is inhomogeneous but first (and second) order separable, we still get
a separation of the composite likelihood similar to (6.3), where l1 and l2 now may
depend also on intensity parameters. As an alternative, the second order composite
likelihood discussed in Waagepetersen (2007) can be used. However, in that case,
first and second order separability do not yield a separable likelihood as in (6.3),
and for our simulation study it resulted in unstable estimates (and thus it was
discarded in favour of the one proposed by Guan, 2006). Furthermore, one may
investigate whether the adaptive procedure discussed in Lavancier et al. (2018) will
provide stable estimates in the space-sphere setting. In short, Lavancier et al. (2018)
consider the score function related to (6.2) and introduce a modified weight function
w depending on g.
In this paper, we considered point processes living on Rd×Sk. Naturally, we may
extend the results/methods to more general metric spaces Rd ×M, where M is a
compact set (e.g. a torus). However, we need to require some invariance property
for the metric space M and its metric under a group action, such that we can define
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an equivalence of the SOIRS property needed to define K.
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Appendix A
In Sections 6.1–6.3, we used the global rank envelope test presented in Myllymäki
et al. (2017) to test for various point process models. In this appendix, we briefly
explain the idea and use of such a test. A global rank envelope test compares a
chosen test function for the observed data with the distribution of the test function
under the null model; as this distribution is typically unknown it is approximated
using a Monte Carlo approach. The comparison is based on a rank that only gives
a weak ordering of the test functions. Thus, instead of a single p-value, the global
rank envelope test provides an interval of p-values, where the end points specify the
most liberal and conservative p-values of the test. A narrow p-interval is desirable
as the test is inconclusive if the p-interval contains the chosen significance level.
The width of the p-interval depends on the number of simulations, smoothness of
the test functions and dimensionality. Myllymäki et al. (2017) recommended to use
2499 simulations for one-dimensional test functions and a significance level of 5%.
An advantage of the global rank envelope procedure is that it provides a graphical
interpretation of the test in form of critical bounds (called a global rank envelope) for
the test function. For example, if the observed test function is not completely inside
the 95% global rank envelope, this corresponds to a rejection of the null hypothesis
at a significance level of 5%. Furthermore, locations where the observed test function
falls outside the global rank envelope reveal possible reasons for rejecting the null
model.
In their supplementary material, Myllymäki et al. (2017) discussed two ap-
proaches for calculating test functions that rely on an estimate of the intensity.
One approach is to reuse the intensity estimate for the observed point pattern in
calculation of all the test functions, another is to reestimate the intensity for each
simulation and then use this estimate when calculating the associated test function.
For the L-function, which is a transformation of K1, Myllymäki et al. (2017) con-
cluded that the reestimation approach give the more powerful test. In this paper,
we have therefore based all our global rank envelope tests on that approach.
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