Let G be a p-group of maximal class. Since the pioneer work of Blackburn in 1958 (cf. [N. Blackburn, Acta Math. 100 (1958) 45-92]), several authors have obtained information about the degree of commutativity c of G, in order to precise which the defining relations of G are (cf.
Introduction
The most important invariant of a p-group of maximal class G is its degree of commutativity, which is a measure of the commutativity among the members of the lower central series of G. It was introduced by Blackburn (cf. [1] ) and it is defined by We denote by c 0 the residue class of c modulo p − 1 and c 1 is defined by c = c 1 (p − 1) + c 0 .
Another important invariant associated to a p-group of maximal class is defined by
In [5] , it is proved that v = v(G) is an even number 2l satisfying v = 2l p − 1 and if v +2 = 2l +2 m−c −1, then 2l p −3. So, in the following we suppose l (p − In [8] , we stated several properties of α i,j and the main notation we will use in this paper is the one in [8] . Moreover, we denote 
We extend the definition of the alphas to non-positive subindices as follows: for any integers i , j we choose i, j ∈ [1, p − 1] such that i ≡ i (mod p − 1), j ≡ j (mod p − 1), and we define α i ,j = α i,j .
It is known that we need the best information about the degree of commutativity in order to obtain the defining relations of a p-group of maximal class, because an improvement of only one unit in the bound allows us to eliminate a lot of unknowns in the commutator structure of the defining relations. Because of this, the researchers have focused in obtaining the best lower bound for the degree of commutativity. In fact, until now the main goal was to get an expression of type 2c m − g(p), where g(p) was a function of p. However, this is not a good method. As it is shown in [7] , in order to classify the p-groups of maximal class of order p m , with given p and m, it is necessary to fix a priori the invariants l ∈ {1, . . . , (p − 3)/2} and c 0 ∈ {0, . . . , p − 2}. If we do it, we can obtain sharper inequalities than the best one known until now (cf. [3] ). Indeed, if U p is the matrix of order (p − 1) × (p − 3)/2 such that in the entry (i, j ) appears the lowest value a i,j such that 2c m − a i,j , then in [7] we have given an algorithm that gives the value a i,j fixed an arbitrary prime p and the invariants l and c 0 . After analyzing the obtained values for different primes p, we have divided U p in different regions according to the obtained functions g(p, l, c 0 ) such that 2c m − g(p, l, c 0 ). The main property of these functions is that they are much more precise than the best known lower bound 2p − 5. Besides, they cover almost all U p , but some particular values of c 0 , when l 3. On other hand, the different regions obtained admit different treatment and the techniques used in order to show the bounds are very distinct, even if we l and c 0 that are very near. For instance, if l = 2 and c 0 = p − 4, p − 3, the obtained bounds are 2c m − 9 and 2c m − p − 1, respectively, and their proofs are quite different, as we shall show below. In conclusion, if we give only one function in terms of the order of G to express a lower bound of the degree of commutativity of a p-group of maximal class, we miss a lot of information on it.
Moreover, by using the algorithm given in [7] , in the most of cases we obtain the solutions of the nilpotent Lie algebra of maximal class such that the bound is attained. In that sense, the obtained bounds are exact. Besides, by using Theorem 4.5 of [9] , we can construct examples of p-groups of maximal class with Y 1 of class 2 such that 2c = m − p − 2l + c 0 and c 0 ∈ {p − 4l + 3λ + 1, p − 4l + 3λ + 3, p − 4l + 3λ + 5} with λ 1. Besides, in the other cases, although we cannot construct examples of p-groups of maximal class which attain the bounds, we have examples of p-groups of maximal class such that its m differs in only one unit.
Bearing in mind the above, the main goal of this paper is to show the following inequalities: In Section 4, we shall show Theorem 1.2.
In [6] , for c 0 l − 2 and l + c 0 (p − 3)/2, it is proved that 2c m − (2l + c 0 + 2). In Section 5, by introducing a new invariant q, we prove that this bound also holds for l − 1 c 0 2l − 1. We analyze separately the cases q < c 0 and q = c 0 . The last three cases are disposed of with the help of some determinants whose terms are binomial coefficients.
In Section 6 we shall prove Theorem 1.4. By using only techniques of Lie algebras, we show that this bound cannot be improved, because for p = 11, 13, 17, we find the Lie algebras associated to such a group satisfying 2c = m − p − 2l + c 0 − 1. The solutions of these Lie algebras appear in Section 7.
Finally, in Section 2, we shall show some general lemmas, which shall use in subsequent sections.
Previous lemmas
In order to prove some of theorems stated in Section 1, it is necessary to compute determinants of matrices of binomial coefficients and study its factorizations.
Concretely, the matrices involved in Section 6 have the block form
and in Section 5 they have the form
The determinant of the matrices of the first form factors totally in linear polynomials under certain conditions that relate the size r of the identity matrix with the total size of the matrix and the parameter t. These links are not restrictive, because precisely they hold in our analysis of the region corresponding to the bound 2c m − p − 2l + c 0 − 1. The factorization of the determinant of the matrices of the second form is needed for the analysis of the region corresponding to the bound 2c m − 2l − c 0 − 2. The determinant of these matrices factors with no restriction on the size r of the identity matrix.
Although their proof is quite difficult, it is possible to check the validity of the given formula with any program of symbolic calculus, like MAPLE [2] and so on.
On the other hand, if i + j + p − c 0 − 1 m − 2c − 1, the following factorization holds
Moreover, by using the corresponding factorizations (2) for
we directly get the following lemma:
The following assertions hold:
Proof. From Lemma 2.1, we have that z j = z 1 for all j ∈ [1, 2l] − {l}, where z j = α j,p−c 0 . By considering the (p − c 0 + 1)th diagonal, we deduce that
, and
whence, by adding, we deduce that
The following lemma is very useful to verify that an assignment of the x i is a solution of S(t).
Lemma 2.3. The following assertions hold:
Proof. (1) is an easy consequence of Bernoulli's equality. Let us see (2) . It is obvious that any solution of S(t) is a solution of S (t). We claim that the f (i, j, k), with 1 i < j < k, are Z-linear combinations of elements of S (i + j + k), whence it will follow directly that every solution of S (i + j + k) will be a solution of S(i + j + k). We argue by induction on k. For k = 3 we have only the triple (i, j, k) = (1, 2, 3) and there is nothing to prove. Suppose that k > 3 and that the claim is valid for the triples (i , j , k ) with k < k. If k = j + 1 the property holds. In other case, if k j + 2, we apply the formula
We have i < j < k − 1, i + 1 j < k − 1 and i < j + 1 k − 1. Moreover, if (i , j , k ) is one of the triples that appear on the right of (3) we have either (i = j or j = k ), and in this case f (i , j , k ) = 0, or i < j < k = k − 1 < k and according to the induction hypothesis f (i , j , k ) is a Z-linear combination of elements of S (i + j + k). ✷ 3. Region with bound 2c m − p − 1
As we have said, in this section we prove the bound 2c m−p −1, when l +c 0 = p −1 and l < p/3. We study separately the cases l = 1 and 2 l < p/3.
We need the following lemma
so x l+k = α l+k,l+k+1 = 0. Therefore, we have
For r = [(l − 1)/2] it is true. Suppose that r [(l + 1)/2] and that (4) holds for r − 1. We have
We have α 1,l+r α r+1,l+r+1 = 0, because α 1,l+r = 0 if r l − 1 and, by the inductive hypothesis,
We have α l+r+1,1 α r+2,l+r = 0 because α l+r+1,1 = 0 if r l − 2 and, from the inductive hypothesis,
if r l − 1. Consequently (5) is reduced to x l+r α l+2r+1,1 = 0. Moreover,
On the other hand, for l = 2, we argue in the same manner, to conclude that
and so, x 3 = α 3,4 = 0, because α 1,3 = α 3,3 = 0 and α 5,1 = 0.
Let us prove now that the assignment
First of all, recall that it is enough to study the triples (i, j, j + 1) with i < j and i + 2j + 1 p.
If j > l, we can express j = l + k with k 1. We have
Proof. By contradiction, we suppose that p + 1 m − 2c − 1, l 2. By Lemma 3.1, we know that
It only remains the case l = 1.
Proof. Since c 0 + 1 = p − 1, and
In particular, if j = 3, the above relationship yields
, so x 3 = 0. Now, from x 3 = 0 and the relationship for j = 4, we get 
Let us prove now that the assignments satisfy S(p). It is enough to prove f (i, j, j + 1) = 0 with i < j and i + 2j + 1 p.
because for j 3 we have that x j = 0 and for j = 2 and
Proof. By contradiction, we suppose that p + 1 m − 2c − 1. By Lemma 3.3, we know that
Therefore,
and
In addition
Bearing in mind (9)- (12) 
that is,
for t 2(p − c 0 ) + 1. For t = p − c 0 , we have
Now we use (13) to conclude
Let y = α 1,p−c 0 −1 . Bearing in mind the periodicity modulo p − 1, we have for
We can apply then Lemma 2.1 up to the level 2(p − c 0 )
therefore, by applying Lemma 2.1, we have
Hence,
Again, by applying Lemma 2.1, we have z 1 = z 2(p−c 0 ) , and
and the formula is valid for k = 1. Suppose that this formula is valid for k − 1, and let us prove it for k , that is, suppose
Consequently,
If 3(p − c 0 ) + k − 2 = 2λ + 1 is odd, then, by using α λ+1,λ+1 = 0, we can extend one row the zero triangle, in particular,
we can consider Jacobi identity for the triple (1, λ, λ + 1). We obtain
and bearing in mind the periodicity modulo p − 1,
Since
we conclude that x λ = 0. Consequently, we can extend one more row the zero triangle and obtain
whence the values of the diagonal j = p − c 0 + 1 are
The triangle lying on the diagonal with vertices
has its values determined by this diagonal, namely,
Proof. We have that
We claim that
and from (14), 
bearing in mind Lemma 4.2 and periodicity modulo p − 1, it follows that
In addition,
So, the first claim is proved. By making i = p − c 0 + 1 in the right-hand side of (16) we have that
We see that this number is always zero except in the cases j = p − c 0 + p − 1 and j = p − c 0 + p − 2 where it takes the values x and −x, respectively. Therefore the formula (16) holds for the named segment of the column i = p − c 0 + 1 and, consequently, also for the triangle spanned by this segment, because its right-hand side satisfies Bernoulli's property. ✷
Corollary 4.6. Suppose that
Then the values α i,j in the triangle
are given by the formula:
Proof. According to Lemma 4.5 and the condition 3( 
Therefore the previous values are null, with the exceptions of
We observe that the set of values of the alphas in these two segments determines, from Bernoulli's property, the values in all the triangle of lemma. The right-hand side of (18) satisfies Bernoulli's property and, moreover, these values coincide with the values of the alphas in both named segments. Indeed, for i = p − c 0 + 1, the second binomial coefficient is zero, because its lower index is −1. Therefore
This expression is only nonzero for the cases 
Proof. It follows directly from 4.5. ✷ Next we will prove that the bound 2c m − (p + 1) + 2(p − c 0 − 3) is the better one when c 0 < c. In order to do this, we must find a Lie algebra satisfying the Jacobi conditions for the levels lesser than p − 2(p − c 0 − 3) = 2c 0 − p + 6.
Suppose p − 2(p − c 0 − 3) m − 2c − 1 and 5c 0 4p − 5, which is equivalent to 
Since this extended triangle has in its cathetus 
In particular, we have
Indeed, (1) is immediate. (2) follows from the equality
because, for any integers a and b, we have
For u p − c 0 + 1, we have
Finally, bearing in mind the formula
Since the function α i,j is a Bernoulli's function, it coincides with ρ(i, j ) on the part of
But we need a romboid of size (p − 1) × (p − 1) in order to have defined all the matrix T G . Bearing in mind Corollary 4.6, we have:
By using the periodicity modulo p − 1, we have determined explicitly all the values of the table T G , namely, given any i, j 1, if u, v are the unique natural numbers such
Evidently x = 0, because from the definition of the degree of commutativity it follows
Let us observe that the function ρ = ρ(u, v) admits easy expressions in determinate regions of the table T G , namely, we have:
where C 1 and C 2 are the following triangles:
Proof.
Only we have to show Jacobi conditions. It is enough to prove them for the triples of the form (i, j, k) with i + 2j + 1 2c 0 − p + 6, k = j + 1 and i < j. We distinguish the following cases.
(
Consequently, α i,j α i+j +c 0 ,j +1 = 0. The same argument can be applied to α j +1,i α j +1+i+c 0 ,j , and α j,j +1 = 0, consequently Jacobi equality holds. 
Indeed α i,j = α i,j +p−1 with j + p − 1 c 0 + 3 and i
, in such a way, according to Corollary 4.6, we have
Moreover,
Indeed,
whence it follows the formula. Therefore, from (20) and (21)
Similar formulae are valid for the terms
whence we obtain
where
Now, we can prove Theorem 1.2:
In the level 2c 0 + 6 we have the zero
Moreover, this zero satisfies also the formula (22), because the corresponding binomial coefficient is zero by its denominator 
a contradiction. So, the considered bound holds. Finally, the existence of the unique Lie algebra satisfying the equality of the bound has been shown in Lemma 4.8. ✷
Region with bound 2c
In this section, we study the cases in which c 0 2l − 1 and l + c 0 (p − 3)/2. We consider v i = α 1+i,2l+c 0 +1 , and q the minimum value such that v q = 0. If 2l + c 0 + 2 m − 2c − 1, we must not bear in mind the periodicity modulo p − 1.
The case c 0 l − 2 has been considered already in [6] . So we can pay attention to the case l − 1 c 0 2l − 1. It is enough to arrive to a contradiction for all the values of q such that 0 q c 0 .
Then, the equalities α 1+i,2l+c 0 +1 = 0 for 0 i c 0 yield to the contradiction x l = 0. It is easy to see this contradiction for 0 q l − 2. We distinguish between q < c 0 and q = c 0 , because in the first case it is easier to get the contradiction. When l q and q < c 0 , we must consider only two levels of the Jacobi's identities to arrive to a contradiction (this is the reason we must include the hypothesis q < c 0 ). Then we study the case l = q − 1, where an inductive argument can be easily used in order to get the contradiction. If q ∈ {2l − 3, 2l − 2}, another inductive argument gives the contradiction.
Then we study the case c 0 = q. This is considered in a different way, because we can consider just the Jacobi's identities for the level 2l 
The case
If we consider now Jacobi for the triple (l − δ, l + δ + 1, l + δ + 2), it follows that
In addition, we have
Finally, we have
Consequently, since x l+δ+2 = 0, it follows that
in contradiction with the definitions of x l and v q . ✷
Proposition 5.2. Suppose that
Proof. We suppose the opposite, that is, 2l + c 0 + 2 m − 2c − 1. We express l = 2t − e, where e ∈ {0, 1}. Since 3l + 1 m − 2c − 1, we can consider Jacobi for the triples (l − 2r, l + r, l + r + 1), where 1 r t − 1. It follows that x l+r α 2l+2r+c 0 +1,l−2r = 0, and since α 2l+2r+1,l−2r = 0, because q = l − 1, we conclude that x l+r = 0 for 1 r t − 1. 
The determinant of this system is Proof. Suppose that the hypotheses of the theorem hold, but c 0 q + 1. Set q = 2l − 3 + e. We have
where v q is in the level 2l + q + c 0 + 2. The values of the diagonal (23) with the notation α q+2,2l+c 0 +1 = v q+1 allow us to express the alphas in the levels 2l + q + c 0 + 2 and 2l + q + c 0 + 3 according to (1):
In the same way, the values in the diagonal j = l + 1:
determine the values of the corresponding triangle and, in particular,
From c 0 q + 1, it follows that q + 2l + 3 2l + c 0 + 2 m − 2c − 1, whence it is possible to consider Jacobi's relations for the triples (u, v, w) such that u + v + w q + 2l + 3, as the ones we will use. For the triple (2l − 1 − q, q + 1, q + 2) we have:
From here, bearing in mind that α 2l−1−q,q+1 = 0, v q = 0 and the previous relations, it results
In these conditions, 0 = f (2l − q, q
This precision of the value of v q+1 allows us to give the general expression of the alphas in the following triangle:
In particular, in the level 2l + c 0 + q + 3 we have:
For 1 i 2l − 2, we have
Now, by using (28) and (27), we get
From (28) and (29), we have
whence
Since α 1,q+3 is in the level q + 4 = 2l + 1 + e 2l + 2, we can apply to it the formula in the corresponding triangle:
From the two previous formulae we have:
Since q = 2l − 3 + e, e ∈ {0, 1}, for e ∈ {0, 1} we have
because for e = 0 and i = 2l the identity 0 = 0 holds.
These values in the diagonal determine the ones of the corresponding triangle,
because (33) satisfies Bernoulli's property and coincides with (32) for the diagonal j = 2l + e. Suppose 4l N 2l + c 0 + 2 m − 2c − 1. Let us show by induction on N that the following equalities hold:
Indeed, for N = 4l the formula (34) follows from (33) and (35) 
By substituting these expressions in (37), the coefficient of v q vanishes because
In the other hand, the coefficient of v q is
Consequently, v q = 0 and (35) 
, for which α i,j is expressed by the right-hand side of (34). For i = j = u the equality (34) holds trivially in the form 0 = 0, because, the index of the corresponding binomial coefficient is negative:
Let us show that x u−1 = α u−1,u (which is found in the level N − 1) can be expressed according to (34). We have
We have already proved that the formula (35) holds for i + j N + c 0 , therefore
The lower index in the binomial coefficient of α u,u+c 0 is always negative: 2l − 1 + e − u 2l − 1 + e − 2l − 1 = e − 2 < 0. This annihilates the first term of (38).
We shall distinguish the cases (i) either u > 2l + 1 or u = 2l + 1 and e = 0, (ii) u = 2l + 1 and e = 1.
In the case (i), the lower index in the binomial coefficient of α u−1,u+c 0 +1 is negative, therefore the relation (38) is reduced to
Since 0 2l + e − 2 2u − 2l − 1, the binomial coefficient in this relation is not null. Therefore
But for i = u − 1, j = u the lower index 2l + e − 1 − u + 1 in the binomial coefficient of the expression (34) is negative and, consequently, α u−1,u can be expressed according to (34) in the form 0 = 0. Suppose, then, the case (ii) u = 2l + 1, e = 1. Since (34) holds for i + j N − 2 = 2l + 2, we have
By bringing the expressions (39) and (40) to the relation (38) and after simplifying the nonzero factors, it results:
which is the expression of (34) 
The determinant ∆ of these two equations in x l and α t,t+1 is null, because x l = 0. So, we have
Since l 3 we can consider the system
Since t = (2l + c 0 + 1)/2, the determinant ∆ 1 of the previous system is 
Therefore we have
and from (41), we get 2(l + c 0 )
We will use the fundamental variables w k instead of the x i :
In such a way the general expression of the α i,j results:
Let µ, k 1 , d be positive integers such that
We
Lemma 5.4. Let us consider the matrix
Proof. Once fixed s, from µ − d − 1 up to 1, we make the following column operations for j = 1, . . . , s: we substitute the j th column by the one resulting of summing twice the (j + 1)th column, and next we extract the common factor arising in the new j th column, that is, we make
Next, for every index i, we multiply the ith row by
. . , µ).
So, we obtain the matrix
Now we operate again on the columns to lower triangle the first block of columns of the matrix, by starting with the last row:
and we divide each column j = 1, . . ., µ − d by (−1) j −1 (j − 1)!. We have the new matrix
Finally, we consider the unitriangular matrix
It is immediate that the product M = F D can be expressed in blocks of d + (µ − d) rows and (µ − d) + d columns as follows:
As a consequence of these row and column operations, it results: |A| = ±f (x, t, µ, k 1 
Proof. Suppose the opposite, that is, x l−1+k 1 = · · · = x l−1+k 1 +d−1 = 0. We have the following system of µ equations in the µ unknowns w 1 , . . . , w µ :
The determinant of the system of µ equations with µ unknowns (44) does not vanish, because the transposed matrix of the system matrix is the one given in the previous lemma for 
Proof. We have c 0 equations
in the µ = c 0 + 1 unknowns x l , . . . , x l+c 0 . Suppose that 2l 
Suppose, by contradiction, that 2l + c 0 + 2 m − 2c − 1. Then, 0 = f (i, j, j + 1), with i + 2j + 1 = 2l + c 0 + 2 = 4l − 1 + δ and i < j c 0 , yields
By applying formula (47) to the pairs of the form (i, j ) = (2s − δ, 2l − s − 1 + δ), for j c 0 (that is s 2) and s [δ/2] + 1, (47) can be rewritten as follows
For s = 1, δ = 0, 1, we have (i, j ) = (2, 2l − 2), or (1, 2l − 1) and (47) also is true because α i,j = 0. These equalities for the values 1 s 5 are: Fixed u ∈ [1, (l + δ)/2], we observe that the equations E u , . . . , E 2u involve the w k , 1 k u. By this, between the u + 1 equations E u , . . . , E 2u can be eliminated the u unknowns w k , 1 k u, and we obtain a linear relation L u between the w l −u , . . . , w l −2u :
Let S u be the system formed by the c 0 Eqs. (45) and the equation L u = 0. Moreover, let A u be the transposed matrix of the matrix of the system L u and ∆ u its determinant. From the previous relations we deduce that ∆ u = 0. Since the function determinant is linear on the last column, according to Lemma 5.4 we have:
with
By eliminating all the nonzero common factors, we have
and, after multiplying by \2l+u−2,2u−δ\
The linear factors in l that appear in these expressions are all nonzero modulo p. We take the three first possible expressions R u :
. Let P 1 , P 2 , P 3 be, respectively, the products of nonlinear factors of
For 0 δ 2 we check that P 1 , P 2 (respectively P 1 , P 3 ) are polynomials without polynomial common factors and there exist integer polynomials s 1 , s 2 (respectively t 1 , t 3 ) such that s 1 P 1 + s 2 P 2 = n 12 (respectively t 1 P 1 + t 3 P 3 = n 13 ) is an integer number (respectively t 1 P 1 + t 3 P 3 = n 13 ) (see Table 1 ). If the prime numbers p dividing n 12 satisfy l + c 0 > (p − 3)/2, it is proved. In other case, we consider the greatest common divisor d = (n 12 , n 13 ) and it results involving small prime numbers. From here it follows the contradiction for p different of the primes involved in that greatest common divisor. Therefore
By making the division of P Proof. In [6] , for c 0 l − 2 and l + c 0 (p − 3)/2, it is proved that 2c m − 2l − c 0 − 2. Therefore we can suppose that c 0 + l (p − 3)/2 and l − 1 c 0 2l − 1. Suppose 2l + c 0 + 2 m − 2c − 1. We shall prove that α j,2l+c 0 +1 = 0 for 1 j c 0 + 1 and Table 1 c 0 = 2l − 3 P 1 = −2l 2 + 5l − 5, P 2 = 4l 4 − 40l 3 + 173l 2 − 365l + 516, P 3 = −16l 8 + 432l 7 − 5160l 6 + 35208l 5 − 151785l 4 + 417591l 3 − 675719l 2 + 183969l + 2063880,
the result follows arguing as in [6, Lemma 2] . Suppose the opposite, that is, that there exists a j such that α j,2l+c 0 +1 = 0, so q c 0 . We have 3l m − 2c − 1. Therefore, from 0 = f (l − k, l + 1, l) for k = 1, 2, . . ., l − 1, and bearing in mind that α l−k,l+1 = α l,l−k = 0 and α l,l+1 = 0, it follows that α l−k,2l+c 0 +1 = 0 for every k l − 1. Consequently q l − 1 and we have l − 1 q c 0 . We distinguish two cases, q < c 0 and q = c 0 . In the first case, we have q 2l − 2 and: In the proof of conjecture C that was stated in [7] , we shall use the relations given in Lemma 2.2 in the particular cases of p − c 0 ∈ {4l − 4, 4l − 6, 4l − 8}.
The general idea will be to express the indicated relations as a linear function of w 1 , w 2 , . . . , with w i = (−1) l−1+i x i+l−1 and prove that the obtained matrix is invertible modulo p. This implies that all w i , and in particular w 1 = (−1) l x l , must be zero, contradicting the definition of l.
Suppose that p + 2l − c 0 + 1 m − 2c − 1. From Lemma 2.2, we get
In case p − c 0 = 4l − 4, we consider the 2l − 3 relations (51) involving the unknowns w i , i = 1, . . . , 2l − 2. However, in order to unify the expressions of the coefficients, we change the relation (52) 
In case of p − c 0 = 4l − 6, we consider the 2l − 3 relations (51) involving the variables w i , i = 1, . . ., 2l − 3. In addition, in order to unify the writing of the coefficients, we introduce two new equations and unknowns:
So, we have the following linear homogeneous system of 2l − 1 equations and variables: 
In all the three cases, a matrix with combinatorial numbers as entries appears. In this matrix, we have a uniformity in blocks. Because of it, we study a general type of matrices, that allows us to calculate the determinant of these three particular cases and to prove that it factors as a product of linear factors.
Let b 
Besides, A has the following block structure of (
The determinants of the coefficient matrices of the linear systems corresponding to p − c 0 = 4l − 4, p − c 0 = 4l − 6 and p − c 0 = 4l − 8 are:
respectively. We need to compute the determinant of A. For it, we shall use the very known result from linear algebra. 
, where
Proof. The transformations we are going to make will affect only the first b 1 . We apply to A the following column transformations:
The elements of the resulting matrix B have in its first b 1 + b 2 + b 3 rows the same components as A but 
We have the relationship between determinants
If we multiply now the rows i = 1, . . . ,
we obtain the matrix C = (c ij ), with
The following relation between determinants holds:
We observe that
. Now we make some transformations that triangulate each of both blocks: Let us see that F (x) has a factor of degree b 1 (b 2 + b 4 ), which is a product of two factors F 1 (x) and F 2 (x), of degrees b 1 b 4 and b 1 b 2 , respectively, such that F 1 (x) has integer roots and F 2 (x) has roots of the form (2k + 1)/2, with k integer. From here we will conclude that F (x) is a product of a constant by that product. We will determine then the constant.
In order to calculate F 1 (x) and F 2 (x), we will use Lemma 6. From all this, we can conclude that the polynomial F 1 (x) = In order to obtain the value of the constant k, we calculate the value of the determinant in the point
The value α 1 − 1 annihilates the last b 2 rows of the block D 14 , because 
