Abstract-We investigate the computation of Csiszár's bounds for the joint source-channel coding (JSCC) error exponent of a communication system consisting of a discrete memoryless source and a discrete memoryless channel. We provide equivalent expressions for these bounds and derive explicit formulas for the rates where the bounds are attained. These equivalent representations can be readily computed for arbitrary source-channel pairs via Arimoto's algorithm. When the channel's distribution satisfies a symmetry property, the bounds admit closed-form parametric expressions. We then use our results to provide a systematic comparison between the JSCC error exponent and the tandem coding error exponent , which applies if the source and channel are separately coded. It is shown that Index Terms-Discrete memoryless sources and channels, error exponent, Fenchel's duality, Hamming distortion measure, joint source-channel coding, random-coding exponent, reliability function, sphere-packing exponent, symmetric channels, tandem source and channel coding.
I. INTRODUCTION
T RADITIONALLY, source and channel coding have been treated independently, resulting in what we call a tandem (or separate) coding system. This is because Shannon in 1948 [45] showed that separate source and channel coding incurs no loss of optimality (in terms of reliable transmissibility) provided that the coding block length goes to infinity. In practical implementations, however, there is a price to pay in delay and complexity, for extremely long block length. To begin, we note that joint source-channel coding (JSCC) might be expected to offer improvements for the combination of a source with significant redundancy and a channel with significant noise, since, for such a system, tandem coding would involve source coding to remove redundancy and then channel coding to insert redundancy. It is a natural conjecture that this is not the most efficient approach (even if the block length is allowed to grow without bound). Indeed, Shannon [45] made this point as follows:
However, any redundancy in the source will usually help if it is utilized at the receiving point. In particular, if the source already has a certain redundancy and no attempt is made to eliminate it in matching to the channel, this redundancy will help combat noise. For example, in a noiseless telegraph channel one could save about 50% in time by proper encoding of the messages. This is not done and most of the redundancy of English remains in the channel symbols. This has the advantage, however, of allowing considerable noise in the channel. A sizable fraction of the letters can be received incorrectly and still reconstructed by the context. In fact this is probably not a bad approximation to the ideal in many cases
The study of JSCC dates back to as early as the 1960s. Over the years, many works have introduced JSCC techniques and illustrated (analytically or numerically) their benefits (in terms of both performance improvement and increased robustness to variations in channel noise) over tandem coding for given source and channel conditions and fixed complexity and/or delay constraints. In JSCC systems, the designs of the source and channel codes are either well coordinated or combined into a single step. Examples of (both constructive and theoretical) previous lossless and lossy JSCC investigations include the following: a) JSCC theorems and the separation principle [6] , [10] , [15] , [20] , [23] , [26] , [28] , [29] , [32] , [51] ; b) source codes that are robust against channel errors such as optimal (or suboptimal) quantizer design for noisy channels [4] , [9] , [21] , [22] , [25] , [33] - [35] , [39] , [41] , [47] , [48] , [50] ; c) channel codes that exploit the source's natural redundancy (if no source coding is applied) or its residual redundancy (if source coding is applied) [3] , [27] , [38] , [44] , [58] ; d) zero-redundancy channel codes with optimized codeword assignment for the transmission of source encoder indices over noisy channels (e.g., [21] , [54] ); e) unequal error protection source and channel codes where the rates of the source and channel codes are adjusted to provide various levels of protection to the source data depending on its level of importance and the channel conditions (e.g., [30] , [40] ); f) uncoded source-channel matching where the source is uncoded, directly matched to the channel and optimally decoded (e.g., [2] , [24] , [46] , [53] ).
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The above references are far from exhaustive as the field of JSCC has been quite active, particularly over the last 20 years.
In order to learn more about the performance of the best codes as a function of block length, much research has focused on the error exponent or reliability function for source or channel coding (see, e.g., [13] , [19] , [23] , [31] , [37] , [52] ). Roughly speaking, the error exponent is a number with the property that the probability of decoding error of a good code is approximately for codes of large block length . Thus, the error exponent can be used to estimate the tradeoff between error probability and block length. In this paper, we use the error exponent as a tool to compare the performance of tandem coding and JSCC. While jointly coding the source and channel offers no advantages over tandem coding in terms of reliable transmissibility of the source over the channel (for the case of memoryless systems as well as the wider class of stationary information stable [15] , [28] systems), it is possible that the same error performance can be achieved for smaller block lengths via optimal JSCC coding.
The first quantitative result on error exponents for lossless JSCC was a lower bound on the error exponent derived in 1964 by Gallager [23, pp. 534-535] . This result also indicates that JSCC can lead to a larger exponent than the tandem coding exponent, the exponent resulting from separately performing and concatenating optimal source and channel coding. In 1980, Csiszár [17] established a lower bound (based on the random-coding channel error exponent) and an upper bound for the JSCC error exponent of a communication system with transmission rate source symbols/channel symbol and consisting of a discrete memoryless source (DMS) with distribution and a discrete memoryless channel (DMC) with transition distribution . He showed that the upper bound, which is expressed as the minimum of the sum of and over , i.e.,
where is the source error exponent [13] , [17] , [31] and is the channel error exponent [17] , [23] , [31] , is tight if the latter minimum is attained for an strictly larger than the critical rate of the channel. Another (looser) upper bound to directly results from (1) by replacing by the sphere-packing channel error exponent. He extended this work in 1982 [18] to obtain a new expurgated lower bound (based on the expurgated channel exponent) for the above system under some conditions, and to deal with lossy coding relative to a distortion threshold. Our first objective in this work is to recast Csiszár's results in a form more suitable for computation and to examine the connection between Csiszár's upper and lower bounds. After this, we go on to compare the joint coding and tandem coding error exponents in order to discover how much potential for improvement there is via JSCC. Since error exponents give only asymptotic expressions for system performance, our results do not have direct application to the construction of good codes. Rather, they point out certain systems for which a search for good joint codes might prove fruitful.
We first investigate the analytical computation of Csiszár's random-coding lower bound and sphere-packing upper bound for the JSCC error exponent. By applying Fenchel's Duality Theorem [36] regarding the optimization of the sum of two convex functions, we provide equivalent expressions for these bounds which involve a maximization over a nonnegative parameter of the difference between the concave hull of Gallager's channel function and Gallager's source function [23] ; hence, they can be readily computed for arbitrary source-channel pairs by applying Arimoto's algorithm [8] . When the distribution of the channel is symmetric [23] , our bounds admit closed-form parametric expressions. We also provide formulas for the rates for which the bounds are attained and establish explicit computable conditions in terms of and under which the upper and lower bounds coincide; in this case, can be determined exactly. A byproduct of our results is the observation that Csiszár's JSCC random-coding lower bound can be larger than Gallager's earlier lower bound obtained in [23] .
We next employ our results to provide a systematic comparison of the JSCC exponent and the tandem coding exponent for a DMS-DMC pair with the same transmission rate . Since in general (as tandem coding is a special case of JSCC), we are particularly interested in investigating the situation where . Indeed, this inequality, when it holds, provides a theoretical underpinning and justification for JSCC design as opposed to the widely used tandem approach, since the former method will yield a faster exponential rate of decay for the error probability, which may translate into substantial reductions in complexity and delay for real-world communication systems. We establish sufficient (computable) conditions for which for any given source-channel pair , which are satisfied for a large class of memoryless source-channel pairs. Furthermore, we show that . Numerical examples show that can be nearly twice as large as for many DMS-DMC pairs. Thus, for the same error probability, JSCC would require around half the delay of tandem coding. This potential benefit translates into more than 2-dB power gain for binary DMS sent over binary-input quantized-output additive white Gaussian noise and memoryless Rayleigh-fading channels.
We also partially address the computation of Csiszár's lower and upper bounds for the lossy JSCC exponent with distortion threshold ,
. Under the case of the Hamming distortion measure, and for a binary DMS and an arbitrary DMC, we express the bounds for and the rates for which the bounds are attained as in the lossless case.
The rest of this paper is arranged as follows. In Section II, we describe the system, define the terminologies, and introduce some material on convexity and Fenchel duality. Section III is devoted to study the analytical computation of based on Csiszár's work [17] , [18] . In Section IV, we assess the merits of JSCC by comparing with . The computation of the lossy JSCC exponent is partially studied in Section V. Finally, we state our conclusions in Section VI.
II. DEFINITIONS AND SYSTEM DESCRIPTION

A. System
We consider throughout this paper a communication system consisting of a DMS with finite alphabet and distribution , and a DMC with finite input alphabet , finite output alphabet , and transition probability . Without loss of generality, we assume that for each . Also, if the source distribution is uniform, optimal (lossless) JSCC amounts to optimal channel coding which has already been well studied. Therefore, we assume throughout that is not the uniform distribution on except in Section V, where we deal with JSCC under a fidelity criterion.
A joint source-channel (JSC) code with block length and transmission rate (measured in source symbols/channel use) is a pair of mappings and . That is, blocks of source symbols of length are encoded as blocks of symbols from of length , transmitted, received as blocks of symbols from of length , and decoded as blocks of source symbols of length . The probability of erroneously decoding the block is Here, and are the -and -dimensional product distributions corresponding to and , respectively. Throughout the paper, will denote a base logarithm, will mean the number of elements in and similarly for the other alphabets, and will denote the capacity of the DMC given by where is the mutual information between the channel input and the channel output [23] . Finally, will denote the entropy of a discrete probability distribution.
B. Error Exponents
Definition 1: The JSCC error exponent is defined as the largest number for which there exists a sequence of JSC codes with transmission rate and block length such that
When there is no possibility of confusion, will be written as . We know from the JSCC theorem (e.g., [16, p. 216] , [23] ) that can be positive if and only if . For future use, we recall the source and channel functions used by Gallager [23] in his treatment of the JSCC theorem. We also introduce some useful notation and some elementary relations among these functions. Let Gallager's source function be (2) Let (3) where is an unspecified probability distribution on . Connected with these functions are the source error exponent (4) and two intermediate channel error exponents (5) and (6) From these, we can form the random-coding lower bound for the channel error exponent (7) and the sphere-packing upper bound (8) In other words, . Also, we can form Gallager's channel function (9) It should be noted that maximization over means maximization over the closed bounded set Thus, if the function involved is continuous, the maximum is achieved for some distribution . The functions and in (5) and (6) (12) We remark that Csiszár [17] defines , , and using expressions involving constrained minima of Kullback-Leibler divergences. Our expressions are equivalent, as can be shown by the Lagrange multiplier method; see also [19, pp. 192-193] and [13] .
C. Tilted Distributions
We associate with the source distribution a family of tilted distributions defined by (13) Lemma 1 [19, p. 44] : The entropy is a strictly increasing function of except in the case that for all . Moreover, for , the equation is satisfied by a unique value (where we define if and define ).
The proof that is increasing follows easily from differentiation with respect to and a use of the Cauchy-Schwarz inequality. The remainder of the proof follows from the facts that , , and that is a continuous function of . It is easily seen that (14) where is defined by (2) . From this we see that for the supremum in (4) is achieved at .
D. Fenchel Duality
Although many of our results can be obtained by the use of the Lagrange multiplier method, the Fenchel Duality Theorem gives more succinct proofs and seems particularly well adapted to the elucidation of the connection between error exponents on the one hand, and source and channel functions on the other. 1 We present here a simplified one-dimensional version which is adequate for our purposes. For more detailed discussion, the reader may consult [36, pp. 190-202] , [12, Ch. 7] , or [42] . is the concave hull of , i.e., the smallest concave function that is bounded below by . [36, p. 201] : Assume that and are, respectively, convex and concave functions on the nonempty intervals and in and assume that has interior points. Suppose further that is finite. Then (15) where the maximum on the right-hand side is achieved by some
Fenchel Duality Theorem
. If the infimum on the left-hand side is achieved by some , then (16) and (17) 
E. Properties of the Source and Channel Functions
Lemma 2: The source function defined by (2) is a strictly convex function of . (14) and Lemma 1. Strict convexity is a consequence of our general assumption that is not the uniform distribution. It will be seen from (4) 
Convexity follows directly from
It follows from the properties of noted above that for and and that is finite for .
Lemma 3:
The function defined by (19) is the concave hull on the interval of the channel function defined in (9) . Thus, for . Proof: We form the concave transform of on the interval to get
Now use, in succession, (9), (5), and (7) to get Since is the concave transform of the concave function, , we have that and so Hence, is the concave hull on of .
Similarly to the above, recall that , defined in (8) is convex, zero for , positive for , and finite if [19] , [23] , where is given by (20) A computable expression for is given in [23, p. 158 ]. The normal situation is . (As shown by Gallager, unless each channel output symbol is unreachable from at least one input. In the latter case, .) We now let be the concave transform of the concave function , i.e., It follows that for and that for .
Lemma 4:
The function defined by (21) is the concave hull on of the channel function defined in (9) .
Proof: We now form the concave transform of on the interval to get
Now use (9), (6), and (8) to get
As in the previous proof, . Hence, is the concave hull on of .
Observation 1:
Note that the function is concave in for each [23, p. 142] . Hence, if the maximizing in (9) is independent of , is concave and thus, and are equal to . This situation holds if the channel is symmetric in the sense of Gallager [23, p. 94] (also see Example 2). For this case, the maximizing distribution is the uniform distribution for all . However, there are channels for which is not concave. One example of such a channel is provided by Gallager [23, Fig. 5.6.5] . For this particular ( -ary input, -ary output) channel, we plot against in Fig. 1 . It is noted that the derivative of has a positive jump increase at around (see [23, Fig. 5.6 .5]), and its concave hull is strictly larger than in the interval .
III. BOUNDS ON THE JSCC ERROR EXPONENT
A. Csiszár's Random-Coding and Sphere-Packing Bounds
Csiszár [17] proved that for a DMS and a DMC the JSCC error exponent in Definition 1 satisfies (22) where (23) and (24) are called the source-channel random-coding lower bound and the source-channel sphere-packing upper bound, since they respectively contain and in their expressions. These bounds can be expressed in a form more adapted to calculation as follows.
Theorem 1:
Let and let . Then (25) and (26) where and are the concave hulls of on and defined in (19) and (21), respectively. If the maximizing in (9) is independent of , and can be replaced by .
Remark 1: When ,
Observation 2: According to Lemma 3, . Thus, the lower bound can be replaced by the possibly looser lower bound 2 (27) This is the lower bound implied by Gallager's work [23, (e.g., for symmetric channels, see Example 2), the two lower bounds are identical.
Proof of Theorem 1:
We first apply Fenchel's Duality Theorem (15) to the lower bound . From Lemma 2, (4), and (18), is convex on and has convex transform on the set . Also, from the discussion preceding Lemma 3,  is concave on and has concave transform which is bounded on . Thus, by Fenchel's Duality Theorem (28) Now, the convex function is nonincreasing for since in this region. This implies that the infimum on the left-hand side of (28) can be restricted to the interval . Since this is now the infimum of a continuous function on a finite interval this will be a minimum. Hence, (25) is an equivalent representation of . Similarly, for the upper bound, recall from the discussion preceding Lemma 4 that is concave and finite for and has a concave transform , which is finite on . Thus, by Fenchel's Duality Theorem
The assumption ensures that the infimum on the left-hand side of (29) is taken over a set with interior points. If , the infimum can be replaced by a minimum on the interval by the same argument as for the lower bound. If , we no longer form the infimum of a continuous function, but it can still be shown that there is a minimum point which lies in the interval . Hence, (29) is an equivalent representation of .
Observation 3:
The parametric form of the lower and upper bounds (25) and (26) indeed facilitates the computation of Csiszár's bounds. In order to compute the bounds for general nonsymmetric channels (when and ), one could employ Arimoto's algorithm [8] to find the maximizing distribution and thus . We then can immediately obtain the concave hulls of , , and numerically (e.g., using Matlab) and thus the maxima of and . This significantly reduces the computational complexity since to compute (23) and (24), we need to first compute and for each , which requires almost the same complexity as above, and then we need to find the minima by searching over all 's. For symmetric channels, (25) and (26) are analytically solved; see Example 2. Example 1: Consider a communication system with a binary DMS with distribution and a DMC with , , and transition probability matrix
We then compute Csiszár's random-coding and spherepacking bounds, and . For fixed and transmission rate , we plot these bounds in terms of in Fig. 2 Fig. 3]) .
B. When Does ?
One important objective in investigating the bounds for the JSCC error exponent is to ascertain when the bounds are tight so that the exact value of is obtained. According to Csiszár's result (22) , we note that if the minimum in the expressions of or is attained for a rate (strictly) larger than the critical rate , then the two bounds coincide and thus is determined exactly. This raises the following question: how can we check whether the minimum in or is attained for a rate larger than ? One may indeed wonder if there exist explicit conditions for which . The answer is affirmative; furthermore, we can verify whether the two bounds are tight in two ways: one is to compare with , and the other is to compare the minimizer of in (26) , say, with . Before we present these conditions, we first define the following quantities which achieve the bounds and under the assumptions and :
Since the functions between brackets to be minimized (or maximized) in (30)-(33) are strictly convex (or concave) functions of (or ), , , , and are well defined and unique. We then have the following relations. Setting the derivative of equal to , we can solve for the stationary point 3 , which gives . For the lower bound, using a similar argument, we obtain the relation Recalling that the function between the brackets to be maximized is strictly concave, if the above maximum is achieved by , then we can solve for the stationary point as above and obtain
. If the maximum is achieved at , then the stationary point is beyond (at least equal to) , and hence . Thus (3) follows.
In order to summarize the explicit conditions for the calculation of , it is convenient to define a critical rate for the source by (34) recalling that , . 3 The stationary points of a differentiable function f (x) are the solutions of f (x) = 0. For symmetric DMCs, Corollary 1 is trivial and has been shown in the last proof. For general DMCs, the proof of Corollary 1 is provided in [57, Appendix A].
We point out that, in both the computation and analysis aspects, the above conditions play an important role in verifying whether can be determined exactly or not. For the class of symmetric DMCs, we can use the conditions and to derive explicit formulas for , see Example 2. In Section IV, we apply Theorem 2 to establish the conditions for which the JSCC exponent is larger than the tandem coding exponent. Note that when , the source-channel random-coding bound admits a simple expression (35) Consequently, we have the following statement.
Corollary 2: If
, then Csiszár's random-coding bound and Gallager's lower bound (27) where is the unique root of the equation (40) In the case when (37) does not hold, which means , . When (37) holds but (38) does not hold, the right-hand side of (39) becomes the upper bound and meanwhile, is lower-bounded by , where is given by (36). Now we apply the conditions (37) and (38) to a communication system with a binary source with distribution , a binary-symmetric channel (BSC) with crossover probability and transmission rates , and . Note that and where is the binary entropy function. In Fig. 3 , we partition the set of possible points for the pairs into three regions: , , and . If , where conditions (37) and (38) hold, i.e., and , then the corresponding is positive and exactly known. 5 Furthermore, if , then is bounded above (below, respectively) by the right-hand side of (39) ( , respectively). When , where , is zero, and the error probability of this communication system converges to for sufficiently large. So we are only interested in the cases when .
Observation 4 (Csiszár's Expurgated Lower Bound):
Using a similar approach (relying on Fenchel's Duality Theorem), we have also studied Csiszár's expurgated lower bound [18] to and obtained its equivalent expression in terms of Gallager's expurgated channel and source functions. We established the condition when the random-coding lower bound to can be improved by the expurgated bound. The reader may consult [57, Sec. 3.3] for a detailed discussion. Moreover, closed-form parametric expressions of the improved lower bound and its corresponding condition are provided in [57] for systems with equidistant DMCs. 5 In light of the recent work in [11] , where the random coding exponent E (R; W ) of the BSC is shown to be indeed the true value of the channel error exponent E(R; W ) for code rates R in some interval directly below the channel critical rate (in other words, it is shown that for the BSC with its " above a certain threshold, E (R; W ) = E(R; W ) for R R C where R can be less than R (W ) [11] ), we note via (1) and the lower bound in (22) and (23) that region B B B where E is exactly known can be enlarged. B and C C C. In A A A, E = 0. In B B B, E is positive and known exactly. In C C C, E is positive and can be bounded above and below. where " " means composition and and are independent of . That is, blocks of source symbols of length are encoded as integers (indices) from , and these integers are further encoded as blocks of symbols from of length , transmitted, received as blocks of symbols from of length . These received blocks are decoded as integers from , and finally, these integers are decoded as blocks of source symbols of length . Thus, the probability of erroneously decoding the block is as shown in the equation at the bottom of the page, where and are the -and -dimensional product distributions corresponding to and . respectively.
IV. WHEN IS JSCC WORTHWHILE: JSCC VERSUS TANDEM CODING EXPONENTS
A. Tandem Coding Error Exponent
Definition 2:
The tandem coding error exponent is defined as the largest number for which there exists a sequence of tandem codes with transmission rate and block length such that When there is no possibility of confusion, will often be written as . In general, we know that since by definition tandem coding is a special case of JSCC. We are hence interested in determining the conditions for which for the same transmission rate . Meanwhile, it immediately follows (from the JSCC theorem) that can be positive if and only if ; otherwise, both and are zero.
By definition, the tandem coding exponent results from separately performing and concatenating optimal source and channel coding, which can be expressed by (e.g., see [17] ) (41) where and are the source and channel error exponents, respectively. Note that where is the geometric mean of the source probabilities, i.e.,
If
, then the graphs of and must have exactly one intersection and by (41) (42) since is strictly increasing in and is nonincreasing in . If then there is no intersection between and . Recall (18) that is infinite in the open interval . In this case, we have that (43) by (41) . Without loss of generality, we get (44) at the bottom of the page, so that we can always write that .
When the DMS is uniform, the optimal source coding operation reduces to the trivial enumerating (identity) function with as the source is incompressible. Hence, only channel coding is performed in both JSCC and tandem coding and . Thus, our comparison of the two exponents is nontrivial only if the source is nonuniform and . Even though we know that is never worse than , the following theorem gives a limit on how much can outperform . 
Proof: We first refer to the upper bound of given by Csiszár [17, Lemma 2] in (1) (46) where is the source error exponent, which is strictly convex and increasing in , and is the channel error exponent, which is a positive and nonincreasing in . Unlike the source exponent, the behavior of is unknown for . Let be the zero-error capacity of the channel , i.e., if and only if [23] . If , obviously, we have If , the upper bound in (46) is finite and the minimum must be achieved by some rate, say , in the interval . Then
Here, the equality in holds if our computable upper and lower bounds, and , are equal. To ensure this, we need the condition by (44) is an intersection between and , i.e., . Now taking these considerations together, and applying Theorem 2 again, we conclude that if and
Observation 5:
The condition for the equality states that, if the minimum in the expression of given in (23) is attained at the intersection of and which is no less than the critical rate of the channel, then the JSCC exponent is twice as large as the tandem coding exponent. In that case, the rate of decay of the error probability for the JSCC system is double that for the tandem coding system. In other words, for the same probability of error , the delay of (optimal) JSCC is approximately half of the delay of (optimal) tandem coding for sufficiently large
B. Sufficient Conditions for Which
In the following, we will use our previous results to derive computable sufficient conditions for which . We first define in (47) at the bottom of the page, such that the source error exponent has a parametric expression at (48) Note that is well defined only if . Denote (18) and (48). Thus, the latter condition is equivalent to and by (12) and the related discussion it guarantees that , where is defined in (44 
where equality holds if . If , then immediately (55) where the above is positive since by Lemma 5, part 1). Note also that in this case , so (54) and (55) can be summarized by (51) . The above is positive since where the first inequality follows from the fact that by Lemma 5 and Corollary 1.
As pointed out in the proof, the condition means that the JSCC exponent is achieved at a rate no less than . The second condition, means that the tandem coding exponent is achieved at a rate no less than . Hence, (50) in Theorem 4 states that would be strictly larger than if either or is determined exactly. Conversely, if the conditions in Theorem 4 are not satisfied, then neither nor are exactly known. Nevertheless, if the lower bound of is strictly larger than the upper bound of , then we must have . Hence, we obtain the following sufficient conditions.
Theorem 5:
Let and let , where is the expurgated channel error exponent [23] . If In Theorems 5 and 6, we establish the sufficient conditions by comparing the source-channel random-coding bound derived in Theorem 2, with the upper bound of tandem coding exponent obtained by using the geometric characteristics of and . For the proofs of Theorems 5 and 6, the reader may refer to [57, Appendices B and C]. These conditions can be readily computed since it only requires the knowledge of and . Note that the condition in Theorem 5 is satisfied by the DMCs with zero-error capacity equal to see [19, p. 187] . Thus, Theorem 5 applies to equidistant channels, in particular, to every channel with binary input alphabet. An expression of for the DMC with zero-error capacity is given in [23, Problem 5.24] .
Example 3 (When Does the JSCC Exponent Outperform the Tandem Coding Exponent?):
We apply Theorems 4-6 to the binary DMS with distribution and BSC with crossover probability , and the binary DMS and the binary erasure channel (BEC) with erasure probability , under different transmission rates . If any one of the conditions in these theorems holds, then . The above conditions are summarized by Region in Fig. 4 in Region , we are not sure whether is still strictly larger than .
Example 4 (By How Much can the JSCC Exponent be Larger Than the Tandem Coding Exponent?):
In the last example, we have seen that holds for a wide large class of source-channel pairs. Now we evaluate the performance of over by looking at the ratio of the two quantities. Recall that when Theorem 4 part a) is satisfied, both and are exactly determined. In this case, we can directly compute (using the results of Section III) and (using (42) and (43) 6 Here we only use the random-coding lower bound of E . In [57, Example 5], we also calculated the expurgated lower bound of E , and chose the larger one in the computation of the lower bound for E =E . In this case, a slight improvement is noticed for some low values of " (see [57, , we obtain that for many source-channel pairs.
C. Power Gain Due to JSCC for DMS Over Binary-Input AWGN and Rayleigh-Fading Channels With Finite Output Quantization
It is well known that -ary modulated additive white Gaussian noise (AWGN) and memoryless Rayleigh-fading channels can be converted to a DMC when finite quantization is applied at their output. For example, as illustrated in [4] , [41] , we know that the concatenation of a binary phase-shift keying (BPSK) modulated AWGN or Rayleigh-fading channel with -bit soft-decision demodulation is equivalent to a binary-input, -output DMC (cf. Fig. 5 ). We next study the JSCC and tandem coding exponent for a system involving such channels to assess the potential benefits of JSCC over tandem coding in terms of power or channel signal-to-noise ratio (SNR) gains.
We assume that the BPSK signal corresponding to the signal input is of unit energy, and is a zero-mean independent and identically distributed (i.i.d.) Gaussian random process with variance . The channel SNR is defined by SNR and the received signal is where is for the AWGN channel (no fading), and for the Rayleigh-fading channel, is the amplitude fading process assumed to be i.i.d. with probability density function (pdf) if , otherwise such that . We also assume for the Rayleigh-fading channel that , , and are independent of each other, and the values of are not available at the receiver. At the receiver, as shown in Fig. 5, each is demodulated via an -bit uniform scalar quantizer with quantization step to yield
. If the channel input alphabet is and the channel output alphabet is , then the transition probability matrix is given by where SNR SNR for the AWGN channel [41] , and for the Rayleigh-fading channel [4] . Here is given by [4] , [49] where is the complementary error function and are the thresholds of the receiver's soft-decision quantizer given by if if if (56) with uniform step-size . For each channel SNR, the suitable quantization step is chosen as in [41] , [4] to yield the maximum capacity of the binary-input -output DMC. We compute the JSCC and tandem coding exponents for the binary source and the binary-input -output DMC converted from the AWGN (Rayleigh-fading, respectively) channel under transmission rate ( , respectively), and illustrate the power gain due to JSCC. In Figs. 6 and 7, we plot and for binary DMS and by varying the channel SNR (in decibels). We point out that in both figures, when SNR 6 dB for and when SNR 8 dB for , and are determined exactly. We observe that for the same SNR, is almost twice as large as Further- more, for the same exponent and the same (asymptotic) encoding length, JSCC would yield the same probability of error as tandem coding with a power gain of more than 2 dB. Similar behavior was noted for other values of transmission rate .
V. JSCC ERROR EXPONENT WITH HAMMING DISTORTION MEASURE
Let be a finite set and be a distortion measure, i.e., a nonnegative valued function defined on and extended to by setting A JSC code with block length and transmission rate for a -length DMS and a DMC with a threshold of tolerated distortion is a pair of mappings and . The probability of the code exceeding the threshold is given by where and are the -and -dimensional product distributions corresponding to and , respectively. is also called the probability of excess distortion. We remark that for the JSCC with a distortion threshold, we allow that the source has a uniform distribution.
Definition 3:
The JSCC error exponent is defined as the largest number for which there exists a sequence of JSC codes with block length and transmission rate such that When there is no possibility of confusion, will often be written . In [18] , Csiszár proved that for a DMS and a DMC , the JSCC error exponent under distortion threshold satisfies (57) where (58) and (59) In the above (60) is the source error exponent with a fidelity criterion [37] and is the rate distortion function (e.g., [16] , [19] ). and are the random-coding and spherepacking bounds to the channel error exponent. Likewise, if the infimum in (58) or (59) is attained for a rate larger than the channel critical rate, then the lower and upper bounds coincide, and we can determine exactly. Of course, the two bounds are nontrivial if and only if by the JSCC theorem.
It can be shown that is a nondecreasing function in . However, unlike , is not necessarily convex or even continuous in [1] , [37] . Therefore, it is hard to analytically compute the JSCC exponent in general. In this section, we only address the computation of for a binary DMS and an arbitrary DMC under the Hamming distortion measure , given by
We first need to derive a parametric form of . Define (62) ). In Fig. 8 , if the pair is located in region , then the corresponding JSCC exponent can be determined exactly (the lower and upper bounds are equal). If is located in region , then is bounded by (65) and (67). If is located in region , then is bounded by (66) and (67). When , is zero, and the error probability of this communication system converges to for sufficiently large. So we are only interested in the cases when . Fig. 9 shows the JSCC error exponent lower bound of the binary DMS ( ) and BSC pairs under different distortion thresholds. We fix the BSC parameter , and vary from to . In Fig. 9 , Segment (or Section) 1 is determined by (66), and Segments 2 and 3 are determined by (65). Furthermore, the lower bound coincides with the upper bound (67) in Segment 3; i.e., the JSCC exponent is exactly determined in Segment 3.
VI. CONCLUSION
In this work, we establish equivalent parametric representations of Csiszár's lower and upper bounds for the JSCC exponent of a communication system with a DMS and a DMC, and we obtain explicit conditions for which the JSCC exponent is exactly determined. As a result, the computation of the bounds for is facilitated for arbitrary DMS-DMC pairs. Furthermore, the bounds enjoy closed-form expressions when the channel is symmetric. A byproduct of our result is the fact that Csiszár's random-coding lower bound for is in general larger than Gallager's lower bound [23] .
We also provide a systematic comparison between and , the tandem coding error exponent. We show that JSCC can at most double the error exponent vis-a-vis tandem coding by proving that and we provide the condition for achieving this doubling effect. In the case where this upper bound is not tight, we also establish sufficient explicit conditions under which . Numerical results indicate that for a large class of DMS-DMC pairs, hence illustrating the substantial potential benefit of JSCC over tandem coding. This benefit is also shown to result into a power saving gain of more than 2 dB for a binary DMS and a BPSK-modulated AWGN/Rayleigh channel with finite output quantization. Finally, we partially investigate the computation of Csiszár's lower and upper bounds for the lossy JSCC exponent underthe Hamming distortion measure, and obtain equivalent representations for these bounds using the same approach as for the lossless JSCC exponent. Recall that the rate-distortion function for a binary DMS under the Hamming distortion measure is given by (e.g., [16] In fact, it can be shown that is the right-slope of at .
