Abstract: In this note we generalize several well known results concerning invariants of finite groups from characteristic zero to positive characteristic not dividing the group order. The first is Schmid's relative version of Noether's theorem. That theorem compares the degrees of generators of a group with those of a subgroup. Then we prove a suitable positive characteristic version of Weyl's theorem on vector invariants: polarization works in small degrees. Using that we show that the regular representation has the "most general" ring of invariants, thereby generalizing theorems of Schmid and Smith.
Introduction
Let G be a finite group acting linearly on a k-vector space V . If k = C, Noether showed in [N] 
that the ring k[V ]
G of G-invariants is generated by invariants of degree ≤ |G|. This is called Noether's bound. An inspection of her proof reveals that it stays valid for any field k of characteristic 0 or characteristic p > |G|. It has been a long standing question whether Noether's bound holds under the weaker assumption that p does not divide |G|.
This has been proved only recently by Fleischmann [Fl1] and Fogarty [Fo] .
Meanwhile, Schmid showed in [Sch] that Noether's bound is sharp only for cyclic groups. Again, her proof is valid if either p = 0 or p > |G|. The only reason why Schmid's proof doesn't carry over to characteristics not dividing |G| is a certain refinement of Noether's theorem which compares degrees of generators of G-invariants with those of H-invariants where H is any subgroup of G. The purpose of this paper is to provide this tool for p | |G| (see Theorem 3.3 for a precise statement).
After a first draft of this note has been completed it came to my attention that this has also been done independently by Fleischmann, [Fl1] , and Sezer, [Se] . Nevertheless, we find it still worthwhile to include a proof. First, our proof is an adaptation of Fogarty's (as opposed to Fleischmann's) proof of Noether's bound. Secondly, we introduce another numerical invariant of independent interest. More precisely, in section 2 we look at the zero fiber of the quotient map V → V /G (the null cone) which is the spectrum of a local Artinian ring. We study the degree of nilpotence of its maximal ideal in Theorem 2.1 and show that it is closely related to degrees of generating invariants.
In a further section, we study degree bounds for algebras over arbitrary ground rings k. We show that it suffices to consider for k a field and even there the problem depends only on the characteristic of k with char k = 0 giving the lowest bounds.
The second major thread of this paper is Weyl's theorem on vector invariants. It asserts that one can obtain all invariants on any number of copies of a representation V from invariants which live on only dim V copies. The process allowing this is called polarization and works in that generality only in characteristic zero. Nevertheless, in positive characteristic it is plausible that polarization still works in "low" degrees. Theorem 5.1 makes this statement precise. On the other hand, generating invariants for finite groups have "low" degree by the theorem of Noether-Fleischmann-Fogarty. This yields Weyl type theorems for vector invariants in positive characteristic. In particular, we strengthen theorems of Schmid and Smith according to which the regular representation has the most general ring of invariants.
It should be added that even in characteristic zero our approach is not without interest. It yields a completely elementary proof of Weyl's theorem for the (special but most important) case that G is linearly reductive. In particular, we avoid the use of Capelli's identity and representation theory of GL(n).
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The degree of nilpotence of the null cone
Let A be a commutative ring. For a subset S let S be the ideal generated by S. Now assume that the finite group G acts on A. For a G-invariant ideal m ⊆ A we define
It is well known that for finite groups, the fibers of Spec A → Spec A 
Theorem. Let H ⊆ G be a subgroup and assume
Proof:
which are indexed by u ∈ G/H. In the following, we will regard u as an element of G representing its coset.
Consider the expression
Since every product contains a zero factor, namely the one corresponding to v = u, we have Φ = 0. On the other side, we can expand the product and get
where S ranges over all subsets of G/H and (2.5) 
This implies
For H = 1 we get: 
The degree of generators
Let A = ⊕ ∞ d=0 A d be an N-
Lemma. For any
A we have that η G (m) ≤ β(A(G) G ). Proof: Let b := β(A(G) G ). For a ∈ A e with e ≥ b let (3.2) a := u∈G u(ax 1 ) = u∈G (ua)x u ∈ A(G) G .
Its bidegree is (e, 1). Since A(G)
G is generated by elements of degree ≤ b we can write a as a sum of products p · q where p and q are bihomogeneous G-invariants of bidegree (c, 0) and (e − c, 1) respectively. We may assume that deg
Combining these comparison lemmas with Theorem 2.1, we obtain:
Proof: Indeed,
(by Theorem 2.1)
Remark: Since Theorem 2.1 holds under the weaker assumption
wonder whether also Theorem 3.3 holds in that generality.
Taking for H the trivial subgroup, we obtain Fleischmann's and Fogarty's theorem:
This suggests a definition. For a fixed ground ring
where A runs through all N-graded k-algebras with G-action and with β(A) ≤ 1. The following generalizes a theorem of Schmid [Sch] for k = C:
In particular,
For arbitrary N-graded algebras we have 
There is a natural map of
The following consequence is due to Schmid [Sch] for k = C and to Fleischmann [Fl1] in general:
Proof: Apply Theorem 3.6 to G/N acting on A N . Now, we can state the following generalization of Schmid's result:
Proof: A close inspection shows that Schmid's proof works now (i.e., after having proved Corollary 3.5) for any N-graded k-algebra.
For completeness we state two more results without proof. In characteristic zero, Domokos and Hegedűs strengthened Schmid's theorem to: . In fact, we have:
For the converse inequality, let m be a Ginvariant ideal in the G-ring A. LetÃ be the blow-up algebra of A along m, i.e.,Ã is the
A where t maps to 1. By linear reductivity, we have π(
It is feasible that this is also true for η k (G). Then one could remove the assumption |G| ∈ k × in Theorem 3.11. As an example, we compute η k (G) where G = {1, σ} is the group of order 2 and char k = 2. Let V = k 2n with coordinates x 1 , . . . , x n , y 1 , . . . , y n and 
Some functoriality properties
In this section, we develop some machinery to compute β k (A) for arbitrary ground rings k. 
This map becomes surjective after tensoring with K. Thus, C ⊗ k K = 0. Faithful flatness implies C = 0 and the claim follows.
Corollary. Let k be a field. Then β k (A) depends only on the characteristic of k.
In view of this result, we write β p (G) := β k (G) where k is any field of characteristic p.
Next, we cite a result of Richman, [R] , which shows that in the modular case there is no universal bound on the degree of generators: Now we can reduce the computation of β k (G) for an arbitrary ring k to fields. For this we define
4.5. Theorem. Let k be any ring. Then
Proof: If Q ⊆ k then k is faithfully flat over Q and the assertion follows from Theorem 4. 
Let b be the right hand side of (4.4) and let C(b, d) be the cokernel of (4.2). Then
Corollary. For any ring k holds β k (G) < ∞ if and only if
A similar argument shows that k = Q is the best possible case:
Theorem. For all primes p holds β p (G) ≥ β 0 (G). For almost all primes holds equality.
Proof: If p divides |G| there is nothing to prove since then β p (G) = ∞ (Theorem 4.3). Thus assume p | |G|. Let k = Z p be the ring of p-adic integers with field of fractions K = Q p and residue field F p . By Proposition 4.4, there is a finite dimensional
The same argument as for (4.5) shows that 
can not be smaller than b. 
This implies that k(G)
G is also generated by the
is surjective where p is any prime not dividing
We conclude with theorems of Schmid [Sch] and Smith [Sm] (see also its generalization, Corollary 7.5, further down) which assert
Remark: Presently, no group G and prime p not dividing |G| with β p (G) > β 0 (G) seems to be known.
Polarization in positive characteristic
From now on, k will be a field which, for convenience, we assume to be infinite. We set p = char k if positive and p = ∞ otherwise. Let V be a k-vector space of dimension < ∞.
) be the space of polynomial functions which are homogeneous of degree d. We are interested in the space V ⊕n of n-tuples of vectors in V . There is a natural action of the algebraic group
. Then the GL n -submodule S GL(n) generated by S is called the polarization of S. The action of the Lie algebra is given by the polarization operators 
we may assume that m = . Moreover, it clearly suffices to treat the case n = m + 1 = + 1. The proof will proceed by induction on starting at the trivial case = 0.
We label the copies of V (c 0 , . . . , c , r 1 , . . . , r , a 10 , . . . , a 1 , a 20 , . . . , a 2 , . . . , a 0 , . . . , a ) .
In words: ind A starts with the column sums followed by the row sums followed by the coefficients read from left to right, top to bottom. We say A < B if ind A is lexicographically smaller that ind B. We have to show that deg ) . Let A be the smallest counterexample. 
The matrix A must have a non-zero entry in the first column since otherwise x
A fortiori, there is non-zero entry a ij with i + j ≤ (i.e., which is strictly above the dotted diagonal in (5.3) ). Let a ij be the first one, where we read from left to right and top to bottom. Then a ij is not in the last column and the entries above a ij+1 are all zero.
Let A be the matrix obtained from A by replacing the entries a ij and a ij+1 by a ij − 1 and a ij+1 + 1, respectively. Since c j (A) < c j (A), the minimality of A implies x A ∈ X( , d). Now apply the polarization operator P jj+1 to x A . Then we get
Here, A ν is the matrix
Since all A ν are smaller than A we obtain 1 a ij+1 + 1 = 0 in k. In particular, we get (5.10) a ij ≥ 1 and a ij+1 ≥ p − 1.
Let := + 1 − i ≥ j + 1. Then a i is on the diagonal starting from a 1 : 
Let A be the submatrix of A consisting of columns 0, . . . , . From (5.10) we get r i ≥ p which implies < by (5.7). Moreover we have Remarks: 1. The proof shows that under the given conditions it suffices to apply just polarization operators and column permutations.
Now observe that the first
2. One can show that the monomial x 10 (x 11 . . . x 1 ) p−1 cannot be obtained from polarization of polynomials on fewer than + 1 copies of V . This shows that the given degree bound is optimal.
Weyl's theorem
Let k and p be as in the preceding section. We are going to apply polarizations to invariant 1 In characteristic 0, we are done at this point: A can't exist.
Proof: First, let us remark that G is linearly reductive. Indeed, otherwise β k (G) = ∞ and m would not exist.
Let
] be the subalgebra generated by all polarization and permutation operators. Let A(m) be the algebra generated by
. We have to show equality.
The formulas P (f g) = P (f )g + f P (g) for any polarization operator and π(f g) = π(f )π(g) for any permutation imply that (6.1)
Then the assumption on n and Theorem 5.1 imply that the map
is surjective. By linear reductivity of G we obtain
On the other hand,
Thus, we have proved that A(m) contains all G-invariants of degree ≤ β k (G) which implies that it consists of all invariants.
This theorem provides a means to construct a representation of G which has the "most general" ring of invariants. To make this more precise, we extend our notion of polarization. Proof: We may assume that k is algebraically closed. Then the regular representation contains each simple module W with multiplicity dim W . The assertion follows from
