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Eﬀets de taille et d'interphase sur le comportement mécanique de nanocomposites
particulaires : comme tous les sujets de thèse, le mien était à la fois attirant et intriguant.
Que pouvait-il bien se cacher derrière des mots tels que Dynamique Moléculaire, na-
nocomposites ou approche par Motifs Morphologiques Représentatifs ? Je dois avouer
qu'il y a trois ans, lorsque je me suis lancé à la découverte du monde des nanomatériaux,
je ne savais pas trop dans quelle aventure je m'engageais. Que se cachait-il exactement
derrière toutes ces notions, je n'en avais qu'une vague idée.
Trois ans plus tard, j'ai parcouru du chemin dans ce monde des nanomatériaux. Si
certaines notions sont encore un peu ﬂoues, cet univers me semble moins mystérieux et
ces trois années se sont révélées pour moi très enrichissantes sur les plans scientiﬁque et
humain. Ce manuscrit de thèse, qui rend compte de mes pérégrinations au travers du
monde des nanomatériaux (résultats obtenus mais aussi nombreuses questions soulevées),
est le fruit d'une collaboration entre le Laboratoire de Mécanique des Solides (LMS) et
le Laboratoire des Matériaux Organiques à Propriétés Spéciﬁques (LMOPS). Je tiens
donc à remercier Bernard Halphen, Directeur du LMS, ainsi que l'ensemble des personnes
du LMS pour leur accueil durant ces trois années. Je souhaite aussi remercier Nicole
Albérola, Directeur-Adjoint du LMOPS, ainsi que l'ensemble des personnes de l'IUT de
Chambéry pour leur accueil lors de mes séjours sur les bords du Lac du Bourget ; mes
séjours à Chambéry ont été trop courts et trop rares pour avoir pu proﬁter pleinement
des montagnes environnantes !
Je voudrais tout d'abord remercier Samuel Forest et Joachim Wittmer d'avoir accepté
la diﬃcile tâche de rapporteur de ma thèse. Comme moi il leur a fallu faire le grand
écart entre la modélisation moléculaire et l'approche micromécanique. Je voudrais aussi
remercier Patrick Le Tallec d'avoir accepté de présider mon jury de thèse. Je remercie
Eveline Hervé, Christoph Fond et David Brown d'avoir accepté de faire partie de ce
jury. Je remercie aussi Nicole Albérola, Patrice Mélé et André Zaoui, d'avoir accepté de
participer à la discussion en tant que membres invités. Toutes et tous ont fait l'eﬀort de
lire ce manuscrit, de l'analyser et d'en discuter avec moi ; pour cela je les en remercie.
Une thèse, c'est des personnes avec lesquelles on est amené à travailler. En tout premier
lieu, je souhaiterais remercier trois personnes qui ont encadré mes travaux de recherche
durant ces trois années. Je remercie Eveline Hervé, Directrice de thèse, d'avoir accepté
la charge d'encadrer ces travaux et d'avoir fait avec moi la passerelle entre le monde
de la modélisation moléculaire et celui de la micromécanique. Son contact si spontané
m'a permis d'être à l'aise dés le début. Je remercie aussi David Brown, co-Directeur de
thèse, qui a accepté de partir à la découverte de la micromécanique. Malgré l'éloignement
physique et mes nombreuses questions par mails, il s'est toujours montré disponible pour
m'initier aux mystères de la modélisation moléculaire. Enﬁn, je souhaite remercier André
Zaoui. Malgré ses nombreuses occupations, il a toujours montré un grand intérêt à mes
travaux et ses questions, souvent embarrassantes mais si pertinentes, ont toujours enrichi
nos discussions. Je les remercie aussi tous trois pour l'intérêt qu'ils ont manifesté dans le
cadre de mon projet d'après-thèse.
Il y a aussi un second trio de collègues qui a beaucoup contribué à ces travaux. Je
tiens donc à remercier Nicole Albérola et Patrice Mélé du LMOPS ainsi que Emmanuelle
Chabert du LMS pour les nombreuses discussions que nous avons eues sur les matériaux
polymères et la mécanique au cours de ces trois ans.
Ma thèse, c'est aussi trois années au sein du LMS et de l'OR (Opération de Recherche)
Micromécanique en particulier. Que ce soit sur un plan scientiﬁque ou non, nous avons
eu de nombreuses discussions et moments partagés ensemble. Je tiens donc à remercier
Aude Racine, Emmanuelle Chabert, Eva Héripré, Marie Dexet, Graciela Bertolino, Emna
Rekik, Nicolas Rupin, Nicolas Bilger, Frédéric Mignot, Alexandre Kane, Kamal El Bachiri,
Eveline Hervé, Thien-Nga Le, Veronique Doquet, Jérôme Crépin, Michel Bornert, Daniel
Caldemaison, François Auslender, André Zaoui ... Presque tous, vous avez partagé ma
passion pour la course à pied, courage ou témérité ? En tout cas, merci pour ces trois
années.
Au cours de ma thèse, j'ai aussi eu l'opportunité de découvrir le monde de l'enseigne-
ment grâce à mon monitorat. Je souhaite donc remercier les personnes qui m'ont donné
cette chance et qui m'ont fait conﬁance, Xavier Boutillon, Stéphane Andrieux, Gilles
Perrin et Alain Ehrlacher. Je souhaite aussi remercier les personnes avec lesquelles j'ai
travaillé dans le cadre de mes enseignements, Emmanuelle Chabert, Abdelbacet Oueslati,
William Gilbert et Ali Bozetine. J'ai bien sûr aussi une pensée pour les élèves de l'Ecole
Polytechnique que j'ai encadré en Modex et Enseignements d'Approfondissement, c'est
grâce à eux ... et sur eux ... que j'ai pu m'initier à l'enseignement.
Pour ﬁnir, je ne peux m'empêcher d'avoir une pensée pour tous mes amis, rencontrés
dans le cadre de l'athlétisme, de la musique ou même du travail, et à qui ce manuscrit
doit beaucoup. Grâce à eux, j'ai pu oublier un peu la thèse dans les moments diﬃciles,
me changer les idées et me conﬁer. Sandra, Anne-Claire, Céline, Marie, Nadège, Claire,
Isabelle, Anne, Emmanuelle, Graciela, Céline et Christoph, Céline et Stéphane, Christelle
et Guillaume, Aude et Julien, Jean-Sébastien, Max, Gérard, Florent, Bruno ... Nous avons
partagé de nombreux moments ensemble, merci !
Pour ﬁnir, je remercie mes parents, ainsi que mes frères et s÷urs, Sylvane, Solène et
Samuel pour leur soutien depuis de nombreuses années.
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Introduction
L'engouement pour les nanomatériaux tient au fait que l'on attend beaucoup de leur
développement. On espère des propriétés particulières résultant d'une augmentation de
la surface spéciﬁque et d'une diminution des longueurs caractéristiques considérées. Dans
le cas des nanocomposites particulaires, en plus d'un eﬀet classique de mélange, l'ajout
de particules de taille nanoscopique à diverses matrices entraînerait une modiﬁcation des
propriétés, notamment mécaniques, de la matrice elle-même et simultanément un eﬀet de
 sur-renforcement  plus marqué pour de faibles tailles de particules. La compréhension
des phénomènes qui apparaissent à l'interface entre les inclusions et la matrice, ainsi
que l'analyse de l'inﬂuence des dimensions caractéristiques des diﬀérentes phases sur le
comportement mécanique se révèlent être d'un intérêt particulier pour l'étude de ces
matériaux.
La motivation de ce travail est la mise au point d'outils permettant de prédire des eﬀets
de taille sur le comportement mécanique de nanocomposites particulaires. Pour cela, une
confrontation entre deux approches issues de deux échelles distinctes est entreprise. D'un
côté, l'approche micromécanique classique, basée sur la Mécanique des Milieux Continus,
semble apriori inadaptée à l'étude des matériaux à l'échelle atomique. De l'autre côté, la
Dynamique Moléculaire permet de simuler des nanocomposites modèles à l'échelle de leur
structure atomique mais se trouve limitée pour rendre compte du comportement macro-
scopique du matériau. Si cette étude a pu être menée à bien, c'est grâce à une étroite
collaboration entre le Laboratoire de Mécanique des Solides (LMS) de l'Ecole Polytech-
nique et le Laboratoire des Matériaux Organiques à Propriétés Spéciﬁques (LMOPS) de
l'Université de Savoie qui a débuté en 2001 dans le cadre de l'ACI (Action Concertée
Incitative) Surfaces, interfaces et conception de nouveaux matériaux ayant pour thème
Couplage Micromécanique et Dynamique Moléculaire aux interfaces dans les systèmes
hétérogènes : développement d'outils prédictifs.
On se propose d'introduire des informations spéciﬁques du comportement de nanocom-
posites particulaires à l'échelle atomique, issues de simulations de Dynamique Moléculaire,
dans des modèles micromécaniques (notamment dans l'approche par Motifs Morpholo-
giques Représentatifs qui, en considérant des voisinages ﬁnis de particules, est susceptible
d'intégrer des données physiques sur des longueurs internes) permettant de prédire le
comportement mécanique global du matériau composite. Pour cette confrontation, les
nanocomposites simulés sont des systèmes modèles. Les nanoparticules, sphériques et de
même taille, sont réparties de façon périodique dans une matrice constituée d'un polymère
idéal amorphe.
Pour essayer de cerner davantage les diﬀérentes spéciﬁcités du comportement méca-
nique des nanocomposites particulaires, le premier chapitre présente un tour d'horizon
des travaux antérieurs réalisés dans ce domaine, un intérêt plus particulier étant porté
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sur les études, tant au niveau expérimental que de celui modélisation, des eﬀets de taille
existants. C'est aussi l'occasion d'introduire les outils qui sont utilisés dans la suite de
ces travaux. D'un part, sont présentés les modèles classiques de la micromécanique des
milieux hétérogènes. D'autre part, les principes de base de la Dynamique Moléculaire sont
décrits.
Dans le second chapitre sont présentés les diﬀérents nanocomposites modèles étudiés.
Ces nanocomposites sont constitués d'inclusions de silice enrobées dans une matrice poly-
mère. Dans un premier temps chaque phase est élaborée puis, la structure de chacune de
ces phases ainsi que leur comportement sont étudiés. Dans un second temps, l'assemblage
de ces diﬀérentes phases est eﬀectué pour réaliser les diﬀérents nanocomposites modèles.
L'eﬀet de taille étant le problème majeur de ces travaux, pour chaque fraction volumique
d'inclusions, plusieurs nanocomposites, avec des inclusions de rayons diﬀérents, sont consi-
dérés. L'analyse de ces nanocomposites virtuels révèle la présence de perturbations locales,
dues à la présence des particules, sur l'architecture moléculaire de la matrice polymère. En
particulier l'existence d'une interphase de matrice perturbée entourant les nanoparticules,
à structure et donc à comportement spéciﬁque, dont l'épaisseur est indépendante de la
taille des particules, est mise en évidence.
Le troisième chapitre est centré sur la question de l'introduction de longueurs ca-
ractéristiques de l'échelle nanométrique dans les modèles micromécaniques. La première
manière d'introduire une telle longueur dans les modèles est, en accord avec les résultats
de la Dynamique Moléculaire, de considérer une épaisseur d'interphase indépendante de
la taille des particules, on parle d'eﬀet de taille absolu. Pour cela le modèle d'inclusions di-
luées, valable pour les faibles fractions volumiques d'inclusions est d'abord appliqué au cas
d'inclusions enrobées, puis amélioré en vue de son extension à des fractions volumiques
d'inclusions enrobées plus élevées. Pour s'aﬀranchir de la limitation due à l'hypothèse
de dilution, tout en prenant toujours en compte cette épaisseur d'interphase ﬁxe, une
approche par Motifs Morphologiques Représentatifs est utilisée. Le passage entre le ma-
tériau étudié et les motifs choisis est dans ce cas eﬀectué de manière à prendre en compte
cette longueur caractéristique. Une façon complémentaire d'introduire des longueurs ca-
ractéristiques dans les modèles est de prendre en compte, au travers d'une approche par
Motifs Morphologiques Représentatifs, des eﬀets de taille relatifs.
C'est dans le quatrième chapitre que la confrontation entre les simulations de Dyna-
mique Moléculaire et les modèles micromécaniques est eﬀectuée pour la prise en compte
d'un eﬀet de taille des particules dû à la présence d'une interphase de matrice perturbée
d'épaisseur ﬁxe. Pour cela, dans un premier temps le comportement mécanique des diﬀé-
rents nanocomposites simulés est déterminé. En plus de l'eﬀet de taille des particules, des
informations concernant l'inﬂuence de la fraction volumique et de la rigidité de la matrice
sont obtenues. Dans un second temps, l'eﬀet (en l'occurrence négatif) de renfort observé
à partir des simulations de Dynamique Moléculaire est expliqué grâce à la présence d'une
interphase plus souple que la matrice, dont la proportion varie en fonction de la taille des
particules.
Une conclusion générale sur l'ensemble de ces travaux permet de revenir sur les résul-
tats importants mis en avant. C'est aussi l'occasion d'évoquer de nombreuses perspectives
dans le cadre de l'étude d'eﬀets d'échelles dans les matériaux hétérogènes.
Chapitre 1
A la découverte des nanocomposites
En science des matériaux, l'eﬀet de taille (taille des grains dans les aciers, taille des
granulats dans les bétons, taille des renforts dans les composites, etc) fait l'objet de re-
cherches depuis longtemps. Cependant, avec l'arrivée des nanomatériaux, matériaux dont
les longueurs caractéristiques des phases ne dépassent pas quelques centaines de nano-
mètres, les chercheurs et les industriels se trouvent confrontés à des échelles encore plus
ﬁnes et à de nouveaux phénomènes. Ces nouveaux matériaux suscitent un énorme intérêt
dans de nombreux domaines d'applications. Par exemple, les ﬁlms polymères chargés de
nanotubes de carbone étudiés par Delozier et al. [32] ont montré des propriétés méca-
niques, optiques et électriques intéressantes. Par rapport aux ﬁlms utilisés habituellement
dans le domaine aérospatial, ces ﬁlms nanocomposites ont révélé de meilleures propriétés
mécaniques (module de Young plus élevé) et électriques tout en conservant de bonnes
propriétés optiques.
D'après Andrievski et Glezer [4], il existe trois principaux eﬀets de taille dans les
nanomatériaux :
 la taille des grains ou des renforts et les longueurs pertinentes pour la compréhension
des phénomènes physiques à considérer sont du même ordre de grandeur ;
 la réduction de la taille des cristaux (ou des renforts) à l'échelle nanométrique en-
traîne une augmentation du rôle des interfaces entre les diﬀérentes phases ;
 des changements de structures des diﬀérentes phases sont observés aux diﬀérentes
échelles.
Que faut-il attendre de ces eﬀets  nano  ?
Dans ce chapitre, nous essayons dans un premier temps de rendre compte des travaux
eﬀectués et des résultats déjà obtenus dans ce domaine, du point de vue de l'expérience
comme de celui de la modélisation. Par la suite, sont présentés les outils utilisés au cours
de cette étude. Tout d'abord, le principe de l'approche micromécanique de changement
d'échelle, permettant de prédire le comportement mécanique eﬀectif des matériaux hétéro-
génes, est décrit. Pour ﬁnir, on présente les grands principes des simulations de Dynamique
Moléculaire (DM), tout en essayant de porter un regard mécanicien sur cet outil développé
pour la physique.
L'essor des nanomatériaux est en grande partie dû au domaine de la microéléctronique
et des revêtements sur couches minces. En eﬀet, dans ces domaines, l'importance de la
miniaturisation a conduit à une étude précoce des eﬀets de taille à l'échelle du nanomètre.
De nombreuses études font référence à ces applications. D'un point de vue expérimental,
des études ont mis en évidence des eﬀets de taille sur les propriétés électromagnétiques
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(permittivité, conductivité, etc), par exemple les travaux de Tajima et al. [78], mais aussi
mécaniques, en particulier pour la microdureté dans les travaux de Veprek et Argon [91].
Un intérêt particulier est porté aux matériaux composites de type inclusions/matrice,
qui ont la particularité de posséder une phase continue. Il existe deux grandes familles
de renforts distinctes par leur géométrie : les particules (nanoparticules, plus ou moins
sphériques) et les ﬁbres (nanotubes, unidirectionnels). Quant à la nature de la matrice,
elle peut-être polymère, céramique ou métallique. Dans le cadre de cette étude, on se
restreint au cas des composites à matrice polymère.
1.1 Les nanocomposites et leurs spéciﬁcités
Lors de l'ajout de particules de renfort dans une matrice polymère, de nombreux para-
mètres tels que la longueur et le poids moléculaire des chaînes, la taille et la distribution
des renforts, ou encore la nature des surfaces de contact et des interactions jouent un rôle
sur le comportement local (à l'interface) et global du matériau composite.
Pour des inclusions de taille macroscopique, la matrice apparaît comme une phase ho-
mogène et continue. L'etendue des perturbations locales, dues par exemple à la nature des
agents liants, est négligeable devant les autres longueurs caractéristiques, elles n'ont ainsi
pas d'inﬂuence signiﬁcative sur le comportement global. Au contraire, pour des inclusions
de taille nanométrique, de nouveaux paramètres sont à prendre en considération. La lon-
gueur des chaînes, la mobilité locale de ces chaînes au voisinage de la nanoparticule vont
alors devenir des éléments dont la prise en compte s'avère nécessaire à la compréhension
des phénomènes.
De plus, pour une fraction volumique de renforts donnée, plus la taille des particules
décroît, plus elles sont nombreuses et proches. Par conséquent, lorsque la taille des parti-
cules atteint l'échelle du nanomètre, il peut s'avérer essentiel de considérer les interactions
entre particules en plus des interactions particules/matrice.
Dans ce paragraphe, un bilan des spéciﬁcités de  l'échelle nano  déjà observées
(expérimentations) ou prédites (modélisations) est dressé. On essaye de dégager progres-
sivement un eﬀet de taille des particules.
1.1.1 Les problèmes d'élaboration
D'un point de vue expérimental, il est encore diﬃcile parmi les eﬀets spéciﬁques à
l'échelle nanométrique d'en isoler un en particulier car les scientiﬁques comme les indus-
triels ont du mal à réaliser des échantillons bien dispersés, avec des nanoparticules de
même taille, en conservant les mêmes procédés d'élaboration. La confrontation avec la
modélisation nécessite donc souvent la formulation d'hypothèses simpliﬁcatrices pour la
mise au point des modèles. Cependant, compte tenu des nombreuses avancées dans le
domaine des procédés d'élaboration, ces diﬀérents eﬀets devraient pouvoir être découplés
les uns des autres.
Forme des particules et agrégation
Pour les très petites tailles de particules, la forme et l'agrégation de ces particules
peuvent avoir beaucoup d'inﬂuence sur le comportement global du composite.
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Dans ce domaine, on peut citer les travaux de Reynaud et al. [67] sur des polyamides
(PA6) renforcés de particules de silice nanométriques (d'un diamètre de l'ordre de 25 nm).
Le PA6 est un polymère semi-cristallin ; néanmoins, contrairement aux résultats observés
par Petrovic et al. [66] sur du polyuréthane, la présence des nanoparticules ne semble
pas avoir d'inﬂuence sur la microstructure de la phase cristalline. En revanche, même
si aucun eﬀet de taille des particules n'est observé, l'ajout des particules de renfort se
traduit par une augmentation du module de Young du composite, augmentation d'autant
plus marquée que la fraction volumique d'inclusions croît. Cette étude montre aussi l'im-
portance de la forme des particules sur le comportement mécanique du composite. Une
forme complexe du renfort permet d'assurer une meilleure cohésion entre la particule et la
matrice et ainsi accroît la rigidité du composite par rapport à des particules sphériques.
De même, les phénomènes de renfort sont plus marqués et les couplages mécaniques plus
eﬃcaces s'il y a présence d'agrégats au lieu de particules bien dispersées. La percolation
peut posséder un eﬀet bénéﬁque sur le renforcement ; pour un mauvais état de dispersion,
la limite d'élasticité est plus élevée que pour des particules parfaitement dispersées. Il est
important de noter que la taille des particules joue un rôle sur la dispersion : plus elles
sont petites et plus les phénomènes d'agrégation sont fréquents, d'où l'importance des
eﬀets couplés (eﬀet de taille, de percolation, etc) à l'échelle nanométrique.
L'existence d'agrégation est aussi mise en évidence dans les travaux de Steenbrink, Lit-
vinov et Gaymans [76] sur un styrène acrylonitrile chargé de particules de type c÷ur/écorce
de 100 à 600 nm de diamètre. Le c÷ur est composé de polyacrylate de butyle (PABu) et
l'écorce de polyméthacrylate de méthyle (PMMA). Pour les plus petites particules, envi-
ron 100 à 150 nm de diamètre, on observe des problèmes d'agrégation, ce qui n'est pas
le cas pour des particules plus grosses. Des essais de traction ont montré que le module
décroît lorsque le taux de renforts augmente (ce qui peut s'expliquer par le fait que les
particules sont plus souples que la matrice), mais n'ont pas pu révèler un eﬀet de taille
des particules sur le module de Young ou la limite d'élasticité.
Les travaux de Thompson et al. [79] sur des ﬁlms minces de polyamide renforcés par des
billes d'oxydes métalliques de 11 à 44 nm de rayon suspectent aussi la dispersion des oxydes
de jouer un rôle sur le comportement global du ﬁlm. Pour les faibles taux de renforts, il
n'existe pas de percolation et les ﬁlms nanostructurés montrent un comportement fragile,
plus fragile que celui attendu classiquement pour des ﬁlms minces polymères. Des essais
de traction révèlent que l'ajout de renforts nanométriques rend les ﬁlms plus raides que
le matériau de base dans la plupart des cas. En revanche, pour des taux de renforts
plus élevés, l'augmentation de l'allongement à rupture laisse penser que la dispersion des
oxydes métalliques n'est pas complète.
Nature des agents couplants
En ce qui concerne l'inﬂuence du liant, on peut par exemple citer les travaux de Albé-
rola et al. [1] sur les eﬀets d'interface sur des élastomères renforcés de nanoparticules de
silice. En comparant des matériaux avec diﬀérents liants, ils ont montré que tout change-
ment de la réactivité de la surface de silice peut induire des modiﬁcations de la mobilité
des chaînes de polymère à plus ou moins longue distance de la surface. La nature du liant
modiﬁe donc les interactions entre la particule et la matrice, entraînant une perturbation
locale de la structure et du comportement de la matrice. Dans certains cas, il est possible
d'observer la formation d'une troisième phase rigide, placée en interphase entre l'inclusion
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et la matrice, au cours du procédé d'élaboration. Les travaux de Bergeret et Albérola [8]
sur un copolymère styrène - acide méthacrylique chargé de billes de verre micrométriques
(5 µm et 20 µm) montrent que l'inﬂuence du traitement de surface du renfort observée
sur la transition vitreuse dépend notamment de la compatibilité chimique entre l'agent
couplant et la matrice. La diminution de la mobilité due à l'ajout des particules de ren-
fort résulte principalement de la formation de liens physico-chimiques entre les chaînes de
polymère et le renfort.
1.1.2 Une zone perturbée
De nombreuses études expérimentales mettent en avant l'existence d'une zone spéci-
ﬁque entourant les nanoparticules. Les causes de cette existence peuvent être la nature
des liants utilisés lors de l'élaboration (comme précédemment évoqué dans les travaux de
Albérola et al. [1, 8]) ou encore la présence des renforts.
L'ajout de nanoparticules de renfort se traduit aussi sur la microstructure de la ma-
trice. Le matériau étudié par Petrovic et al. [66] consiste en une matrice polymère en
polyuréthane (PU) renforcée par des nanoparticules de silice de 12 nm de rayon. L'ob-
servation par microscopie à force atomique de la structure de ce composite a révélé une
distribution assez homogène des particules. Le PU étudié est un polymère semi-cristallin,
donc déjà biphasé au départ. Il possède d'un côté des sphérolites avec une structure or-
donnée et de l'autre des chaînes libres reliant ces phases cristallines. Leur étude montre
que l'ajout de nanoparticules lors de l'élaboration joue un rôle sur la microstructure des
sphérolites, eﬀet d'autant plus grand que la fraction massique de renfort croît. Cette mo-
diﬁcation de la microstructure, observée par microscopie, est surtout visible au voisinage
des inclusions.
Pour observer à l'échelle du nanomètre, on peut avoir recours à la Résonance Ma-
gnétique Nucléaire (RMN) du solide. Cette méthode repose sur l'étude de la relaxation
des moments magnétiques des atomes. En particulier, si on se focalise sur les atomes de
carbone, il est possible de rendre compte de la mobilité des chaînes carbonées dans les
matériaux hybrides inorganique/organique (par exemple composites de type inclusions de
silice/matrice polymère) ou les matériaux polymères.
Au cours de leurs travaux sur des nanocomposites particulaires, Berriot et al. [9] ont
mis en évidence l'existence d'une interphase de matrice perturbée entourant les particules
de renfort. La perturbation se traduit par une diminution locale de la mobilité des chaînes
de polymère, c'est à dire une rigidiﬁcation locale de la matrice. Les matériaux étudiés sont
constitués d'inclusions sphériques de silice, de 60 nm de rayon, noyées dans une matrice
élastomère. La fraction volumique des inclusions est de 7 à 18 % suivant les échantillons
testés. Au cours de cette étude, il a aussi été montré que l'épaisseur de l'interphase décroît
lorsque la température augmente. Une étude complémentaire de Berriot et al. [10] a permis
de mettre en évidence l'inﬂuence de la dispersion des particules de renfort et de la nature
du liant sur le comportement de cette interphase en terme de mobilité moléculaire.
1.1.3 Renforts et comportement mécanique
La confrontation entre diﬀérents nanocomposites à matrice polymère réalisée par Gu-
bin [42] montre que pour des sollicitations identiques, les propriétés macroscopiques du
matériau hétérogène reﬂètent l'action combinée :
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 des interfaces entre les renforts et la matrice ;
 des propriétés des diﬀérentes phases ;
 de l'eﬀet de taille des renforts ;
 de la morphologie de la microstructure.
Les diﬀérentes matrices sont du polyéthylène (PE), du polypropylène (PP) et du polyacry-
late (PA), renforcées par des nanoparticules métalliques de 10 nm de diamètre environ.
La matrice ne joue pas seulement un rôle d'environnement, mais elle inﬂuence le compor-
tement global du composite par la nature de ses interactions avec les particules de renfort.
Les matériaux obtenus ont montré de meilleures propriétés mécaniques et une plus haute
stabilité thermique que le polymère initial.
Dans leurs travaux, Schadler, Siegel, et leurs collaborateurs, se sont intéressés au cas
des polymères renforcés par des particules sphériques. Au cours d'une étude avec Ash
[5], ils ont pu mettre en évidence une inﬂuence de la présence des nanoparticules de ren-
fort sur la transition vitreuse. Le matériau étudié est du polyméthacrylate de méthyle
(PMMA) chargé de particules d'alumine d'un diamètre moyen de 39 nm. Au delà d'une
fraction volumique seuil de renforts (dans le cas étudié de 1,7 %), une chute importante
de la température de transition vitreuse Tg est observée. Cette chute s'explique par des
phénomènes de conﬁnement de la matrice, dont la mobilité des chaînes est perturbée,
entre les renforts. En revanche, au dessous de ce seuil aucun eﬀet de ce type n'est ob-
servé. Une étude antérieure de Siegel et al. [69] sur les mêmes matériaux avait déjà mis
en évidence un comportement en tension plus ductile et une augmentation importante
de la déformation à rupture pour le matériau chargé par rapport à la matrice pure. Ng,
Schadler et Siegel, sur des époxy chargés de particules de TiO2 [59], ont fait la comparai-
son entre un système avec des particules micrométriques, un système avec des particules
nanométriques et la matrice pure. Des essais de microdureté, de traction et de rayurage
ont été réalisés. Le nanocomposite se révèle plus raide que le composite classique (avec
des renforts micrométriques), lui même plus raide que la matrice pure.
Concernant la dureté des nanocomposites, l'étude de microdureté de Perrin, Nguyen
et Vernet [65], sur des polyacrylates renforcés d'oxyde de titane (TiO2), montre que la
dureté du matériau hybride croît linéairement avec le taux de renfort, et ce jusqu'au
seuil de percolation (de l'ordre de 11 % en fraction volumique). En ce qui concerne le
comportement viscoélastique du nanocomposite, la vitesse de ﬂuage décroît lorsque la
fraction volumique de renforts augmente.
Pour enrichir la compréhension du comportement viscoélastique de ces matériaux, les
phénomènes de viscosité étant très présents dès que l'on parle de polymères, on peut
noter les travaux réalisés par Chabert au cours de sa thèse [27, 29]. L'étude d'une ma-
trice de polyacrylate de butyle (PABu) renforcée par des particules de polystyrène (PS)
submicroniques (100 nm) a mis en avant un eﬀet de la fraction volumique de renforts et
de l'interaction particules/particules sur le comportement viscoélastique du nanocompo-
site. Par rapport au comportement des deux phases pures (PS et PABu), le composite
montre un creux dans le plateau caoutchoutique, creux d'autant plus marqué que le taux
de renforts augmente. La confrontation avec une approche d'homogénéisation a permis
d'expliquer le phénomène par la prise en compte d'une interphase, supposée vitreuse dans
l'étude, dont l'épaisseur décroît lorsque la température augmente. Les modèles ont permis
de mettre en avant l'importance de la caractérisation mécanique de cette interphase et des
interactions entre, d'une part les inclusions et la matrice et, d'autre part, les inclusions
entre elles. L'étude expérimentale a aussi permis de mettre en évidence l'existence d'un
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seuil de percolation au-delà de 20 % de fraction volumique de renforts. Au-dessus de ce
seuil de percolation, le module de cisaillement élastique G′ augmente de façon signiﬁca-
tive. Une étude complémentaire de Chabert et al. [28] souligne l'inﬂuence particulière de la
nature des interactions particules/particules sur le comportement global des nanocompo-
sites. Lorsque les particules deviennent de très petite taille et très nombreuses, la distance
inter-particulaire devient de l'ordre de grandeur du rayon de giration des chaînes de po-
lymère. Les interactions entre les particules perturbent donc davantage le comportement
de la matrice.
Par l'intermédiaire d'une confrontation entre expérience et modélisation numérique,
Colombini et Maurer [31] se sont intéressés au comportement viscoélastique de polymères
chargés en introduisant une troisième phase entre le renfort et la matrice. Cette interphase
est constituée d'un matériau diﬀérent, elle n'est pas due au seul fait de la présence des
renforts. L'étude des évolutions de tanα et G” (représentant respectivement le facteur
d'amortissement et le module de dissipation ou de perte) en fonction de la température,
a mis en évidence une grande inﬂuence du comportement de cette troisième phase sur
les propriétés viscoélastiques. Au cours de cette étude, les résultats expérimentaux et les
prédictions de l'approche numérique ont montré un bon accord entre eux.
1.1.4 Modélisation du comportement des nanocomposites
Pour modéliser le comportement des nanomatériaux, on peut distinguer deux grandes
voies. La première, la Dynamique Moléculaire, se place d'emblée à l'échelle du nanomètre
en considérant la structure au niveau atomique et moléculaire. Le désavantage de cette
méthode est la taille très restreinte des systèmes qui peuvent être simulés. Le second type,
la Mécanique des Milieux Continus (MMC), concerne des méthodes plus globales. Cette
fois-ci, on considère le système dans son entité et on introduit dans les modèles certaines
grandeurs spéciﬁques de l'échelle nanométrique. Les systémes étudiés sont plus gros, mais,
en contrepartie, certaines informations sont perdues lors du passage nano-macro.
Analyse de l'architecture des chaînes grâce à la Dynamique Moléculaire
L'un des outils couramment utilisés pour l'étude des nanomatériaux est la Dynamique
Moléculaire (DM). Elle permet de simuler le comportement de matériaux à l'échelle de
l'atome en fournissant des informations sur la structure et la mobilité du système. En
revanche, la taille des systèmes étudiés est vite restreinte par leur complexité. De plus
amples détails sur la DM sont fournis dans le paragraphe 1.3. En DM, l'étude des poly-
mères est souvent réalisée au dessus de leur température de transition vitreuse, donc dans
un état proche d'un état liquide.
La plupart des études de DM sur des nanoparticules solides noyées dans une matrice
polymère font référence à des particules plus ou moins sphériques (comme des dodéca-
èdres) pour lesquelles aucun détail à l'échelle atomique n'est fourni. La nanoparticule se
comporte comme une sphère dure. Ce modèle, très eﬃcace du point de vue du gain en
temps de calcul, s'avère discutable lorsque l'on souhaite parler d'eﬀet de taille des par-
ticules car il n'y a alors aucune longueur interne caractéristique de l'inclusion. On peut
cependant noter les travaux de Brown et al. [24] qui utilisent un modèle de silice ato-
mique à la base du modèle développé dans cette étude. Ce modèle fait référence à la
distance silicium-oxygène comme longueur interne caractéristique des nanoparticules de
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silice ; nous reviendrons sur ce point par la suite.
Au cours de simulations de type Monte Carlo sur des polymères denses contenant des
nanoparticules sphériques dures, Vacatello [82, 83, 84, 85, 86, 87] s'est intéressé à l'étude
de la mobilité des chaînes au voisinage de la nanoparticule. La diﬀérence entre les simu-
lations de type Monte Carlo et de DM est abordée dans le paragraphe 1.3, et dépend
de la façon dont les limitations des mouvements des chaînes sont déﬁnies. La taille des
particules de renfort est comparable à la longueur des chaînes de polymère, d'une distribu-
tion conformationnelle identique à celle d'un polyméthylène. Les segments de chaînes en
contact avec les nanoparticules forment des coquilles ordonnées dans lesquelles la confor-
mation et la mobilité sont diﬀérentes de celles de la matrice pure. A l'échelle nanométrique,
comme à l'échelle macroscopique, une particule est en contact avec plusieurs chaînes. En
outre, à l'échelle du nanomètre, une chaîne peut aussi entrer en contact avec plusieurs
nanoparticules. Une chaîne peut donc être divisée en trois parties :
 les extrémités libres ;
 des boucles, parties de chaîne entre deux points d'ancrage (physique ou chimique)
sur une même particule ;
 des ponts, parties de chaîne entre deux points d'ancrage sur deux particules voisines.
La proportion de chacune de ces parties dépend de la fraction volumique et de la taille des
renforts [84]. Il s'avère que ces proportions peuvent être prédites de façon approximative
[87], sauf dans le cas de faibles fractions volumiques avec de grosses particules [86]. L'ajout
des nanoparticules se traduit de plus par un recroquevillement des chaînes sur elles-mêmes,
ce qui tend à diminuer leur mobilité.
Les travaux récents de Ozmusul et al. [62] sur des nanocomposites particulaires mo-
dèles ont apporté des informations complémentaires sur le comportement des diﬀérentes
portions de chaînes en fonction du conﬁnement de la matrice. Les systèmes étudiés, par
Pivots de Monte Carlo, sont constitués d'une matrice polymère idéale chargée de 27 inclu-
sions monodisperses. Le rayon des inclusions est du même ordre de grandeur que le rayon
de giration des chaînes de polymère, et la taille de la cellule de base, donc le conﬁnement
des chaînes, varie pour un rayon de giration donné. Les résultats obtenus sur l'architecture
des chaînes de polymère ont mis en évidence une inﬂuence marquée des phénomènes de
conﬁnement sur les diﬀérentes proportions entre les boucles, les ponts et les extremités de
chaînes.
Les travaux de Starr [73, 74, 75], cette fois-ci grâce à des simulations de DM, conﬁrment
les résultats obtenus par Vacatello. Le système étudié est constitué d'une particule de
forme icosaédrale, censée représenter les facettes des renforts de type noir de carbone,
entourée de chaînes de 20 monomères et interagissant via un potentiel de Lennard-Jones
(se référer au paragraphe 1.3). L'icosaèdre, tout comme le dodécaèdre, fait partie des cinq
solides réguliers (ou platoniciens). Le dodécaèdre est un polyèdre à douze faces, chacune
de ses faces étant un pentagone régulier (tous les côtés ont même longueur). L'icosaèdre
est quant à lui composé de 20 faces triangulaires équilatérales. Au voisinage du renfort, les
chaînes adoptent une conﬁguration plus allongée et plus aplatie qu'au sein de la matrice
pure [74, 75]. Ces simulations ont aussi permis de mettre en évidence la forte inﬂuence
de la présence des nanoparticules (en particulier au travers de la nature des interactions
entre les inclusions et la matrice et de la fraction volumique de renforts) sur la mobilité
des chaînes, ainsi que sur la température de transition vitreuse [75].
Une étude détaillée des perturbations locales engendrées par la présence des nano-
particules sur la matrice a été réalisée par Barbier et al. [6]. Le système étudié est un
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polyéthylène oxide (PEO), polymère semi-cristallin, renforcé de particules de silice de 1,6
nm de rayon, et de fraction volumique 8 %. La silice est représentée à l'échelle atomique
et les simulations sont eﬀectuées à 400 K. L'analyse de la mobilité des chaînes, par l'in-
termédiaire de fonctions de corrélation, met en évidence une diminution de la mobilité en
présence de la nanoparticule. En regardant plus ﬁnement l'évolution du taux de confor-
mation trans dans les chaînes carbonées au cours du temps, il s'avère que la mobilité des
chaînes est surtout réduite à proximité du renfort. De même, la perturbation de la matrice
au voisinage de la nanoparticule se traduit par une réorientation des chaînes tangentiel-
lement à la surface du renfort, accompagnée de l'apparition de couches concentriques de
matrice de densités diﬀérentes. En comparant diﬀérents systèmes de PEO, c'est-à-dire en
jouant sur la nature des extrêmités de chaînes ainsi que sur la rigidité de ces chaînes, cette
étude souligne le fait que l'intensité et l'étendue des perturbations locales de la matrice
sont fortement liées à la nature du polymère, ainsi qu'à la nature des interactions entre
le renfort et la matrice.
Le comportement mécanique des nanocomposites au travers de la DM
En ce qui concerne le comportement mécanique, on peut citer les travaux de Smith
et al. [70, 71] qui se sont intéressés plus particulièrement au comportement viscoélastique
de polymères renforcés par des nanoparticules sphériques dures. Ces travaux mettent en
évidence le fait que la fraction volumique de renforts, leur surface spéciﬁque (donc leur
taille) et la nature des interactions inclusions/matrice, ont une inﬂuence marquée sur la
viscosité et le module de cisaillement viscoélastique. Au cours de cette étude, la boîte
simulée contenait plusieurs particules. L'étude de tels systèmes avec plusieurs particules
est peu développée car elle nécessite des systèmes assez complexes et assez gros, donc très
coûteux en temps de calcul. On peut cependant noter les travaux de Starr [73] qui s'est
aussi intéressé au comportement mécanique de systèmes contenant plusieurs particules, en
l'occurence 125 inclusions icosahèdrales dans une matrice polymère constituée de chaînes
courtes. Il s'avère que la nature des interactions particules/polymère a une forte inﬂuence
sur les phénomènes d'agrégation. Cette inﬂuence de l'interaction particules/matrice, ainsi
que celle de la masse molaire des chaînes, sur les phénomènes d'agrégation dans les cellules
contenant plusieurs nanoparticules s'observe aussi dans les travaux de Smith [70].
Lors de sa thèse, Marceau [55] s'est intéressée au cas du polybutylméthacrylate (PBMA)
renforcé de charges de silice. Les simulations de DM réalisées sur des systèmes complexes,
représentatifs du PBMA pour la matrice et d'une silice amorphe comprenant des groupe-
ments silanol à sa surface pour l'inclusion, ont mis en évidence des problèmes de diﬀusion
d'eau (toujours présente lors de l'élaboration des matériaux). Une étude supplémentaire
[24], cette fois-ci réalisée sur un nanocomposite modèle, révele des problèmes de pertur-
bations locales de la matrice dues à la présence des nanoparticules. Le système étudié
au cours de cette étude est très intéressant car il déﬁnit les bases des modèles qui sont
simulés dans notre étude. La particule de silice est représentée à l'échelle des distances
inter-atomiques et possède un rayon de 2 nm. La matrice est un polymère idéal amorphe
constitué d'une seule chaîne de 30000 sites CH2. Les simulations sont eﬀectuées à 300 K.
Ces travaux ont, une fois encore, conﬁrmé la présence d'une zone de matrice perturbée
entourant la nanoparticule. Les perturbations se traduisent par un réarrangement local
des chaînes de polymères en couches concentriques de densités diﬀérentes, s'accompagnant
d'une réorientation locale des segments de chaînes de façon tangentielle à la surface de
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la nanoparticule. De plus une étude du module de compressibilité de ce système [24, 55]
montre que l'ajout de particules de renfort ne se traduit pas forcément par une augmenta-
tion du module du nanocomposite, laissant supposer que la présence de cette interphase
joue un rôle non négligeable sur le comportement mécanique global. Cette diminution
des modules du composite malgré l'ajout de renforts rigides est aussi observée dans les
travaux de Odegard et al. [60].
Pour la détermination des modules élastiques de matériaux polymères, on peut noter
l'approche intéressante de de Pablo et al. [89, 90, 92] basée sur la théorie des ﬂuctuations
des déformations obtenues lors de simulations moléculaires. Cette méthode, qui consiste
en l'analyse des ﬂuctuations des déformations locales dans la boîte simulée, permet de
remonter aux valeurs locales des modules élastiques dans les matériaux hétérogènes. Pour
cela, on considère un environnement élastique de référence, les auteurs utilisent le terme
de bain élastique, dans lequel le système est baigné. Le choix des modules élastiques du
bain élastique permet de jouer sur la précison de la méthode. Elle a l'avantage de pouvoir
s'appliquer pour la caractérisation mécanique de la phase amorphe de polymères comme
pour celle cristalline [89]. De plus, elle ne nécessite pas la discrétisation de la cellule de base
en sous-volumes, ce qui évite les problèmes de représentativité des grandeurs moyennes
calculées sur ces sous-volumes lorsque le nombre d'atomes devient trop faible. Dans le
cas de ﬁlms polymères minces [90], Workum et de Pablo ont montré que les modules
élastiques de la matrice diminuent au voisinage de la surface du substrat, en comparaison
des modules de la matrice pure ; des ﬂuctuations locales des modules élastiques sont donc
bien mises en évidence par cette approche. Cette méthode présente certaines similitudes
avec l'approche micromécanique (paragraphe 1.2) pour laquelle le bain élastique peut
être associé à un milieu linéaire élastique de comparaison. Néanmoins, avant de l'appliquer
dans le cadre d'une confrontation avec la Mécanique des Milieux Continus, il faut rester
prudent. En eﬀet, lors des travaux de Yoshimoto et al. [92], l'utilisation de cette méthode
a abouti à la détermination de domaines dans lesquels les modules élastiques étaient
négatifs, ce qui du point de vue des mécaniciens est surprenant. Dans le cadre de cette
confrontation, les auteurs posent la question de savoir quelle est la corrélation entre le
signe des modules élastiques et la mobilité des chaînes de polymère, ce qui permettrait
peut-être de mieux comprendre la nature des résultats obtenus.
On note aussi l'existence de simulations réalisées sur des nanotubes. Par exemple, les
travaux de Frankland et al. [38] mettent en avant une raideur accrue du nanocomposite,
suivant l'axe du nanotube, par rapport à la matrice pure. Les travaux de Grigoras, Gusev,
Santos et Suter [41] sur des nanotubes de carbone sont très intéréssants en ce sens qu'ils
développent une méthode permettant de déterminer les modules élastiques du matériau
à partir de l'évolution des dimensions du nanotube. Le nanotube simulé, constitué de 190
atomes de carbone, a une longueur de 25,82 nm pour un diamètre de 9,82 nm (son facteur
de forme est donc relativement faible). Il a la forme d'un cylindre fermé à ses extrémités
par des demi-sphères et est constitué de petites facettes hexagonales. La détermination des
modules de Young longitudinal et transversal se fait en regardant comment évoluent les
dimensions et la forme du nanotube en fonction de la sollicitation imposée. Cette méthode,
validée pour des simulations de type DM, mais aussi de type Monte Carlo, est utilisée
dans les travaux concernant la caractérisation mécanique de nanocomposites particulaires
présentés dans cette thèse. Néanmoins, les travaux sur les nanotubes soulignent la forte
anisotropie des matériaux étudiés. C'est par exemple le cas des travaux de Griebel et Ha-
meakers [40] sur des nanocomposites modèles à matrice polymère renforcée de nanotubes
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de carbone. Cette étude par simulations de DM ne révèle aucun eﬀet de renforcement sur
le module de Young transverse, contrairement au cas du module de Young longitudinal
pour lequel il existe un eﬀet de renforcement net qui augmente avec le facteur de forme
des nanotubes. A cause de ce comportement particulier, diﬀérent du cas abordé par la
suite, nous ne poursuivons pas les recherches dans cette voie.
L'apport de la Mécanique des Milieux Continus
A la frontière entre la Dynamique Moléculaire et la modélisation micromécanique, on
peut noter les travaux de Odegard et al. [60] sur la simulation de polyamides chargés de
nanoparticules de silice. Par le biais d'une confrontation entre la DM et la Mécanique
des Milieux Continus, ces travaux étudient l'inﬂuence de la nature des interactions entre
la nanoparticule et la matrice sur le comportement global du composite et sur celui de
l'interphase de matrice perturbée. Les systèmes simulés sont constitués de 7 chaînes de
10 monomères pour la matrice et d'inclusions de silice atomique de 0,6 nm de rayon.
Compte tenu du faible rayon, les inclusions ne sont donc pas parfaitement sphériques.
Quatre systèmes diﬀérents, prenant en compte des interfaces diﬀérentes entre l'inclusion
et la matrice (interaction répulsive pure, présence de groupements silanol, présence de
groupements benzéniques et liens chimiques entre la silice et la matrice), sont étudiés.
Pour tous les systèmes considérés, les simulations de DM mettent en avant l'existence
d'une interphase de matrice perturbée dont l'étendue dépend de la nature de l'interaction
silice/matrice. La prise en compte de cette interphase d'épaisseur constante (de l'ordre
de 1,2 nm) dans le modèle de Mori-Tanaka [57] permet d'introduire un eﬀet de taille
des particules. Concernant les résultats de DM, l'étude des modules de Young et de
cisaillement révèle que, quelle que soit la nature de l'interface, ces modules sont plus
faibles pour le composite que pour la matrice pure.
La méthode des éléments ﬁnis est aussi utilisée dans la modélisation des nanocompo-
sites. Dans ce cas, les systèmes étudiés, comme en DM, sont périodiques. Dans ce domaine,
en supposant l'existence d'une interphase entre la particule sphérique et la matrice, Llorca,
Elices et Termonia [54] ont comparé les prédictions d'une approche par éléments ﬁnis à
une approche de type micromécanique sur le comportement élastique de nanocomposites.
Les modèles micromécaniques considérés sont de types Mori-Tanaka [57] et auto-cohérent
(voir paragraphe 1.2). Des diﬀérences signiﬁcatives entre les prédictions du comportement
mécanique des diﬀérents modèles apparaissent lorsque la fraction volumique de renforts
croît. Dans leur étude ils font l'hypothèse d'une interphase d'épaisseur ﬁxe plus dure que
la matrice, ce qui leur permet de prévoir, au travers des éléments ﬁnis, un eﬀet de renfort
lorsque la taille des particules décroît.
Dans le cas d'une modélisation par éléments ﬁnis en 2D, Ozmusul et Picu [61] ont
regardé de plus près le cas d'une interphase plus dure que la matrice, mais avec gradient
de propriété (allant des propriétés de l'inclusion à celles plus faibles de la matrice). Dans
leur cas, l'hypothèse d'existence d'une interphase de matrice perturbée se base sur des ré-
sultats de Résonance Magnétique Nucléaire mettant en évidence des eﬀets de conﬁnement
et de réorientation locale des chaînes de polymère au voisinage de la nanoparticule. La
présence de cette interphase se traduit par un eﬀet de renfort sur les modules du composite
(modules de Young et de cisaillement). L'épaisseur d'interphase étant supposée constante,
cet eﬀet de renfort est plus marqué pour les faibles fractions volumiques d'inclusions car
les particules sont plus nombreuses et la zone à gradient de propriété s'étend d'avantage.
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Le fait de supposer que le comportement de cette interphase est isotrope, ou au contraire
anisotrope, ne semble pas avoir d'inﬂuence marquée sur les résultats obtenus.
1.2 Approche micromécanique et longueurs internes ca-
ractéristiques
L'objectif de la micromécanique des matériaux hétérogènes est de prédire le compor-
tement macroscopique d'un matériau en prenant en compte des informations relatives à
sa microstructure. Pour cela, il est nécessaire de détenir des informations sur les com-
portements des phases constitutives, et sur la répartition spatiale de ces phases, leurs
géométries et leurs orientations.
L'approche micromécanique n'est pas la seule voie possible pour rendre compte du
comportement local des matériaux hétérogènes. Deux théories, la théorie des milieux de
Cosserat et la théorie des milieux du second gradient, ont été développées pour modéliser
les phénomènes de localisation des déformations dans les matériaux. Dans la théorie clas-
sique de la Mécanique des Milieux Continus, dont est issue l'approche micromécanique, il
est apriori impossible d'introduire la notion de longueur absolue à cause de l'utilisation du
tenseur des déformations qui est sans dimension ; c'est pour cette raison que, au cours de
ces travaux, nous essayons d'enrichir cette approche. Au contraire, dans la Mécanique des
Milieux Continus généralisés (milieux de Cosserat et milieux du second gradient) on
introduit une variable cinématique supplémentaire qui est un champ de tenseur d'ordre
2, interprétée comme une déformation de la microstructure, permettant de prendre en
compte un paramètre homogène à une longueur dans les modèles. Dans le cas des mi-
lieux de Cosserat, cette variable cinématique n'est autre qu'un champ de rotation pure.
Dans le cas des milieux du second gradient, on prend en compte les dérivées secondes des
déplacements au travers de la dérivée du tenseur des déformations.
1.2.1 Présentation de l'approche micromécanique
Classiquement on déﬁnit trois longueurs caractéristiques de la structure hétérogène
étudiée. Le choix de l'échelle microscopique d dépend des phénomènes physiques étudiés.
Cette échelle doit être jugée comme suﬃsamment pertinente pour que l'on puisse rendre
compte de l'impact principal sur le comportement macroscopique. La longueur caracté-
ristique d est associée à la taille des hétérogénéités, par exemple la taille des inclusions
pour des microstructures de type inclusions/matrice, ou celle des agrégats en cas de per-
colation. La longueur l, liée à la taille du volume sur lequel les calculs sont eﬀectués, est
prise comme intermédiaire entre l'échelle de la structure macroscopique L et l'échelle des
hétérogénéités, avec d << l << L (Fig. 1.1).
Il est possible de déﬁnir un Volume Elémentaire Représentatif (VER) du matériau
hétérogène considéré, caractéristique de la microstructure du matériau. On remplace le
matériau hétérogène par un Milieu Homogène Equivalent (MHE) ayant même comporte-
ment eﬀectif que le matériau de départ.
La condition d << l << L traduit le fait que, d'une part les grandeurs calculées sur le
VER sont les mêmes que celles eﬀectives du matériau hétérogène et, d'autre part, que, sur
tout sous-volume de la structure, de volume au moins égal à celui du VER, les grandeurs
calculées sont les mêmes.








Fig. 1.1  Les diﬀérentes échelles du matériau
1.2.2 Principe des méthodes d'homogénéisation
Le développement des méthodes d'homogénéisation se décompose en trois étapes :
l'étape de représentation, l'étape de localisation et l'étape d'homogénéisation.
L'étape de représentation
La phase de représentation est la phase de description du VER considéré à partir de
la déﬁnition des diﬀérentes longueurs caractéristiques du matériau étudié.
Pour des milieux périodiques, le VER est en fait une cellule de base de l'arrange-
ment périodique. Dans ce cas, on obtient une détermination du comportement eﬀectif du
matériau.
Dans le cas plus général de milieux aléatoires, deux VER voisins ne seront jamais
identiques, bien que leur comportement macroscopique, lui, puisse l'être. Il est donc né-
cessaire d'avoir une approche statistique en identiﬁant les diﬀérentes phases du matériau
et leurs comportements respectifs. Il faut aussi extraire les informations sur la microstruc-
ture (fractions volumiques, longueurs caractéristiques, etc) pertinentes pour l'analyse du
comportement du matériau.
L'étape de localisation
Il s'agit d'analyser les champs locaux de contraintes σ(~x) et de déformations ε(~x)
en tout point x du VER pour une sollicitation macroscopique en contraintes −→T = Σ.−→n
(ou −→u = E.~x en déplacements) imposée sur le contour. Les vecteurs −→T et −→u sont,
respectivement, les vecteurs contrainte et déplacement sur le contour de normale −→n . Le
vecteur ~x se compose des coordonnées du point. Pour alléger l'écriture des équations, dans
la suite, la notation ﬂéchée pour ce vecteur est omise.
Cette étape nécessite de connaître les expressions des tenseurs des modules (ou sou-
plesses) locaux, ainsi que les expressions des tenseurs de localisation (Fig. 1.2).
Localement, on a σ(x) = c(x) : ε(x) ou, en faisant appel au tenseur des souplesses,
ε(x) = s(x) : σ(x). Au niveau macroscopique nous avons Σ = Ceff : E en utilisant
le tenseur des modules (respectivement E = Seff : Σ avec le tenseur des souplesses).
Les grandeurs locales et macroscopiques sont liées par l'intermédiaire des tenseurs de
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localisation A(x) et B(x) par les relations ε(x) = A(x) : E pour les déformations et
σ(x) = B(x) : Σ pour les contraintes. Les tenseurs de localisation sont des tenseurs
d'ordre 4 vériﬁant les égalités suivantes :
< A(x) >V ER= I4 et < B(x) >V ER= I4 (1.1)
avec I4 le tenseur identité d'ordre 4.
La notation < ∗ >V ER indique l'opération de moyenne spatiale sur le VER de la
grandeur ∗. Pour alléger les notations, par la suite la notation indicielle V ER est sous-
entendue et l'opération de moyenne est simplement notée < ∗ >.
Cette phase est la plus délicate des trois car, à cause de la description incomplète du
VER, il est très rare que l'on obtienne une solution exacte au problème considéré.
L'étape d'homogénéisation
La troisième et dernière étape constitue l'étape d'homogénéisation proprement dite.
Les grandeurs macroscopiques duales de celles imposées sont calculées en fonction des
grandeurs locales.
Σ =< σ(x) > et E =< ε(x) > (1.2)
En reliant les grandeurs macroscopiques entre elles, on peut caractériser le comporte-
ment eﬀectif du matériau. Les propriétés eﬀectives se calculent alors grâce aux relations
suivantes : {
Ceff =< c(x) : A(x) > pour les modules
Seff =< s(x) : B(x) > pour les souplesses (1.3)
Du point de vue de la méthodologie, le comportement du VER et l'état des grandeurs
locales à l'échelle des hétérogénéités sont déterminés à l'aide de méthodes analytiques, ex-
périmentales ou numériques. Bien que des extensions aux comportements plus complexes






















































































Fig. 1.2  Principe de la détermination du comportement eﬀectif a) en contraintes homo-
gènes (CH) b) en déformations homogènes (DH).
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L'approche variationnelle
La détermination des propriétés mécaniques d'un matériau hétérogène à l'échelle du
VER pour des conditions aux limites données revient à résoudre le problème suivant :
−→divσ(x) +−→fV = −→0 ∀x ∈ V
σ(x) = c(x) : ε(x) ∀x ∈ V
2ε =∇−→u +∇−→u t ∀x ∈ V
conditions aux limites sur ∂V
(1.4)
où V représente le volume du VER, de contour ∂V et de vecteur normal ~n. Le vecteur −→u
représente le vecteur déplacement. −→fV représente l'ensemble des forces volumiques.
Dans le cas de l'hypothèse de contraintes homogènes (CH), la condition aux limites
est du type Σ.~n = σ.~n. Pour les déformations homogènes (DH), la condition aux limites
sur le contour ∂V s'exprime sous la forme ~v = E.x (ou ~v = E.x+~v∗ avec ~v∗ périodique).
L'approche variationnelle a l'avantage de conduire naturellement à un encadrement
des propriétés mécaniques du milieu hétérogène. A partir de cet encadrement, on peut
déﬁnir des bornes plus ou moins ressérrées. Les bornes les plus triviales sont les propriétés
de la phase la plus molle et de la phase la plus dure constitutives du matériau hétérogène.
Cependant, en prenant des informations complémentaires sur la structure, il est possible
d'aﬃner progressivement cet encadrement.
Déterminations, estimations et bornes
Lorsque la connaissance de la distribution spatiale des phases est complète (comme
c'est le cas pour les arrangements périodiques) il est possible d'obtenir une détermina-
tion du comportement eﬀectif du matériau, c'est-à-dire une solution exacte au problème
d'homogénéisation.
Néanmoins, dans la plupart des cas, la connaissance de la distribution spatiale des
phases reste incomplète. Il existe alors trois démarches possibles pour résoudre le problème
d'homogénéisation. Dans certains cas, assez rares (géométrie et dispersion simples des
hétérogénéités), les calculs conduisent à une détermination des propriétés eﬀectives. Par
exemple, pour le module de compressibilté des assemblages de Hashin, il est possible
d'obtenir une expression analytique exacte de la solution au problème. Dans la plupart
des cas, la détermination du comportement eﬀectif demeure impossible. On peut alors,
soit considérer une distribution spatiale particulière pour laquelle on a une résolution
eﬀective du problème, soit chercher un encadrement du comportement eﬀectif. Dans le
premier cas, sous certaines hypothèses appropriées on obtient une solution approchée, on
parle alors d'estimation des modules eﬀectifs. Dans le second cas on déﬁnit des bornes
strictes, plus ou moins resserrées en fonction des hypothèses, permettant d'encadrer les
propriétés eﬀectives du matériau.
1.2.3 L'approche ponctuelle
Deux approches possibles pour la détermination des tenseurs eﬀectifs associés au com-
portement eﬀectif du Matériau Homogène Equivalent (MHE), matériau ayant un compor-
tement mécanique équivalent à celui du matériau hétérogène, sont : l'approche classique
(ou ponctuelle), ou l'approche par Motifs Morphologiques Représentatifs. L'approche
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classique, présentée au cours de ce paragraphe, est basée sur une description statistique
de la distribution des constituants, par exemple à l'aide de méthodes de corrélation. Les
informations extraites le sont ponctuellement, elles ne permettent pas de rendre compte de
l'agencement respectif local des diﬀérentes phases entre elles. On ne peut donc pas intro-
duire d'eﬀets de longueurs caractéristiques des phases dans ce type d'approche. L'approche
par Motifs Morphologiques Représentatifs, plus adaptée lorsque l'on traite de microstruc-
tures de type inclusions/matrice, permet quant à elle de parler d'eﬀets de taille, elle est
décrite dans le paragraphe 1.2.4.
Bornes de Voigt et Reuss
Les premières bornes qui sont déﬁnies sont celles de Voigt et Reuss. Ces bornes ne
prennent en compte que des informations d'ordre 1 sur la structure ; c'est à dire qu'elles
ne font appel qu'aux fractions volumiques des diﬀérentes phases, en plus des propriétés
mécaniques. Les déformations (respectivement les contraintes) sont supposées uniformes
dans le cas du calcul de la borne de Voigt (respectivement de Reuss).
Ces bornes sont déﬁnies par les relations suivantes :{
Σ : (< s > −Seff ) : Σ ≥ 0 ∀Σ borne inférieure de Reuss
E : (< c > −Ceff ) : E ≥ 0 ∀E borne supérieure de Voigt (1.5)
Pour un contraste important entre les modules des phases, ces bornes donnent un
encadrement très large, leur utilité est donc relativement restreinte.
Bornes de Hashin et Strikman
Des bornes plus pertinentes, les bornes de Hashin et Strikman [44], reposent sur une
reformulation du problème variationnel permettant de prendre en compte une information
supplémentaire sur l'isotropie de la distribution des phases. Ceci conduit à la déﬁnition de
bornes plus resserrées. Les lignes suivantes présentent succinctement le principe de cette
démarche, pour plus de détails se référer aux cours de Zaoui [94].
Pour le calcul de ces nouvelles bornes, on introduit un milieu homogène linéaire de
comparaison, de module C0, soumis aux mêmes conditions aux limites que le milieu hé-






avec χi et pi∗ respectivement la fonction caractéristique et le champ de polarisation de
la phase i. Ces champs de polarisation, supposés uniformes par phases, permettent de
trouver des champs admissibles à partir de la déﬁnition du milieu linéaire de comparaison.
Le calcul de bornes optimales nécessite l'obtention du champ de polarisation optimal.
Sous l'hypothèse d'une répartition isotrope ou ellipsoïdale des phases, il est possible
d'aboutir à une expression des bornes de Hashin et Shtrikman, améliorant ainsi les bornes
de Voigt et Reuss.
Si le milieu de référence possède les propriétés du MHE, on obtient une estimation
auto-cohérente [53].
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La démarche décrite précédemment est valable pour les matériaux multiphasés en
général mais ne traduit pas le rôle particulier de la phase continue de matrice. Une dé-
marche plus pertinente pour les matériaux de type inclusions/matrice est présentée dans
le paragraphe qui suit.
1.2.4 L'approche par Motifs Morphologiques Représentatifs
Pour la dérivation de bornes et d'estimations des propriétés mécaniques du MHE,
Stolz et Zaoui [77] ont présenté une démarche plus générale introduisant la notion de
Motif Morphologique Représentatif (MMR). Au travers de cette méthode, de nouveaux
domaines, des phases morphologiques prenant en compte des informations plus locales
sur la morphologie du matériau, sont considérés de façon individuelle pour mieux rendre
compte de la microstructure. Ces nouveaux domaines sont diﬀérents de ceux formés par les
phases constitutives. Cela consiste en la décomposition du VER de volume V en diﬀérents
domaines disjoints identiques, de dimension ﬁnie λ et de volume total Vλ, appelés motifs
(Fig. 1.3). La proportion cλ de chacun des motifs s'exprime selon la relation cλ = VλV .Ces motifs peuvent avoir une géométrie quelconque et sont localement représentatifs de
la structure hétérogène considérée. Une famille de motifs morphologiques constitue alors
l'ensemble des motifs de géométrie et de caractéristiques mécaniques identiques. Cette
famille est représentée par un MMR. Par rapport à l'approche ponctuelle, l'approche par
MMR prend en considération des domaines de phase individuels, et non des phases prises
dans leur globalité. Si l'approche par MMR ne permet pas de rendre compte naturellement
d'eﬀets de taille absolus, elle permet néanmoins de faire apparaître des eﬀets de taille
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Fig. 1.3  Déﬁnition d'un Motif Morphologique Représentatif
Principe de l'approche par MMR
Une reformulation adéquate de la formulation variationnelle de Hashin et Shtrikman,
prenant en compte des champs de polarisation non uniformes au sein d'une même phase,
permet de construire des encadrements du comportement eﬀectif du matériau hétérogène.
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On considère que le milieu homogène de module C0 est soumis aux mêmes conditions
aux limites que le milieu hétérogène. On suppose que les champs de polarisation prennent
des valeurs identiques aux points homologues (Fig. 1.3) de chaque motif i de la famille λ :
pλ
∗(Xλ
i + x) = pλ
∗(x) ∀x ∈ Dλ, ∀i, ∀λ (1.7)
Le point Xλi représente le centre du motif i appartenant à la famille λ. Contrairement à
l'approche ponctuelle, cette fois-ci, les champs de polarisation considérés ne sont plus
uniformes par phases.
Une opération de moyenne sur les motifs homologues permet de déterminer la valeur
moyenne gMλ du champ local g en x sur le MMR λ résultant de la moyenne du champ








i + x) (1.8)
Le champ local g peut être un champ de contraintes ou de déformations en fonction de la
nature du problème considéré (contraintes homogènes ou déformations homogènes).
De la même manière que pour l'approche variationnelle, une opération de moyenne
en utilisant des champs de polarisation appropriés permet de déﬁnir, soit une borne infé-
rieure lorsque le milieu de référence est plus souple que toutes les phases, soit une borne
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Fig. 1.4  Approche par Motifs Morphologiques Représentatifs. Exemple de microstructure
pouvant être décrite à l'aide de deux motifs et pour laquelle la résolution du problème se
fait en considérant deux inclusions composites noyées dans le milieu de référence.
L'approche par MMR permet la prise en compte d'informations supplémentaires sur la
répartition des diﬀérentes phases au sein du matériau hétérogène en jouant sur les éléments
des motifs ou la distribution de leurs centres. La connaissance de données sur la localisa-
tion des centres des phases permet, en faisant l'hypothèse d'une distribution isotrope ou
ellipsoïdale des centres des motifs, de traiter le cas particulier de conﬁgurations de type
inclusions/matrice. Calculer les propriétés eﬀectives d'un matériau par une approche par
Motifs Morphologiques Représentatifs revient à résoudre plusieurs problèmes d'inclusions
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composites noyées dans un milieu inﬁni (Fig. 1.4), en fait, autant de problèmes qu'il y a
de motifs diﬀérents (géométrie, propriétés mécaniques, etc). Plus de précisions sur cette
méthode, et en particulier sur la signiﬁcation physique des champs locaux, sont fournies
dans les travaux de Bornert et al. [12, 13] et de Zaoui [93].
Les assemblages de Hashin : un cas particulier
Un cas particulier de l'approche par MMR est celui des assemblages de sphères com-
posites de Hashin [43]. Cet assemblage de sphères composites est un cas particulier de
microstructures pouvant être décrites avantageusement par des Motifs Morphologiques
Représentatifs. Un motif correspond à toutes les sphères composites de Hashin qui sont
homothétiques. C'est un moyen simple de représenter des microstructures de type in-
clusions/matrice. Les sphères composites, composées d'une inclusion sphérique entourée
d'une couche de matrice sphérique, peuvent entrer en contact mais en aucun cas s'inter-
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Fig. 1.5  Assemblage de sphères composites de Hashin
La caractérisation des propriétés mécaniques d'une telle microstructure conduit à la
résolution d'un problème de sphères composites soumises en leur bord externe à des condi-
tions aux limites homogènes en contraintes (ou en déformations). Ceci équivaut à la ré-
solution d'un problème d'une sphère composite (de fraction volumique égale à la fraction
volumique macroscopique) plongée dans un milieu inﬁni possédant des propriétés mé-
caniques inﬁniment souples (ou inﬁniment dures) et soumis à un chargement homogène
à l'inﬁni. Concernant la partie sphérique, on obtient une détermination du module de
compressibilité. En revanche, pour la partie déviatorique, à chaque assemblage de sphères
composites de Hashin correspond un module de cisaillement ; on obtient donc un encadre-
ment du module de cisaillement eﬀectif, de type Voigt et Reuss par analogie à l'approche
ponctuelle.
Dans le cas d'une distribution isotrope des centres des motifs, le calcul analytique
permet l'obtention d'un encadrement rigoureux des propriétés mécaniques plus ﬁn que
celui de Hashin [43]. Les bornes de Hervé-Stoltz-Zaoui (HSZ) [45] sont ainsi obtenues en
prenant pour le milieu inﬁni les propriétés mécaniques de la plus raide (ou de la plus
souple) de toutes les phases.
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Si maintenant le milieu inﬁni possède les propriétés mécaniques du milieu eﬀectif
(Milieu Homogène Equivalent), on n'aboutit plus à un encadrement, mais à une estimation
de type auto-cohérente. Cela conduit au modèle de Christensen et Lo [30], souvent appelé
modèle auto-cohérent généralisé ou des 3 phases. Le modèle des 3 phases apparaît
comme le traitement autocohérent d'un assemblage de Hashin pour lequel la répartition
des centres des motifs est parfaitement désordonnée.
L'assemblage de sphères composites de Hashin généralisé est un ensemble inﬁni de
sous-domaines pouvant être regroupés dans des familles de motifs en fonction de leur
géométrie et de leurs propriétés mécaniques. Cette démarche, dont une illustration est
fournie à la ﬁgure 1.4, permet de traiter le cas de microstructures complexes avec plusieurs
populations d'inclusions de natures diﬀérentes par exemple.
Par le biais de cette approche, il est aussi possible de considérer le cas de milieux
inclusionnaires plus complexes noyés dans une matrice. Par exemple, le modèle n+1-
phases développé par Hervé et Zaoui [47] propose une généralisation du modéle des 3
phases au cas de motifs sphériques multi-couches. Ceci permet par exemple de résoudre
des problèmes de type inclusions enrobées, où la présence d'une interphase entre les inclu-
sions et la matrice peut être prise en compte. Une description plus complète du modèle
n+1-phases sera faite lors de la prise en compte d'eﬀets de taille dans les modèles mi-
cromécaniques (chapitre 3). Une extension au cas de renforts de type ﬁbres a été proposée
par les mêmes auteurs [48] sur la base d'un comportement isotrope transverse.
Dans le cas de défauts non sphériques, la même démarche est applicable mais en rai-
sonnant cette fois-ci sur des motifs de formes similaires à celles des défauts considérés.
La détermination des propriétés mécaniques de ce type de microstructures consiste tou-
jours à résoudre un problème de motif noyé dans une matrice inﬁnie, mais cette fois-ci, la
résolution se fait plutôt de manière numérique et non analytique [11].
1.2.5 Problème d'inclusion d'Eshelby
En marge des approches ponctuelles et par MMR, le problème d'inclusion d'Eshelby
[34] oﬀre une alternative pour parler de longeurs internes dans les matériaux hétérogènes
de type inclusions/matrice. Cette approche se réfère aux hétérogénéités elles-mêmes, de
façon individuelle, et non plus de façon globale au travers de domaines de phase.
Le problème d'inclusion d'Eshelby consiste à considérer une inclusion ellipsoïdale élas-
tique dans une matrice inﬁnie élastique. On déﬁnit un milieu inﬁni, homogène, linéaire et
élastique de modules C, qui n'est soumis à aucune contrainte ni déformation. L'inclusion
représente un domaine I de ce milieu inﬁni (Fig. 1.6).








avec 02 le tenseur nul du second ordre. Si l'inclusion subit une transformation, en
l'absence de matrice elle peut se déformer librement sans contraintes, on a alors σI = 02
et εI = εL avec εL la déformation libre de l'inclusion. Cependant, la présence de la
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matrice
inclusion
Fig. 1.6  Problème d'inclusion d'Eshelby
matrice empêche l'inclusion de se déformer librement. Il s'intalle alors un état
d'équilibre pour lequel l'inclusion et la matrice sont déformées :{
σI = C : (εI − εL)
σM = C : εM
(1.11)
Toutefois, comme l'étendue du domaine de l'inclusion est négligeable devant celle du
domaine de matrice inﬁnie, les perturbations induites par la transformation de l'inclusion
restent locales : loin de l'inclusion, le milieu inﬁni reste dans son état naturel à contraintes
et déformations nulles.
Si maintenant l'inclusion n'est plus seulement une partie du milieu inﬁni mais une
hétérogénéitè (elle-même linéaire, homogène, élastique de modules CI), la solution fonda-
mentale au problème d'inclusion d'Eshelby peut être adaptée au cas d'une inclusion noyée
dans une matrice inﬁnie et se dilatant sous l'eﬀet de la chaleur par exemple. Ce nouveau
problème est appelé problème de l'inhomogénéité d'Eshelby.
Jusqu'à présent, les déformations et les contraintes sont supposées s'annuler à l'inﬁni.
La superposition du problème de l'inhomogénéité d'Eshelby avec des champs de défor-
mations et de contraintes homogènes en tout point permet de résoudre le problème d'une
inclusion noyée dans une matrice inﬁnie et soumise à un chargement homogène à l'in-
ﬁni. Ce modèle est appelé modèle des inclusions diluées : chaque inclusion ne voit que la
matrice qui l'entoure sans tenir compte des autres inclusions.
Ce modèle a l'avantage de considérer directement les inclusions de façon individuelle,
ce qui permet de faire référence à la notion de taille des inclusions très faible devant les
dimensions de la matrice.
1.3 L'outil de Dynamique Moléculaire
Dans le cadre de cette étude sur les nanocomposites, la modélisation moléculaire per-
met de rendre compte du comportement d'assemblages inclusions/matrice à l'échelle ato-
mique et, ainsi, de mieux comprendre l'interaction particules/matrice.
De manière plus générale, la Dynamique Moléculaire (DM) est un outil prédictif du
comportement des matériaux à l'échelle de la structure atomique. Le système étudié est
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représenté par les atomes ou les molécules qui le constituent, ainsi que par l'ensemble des
interactions entre ces diﬀérents atomes et les eﬀorts appliqués sur le système. On observe
alors une dynamique des atomes du système, engendrée par la résolution numérique des
équations du mouvement par la méthode des diﬀérences ﬁnies. Cette méthode nécessite la
détermination des forces à partir de diﬀérents potentiels (−→f = −−−→gradΦ), contrairement
à une technique de Monte Carlo pour laquelle les déplacements des atomes sont pure-
ment aléatoires, et acceptés ou rejetés sur de simples critères probabilistes de changement
d'énergie.
Au cours des diﬀérents pas de simulations, le système atteint un état d'équilibre ther-
modynamique. Les atomes de l'ensemble du système continuent de se déplacer à chaque
pas de calcul, créant de ce fait une nouvelle conﬁguration des positions. Les grandeurs ther-
modynamiques (énergie interne, enthalpie, pression, température, etc.) ﬂuctuent de façon
plus ou moins importante en fonction de la taille du système, néanmoins les moyennes
de ces grandeurs sur le système n'évoluent plus. On parlera d'état d'équilibre même si le
système reste mobile.
Dans notre cas, le code utilisé pour les simulations de DM est le code gmq [15], ainsi
que sa version parallélisée ddgmq [25, 22], développés par Brown. Ce code est utilisé pour
la simulation de matériaux denses dans des systèmes 3D avec des conditions aux limites
périodiques.
1.3.1 La méthode
Dans ce qui suit, une attention particulière est portée sur la description de la nature
des interactions utilisées en DM de manière générale. Ce point sera abordé de façon plus
spéciﬁque lors de la description des systèmes étudiés au cours de ces travaux (paragraphe
2.1).
La cellule de base
Le système de départ de toute étude de DM peut être représenté par une boîte conte-
nant l'ensemble des atomes générés lors de la conﬁguration initiale (chapitre 2). La forme
et la taille de cette boîte de départ sont déﬁnies par un tenseur h du second ordre, dont
les composantes sont données par la matrice colonne [−→a ,−→b ,−→c ] où −→a , −→b et −→c sont les
vecteurs de base. Cette méthode permet de générer des boîtes non orthorhombiques. Les
vecteurs de base peuvent être, soit ﬁxés et dans ce cas le volume de la boîte est constant,
soit des variables dynamiques traduisant les changements de la forme de la boîte au cours
des simulations.
De manière générale, les changements de la boîte traduisent la réponse du système à la
diﬀérence entre la pression interne calculée et la pression externe requise. Nous reviendrons
plus en détail sur ce point dans la partie concernant le  tenseur des pressions  et les
diﬀérentes façons de commander les simulations (paragraphe 1.3.2).
La boîte obtenue représente la cellule de base de notre système. Au départ, cette cel-
lule de base est dupliquée dans les trois directions de l'espace. Le système complet est
constitué de reproductions de la cellule de base, permettant, via des conditions aux limites
périodiques, de travailler sur un système de taille inﬁnie. Cette méthode de construction
engendre une certaine périodicité de notre matériau car toutes les cellules sont corré-
lées. Pour des conditions aux limites données, le code de calcul intègre les équations du
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mouvement sur notre ensemble de particules soumises à des champs de force et à cer-
taines contraintes rigides. Ces particules sont en fait des masses ponctuelles entourées
d'une coquille ﬁctive traduisant la taille des atomes et empêchant le recouvrement de ces
derniers. Au cours des simulations, les atomes peuvent sortir de la boîte de départ et se
déplacer dans les cellules voisines. Toutes les cellules étant corrélées, ils laissent leur place
dans la cellule de base aux atomes images de cellules voisines (Fig. 1.7). A chaque pas










Fig. 1.7  Images voisines et déplacements des atomes (vision 2D). L'atome a initialement
dans la boîte 1 (position a0) entre dans la boîte 3 à l'instant t, laissant la place à son image
a2 qui entre dans la boîte 1 à cet instant t (position a2t).
Les conditions de périodicité se traduisent, d'une part, en terme de déplacements,
c'est à dire que lorsqu'un atome quitte la cellule de base son image la plus proche entre
dans la boîte, et, d'autre part, en terme d'interactions. En eﬀet, les interactions entre les
atomes restés dans la boîte de départ et ceux qui en sont sortis ne sont prises en compte
qu'au travers des plus proches images de ces derniers (Fig 1.8). En fait, les frontières
de la boîte sont virtuelles et le système est totalement invariant par translation suivant
les trois directions de l'espace. Pour ne pas prendre en compte trop d'interactions entre
les diﬀérents atomes et leurs images, on déﬁnit toujours un rayon de coupure rc < l2(l longueur caractéristique de la boîte) pour ne prendre en compte que l'image la plus
proche.
Cette méthode donne la possibilité de lier les diﬀérents atomes entre eux pour for-
mer des molécules plus ou moins complexes. Autre avantage, il est possible d'établir des
connections entre un atome de la cellule de base et une image périodique d'un autre atome,
permettant ainsi de générer des chaînes inﬁnies. Ceci est tout particulierement intéréssant
pour la simulation des réseaux cristallins.
Les champs de force
Les interactions entre atomes se divisent en deux grandes catégories. D'un côté, les
interactions à distance comprennent les interactions entre des atomes non liés de mo-
lécules voisines ou ceux non liés d'une même molécule. De l'autre côté, les interactions
entre voisins d'une même molécule sont représentées par des liaisons rigides ou ﬂexibles
en fonction du système étudié. On entend par liaison ﬂexible, une liaison dont la position
d'équilibre est gérée par un potentiel harmonique, ce qui permet quelques petites ﬂuctua-
tions autour de cette position d'équlibre. Dans le cas des liaisons rigides, il n'y a aucune














Fig. 1.8  Prise en compte des interactions entre les atomes (vision 2D).
latitude possible.
En DM, pour le calcul des interactions à distance, on fait l'hypothèse que deux atomes
de diﬀérentes molécules exercent entre eux une interaction indépendante de tous les autres
atomes (on ne considère que des problèmes à deux corps). En réalité, les interactions entre
atomes sont plus complexes, mais cette hypothèse permet un gain important en temps de
calcul. Les interactions à distance ont pour but, d'un part d'empêcher que deux atomes
occupent le même endroit de l'espace (partie répulsive), d'autre part d'assurer la cohésion
de l'ensemble (partie attractive).
La première interaction à distance est celle de Van der Waals. C'est une interaction de
faible intensité qui est liée aux dipôles induits entre des atomes voisins par la déformation
de leurs nuages électroniques réspectifs (Fig 1.9).
Pour représenter cette interaction à distance, il existe plusieurs types de potentiels :












avec  et rLJ les paramètres du modèle. La norme du vecteur −→rij, notée rij = ‖−→rij‖,
représente la distance entre les atomes i et j. En réalité, il existe toute une famille
de potentiels de Lennard-Jones pour lesquels les puissances peuvent prendre des
valeurs entières N et M quelconques (les LJ N-M). Par abus de langage, le terme
de potentiel de Lennard-Jones sera utilisé pour le LJ 12-6 ;










+  pour rij < 2 16 rLJ
ΦWCA(rij) = 0 pour rij > 2 16 rLJ
(1.13)
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Fig. 1.9  Interaction de Van der Waals.
Ce potentiel est en fait un potentiel LJ 12-6 tronqué à son minimum et translaté
pour obtenir un potentiel qui décroît doucement vers une valeur nulle (Fig 1.10). Il
ne prend en compte que la partie répulsive de l'interaction ;
WCA







Fig. 1.10  Potentiels LJ 12-6 et WCA.
 le potentiel de Buckingham (exp-6) :
ΦBuck(rij) = Ae
(− rijB ) − C
rij6
(1.14)
avec A, B et C paramètres du potentiel.
Les potentiels de Lennard-Jones, de Weekes-Chandler-Andersen et de Buckingham
sont utilisés pour représenter les interactions de type Van der Waals. Le choix du type de
potentiel dépend de la nature des atomes simulés. En pratique, un seul type de potentiel
de Van der Waals est utilisé à la fois.
La seconde interaction à distance, l'interaction de Coulomb (Fig 1.11) est due aux
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avec qi et qj les charges des atomes i et j. 0 représente la permittivité du vide.
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Fig. 1.11  Interaction de Coulomb.
En principe, les potentiels de Van der Waals et de Coulomb sont actifs pour toute
distance entre les atomes. Cependant, comme ils prennent des valeurs très faibles assez
rapidement, dans les simulations les potentiels sont tronqués à partir d'une certaine dis-
tance de coupure rc. Pour compenser cette approximation, le code gmq prend en compte les
interactions au delà de rc par l'intermédiaire d'un facteur correctif. Pour les interactions
de Van der Waals ce facteur est faible car la décroissance des potentiels (en exponentiel
ou en puissances 6 et 12) est très rapide. Dans le cas des interactions de Coulomb, la dé-
croissance se fait en 1
r
, par conséquent la correction se fait de façon plus précise au travers
de la sommation d'Ewald [36, 72]. Cette sommation est détaillée par la suite (paragraphe
1.3.1).
Les interactions à distance concernent aussi les interactions entre atomes d'une même
molécule, soit séparés par 3 liaisons au minimum  1 .. 5 , soit séparés par 2 liaisons et
plus  1 .. 4 . Le choix du nombre de liaisons dépend du paramétrage de l'énergie de





































Fig. 1.12  Paramétrage en terme d'énergie de torsion et déﬁnition des atomes liés au
sein d'une même molécule 1) les atomes 1 et 4 sont considérés comme non liés 2) les
atomes 1 et 5 sont considérés comme non liés.
Dans le cas des interactions  liées  entre proches voisins d'une même molécule on
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peut, soit utiliser des potentiels harmoniques, soit des contraines rigides.
Les paires d'atomes formant un lien chimique peuvent être maintenues à distance par
une contrainte rigide :
rij
2 − b02 = 0 (1.16)




kb(rij − b0)2 (1.17)




Fig. 1.13  Potentiel harmonique gérant les distances entre atomes.
Dans le cas de mouvements d'atomes de faibles amplitudes, la constante de force kb
doit avoir une valeur assez élevée, entraînant des fréquences de vibration des liaisons très
élevées. Ces vibrations haute fréquence nécessitent d'avoir des pas d'intégration très courts
et peuvent poser certains problèmes en ce qui concerne l'équipartition d'énergie au cours
des simulations. En fait, ce n'est pas le faible pas qui est directement en cause, mais plutôt
la forte disparité entre les fréquences propres. Ceci entraîne un faible couplage entre les
diﬀérents modes et donc une mauvaise équipartition de l'énergie cinétique. Il est donc
souvent préférable d'utiliser des contraintes rigides pour gérer les distances entre atomes.
En plus des distances entre atomes, il faut aussi prendre en compte les angles de ﬂexion
et de torsion entre les atomes. Le potentiel de ﬂexion (Fig 1.14) a pour but de maintenir





kθ(cosθ − cosθ0)2 (1.18)
où kθ, constante homogène à une énergie, détermine la ﬂexibilité de l'angle de valence. La
valeur du cosinus se détermine directement à partir des vecteurs de base, ce qui entraîne
un faible coût de la méthode en temps de calcul.
De la même façon, on déﬁnit un potentiel de torsion (Fig 1.15) contrôlant la rotation
des atomes autour des liaisons. Nous avons vu précédemment que le paramétrage en terme
d'angle de torsion τ joue un rôle important pour la déﬁnition des interactions à distance.
Dans l'algorithme de résolution, on peut prendre en compte soit une partie seulement de




Fig. 1.14  Potentiel de ﬂexion.
l'énergie de torsion en considérant que tous les atomes séparés par plus de deux liaisons se
comportent comme des atomes non liés, soit l'énergie de torsion totale et, alors, seulement
les atomes séparés par plus de trois liaisons sont déﬁnis comme non liés. Pour un ensemble
d'atomes successifs {i, j, k, l}, l'angle de torsion entre les plans des deux groupes {i, j, k}
et {j, k, l} est déﬁni de la façon suivante :
cos(τ) = −(
−→rij ∧ −→rjk) · (−→rjk ∧ −→rkl)
‖−→rij ∧ −→rjk‖‖−→rjk ∧ −→rkl‖ (1.19)
avec τ ∈ [−pi, pi], le cas τ = 0 correspondant à la conformation trans. Dans ce cas le






où les Cm sont les paramètres du potentiel et dépendent de la nature du système simulé.
 
 
Fig. 1.15  Potentiel de torsion.
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Il existe aussi des contraintes supplémentaires, rajoutées à ces conditions de liaisons
rigides, qui permettent de geler les modes haute fréquence associés aux atomes d'hy-
drogène des groupes CH2 et CH3. Pour les groupes méthyle, des liaisons rigides sont
ajoutées pour bloquer les degrés de liberté des atomes d'hydrogène. Pour les groupes de
type X −CH2− Y , on conserve le milieu de la liaison H −H sur la bissectrice de l'angle
X − CH2 − Y tout en gardant le vecteur H −H perpendiculaire au vecteur joignant les
groupements X et Y. Cela revient à supprimer tous les degrés de liberté de l'hydrogène.
La méthode utilisée par le code de calcul gmq pour la prise en compte des contraintes
de liaisons rigides est une méthode de type  SHAKE  [68]. Chaque contrainte est vériﬁée
à tour de rôle sur tous les atomes et le processus se répète tant que toutes les contraintes
ne satisfont pas à la condition que l'écart relatif par rapport à la position d'équilibre soit




par exemple dans le cas des distances entre atomes dans une liaison rigide. Une condition
de même type peut être utilisée pour les contraintes appliquées aux groupes CH2 et CH3.
Interaction de Coulomb et sommation d'Ewald
Comme cela a déjà été évoqué précédemment, une simple troncature du potentiel de
Coulomb, étant donnée la lente décroissance du potentiel, n'est pas suﬃsante pour une
bonne prise en compte des interactions de Coulomb au sein du système. On a alors recours
à la sommation d'Ewald permettant de déﬁnir l'énergie totale de Coulomb UC pour un






























avec α paramètre de séparation d'Ewald et ‖−→rjm‖ la distance entre les atomes j et m. La














qjexp(−ik · rj) (1.23)
où k représente le tenseur dont les composantes sont celles des vecteurs de base de l'espace
réciproque associé à h.
Un choix judicieux du paramètre α peut limiter le nombre de vecteurs de l'espace
réciproque à prendre en compte. Dans gmq tout l'espace réel n'est pas pris en considération
dans les calculs, mais seulement les images les plus proches de la boîte initiale, dans un
rayon rc. Dans la sommation d'Ewald, toutes les paires possibles d'atomes sont prises en
compte. Néanmoins, dans le code de calcul, les atomes appartenant à la même molécule
n'interagissent via un potentiel d'interaction non liée que s'ils sont séparés par au moins
2 (ou 3) atomes. Toutes les interactions entre deux atomes de la même molécule séparés
par moins de 2 (ou 3) atomes sont donc supprimées de la sommation.
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1.3.2 Algorithme d'intégration
Dans gmq l'évolution du système est contrôlée par un outil appelé  tenseur des pres-
sions . Ce tenseur P se mesure en terme de structure atomique, c'est à dire que les
quantités de mouvements sont localisées sur la position des atomes contrairement au cas
général de calcul en DM où le tenseur des pressions se calcule à l'échelle moléculaire (les
quantités de mouvements sont localisées aux centres de masse des molécules). L'algo-
rithme d'intégration est décrit de façon plus détaillée dans les travaux de Brown et al.
[16, 17, 18].
La méthode de résolution utilisée dans le code permet, en plus d'un contrôle clas-
sique en énergie, de pouvoir travailler en contrôle de température et de pression lors des
simulations.
Le  tenseur des pressions 
Le système étudié peut se déformer sous l'eﬀet de sollicitations mécaniques et/ou sous
l'eﬀet d'une modiﬁcation de la température. Dans le code gmq ces deux eﬀets sont contrôlés
par le tenseur des pressions pour les sollicitations mécaniques et par la température pour
les sollicitations thermiques. Le tenseur des pressions P est un tenseur du 2nd ordre
symétrique.
Classiquement, c'est le tenseur des contraintes qui est utilisé lors de la résolution de
problèmes mécaniques. Or, dans ce cas, on fait appel au tenseur des pressions. Le problème
du lien entre ces deux tenseurs doit donc être abordé. Ce point sera développé par la suite
lorsqu'un ÷il plus mécanicien sera posé sur l'outil de Dynamique Moléculaire (paragraphe
1.3.3).
Une description plus complète de la méthode de calcul du tenseur des pressions est
fournie dans l'article de Brown et Neyertz [26]. La méthode de calcul est assez générale et
peut être appliquée à la plupart des systèmes en DM sous des conditions de périodicité. Ce
tenseur est la somme des diﬀérentes contributions dues aux potentiels et aux contraintes
déﬁnies précédemment, ainsi que la contribution due à la partie cinétique induite par les
déplacements des atomes. Le calcul de ce tenseur consiste en une méthode hybride entre
les déﬁnitions thermodynamique et mécanique de la pression.
Il existe plusieurs contributions, de natures diﬀérentes, au calcul du tenseur des pres-
sions qui sont :
 les potentiels intramoléculaires  liés  de liaison, ﬂexion, torsion, etc. ;
 les contraintes rigides ;
 les interactions de Van der Waals ;
 les interactions de Coulomb ;
 la partie cinétique.
Le calcul de la pression peut se faire au travers d'une approche thermodynamique
au moyen de la dérivation par rapport au volume d'une énergie libre de Helmoltz cal-
culée en diﬀérents points du système. De manière générale, les quantités de mouvement
peuvent être déﬁnies sur tout sous groupe d'atomes (appartenants à la même molécule
ou non) ou sur les atomes isolés. Le calcul de la pression peut se faire soit en des points
particuliers, les centres de masse des molécules, soit directement aux centres de masse
des atomes. Néanmoins, avec l'approche thermodynamique, les deux méthodes de calcul
peuvent poser des diﬃcultés. Dans le cas de systèmes avec des chaînes inﬁnies ou des
réseaux cristallins, les centres de masse des molécules ne peuvent être déﬁnis, il est donc
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impossible d'appliquer la première méthode. Avec la seconde méthode, on rencontre des
problèmes liés aux contraintes rigides régissant les distances et les angles entre les atomes.
Une alternative à l'approche thermodynamique consiste à se placer dans le cadre de la
cinétique des gaz et à calculer la pression comme une quantité de mouvement au travers
d'une surface virtuelle. On se place au centre de masse d'un atome constitutif du système,
on considère une surface parallèle à l'une des faces de la boîte et on calcule la quantité
de mouvement au travers de cette surface au cours d'un pas de calcul. En eﬀectuant ce
calcul pour les N atomes de la cellule de base (de volume V ) et dans les trois directions












avec mi et −→pi la masse et la quantité de mouvement de l'atome i. L'opérateur ⊗ déﬁnit
le produit tensoriel. La sommation sur j représente une sommation sur l'ensemble des
atomes j situés à une distance de l'atome i inférieure au rayon de coupure. −→fij représente
l'ensemble des forces, induites par les potentiels d'interactions et les contraintes, exercées
sur l'atome i par l'atome j situé à la distance rij. On distingue deux termes pour le
calcul du tenseur des pressions. A un instant t donné, on a, d'une part un mouvement
des atomes généré par les interactions mutuelles entre les atomes à l'instant précédent,
et d'autre part des interactions entre les atomes qui engendreront les déplacements des
atomes à l'instant suivant. A chaque pas d'intégration, on diﬀérentie la partie cinétique
(1er terme de l'équation) de la partie due aux interactions (2nd terme de l'équation), l'une
induisant l'autre à chaque pas de calcul.
Dans le calcul eﬀectif du tenseur des pressions, c'est la seconde déﬁnition de la pression
qui est majoritairement utilisée. Néanmoins, elle n'est pas utilisée pour traiter le cas des
interactions de Coulomb et de la sommation d'Ewald, pour lequel l'approche thermody-
namique est conservée. On peut cependant noter que les deux déﬁnitions (cinétique des
gaz et thermodynamique) sont équivalentes et peuvent être utilisées indépendamment.
De façon plus pratique, le tenseur des pressions s'écrit comme la somme des diﬀérentes
contributions de la manière suivante :






−→pi ⊗−→pi }+ Pb + Pθ + Pτ + PV dW + PC (1.25)
Le terme Pb représente la contribution totale des contraintes associée à la modiﬁcation
de la position des atomes du système. Le terme Pθ représente la contribution des angles
de ﬂexion entre tout triplet d'atomes {i, j, k}. Le terme Pτ représente la contribution
des angles de torsion du système. En ce qui concerne les contributions des interactions
à distances, les contributions des interactions de Van der Waals et de Coulomb sont
respectivement représentées par les termes PV dW et PC . De plus amples détails sur le
calcul de P sont fournis dans l'article de Brown et Neyertz [26]. Le lecteur désireux
d'obtenir des informations complémentaires sur une approche physicienne de la pression
peut se référer aux travaux de Irving et Kirkwood [51] et de Todd et al. [80].
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La conduite des simulations
La méthode de couplage de Berendsen [7] permet le contrôle de la température du
système (noté NVT). La température interne mesurée, T (t), est couplée à une température
externe requise Treq(t). Le temps de relaxation τT détermine le taux de transfert de chaleur.
L'utilisateur contrôle Treq avec la possibilité d'imposer Treq(0) et T˙req constantes :
T˙ (t) = − 1
τT
(T (t)− Treq(t)) (1.26)
Lors du contrôle NVT, la forme et la taille de la boîte n'évoluent pas. Seule la tempé-
rature du système varie par l'intermédiaire de l'équation diﬀérentielle 1.26.
Une alternative consiste à contrôler la température et le tenseur des pressions (noté
NPT). En plus du contrôle en température du système, on peut contrôler le tenseur des
pressions [18]. Le contrôle peut s'eﬀectuer de façon indépendante pour les six composantes
du tenseur (le tenseur étant un tenseur du 2nd ordre symétrique). Dans ce cas, l'évolution





où τP représente le temps de relaxation et détermine le taux d'évolution de h, et µP est une
constante prédéﬁnie. Le paramètre µP a les dimensions d'une force volumique, cependant,
il n'a pas de signiﬁcation physique particulière. P (t) est le tenseur des pressions interne
calculé et Preq(t) le tenseur des pressions requis. Comme dans le cas de la température,
l'utilisateur contrôle là aussi Preq par l'intermédiaire des constantes Preq(0) et P˙req.
Il est aussi possible d'eﬀectuer un contrôle en température et en pression (noté NpT).
Cette fois-ci, en plus de la température, le contrôle s'eﬀectue sur la pression p dans le
système (le scalaire et non plus le tenseur). Cette méthode est surtout utilisée dans le cas
des liquides, pour lesquels il n'y a aucun risque d'apparition d'anisotropie dans le système.
Les tenseurs considérés sont donc sphériques. La pression est reliée aux composantes du





Pxx + Pyy + Pzz
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(1.28)





où I2 est le tenseur identité du 2nd ordre.
Dans le code de calcul, la minimisation d'énergie peut se faire, soit à pression constante,
soit à volume constant. Cette étape ce fait avant de débuter toute simulation juste aprés
la création du système. En fait, lors de la création du système, on impose aux chaînes
que leurs centres de masse se trouvent dans la boîte de départ, les phénomènes de re-
pliement des chaînes sont donc très importants et les énergies du système trop élevées. Il
faut diminuer ces énergies au maximum avant de lancer les simulations. Une fois que les
simulations ont débuté, les chaînes ne sont plus conﬁnées dans la cellule de base et elles
peuvent s'allonger, diminuant de ce fait les phénomènes de repliement. L'algorithme de
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minimisation de l'énergie est tout simplement un algorithme classique de DM pour lequel
les vitesses des atomes sont annulées à chaque pas d'intégration. Tous les mouvements dé-
coulent uniquement des forces appliquées, ceci implique qu'il n'y a alors pas d'inertie dans
le système. Les déplacements sont limités par un maximum, déﬁni arbitrairement, pour
éviter tout problème de divergence de l'algorithme. Cette méthode n'est pas vraiment
eﬃcace pour trouver le véritable minimum d'énergie du système. Cependant, elle permet
de supprimer rapidement les fortes énergies observées pour les conﬁgurations initiales, ce
qui s'avère essentiel pour la conduite des simulations de DM.
Le choix des temps de relaxation τP et τT fait entrer deux facteurs en compétition. Si
on veut minimiser les ﬂuctuations dans le système dues à la pression (ou à la température)
extérieure environnante imposée, il est préférable de prendre des valeurs élevées pour ces
temps de relaxation. En contrepartie, pour réduire les temps de calcul, il vaut mieux de
faibles valeurs de τP et de τT . Ces valeurs idéales ne sont pas universelles et dépendent
du système étudié, des conditions appliquées, des taux de chargement. Il est important de
noter que le choix de τP est plus critique que celui de τT car des valeurs trop petites de
τP peuvent entraîner des changements dans la boîte trop importants et une défaillance de
l'algorithme d'intégration. Dans gmq, il existe une valeur maximale pour les changements
dans les composantes de h.
1.3.3 Une utilisation mécanicienne de la DM
A la base, la Dynamique Moléculaire est un outil plutôt développé par les physiciens.
Comment avec des yeux de mécanicien, peut-on analyser les grandeurs obtenues par DM,
comme le tenseur des pressions ou les déformations de la boîte, et les relier aux grandeurs
classiquement utilisées en mécanique (tenseur des contraintes, des déformations) ?
De la même manière, est-il possible de déﬁnir des modules au sens mécanicien ; modules
de Young, de compressibilité, de cisaillement et coeﬃcient de Poisson ?
Dans ce paragraphe, sont abordés les points clef de ce regard croisé entre la Dynamique
Moléculaire et la Mécanique des Milieux Continus.
Tenseur des pressions et tenseur des contraintes
Comme cela a été vu dans le paragraphe précédent, le tenseur des pressions est une
grandeur très importante pour la conduite des simulations. Si l'on considère une surface
perpendiculaire à l'un des axes de la boîte, surface virtuelle ou réelle, dans notre cellule
de base, il existe à un instant t deux phénomènes qui vont générer une pression sur cette
surface. A cause du déplacement des atomes du système, on observe un ﬂux de matière au
travers de la surface qui engendre la partie d'origine cinétique de la pression (1er terme de
l'équation 1.24). De la même manière, les forces qui s'exercent entre les atomes de chaque
côté de la surface vont générer un eﬀort sur la surface, se traduisant par une pression (2nd
terme de l'équation 1.24). Il est donc possible pour toute surface virtuelle ou réelle de
notre système de déﬁnir une pression et donc une contrainte.
Ce qui est assez délicat à analyser vient du fait que l'on fait ensuite la moyenne
de la pression sur l'ensemble des surfaces virtuelles de la boîte, discrétisées dans les trois
directions de l'espace. Le fait de travailler avec des grandeurs moyennes permet d'avoir un
calcul statistique plus ﬁable de la pression et de s'aﬀranchir des problèmes de ﬂuctuations,
l'amplitude des ﬂuctuations de la pression étant inversement proportionnelles à la taille du
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système. Cela revient à travailler en terme de contrainte moyenne dans la boîte. Lorsque,
par l'intermédiaire du tenseur des pressions requis, on impose une sollicitation à la boîte,
il ne s'agît pas de conditions aux limites sur les diﬀérentes faces de la boîte (comme c'est
pratiquement toujours le cas dans les problèmes de Mécanique des Milieux Continus),
mais d'une contrainte moyenne dans la boîte. Même si pour des systèmes hétérogènes
le champ de pression n'est pas uniforme dans la boîte et dépend de la position où cette
pression est calculée, le raisonnement est toujours établi sur des valeurs moyennes dans
la boîte.
Il est alors possible de simuler des essais de traction uniaxiale et de compression
isotrope (en jouant sur les composantes diagonales du tenseur des pressions), des essais
de cisaillement (en jouant sur les composantes hors-diagonale), ou tout autre état de
sollicitations plus complexe.
Le fait de contrôler les simulations en terme de contrainte est aussi relativement dé-
routant par rapport aux habitudes des mécaniciens car, expérimentalement, les essais sont
plutôt conduits en force (ou en déplacement).
Dans la mesure où la façon d'imposer les contraintes se fait en terme de contrainte
moyenne et non en terme de condition aux limites en surface, et que d'un autre côté
les déformations sont elles aussi calculées en tant que valeurs moyennes dans la boîte
(paragraphe suivant), il est alors tout à fait possible de calculer des modules eﬀectifs. Par
conséquent, dans le cas de l'élasticité linéaire isotrope, il est tout à fait possible de parler
de modules de Young, de cisaillement et de compressibilité ou de coeﬃcient de Poisson.
Le calcul des déformations
Le calcul de la déformation est aussi un point essentiel pour le couplage entre la
Mécanique des Milieux Continus et la Dynamique Moléculaire.
Dans le code de calcul gmq, le calcul de la déformation au sens mécanicien se fait
par l'intermédiaire des changements de forme et de taille de la boîte. En fait, lorsque les
atomes de la boîte bougent, cela entraîne un déplacement des frontières de cette boîte. Ces
déplacements, se traduisant par des variations des composantes du tenseur h, permettent
de remonter aux déformations.
Au cours des simulations, la taille et la forme de la boîte changent, par le biais de
l'algorithme de couplage, en réponse à la diﬀérence entre les tenseurs des pressions mesuré
et requis. Avant de simuler l'essai mécanique, on eﬀectue toujours une ligne de base NPT
à partir de laquelle est déterminé la dimension initiale l0 de la boîte suivant la direction
de traction. Par la suite, on détermine à tout instant la longueur l de la boîte, et on
peut ainsi calculer la déformation longitudinale en utilisant la formule classique ε = l−l0
l0
.
Lorsque l'on simule un essai de traction suivant l'un des axes ~i de la boîte, l'allongement
est tout simplement donné par la variation de la composante hii. Pour la déformation
transversale, on calcule la surface de la section droite à l'axe de traction et on déﬁnit
une longueur caractéristique de la dimension transverse (la racine carrée de la surface de
la section droite). A partir du moment où l'on dispose de la contrainte de traction, des
déformations longitudinales et transversales, il est alors possible de déterminer le module
de Young et le coeﬃcient de Poisson. Le calcul de la section se fait en prenant en compte
l'allongement dans les deux directions transverses, mais aussi les projections dans le plan
de la section des allongements hors-plan ; ceci permet de ne pas travailler que sur des
boîtes parallélépipédiques uniquement.
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Pour le cisaillement, la déformation est déterminée à partir du tenseur h et du calcul
des angles entre les axes de la boîte. Si on applique un cisaillement dans le plan {~x, ~y}, on
observe une variation de l'angle β par rapport à sa position initiale β0 (Fig. 1.16), calculée
à partir de la ligne de base NPT. En supposant que les déformations parasites dans les
autres plans ne sont pas trop importantes, et sous l'hypothèse de petites perturbations,
la déformation est alors calculée à l'aide de la formule 2εxy = tan(β − β0). Connaissant
la contrainte σxy = −Pxy, le module de cisaillement µ se calcule en utilisant la relation







Fig. 1.16  Cisaillement de la boîte.
Le module de compressibilité est quand à lui déterminé de façon plus simple à partir
de la densité. On simule un essai de compression isotrope et on regarde comment évolue
la densité ρ de notre système en fonction de la pression p ; dans ce cas, parler du scalaire
ou des composantes diagonales du tenseur revient au même. Le module de compressibilité
est alors déﬁni par la formule k = ρdp
dρ
.
Le côté dynamique des simulations
L'une des spéciﬁcités des simulations de Dynamique Moléculaire, est justement le côté
dynamique. En eﬀet, comme nous l'avons vu précédemment (paragraphe 1.3.2) quel que
soit le réglage des temps de relaxation (τP et τT ), il y a toujours un temps nécessaire pour
que les grandeurs calculées au sein de la boîte atteignent les consignes correspondant à
notre environnement à l'inﬁni. Par conséquent, il est impossible d'appliquer une sollici-
tation en échelon à notre système ; il y aura toujours un certain retard dans la réponse
avant que le système ne se stabilise.
Dans la pratique, ce temps de relaxation dépend très fortement de la mobilité des
atomes du système étudié. En eﬀet, pour des systèmes très rigides et peu mobiles (comme
la silice dans notre cas), ce temps est extrèmement court et il est possible de travailler
avec des échelons. En revanche, pour les systèmes plus mobiles, comme les polymères
(en particulier à l'état caoutchoutique), il est absolument impossible d'avoir une réponse
instantanée de la boîte à un saut de sollicitation.
Par conséquent, les essais réalisés par la suite sont conduits par des sollicitations
de type rampe pour avoir un équilibre quasi-statique entre P et Preq au cours de la
simulation. Ce dernier point est développé plus en détails dans la partie concernant l'étude
des nanocomposites.
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1.4 Les nanocomposites, une réalité complexe
L'étude des nanocomposites réels se révèle souvent très délicate car à cette échelle il
faut faire face à la complexité et au recouvrement des phénomènes observés. Il y a tout
d'abord la diﬃculté d'observation à cause de l'échelle considérée. Ensuite il y a de nom-
breuses diﬃcultés d'élaboration, notamment pour obtenir des matériaux bien dispersés
sur plusieurs tailles de renforts, tout en concervant le même procédé de fabrication, c'est-
à-dire en ne modiﬁant pas la nature des interactions entre le renfort et la matrice par
l'utilisation de liants de nature diﬀérente. De plus, les expérimentateurs sont confrontés
à des phénomènes d'agrégation.
En revanche, d'après ces nombreuses études, le fait que l'ajout de nanoparticules en-
traîne une perturbation locale du comportement de la matrice semble incontestable. Par
la suite, l'accent est mis sur ce phénomène de perturbation locale de la matrice, ainsi que
sur l'inﬂuence de la taille des particules sur le comportement global du nanocomposite.
Pour s'attaquer à l'étude du comportement mécanique des nanocomposites et, il faut
bien le reconnaître, devant l'incapacité de modéliser correctement un tel enchevêtrement
des phénomènes, nous avons recours à une représentation simpliﬁée de ces matériaux. Les
renforts sont sphériques et parfaitement dispersés dans la matrice polymère. La représen-
tation de tels systèmes virtuels se fait grâce à des simulations de DM et nous allons voir
par la suite comment des longueurs caractéristiques de l'échelle nanométrique peuvent être
prises en compte dans les modèles micromécaniques. Plus précisément, nous nous atta-
chons à mettre en évidence un eﬀet de taille des particules sur le comportement mécanique
des nanocomposites particulaires.
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Chapitre 2
Elaboration de nanocomposites virtuels
Dans le but de se focaliser sur un eﬀet de taille des particules, les nanocomposites
étudiés sont des nanocomposites modèles. Cela sous-entend que les inclusions sont mo-
nodisperses, elles ont toutes le même rayon Rinc et sont parfaitement dispersées dans la
matrice (il n'y a pas de phénomènes d'agrégation).
Concernant le choix des matériaux, les nanoparticules sont représentatives d'une silice
amorphe. La matrice est relativement simple pour avoir un gain maximum en temps
de calcul ; elle consiste en un polymère idéal amorphe. Au niveau de l'interface entre
les inclusions et la matrice, là aussi on simpliﬁe le modèle au maximum en ne prenant
pas en compte d'éventuels groupements silanols présents dans les systèmes réels ; seule
l'interaction inclusions/matrice est considérée.
Pour simuler de tels systèmes idéaux à l'échelle du nanomètre, la Dynamique Molécu-
laire apparait comme un moyen eﬃcace d'y parvenir. En considérant une cellule de base
constituée d'une inclusion entourée de matrice, on est sûr de travailler sur un système
inﬁni et parfaitement monodisperse. Le seul bémol vient du fait que la dispersion est par-
faite, mais périodique et non aléatoire comme c'est le cas dans l'approche micromécanique
(ce point sera approfondi lors de la confrontation entre DM et approche micromécanique
dans le chapitre 4).
Au cours de ce chapitre, sont décrites la préparation des nanocomposites, ainsi que
les perturbations engendrées par l'ajout des nanoparticules. L'eﬀet de taille sur les pro-
priétés mécaniques sera abordé dans le chapitre 4 lors de la confrontation avec l'approche
mécanique. Dans un premier temps, la procédure de préparation des nanocomposites est
décrite, en commençant par les phases constitutives (matrice et silice) puis en poursuivant
par les phases d'assemblage et de préparation des nanocomposites à proprement parler.
Par la suite, on s'intéresse au comportement global des composites et en particulier aux
spéciﬁcités dues à la matrice polymère (mobilité des chaînes, transition vitreuse, visco-
sité). Pour ﬁnir, l'accent est mis sur la caractérisation de l'interphase de matrice perturbée
entourant les nanoparticules.
2.1 La simulation numérique des nanocomposites
Comment sont préparées les diﬀérentes phases constitutives des nanocomposites, à
savoir la matrice polymère et la silice ? Quel est leur comportement mécanique ? Est-il en
accord avec les hypothèses d'élasticité linéaire isotrope faites dans les modèles micromé-
caniques ? Comment sont réalisés les nanocomposites virtuels ?
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Voici autant de questions auxquelles ce paragraphe est dédié et tente d'apporter toutes
les réponses.
2.1.1 La matrice pure
Tout d'abord portons notre regard sur la préparation et la caractérisation de la matrice
(phase continue du système) constituée d'un polymère idéal amorphe.
La préparation de la matrice
La matrice polymère utilisée est une représentation modèle couramment employée pour
décrire les systèmes polymères amorphes. Il s'agit de chaînes de n sites CH2 liés les uns
aux autres par des liaisons rigides. La masse molaire des sites CH2 est de 14,02730 g/mol.
La structure conformationnelle et les rotations des segments de chaînes sont contrôlées
par les potentiels de ﬂexion et de torsion déﬁnis précédemment (paragraphe 1.3). Concer-
nant les interactions à distance, l'interaction de Van der Waals est représentée par un
potentiel de Weekes-Chandler-Andersen (WCA) qui prend eﬀet pour des atomes séparés
par plus de trois liaisons (soit 1..5) lorsqu'ils sont au sein d'une même chaîne. Le po-
tentiel WCA ne prend en compte que la partie répulsive de l'interaction de Van de Waals.
La partie attractive des interactions à distance est prise en compte en appliquant une
pression isotrope de 5000 bars (Preqxx = Preqyy = Preqzz = 5000 bars). La notation Preqij
déﬁnit la composante ij du tenseur des pressions requis Preq. L'utilisation couplée d'un
potentiel de WCA et d'une sur-pression est une première approximation des systèmes
moléculaires contenant des interactions attractives. L'application d'une pression isotrope
est une méthode couramment utilisée en DM pour prendre en compte la partie attractive
des interactions à distance [19, 20, 21].
L'interaction de Coulomb n'est quant à elle pas prise en compte car il n'y a pas de
charges électriques sur les sites CH2. Les valeurs des paramètres des diﬀérents potentiels
utilisés sont fournies dans le tableau 2.1. La distance entre les sites CH2 au sein d'une
même chaîne est gérée par une liaison rigide de longeur b0=0,153 nm.
Potentiel Valeurs des paramètres
ΦV dW rLJ=0,428 nm /kB=57 K
Φθ θ0=112,813kθ=520 kJ/mol
Φτ C1=8832,181 kJ/mol C2=18087,066 kJ/mol C3=4880,804 kJ/mol
C4=-31800.051 kJ/mol C5 = C6=0 kJ/mol
Tab. 2.1  Paramètres des potentiels d'interaction pour le modèle de matrice. kB repré-
sente la constante de Boltzmann, kB=1,38062 10−23 J.K−1.
Le choix de chaînes de n = 1000 sites CH2 répond à un souhait d'adaptabilité des
systèmes. Comme on garde les mêmes fractions volumiques d'inclusions, lorsque la taille
du renfort est multipliée par 2, le volume total de la cellule de base est quant à lui multiplié
par 8, ainsi que le nombre d'atomes de la matrice. Il faut donc prendre des chaînes dont
la longueur (ou le nombre de monomères) est un diviseur pratique, c'est à dire pas trop
élevé. Comme cela on s'aﬀranchit totalement du paramètre longueur de chaîne dans
la confrontation des systèmes. Néanmoins, la longueur des chaînes ne doit pas être trop
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petite pour que ces chaînes soient représentatives des polymères réels. Le choix s'est donc
porté sur des chaînes de n = 1000 monomères.
Pour les diﬀérents systèmes qui sont étudiés par la suite, quatre boîtes de matrice (Fig.
2.1), constituées respectivement de 10, 30, 80 et 640 chaînes sont préparées. Le système
de 30 chaînes sert uniquement pour l'analyse du comportement de la matrice pure, il se
doit d'être assez grand pour que la caractérisation de la matrice soit ﬁable (en terme
d'incertitudes et de ﬂuctuations) et en même temps d'une taille raisonnable pour ne pas
être trop gourmand en temps de calcul. Les trois autres systèmes sont utilisés par la suite
pour la préparation des nanocomposites.
Fig. 2.1  Boîte de matrice de 30 chaînes.
La méthode employée pour générer les chaînes de polymère est une méthode hybride
entre Pivot de Monte Carlo (PMC) et Dynamique Moléculaire (DM). Lorsque la matrice
est créée, il faut que les atomes des diﬀérentes chaînes soient positionnés, dans la boîte
de départ, de façon à ce que la distribution des conformations soit respectée et que le
recouvrement des atomes soit évité. Tout ceci se fait bien évidemment en tenant compte
des diﬀérentes interactions entre les atomes. Pour cela, on positionne les chaînes et on
eﬀectue des mouvements de rotation des segments de chaînes. Les mouvements de grande
amplitude sont eﬀectués à l'aide de simulations de PMC et, entre chaque pas de calcul
de PMC, on insère 100 pas de calcul de DM pour relaxer le système et permettre les
petites oscillations des segments de chaînes. La méthode hybride PMC/DM est basée
sur l'hypothèse de Flory [37] qui stipule que la prise en compte d'un nombre restreint
d'interactions intra-moléculaires suﬃt à déterminer les conformations des chaînes, les in-
téractions à distance des macromolécules étant écrantées à l'état fondu. La validation
de cette méthode au cas des polymères à l'état solide a été eﬀectuée par Brown et al.
[19, 20, 21]. L'énergie est calculée avant et après le pivot en ne prenant en compte que
les interactions à distance. La nouvelle conﬁguration est acceptée ou rejetée sur la base
50 Chapitre2. Elaboration de nanocomposites virtuels
d'un critère de Métropolis [56]. L'utilisation des Pivots de Monte Carlo permet de gagner
du temps pour relaxer le système par rapport à une méthode de DM pure. Une descrip-
tion plus complète de cette méthode hybride PMC/DM, ainsi que sa confrontation avec
les méthodes classiques de génération des systèmes polymères, sont présentées dans les
travaux de Neyertz et Brown [58]. Dans le cas des systèmes considérés, cette opération
est réalisée à 500 K pour permettre une très grande mobilité des atomes. De plus, une
température élevée lors de cette opération permet d'éviter d'éventuels problèmes liés à
une cristallisation partielle des chaînes. Le placement des chaînes dans la boîte, ainsi que
leur orientation sont totalement aléatoires.
Le critère de Métropolis est un critère de type probabiliste. Lorsque l'on passe d'une
conﬁguration 1 à une conﬁguration 2, on calcule la diﬀérence d'énergie totale du système
entre les deux conﬁgurations, ∆Etot = Etot(2) − Etot(1). La transformation est acceptée
selon la probabilité p(1, 2) = e−∆EtotT , avec T la température. Lorsque la variation ∆Etot ≤
0, l'exponentielle est supérieure ou égale à 1, la nouvelle conﬁguration doit être acceptée,
on lui aﬀecte alors la probabilité maximale de 1. Si ∆Etot > 0, on compare p(1, 2) à un
nombre aléatoire a ∈ [0; 1[, si a < p(1, 2) la conﬁguration 2 est acceptée, sinon elle est























Fig. 2.2  Conformations des chaînes de polymères. R′ et R” représentent les segments
de chaînes carbonées de part et d'autre de la liaison C − C considérée.
La répartition conformationnelle de ce type de systèmes polymères est théoriquement
de 59,7 % pour la conformation trans (Fig. 2.2), le reste se divisant en parts égales
entre conformations gauche moins et gauche plus (respectivement notées G− et G+).
Ces valeurs théoriques sont basées sur la seule considération du potentiel de torsion. La
prise en compte des interactions à distance de type 1..5 uniquement se traduit par une
augmentation du pourcentage de conformations trans. Les valeurs moyennes obtenues font
plutôt état de 72,7 % de conformation trans, 13,7 % de G− et 13,6 % de G+. Néanmoins,
les travaux de Flory [37] ont montré qu'il n'est pas nécessaire de prendre en compte toutes
les interactions à distance pour obtenir des taux de conformations réalistes. La proportion
précise des conformations pour chacune des boîtes de matrice est fournie dans le tableau
2.2. La méthode hybride PMC/DM utilisée génère des chaînes dont la conﬁguration et
2.1. La simulation numérique des nanocomposites 51
la conformation sont similaires à celles obtenues pour un milieu polymère pur lorsque les
temps de relaxation permettent d'utiliser des simulations de DM simplement pour relaxer
le système.
nombre de chaînes 10 30 80 640 théorique
trans % 72,7 ± 0,1 72,6 ± 0,1 72,7 ± 0,1 72,7 ± 0,1 59,7
G− % 13,5 ± 0,1 13,7 ± 0,1 13,7 ± 0,1 13,7 ± 0,1 20,15
G+ % 13,8 ± 0,1 13,7 ± 0,1 13,6 ± 0,1 13,6 ± 0,1 20,15
Tab. 2.2  Distribution des conformations pour les diﬀérentes boîtes de matrice.
Pour les systèmes de 10, 30 et 80 chaînes, une fois que la toute première conﬁguration
est créée à l'aide de la méthode hybride PMC/DM, on applique 20 ps (picosecondes)
de minimisation d'énergie pour permettre de passer aux diﬀérentes étapes de traitement
thermique et de relaxation du système. Pour le système de 640 chaînes, la procédure de mi-
nimisation d'énergie et d'introduction des interactions liées se révèle plus délicate à cause
du grand nombre d'atomes considérés (640000 au total). Il faut introduire progessivement
les interactions liées au cours de l'étape de minimisation d'énergie car la probabilité d'ob-
server des phénomènes de recouvrement des atomes, entraînant des énergies internes trop
élevées et pouvant conduire à une défaillance de l'algorithme, augmente avec leur nombre.
Par la suite, le processus de relaxation est le même pour toutes les boîtes de matrice. Les
paramètres des simulations (rayons de coupure des potentiels, temps de relaxation, etc)
sont fournis à l'annexe C. Dans un premier temps, pour bien décorréler tous les mouve-
ments des atomes, on applique une distribution suivant une gaussienne des champs de
vitesse permettant de donner des vitesses initiales indépendantes pour tous les atomes,
l'aﬀectation des vitesses étant aléatoire sur l'ensemble des atomes de la cellule de base.
Ensuite on applique 100 ps de simulations NVT à 100 K pour permettre aux chaînes
d'atteindre un équilibre thermique, puis 100 ps NVT à 1000 K en guise de traitement
thermique. Le retour du système à la température de référence (100 K) se fait par l'in-
termédiaire de 100 ps de simulations NVT à 100 K. Pour ﬁnir on laisse le système se
stabiliser en appliquant 1000 ps NPT à 5000 bars et 100 K. Pour le système de 30 chaînes
qui sert pour la caractérisation de la matrice, pour avoir une statistique ﬁable, il faut que
les valeurs soient moyennées sur 1,5 ns. Par conséquent, pour ce système uniquement, la
dernière phase de relaxation dure 2 ns. Ceci n'a pas de conséquences car au bout de 500
ps les grandeurs internes du système n'évoluent plus. L'état de référence des systèmes de
matrice est donc à 5000 bars et 100 K. On a alors une matrice amorphe dont la masse
volumique moyenne ρmat est de 767,3 ± 0,1 kg.m−3 (respectivement 768,7 ± 0,1, 768,6 ±
0,1, 766,2 ± 0,1 et 765,5 ± 0,1 kg.m−3 pour 10, 30, 80 et 640 chaînes).
Lorsque l'on parle d'état d'équilibre en DM, il faut distinguer l'équilibre thermique,
correspondant à une équipartition de l'énergie cinétique dans le système, de l'équilibre
mécanique, associé à la stabilisation des composantes du tenseur des pressions P .
Même si la matrice est constituée de chaînes de 1000 sites CH2, il ne s'agit pas d'un
modèle de polyéthylène, ce dernier étant semi-cristallin contrairement à notre modèle de
matrice complètement amorphe.
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Le comportement mécanique de la matrice
A partir de la conﬁguration de référence de la matrice pure, on eﬀectue des simulations
d'essais mécaniques sur la boîte de 30 chaînes de 1000 sites CH2. Ces essais sont réalisés
à 100 K. On part de la conﬁguration relaxée pendant 2 ns NPT à 5000 bars et à la
température de 100 K. Toute simulation d'essai mécanique, débute par une ligne de base
NPT à 5000 bars et 100 K pendant 100 ps. Cette ligne de base permet de déﬁnir les
dimensions initiales de la boîte.
La sollicitation est appliquée à l'aide d'une rampe, pour que le système soit dans un
état d'équilibre mécanique tout au long de l'essai (Fig. 2.3), avec un taux de chargement
de 1 bar.ps−1. Cette vitesse est à la fois suﬃsamment faible pour que le polymère soit dans
un état d'équilibre mécanique et à la fois assez élevée pour que les temps de simulations
soient raisonnables (des ordres de grandeur des temps de calcul pour les diﬀérents systèmes
étudiés sont fournis dans l'annexe C). L'amplitude des sollicitations est de 100 MPa (=
1000 bars). La conﬁguration de départ, la même pour chaque simulation d'essai mécanique,























Fig. 2.3  Comparaison entre les évolutions au cours du temps de la pression requise et
de la pression interne calculée lors d'un essai de compression isotrope à 1 bar.ps−1 sur la
matrice. Les 100 premières picosecondes représentent la ligne de base.
La détermination du module de compressiblité se fait à l'aide d'un essai de compression
isotrope. Concrètement, on simule 1 ns NPT à 100 K avec P˙reqii = 1 bar.ps−1 simulta-
nément pour i = x, y et z. Les composantes hors-diagonales du tenseur des pressions
restent nulles. Au ﬁnal on a donc une pression isotrope de 6000 bars. En ce qui concerne
le dépouillement des données, on trace l'évolution de la masse volumique en fonction de
la pression. Sur la plage [5000 ;6000] bars, cette courbe montre une très légère convexité.
Pour ne pas surestimer la valeur du module de compressibilité, on se place dans le cadre
des petites déformations. On détermine la valeur moyenne de la masse volumique le long
de la ligne de base, ainsi que la pente entre 5000 et 5100 bars en eﬀectuant une régression
linéaire et, en utilisant la formule k = ρdp
dρ
, on détermine la valeur du module de compres-
sibilité. Cette méthode permet de faire le lien avec les autres modules pour lesquels on
prend en compte la géométrie initiale de la boîtes (longueurs pour le module de Young et
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angles pour le module de cisaillement) au travers de la ligne de base, tout en restant dans
un domaine de contraintes relativement faibles (de l'ordre de 10 MPa) pour rester dans
le cadre des petites déformations. Pour la matrice, k3 = 4, 2± 0, 5 GPa.
Les essais de traction uniaxiale sont simulés en appliquant 1 ns NPT à 100 K avec
P˙reqii = −1 bar.ps−1 alternativement pour i = x, y ou z. Pour une direction de traction
donnée, l'axe −→x par exemple, le code de calcul permet de déterminer les déformations
longitudinale et transversale, et le coeﬃcient de Poisson. Pour l'état ﬁnal, on a donc par
exemple Pxx = 4000 bars, Pyy = Pzz = 5000 bars. On trace alors la courbe contrainte-
déformation (Pxx en fonction de εxx), ce qui permet de déterminer le module de Young.
Pour rester dans le cadre des petites déformations, le module de Young est déterminé en
eﬀectuant une régression linéaire sur la partie de la courbe comprise entre 0 et 1 % de
déformation. Pour la matrice, le module de Young moyen E3 vaut 1,7 ± 0,1 GPa. Suivant
l'axe de sollicitation (Fig. 2.4), il prend la valeur de 1,80 GPa, 1,66 GPa et 1,73 GPa pour
respectivement −→x , −→y et −→z . L'incertitude sur le module de Young de la matrice est très

























Fig. 2.4  Essais de traction à 1 bar.ps−1 sur la matrice.
Pour la détermination du coeﬃcient de Poisson, c'est un peu plus délicat. En eﬀet,
les codes de dépouillement font directement le ratio entre les déformations transversale
et longitudinale, néanmoins pour les petites déformations (lorsque l'amplitude de charge-
ment est faible) l'incertitude sur les déformations est grande. Le fait de prendre le ratio
de grandeurs qui varient beaucoup accentue davantage les eﬀets des ﬂuctuations. Pour
contourner ce problème, la méthode consiste à tracer la courbe donnant l'évolution du
coeﬃcient de Poisson en fonction de la déformation longitudinale. Lorsque la déformation
longitudinale tend vers l'inﬁni, cette courbe tend vers une droite asymptotique qui coupe
l'axe des ordonnées à la valeur du coeﬃcient de Poisson (Fig. 2.5), ainsi estimé pour de
petites déformations. La pente de cette asymptote est liée à la mobilité du système. Pour
des systèmes peu mobiles, comme la silice, l'asymptote reste horizontale quelle que soit la
température. Au contraire, pour des systèmes plus mobiles, comme la matrice polymère,
la pente de cette asymptote augmente avec la température. Derrière cela se cachent sûre-
ment des phénomènes de viscosité du matériau et des eﬀets liés à l'aspect dynamique des
simulations de DM ; ces points restent à éclaircir dans l'optique de la confrontation entre
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DM et MMC. A 100 K, la matrice a un coeﬃcient de Poisson ν3 de 0.42 ± 0,01(respecti-
vement 0,42, 0,43 et 0,42 dans les trois directions).
traction suivant x   à    - 1 bar/ps


























Fig. 2.5  Méthode de détermination du coeﬃcient de Poisson.
Le module de Young et le coeﬃcient de Poisson sont déterminés pour des sollicitations
suivant les trois axes de la boîte. A défaut de vériﬁer la stricte isotropie du système simulé,
cela permet, d'une part de vériﬁer la symétrie cubique, et, d'autre part, d'obtenir un ordre
de grandeur de l'incertitude sur la mesure. Cette incertitude regroupe en particulier les
incertitudes dues :
 aux ﬂuctuations de la DM ;
 aux incertitudes lors du dépouillement ;
 au non respect de l'isotropie.
Pour le module de cisaillement, on simule un cisaillement alternativement dans les
trois plans de la boîte en appliquant 1 ns NPT à 100 K avec P˙reqij = 1 bar.ps−1 pour
le cisaillement dans le plan {−→i ,−→j }. Par exemple, pour du cisaillement suivant le plan
{−→x ,−→y }, l'état ﬁnal se caractérise par Pxx = Pyy = Pzz = 5000 bars et Pxy = 1000 bars,
les deux dernières composantes hors-plan étant nulles. On trace la courbe Pxy en fonction
de 2εxy et, pour rester dans le cadre des petites déformations, le module de cisaillement
est déterminé en calculant la pente entre 0 et 1 % de déformation à l'aide d'une régression
linéaire. Le fait de confronter les résultats dans les trois plans permet cette fois encore
d'avoir une estimation de l'incertitude sur les mesures et sur l'isotropie du matériau. Pour
la matrice, le module de cisaillement moyen µ3 est égal à 0,6 ± 0,1 GPa. Dans les plans
{−→x ,−→y }, {−→y ,−→z } et {−→z ,−→x } il est respectivement de 0,61 GPa, 0,63 GPa et 0,52 GPa.
Malgré une diﬀérence marquée dans le plan {~z,~x}, l'incertitude reste faible.
Du point de vue des valeurs moyennes (Tab. 2.3), elles vériﬁent bien les relations
de l'élasticité linéaire isotrope (les diﬀérentes relations sont fournies à l'annexe B). Par
exemple, si on considère les valeurs de k3 et µ3 comme valeurs de référence et que l'on




et ν3f = 3k3−2µ32(3k3+µ3) , E3f vaut 1,72 GPa et ν3f vaut 0,43 (au lieu de 1,7 GPaet 0,42 respectivement pour E3 et ν3). Les écarts relatifs sont donc inférieurs à 10 %, ce
qui est tout à fait acceptable. Quelle que soit la formule considérée, l'écart relatif, déﬁni
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Modules élastiques de la matrice à 100 K
k3 4,2 ± 0,5 GPa
µ3 0,6 ± 0,1 GPa
E3 1,7 ± 0,1 GPa
ν3 0,42 ± 0,01
Tab. 2.3  Valeurs des diﬀérents modules élastiques de la matrice à 100 K.
comme le ratio entre l'amplitude de dispersion de la grandeur et la valeur moyenne de




















Fig. 2.6  Essai de charge-décharge sur la matrice (traction suivant ~x à 1 bar.ps−1).
A 100 K, on peut considérer que le matériau a un comportement proche de l'élasticité
linéaire isotrope. Ceci se conﬁrme par la relativement faible ouverture des boucles de
charge-décharge en traction (Fig. 2.6). Ceci est rassurant car c'est ce qui est souhaitable
pour vériﬁer les hypothèses de l'approche micromécanique. De plus les valeurs des modules
sont d'un bon ordre de grandeur pour un polymère.
A forte température, en fait au dessus de la transition vitreuse (paragraphe 2.2), la
boîte se déforme très vite en traction ce qui fait qu'il est impossible de déterminer un mo-
dule de Young. Le problème se pose de la même façon pour le module de cisaillement. En
revanche, la méthode asymptotique pour la détermination du coeﬃcient de Poisson per-
met de s'aﬀranchir de ce problème. Concernant la compression, des ﬂuctuations existent
toujours, mais elles sont moins marquées que pour la traction et le cisaillement. Pour
contourner ces problèmes de ﬂuctuations, et compte tenu du fait que la courbure des
courbes masse volumique vs. pression est très faible, à plus forte température on eﬀectue
la régréssion linéaire entre 5000 et 6000 bars pour déterminer la pente et la densité est
calculée en faisant la moyenne sur le domaine [5000 ;6000] bars. Cette déﬁnition est discu-
table, mais il s'agit avant tout d'avoir un ordre de grandeur du module de compressibilité
à plus haute température. Pour pouvoir eﬀectuer la confrontation entre les diﬀérents sys-
tèmes, c'est toujours cette déﬁnition qui est utilisée à haute température (autre que 100
K, car comme cela est précisé par la suite, la transition vitreuse des diﬀérents systèmes est
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autour de 200 K, on est donc très rapidement confronté aux problèmes de ﬂuctuations).
Par conséquent, par la suite, lorsque le comportement mécanique sera étudié au dessus de
la transition vitreuse, il le sera toujours par l'intermédiaire du module de compressibilité
et du coeﬃcient de Poisson. Ce point sera abordé plus en détail lors de l'étude de l'eﬀet
de taille des particules sur les propriétés mécaniques (chapitre 4).
L'inﬂuence de la longueur des chaînes
Pour étudier l'inﬂuence de la longueur des chaînes sur le comportement mécanique
de la matrice pure, parallèlement aux essais simulés sur la boîte de 30× 1000 sites CH2,
des essais identiques ont été réalisés sur une boîte de matrice pure avec une seule chaîne
de 30000 atomes (1 × 30000 sites CH2). La procédure de relaxation appliquée aux deux
systèmes est identique, il s'agit de celle décrite précédemment et utilisée pour le système
de 30× 1000 sites CH2.
Concernant la répartition entre les diﬀérentes conformations (trans, G− et G+) lors de
la conﬁguration initiale il n'apparaît aucune inﬂuence de la longueur des chaînes sur les
pourcentages respectifs des trois conformations. En eﬀet, pour les deux systèmes (30×1000
et 1× 30000), la conformation trans est présente à 72,6 % alors que les conformations G−
et G+ se partagent le reste (13,7 % chacune).
Concernant la masse volumique de la matrice à la ﬁn du traitement thermique et de
la relaxation, elle est de 762,0 ± 0,1 kg.m−3 pour le système avec une seule chaîne de
30000 sites CH2, respectivement 767,3 ± 0,1 kg.m−3 pour le système de 30 chaînes de
1000 sites. Il n'y a donc pas d'inﬂuence signiﬁcative de la longueur des chaînes sur la
























Fig. 2.7  Inﬂuence de la longueur des chaînes sur le comportement mécanique de la
matrice (traction suivant ~y à 1 bar.ps−1).
La longueur de chaînes n'a pas non plus d'inﬂuence réellement signiﬁcative sur les
valeurs des modules (Fig. 2.7). La confrontation est eﬀectuée sur les modules de Young
et de cisaillement car c'est sur ces valeurs que l'incertitude et la sensibilité sont les plus
grandes. Pour le système avec une seule chaîne, les modules de Young et de cisaillement
moyens sont de 1,8 ± 0,1 GPa et de 0,6 ± 0,1 GPa, alors qu'ils sont respectivement de
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1,7 ± 0,1 GPa et 0,6 ± 0,1 GPa pour le système avec les chaînes plus courtes. Le détail
de la comparaison des diﬀérentes valeurs, suivant les trois directions de traction et dans
les trois plans de cisaillement, est fourni dans le tableau 2.4.
système 30× 1000 système 1× 30000
axe −→x : 1,80 1,83
E3 (GPa) axe −→y : 1,66 1,70
axe −→z : 1,73 1,73
plan {−→x ,−→y } : 0,58 0,52
µ3 (GPa) plan {−→y ,−→z } : 0,64 0,56
plan {−→z ,−→x } : 0,58 0,61
Tab. 2.4  Inﬂuence de la longueur des chaînes.
Pour le modèle de polymère amorphe utilisé, la longueur de chaînes n'a pas d'inﬂuence
sur le comportement global de la matrice pure. Le choix de chaînes de 1000 sites CH2,
judicieux en terme d'adaptabilité de la modélisation, se révèle de plus sans conséquence
sur les résultats des simulations, au moins pour les vitesses de chargement imposées.
2.1.2 La silice
Après la matrice polymère, on considère à présent le cas de la phase inclusionnaire
composée d'une silice amorphe.
La préparation de la Silice
Dans le cadre de cette étude, le modèle de silice utilisé doit être relativement com-
plexe. En eﬀet, la volonté de comprendre l'eﬀet de taille des particules sur le comportement
mécanique global des nanocomposites nécessite, pour pouvoir justiﬁer d'une taille abso-
lue des nanoparticules, l'introduction dans le modèle de silice considéré d'une longueur
caractéristique de cette dernière. Pour cela le modèle de silice utilisé est un modèle ato-
mistique, à savoir que le système est représenté à l'échelle des atomes et des distances
inter-atomiques. La silice SiO2 étant constituée d'atomes de silicium (Si) et d'oxygène
(O), la longueur de la liaison silicium-oxygène apparaît donc naturellement comme une
longueur caractéristique de notre système. Les masses molaires respectives du silicium et
de l'oxygène sont de 28,08600 g/mol et 15,99940 g/mol.
Si on veut avoir toutes les chances d'obtenir un matériau au comportement isotrope, il
est préférable de partir d'une structure amorphe. Ceci est plus délicat à mettre en ÷uvre
qu'une silice à structure cristalline mais, en contrepartie, la structure amorphe a l'énorme
avantage d'empêcher l'apparition de modes propres de déformation de la silice lors des
simulations.
Pour satisfaire à ces exigences, on applique la méthode déﬁnie par Van Beest, Kramer
et Van Santen [88] permettant de générer un milieu solide amorphe. Le système de départ
est constitué d'atomes de silicium et d'oxygène n'interagissant entre eux qu'au travers
des interactions à distance (Van der Waals et Coulomb). L'interaction de Van der Waals
est représentée par un potentiel de Buckingham dont les valeurs des paramètres sont
fournies dans le tableau 2.5. Pour l'interaction de Coulomb, la charge du silicium est
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qSi = 2, 4e et celle de l'oxygène qO = −1, 2e, avec e la charge élementaire du proton
(e = 1, 6 10−19eV ). La neutralité du système est donc respectée. Comme il n'y a aucune
liaison entre les atomes, au cours des simulations ces derniers se déplacent librement. La
structure obtenue est complètement amorphe.
interaction A (eV) B (Å) C (eV/Å6)
Si− Si 0,0 0,0657 0,0
Si−O 18003,7572 0,205204 133,5381
O −O 1388,7730 0,362319 175,0
Tab. 2.5  Valeurs des paramètres des potentiels de Buckingham utilisés pour les interac-
tions au sein de la silice atomique.
Cependant ce modèle de silice amorphe est très coûteux en temps de calcul. Les in-
teractions de Coulomb et de Van der Waals nécessitent la prise en compte de nombreux
voisins pour chaque atome considéré ; le calcul de la sommation d'Ewald se révèle parti-
culièrement lent. Les diﬀérents paramètres des simulations sont fournis dans l'annexe C.
Un modèle aussi sophistiqué n'est pas eﬃcace dans cette étude car on souhaite juste avoir
des inclusions isotropes dont les modules élastiques sont représentatifs de ceux de la silice.
La seconde étape de préparation de la silice consiste donc à remplacer toutes les in-
teractions à distance par des liaisons entre les atomes. Cette fois, le système de silice
devient une molécule. Les liaisons sont gouvernées par des potentiels harmoniques (para-
graphe 1.3) dont la position d'équilibre est b0 = 0, 16246 nm dans le cas de la distance
Si − O, θ01 = 109, 5pour l'angle de valence O − Si − O et θ02 = 145pour l'angle
de valence Si − O − Si. Le choix des paramètres kb = 800kg.s−2, kθ1 = 600kJ.mol−1 et
kθ2 = 400kJ.mol
−1 permet d'assurer la rigidité du système. Ce choix est eﬀectué en taton-
nant pour que d'une part les propriétés mécaniques soient conformes à celles attendues
pour de la silice et que, d'autre part la structure amorphe soit conservée lors du passage
de la structure atomique à la structure moléculaire.
La vériﬁcation de la conservation de la structure amorphe se fait via la confrontation
des distributions des distances inter-atomiques et des angles de valence pour les systèmes
atomique et moléculaire (Fig. 2.8 et Fig. 2.9). La bonne superposition des diﬀérentes
distributions assure que la structure est presque identique pour les deux systèmes.
Pour la relaxation du système de silice, on simule dans un premier temps 60 ps NVT
à 100 K, puis on simule 100 ps NPT à 100 K et 5000 bars isotropes. Cela permet de
créer la conﬁguration de référence de notre silice qui, par la suite, sert de point de départ
pour la caractérisation mécanique. Pour le modèle de silice, contrairement à la matrice
polymère, l'histoire thermique n'a pas d'inﬂuence, c'est pour cette raison que la procédure
est simplifée pour ne garder que le strict nécessaire en ce qui concerne les étapes de la
relaxation. Il s'agit uniquement d'amener le système aux conditions de référence dans
l'optique de l'assemblage avec la matrice. On obtient une boîte de silice dont la taille est
7, 40 × 7, 38 × 7, 49 nm3, contenant 30375 atomes (10125 Si et 20250 O), et ayant une
masse volumique de 2518,6 ± 0,1 kg.m−3.
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Fig. 2.8  Distributions des longueurs des liaisons entre les atomes au sein de la silice
(Å). Confrontation entre les silices atomique et moléculaire.
Le comportement mécanique de la Silice
L'étude du comportement mécanique de la silice s'eﬀectue sur la boîte de silice pré-
cédemment décrite car le nombre d'atomes considérés est suﬃsamment important pour
atténuer les incertitudes dues aux ﬂuctuations des grandeurs internes du système lors des
simulations. De plus cette boîte n'est pas trop coûteuse en heures de calcul.
Dans un souci de confrontation entre les diﬀérents systèmes étudiés (matrice pure,
silice, nanocomposites), les essais mécaniques sont toujours simulés suivant les mêmes
procédures. Ces procédures ont été décrites lors de l'étude du comportement mécanique
de la matrice pure (paragraphe 2.1.1). Sauf mention contraire, ce sont celles appliquées
tout au long de cette étude.
Dans le cas de la silice, contrairement au polymère, le système est très rigide et les
atomes sont peu mobiles. Par conséquent il y a très peu de phénomènes de relaxation et
il est donc possible d'appliquer des échelons de sollicitation. Du point de vue du calcul
des valeurs moyennes, il est plus rigoureux d'eﬀectuer cette opération sur un palier plutôt
que sur une rampe. Il est donc préférable, pour le calcul de la masse volumique moyenne,
et donc du module de compressibilité, d'appliquer des échelons de pression. Pour simuler
l'essai de compression, on applique successivement trois paliers de pression isotrope à 5000
bars, 6000 bars, puis 4000 bars de 100 ps NPT à 100 K. A chaque changement de palier,
les grandeurs internes se stabilisent en quelques picosecondes et on eﬀectue la moyenne
sur les 50 dernières picosecondes de chaque palier. Le module de compressibilité k est
donné par la formule k = ρ5000 P6000−P4000ρ6000−ρ4000 avec ρPS la masse volumique moyenne sur lepalier à la pression PS, et PPS la pression moyenne sur le palier. PS représente la valeur de
la pression requise et non la valeur moyenne calculée qui est legèrement diﬀérente. Avec
cette méthode, on obtient pour la silice un module de compressibilité k1 de 31,8 ± 0,5
GPa.
A priori la silice étant très rigide, le taux de chargement ne doit pas inﬂuencer les
valeurs des diﬀérents modules. Les essais de traction et de cisaillement sont donc réalisés
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Fig. 2.9  Distributions des angles de valence entre les atomes au sein de la silice ().
Confrontation entre les silices atomique et moléculaire.
avec un taux de chargement de 10 bar.ps−1. La grande rigidité de la silice s'observe
nettement sur les courbes contrainte-déformation (Fig. 2.10) qui mettent en avant de
très faibles déformations malgré une amplitude de sollicitation de 100 MPa. Les valeurs
moyennes obtenues pour le module de Young E1, le coeﬃcient de Poisson ν1 et le module
de cisaillement µ1 sont respectivement de 60 ± 5 GPa, 0,19 ± 0,01 et 27.0 ± 1 GPa.
Le détail des valeurs suivant les diﬀérents axes de traction et dans les diﬀérents plans de
cisaillement est fourni dans le tableau 2.6.
taux de chargement 10 bar.ps−1 1 bar.ps−1
axe −→x : 60,74 65,89
E1 (GPa) axe −→y : 55,25 57,60
axe −→z : 65,49 67,62
plan {−→x ,−→y } : 26,32
µ1 (GPa) plan {−→y ,−→z } : 26,30
plan {−→z ,−→x } : 28,24
Tab. 2.6  Modules de la silice à 100 K.
En regardant dans le détail, on note que l'isotropie est relativement bien vériﬁée, même
si l'écart relatif dans le cas du module de Young peut atteindre presque 17 %. En fait, la
silice est plus rigide que le polymère, elle se déforme donc très peu, ce qui implique que
les incertitudes dues aux ﬂuctuations sont relativement plus grandes que pour la matrice.
Concernant l'inﬂuence du taux de chargement sur les valeurs des modules, l'hypothèse
d'indépendance est vérifée en simulant des essais de traction suivant les trois axes de la
boîte à 1 bar.ps−1. Avec un taux de chargement de 1 bar.ps−1 le module moyen est estimé
à 64 ± 5 GPa, alors qu'il est de 60 ± 5 GPa à 10 bar.ps−1 (le détail suivant les diﬀérents
axes de traction est fourni dans le tableau 2.6). A posteriori, cette hypothèse est bien
vériﬁée. Par la suite, sont pris pour modules de la silice les modules déterminés pour un

























Fig. 2.10  Essais de traction sur la silice (chargement à 10 bar.ps−1).
taux de chargement de 10 bar.ps−1, à savoir :
 module de compressibilité de la silice k1 = 31, 8± 0, 5 GPa ;
 module de Young de la silice E1 = 60± 5 GPa ;
 coeﬃcient de Poisson de la silice ν1 = 0, 19± 0, 01 ;
 module de cisaillement de la silice µ1 = 27± 1 GPa.
Ces valeurs, réalistes pour de la silice, vériﬁent bien les relations de l'élasticité linéaire
isotrope entre les diﬀérents modules. Par exemple en prenant k1 et µ1 comme valeurs de
référence, on obtient 63,0 GPa pour E1f et 0,17 pour ν1f . Ceci est très proche des valeurs
fournies pour E1 et ν1.
A 100 K le système de silice amorphe modélisé a bien le comportement mécanique
souhaité, à savoir élastique linéaire isotrope.
2.1.3 L'assemblage des nanocomposites
Une fois la préparation et la caractérisation de chacune des phases constitutives des
nanocomposites eﬀectuées, le regard est porté vers les méthodes d'assemblage et de pré-
paration des diﬀérents nanocomposites qui sont étudiés par la suite.
La découpe des inclusions
La méthode utilisée pour découper les inclusions sphériques est assez simple. A partir
du centre de la boîte de silice, on déﬁnit une sphère dont le rayon est égal au rayon
de l'inclusion souhaité, et pouvant s'inscrire dans la cellule de silice. Tous les atomes en
dehors de cette sphère sont donc exclus et les liaisons avec des atomes à l'intérieur de la
sphère sont cassées. Cette méthode un peu brutale a l'avantage d'être très facile à mettre
en ÷uvre mais, en contrepartie, on observe l'apparition de chaînes pendantes de type
Si − O − Si − O − Si en surface de la nanoparticule ainsi découpée. Ces chaînes, très
mobiles, ne sont pas gênantes pour l'étude du comportement mécanique. En revanche,
elles perturbent l'étude de la mobilité des chaînes de polymères près de la nanoparticule.
Pour supprimer ces chaînes, la méthode consiste à introduire une seconde étape lors de
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la découpe. Cette étape a pour objectif de réarranger les liaisons entre les atomes Si et O
en surface. On diﬀérencie les atomes du c÷ur, qui ne sont pas perturbées par la découpe,
des atomes de l'écorce qui vont subir un réarrangement des liaisons. L'épaisseur de cette
coquille est prise égale à 9 nm. Cette méthode est couramment utilisée dans le cas de la
prise en compte de groupements silanols [6, 23, 55] ou d'eau [14, 39, 50] en surface des
particules de silice. Dans le cadre de cette étude, on conserve juste la diﬀérenciation entre
les atomes du c÷ur et ceux de l'écorce pour pouvoir opérer un réarrangement des atomes
en surface de la particule et ainsi suprimer les chaînes pendantes. De plus amples détails
sur la méthode de découpe des inclusions sont fournis dans l'annexe D.
a) b)
Fig. 2.11  a) Inclusion de 1,5 nm de rayon. b) Inclusion de 3 nm de rayon.
La boîte de silice de dimensions 7, 40×7, 38×7, 49nm3 permet la découpe des inclusions
de 1,5 nm et 3 nm de rayon (Figs. 2.11a et 2.11b). En revanche, une boîte plus grande est
nécessaire pour la découpe de l'inclusion de 6 nm de rayon. En fait, en raison des temps
de calcul, il n'est pas envisageable de travailler sur une boîte de silice atomique aussi
grande. Pour contourner ce problème, la méthode la plus eﬃcace consiste à dupliquer la
boîte précédente deux fois dans chaque direction de l'espace. La nouvelle boîte fait alors
14, 80× 14, 76× 14, 96nm3. Pour décorréler légèrement les diﬀérentes images de la boîte
de départ entre elles on simule 100 ps NPT à 100 K et 5000 bars isotropes. Ensuite, on
peut venir découper l'inclusion de 6 nm de rayon (Fig. 2.12). On peut voir sur les images
que 1,5 nm semble être une dimension limite pour le rayon de la nanoparticule si on veut
conserver la sphéricité.
La composition des diﬀérentes inclusions est précisée dans le tableau 2.7.
rayon de l'inclusion (nm) 1,5 3 6
nombre d'atomes de Si 277 2482 21154
nombre d'atomes d'O 649 5374 44027
Tab. 2.7  Les diﬀérentes nanoparticules découpées.
A chaque fois, il y a un peu plus du double d'atomes d'oxygène que d'atomes de
silicium. Cela vient du réarrangement des liaisons en surface entre les atomes d'O et
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Fig. 2.12  Inclusion de 6 nm de rayon.
ceux de Si. Néanmoins, ceci n'est pas grave, car le modèle de silice moléculaire n'a plus
aucune interaction à distance entre les atomes, donc plus d'interaction de Coulomb. Par
conséquent, il n'y a pas de problème de neutralité électrique à respecter pour la particule.
Les phases de gonﬂement et d'assemblage
La procédure de préparation des nanocomposites, déjà utilisée par Brown et al. [24],
se déroule en trois temps (Fig. 2.13). On prend d'une part la boîte de matrice et, d'autre
part, la boîte contenant l'inclusion que l'on veut assembler.
La première étape consiste à eﬀectuer le gonﬂement de la boîte de matrice d'un volume
équivalent à celui de l'inclusion que l'on veut insérer. Pour cela on calcule à l'avance les
dimensions que la boîte devra avoir après gonﬂement et dans un ﬁchier on met les nouvelles
composantes du tenseur h (paragraphe 1.3). On fait tourner le code gmq avec une option
particulière permettant d'amener progressivement les valeurs des composantes de h aux
nouvelles valeurs souhaitées. Il ne suﬃt que de 10 ps de simulations pour eﬀectuer cette
phase de gonﬂement.
La deuxième étape est l'étape de création de la cavité. Pour cela on introduit au centre
de la boîte de matrice un potentiel répulsif de la forme Φcav(−→ri ) = 12kcav(‖−→ri −−→r0‖−rcav)2,avec −→ri le vecteur position de l'atome i et −→r0 le vecteur position du centre de la cavité
(lorsque la cavité est créée au centre de la boîte, il s'agit du vecteur nul). Le paramètre kcav
déﬁnit la constante de force du potentiel et sa valeur la plus couramment utilisée est de
50 kg.s−2. La grandeur rcav représente le rayon instantané de la cavité, c'est une grandeur
dynamique qui évolue au cours de la phase de création de la cavité jusquà la valeur ﬁnale
Rfcav, et dont la valeur initiale est 0 nm. Son évolution est gérée par la vitesse de création
de la cavité r˙cav. Du point de vue de la simulation, c'est aussi une option particulière
dans le code gmq qui gère l'opération de création de la cavité. la durée de cette simulation
dépend de la taille ﬁnale de la cavité et de la vitesse de création de cette cavité. Dans
le but de ne pas trop perturber les chaînes de polymère lors de la création de la cavité,
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la valeur choisie pour la vitesse de création de la cavité est r˙cav = 0, 1 nm/ps. Pour qu'il
n'y ait pas contact entre les atomes de la silice et ceux des chaînes de polymères lors
de l'ajout de la nanoparticule, ceci aﬁn d'éviter des énergies internes trop élevées, il faut
toujours prévoir une valeur de Rfcav légèrement supérieure à celle de Rinc. Dans le cas
des systèmes considérés, une diﬀérence de 0,2 nm est idéale. Pour l'inclusion de 1,5 nm
de rayon, il faut donc une cavité de 1,7 nm de rayon ce qui nécessite 50 ps de simulations.
Il faut prévoir plus de temps de simulation que celui nécessaire à la création de la cavité
en elle-même car il faut laisser le temps au système de se stabiliser par la suite. Pour
les inclusions de 3 nm et 6 nm de rayon, des cavités de 3,2 nm et 6,2 nm de rayon sont
nécessaires, soit respectivement 100 ps et 150 ps de simulations. Une fois la cavité créée,
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Fig. 2.13  Principe de l'assemblage des nanocomposites.
La phase de gonﬂement s'accompagne d'une chute de masse volumique qui est d'autant
plus importante que le volume de l'inclusion que l'on veut introduire est grand. Cependant,
ceci n'a pas d'importance car lors de la phase de création de la cavité, les chaînes sont
chassées d'un volume équivalent à celui du gonﬂement. Par conséquent, dans le volume
occupé par la matrice, on retrouve la masse volumique initiale du polymère.
La dernière phase consiste à introduire la particule dans la cavité et à prendre en
compte les interactions entre l'inclusion et la matrice. L'introduction de la nanoparticule
ne représente aucune diﬃculté car il suﬃt de placer le centre de la particule au centre de
la cavité (qui est le même que celui de la boîte de matrice). L'introduction des interactions
entre la particule et la matrice se fait au travers de la prise en compte d'interactions à
distance entre les atomes de la particule et ceux de la matrice. Dans le cas des particules
de silice, il y a un peu plus du double d'atomes d'oxygène que de silicium, on observe
alors une couche superﬁcielle d'atomes d'oxygène en surface de l'inclusion (Fig. 2.14).
Par conséquent, pour simpliﬁer le modèle et gagner en temps de calcul, on ne prend en
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compte que l'interaction O − CH2 au travers d'une interaction de Van der Waals gérée
par un potentiel WCA. Les paramètres de ce potentiel sont déﬁnis à partir d'une règle
de combinaison classiquement utilisée en DM, O−CH2/kB =
√
O−O × CH2−CH2/kB =







nm. L'interaction entre l'inclusion et la matrice est donc purement répulsive.
Fig. 2.14  Représentation de l'inclusion de 3 nm de rayon avec ses atomes (O en rouge
et Si en jaune).
Après assemblage, la procédure utilisée pour relaxer les nanocomposites est la même
pour tous les systèmes étudiés, ceci dans le souci que l'histoire thermique du polymère
soit toujours la même pour pouvoir confronter les résultats. Cette procédure de relaxation
se compose de 20 ps NVT à 100 K pour bien stabiliser la température du système, de
200 ps NPT à 100 K et 5000 bars isotropes pour redéﬁnir l'état de référence, de 100 ps
NVT à 1000 K pour appliquer le traitement thermique, puis de 100 ps NVT à 100 K pour
retourner à la température de référence. Pour ﬁnir le système est relaxé dans son état de
référence en simulant 2 ns NPT à 100 K et 5000 bars iotropes.
Récapitulatif des diﬀérents systèmes étudiés
La fraction volumique d'inclusions f1 des diﬀérents systèmes est, soit de 4,44 %, soit de
27,12 %. Ce paramètre n'est pas un paramètre essentiel de l'étude, contrairement au rayon
des particules Rinc, mais il permet de voir l'inﬂuence du conﬁnement de la matrice sur la
mobilité des chaînes. Les fractions volumiques étudiées sont relativement faibles car il faut
que la particule soit entourée de suﬃsament de matrice pour que l'on puisse distinguer
la matrice perturbée de la matrice pure. Les fractions volumiques sont calculées comme
le rapport entre le volume de l'inclusion introduite et le volume de la boîte de matrice
après gonﬂement. En réalité, ces valeurs sont déﬁnies avec une certaine incertitude liée
aux ﬂuctuations des dimensions de la boîte et à la rugosité des inclusions, incertitude
d'autant plus faible que le système est grand.
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On réalise trois nanocomposites pour lesquels la fraction volumique d'inclusions est
de 4,44 %. Le premier, référencé r1.5fv4.44 (Fig. 2.15), est un assemblage de la boîte de
matrice de 10 chaînes et de l'inclusion de 1,5 nm de rayon. Le deuxième, noté r3fv4.44,
est constitué de la boîte de matrice de 80 chaînes et de l'inclusion de 3 nm de rayon.
Pour ﬁnir, le troisième système (r6fv4.44) réunit la boîte de matrice de 640 chaînes avec
l'inclusion de 6 nm de rayon.
Fig. 2.15  Coupe du nanocomposite r1.5fv4.44, vue tout atome (O en rouge, Si en jaune,
polymère en vert).
Concernant les systèmes à plus forte fraction volumique d'inclusions, à savoir 27,12
%, deux seulement sont réalisés. Le système r3fv27.12 réunit la boîte de matrice de 10
chaînes avec l'inclusion de 3 nm de rayon. Le second, noté r6fv27.12, est un assemblage
de la boîte de matrice de 80 chaînes et de l'inclusion de 6 nm de rayon.
Le récapitulatif complet des systèmes étudiés est fourni dans le tableau 2.8.
Concernant la taille des systèmes que l'on peut raisonnablement simuler en DM, des
systèmes avoisinant le million d'atomes comme r6fv4.44 posent déjà certains problèmes
de temps de calcul et de stockage des données.
Il ne faut pas perdre de vue que les propriétés mécaniques obtenues, pour la matrice
comme pour la silice, dépendent du choix des paramètres pour les diﬀérentes interactions
au sein des systèmes. Par conséquent, les valeurs présentées dans les paragraphes préce-
dents sont le fruit de plusieurs aller-retours (en particulier pour la silice) entre les étapes
de préparation et de caractérisation du système. Ceci peut expliquer en partie, en plus
du nombre d'atomes considérés, le souci constant d'optimiser les temps de calcul. Pour
la suite des résultats présentés dans cette étude, tout découle de ces choix antérieurs, les
diﬀérents paramétrages des interactions ne sont donc plus modifés.
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2.2 Transition vitreuse et mobilité des chaînes de poly-
mère
Lorsque l'on s'intéresse aux matériaux polymères, il est indispensable de regarder vers
quelle température se situe la transition vitreuse du matériau. Selon [63, 64], la transition
vitreuse traduit un phénomène de relaxation structurale des chaînes de polymère due à un
changement de volume. Lorsque la température augmente, le volume libre entre les chaînes
augmente ainsi que leur mobilité. Au delà d'une certaine température, la température de
transition vitreuse Tg, le volume libre est suﬃsament important pour que les chaînes
puissent se relaxer, on observe alors une rupture dans le comportement du matériau.
En dessous de la Tg, le polymère est à l'état vitreux, c'est à dire qu'il est relativement
rigide, les chaînes sont peu mobiles et le comportement est relativement indépendant de
la température. Au dessus de la transition vitreuse, le polymère se trouve dans son état
caoutchoutique, caractérisé par une grande mobilité des chaînes, une perte de rigidité et
une viscosité importante.
2.2.1 Transition vitreuse et nanoparticules
Quelle est la température de transition vitreuse du polymère modèle étudié ? La pré-
sence des nanoparticules inﬂuence-t-elle la valeur de Tg ? Existe-t-il un eﬀet de taille des
particules ou de fraction volumique d'inclusions sur Tg ? Voici autant de points que l'on
se propose d'aborder au cours de ce paragraphe.
La détermination de la transition vitreuse
La transition vitreuse se traduit par un phénomène de relaxation et de réarrangement
structural des chaînes de polymères, son eﬀet est donc perceptible sur de nombreuses
grandeurs caractérisant le comportement du matériau. Comme la transition vitreuse est
liée à la notion de volume libre, l'une des grandeurs couramment étudiée pour déterminer
la transition vitreuse est le volume spéciﬁque du matériau. Dans le cas des simulations
de DM, ayant directement accés à la masse volumique du système, grandeur inverse du
volume spéciﬁque, on se propose, pour déterminer la transition vitreuse, de tracer l'évo-
lution de la masse volumique du système en fonction de la température et de regarder
pour quelle zone de température a lieu le changement de pente.
Pour un système donné (matrice pure ou nanocomposite), à partir de la conﬁguration
de référence à 100 K, on eﬀectue une montée en température jusqu'à 700 K grâce au
contrôle NPT. Tout le temps de la simulation on conserve le chargement de référence en
pression isotrope, soit 5000 bars. La montée en température est eﬀectuée à T˙req = 0, 1
K.ps−1. Une fois à 700 K, on laisse le système se relaxer pendant 500 ps à cette température
(T˙req = 0 K.ps−1). Ensuite, on simule la descente en température jusqu'à 0 K (T˙req = −0, 1
K.ps−1). Le taux d'évolution de la température est très faible car il faut que le système
soit toujours en équilibre thermique, il ne faut donc pas imposer de brusques sauts de
température. De plus la valeur de Tg dépend de la vitesse de montée (ou de descente) en
température. La valeur de 0,1 K.ps−1 retenue permet bien aux diﬀérents systèmes étudiés
d'être en équilibre thermique tout au long du cycle car, malgré la température élevée et
la forte mobilité des chaînes, l'évolution des grandeurs internes tout au long du plateau
de 500 ps à 700 K est très faible.
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Le cycle de montée et de descente en température est décrit à la ﬁgure 2.16. Il se
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Fig. 2.16  Cycle de montée et de descente en température.
Il est établi que, dans le cas des matériaux polymères, la première montée en tem-
pérature joue un rôle particulier sur le comportement du matériau. En eﬀet, le premier
passage au dessus de la transition vitreuse est primordial car il fait partie intégrante de
l'histoire thermique du matériau. Le comportement du polymère en dessous de Tg est donc
diﬀérent avant et après le premier cycle de montée et de descente en température. Ceci se
vériﬁe sur la matrice pure en appliquant deux cycles successifs de montée et de descente
en température. On voit qu'au dessus de Tg, la courbe suit toujours le même chemin ; en
revanche, au dessous de Tg, les chemins empruntés lors de la première et de la seconde
montée sont diﬀérents (Fig. 2.17). A partir de la première descente en température, on
cycle toujours sur la même courbe, en conséquence, la température de transition vitreuse
est déﬁnie comme la température pour laquelle se produit la rupture de pente lors de la
descente. Cette déﬁnition permet de ne faire qu'un seul cycle de montée et de descente
en température pour les autres systèmes (ceci permet un gain très important en heures
de calcul).
Eﬀets de taille et de taux de renforts
Les valeurs de la température de transition vitreuse obtenues à partir des simulations
sur les diﬀérents systèmes contenant de la phase polymère (matrice pure et nanocompo-
sites) sont fournies dans le tableau 2.9 :
système matrice pure r1.5fv4.44 r3fv4.44 r6fv4.44 r3fv27.12 r6fv27.12
Tg (K) 240 ± 5 180 ± 5 185 ± 5 190 ± 5 180 ± 5 195 ± 5
Tab. 2.9  Valeurs de la Tg des diﬀérentes systèmes polymères étudiés.
On observe tout d'abord une chute importante de la Tg des nanocomposites par rap-
port à celle de la matrice. Cette chute, de l'ordre de 50 à 60 K, a déjà été observée
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Fig. 2.17  Double cycle de montée et de descente en température sur la matrice pure.
expérimentalement sur des polymères chargés [5] (l'amplitude de la chute observée était
de 40 K). L'ajout de nanoparticules a donc une forte inﬂuence sur la transition vitreuse du
polymère se traduisant par une chute marquée de la température de transition vitreuse.
En revanche, les résultats obtenus ne mettent en avant aucun eﬀet de taille des parti-
cules, à fraction volumique d'inclusions donnée, sur la valeur de la température de transi-
tion vitreuse. De la même façon, pour une taille d'inclusion considérée, le taux de renfort
n'a qu'un faible eﬀet sur la valeur de la Tg.
2.2.2 Mobilité des chaînes de polymère
L'étude de la mobilité des chaînes s'eﬀectue à 100 K, mais aussi à 400 K et 700 K. En
eﬀet, au dessus de Tg la mobilité du polymère est beaucoup plus importante, il est donc
très intéressant d'aller voir ce qui se passe à ces températures. Les conﬁgurations à 400
K et 700 K sont extraites lors de la montée en température pour la détermination de la
Tg. Comme la transition vitreuse a été dépassée, il n'y a pas de problème lié à l'histoire
thermique. Les conﬁgurations extraites sont relaxées pendant 2 ns NPT à 400 K (ou
700 K) et 5000 bars isotropes. Ces conﬁgurations serviront de conﬁgurations de référence
ultérieurement pour l'étude du comportement mécanique à plus haute température.
Du point de vue de l'analyse statistique des diﬀérentes grandeurs, les calculs sont
eﬀectués sur les 1500 dernières picosecondes du palier de 2000 ps.
Inﬂuence de la température sur la mobilité des chaînes
Si on regarde l'évolution de la moyenne du carré du déplacement < ∆ri2(t) > des
atomes des chaînes de polymère, on peut analyser la mobilité du système. En eﬀet, lorsque
l'on trace la courbe < ∆ri2(t) > en fonction du temps, au bout de quelques picosecondes,
on observe un régime linéaire (Fig. 2.18) dont la pente est liée au coeﬃcient de diﬀusion de
matière D par la relation D = d<∆ri2(t)>
6dt
. Plus la pente de la portion linéaire est grande,
plus les phénomènes de diﬀusion sont importants, donc plus le système est mobile. On se
focalise sur la mobilité du polymère car la silice est très rigide donc, si on veut avoir une
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Fig. 2.18  Etude de la mobilité des chaînes de polymère en fonction de la température
sur la matrice pure. < ∆ri2(t) > vs. t (échelle Log en ordonnées).
La ﬁgure 2.18, représentant l'évolution dans la matrice pure de la moyenne du carré
du déplacement < ∆ri2(t) > des sites CH2 au cours du temps en fonction de la tempéra-
ture, montre que les phénomènes de diﬀusion des atomes sont beaucoup plus importants
lorsque la température augmente. Les déplacements, mais aussi le coeﬃcient de diﬀusion
augmentent avec la température, la mobilité du système croît donc avec la température. A
100 K, la valeur de < ∆ri2(t) > ne dépasse pas 1 Å2 au cours des 1500 ps de simulations,






















Fig. 2.19  Inﬂuence de la présence des nanoparticules sur la mobilité des chaînes de
polymère. < ∆ri2(t) > vs. t à 100 K pour la matrice pure et les nanocomposites r1.5fv4.44
et r3fv4.44.
En ce qui concerne l'inﬂuence de la présence des particules sur la mobilité des chaînes
de polymère, les ﬁgures 2.19, 2.20a et 2.20b montrent que, quelque soit la température








































Fig. 2.20  Inﬂuence de la présence des nanoparticules sur la mobilité des chaînes de
polymère. < ∆ri2(t) > vs. t pour la matrice pure et les nanocomposites r1.5fv4.44 et
r3fv4.44 a) à 400 K b) à 700 K.
considérée, il n'y a pas de réel eﬀet perturbateur des particules. On note une légère ten-
dance à une augmentation de la mobilité des chaînes en présence des renforts, qui pourrait
s'expliquer par un phénomène d'accommodation des chaînes. Néanmoins, la confrontation
entre la matrice pure et les nanocomposites r1.5fv4.44 et r3fv4.44 ne permet pas d'être
catégorique sur l'existence d'un tel phénomène. De même, on ne peut rien aﬃrmer quant
à un eventuel eﬀet de taille des particules sur la mobilité du polymère.
Nanoparticules et mobilité des chaînes en rotation
Après avoir regardé la mobilité globale du système, on s'intéresse plus particulièrement
à la mobilité de l'interphase. Pour cela, on fait l'auto-corrélation au cours du temps du
pourcentage de conformations trans, CTT (t) = RTT (t)−(RTT (0))2RTT (0)−(RTT (0))2 . RTT (t) est la fonction derelaxation associée aux conversions entre les conﬁgurations gauche et trans, elle est déﬁnie
par la relation RTT (t) =< Ht{τi(0)}Ht{τi(t)} > où τi(t) est la valeur de l'angle de torsion
i à l'instant t. La fonction Ht{τi(t)}, fonction caractéristique de la conformation trans,
prend la valeur 1 pour τi(t) ∈[-60;60], 0 sinon. La corrélation est eﬀectuée sur 500 ps.
La corrélation est réalisée dans diﬀérentes coquilles de 0,5 nm d'épaisseur en partant
de la distance au centre de la boîte à partir de laquelle on observe la présence des chaînes
de polymère (1,4 nm pour le système r1.5fv4.44 et 2,9 nm pour le système r3fv4.44).
On eﬀectue aussi la corrélation sur la matrice pure. On observe ainsi, au travers des
changements de conformations, comment évolue la mobilité des chaînes en fonction de
la distance à la surface de l'inclusion. Sur les courbes, pour améliorer la lisibilité, on ne
représente à chaque fois que la corrélation sur les cinq premières couches car au delà il
n'y a plus d'évolution et les courbes se superposent avec celle de la matrice pure.
A 100 K (Fig. 2.21) l'étude de l'évolution des conformations conﬁrme le fait que le
système est très peu mobile. En eﬀet, la valeur de CTT (t) n'évolue pratiquement pas au
cours du temps et reste proche de 1, ce dans le cas de la matrice pure comme dans celui
des composites (quelque soit la couche de matrice considérée). A cette température, il
apparaît néanmoins que la mobilité en rotation des segments de chaîne dans la première
coquille est plus importante, la décorrélation est plus rapide dans la couche de polymère
qui entoure immédiatement l'inclusion. Lorsque l'on s'éloigne de la surface de la particule,







































Fig. 2.21  Evolution de CTT au cours du temps dans les 5 premières couches de matrice
entourant la nanoparticule à 100 K, a) système r1.5fv4.44 b) système r3fv4.44. La notation
14-19 signiﬁe que l'on se trouve dans la couche comprise entre 14 Å et 19 Å de rayon.
on n'observe plus d'évolution particulière de la mobilité par rapport à celle de la matrice
pure. A 400 K (Fig. 2.22), cette fois-ci, même si la mobilité en rotation est beaucoup plus
importante (la valeur de CTT (t) chute rapidement), il n'est plus possible de mettre en
évidence une zone à mobilité spéciﬁque au voisinage de la nanoparticule. Les courbes de







































Fig. 2.22  Evolution de CTT au cours du temps dans les 5 premières couches de matrice
entourant la nanoparticule à 400 K, a) système r1.5fv4.44 b) système r3fv4.44. La notation
14-19 signiﬁe que l'on se trouve dans la couche comprise entre 14 Å et 19 Å de rayon.
A 700 K, la mobilité des chaînes est bien trop importante et la décorrélation trop
rapide. Il n'est donc pas possible de faire l'analyse de l'évolution des conformations à cette
température ou, alors, il aurait été nécessaire de faire l'acquisition des conﬁgurations à
des intervalles de temps plus courts.
L'analyse de la mobilité en rotation des chaînes de polymère donne des résultats
contraires à ceux mis en avant par les études de RMN du solide, qui mettent en évi-
dence une zone de matrice à mobilité réduite au voisinage de l'inclusion [9, 10]. Tout se
passe comme si l'augmentation de la mobilité en rotation au voisinage de l'inclusion à
basse température est le moyen utilisé par les chaînes de polymère pour s'accommoder à
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la présence du renfort ; à plus haute température, la mobilité naturelle du système fait







































Fig. 2.23  Evolution du pourcentage de conformations trans en fonction de la distance
au centre de la boîte a) pour le système r1.5fv4.44 b) pour le système r3fv4.44, inﬂuence
du traitement thermique.
Il faut toutefois rester prudent sur cette dernière remarque. L'analyse de l'évolution
du pourcentage de conformation trans en fonction de la distance à la surface de la na-
noparticule révèle que le traitement thermique à 1000 K annihile toute perturbation du
taux de conformations trans due à la présence des particules (Fig. 2.23). Il reste donc
des points à approfondir concernant l'étude de l'évolution des taux de conformations et
la compréhension de l'inﬂuence de la phase de traitement thermique sur l'évolution des
conformations.
Nanoparticules et mobilité des chaînes en translation
Une alternative à l'étude de la mobilité de rotation des chaînes, est l'étude de la
mobilité en translation de ces dernières. Cette fois-ci, entre deux instants séparés de 100 ps
au cours des simulations, on regarde comment évolue la moyenne du carré du déplacement
< ∆ri
2 > des sites CH2 en fonction de la distance à la surface de la nanoparticule, R−R0
(se référer au paragraphe 2.3 pour une déﬁnition plus précise de ce paramètre). Le calcul
de la moyenne est eﬀectué dans des coquilles de 0,5 nm d'épaisseur. On eﬀectue cette
étude sur les trois nanocomposites pour lesquels la fraction volumique d'inclusions est de
4,44 % (r1.5fv4.44, r3fv4.44 et r6fv4.44), sur le palier de 2 ns NPT de relaxation. La ﬁgure
2.24a montre que, quelque soit le nanocomposite considéré, la mobilité en déplacement
des chaînes augmente au fur et à mesure que l'on s'éloigne de la surface de la particule.
On observe le même phénomène à plus haute température (Fig. 2.24b). l'écart de
comportement observé sur le système r1.5fv4.44 à 100 K vient probablement du fait que
ce système est de petite taille, les coquilles dans lesquelles les valeurs moyennes sont
calculées contiennent donc peu d'atomes et les incertitudes sont très importantes. Il est
alors préférable de se référer aux résultats observés sur les systèmes contenant davantage
d'atomes. Conformement aux phénomènes mis en avant par les études de RMN du solide
[9, 10], l'étude de la mobilité en translation des chaînes de polymère révele l'existence
d'une zone de matrice à mobilité réduite entourant la nanoparticule. Néanmoins, il existe





































Fig. 2.24  Evolution de la moyenne du carré du déplacement des chaînes de polymère
en fonction de la distance à la surface de la nanoparticule pour les systèmes r1.5fv4.44,
r3fv4.44 et r6fv4.44 a) à 100 K b) à 400 K.
des phénomènes contradictoires observés lors de l'étude de la mobilité en rotation des
chaînes qui restent pour l'instant inexpliqués.
2.2.3 La viscosité
La viscosité introduit la notion de temps de chargement dans le comportement du
matériau. Une première approche de l'étude des phénomènes de viscosité au sein des
nanocomposites consiste à étudier l'inﬂuence de la vitesse de chargement sur les propriétés
mécaniques.
Inﬂuence de la vitesse de chargement
Sur la matrice pure à 100 K, un essai de traction suivant la direction −→x et un essai
de cisaillement dans le plan {−→x ,−→y } ont été réalisés avec un taux de chargement de 0,1
bar.ps−1. Ces essais étant relativement coûteux en temps de calcul, et compte tenu de
l'isotropie de la matrice, on se limite à un seul axe de traction et un seul plan de cisaille-
ment. Pour les essais réalisés à 0,1 bar.ps−1, le module de Young suivant la direction −→x
est de 1,41 GPa et le module de cisaillement dans le plan {−→x ,−→y } est de 0,54 GPa. Pour
rappel, dans le cas des essais réalisés à 1 bar.ps−1 ces mêmes modules ont pour valeurs
respectives 1,80 GPa et 0,58 GPa. Les valeurs obtenues pour une vitesse de chargement
de 0,1 bar.ps−1 sont sensiblement plus faibles que celles obtenues à 1 bar.ps−1. Ceci tra-
duit la présence d'un peu de viscosité dans le comportement de la matrice même à une
température de 100 K.
Une inﬂuence encore plus marquée de la vitesse de sollicitation sur le comportement
mécanique est mise en évidence à 400 K. Des essais de traction suivant les trois axes de la
boîte ont été réalisés à -1 bar.ps−1 et -0,1 bar.ps−1 sur la matrice pure, le nanocomposite
r1.5fv4.44 et le nanocomposite r3fv4.44. Quelque soit l'axe de sollicitation et le sytème
considéré, on observe un raidissement important du comportement mécanique lorsque la
vitesse de chargement augmente (Fig. 2.25). Cette augmentation du module avec la vitesse
de chargement est typique des phénomènes de viscosité.





















matrice - 0,1 bar/ps
matrice pure - 1 bar/ps
r1.5fv4.44 0,1 bar/ps
r1.5fv4.44 - 1 bar/ps
r3fv4.44 - 0,1 bar/ps
r3fv4.44 - 1 bar/ps
Fig. 2.25  Inﬂuence du taux de chargement sur le comportement mécanique de la matrice
pure et des nanocomposites r1.5fv4.44 et r3fv4.44 à 400 K. Traction uniaxiale suivant ~x.
Sur la silice, pour vériﬁer l'absence d'inﬂuence de la vitesse de sollicitation sur le
comportement mécanique, des essais de traction suivant les trois axes de la boîtes ont
été simulés avec un taux de chargement de 1 bar.ps−1 (au lieu de 10 bar.ps−1) à 100 K.
Avec une vitesse de chargement de 1 bar.ps−1, les modules suivant les directions −→x , −→y
et −→z sont de 65,89 GPa, 57,60 GPA et 67,62 GPa. Le coeﬃcient de Poisson est de 0,2 ±
0,01 à chaque fois. La comparaison des valeurs moyennes à 1 bar.ps−1 (64 ± 5 GPa pour
le module de Young et 0,2 ± 0,01 pour le coeﬃcient de Poisson) avec celles obtenues à
10 bar.ps−1 (E1 = 60± 5 GPa et ν1 = 0, 19 ± 0, 01) montre que l'inﬂuence de la vitesse
de chargement sur le comportement de la silice est négligeable. Comme on pouvait s'y
attendre il y a très peu de viscosité dans la silice.
Malgré les précautions prises pour que les matériaux aient un comportement mécanique
le plus proche possible de l'élasticité linéaire, la présence de phénomènes de viscosité
dans les systèmes contenant de la phase polymère (matrice pure et nanocomposites) est
inévitable. Néanmoins, à 100 K, la présence de viscosité est relativement peu importante.
Les essais de ﬂuage
Pour mieux caractériser la viscoélasticité des matériaux étudiés, des essais de ﬂuage-
recouvrance ont été entrepris.
Le problème de ce type d'essais vient du fait que les sollicitations, en contraintes
dans le cas de l'essai de ﬂuage-recouvrance, sont appliquées en échelon. Au niveau de la
réponse, il est impossible, dans le cas de la présence de matériaux polymères, d'observer
une déformation instantanée car il faut prendre en compte le temps de relaxation τP du
système. Les essais sont eﬀectués en simulant un essai de traction suivant la direction −→x
de la boîte à la température de 400 K.
Pour deux valeurs de la constante de couplage τP , 0,5 ps et 2 ps, on regarde comment
répond le système r1.5fv4.44 à un même échelon de contrainte de 100 MPa. Ce système
a été choisi car il contient le plus petit nombre d'atomes, donc les calculs sont plus
rapides. La ﬁgure 2.26 montre l'inﬂuence de τP sur la réponse du sytème. Plus la constante






















Fig. 2.26  Inﬂuence du temps de relaxation τP sur la réponse à un échelon de contrainte
(comparaison sur le système r1.5fv4.44).
de couplage est faible, moins il y a de retard dans la réponse. Malheureusement, on
ne peut faire décroître τP à l'inﬁni car pour une valeur de 0,3 ps, pour les systèmes
considérés, l'algorithme est défaillant. Ne pouvant obtenir une réponse en échelon, on
décide de conserver la valeur de τP utilisée jusqu'à présent.
Etant donnée la discutabilité de ce type d'essais par rapport aux habitudes de la
Mécanique des Milieux Continus, ils n'ont pas été reproduits sur l'ensemble des systèmes
étudiés. On se limite au cas de la matrice pure et des deux nanocomposites r1.5fv4.44 et
r3fv4.44, ce qui permet d'avoir une idée de l'inﬂuence de la présence des nanoparticules





















sollicitation de 100 MPa
sollicitation de 50 MPa
Fig. 2.27  Comparaison des essais de ﬂuage-recouvrance à 50 MPa et 100 MPa sur la
matrice pure.
Pour le ﬂuage, on applique aux diﬀérents systèmes un échelon de contrainte de trac-




















sollicitation de 100 MPa




















sollicitation de 100 MPa
sollicitation de 50 MPa
b)
Fig. 2.28  Comparaison des essais de ﬂuage-recouvrance à 50 MPa et 100 MPa a) sur
le système r1.5fv4.44 b) sur le système r3fv4.44.
tion suivant la direction −→x . Deux amplitudes, 50 MPA et 100 MPA (soit 500 bars et
1000 bars) sont simulés. Le niveau de contrainte est maintenu pendant 3 ns pour que la
pression interne du système ait le temps d'atteindre la valeur de la pression requise. Au
bout des 3 ns de chargement, on passe à la phase de recouvrance en supprimant l'échelon
de contrainte. On retrouve l'état de référence à 5000 bars isotropes que l'on simule aussi
pendant 3 ns. Quel que soit le système considéré, matrice pure ou l'un des deux nanocom-
posites, la viscosité est linéaire par rapport à la force (ﬁgures. 2.27, 2.28a et 2.28b). Si on
double l'amplitude de l'échelon de sollicitation, l'amplitude de la réponse en déformation
est doublée, ceci est valable jusqu'à 50 % environ.


















































Fig. 2.29  Inﬂuence de la présence des renforts sur le comportement en ﬂuage des com-
posites,échelon en contrainte a) de 50 MPa b) de 100 MPa.
Si maintenant on confronte la matrice pure et les deux nanocomposites pour une
amplitude de sollicitation donnée, on observe une inﬂuence de la présence des renforts
et un eﬀet de taille des particules. Les phénomènes de ﬂuage sont plus importants en
l'absence des nanoparticules. L'ajout des nanoparticules a pour conséquence d'augmenter
la rigidité du composite, augmentation d'autant plus marquée que la taille des particules
croît. Ces observations sont valables pour les deux échelons considérés (Figs. 2.29a et
2.29b).
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2.3 Caractérisation de l'interphase
De nombreuses études, expérimentales ou de modélisation [24, 60, 74, 82], parlent
d'une zone de matrice perturbée entourant les particules de renfort. L'observation des
nanocomposites modélisés révèle l'existence d'une telle interphase. Au cours de ce para-
graphe, l'accent est mis sur la caractérisation de cette zone.
2.3.1 Comment se traduisent les perturbations locales de la ma-
trice ?
Deux outils sont utilisés pour mettre en évidence et pour caractériser l'interphase de
matrice perturbée. Les études antérieures de cette zone mettent en avant une perturbation
de la mobilité et de l'arrangement des chaînes au voisinage du renfort [24, 6]. Par consé-
quent, dans ces travaux, un intérêt tout particulier est porté à l'analyse de l'orientation
locale et à la répartition locale de la masse volumique des chaînes de polymère.
Ces deux grandeurs sont calculées dans la matrice en fonction de la distance à la
surface de la nanoparticule. L'opération de moyenne se fait sur des coquilles concentriques
entourant la nanoparticule. Pour caractériser l'orientation locale des chaînes, on utilise le
second polynôme de Legendre P2(cos γ) = 32 < cos2 γ >coquille −12 , avec γ angle entre lanormale à la surface de la nanoparticule et le segment de chaîne. L'opération < ∗ >coquille
représente la moyenne sur la coquille de rayon moyen R et d'épaisseur dR de la grandeur































Fig. 2.30  Distribution de la masse volumique des chaînes de polymère en fonction de la
distance à la surface de la nanoparticule (étude à 100 K).
Lorsque l'on trace l'évolution de la masse volumique des chaînes de polymère ρCH2
en fonction de la distance à la surface de la nanoparticule R − R0 (Fig. 2.30) on observe
des oscillations très marquées à proximité de la surface du renfort, et dont l'amplitude
décroît progressivement pour atteindre la valeur de la masse volumique de la matrice
pure (ρmat = 767, 3 ± 0, 01 kg.m−3 à 100 K, ρmat = 743, 1 ± 0, 01 kg.m−3 à 400 K et
ρmat = 698, 5 ± 0, 01 kg.m−3 à 700 K). La grandeur R réprésente la distance au centre
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de la boîte et R0 représente le rayon de la sphère dans laquelle il y a absence totale
de polymère. Au dessus de Tg (à 400 K et 700 K) on observe les mêmes phénomènes
oscillatoires. Cela laisse penser que ces perturbations sont bien dues à la présence de
la nanoparticule et à l'interaction silice-polymère. En eﬀet, s'ils étaient dus au procédé
d'assemblage (notamment le fait de chasser les chaînes du centre lors de la création de la
cavité), à forte température, compte tenu de la grande mobilité des chaînes, ils auraient
dû disparaitre lors du traitement thermique à 1000 K et du palier de relaxation de 2 ns.
Pour les diﬀérents nanocomposites étudiés, R0 est toujours légèrement inférieure au
rayon de la particule Rinc. En eﬀet, il faut tenir compte de la rugosité de la nanoparticule
et , de plus, à cause de leur mobilité, certaines extrémités de chaînes parviennent à se
glisser entre les atomes de la silice. Ce second phénomène est d'autant plus marqué que
la température du système, et donc la mobilité des chaînes, augmente 1. Les diﬀérentes
valeurs prisent par R0 pour les systèmes étudiés sont fournies dans le tableau 2.10.
système r1.5fv4.44 r3fv4.44 r6fv4.44 r3fv27.12 r6fv27.12
R0 (nm) 1,25 2,65 5,45 2,65 5,45
Tab. 2.10  Valeurs de R0 pour les diﬀérentes systèmes polymères étudiés.
En ce qui concerne l'orientation locale des chaînes (Fig. 2.31), près de la surface des
renforts, le second polynôme de Legendre tend vers un valeur de -0,5, ce qui traduit le
fait que les segments de chaînes ont tendance à s'orienter préférentiellement de façon
tangentielle à la surface de la particule. Au contraire lorsque l'on s'éloigne du renfort,
P2(cos γ) tend vers 0 traduisant une orientation aléatoire, donc une structure amorphe,
des segments de chaînes. A 400 K et 700 K, on observe le même phénomène de réorientation
locale des chaînes. Cependant, à 700 K, un pic à 0 apparaît à proximité de la surface.
Ce pic correspond aux quelques extrémités de chaînes qui arrivent à se fauﬁler entre les
atomes de la silice, et qui sont donc orientées orthogonalement à la surface. Ce phénomène
ne concerne que quelques atomes, mais le calcul de P2(cos γ) ne prend pas en compte la
pondération par rapport au nombre d'atomes considérés.
L'ajout des nanoparticules implique donc une perturbation locale de la matrice. Cette
perturbation se traduit par un réarrangement de la matrice en couches successives de
diﬀérentes masses volumiques et marquées par une réorientation, préferentiellement tan-
gentielle à la surface du renfort, des segments de chaînes.
L'évolution du pourcentage de conformations trans en fonction de la distance à la
surface de la nanoparticule aurait pu être utilisée comme outil complémentaire pour ca-
ractériser l'interphase. Malheureusement, comme cela a déjà été évoqué, le traitement
thermique à 1000 K annihile toute perturbation du taux de conformations trans due à la
présence des particules (paragraphe 2.2.2, Fig. 2.23).
Néanmoins, le fait que les perturbations de l'orientation locale et de la distribution de
la masse volumique des chaînes de polymère aient resisté au traitement thermique laisse
1En accord avec les travaux antérieurs de Brown et al. [6, 24], pour s'aﬀranchir du problème marginal
des quelques extrémités de chaînes qui arrivent à se glisser entre les atomes de la silice, le rayon R0
aurait pu être déﬁni comme la position du premier pic des oscillations (courbe de distribution de la
masse volumique de polymère) à laquelle on aurait retiré la demi-largeur du pic (de l'ordre de 2 Å).
Cette méthode a l'avantage de remettre en phase les courbes pour les diﬀérents nanocomposites mais, en
revanche, elle masque le phénomène de pénétration des extrémités de chaînes dans l'inclusion.














Fig. 2.31  Orientation locale des chaînes de polymère en fonction de la distance à la
surface de la nanoparticule (étude à 100 K).
penser que ces eﬀets sont bien dus à la présence des renforts, et non à la phase de création
de la cavité.
2.3.2 L'inﬂuence de la taille des particules et du taux de renfort
Pour une fraction volumique d'inclusions et une température données, la superposition
des courbes d'évolution de la masse volumique de polymère ρCH2 en fonction de R −
R0 pour les systèmes à 4,44 % de fraction volumique de renforts ne met en évidence
aucune inﬂuence signiﬁcative de la taille des renforts. En eﬀet, en dépit d'un rapport
quatre entre les tailles des inclusions pour les systèmes r1.5fv4.44 et r6fv4.44, l'étendue
des perturbations observées est la même. Ceci se voit encore plus clairement à haute































































Fig. 2.32  Distribution de la masse volumique des chaînes de polymère en fonction de la
distance à la surface de la nanoparticule a) à 400 K b) à 700 K.
La conclusion est identique si on se focalise sur l'orientation locale des chaînes, pour
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laquelle on ne relève pas d'inﬂuence particulière de la taille des particules quelle que soit






























Fig. 2.33  Orientation locale des chaînes de polymère en fonction de la distance à la
surface de la nanoparticule a) à 400 K b) à 700 K.
Pour les systèmes avec 27,12 % d'inclusions, une fois encore aucun eﬀet de taille signiﬁ-
catif n'est observé (Figs. 2.34 et 2.35a). Par conséquent, en première approche, l'épaisseur









































































Fig. 2.34  Distribution de la masse volumique des chaînes de polymère en fonction de
la distance à la surface de la nanoparticule a) à 100 K b) à 400 K. Fraction volumique
d'inclusions de 27,12 %
L'étude de l'inﬂuence de la fraction volumique d'inclusions sur l'épaisseur d'interphase
ne met en évidence là aussi aucun eﬀet signiﬁcatif de f1 (Figs 2.36 et 2.35b). La confron-
tation des résultats obtenus pour les systèmes avec une inclusion de 3 nm de rayon d'une
part, et de 6 nm de rayon d'autre part, ne montre pas de diﬀérences sur l'étendue des
perturbations. Ceci est vrai pour toutes les températures considérées.
L'épaisseur de l'interphase de matrice perturbée est considérée comme indépendante
de la taille des particules et de la fraction volumique d'inlusions. Cependant, pour un taux
de renfort donné, plus la taille des inclusions décroît plus elles sont nombreuses, et donc
plus il y a d'interphase. Par conséquent, lorsque le taux de renfort augmente et la taille





























Fig. 2.35  Orientation locale des chaînes de polymère en fonction de la distance à la
surface de la nanoparticule (étude à 100 K) a) nanocomposites avec une fraction volumique





























































Fig. 2.36  Distribution de la masse volumique des chaînes de polymère en fonction de la
distance à la surface de la nanoparticule a) à 100 K b) à 400 K. Inﬂuence de la fraction
volumique d'inclusions.
des particules diminue, on est rapidement confronté à des problèmes de matrice conﬁnée
[2] pour lesquels, ﬁnalement, toute la matrice se comporte comme de la matrice perturbée.
2.3.3 L'eﬀet de la température
Que se passe-t-il lorsque la température et la mobilité des chaînes augmentent ? L'épais-
seur d'interphase eint, et donc l'étendue des perturbations de la matrice, sont elles inﬂuen-
cées par la température ?
Pour un nanocomposite particulier, c'est à dire à fraction volumique et à rayon d'inclu-
sions ﬁxés, lorsque l'on superpose les courbes de masse volumique des chaînes de polymère
en fonction de la distance à la surface de la nanoparticule obtenues pour les trois tempéra-
tures étudiées, il apparaît que l'étendue des perturbations décroît lorsque la température
augmente (Figs. 2.37a et 2.37b). Ceci s'observe sur tous les systèmes étudiés.
Avec la même méthode, l'observation de l'orientation locale des segments de chaînes
conﬁrme la décroissance de l'épaisseur d'interphase lorsque la température croît.













































































Fig. 2.37  Inﬂuence de la température sur la distribution de la masse volumique des
chaînes de polymère a) système r1.5fv4.44 b) système r3fv4.44.
Cette décroissance de l'épaisseur d'interphase avec l'augmentation de la température
peut s'expliquer grâce à l'augmentation de la mobilité des chaînes avec la température.
Tout ce passe comme si à plus haute température, les chaînes étant plus mobiles, elles
s'accommodent plus facilement de la présence du renfort. Ainsi, les perturbations sont plus
vites absorbées. Lorsque la température augmente, les oscillations de la masse volumique
des chaînes de polymères sont plus étendues et de plus faibles amplitudes, elles ﬁnissent
pas se confondre avec les ﬂuctuations.
température (K) épaisseur d'interphase (nm)
r1.5fv4.44 r3fv4.44 r6fv4.44 r3fv27.12 r6fv27.12 eint
100 1,8 1,9 1,5 1,5 1,5 2,0 ± 0,5
400 1,0 1,4 1,4 1,2 1,4 1,5 ± 0,5
700 0,8 1,0 1,0 1,2 1,1 1,0 ± 0,5
Tab. 2.11  Valeurs de l'épaisseur de l'interphase en fonction de la température pour les
diﬀérents nanocomposites. eint désigne la valeur de l'épaisseur d'interphase retenue dans
la suite.
Comme le montrent les courbes, les grandeurs évoluent continuement, si on veut quan-
tiﬁer l'épaisseur d'interphase il est donc nécessaire de déﬁnir une règle pour dire quand
l'interphase laisse place à la matrice. Arbitrairement on décide que tant que les oscillations
de la masse volumique des chaînes de polymère ont un écart avec la masse volumique de
la matrice pure supérieur à 10 % on est toujours dans l'interphase (ρCH2−ρmat
ρmat
> 0, 1).
En appliquant cette règle, les valeurs retenues pour eint à 100 K, 400 K et 700 K sont
respectivement de l'ordre de 2 nm, 1,5 nm et 1 nm. En tenant compte des écarts obtenus
en appliquant cette méthode aux diﬀérents nanocomposites, ainsi que du choix arbitraire
de la méthode, les valeurs précédentes peuvent varier de plus ou moins 0,5 nm. Les valeurs
obtenues pour chacun des systèmes sont fournies dans le tableau 2.11. Cette incertitude
de 1 nm n'est pas négligeable car les fractions volumiques varient en fonction du cube des
longueurs, par conséquent l'écart sur la fraction volumique d'interphase f2 est beaucoup
plus important.
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2.4 Nanoparticules et perturbations de la matrice
Au cours de cette étude, cinq nanocomposites modèles sont étudiés. Pour trois de ces
systèmes, r1.5fv4.44, r3fv4.44 et r6fv4.44, la fraction volumique d'inclusions est de 4,44
% et les rayons respectifs des inclusions sont de 1,5 nm, 3 nm et 6 nm. Les deux derniers
nanocomposites contiennent des inclusions de 3 nm de rayon pour le système r3fv27.12,
respectivement 6 nm pour le système r6fv27.12, avec un taux de renforts de 27,12 %.
Dans un premier temps il faut créer une matrice constituée d'un polymère idéal
amorphe composé de chaînes de 1000 sites CH2. Le paramétrage des diﬀérentes inter-
actions est eﬀectué de telle sorte que le comportement mécanique de la matrice soit vrais-
semblable pour un polymère. Les modules de la matrice à la température de 100 K sont
donc de 4,2 ± 0,5 GPa, 0,6 ± 0,1 GPa, 1,7 ± 0,1 GPa et 0,42 ± 0,01 respectivement pour
les modules de compressibilité, de cisaillement, de Young et le coeﬃcient de Poisson. A
cette température, la matrice a un comportement mécanique proche de l'élasticité linéaire
isotrope.
Les inclusions sont constituées d'une silice amorphe. Cette silice est modélisée à
l'échelle de l'atome pour permettre d'introduire la distance Si − O comme longueur ca-
ractéristique du matériau. Par la suite, cela permet de justiﬁer d'une taille absolue des
inclusions. Les propriétés mécaniques de la silice, déﬁnies par l'intermédiaire des para-
mètres des liaisons entre les atomes, sont représentatives d'une silice réelle. A 100 K, la
silice a un comportement élastique linéaire isotrope caractérisé par un module de com-
pressibilité de 31,8 ± 0,5 GPa, un module de cisaillement de 27 ± 1 GPa, un module de
Young de 60 ± 5 GPa et un coeﬃcient de Poisson de 0,19 ± 0,01.
Une étude préliminaire sur ces diﬀérents systèmes, couplée à une confrontation avec
la matrice pure, permet de mettre en évidence l'existence d'une interphase de matrice
perturbée entourant les nanoparticules. Les perturbations du polymère se traduisent par
une réorientation tangentielle des chaînes par rapport à la surface de l'inclusion. On ob-
serve aussi un réarrangement des chaînes en couches concentriques de masses volumiques
diﬀérentes. L'épaisseur de cette interphase est indépendante de la taille des inclusions et
du taux de renforts. En revanche l'épaisseur d'interphase décroît lorsque la température
augmente. Elle est de l'odre de 2 nm à 100 K.
Cette interphase joue vraissemblablement un rôle sur le comportement mécanique
de nanocomposites. Son épaisseur, non négligeable devant la taille des inclusions, est
indépendante de cette dernière. Par conséquent, comme cela apparaît clairement sur les
ﬁgures représentant l'évolution de la masse volumique des chaînes de polymère en fonction
de la distance à la surface de la particule (Figs. 2.30 et 2.32), plus la taille des particules est
faible, plus la proportion d'interphase est importante, d'où son rôle accru. De plus il n'y
a aucune raison, compte tenu des perturbations locales des chaînes de polymère, qu'elle
ait les mêmes propriétés mécaniques que la matrice pure. Dans la suite, on se propose
donc d'étudier, en plus de l'eﬀet de taille des particules, l'inﬂuence du comportement
mécanique de l'interphase sur les nanocomposites.
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Chapitre 3
Vers une prise en compte de longueurs
internes dans les modèles
micromécaniques
Comme cela a déjà été évoqué dans le paragraphe décrivant les principes de la mi-
cromécanique des matériaux hétérogènes (paragraphe 1.2), les modèles utilisés dans les
approches d'homogénéisation prennent en compte comme informations les fractions volu-
miques des phases, en plus de leurs propriétés mécaniques. Comment introduire dans ces
modèles des longueurs absolues, et par conséquent des eﬀets de taille ?
Au cours du chapitre précédent, la préparation puis la caractérisation de nanocompo-
sites idéaux, constitués de particules de silice de tailles nanométriques noyées dans une
matrice polymère (paragraphe 2.1.3), ont permis de mettre en évidence des perturba-
tions locales de la matrice au voisinage de la nanoparticule, liées à la présence de cette
dernière. On observe, entourant l'inclusion, l'apparition d'une interphase de matrice au
comportement spéciﬁque. L'épaisseur de cette interphase, de l'ordre de 2 nm et indépen-
dante de la taille des inclusions, apparaît comme une longueur caractéristique de l'échelle
nanométrique.
Via la prise en compte de cette dimension absolue, on présente une démarche pour in-
troduire un eﬀet de taille des particules dans les modèles micromécaniques. Tout d'abord,
après avoir déﬁni le Volume Elémentaire Représentatif considéré, la méthodologie ap-
pliquée pour introduire les longueurs caractéristiques du matériau dans les modèles est
décrite. L'introduction d'un eﬀet de taille dans les modèles micromécaniques est, dans un
premier temps, eﬀectuée dans le modèle des inclusions enrobées diluées, basé sur le pro-
blème d'inclusion d'Eshelby [34]. Dans un second, la méthode est appliquée au cas d'une
approche par motifs au travers du modèle n+1-phases [47]. Par la suite, dans le cadre
plus particulier de l'approche par MMR, on s'intéresse à l'inﬂuence du choix des motifs
sur les prédictions de l'eﬀet de taille des particules sur le comportement mécanique des
nanocomposites particulaires. Pour ﬁnir, sont présentés des eﬀets de taille intrinsèques à
l'approche par MMR.
Tout au long de ce chapitre, lorsque l'on parle d'inclusion enrobée, il s'agit en fait de
l'inclusion entourée de son interphase.
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3.1 Déﬁnition du Volume Elementaire Représentatif
Les nanocomposites considérés sont constitués d'inclusions sphériques de même rayon
Rinc entourées d'une interphase d'épaisseur eint. De plus, les inclusions enrobées sont
parfaitement dispersées. La fraction volumique d'inclusions f1, ainsi que l'épaisseur d'in-
terphase eint sont connues et ﬁxées. On déﬁnit alors un Volume Elémentaire Représentatif













Fig. 3.1  Déﬁnition du VER associé aux nanocomposites particulaires.
Au sein du VER, les fractions volumiques d'inclusions et d'inclusions enrobées sont















La fraction volumique d'interphase f2 s'exprime donc, en fonction des paramètres f1,










Pour une fraction volumique d'inclusions et une épaisseur d'interphase données, on
note que lorsque la taille des inclusions décroît, la fraction volumique d'interphase aug-
mente, l'inﬂuence de cette phase sur le comportement mécanique global en est donc accrue.
3.2 Modèles dilués et eﬀet de taille
Au cours de ce paragraphe, on présente la démarche utilisée pour introduire des lon-
geurs caractéristiques de l'échelle nanométrique, en l'occurence l'épaisseur d'interphase et
le rayon des nanoparticules, dans les modèles micromécaniques. On utilise tout d'abord
un modèle de type inclusions diluées [35]. Une version améliorée de ce modèle, permettant
de prendre en compte des fractions volumiques d'inclusions enrobées plus importantes, est
présentée par la suite. La classiﬁcation des modèles dilués présentés dans ce paragraphe
est délicate à établir. Il ne s'agit pas d'une approche par motifs car ces modèles ne font
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pas référence à des domaines de phase mais bien aux éléments constitutifs du VER eux-
mêmes. Néanmoins, l'hypothèse de dilution, permettant de prendre en compte une notion
de distance caractéristique des inclusions très faible devant celle de la matrice et ainsi
de parler de longueurs internes, empêche de classer cette approche parmi les approches
ponctuelles.
Dans un deuxième temps (paragraphe 3.3), on regarde comment rendre compte de ces
eﬀets de taille dans le modèle n+1-phases [47], basé quant à lui sur une approche par
motifs, avant d'eﬀectuer la confrontation entre ces deux méthodes (paragraphe 3.4).
3.2.1 Le modèle des inclusions enrobées diluées
Il est possible de généraliser le modèle classique d'Eshelby d'inclusions (simples) diluées
(paragraphe 1.2.5) au cas d'inclusions enrobées diluées.
On suppose que toutes les inclusions, de forme sphérique, ont même rayon Rinc. Pour
les inclusions enrobées diluées, on considère que chaque inclusion est enrobée d'une inter-
phase d'épaisseur eint, le tout noyé dans la matrice. Les fractions volumiques d'inclusions
et d'interphase (respectivement f1 et f2) étant très faibles, on considère que l'inclusion
enrobée est diluée dans la matrice (de fraction volumique f3 = 1 − f1 − f2). La ma-
trice peut alors être considérée comme un milieu inﬁni soumis à des déformations et des
contraintes homogènes assimilables, du fait de la dilution, aux déformations et contraintes
macroscopiques E et Σ (Fig 3.2). On note c le cube du rapport entre les rayons interne et




)3. Ce paramètre représente la fraction volumique
d'inclusions relativement aux inclusions enrobées.
Le modèle des inclusions diluées revient à considérer chaque inclusion séparément. Du
fait de la dilution, l'inclusion voit la matrice qui l'entoure comme un milieu inﬁni et n'est





Fig. 3.2  Inclusion enrobée diluée
Du point de vue macroscopique on a Σ = Ceff : E avec Ceff tenseur des modules
eﬀectifs du matériau hétérogène. Dans chacune des phases, respectivement 1, 2 et 3 pour
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l'inclusion, l'interphase et la matrice, les contraintes moyennes sont reliées aux déforma-
tions moyennes par la relation σi = ci : εi. On considère que les interfaces entre les
diﬀérentes phases sont parfaites, c'est-à-dire qu'il y a continuité des vecteurs contrainte
et des déplacement aux interfaces. De plus, les diﬀérentes phases sont supposées avoir un
comportement élastique isotrope. En utilisant les relations de localisation, dans chacune
des phases on a εi = Ai : E. La déformation moyenne dans le composite s'écrit sous la
forme E =∑i fiεi. De même le calcul de la contrainte moyenne dans le composite donnela relation suivante, Σ =∑i fiσi =∑i fici : εi. La fraction volumique d'inclusions enro-bées étant très faible devant celle de la matrice, l'hypothèse de dilution entraîne l'égalité
entre les déformations de la matrice et du composite, ε3 = E (A3 = I4). On a donc les
relations suivantes :
E = f1ε1 + f2ε2 + f3ε3 = (f1A1 + f2A2 + f3I4) : E
Σ = f1c1 : ε1 + f2c2 : ε2 + f3c3 : ε3
= (f1c1 : A1 + f2c2 : A2 + f3c3 : I4) : E
(3.3)
ce qui vériﬁe les relations classiques :{
f1A1 + f2A2 + f3A3 = I4
f1c1 : A1 + f2c2 : A2 + f3c3 : A3 = C
eff (3.4)
D'où :
Ceff = c3 + f1(c1 − c3) : A1 + f2(c2 − c3) : A2 (3.5)
Pour obtenir les modules de compressibilité et de cisaillement, il est possible de traiter
séparement les parties sphériques et déviatoriques, εi = ( θi3 )I2 + ei, avec I2 le tenseuridentité du 2nd ordre. Pour les diﬀérentes phases, on a les relations suivantes :
θ1 = As1 θ3
θ2 = As2 θ3
e1 = Ad1 e3
e2 = Ad2 e3
(3.6)
En décomposant en partie sphérique et partie déviatorique, on obtient les expressions
suivantes pour les modules de compressibilité et de cisaillement eﬀectifs :{
keff = k3 + f1(k1 − k3)As1 + f2(k2 − k3)As2
µeff = µ3 + f1(µ1 − µ3)Ad1 + f2(µ2 − µ3)Ad2 (3.7)
Le calcul des coeﬃcients As1, As2, Ad1 et Ad2 est fourni dans l'article de Hervé et Zaoui
[46]. Ces coeﬃcients dépendent des propriétés mécaniques des phases (ki, µi et νi) et de
c.
As1 =
(3k3 + 4µ3)(3k2 + 4µ2)
(3k2 + 4µ3)(3k1 + 4µ2) + 12c(µ3 − µ2)(k2 − k1)
As2 =
(3k3 + 4µ3)(3k1 + 4µ2)
(3k2 + 4µ3)(3k1 + 4µ2) + 12c(µ3 − µ2)(k2 − k1)
Ad1 = 225(1− ν3)(1− ν2)X0 × −4(X0 − 1)[η1c





(X0 − 1){A+ 60c(1− ν2)[η1c7/3 − η2(7− 10ν2)]}+ 35(1− ν2)η2η3(1− c)
∆ (3.8)









η1 = (49− 50ν1ν2)α+ 35(1 + α)(ν1 − 2ν2) + 35(2ν1 − ν2)
η2 = (7 + 5ν1)(1 + α) + 4(7− 10ν1)
η3 = 2(1 + α)(4− 5ν2) + 7− 5ν2
A = −4[η3 − 2α(4− 5ν2)c][η1c7/3 − η2(7− 10ν2)]− 126αη2c(1− c2/3)2
C = −[η3 + α(7− 5ν2)c][4η1c7/3 + η2(7 + 5ν2)]− 126αη2c(1− c2/3)2
∆ = [2(4− 5ν3)C + (7− 5ν3)AX0](X0 − 1) + ...
...525η2(1− ν2)[2α(ν2 − ν3)c+ (1− ν3)η3]X0
(3.9)
a) b)
Fig. 3.3  Introduction d'un eﬀet de taille des inclusions dans le modèle des inclusions
enrobées diluées. k1 = 10× k3, k2 = 5× k3, ν1 = 0, 16, ν2 = ν3 = 0, 35, f1 = 4, 5 % a) cas
du module de compressibilité b) cas du module de cisaillement.










. Les résultats obtenus dépendent des diﬀérentes fractions vo-
lumiques, donc du rapport eint
Rinc
. Par conséquent, si eint a une dimension ﬁxée et connue,
à fraction volumique d'inclusions ﬁxée, les modules eﬀectifs dépendent explicitement de
Rinc (Fig 3.3).
3.2.2 Amélioration du modèle des inclusions enrobées diluées
Le problème avec le modèle des inclusions enrobées diluées présenté précédemment
vient du fait que, d'après l'équation donnant l'expression de la fraction volumique d'inter-
phase en fonction de la fraction volumique d'inclusions, de l'épaisseur d'interphase et du







, pour une fraction volumique d'inclusions
donnée, la fraction volumique d'interphase augmente lorsque la taille des particules dé-
croît. Pour les faibles tailles d'inclusions, les inclusions restent diluées, mais ce n'est plus
le cas pour les inclusions enrobées, l'hypothèse ε3 = E n'est donc plus acceptable.
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Comme l'hypothèse de dilution n'est plus valide, on introduit une correction de type
Mori-Tanaka [57] en soumettant le schéma de la ﬁgure 3.2 à une déformation à l'inﬁni
E0 qui n'est plus la déformation macroscopique, mais celle de la matrice. On garde la
même signiﬁcation pour A1 et A2, et en prenant A3 = I4, on a dans chacune des trois
phases εi = Ai : E0. Les expressions donnant As1, As2, Ad1 et Ad2 sont toujours valables,
de même que les relations donnant les expressions des contraintes et des déformations
moyennes en fonction, respectivement, des contraintes et déformations moyennes dans
les diﬀérentes phases. On a toujours E = ∑i fiεi et Σ = ∑i fiσi = ∑i fici : εi. Parconséquent, on a E = ∑i fiAi : E0 et Σ = ∑i fici : Ai : E0. Explicitement, avec
A3 = I4 on obtient la relation suivante pour le tenseur des modules eﬀectifs :
Ceff = (f1c1 : A1 + f2c2 : A2 + f3c3 : I4) : (f1A1 + f2A2 + f3I4)
−1 (3.10)
En décomposant en partie sphérique et partie déviatorique, on obtient les expressions
suivantes pour les modules de compressibilié et de cisaillement eﬀectifs :
keff =
f3k3 + f1k1As1 + f2k2As2
f3 + f1As1 + f2As2
µeff =
f3µ3 + f1µ1Ad1 + f2µ2Ad2
f3 + f1Ad1 + f2Ad2
(3.11)
a) b)
Fig. 3.4  Introduction d'un eﬀet de taille des inclusions dans le modèle des inclusions
enrobées diluées modiﬁé. k1 = 10× k3, k2 = 5× k3, ν1 = 0, 16, ν2 = ν3 = 0, 35, f1 = 4, 5
% a) cas du module de compressibilité b) cas du module de cisaillement.
Comme on peut le voir au travers des calculs précédents, les expressions des modules
eﬀectifs obtenues à l'aide de ces modèles dépendent uniquement des propriétés mécaniques








, est toujours vériﬁée. Par conséquent, pour une valeur de f1
ﬁxée, on voit que c'est le rapport eint
Rinc
qui intervient dans les équations. Il est donc tout
à fait possible d'introduire un eﬀet de taille des particules via la considération de la
présence d'une interphase, sitôt que son épaisseur n'est pas proportionnelle à la taille des
inclusions. Les ﬁgures 3.4a et 3.4b montrant l'évolution des modules de compressibilité et
de cisaillement eﬀectifs en fonction du rayon des inclusions, ce pour diﬀérentes valeurs de
l'épaisseur d'interphase, illustrent l'introduction de cette eﬀet de taille dans le modèle.
3.3. Modèle n+1-phases et eﬀet de taille 93
Pour éviter la redondance des courbes présentées, l'amplitude de la correction apportée
au travers du modèle dilué modiﬁé est illustrée dans le paragraphe 3.4 au cours duquel sont
comparés les eﬀets de taille prédits par les modèles inclusions dilués enrobées, inclusions
enrobées modifé et 3+1-phases (notés respectivement ied, iedmod et 3ph). Nous dirons
cependant à ce stade que la correction apportée se révèle eﬃcace et permet d'étendre le
domaine des fractions volumiques d'inclusions enrobées concernées.
3.3 Modèle n+1-phases et eﬀet de taille
Dans le cadre de l'approche par Motifs Morphologiques Représentatifs, l'introduction
des longueurs caractéristiques dans les modèles micromécaniques s'eﬀectue lors du passage
du matériau aux motifs.
3.3.1 Présentation du modèle n+1-phases
Le modèle n+1-phases, développé par Hervé et Zaoui [47], est basé sur une approche
par Motifs Morphologiques Représentatifs (paragraphe 1.2.4). Il s'agit d'une généralisation
du modèle des 3 phases [30] au cas plus complexe d'inclusions multicouches concen-
triques.
Le modèle n+1-phases consiste en un motif constitué de n couches concentriques,
représentant chacune une phase du composite (Fig. 3.5). L'ensemble de ces n couches est
noyé dans un milieu inﬁni, le Milieu Homogène Equivalent (MHE, ici la phase n+1), qui
constitue un matériau homogène ayant les propriétés eﬀectives du matériau hétérogène,
déterminées par une condition d'auto-cohérence. Grâce à ce modèle, il est possible de
déterminer les caractéristiques mécaniques du MHE à partir de la connaissance des frac-
tions volumiques de chacune des phases et de leurs propriétés mécaniques respectives. Le
comportement mécanique de chacune des phases est supposé élastique linéaire isotrope, ce
qui entraîne un comportement similaire pour le MHE. Les interfaces entre les diﬀérentes
couches sont supposées parfaites, c'est-à-dire que les vecteurs contrainte et déplacement








Fig. 3.5  Modèle n+1-phases.
94
Chapitre3. Vers une prise en compte de longueurs internes dans les modèles
micromécaniques
Si on considère les nanocomposites simulés en DM, on se trouve dans le cas d'inclusions
de silice entourées d'une couche d'interphase de matrice perturbée, ces inclusions enrobées
étant elles-mêmes noyées dans la matrice polymère. On se trouve dans le cas typique
d'une microstructure de type inclusions/matrice. De plus, les inclusions étant de type
multicouche à cause de l'interphase, le choix d'un modèle 3+1-phases est par conséquent
immédiat. Dans le cas considéré, les phases 1, 2 et 3 sont respectivement les phases
d'inclusion, d'interphase et de matrice.
Dans le motif, on note R1, R2 et R3, les rayons des phases d'inclusion, d'interphase et
de matrice. Les modules de compressibilité et de cisaillement de la phase i sont respec-
tivement notés ki et µi. Le module de compressibilité eﬀectif keff s'exprime de la façon
suivante en fonction des modules est des rayons des diﬀérentes phases :





N = (3k3 + 4µ3)R2
3[(k1 − k2)(3k3 + 4µ2)R13 + (k2 − k3)(3k1 + 4µ2)R23]
D = 3(k2 − k1)R13[R23(3k3 + 4µ2) + 4R33(µ3 − µ2)]+
(3k1 + 4µ2)R2
3[3R2
3(k3 − k2) +R33(3k2 + 4µ3)]
Le module de cisaillement du milieu eﬀectif µeff est quant à lui la solution d'un poly-
nôme du second ordre dont les coeﬃcients (A, B et C) dépendent uniquement des modules
des diﬀérentes phases et de leurs rayons. La méthode pour le calcul de ces coeﬃcients est











+ C = 0 (3.13)
Comme tout modèle, une application pertinente du modèle n+1-phases au cas consi-
déré au cours de ces travaux nécessite de respecter les hypothèses du modèle. Le modèle
n+1-phases repose sur les assemblages de sphères composites de Hashin [43] pour les-
quels tout le volume du VER est rempli par des sphères composites homothétiques. Or,
dans le cas d'inclusions monodisperses, donc de même taille, on ne peut remplir tout
l'espace du VER, l'hypothèse précédente n'est donc pas respectée. Il s'avère que, pour
les faibles fractions volumiques d'inclusions, l'utilisation d'un seul motif 3 phases est per-
tinente. La validation du choix du modèle 3+1-phases, ainsi que l'étude des limites à
son utilisation dans le cas investigué au cours de cette thèse sont abordés par la suite
(pargraphe 3.5).
3.3.2 Passage du matériau au motif
Comme cela a déjà été précisé au cours du paragraphe 3.1, on déﬁnit un Volume
Elémentaire Représentatif de volume V constitué de m inclusions sphériques, enrobées
d'une interphase d'épaisseur eint indépendante du rayon des inclusions Rinc (Fig. 3.6). Les
inclusions enrobées sont parfaitement dispersées dans la matrice. La fraction volumique
d'inclusions f1 est supposée connue.
Pour rappel, la fraction volumique d'interphase f2 s'exprime en fonction des para-
mètres f1, Rinc et eint de la façon suivante :
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Par déﬁnition, le motif est représentatif de la morphologie du matériau considéré. Il
en résulte que les fractions volumiques entre les diﬀérentes phases du motif doivent être



















Le passage du matériau au motif permet donc, via l'expression des rapports des rayons
du motif en fonction des paramètres du matériau, d'introduire les longueurs caractéris-
tiques du nanocomposite dans le modèle micromécanique.
3.3.3 Importance de l'épaisseur d'interphase
Comme le montrent les équations exprimant les relations entre les rayons du motif et
les paramètres géométriques du matériau (Equ. 3.15), on n'introduit pas dans le modèle
micromécanique deux grandeurs absolues, mais plutôt le rapport entre deux longueurs
caractéristiques du matériau eint
Rinc
.
En eﬀet, l'équation 3.12, donnant l'expression du module de compressibilité eﬀectif en
fonction des modules élastiques des diﬀérentes phases et des rayons du motif, peut s'écrire


















































































Cette fois-ci, le module de compressibilité est directement exprimé en fonction des
paramètres géométriques du matériau, en plus des modules des phases constitutives.
De la même manière, l'équation du second ordre dont µeff est solution peut se réécrire











+ Cfunc = 0 (3.17)
où les coeﬃcients du polynôme Afunc, Bfunc et Cfunc dépendent directement des proprié-
tés mécaniques des phases et des paramètres géométriques du matériau. Le détail des
expressions de ces trois coeﬃcients est fourni dans l'annexe E.
On note que, dans la mesure où l'épaisseur d'interphase n'est pas proportionnelle au
rayon des inclusions, il est possible d'introduire dans l'approche par motifs un eﬀet de
taille des particules sur le comportement mécanique du composite.
3.3.4 Prédiction d'eﬀets de taille et d'interphase
Etant donné, que c'est le rapport eint
Rinc
qui intervient dans les équations, on peut se
dire qu'il ne s'agit en rien d'un eﬀet nanométrique. Que l'on considère des inclusions de
10 nm de rayon entourées d'une interphase de 1 nm d'épaisseur ou des inclusions de 10
cm et une interphase de 1 cm, les prédictions du modèle sont les mêmes. Néanmoins, il ne
faut perdre de vue que la prise en compte de cette interphase est le fruit de phénomènes
physiques (les perturbations locales de la matrice) caractéristiques des nanomatériaux.
L'étendue de cette interphase est donnée par les simulations de DM (de l'ordre de 2 nm)
et c'est elle qui impose l'échelle à considérer.
Pour illustrer les eﬀets de taille et d'interphase, on considère un sytème pour lequel :
 la fraction volumique d'inclusions est ﬁxée, f1 = 4,5 % ;
 le coeﬃcient de Poisson de la phase d'inclusion ν1 vaut 0,16 ;
 les coeﬃcients de Poisson des phases d'interphase et de matrice (respectivement ν2
et ν3) valent 0,35 ;




Ces valeurs correspondent à un système de type matrice polymère chargée de particules
de silice.
Pour diﬀérentes valeurs de l'épaisseur d'interphase, on regarde comment évoluent les
modules de compressibilité et de cisaillement eﬀectifs en fonction de la taille des inclusions,
cela dans le cas d'une interphase plus dure que la matrice ou dans celui d'une interphase
plus souple que la matrice. Les résultats énoncés au cours de ce paragraphe se basent
plus particulièrement sur le cas du modèle 3+1-phases. Néanmoins, comme l'illustrent
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les courbes du paragraphe concernant l'introduction d'un eﬀet de taille dans les modèles
dilués (paragraphe 3.2), ils sont aussi valables dans le cas de ces modèles. La limitation
due à la notion de dilution fait que l'approche par motifs est privilégiée.
Observation d'un phénomène de sur-renforcement
Dans un premier temps, on considère le cas d'une interphase plus dure que la matrice.
Le coeﬃcient de Poisson étant ﬁxé, on entend par plus dure le fait que le module de
compressibilité de l'interphase est plus élevé que celui de la matrice, k2 = 5 × k3. Il faut
rappeler que nous sommes dans le cadre de l'élasticité linéaire isotrope ; deux constantes
élastiques suﬃsent pour caractériser le comportement mécanique des diﬀérentes phases.
Lorsque l'on trace l'évolution des modules de compressibilité et de cisaillement, nor-




, en fonction de la taille des inclusions
pour diﬀérentes épaisseurs d'interphase (Fig. 3.7), on observe un eﬀet de renforcement.






































Fig. 3.7  Eﬀets de taille des inclusions et d'épaisseur d'interphase dans le cas d'une
interphase plus dure que la matrice, prédictions du modèle 3+1-phases. k1 = 10 × k3,
k2 = 5 × k3, ν1 = 0, 16, ν2 = ν3 = 0, 35, f1 = 4, 5 % a) cas du module de compressibilité
b) cas du module de cisaillement.
Cet eﬀet est d'autant plus marqué que l'épaisseur d'interphase augmente et que la
taille des particules diminue. Ceci s'explique par le fait que, pour une fraction volumique
d'inclusions ﬁxée, plus la taille des inclusions décroît ou plus l'épaisseur d'interphase
augmente, plus la fraction volumique d'interphase augmente (Equ. 3.2).
Néanmoins, lorsque la taille des inclusions tend vers 0, la fraction volumique d'in-
terphase f2 tend vers +∞. Pour éliminer les artefacts de calcul dus à l'interpénétration
des inclusions enrobées, il est nécessaire de limiter la fraction volumique des inclusions
enrobées, f1 + f2 ≤ fmax avec fmax fraction volumique maximale d'inclusions enrobées.
Arbitrairement on prend comme valeur pour fmax la compacité maximale d'un arrange-
ment de type Cubique Faces Centrées (CFC). Pour chaque valeur de eint, on déﬁnit alors
un rayon minimal d'inclusions Rmin en dessous duquel la clause de non-interpénétrabilité
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Cas d'une interphase plus souple que la matrice
Si maintenant on considère le cas d'une interphase plus souple que la matrice, k2 = k32 ,on introduit de nouveau un eﬀet de taille des particules pour une épaisseur d'interphase
donnée.
L'évolution du module de compressibilité eﬀectif normalisé (keff
k3
) en fonction de Rinc
pour diﬀérentes valeurs de eint (Fig. 3.8a) montre que le module de compressibilité du
MHE augmente avec la taille des particules et lorsque l'épaisseur d'interphase diminue.
L'étude du module de cisaillement eﬀectif normalisé (µeff
µ3
) conﬁrme l'eﬀet de renforcement
observé sur le module de compressibilité (Fig. 3.8b).











































Fig. 3.8  Eﬀets de taille des inclusions et d'épaisseur d'interphase dans le cas d'une
interphase plus souple que la matrice, prédictions du modèle 3+1-phases. k1 = 10× k3,
k2 = 0, 5× k3, ν1 = 0, 16, ν2 = ν3 = 0, 35, f1 = 4, 5 % a) cas du module de compressibilité
b) cas du module de cisaillement.
En fonction du rapport entre les modules de compressibilité de l'interphase et de
la matrice, on voit qu'il est possible d'observer des phénomènes de renforcement des
propriétés mécaniques du MHE contraires.
Lorsque le rayon des inclusions tend vers +∞, on note que les courbes tendent vers
une valeur asymptotique indépendante de la valeur prise par l'épaisseur d'interphase. Ceci
s'observe dans le cas d'une interphase plus dure que la matrice comme dans celui d'une
interphase plus souple que la matrice, et ce quel que soit le module élastique considéré. En
fait, lorsque la taille des inclusions devient très grande, l'étendue de l'interphase devient
négligeable et tout ce passe comme si on a un modèle 2+1-phases. On se retrouve dans
le cas d'inclusions, avec une fraction volumique f1 donnée, entourées de matrice. Il n'y a
donc plus aucun eﬀet de taille.
L'eﬀet de taille des particules prédit est surtout localisé pour des tailles d'inclusions
de l'ordre de grandeur de l'épaisseur d'interphase. Par conséquent, c'est bien la prise en
compte de cette interphase de dimension nanométrique qui permet d'introduire dans le
modèle un eﬀet de taille des particules à l'échelle nanométrique.
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3.3.5 Rôle du rapport entre épaisseur d'interphase et rayon d'in-
clusions
Jusqu'à présent, en se basant sur les résultats issus des simulations de DM, l'épaisseur
d'interphase est supposée indépendante de la taille des inclusions. Que se passe-t-il si
l'épaisseur de cette interphase varie avec la taille des inclusions, eint = g(Rinc) ?












































Fig. 3.9  Inﬂuence du rapport eint
Rinc
sur la prédiction, au travers du modèle 3+1-phases,
d'un eﬀet de taille des particules sur les modules élastiques dans le cas d'une interphase
plus dure que la matrice. k1 = 10× k3, k2 = 5× k3, ν1 = 0, 16, ν2 = ν3 = 0, 35, f1 = 4, 5
% a) cas du module de compressibilité b) cas du module de cisaillement.


















































Fig. 3.10  Inﬂuence du rapport eint
Rinc
sur la prédiction, au travers du modèle 3+1-phases,
d'un eﬀet de taille des particules sur les modules élastiques dans le cas d'une interphase
plus souple que la matrice. k1 = 10 × k3, k2 = 0, 5 × k3, ν1 = 0, 16, ν2 = ν3 = 0, 35,
f1 = 4, 5 % a) cas du module de compressibilité b) cas du module de cisaillement.
Les fonctions g testées sont prises de la forme g(Rinc) = βRinca, avec a=-1, 0, 0,8, 1 et
1,1 et β = 1, dont la dimension dépend de a. On trace l'évolution des modules normalisés
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en fonction de la taille des inclusions, d'une part pour une interphase plus dure que la
matrice (k2 = 5 × k3, Fig. 3.9) et , d'autre part, pour une interphase plus souple que la
matrice (k2 = k32 , Fig. 3.10).On note que, en fonction de la valeur de l'exposant a, le phénomène de renforcement
est plus ou moins localisé pour les faibles tailles de particules. De même, si l'épaisseur
d'interphase décroît avec la taille des particules, eint = 1Rinc (a=-1), il est possible d'in-verser le sens de l'eﬀet de taille observé. La longueur caractéristique introduite dans le
modèle joue donc un rôle important sur les prédictions du modèle. Pourquoi par exemple
ne pas envisager des phénomènes physiques pour lesquels la fonction g serait beaucoup
plus complexe ? On aurait alors des eﬀets de renforcement plus diﬃciles à appréhender.
On note cependant que, dans le cas d'une interphase dont l'épaisseur est proportion-
nelle à la taille des inclusions, aucun eﬀet de taille ne peut être introduit par cette voie
dans le modèle 3+1-phases.
3.4 Modèles dilués ou modèle n+1-phases ?
La diﬀérence entre les deux approches réside dans le fait que, dans un cas (modèles
dilués) on fait directement référence aux éléments constitutifs du matériau, alors que
dans l'autre cas (modèle n+1-phases), seul l'arrangement des phases entre elles, prises
globalement, est considéré ; les éléments constitutifs des phases (inclusions individuelles,
etc.) et a fortiori leurs dimensions n'ont aucune signiﬁcation.
Dans les modèles dilués (inclusions diluées, inclusions enrobées diluées et sa version
modifée), il est fait référence aux inclusions elles-mêmes. On se place à l'échelle d'une
inclusion et, le modèle étant dilué, lorsque l'on regarde autour d'elle, on voit la matrice
comme un milieu inﬁni. Il y a derrière cela une notion de taille des inclusions très faible
devant la distance entre les inclusions. Si l'inclusion est entourée d'une interphase, on peut
tenir compte de son épaisseur relative par rapport à la taille de l'inclusion. Dans le cas du
modèle n-phases, les seules informations prises en compte concernent la topologie relative
des diﬀérentes phases dans la microstructure et leurs fractions volumiques respectives.
On regarde laquelle joue le rôle de phase inclusionnaire, laquelle tient lieu d'interphase
et laquelle a le rôle de matrice (donc de phase continue). Ces informations sont traduites
dans une inclusion composite en respectant les fractions volumiques. Il ne faut pas regarder
cette inclusion composite comme une inclusion enrobée entourée de matrice, mais comme
un arrangement relatif et global des diﬀérentes phases. Les rayons absolus du motif n'ont
aucune signiﬁcation physique et aucun lien direct avec les grandeurs du matériau. Leurs
rapports relatifs deux à deux n'ont de relations qu'avec les fractions volumiques.
Le calcul des modules eﬀectifs montre que le modèle des inclusions enrobées diluées et
le modèle 3+1-phases ne sont pas équivalents, et ce même si l'on fait tendre la fraction
volumique d'interphase vers zéro. Les expressions analytiques des modules eﬀectifs sont
diﬀérentes. En revanche, les deux approches se rejoignent, bien évidemment, lorsque la
fraction volumique d'inclusions tend vers zéro.
Les ﬁgures 3.11a et 3.11b illustrent la comparaison entre les modèles dilué et dilué
modiﬁé. On y reporte aussi la prédiction du modèle 3+1-phases. Les résultats sont
représentés en fonction de la fraction volumique d'inclusions enrobées car, comme les
concentrations varient en Rinc au cube, les courbes sont beaucoup plus écrasées pour
les faibles valeurs de Rinc. Pour une épaisseur d'interphase donnée, à fraction volumique
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Fig. 3.11  Confrontation entre le modèle des inclusions enrobées diluées (ied), sa version
modiﬁée (iedmod) et le modèle 3+1-phases (3ph). k1 = 10 × k3, k2 = 5 × k3, ν1 = 0, 16,
ν2 = ν3 = 0, 35, f1 = 4, 5 %, eint = 10 nm. Variation du module a) de compressibilité b)
de cisaillement en fonction de la fraction volumique d'inclusions enrobées (f1 + f2).
d'inclusions ﬁxée, plus la taille des particules décroît, plus la fraction volumique d'inclu-
sions enrobées augmente. Implicitement cela revient à raisonner en terme de rayon des
inclusions, la fraction volumique d'inclusions enrobées étant une fonction décroissante du
rayon des inclusions, mais avec l'avantage d'étaler les eﬀets observés.






































Fig. 3.12  Confrontation entre le modèle des inclusions enrobées diluées (ied), sa version
modiﬁée (iedmod) et le modèle 3+1-phases (3ph). k1 = 10× k3, k2 = 0, 5× k3, ν1 = 0, 16,
ν2 = ν3 = 0, 35, f1 = 4, 5 %, eint = 10 nm. Variation du module a) de compressibilité b)
de cisaillement en fonction de la fraction volumique d'inclusions enrobées (f1 + f2).
Pour les caractéristiques des diﬀérentes phases choisies, la correction apportée au mo-
dèle dilué est très eﬃcace pour des fractions volumiques d'inclusions enrobées allant jus-
qu'à 50 % environ. La correction est encore plus forte dans le cas d'une interphase plus
souple que la matrice (Figs. 3.12a et 3.12b), pour lequel on note qu'il y a pratiquement
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une superposition des modèles dilué et 3+1-phases sur toute la gamme des fractions vo-
lumiques d'inclusions enrobées balayée (jusqu'à la compacité maximale d'un empilement
CFC, soit 74 % environ).
De manière générale, la correction apportée est relativement plus importante dans le
cas du module de compressibilité.
3.5 Inﬂuence du choix des motifs
Comme cela a été évoqué dans le paragraphe 3.3, le modèle n+1-phases peut être
assimilé comme l'estimation du comportement eﬀectif d'un assemblage isotrope particulier
de sphères composites de Hashin [45]. Tout l'espace du VER est donc supposé rempli par
des motifs homothétiques [43]. Néanmoins, dans le cas d'inclusions monodisperses, cette
dernière hypothèse n'est pas vériﬁée.
Avec des inclusions enrobées de taille unique, en se plaçant dans le cas d'un assemblage
de type CFC par exemple, on peut remplir au mieux de l'ordre de 74 % du VER. De
manière plus générale, si on considère le motif 3 phases (inclusion+interphase+matrice)
décrit précédemment comme une bille, quelque soit l'assemblage de sphères de même
taille aléatoirement dispersées on peut déﬁnir une compacité maximale des billes [81].
Dans notre cas, il existe toujours de la matrice en dehors du motif principal (motif 3
phases), appelée par la suite matrice hors-motif.
Ce paragraphe a pour but de traiter le cas de la prise en compte de la matrice hors-
motif et de son inﬂuence sur les prédictions de l'approche par MMR.
3.5.1 Prise en compte d'un second motif
La première solution pour prendre en compte la matrice hors-motif consiste à intro-
duire un second motif constitué de matrice uniquement (Fig. 3.13). On appelle fm1 la
compacité du motif principal, celle du motif de matrice pure est 1− fm1.








Fig. 3.13  Prise en compte d'un second motif de matrice pure en plus du motif 3 phases.
En ce qui concerne les relations entre les diﬀérents paramètres géomériques, elle sont
toujours valables. Soit f1 la fraction volumique d'inclusions et eint l'épaisseur d'interphase
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ﬁxées, lorsque le rayon des inclusions Rinc varie, la fraction volumique d'interphase varie








En revanche, maintenant, la matrice se répartie entre les deux motifs déﬁnis, les pro-
portions des phases d'inclusion et d'interphase dans le motif principal ne sont donc plus
les fractions volumiques respectives globales de ces deux phases. On note f1m1 et f2m1 res-
pectivement les fractions volumiques d'inclusions et d'interphase dans le motif principal.




)3 et f2m1 = R23−R13R33 .
L'introduction des grandeurs géométriques du matériau dans les motifs se fait au tra-
vers de l'écriture de l'égalité des fractions volumiques globales d'inclusions, respectivement





et f2m1 = f2
fm1
(3.18)





















La déterminaton des propriétés mécaniques eﬀectives s'eﬀectue par l'intermédiaire du
modèle autocohérent généralisé [13], permettant de traiter le cas de plusieurs motifs.
3.5.2 Homogénéisation en deux temps
En se basant toujours sur une approche par motifs, il est possible de prendre en compte
la matrice hors-motif en eﬀectuant une homogénéisation en deux temps. Cette méthode
se base sur le modèle n+1-phases.
La première étape consiste en une homogénéisation de type 3+1-phases sur le motif
principal. On applique la même démarche que celle présentée dans le paragraphe précé-
dent, mais les fractions volumiques utilisées sont celles dans le motif principal f1m1 et
f2
m1, et non celles globales comme c'est le cas lors de la prise en compte d'un seul motif




















          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          




















           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           














      
      
      
      
      
      
      
      
      
      
      
      
      
puis
MHE  	 

  	 

  ﬀﬂﬁﬃ "!#$!  &%' ﬀﬂﬁﬃ "!#$!
Fig. 3.14  Homogénéisation en 2 temps avec matrice percolante.
La seconde étape est la détermination des propriétés eﬀectives d'un motif 2 phases à
l'aide d'un modèle 2+1-phases. Le motif qui sert pour la seconde étape d'homogénéi-
sation est constitué du milieu MHE1 avec la fraction volumique fm1 et de matrice avec
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la fraction volumique 1 − fm1. Deux cas sont envisagés lors de cette seconde étape, soit
la matrice hors-motif conserve un rôle de matrice dans le second motif (Fig. 3.14), soit
on introduit la notion de matrice non-percolante [2, 3] et la matrice joue alors le rôle de
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Fig. 3.15  Homogénéisation en 2 temps avec matrice non-percolante.
Lorsque l'on considère que la compacité de l'assemblage est maximale en motif princi-
pal, les motifs de matrice hors-motif viennent se positionner en phase inclusionnaire entre
les motifs principaux. C'est donc la seconde démarche d'homogénéisation en deux temps,
faisant appel à la notion de matrice non-percolante, qui semble la plus pertinente.
3.5.3 Confrontation entre ces diﬀérentes approches
L'étude de l'inﬂuence du choix des motifs se fait au travers de la confrontation entre
ces quatre approches :
 le modèle 3+1-phases, via la prise en compte d'un seul motif trois phases ;
 le modèle auto-cohérent généralisé, grâce à la déﬁnition d'un second motif constitué
de matrice uniquement ;
 l'homogénéisation en deux temps avec matrice percolante ;
 l'homogénéisation en deux temps avec matrice non-percolante.
Lorsque l'on s'intéresse au cas des faibles fractions volumiques d'inclusions, en l'ocur-
rence f1=4,5 %, on ne note aucune diﬀérence signiﬁcative entre les quatre approches
(Fig. 3.16). Pour le module de compressibilité eﬀectif, comme pour le module de cisaille-
ment eﬀectif, l'intensité de l'eﬀet de taille prédit est la même quelle que soit la méthode
considérée.
En revanche, si on se focalise à présent sur le cas des fortes fractions volumiques d'in-
clusions, ici f1=50 %, on observe un écart signiﬁcatif entre les prédictions des diﬀérents
modèles (Fig. 3.17). Concernant l'approche avec le modèle 3+1-phases et celle d'homo-
généisation en deux temps avec matrice percolante, leurs prédictions sont identiques pour
le module de compressibilité. Ceci s'explique par le fait que, dans le modèle n+1-phases
[47], le module de compressibilité peut être déﬁnit de façon récursive. En revanche, même
si la diﬀérence est faible, la ﬁgure 3.18 montre que ces deux approches ne sont pas équi-
valentes car leurs prédictions sur le module de cisaillement eﬀectif ne sont pas identiques.
L'écart entre les diﬀérentes approches est d'autant plus important que la fraction volu-
mique d'inclusions augmente. L'approche à un seul motif a tendance à minimiser l'eﬀet de
3.5. Inﬂuence du choix des motifs 105
a) b)
Fig. 3.16  Confrontation entre les 4 approches dans le cas des faibles fractions volumiques
d'inclusions (f1 = 4, 45 %), k1 = 10 × k3, ν1 = 0, 16, ν2 = ν3 = 0, 35, eint = 1 nm a)
interphase plus souple que la matrice, k2 = 0, 5×k3 b) interphase plus dure que la matrice,
k2 = 5× k3.
renforcement, dû à la présence des particules, prédit. Les résultats observés sont similaires
dans le cas du module de cisaillement.
a) b)
Fig. 3.17  Confrontation entre les 4 approches dans le cas des faibles fractions volumiques
d'inclusions (f1 = 50 %), k1 = 10 × k3, ν1 = 0, 16, ν2 = ν3 = 0, 35, eint = 1 nm
a) interphase plus souple que la matrice, k2 = 0, 5 × k3 b) interphase plus dure que la
matrice, k2 = 5× k3.
Le choix d'une épaisseur d'interphase de 1 nm permet de s'assurer que, sur tout le
domaine des valeurs de Rinc balayées, même pour une fraction volumique d'inclusions de
50 %, la fraction volumique d'inclusions enrobées reste inférieure à la fraction volumique
critique de 74 %.
Les résultats obtenus montrent que l'inﬂuence du choix des motifs est d'autant plus
marquée que la fraction volumique d'inclusions croît. Pour les faibles fractions volumiques
d'inclusions, l'utilisation d'un seul motif de type 3 phases se révèle pertinente et facile à
mettre en ÷uvre. Néanmoins, lorsque le valeur de f1 augmente, la prise en compte de la
matrice hors-motif s'avère nécessaire.
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Fig. 3.18  Diﬀérence entre l'approche à un seul motif 3 phases et l'homogénéisation en
deux temps avec matrice percolante dans le cas des fortes fractions volumiques d'inclusions
(f1 = 50 %). Cas d'une interphase plus dure que la matrice, k2 = 5 × k3, k1 = 10 × k3,
k3 = 1 GPa, ν1 = 0, 16, ν2 = ν3 = 0, 35, eint = 1 nm.
3.6 Des eﬀets de taille relatifs
L'approche par Motifs Morphologiques Représentatifs prend en compte des informa-
tions relatives aux fractions volumiques des diﬀérentes phases constitutives du matériau
par l'intermédiaire de la déﬁnition de diﬀérents domaines de phase. Il est envisageable de
s'intéresser à la prise en compte d'eﬀets de taille relatifs entre les longueurs internes des
domaines de phase considérés.
Dans cette partie, l'interphase, permettant d'introduire une longueur absolue au sein
des motifs, n'est plus prise en compte. On s'intéresse uniquement à des inclusions sphé-
riques réparties dans la matrice. On abandonne provisoirement les notations utilisées dans
le cas du motif 3 phases pour prendre celles introduites lors de la présentation du problème
d'inclusion d'Eshelby. On note fI la fraction volumique d'inclusions et fM = 1− fI celle
de matrice. Les diﬀérents modules élastiques de l'inclusion sont notés kI pour le module
de compressibilité, µI pour le module de cisaillement, EI pour le module de Young et νI
pour le coeﬃcient de Poisson (respectivement kM , µM , EM et νM pour la matrice).
3.6.1 Compacité et distance inter-particulaire
Lors de l'étude sur l'inﬂuence du choix des motifs, il a été vu que, à forte fraction
volumique d'inclusions, la prise en compte d'un second motif de matrice pure a une in-
ﬂuence notable sur les prédictions du comportement mécanique eﬀectif du composite au
travers d'une approche par MMR. Lors de cette étape, une référence à la compacité d'un
assemblage de type CFC a été établie pour déﬁnir les proportions respectives de chacun
des motifs. La formulation de cette hypothèse est-elle anodine ou non ?
La notion de compacité d'un assemblage est liée à celle de distance inter-particulaire.
Dans ce domaine, on peut faire référence aux travaux de Torquato [33, 52, 81] qui, par une
approche statistique, a montré que, pour tout assemblage de sphères dures aléatoirement
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dispersées, on peut associer une compacité maximale fmax et que la distance moyenne
entre les billes est une variable statistique pouvant être estimée ou/et encadrée par des
bornes.
On considère un VER de volume V contenant m inclusions monodisperses de rayon
Rinc et de distance inter-particulaire moyenne dip (déﬁnie comme la moyenne des distances
centre à centre entre deux inclusions voisines). Bien que l'on puisse étendre le raisonne-
ment qui suit au cas d'une distribution des distances inter-particulaires f(dip), dans un
souci de simpliﬁcation, on considère que dip est un paramètre ne dépendant que du type
d'assemblage uniquement. On déﬁnit deux motifs, l'un constitué d'un motif 2 phases (in-
clusion+matrice) et l'autre constitué de matrice uniquement (ﬁg. 3.19). On note fIm la
fraction volumique d'inclusions dans le motif 2 phases.







Fig. 3.19  Inﬂuence de la compacité de l'assemblage sur les prédictions du comportement
mécanique par une approche par MMR. Déﬁnition des deux motifs considérés.
Le rayon de l'inclusion enrobée de matrice peut être assimilé à la demi-distance inter-










On voit que l'on introduit le rapport 2Rinc
dip
dans les équations du modèle micromé-
canique, il y a donc un eﬀet de taille relatif entre la taille des inclusions et la distance
inter-particulaire associé à la notion de compacité de l'assemblage.
Bien que la correspondance soit seulement fortuite car on suppose l'isotropie du ma-
tériau, on peut faire référence aux assemblages Cubique Simple (CS), Cubique Centré
(CC) et Cubique Faces Centrées (CFC) usuellement déﬁnis en cristallographie. Pour ces









∼0,68 pour le CC et pi
6
∼0,52 pour le CS. Plus généralement, on peut
considérer n'importe quel assemblage de compacité fmax. Pour un assemblage de sphères
composites de Hashin (SCH), qui ne peut être obtenu pour des inclusions monodisperses,
la valeur de fmax vaut 1.
La variation du module de cisaillement eﬀectif en fonction de la fraction volumique
d'inclusions, associée à un type d'assemblage, est représentée sur la ﬁgure 3.20 pour des
modules de l'inclusion et de la matrice donnés. Pour une fraction volumique d'inclusions
donnée, et une valeur de dip ﬁxée, l'eﬀet de renforcement des particules croît avec la taille
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des particules. Cet eﬀet de taille est relatif car le rayon des inclusions est toujours rapporté
à la distance inter-particulaire considérée.
Fig. 3.20  Inﬂuence de la compacité de l'assemblage sur les prédictions du comportement
mécanique par une approche par MMR. µI/µM = kI/kM = 100, νI = νM = 0, 125.
On note que l'assemblage de sphères composites de Hashin minimise cet eﬀet de ren-
forcement des particules. Au contraire, dans le cas où la fraction volumique totale d'in-
clusions tend vers la compacité de l'assemblage considéré, on retombe sur une estimation
auto-cohérente du comportement eﬀectif du matériau qui semble maximiser les propriétés
mécaniques.
3.6.2 Inclusions bidisperses
Jusqu'à présent, seul le cas d'inclusions monodisperses a été envisagé. Néanmoins,
dans les sytèmes réels, il existe toujours une distribution de la taille des particules. En
première approche, on regarde le cas d'inclusions bidisperses, c'est à dire que l'on a deux
populations de particules, de rayons respectifs rinc et Rinc, parfaitement dispersées. On
note β = rinc
Rinc
le rapport entre les deux tailles d'inclusions et en introduisant ce paramètre
dans une approche par MMR, on essaye de rendre compte d'un eﬀet de taille relatif au
rapport entre les tailles d'inclusions.
Le VER considéré, de volume V , est constitué de m inclusions de rayon rinc et autant
de rayon Rinc (Fig. 3.21). On fait l'hypothèse simpliﬁcatrice qu'il y a le même nombre
d'inclusions de chaque population. La fraction volumique totale d'inclusions est fI =
fIr + fIR, avec fIr et fIR les fractions volumiques respectives en inclusions de rayon rinc
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Fig. 3.21  Déﬁnition du VER considéré dans le cas d'inclusions bidisperses.




et fIR = fI 1
1 + β3
(3.22)
On déﬁnit trois motifs (Fig. 3.22). Le motif 1 représente les inclusions de rayon rinc
entourées de matrice. Le motif 2, est quant à lui représentatif de la seconde population
d'inclusions, celle de rayon Rinc. On fait référence à un assemblage de type Cubique Centré
(CC) pour lequel les inclusions de rayons Rinc se trouvent au sommet du cube et celle de
rayon rinc au centre, on a donc bien le même nombre d'inclusions de chaque population.




∼ 68 %, on déﬁnit alors un
troisième motif constitué de matrice uniquement pour prendre en compte la matrice hors-
motif. On suppose que les proportions en motif 1 (fm1) et motif 2 (fm2) sont identiques
et valent fmax/2. Les fractions volumiques d'inclusions de rayon rinc au sein du motif 1
et de rayon Rinc au sein du motif 2, respectivement notées fI1r et fI2R, s'expriment de la











Il est donc possible d'introduire un eﬀet de taille relatif au rapport entre les tailles
des populations d'inclusions en exprimant les rapports des rayons des diﬀérents motifs en
fonction du paramètre β.
Les deux populations d'inclusions jouant un rôle complétement symétrique dans les
équations, on considère que les inclusions de rayon Rinc représentent les inclusions de
plus grande taille par rapport aux inclusions de rayon rinc. On se concentre donc sur des
valeurs de β comprisent entre 0 et 1, le cas β = 1 correspondant au cas des inclusions
monodisperses.
Les ﬁgures 3.23a et 3.23b, donnant l'évolution des modules de compressibilité et de
cisaillement eﬀectifs normalisés par rapport à ceux de la matrice en fonction de la fraction
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Fig. 3.22  Déﬁnition des motifs considérés dans le cas d'inclusions bidisperses.
a) b)
Fig. 3.23  Inﬂuence du ratio entre les tailles d'inclusions β sur le module a) de compres-
sibilité eﬀectif b) de cisaillement eﬀectif. µI/µM = kI/kM = 100, νI = νM = 0, 125.
volumique totale d'inclusions, mettent en avant une inﬂuence du ratio entre les tailles
des inclusions. Plus la diﬀérence entre les tailles des deux populations d'inclusions est
importante, donc plus β est faible, plus le renforcement des propriétés mécaniques est
grand. Cet eﬀet est d'autant plus marqué que la fraction volumique d'inclusions augmente.
On note cependant que lorsque β tend vers 0, on tend vers une courbe asymptotique
correspondant au cas où il n'y a plus que de la matrice dans le motif 1. On se retrouve avec
des inclusions monodisperses de rayon Rinc et de fraction volumique fIR. Cela équivaut à
déﬁnir deux motifs uniquement, le motif 2 dont la proportion est fmax/2 et un motif de
matrice pure dont la proportion est 1− fmax
2
.
D'après les prédictions de l'approche par MMR, il semble que, pour améliorer l'eﬀet de
renforcement des propriétés mécaniques dû à l'ajout de particules rigides, il est préférable
d'avoir des inclusions polydisperses (de plusieurs tailles) plutôt que monodisperses. Pour
être catégorique sur un tel phénomène, il serait nécessaire de poursuivre les investigations
dans cette voie, notamment en introduisant une notion de distribution statistique de taille
des particules.
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3.7 Une démarche prometteuse
Comme cela a été présenté tout au long de ce chapitre, il est possible d'introduire des
eﬀets de taille dans les modèles micromécaniques.
L'approche micromécanique prend en compte les fractions volumiques des phases,
donc des rapports entre des longueurs caractéristiques des phases. Il est alors possible
d'introduire assez naturellement des eﬀets de taille relatifs sur le comportement mécanique
des matériaux hétérogènes. Ces eﬀets ne sont pas spéciﬁques à l'échelle nanométrique car
ils ne font pas référence à un phénomène physique particulier à cette échelle.
Il est néanmoins possible d'introduire des eﬀets de taille absolues dans les modèles
micromécaniques. L'analyse des matériaux hétérogènes permet de mettre en évidence des
longueurs caratéristiques du matériau associées à des phénomènes physiques particuliers,
par exemple l'interphase de matrice perturbée entourant les inclusions dans les nanocom-
posites simulés par Dynamique Moléculaire (chapitre 2). L'introduction de cette longueur
absolue dans les modèles micromécaniques permet de prendre en compte des eﬀets de
taille, par exemple taille des particule dans cette étude.
Peut-être autant que les résultats obtenus sur la prise en compte d'un eﬀet de taille des
particules spéciﬁque à l'échelle nanométrique, il faut souligner l'intérêt de la démarche,
présentée au cours de ce chapitre, d'introduction de longueurs caractéristiques dans les
modèles micromécaniques. Les travaux présentés lors de cette étude représentent une
première illustration de cette méthode au cas particulier de nanocomposites particulaires.
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Chapitre 4
Interphase et eﬀet de taille
La préparation puis la caractérisation de nanocomposites idéaux, constitués de par-
ticules de silice de tailles nanométriques noyées dans une matrice polymère (chapitre 2),
ont permis de mettre en évidence des perturbations locales de la matrice au voisinage de
la nanoparticule liées à la présence de cette dernière. On observe, entourant l'inclusion,
l'apparition d'une interphase de matrice au comportement spéciﬁque. Même si, comme le
laissent supposer les courbes traduisant les perturbations locales de la matrice il est pro-
bable que les propriétés de l'interphase varient graduellement, dans le cadre de cette étude
le comportement de l'interphase est considéré comme uniforme. Au cours du chapitre pré-
cédent, il a été montré qu'il est possible d'introduire un eﬀet de taille des particules dans
les modèles micromécaniques grâce à la prise en compte de cette interphase. Ce dernier
chapitre est dédié à la confrontation entre les simulations de DM et l'approche micromé-
canique, aﬁn de mieux comprendre le rôle que joue l'interphase de matrice perturbée sur
le comportement mécanique eﬀectif des nanocomposites.
Après nous être plus particulièrement intéressés aux perturbations de la matrice en
termes de mobilité, d'orientation et de réarrangement local des chaînes de polymère,
nous mettons l'accent sur la caractérisation mécanique des nanocomposites. L'étude de
l'inﬂuence de la présence de l'interphase, ainsi que celle de l'eﬀet de taille des particules sur
le comportement mécanique global des nanocomposites se font au travers d'un couplage
entre simulations de Dynamique Moléculaire et approche micromécanique. Par la même
occasion, un intérêt particulier est porté sur le lien qui existe entre les perturbations
conﬁgurationnelles locales de la matrice et d'éventuelles propriétés mécaniques spéciﬁques
de l'interphase de matrice perturbée.
Dans un premier temps, grâce à la simulation d'essais mécaniques sur les diﬀérents
nanocomposites, on regarde s'il existe un eﬀet de taille des particules, ainsi que de fraction
volumique de renforts, sur le comportement mécanique global des nanocomposites. Dans
un second temps, par la prise en compte d'une interphase d'épaisseur ﬁxe dans le modèle
n+1-phases [47], un retour de la micromécanique à la DM est eﬀectué pour caractériser
plus spéciﬁquement le comportement mécanique de l'interphase et pour comprendre au
mieux les diﬀérents eﬀets observés.
Pour diﬀérencier les modules eﬀectifs donnés par les simulations de DM et ceux fournis
par l'approche micromécanique, tout au long de ce chapitre, deux notations distinctes
sont utilisées pour les modules élastiques eﬀectifs. Les notations keff , µeff , Eeff et νeff
désignent les modules eﬀectifs issus des prédictions du modèle 3+1-phases, alors que
ceux issus des simulations de DM sont notés kDM , µDM , EDM et νDM respectivement.
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4.1 Le comportement mécanique des nanocomposites
modèles
Comment se traduit l'ajout de nanoparticules de silice sur le comportement mécanique
global du composite ? Existe-t-il un eﬀet de taille des particules sur les propriétés méca-
niques ? Voici en substance les deux points que l'on se propose d'aborder au cours de ce
paragraphe. C'est aussi l'occasion de regarder si les eﬀets observés à 100 K pour un taux
de renforts de 4,44 % le sont aussi à plus forte température (400 K ou 700 K). De même,
on s'intéresse au cas des plus fortes fractions volumiques d'inclusions (27,12 %) pour voir
si certains phénomènes supplémentaires doivent être pris en compte.
4.1.1 Un eﬀet de taille
Pour mettre en avant un eﬀet de taille des particules, on eﬀectue la comparaison entre
les trois nanocomposites avec une fraction volumique d'inclusions de 4,44 % (r1.5fv4.44,
r3fv4.44 et r6fv4.44) et la matrice pure. Pour s'aﬀranchir de tout eﬀet lié aux conditions
de simulations, les essais mécaniques sur les trois systèmes composites sont réalisés suivant
les mêmes modes opératoires que ceux déﬁnis pour la matrice pure au paragraphe 2.1.1.
Les sollicitations sont appliquées suivant des rampes avec un taux de chargement de 1
bar.ps−1.
Inﬂuence de la taille des particules
Pour les diﬀérents nanocomposites avec une fraction volumique d'inclusions de 4,44 %
on simule un essai de compression isotrope pour déterminer le module de compressibilité
et des essais de cisaillement dans les trois plans de la cellule de base pour identiﬁer le
module du cisaillement. Le module de Young et le coeﬃcient de Poisson sont quant à eux
déterminés en simulant des essais de traction uniaxiale suivant les trois axes de la cellule
de base. Toutes ces simulations sont eﬀectuées à la température de 100 K.
Dans un premier temps, on s'intéresse au comportement mécanique de chacun des
composites pris séparément. Les diﬀérentes valeurs des modules obtenues sont fournies
dans le tableau 4.1.
Dans le cadre de la confrontation avec l'approche micromécanique, les diﬀérents mo-
dules élastiques déterminés sont les modules eﬀectifs du composite. Ils sont notés respecti-
vement kDM , µDM , EDM pour les modules de compressibilité, de cisaillement et de Young
eﬀectifs du matériau, et νDM pour le coeﬃcient de Poisson eﬀectif.
Quelque soit le nanocomposite considéré, la comparaison des valeurs brutes, obtenues
suivant les trois axes de traction ou dans les trois plans de cisaillement, révèle que les
nanocomposites ont un comportement que l'on peut considérer comme isotrope. De même,
si on se focalise sur les valeurs moyennes des diﬀérents modules, on note un bon respect
des relations de l'élasticité linéaire isotrope (annexe B). En conséquence, à la température
de 100 K, les trois nanocomposites considérés ont un comportement proche de l'élasticité
linéaire isotrope.
La comparaison des modules eﬀectifs des diﬀérents nanocomposites avec ceux de la
matrice (k3=4,2 ± 0,5 GPa, µ3=0,6 ± 0,1 GPa, E3=1,7 ± 0,1 GPa et ν3 = 0, 42± 0, 01)
révèle un eﬀet de renfort dû à la présence des nanoparticules. En eﬀet, à l'exception
du coeﬃcient de Poisson, tous les modules élastiques sont sensiblement plus élevés pour
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les nanocomposites que pour la matrice pure. Cependant, cet eﬀet de renforcement reste
relativement faible malgré un rapport k1
k3
proche de 7 (pour rappel, k1 désigne le module de
compressibilité de la silice). Ceci s'explique en partie par le fait que la fraction volumique


























Fig. 4.1  Essais de traction à 1 bar.ps−1 suivant l'axe ~y à 100 K. Comparaison entre la
matrice pure et les nanocomposites avec une fraction volumique d'inclusions de 4,44 %.
Néanmoins, si on s'intéresse plus particulièrement à un eﬀet de taille des particules
sur le comportement des nanocomposites, on observe sur le module de Young que le
phénomène de renforcement est plus important lorsque la taille des particules augmente
(Fig. 4.1). A priori, ce résultat est contraire à l'eﬀet recherché dans le cadre d'applications
industrielles, à savoir que plus la taille des particules décroît, plus le renforcement est
important. Le même phénomène de renforcement est mis en avant au travers des résultats
sur le module de compressibilité.
Comment expliquer ces observations ? Il est en particulier intéressant de savoir si ces
eﬀets sont spéciﬁques à la température de 100 K.
Que se passe-t-il au dessus de la transition vitreuse ?
Comme cela a été évoqué précédemment, à 100 K, le phénomène de renforcement dû
à la présence des inclusions se révèle plus faible que celui attendu et surtout il est plus
marqué pour les grosses tailles de particules.
Dans le but de poursuivre les investigations sur l'eﬀet de taille des particules, une
étude, similaire à celle réalisée à 100 K sur les nanocomposites avec un fraction volu-
miques d'inclusions de 4,44 %, est conduite sur les mêmes systèmes (nanocomposites et
matrice) à 400 K et 700 K. Cette-fois ci, on se trouve au dessus de la température de
transition vitreuse des diﬀérents systèmes, de l'ordre de 240 K pour la matrice pure et
180 K pour les nanocomposites (Tab. 2.9, paragraphe 2.2). Pour des températures supé-
rieures à la température de transition vitreuse, le système polymère est beaucoup plus
mobile et les ﬂuctuations des dimensions de la cellule de base, permettant de calculer
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les déformations, sont importantes. Pour les premiers pourcents de déformation sur la
courbe contrainte-déformation, on observe un nuage de point à partir duquel il n'est pas
possible de déterminer un module de Young ou de cisaillement. En revanche, la méthode
de déﬁnition asymptotique du coeﬃcient de Poisson permet de contourner cette diﬃculté
(paragraphe 2.1.1). Lorsque l'on étudie le comportement mécanique des matériaux au des-
sus de Tg, on se restreint au cas du module de compressibilité et du coeﬃcient de Poisson
pour lesquels il est possible d'estimer des valeurs.
Les conﬁgurations de référence des systèmes à 400 K et 700 K sont celles issues de la
détermination de la température de transition vitreuse et de l'étude de la mobilité des
chaînes des diﬀérents systèmes (paragraphe 2.2.2) ; pour rappel elles sont extraites lors de
la montée en température.
Dans le but d'aﬃner l'étude de l'eﬀet de taille autour de la transition vitreuse, des
essais de compression isotrope sont réalisés sur la matrice et les nanocomposites r1.5fv4.44
et r3fv4.44 à la température de 200 K. Les conﬁgurations de références sont extraites lors
de la montée en température du cycle de détermination de la Tg et les trois systèmes sont
relaxés pendant 2 ns NPT à 5000 bar et 200 K. Par la suite, on simule uniquement un
essai de compression isotrope avec un taux de chargement de 1 bar.ps−1 pour déterminer
le module de compressibilité.
Comme cela a déjà été remarqué, à cause de la très faible fraction volumique d'inclu-
sions, le coeﬃcient de Poisson ne révèle aucun eﬀet de taille ni de présence des particules
de renfort (Tab. 4.2). En revanche, la valeur du coeﬃcient augmente de façon signiﬁca-
tive au dessus de Tg. A l'état vitreux, pour tous les systèmes considérés, le coeﬃcient de
Poisson est de 0,42 ± 0,01 alors qu'à l'état caoutchoutique sa valeur est de 0,46 ± 0,01.
Ce phénomène d'augmentation du coeﬃcient de Poisson au passage de la Tg se rencontre
très fréquement lors de l'étude des matériaux polymères et traduit une augmentation du
caractère incompressible du matériau à l'état caoutchoutique.
température r1.5fv4.44 r3fv4.44 r6fv4.44 matrice pure
100 K 4,2 ± 0,8 GPa 4,6 ± 0,3 GPa 4,8 ± 0,1 GPa 4,2 ± 0,5 GPa
0,42 ± 0,01 0,42 ± 0,01 0,42 ± 0,01 0,42 ± 0,01
200 K 3,9 ± 0,8 GPa 4,3 ± 0,3 GPa 4,1 ± 0,5 GPa
400 K 3,0 ± 0,8 GPa 3,2 ± 0,3 GPa 3,2 ± 0,1 3,2 ± 0,5 GPa
0,46 ± 0,01 0,46 ± 0,01 0,45 ± 0,01 0,46 ± 0,01
700 K 2,7 ± 0,8 GPa 2,8 ± 0,3 GPa 2,8 ± 0,1 2,8 ± 0,5 GPa
0,46 ± 0,01 0,46 ± 0,01 0,45 ± 0,01 0,46 ± 0,01
Tab. 4.2  Valeurs du module de compressibilité et du coeﬃcient de Poisson en fonction
de la température.
En ce qui concerne le module de compressibilité, on note que c'est au passage de la
transition vitreuse que les écarts entre les modules des diﬀérents systèmes sont les plus
marqués. L'étude de l'eﬀet de taille, pour les diﬀérentes températures considérées, conﬁrme
le fait que l'eﬀet de renfort est plus important lorsque la taille des particules augmente.
Ce qui est encore plus surprenant aux vues de ces résultats, c'est le fait que, malgré la
présence des particules rigides, à 200 K, 400 K et 700 K le module de compressibilité du
nanocomposite r1.5fv4.44 est plus faible que celui de la matrice pure. On observe donc
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une diminution des propriétés mécaniques du composite en dépit de l'ajout de renforts
rigides. Ce phénomène a déjà été observé dans des études de DM [24, 60].
Une étude complèmentaire sur la silice moléculaire est réalisée aﬁn de regarder com-
ment évoluent les modules élastiques de cette phase avec la température. Les essais méca-
niques à 400 K et 700 K ont été simulés selon les mêmes procédures que celles appliquées
sur la silice à 100 K (paragraphe 2.1.2). Le module de compressibilité est déterminé en
simulant trois paliers successifs de compression isotrope à 5000 bars, 6000 bars et 4000
bars (pendant 100 ps NPT). Les essais de traction uniaxiale et de cisaillement plan sont
appliqués avec un taux de chargement de 10 bar.ps−1. Les valeurs moyennes des diﬀérents
modules élastiques de la silice pour les trois températures (100 K, 400 K et 700 K) sont
récapitulées dans le tableau 4.3.
température 100 K 400 K 700 K
k1 (GPa) 31,8 ± 0,5 32,2 ± 0,5 34,0 ± 0,5
µ1 (GPa) 27 ± 1 27 ± 1 27 ± 1
E1 (GPa) 60 ± 5 63 ± 5 64 ± 5
ν1 0,19 ± 0,01 0,19 ± 0,01 0,19 ± 0,01
Tab. 4.3  Valeurs des modules élastiques de la silice en fonction de la température.
On note une légère tendance à la hausse des modules de la silice avec la température,
qui, au contraire, devrait favoriser le renforcement des polymères. L'explication du phéno-
mène d'adoucissement des propriétés mécaniques observé dans certains cas n'est donc pas
la conséquence d'une variation de module de la silice avec la température. La tendance à
la hausse observée sur les modules élastiques de la silice avec la température pourrait être
due à l'augmentation de la composante entropique des modules avec la température. La
silice étant constituée d'un réseau de liaisons entre les diﬀérents atomes, son entropie est
élevée à haute température et, lorsque l'on applique une sollicitation, elle diminue entraî-
nant une résistance supplémentaire des liaisons. Sur la plage des températures balayées,
cet écart est inférieur à 7 % dans le pire des cas (celui du module de compressibilité),
par la suite on fait l'hypothèse que le comportement mécanique de la silice est indépen-
dant de la température car, la fraction volumique d'inclusions étant faible, l'inﬂuence de
la variation des modules élastiques de la silice avec la température sur le comportement
eﬀectif des nanocomposites est négligeable.
4.1.2 Le rôle de la rigidité de la matrice
Pour expliquer en partie l'adoucissement observé sur certains nanocomposites malgré
l'ajout de particules rigides, il faut s'intéresser à l'écart de température de transition
vitreuse entre les nanocomposites et la matrice.
Comme précisé dans le paragraphe 2.2 lors de la détermination de la température de
transition vitreuse des diﬀérents systèmes étudiés, il s'avère que l'ajout des nanoparticules
de renfort se traduit par une chute importante de la température de transition vitreuse
(de l'ordre de 60 K).
Le passage de la transition vitreuse se traduit par une chute importante des modules.
Si on compare le comportement mécanique de deux matériaux polymères (ou composites
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à matrice polymère) ayant un écart important de valeur de Tg à une température in-
termédiaire entre les transitions vitreuses des deux matériaux, il est fort possible que le
matériau le plus rigide, s'il a la Tg la plus basse, ait des propriétés moindres à la tempé-
rature d'étude que le second matériau. Dans ce cas, plutôt que de parler en température
absolue, il est plus judicieux de faire la comparaison entre les diﬀérents systèmes à même
rapport de T
Tg
(les deux températures étant prises en degrés Kelvin).
En première approche, on considère que la taille et la fraction volumique des inclusions
n'ont pas d'inﬂuence sur la température de transition vitreuse des nanocomposites (Tab.
2.9 du paragraphe 2.2). La Tg des nanocomposites est prise égale à 180 K alors que celle
de la matrice est de l'ordre de 240 K.
La confrontation avec les nanocomposites r1.5fv4.44 et r3fv4.44 se fait à 200 K et
400 K, dans la plage de température autour de Tg où l'inﬂuence de la température est
la plus sensible sur le comportement des matériaux. Le module de compressibilité de la
matrice est déterminé à 276 K et 533 K et est comparé aux modules de compressibilité des
deux nanocomposites à 200 K et 400 K respectivement, donc à même valeur de T
Tg
dans
chaque cas. Pour déterminer le module de compressibilité de la matrice aux deux nouvelles
températures considérées, on applique la même méthode que celle décrite précédemment.
On extrait les conﬁgurations lors de la montée en température du cycle de détermination
de la Tg que l'on relaxe 2 ns NPT à 5000 bar et 276 K (ou 533 K), puis, on simule l'essai
de compression isotrope avec un taux de chargement de 1 bar.ps−1.
A 276 K, le module de compressibilité de la matrice k3 est de 3,4 ± 0,5 GPa, contre 3,9
± 0,8 GPa et 4,3 ± 0,3 GPa respectivement pour les modules de compressibilité eﬀectifs
keff des nanocomposites r1.5fv4.44 et r3fv4.44 à 200 K. A 533 K, cette fois-ci, k3 vaut
3,0 ± 0,5 GPa contre 3,0 ± 0,8 GPa et 3,2 ± 0,3 GPa pour keff à 400 K (respectivement
pour les systèmes r1.5fv4.44 et r3fv4.44). On note donc, qu'une partie de l'adoucissement
observé malgré la présence des renforts est dû à la forte chute de la température de
transition vitreuse induite par l'ajout des nanoparticules.
La rigidité de la matrice joue un rôle important sur le comportement global du compo-
site. Néanmoins, on peut voir lors de la confrontation 400 K (pour les nanocomposites)/533
K (pour la matrice) que le phénomène d'adoucissement persiste. Il existe par conséquent
une autre particularité de l'échelle nanométrique à considérer pour rendre compte de l'eﬀet
des renforts sur le comportement mécanique des nanocomposites.
4.1.3 L'eﬀet de la fraction volumique de renforts
Dans le but d'améliorer la compréhension des phénomènes de renforcement des pro-
priétés mécaniques des nanocomposites, on regarde ce qui se passe dans le cas des systèmes
avec un taux de renforts de 27,12 % (r3fv27.12 et r6fv27.12).
L'eﬀet de taille à plus fort taux de renforts
L'étude du comportement mécanique des deux nanocomposites à plus forte fraction
volumique de renforts est réalisée à 100 K, 400 K et 700 K. Comme pour tous les autres
nanocomposites étudiés précédemment, on simule un essai de compression isotrope pour
déterminer la valeur du module de compressibilité, des essais de cisaillement plan pour
le module de cisaillement, et des essais de traction uniaxiale pour le module de Young et
le coeﬃcient de Poisson. Les procédures appliquées sont celles utilisées jusqu'à présent et
120 Chapitre4. Interphase et eﬀet de taille
décrites lors de la caractérisation du comportement mécanique de la matrice (paragraphe
2.1.1). Les taux de chargement appliqués sont de 1 bar.ps−1.
Les valeurs des diﬀérents modules élastiques à 100 K pour les nanocomposites r3fv27.12
et r6fv27.12 sont fournies dans le tableau 4.4.
modules r3fv27.12 r6fv27.12
valeurs brutes moyenne valeurs brutes moyenne
kDM (GPa) 5,4 ± 0,5 5,9 ± 0,3
plan {−→x ,−→y } : 0,89 0,95
µDM (GPa) plan {−→y ,−→z } : 0,97 0,9 ± 0,1 1,02 1,0 ± 0,1
plan {−→z ,−→x } : 1,00 0,95
axe −→x : 3,62 3,61
EDM (GPa) axe −→y : 3,20 3,4 ± 0,3 3,58 3,6 ± 0,2
axe −→z : 3,50 3,75
axe −→x : 0,38 0,40
νDM axe −→y : 0,39 0,39 ± 0,01 0,38 0,39 ± 0,01
axe −→z : 0,39 0,40
Tab. 4.4  Modules eﬀectifs des nanocomposites avec un taux de renforts de 27,12 % à la
température de 100 K.
Comme pour tous les autres systèmes simulés (diﬀérents nanocomposites, silice et ma-
trice pure), on note une bonne isotropie de ces deux nanocomposites. De même, les valeurs
moyennes des diﬀérents modules montrent un bon accord avec les relations de l'élasticité
linéaire isotrope (annexe B). A 100 K, on peut donc considérer que les nanocomposites
r3fv27.12 et r6fv27.12 ont un comportement élastique linéaire isotrope.
Lorsque l'on compare les modules eﬀectifs de ces deux nanocomposites aux modules
de la matrice pure (k3=4,2 ± 0,5 GPa, µ3=0,6 ± 0,1 GPa, E3=1,7 ± 0,1 GPa et ν3 =
0, 42±0, 01), cette fois-ci, à plus forte fraction volumique d'inclusions, l'eﬀet de renfort dû à
l'ajout des nanoparticules est plus net. Cet eﬀet de renfort est perceptible sur l'ensemble
des modules, contrairement au cas des nanocomposites avec 4,44 % d'inclusions pour
lesquels seuls les modules de Young et de compressibilité permettent de mettre en évidence
ce phénomène au dessous de Tg.
Concernant l'eﬀet de taille, le renforcement est plus marqué lorsque la taille des nano-
particules augmente (Fig. 4.2). On retrouve le phénomène déjà observé sur les systèmes
à plus faible fraction volumique. On note cependant que le module de cisaillement et le
coeﬃcient de Poisson semblent peu sensibles à l'eﬀet de taille des particules de renfort.
Si on eﬀectue la comparaison des modules de compressibilité entre la matrice pure
et les nanocomposites r3fv27.12 et r6fv27.12 à 400 K et 700 K (Tab. 4.5), on observe
toujours un eﬀet de renforcement assez net dû à l'ajout des nanoparticules de silice. Ce
renforcement, comme à 100 K, est d'autant plus important que la taille des inclusions
croît.
En revanche, on n'observe plus le cas critique pour lequel, en dépit de l'ajout de na-
noparticules rigides, un adoucissement du comportement mécanique apparaît. Ceci s'ex-
plique par le fait que, pour une fraction volumique d'inclusions de 27,12 %, les proportions
des phases d'interphase et de matrice sont plus faibles. Leur rôle, et en particulier leur
forte variation de rigidité avec la température, en est donc diminué.


























Fig. 4.2  Essais de traction à 1 bar.ps−1 suivant l'axe ~x à 100 K. Comparaison entre la
matrice pure et les nanocomposites avec une fraction volumique d'inclusions de 27,12 %.
température r3fv27.12 r6fv27.12 matrice pure
100 K kDM=5,4 ± 0,6 GPa 5,9 ± 0,2 GPa k3=4,2 ± 0,5 GPa
νDM=0,39 ± 0,01 0,39 ± 0,01 ν3=0,42 ± 0,01
400 K kDM=3,8 ± 0,6 GPa 3,9 ± 0,2 GPa k3=3,2 ± 0,5 GPa
νDM=0,45 ± 0,01 0,45 ± 0,01 ν3=0,46 ± 0,01
700 K kDM=3,2 ± 0,6 GPa 3,4 ± 0,2 GPa k3=2,8 ± 0,5 GPa
νDM=0,45 ± 0,01 0,45 ± 0,01 ν3=0,46 ± 0,01
Tab. 4.5  Valeurs du module de compressibilité et du coeﬃcient de Poisson en fonction
de la température pour les systèmes r3fv27.12, r6fv27.12 et la matrice pure.
La fraction volumique d'inclusions ne semble pas inﬂuencer le sens de variation de
l'eﬀet de taille sur le comportement mécanique des nanocomposites. En eﬀet, à 27,12 %
comme à 4,44 % d'inclusions, l'eﬀet de renforcement observé augmente avec la taille des
particules.
L'inﬂuence de la fraction volumique
La confrontation des systèmes r3fv4.44 et r3fv27.12 d'une part, et r6fv4.44 et r6fv27.12
d'autre part, permet d'étudier l'eﬀet de la fraction volumique d'inclusions sur le phéno-
mène de renforcement des propriétés mécaniques des nanocomposites.
Les diﬀérentes valeurs des modules pour les deux systèmes avec des rayons d'inclusions
de 3 nm sont fournies dans le tableau 4.6. En ce qui concerne la confrontation entre les
deux nanocomposites ayant des inclusions de 6 nm de rayon, les valeurs des modules sont
fournies dans le tableau 4.7. Dans chaque cas, la confrontation se fait à 100 K, 400 K et
700 K, ainsi qu'avec la matrice.
Quelles que soient la température et la taille d'inclusions considérées, l'eﬀet de renfort
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température r3fv4.44 r3fv27.12 matrice pure
kDM=4,6 ± 0,3 GPa 5,4 ± 0,6 GPa k3=4,2 ± 0,5 GPa
100 K µDM=0,7 ± 0,1 GPa 0,9 ± 0,1 GPa µ3=0,6 ± 0,1 GPa
EDM=2,0 ± 0,1 GPa 3,4 ± 0,3 GPa E3=1,7 ± 0,1 GPa
νMD=0,41 ± 0,01 0,39 ± 0,01 ν3=0,42 ± 0,01
400 K kDM=3,2 ± 0,3 GPa 3,8 ± 0,6 GPa k3=3,2 ± 0,5 GPa
νDM=0,46 ± 0,01 0,45 ± 0,01 ν3=0,46 ± 0,01
700 K kDM=2,8 ± 0,3 GPa 3,2 ± 0,6 GPa k3=2,8 ± 0,5 GPa
νDM=0,46 ± 0,01 0,45 ± 0,01 ν3=0,46 ± 0,01
Tab. 4.6  Valeurs des modules pour les systèmes r3fv4.44, r3fv27.12, et matrice pure.
température r6fv4.44 r6fv27.12 matrice pure
kDM=4,8 ± 0,1 GPa 5,9 ± 0,6 GPa k3=4,2 ± 0,5 GPa
100 K µDM=0,7 ± 0,1 GPa 1.0 ± 0,1 GPa µ3=0,6 ± 0,1 GPa
EDM=2,1 ± 0,1 GPa 3,6 ± 0,2 GPa E3=1,7 ± 0,1 GPa
νDM=0,42 ± 0,01 0,39 ± 0,01 ν3=0,42 ± 0,01
400 K kDM=3,2 ± 0,3 GPa 3,9 ± 0,6 GPa k3=3,2 ± 0,5 GPa
νDM=0,45 ± 0,01 0,45 ± 0,01 ν3=0,46 ± 0,01
700 K kMD=2,8 ± 0,3 GPa 3,4 ± 0,6 GPa k3=2,8 ± 0,5 GPa
νDM=0,45 ± 0,01 0,45 ± 0,01 ν3=0,46 ± 0,01
Tab. 4.7  Valeurs des modules pour les systèmes r6fv4.44, r6fv27.12, et matrice pure.
dû à la présence des nanoparticules augmente avec la fraction volumique d'inclusions (Fig.
4.3). Ce résultat est conforme à ceux obtenus dans plusieurs études expérimentales sur
les nanocomposites à matrice polymère [67, 65].
4.1.4 Des eﬀets inattendus
Lorsque l'on regarde les résultats obtenus pour les diﬀérents modules, on observe deux
phénomènes contraires à ceux attendus, voire surprenants. Ces phénomènes s'observent
surtout dans des cas limites, c'est à dire lorsque la taille des particules et leur fraction
volumique deviennent très faibles.
Si dans la plupart des cas la présence des nanoparticules rigides se traduit par une
augmentation des propriétes mécaniques du matériau composite par rapport à celles de
la matrice pure, l'eﬀet de taille observé est contraire à celui espéré. Suivant le principe
selon lequel plus les particules sont de petite taille, plus elles sont nombreuses à fraction
volumique d'inclusions ﬁxée, on s'attend à observer un eﬀet de renfort plus marqué lorsque
la taille des inclusions décroît. Or, même si à une échelle aussi ﬁne que celle du nanomètre
il est diﬃcile de prédire ce qui se passe avec le regard classique de la Mécanique des
Milieux Continus, c'est l'eﬀet inverse que l'on observe, le renfort est plus marqué pour les
grosses particules.
Le second phénomène, peut être le plus surprenant, est le fait que, malgré l'ajout
de particules rigides, on observe que le module de compressibilité du système r1.5fv4.44
est plus faible que celui de la matrice pure lorsque l'on dépasse la transition vitreuse.




















































Fig. 4.3  Essais de traction à 1 bar.ps−1 suivant l'axe ~x à 100 K. Comparaison entre la
matrice pure et les nanocomposites avec des inclusions a) de 3 nm de rayon b) de 6 nm
de rayon.
Un tel phénomène d'adoucissement des propriétés mécaniques en dépit de la présence de
renforts rigides a déjà été observé par Brown et al. [24] et Odegard et al. [60]. Comment
s'explique-t-il ?
L'existence de l'interphase de matrice perturbée serait-elle la cause de ces phéno-
mènes ?
4.2 Confrontation entre Dynamique Moléculaire et ap-
proche micromécanique
Dans le chapitre précédent, un aller entre la DM et l'approche micromécanique a
permis, via la considération d'une longueur caractéristique de l'échelle nanométrique,
l'introduction d'un eﬀet de taille des particules dans les modèles micromécaniques. Au
cours de ce paragraphe, un retour de la micromécanique vers la DM, en considérant une
interphase de matrice perturbée aux propriétés mécaniques plus faibles que celles de la
matrice pure, permet d'expliquer les phénomènes de renforcement observés lors de l'étude
du comportement mécanique des nanocomposites au travers de la DM (paragraphe 4.1).
4.2.1 Problématique de la confrontation
La confrontation entre deux outils distincts, à savoir les simulations de Dynamique
Moléculaire et la micromécanique des matériaux hétérogènes, pose certaines questions.
Le choix des modèles confrontés
La confrontation entre l'eﬀet de taille des particules prédit par les modèles micro-
mécaniques et celui observé au travers des simulations de DM, se fait grâce au modèle
3+1-phases [47]. Dans le cas de faibles fractions volumiques d'inclusions, ce modèle se
révèle très pertinent pour prédire le comportement mécanique de nanocomposites de type
inclusions/matrice. De plus, il est moins restrictif que les modèles dilués en ce qui concerne
la plage des fractions volumiques d'inclusions enrobées qu'il est possible de balayer.
124 Chapitre4. Interphase et eﬀet de taille
Cette confrontation a lieu pour les systèmes r1.5fv4.44, r3fv4.44 et r6fv4.44 pour
lesquelles la fraction volumique d'inclusions est de 4,44 %. Les fractions volumiques d'in-
clusions enrobées, en considérant une épaisseur d'interphase de 2 nm à 100 K, sont res-
pectivement de 60,84 % pour le système r1.5fv4.44, 24,99 % pour le système r3fv4.44 et
14,96 % pour le système r6fv4.44.
Répartition périodique ou aléatoire des particules
Un point soulevé par la confrontation entre la DM et l'approche micromécanique
concerne le problème de la périodicité. En eﬀet, lorsque la procédure de préparation des
nanocomposites a été décrite (chapitre 2), il a toujours été fait référence à une cellule de
base composée d'une nanoparticule de silice entourée de matrice. Les systèmes simulés
en DM sont donc périodiques. Au contraire, les approches présentées en micromécanique
sont basées sur des distributions aléatoires des diﬀérentes phases.
En ce qui concerne la Mécanique des Milieux Continus, il existe des méthodes en
homogénéisation périodique, mais la plupart font appel aux éléments ﬁnis, ce qui nécessi-
terait le développement d'outils supplémentaires pour une éventuelle mise en ÷uvre dans
le cadre de cette étude.
Côté Dynamique Moléculaire, pour diminuer la périodicité des systèmes envisagés, il
est possible d'introduire plusieurs nanoparticules dispersées aléatoirement dans la cellule
de base. Néanmoins, on est très rapidement restreint par la taille des systèmes. Concréte-
ment, dans le cadre de cette étude, faire une cellule de base constituée de huit nanoparti-
cules de 3 nm de rayon dispersées dans la matrice de 640 chaînes de 1000 sites CH2 revient
à travailler sur un système de près de 700000 atomes avec une fraction volumique d'in-
clusions de 4,44%, ce qui équivaut au système r3fv4.44 mais avec huit fois plus d'atomes.
De plus, cette méthode, qui se traduit par une augmentation importante de la taille des
systèmes simulés pour une même fraction volumique et une même taille d'inclusions, ne
permet pas de faire disparaître la périodicité des systèmes, mais seulement de la reporter
à une autre échelle. La réalisation de tels systèmes a été envisagée dans le cadre des tra-
vaux présentés dans cette thèse mais, par manque de temps et devant la discutabilité des
bénéﬁces apportés par une étude partielle du problème, ils n'ont pas été entrepris.
Si on se permet cette confrontation entre l'aspect périodique des systèmes de DM et
celui aléatoire de l'approche micromécanique, c'est sur la base des travaux de Hervé et
Zaoui [49]. En eﬀet, dans le cadre de la Mécanique des Milieux Continus, la confrontation
entre une modélisation par éléments ﬁnis (périodique) et un modèle n+1-phases (aléa-
toire) pour des systèmes de type ﬁbres/matrice a montré qu'il n'existe pas de diﬀérences
signiﬁcatives entre les prédictions du comportement mécanique de ces deux approches.
Données du problème
Grâce aux simulations de Dynamique Moléculaire, on connait :
 la fraction volumique d'inclusions f1 ;
 l'épaisseur d'interphase eint ;
 les modules élastiques de la phase d'inclusion, k1 et µ1 ;
 les modules élastiques de la phase de matrice, k3 et µ3.
Pour chacun des trois nanocomposites considérés, on connait le rayon des inclusions Rinc
et les modules eﬀectifs kDM et µDM . On cherche à déterminer les valeurs des modules
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élastiques k2 et µ2 de la phase d'interphase permettant de prédire l'eﬀet de renforcement
des propriétés mécaniques observé au cours des simulations de DM. On fait l'hypothèse
que les propriétés de l'interphase ne dépendent pas de la taille des inclusions.
4.2.2 Une interphase plus souple que la matrice
La détermination des modules élastiques de l'interphase est eﬀectuée à 100 K. Pour
valider les résultats obtenus, bien qu'à 400 K et 700 K seul le module de compressibilité
est estimé, une méthode est mise en ÷uvre aﬁn d'obtenir une approximation du module
de compressibilité de l'interphase à ces températures.
Détermination des modules eﬀectifs de l'interphase
A la température de 100 K, on dispose de tous les modules élastiques pour les diﬀérents
nanocomposites, ainsi que pour la silice et la matrice pure. Par analogie avec l'approche





























Fig. 4.4  Evolution du module de compressibilité eﬀectif (normalisé par rapport à celui de
la matrice) en fonction des modules de compressibilité et de cisaillement de l'interphase
(normalisés par rapport à ceux de la matrice. k3=4,2 GPa, k1=31,8 GPa, µ3=0,6 GPa,
µ1=27,0 GPa, eint=2 nm, f1=4,44 %.
Lorsque l'on trace keff (k2, µ2) on obtient une surface concave ne présentant aucun
extremum local (Fig 4.4). On voit qu'il existe une inﬁnité de couples (k2,µ2) donnant
une même valeur de keff par le modèle 3+1-phases, il en est de même pour µeff .
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Pour une taille d'inclusions donnée, on détermine l'ensemble des couples (k2,µ2) pour
lesquelles keff (k2, µ2) est égal au module issu des simulation de DM, noté kDM , à dkDM
près, keff (k2, µ2) ∈ [kDM − dkDM ; kDM + dkDM ].
Pour une taille d'inclusions donnée, on reproduit la même opération sur le module de ci-
saillement eﬀectif. On obtient ainsi l'ensemble des couples (k2′ ,µ2′) tels que µeff (k2′ , µ2′) ∈
[µDM − dµDM ;µDM + dµDM ], où µDM représente le module de cisaillement eﬀectif donné
par les simulations de DM, et µeff représente le module de cisaillement eﬀectif fourni par
le modèle 3+1-phases. Le terme dµDM traduit la précision avec laquelle on souhaite
approcher le module de cisaillement donné par les simulations de DM.















Fig. 4.5  Confrontation DM/3+1-phases pour le nanocomposite r1.5fv4.44 à 100 K.
Ensemble des couples (k2,µ2) permettant d'approximer les modules eﬀectifs issus de la
DM à 10 % près.
Pour chacun des trois nanocomposites (r1.5fv4.44, r3fv4.44 et r6fv4.44), on trace les
domaines des couples (k2,µ2) et (k2′ ,µ2′) (Figs. 4.5, 4.6a et 4.6b). L'incertitude sur les
modules issus de la DM dépendant de la taille du système étudié et du module élastique
considéré, on décide d'eﬀectuer la confrontation pour une incertitude de 10 % sur les





= 0, 1. Il est très rassurant de voir que, quelque soit
le nanocomposite étudié, ces deux domaines ont une intersection non vide. Il est possible
d'optimiser la confrontation entre simulations de DM et approche micromécanique en
utilisant simultanément les modules de compressibilité et de cisaillement.
On remarque que les domaines sont de plus en plus larges lorsque la taille des inclusions
augmente. Etant donné que la précision reste la même, cela signiﬁe que la courbure de la
surface keff (k2, µ2) diminue lorsque le rayon des inclusions croît. Ceci, en accord avec les
courbes présentées dans le chapitre précédent (paragraphe 3.3), traduit le fait que l'eﬀet
de taille des particules s'accélère lorsque le rayon des inclusions devient très faible.
Pour voir s'il existe un domaine de valeurs de k2 et µ2 pour lequel notre problème a
une solution, c'est à dire que l'on peut trouver au moins un couple (k2,µ2) tel que à la fois
keff = kDM ±0, 1×kDM et µeff = µDM ±0, 1×µDM , on regarde si l'intersection des trois
domaines déﬁnis précédemment est non vide, ce qui est le cas (Fig. 4.7). On déﬁnit alors
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Fig. 4.6  Confrontation DM/3+1-phases à 100 K a) pour le nanocomposite r3fv4.44
b) pour le nanocomposite r6fv4.44. Ensemble des couples (k2,µ2) permettant d'approximer
les modules eﬀectifs issus de la DM à 10 % près.
le couple solution comme le point du plan {k2,µ2} qui est le centre de l'intersection des
trois domaines. A cause de l'échantillonnage des valeurs de k2 et µ2, l'intersection est de
forme rectangulaire ; son centre est déﬁni comme la moyenne des valeurs sur la frontière.
On obtient alors pour l'interphase un module de compressibilité de 4,0 GPa et un module
de cisaillement de 0,6 GPa. En comparaison, ces mêmes modules sont respectivement de
4,2 GPa et 0,6 GPa pour la matrice, l'interphase est donc plus souple que la matrice.
Si maintenant on injecte les valeurs obtenues pour les modules élastiques de l'inter-
phase dans un modèle 3+1-phases, on obtient les courbes présentées à la ﬁgure 4.8.
La confrontation avec les résultats issus de la DM se montre cohérente : qualitativement
les eﬀets de renforcement sont similaires et, quantitativement, les écarts entre les deux
approches restent relativement faibles (10 % au maximum). Le fait que l'on observe aucun
eﬀet de taille sur le module de cisaillement s'explique par l'égalité entre les modules de
cisaillement de la matrice et de l'interphase.
Pour la confrontation au dessus de la température de transition vitreuse (à 400 K et à
700 K), on ne dispose que d'une approximation du module de compressibilité et du coeﬃ-
cient de Poisson. Etant donnée la forme des expressions des modules eﬀectifs, en fonction
des modules des diﬀérentes phases constitutives, données par le modèle 3+1-phases, il
est impossible d'obtenir à la fois une approximation de k2 et µ2 en ne connaissant que
keff . Comme le coeﬃcient de Poisson n'est inﬂuencé, ni par la présence des inclusions,
ni par leur taille, on fait l'hypothèse que le coeﬃcient de Poisson de l'interphase reste le
même que celui de la matrice pure. Cette hypothèse est plutôt bien vériﬁée à 100 K en
utilisant la relation donnant le coeﬃcient de Poisson en fonction des modules de com-
pressibilité et de cisaillement dans le cas de l'élasticité linéaire isotrope (annexe B). A
partir de là, on balaye en k2 pour tracer la courbe keff = g(k2) qui passe au plus près des
trois points issus des simulations de DM. Il ne faut pas perdre de vue que, les modules,
mais aussi l'épaisseur d'interphase, changent avec la température. La détermination du k2
optimal permettant de passer au plus près des trois modules de compressibilité eﬀectifs
issus de la DM se fait grâce à une méthode des moindres carrés, on minimise la grandeur∑
(kDMi−keff i(k2))2 pour i égale 1 à 3. Les termes kDMi et keff i(k2) représentent respec-
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Fig. 4.7  Confrontation DM/3+1-phases pour les trois nanocomposite r1.5fv4.44,
r3fv4.44 et r6fv4.44 à 100 K. eint= 2 nm.
tivement les modules de compressibilité eﬀectifs donnés, par les simulations de DM d'une
part et, par le modèle 3+1-phases d'autre part, pour le nanocomposite considéré.
Les ﬁgures 4.9a et 4.9b montrent les résultats de cette confrontation. Une fois que l'on
a déterminé le k2 optimal, connaissant ν2 (égal à 0,46 pour les systèmes considérés), il est
possible de prédire l'eﬀet de taille sur les modules de Young et de cisaillement. A 400 K,
alors que le module de compressibilité de la matrice est de 3,2 GPa, celui de l'interphase
est de 2,3 GPa. A 700 K, le module compressibilité de l'interphase est de 1,7 GPa contre
2,8 GPa pour la matrice.
L'analyse de ces diﬀérents résultats montre que lorsque l'interphase est plus souple
que la matrice, d'une part l'eﬀet de renfort prédit par les modèles micromécaniques est
conforme à celui observé au cours des simulations de DM (le renforcement est plus marqué
pour les grandes tailles de particules), et, d'autre part, il existe eﬀectivement un rayon cri-
tique des inclusions en dessous duquel un eﬀet d'adoucissement des propriétés mécaniques
des nanocomposites peut-être observé en dépit de la présence des particules rigides.
Les raisons d'une interphase plus souple
Pour expliquer le fait que les perturbations locales de la matrice entraînent un adou-
cissement local du comportement de cette dernière, phénomène déjà observé par van
Workum et de Pablo dans le cas de ﬁlms minces de polymère au voisinage du substrat
[90], on envisage deux solutions : soit les phénomènes oscillatoires observés sur la distribu-
tion de la masse volumique des chaînes de polymère en fonction de la distance à la surface
de la nanoparticule se traduisent par une diminution globale de la masse volumique du
polymère dans la coquille d'interphase entourant la nanoparticule (on a alors un maté-
riau moins dense et moins rigide que la matrice pure), soit l'orientation préférentielle des
chaînes de polymère, de façon tangentielle à la surface de la nanoparticule, au voisinage
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Fig. 4.8  Eﬀet de taille prédit par le modèle 3+1-phases dans le cadre de la confron-






de cette dernière se traduit par une augmentation de la part des interactions de Van der
Waals entre les chaînes par rapport aux liaisons rigides au sein de la chaîne. Ces deux
explications envisagées induisent une diminution de la rigidité de la matrice perturbée.
Les deux scénari envisagés n'ont pour l'instant pas pu être discutés. Néanmoins,
quelque soit le phénomène physique à considérer, perturbation de la masse volumique ou
réorientation des segments de chaînes, on peut facilement imaginer que le comportement
de l'interphase n'est plus isotrope mais révèle au contraire une orthotropie radiale. Ceci
pourrait expliquer le fait que la présence des particules de renfort sur le comportement
mécanique des nanocomposites est surtout sensible sur les modules de compressibilité et
de Young, pour lesquels le matériau est sollicité suivant une direction radiale, direction
d'anisotropie.
Le fait que l'interphase soit plus souple que la matrice pure peut sembler contradic-
toire avec la diminution de mobilité des chaînes de polymère observée au voisinage des
nanoparticules. Néanmoins, il ne faut pas perdre de vue que la réorientation locale des
chaînes dans l'interphase traduit une anisotropie radiale de cette dernière. Le changement
d'architecture des chaînes au voisinage du renfort s'accompagne donc d'un changement
de comportement du matériau qui soulève des questions supplémentaires quant à une
éventuelle confrontation directe entre les comportements de l'intrphase et de la matrice.
4.3 Une confrontation entre deux approches
L'étude du comportement mécanique des nanocomposites au travers des simulations
de DM a mis en évidence un eﬀet de taille des particules particulier. En dépit de la
présence de particules rigides, l'eﬀet de renforcement reste peu marqué et augmente avec
la taille des particules. De plus, lorsque la taille des inclusions de silice devient très faible,
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Fig. 4.9  Confrontation DM/3+1-phases a) à 400 K, eint= 1,5 nm, ν2= 0,46 b) à 700
K, eint= 1 nm, ν2= 0,46. Détermination de k2 tel que la courbe keff (Rinc) passe au plus
près des résultats de la DM. Les ronds représentent les points issus de la DM, kDM
k3
.
on peut observer un adoucissement des propriétés mécaniques.
La confrontation entre la Dynamique moléculaire et l'approche par Motifs Morpho-
logiques Représentatifs se révèle être un enrichissemnet mutuel des deux méthodes. En
considérant l'existence d'une interphase de matrice perturbée entourant les inclusions,
dont les propriétés mécaniques sont plus faibles que celles de la matrice et dont l'épais-
seur est indépendante de la taille des nanoparticules, il est possible d'introduire dans
le modèle 3+1-phases (et dans les modèles micromécaniques en général) un eﬀet de
taille des particules qui permet de rendre compte des phénomènes de renforcement des
propriétés mécaniques observés lors des simulations de Dynamique Moléculaire.
Conclusions et perspectives
En conclusion, nous résumons ci-dessous les principaux résultats obtenus au cours de
cette étude avant de dégager quelques pistes possibles d'approfondissement et d'élargis-
sement.
Principaux résultats
Dans un premier temps, l'étude de nanocomposites virtuels par le biais de simulations
de Dynamique Moléculaire a permis de mettre en évidence l'existence d'une interphase
de matrice perturbée entourant les inclusions. Les nanocomposites simulés sont compo-
sés d'inclusions de silice noyées dans une matrice polymère amorphe. Si la matrice est
constituée d'un polymère idéal simple, le modèle de silice développé permet d'introduire
la distance silicium-oxygène comme longueur interne de la silice et, ainsi, de justiﬁer d'une
taille des particules. Pour les diﬀérents nanocomposites simulés, on observe un arrange-
ment des chaînes de polymère en couches concentriques, de densité diﬀérente et orientées
tangentiellement à la surface de l'inclusion, traduisant l'existence d'une interphase de ma-
trice perturbée. L'étendue de cette zone est indépendante de la taille des inclusions et du
taux de renforts, mais décroît lorsque la température augmente.
Dans un deuxième temps, via la considération de cette interphase d'épaisseur ﬁxe
entourant les nanoparticules, un intèrêt particulier a été porté sur l'introduction, dans les
modèles micromécaniques, d'un eﬀet de taille des inclusions sur les propriétés mécaniques
eﬀectives des nanocomposites. Tout d'abord, cet eﬀet de taille a été introduit dans le
modèle des inclusions enrobées diluées. Une extension de ce modèle au cas des plus fortes
fractions volumiques d'inclusions enrobées a été proposée pour mieux rendre compte de
l'eﬀet de taille des particules. Par la suite, un eﬀet similaire a pu être introduit dans
une approche par Motifs Morphologiques Représentatifs, approche pour laquelle la prise
en considération de longueurs internes ne semblait pas évidente au premier abord. Pour
les faibles fractions volumiques d'inclusions la prise en compte d'un seul motif de type 3
phases se révèle pertinente, de même la correction apportée au modèle dilué est eﬃcace.
Dans le cas des fortes fractions volumiques d'inclusions, le choix des motifs joue un rôle
important sur l'amplitude de l'eﬀet de renforcement prédit. Dans le cas d'une interphase
plus souple que la matrice, on prédit une augmentation des modules élastiques eﬀectifs
avec la taille des inclusions et lorsque l'épaisseur d'interphase décroît. Au contraire, pour
une interphase plus raide que la matrice, les modules eﬀectifs augmentent lorsque la taille
des inclusions diminue et lorsque l'épaisseur d'interphase augmente.
Pour ﬁnir, l'étude du comportement mécanique des nanocomposites virtuels au travers
des simulations de Dynamique Moléculaire a permis de mettre en évidence un phénomène
de renforcement des modules eﬀectifs (en particulier pour les modules de Young et de
compressibilité) qui augmente avec la taille des inclusions. Dans certains cas, en dépit
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de la présence des nanoparticules rigides, on observe même une diminution des modules
eﬀectifs. Une partie de ce second phénomène, observé à forte température, s'explique par
la forte chute de la température de transition vitreuse des nanocomposites induite par
l'ajout des nanoparticules. Pour comprendre ces phénomènes, les modules élastiques de
l'interphase ont été déterminés par méthode inverse grâce au modèle 3+1-phases. Il
s'avère que l'interphase de matrice perturbée a des modules eﬀectifs plus faibles que ceux
de la matrice pure, ce qui permet d'expliquer les phénomènes de renforcement observés
au cours des simulations de Dynamique Moléculaire.
Au terme de ce travail de thèse, on note que l'inquiétude initiale sur la possibilité
d'établir un lien entre Dynamique Moléculaire et approche micromécanique (étude d'éf-
fets d'échelle) a été levée. Dans un sens, en introduisant des informations fournies par
la modélisation moléculaire (comme l'épaisseur d'interphase) dans les modèles micromé-
caniques, il est possible de prédire des eﬀets de taille absolus qui, en retour permettent
d'expliquer les phénomènes de renforcement observés par Dynamique Moléculaire.
Bien que cette étude soit restreinte au cas des polymères chargés, l'intérêt de la dé-
marche proposée au cours de ces travaux réside dans le fait qu'elle peut s'étendre au cas
plus général de la prise en compte de longueurs caractéristiques dans les matériaux hé-
térogènes. La confrontation entre diﬀérentes approches de science des matériaux permet
de mettre en avant des phénomènes physiques particuliers. En y associant des longueurs
caractéristiques, donc des échelles pertinentes à considérer, il est ainsi possible de prédire
le comportement mécanique du matériaux à ces échelles caractéristiques.
Perspectives
A la lumière des résultats obtenus, on voit que le champ des perspectives concernant
l'étude d'eﬀets de taille dans les matériaux hétérogènes est très vaste, ce aussi bien dans
le domaine de la modélisation moléculaire que de celui des modèles micromécaniques.
Concernant les simulations de Dynamique Moléculaire, on s'est jusqu'à présent res-
treint à des nanocomposites relativement simples, surtout en ce qui concerne la matrice
polymère. Un des déﬁts pour la modélisation moléculaire serait d'appréhender toute la
complexité des phénomènes qui se produisent à l'interface entre la particule de renfort et
la matrice. L'étendue des perturbations de la matrice observées au voisinage des renforts
semble être liée à la nature des interactions entre les inclusions et la matrice. Comment
varie l'épaisseur d'interphase en fonction de l'interaction inclusions/matrice (interactions
à distance, liaisons chimiques) ? Lorsque les inclusions deviennent très proches (fortes
fractions volumiques ou très faibles tailles d'inclusions) faut-il prendre en compte le rôle
de l'interaction entre les inclusions pour la compréhension des phénomènes ? En ce qui
concerne la matrice, à l'aide de méthodes de type coarse grained, il est aussi envisageable
de regarder l'inﬂuence de la taille des groupements ou de la complexité de l'architecture
des chaînes sur le comportement de la matrice perturbée. Il reste encore de nombreuses
questions sans réponses concernant la caractérisation de l'interphase.
Du côté micromécanique, les eﬀets de taille considérés dans ces travaux ne sont qu'un
échantillon d'eﬀets possibles. Notamment, les questions concernant les inﬂuences de la
compacité et de la dispersion des arrangements de particules ont à peine été abordées.
Les travaux de Torquato et al. [33, 52, 81] peuvent être une source d'inspiration impor-
tante pour traiter ces questions. Le cas des inclusions polydisperses a lui aussi à peine
été évoqué, il reste donc beaucoup à faire dans l'optique d'une confrontation avec des
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nanocomposites réels pour lesquels on a souvent une distribution des tailles de particules.
L'étude des nanocomposites particulaires du point de vue expérimental met souvent en
avant des problèmes d'agrégation, est-il possible de rendre compte de ces phénomènes dans
une approche par Motifs Morphologiques Représentatifs ? Pour aborder ce problème, il
pourrait être envisagé de consid¯er des domaines de phase diﬀérentes en fonction de la
présence ou non d'amas. De plus, l'étude présentée ici dans le cas de l'élasticité linéaire
isotrope peut être étendue à des comportement plus complexe, comme en utilisant les
modules complexes dans le cadre la viscoélasticité par exemple.
Comme cela a été évoqué à plusieurs reprises dans ce manuscrit, dans le cadre d'une
confrontation entre simulations de Dynamique Moléculaire et approche micromécanique,
il existe encore des problèmes très intéressants à traiter. On peut par exemple se focaliser
sur des problèmes de conﬁnement de la matrice entre les inclusions lorsque la fraction
volumique des inclusions devient importante et que leur taille décroît (donc leur nombre
augmente). Il ne faut pas non plus oublier la problématique liée à la confrontation entre
des systèmes périodiques (modélisation moléculaire) et des sytèmes aléatoires (modèles
micromécaniques) qui soulève certaines questions très pertinentes.
Il serait aussi très intéressant de pouvoir déterminer directement les modules élastiques
de l'interphase au travers des simulations de DM dans le but de les comparer avec ceux
obtenus par méthode inverse à l'aide des modèles micromécaniques. Pour être pertinente,
cette méthode, consistant à déterminer les propriétés dans des sous-volumes de la cellule
de base, nécessite que le système étudié soit suﬃsament grand pour que l'incertitude sur
les grandeurs moyennes calculées dans les diﬀérents sous-volumes soit faible. A très court
terme, une telle méthode est envisageable sur le système r6fv4.44 constitué de plus de
700000 atomes. En plus des modules élastiques, il serait aussi possible de déterminer par
cette voie la température de transition vitreuse de l'interphase de matrice perturbée. Pour
la caractérisation de grandeurs locales sur de plus petits systèmes, la solution pourrait
aussi venir de la théorie des ﬂuctuations des déformations [89, 90, 92].
Bien entendu, une confrontation avec l'expérience se révèlerait encore plus enrichis-
sante pour la compéhension des eﬀets de taille dans les matériaux hétérogènes, particu-
lièrement à une échelle aussi ﬁne que celle du nanomètre. Par exemple, une confrontation
entre une étude par simulations de DM et une étude expérimentale sur le comporte-
ment mécanique d'élastomères chargés (matériaux couramment utilisés dans l'industrie
automobile) pourrait fournir des données très intéressantes sur le comportement de nano-
composites particulaires. Dans ce cadre, un apport de l'approche micromécanique pourrait
être envisagé grâce à la linéarisation (par méthode aﬃne, sécante etc.) du comportement
mécanique de ces matériaux. La diﬃculté d'une confrontation entre expérience et modéli-
sation tient du fait des hypothèses simpliﬁcatrice qui doivent être faites pour développer
les modèles et qui ne rendent pas forcement bien compte de la complexité des phénomènes
réels.
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Annexe A
Liste des symboles et abréviations
Dans cette annexe sont récapitulées les notations employées de manière récurante dans
ce manuscrit. Les quelques notations supplémentaires qui ne sont utilisées que ponctuel-
lement sont introduites dans le texte au moment opportunt.
La notation en gras représente la notation tensorielle.
Symbole Signiﬁcation
A tenseur de localisation en déformations (ordre 4)
B tenseur de localisation en contraintes (ordre 4)
β rapport entre les rayons des deux populations d'inclusions dans le cas
des inclusions bidisperses
ci tenseur des modules de la phase i (ordre 4)
Ceff tenseur des modules eﬀectifs (ordre 4)
C0 tenseur des modules du milieu de référence (ordre 4)
CC Cubique Centré
CFC Cubique Faces Centrées
CS Cubique Simple
d échelle des hétérogénéités
dip distance inter-particulaire (nm)
DM Dynamique Moléculaire
εi tenseur des déformations dans la phase i (ordre 2)
e charge élémentaire du proton, 1,6 10−19 eV
eint épaisseur d'interphase (nm)
E tenseur des déformations macroscopiques (ordre 2)
Ei module de Young de la phase i (GPa)
Eeff module de Young du MHE (GPa)
fi fraction volumique de la phase i
gmq code de calcul de DM
G
′ module de cisaillement élastique
G” module de cisaillement viscoélastique
h tenseur du 2nd ordre associé aux dimensions de la cellule de base des
simulations de DM
ied modèle des inclusions enrobées diluées
iedmod modèle des inclusions enrobées diluées modiﬁé
3ph modèle 3+1-phases
In tenseur identité d'ordre n
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Symbole Signiﬁcation
kB constante de Boltzmann, 1,38062 10−23 J.K−1
ki module de compressibilité de la phase i (GPa)
keff module de compressibilité du MHE (GPa)
kDM module de compressibilité eﬀectif issu des simulations de DM (GPa)
l échelle du VER
L échelle du milieu hétérogène
LJ Lennard-Jones
rLJ et  paramètres du potentiel de LJ
µi module de cisaillement de la phase i (GPa)
µeff module de cisaillement du MHE (GPa)
µDM module de cisaillement eﬀectif issu des simulations de DM (GPa)
MHE Milieu Homogène Equivalent
MMC Mécanique des Milieux Continus
MMR Motif Morphologique Représentatif−→n vecteur normal
νi coeﬃcient de Poisson de la phase i
νeff coeﬃcient de Poisson du MHE
0n tenseur nul d'ordre n
p∗i champ de polarisation dans la phase i
p pression (bar)
P tenseur des pressions (ordre 2)
Preq tenseur des pressions requis (ordre 2)
P2 second polynôme de Legendre
PA polyacrylate
PA6 polyamide




PMC Pivot de Monte Carlo




Φi potentiel de l'interaction de type i
r1.5fv4.44 nanocomposite composé d'inclusions de 1,5 nm de rayon avec une
fraction volumique d'inclusions de 4,44 %
r3fv4.44 nanocomposite composé d'inclusions de 3 nm de rayon avec une frac-
tion volumique d'inclusions de 4,44 %
r6fv4.44 nanocomposite composé d'inclusions de 6 nm de rayon avec une frac-
tion volumique d'inclusions de 4,44 %
r3fv27.12 nanocomposite composé d'inclusions de 3 nm de rayon avec une frac-
tion volumique d'inclusions de 27,12 %
r6fv27.12 nanocomposite composé d'inclusions de 6 nm de rayon avec une frac-
tion volumique d'inclusions de 27,12 %−→rij distance entre les atomes i et j (nm)
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Symbole Signiﬁcation
rc rayon de coupure des potentiels (nm)
R distance au centre de la cellule de base (nm)
Rgir rayon de giration des chaînes de polymère (nm)
Ri rayon de la phase i du motif
R0 rayon de la sphère totalement vide de polymère (nm)
Rinc rayon des inclusions (nm)
RMN Résonance Magnétique Nucléaire
σi tenseur des contraintes dans la phase i (ordre 2)
Σ tenseur des contraintes macroscopiques (ordre 2)
si tenseur des souplesses de la phase i (ordre 4)
Seff tenseur des souplesses eﬀectives (ordre 4)
S0 tenseur des souplesses du milieu de référence (ordre 4)
SCH Sphères Composites de Hashin
τP paramètre de couplage pour le contrôle du tenseur des pressions (ps)
τT paramètre de couplage pour le contrôle de la température (ps)
τ angle de torsion ()
θ angle de valence ()
tanα facteur d'amortissement viscoélastique
t temps (ps)
T température (K)
Tg température de transition vitreuse (K)
Treq température requise (K)−→
T vecteur contrainte−→u vecteur déplacement
VER Volume Elémentaire Représentatif
V volume du VER
∂V contour du VER
WCA Weekes-Chandler-Andersen
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Annexe B
Relations entre les modules élastiques
Dans cette annexe sont rappelées les relations de l'élasticité linéaire isotrope entre les
diﬀérents modules élastiques. Seulement deux modules élastiques suﬃsent à caractériser
un comportemnt élastique linéaire isotrope du point de vue de la Mécanique des Milieux
Continus. On note respectivement k, µ et E les modules de compressibilité, de cisaillement
et de Young du matériau. Le coeﬃcient de Poisson est quant à lieu noté ν. Les trois
modules sont homogènes à une contrainte (Pa) alors que le coeﬃcient de Poisson est sans
dimension. Les diﬀérentes relations entre ces modules sont présentées dans le tableau
suivant :
















µ, ν 2µ(1 + ν)





Tab. B.1  Relations entre les diﬀérents modules élastiques dans le cas de l'élasticité
linéaire isotrope.
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Annexe C
Paramètres des simulations de DM
Au cours de ces travaux, en particulier lors des études de Dynamique Moléculaire
(DM), il est souvent fait mention aux notions de gain de temps de calcul et de paramètres
de simulations. Cette annexe, a pour but de récapituler les diﬀérents paramètres utilisés
pour la conduite des simulations de DM. C'est aussi l'occasion de donner quelques ordres
de grandeur des temps de calcul nécessaires pour l'étude des nanocomposites simulés.
Les paramètres des diﬀérents potentiels d'interaction sont précisés lors de la description
des diﬀérents matériaux simulés (chapitre 2). Dans cette annexe, il s'agit de fournir les
paramètres propres à la conduite des simulations et non à la nature des matériaux simulés.
C.1 La silice
Pour le modèle de silice étudié, les constantes de couplage τP et τT sont respectivement
égales à 10 ps et 0,1 ps.
Les pas de calcul sont de 5 fs. Avec le système de silice, on peut faire des pas de
calculs relativement grands (en comparaison du pas de calcul des systèmes polymères)
car le système est peu mobile, les déplacements des atomes entre chaque pas de calcul
sont donc assez faibles. Pour être tout à fait exacte, c'est davantage la notion de fréquence
des déplacements des atomes que celle d'amplitude des déplacements qui importe pour le
choix du pas de calcul.
Pour le modèle de silice BKS, qui pour rappel est utilisé pour générer la structure
amorphe de la silice moléculaire employée au cours de cette étude, le rayon de coupure
déﬁnissant la limite du champ d'action du potentiel de Buckingham (représentant les
interactions à distance de type Van der Waals) est de 10 Å. En ce qui concerne les
interactions de Coulomb, les paramètres utilisés dans la sommation d'Ewald (chapitre 1
paragraphe 1.3) sont respectivement, de 10 Å pour le rayon de coupure dans l'espace réel,
de 0,29 Å−1 pour le facteur α et de 20 pour Kmax. Ce dernier paramètre est un entier
dont la déﬁnition, fournie dans le manuel d'utilisation de gmq [15], permet de limiter le
nombre de vecteurs de l'espace réciproque à prendre en compte dans la sommation. Lors
de la conversion entre la silice BKS et la silice moléculaire, un atome d'oxygène et un
atome de silicium pouvaient être liés pour former une liaison Si − O du réseau si leur
distance était inférieure à 1,9 Å.
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C.2 Les matériaux à base de polymère
Dans le cas de la présence de matériaux polymères, les systèmes se déforment davan-
tage et sont beaucoup plus mobiles, cela nécessite donc des réglages des paramètres des
simulations diﬀérents de ceux de la silice. Ces réglages sont les mêmes pour tous les sys-
tèmes contenant de la phase polymère, la matrice pure ainsi que les cinq nanocomposites
étudiés.
Les constantes de couplage utilisées dans tous les systèmes contenant du polymère ont
pour valeurs respectives, τP=2 ps et τT=1 ps. La tolérance sur l'écart relatif à la position
d'équilibre δ, utilisée dans l'algorithme de type SHAKE [68], a pour valeur 10−6.
Pour les matériaux contenant de la phase polymère, les pas de calcul utilisés sont de 2
fs. Les systèmes étant très mobiles, il est nécessaire de diminuer le pas de calcul pour que
les déplacements des atomes entre deux pas d'intégration ne soient pas trop importants
(ce qui peut poser des problèmes dans les algorithmes de calcul).
C.3 Estimation des temps de calcul
Dans le tableau suivant, sont données des estimations des temps de calcul nécessaires
pour les simulations de DM sur les diﬀérents systèmes étudiés. Ces temps de calcul sont
fournis pour un seul processeur. Il faut noter que pour tous les nanocomposites, les calculs
ont été réalisés sur les super-calculateurs de l'IDRIS et du CINES, avec huit processeurs
en parallèle (il faut donc multiplier les temps de calcul par huit).
matrice pure r1.5fv4.44 r3fv4.44 r6fv4.44 r3fv27.12 r6fv27.12
nombre
d'atomes
30000 10926 87856 705181 17856 145181
temps de
calcul (h)
2,5 1,6 11,3 60,0 2,3 22,0
Tab. C.1  Estimations des temps de calcul nécessaires par processeur pour eﬀectuer 1 ns
de simulations.
Pour chaque nanocomposite, l'ensemble des simulations eﬀectuées représente environ
45 ns. A chaque température (100K, 400 K et 700 K) ont été simulées 2 ns pour relaxer
le système plus 7 ns pour les essais mécaniques (1 essai de compression isotrope, 3 essais
de traction uniaxiale et 3 essais de cisaillement plan). L'essai pour la détermination de
la température de transition vitreuse nécessite à lui seul 13,5 ns de simulations. Il faut
aussi prendre en compte quelques essais complémentaires (pour le traitement thermique
par exemple).
L'évaluation du nombre d'heures de calcul pour la silice et la matrice pure est beaucoup
plus délicate car, pour la mise au point de ces matériaux idéaux (réglage des diﬀérents
paramètres des potentiels d'interaction par exemple), plusieurs systèmes diﬀérents ont été
testés.
Annexe D
La découpe des nanoparticules de silice
Dans cette annexe la procédure utilisée pour découper les nanoparticules sphériques
de silice et pour eﬀectuer le réarrangement des liaisons en surface de l'inclusion est décrite
plus en détails.
D.1 Contexte d'application de la méthode
La méthode utilisée pour préparer la nanoparticule modèle de silice est basée sur une
technique couramment employée pour décrire des modèles de silice plus réalistes, prenant
en compte l'existence de groupements silanols à la surface de la nanoparticule [6, 23, 55].
Dans la réalité, la silice contient généralement un certain nombre de groupements silanols
Si−O−H, dont la quantité et la position (en surface ou à c÷ur de la particule) dépendent
de nombreux facteurs. Du point de vue experimental, il existe un certain nombre de
techniques pour rendre compte de ces phénomènes [95]. D'autres modèles sont utilisés
pour traiter le cas de l'eau en surface des nanoparticules [14, 39, 50]. Ce dernier point est
très intéressant pour la confrontation entre la DM et l'experience car, du point de vue
expérimental, il y a souvent une association entre la silice et l'eau dans les matériaux.
Dans le cas des modèles moléculaires, la présence de ces groupements silanols pose
certains problèmes car le modèle BKS [88] n'a été développé que dans le but de représenter
la silice pure SiO2. Pour résoudre ce problème, un modèle hybride est mis en ÷uvre [55]
avec un c÷ur composé d'un modèle de silice BKS classique, et une écorce constituée d'un
modèle de surface de silice [14]. Avec un tel modèle, on peut simultanément copier les
systèmes réels en controllant les groupements silanols en surface, et conserver un c÷ur de
silice pure.
D.2 Description de la méthode
Dans le cadre de cette étude, il n'est nul besoin de considérer la présence de groupe-
ments silanols. Les atomes de silicium et d'oxygène en surface de la nanoparticule peuvent
être traités de la même manière que ceux du c÷ur, c'est à dire comme un réseau de liaisons
Si−O pour lesquelles les constantes de force kb et kθ des potentiels de liaison et de ﬂexion
(paragraphe 1.3) sont les mêmes que celles du c÷ur. Néanmoins, lors de la réalisation des
nanoparticules, il est commode de conserver la distinction entre les atomes de la surface
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et ceux du c÷ur. On distingue donc au sein du modèle de silice cinq types d'atomes, qui
sont :
 les atomes de silicium du c÷ur, type Si ;
 les atomes d'oxygène du c÷ur, type O ;
 les atomes de silicium de l'écorce, type Sisurf ;
 les atomes d'oxygène de l'écorce liés à deux atomes de type Sisurf , type Ob ;
 les atomes d'oxygène de l'écorce liés à un seul atome de type Si, type Onb ;
Le problème, pour une conﬁguration donnée de silice amorphe, est de déﬁnir quels
atomes appartiennent à la surface et quels atomes font partie du c÷ur. Il faut simultané-
ment tenir compte du rayon Rinc de la particule que l'on souhaite découper, du rayon rci
du c÷ur de l'inclusion et de la déﬁnition de la distance maximale entre deux atomes de
silicium et d'oxygène voisins. Cette dernière distance s'obtient en analysant la distribution
des distances inter-atomiques au sein de la boîte de silice, elle est de 1,9 Å.
L'algorithme de base, s'inspirant de celui utilisé pour déﬁnir la surface des pores de
silice dans les travaux de Brodka et al. [14], supprime d'une part tous les atomes en
dehors de la sphère de rayon Rinc, et, d'autre part, les atomes de silicium appartenant à
la coquille de rayons intérieur et extérieur rci et Rinc respectivement, et ayant moins de
quatre atomes d'oxygène voisins. On commence par créer une table de connectivité entre
les atomes en surface de la nanoparticule en identiﬁant en premier les atomes d'oxygène
qui ne sont reliés qu'à un seul atome de silicium (Onb). Ceci permet en retour d'identiﬁer
une partie des atomes de silicium de type Sisurf , ceux liés aux atomes Onb. En procédant
de façon itérative, on déﬁnit la table de connectivité sur l'ensemble des atomes de l'écorce.
Cet algorithme permet d'obtenir des particules sphériques avec une certaine rugosité
qui dépend de la conﬁguration initiale et de l'élimination des atomes de silicium qui ne
sont pas connectés à quatre atomes d'oxygène. Pour s'assurer que la rugosité de la surface
reste assez faible, une étude précédente [55] souligne que l'écorce doit avoir une épaisseur
d'au moins 9 Å pour la silice. Si l'épaisseur de l'écorce est trop faible, avec l'élimination
d'un certain nombre d'atomes de silicium, on observe l'apparition de trous dans la surface
se traduisant par la non-sphéricité de la particule.
D.3 Implémentation de la méthode
Dans le détail, l'algorithme de découpe des particules est implémenté de la façon
suivante dans le code gmq2nano :
 étape 1 : lecture de la conﬁguration de la boîte de silice préparée ;
 étape 2 : élimination de tous les atomes se trouvant à une distance supérieure à Rinc
du centre de la boîte ;
 étape 3 : pour chaque atome de silicium identiﬁé, détermination du nombre d'atomes
d'oxygène voisins, c'est à dire à une distance inférieure à 1,9 Å ;
 étape 4 : élmination de tous les atomes de silicium de l'écorce (dont la distance
au centre de la boîte est supérieure à rci) ayant moins de quatre atomes d'oxygène
voisins ;
 étape 5 : élimination de tous les atomes d'oxygène de l'écorce n'ayant pas au moins
un atome de silicium voisin ;
 étape 6 : identiﬁcation des atomes d'oxygène de l'écorce n'ayant qu'un seul atome
de silicium voisin (type Onb) et déﬁnition d'une liaison entre ces deux atomes ;
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 étape 7 : déclaration du type Sisurf déﬁnissant les atomes de silicium liés à un atome
d'oxygène de type Onb ;
 étape 8 : parcours de l'ensemble des atomes de type Sisurf pour déﬁnir tous les
atomes d'oxygène, liés à des atomes de silicium et n'étant pas de type Onb, comme
des atomes de type Ob ;
 étape 9 : parcours de l'ensemble des atomes de type Ob précédemment déﬁnis pour
trouver tous les atomes de silicium n'étant pas aﬀectés du type Sisurf et distants de
1,9 Å au plus ;
 étape 10 : répétition des étapes 8 et 9 tant que le nombre d'atomes de silicium de
type Sisurf évolue encore ;
 étape 11 : vériﬁcation que tous les atomes de type Ob sont bien reliés à deux atomes
de type Sisurf . Si non, l'atome d'oxygène est renommé comme un atome d'oxygène
du c÷ur, néamoins la liaison avec l'atome de type Sisurf est conservée ;
 étape 12 : parcours de tous les atomes de silicium du c÷ur pour trouver les atomes
d'oxygène qui leurs sont voisins (c'est à dire à une distance inférieure à 1,9 Å),
et déﬁnition des liaisons entre les atomes d'oxygène et de silicium du c÷ur de la
particule.
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Annexe E
Module de cisaillement eﬀectif et eﬀet
de taille dans le modèle 3+1-phases
Comme cela a été vu dans le cas du module de compressibilité keff , il est possible
d'introduire des longueurs caractéristiques du matériau dans le modèle 3+1-phases [47]
au travers du rapport entre l'épaisseur d'interphase eint et le rayon des inclusions Rinc
(équation 3.16 du paragraphe 3.3).
Les calculs présentés au cours de cette annexe ont pour objectif de montrer que le
module de cisaillement eﬀectif µeff s'exprime lui aussi, dans le cas du modèle 3+1-
phases, en fonction du rapport eint
Rinc
et des propriétés mécaniques des diﬀérentes phases.
On considère le motif 3 phases déﬁnit à la ﬁgure 3.6 (chapitre 3, paragraphe 3.3), phase
1 pour l'inclusion, 2 pour l'interphase et 3 pour la matrice. On note µi et νi le module de
cisaillement et le coeﬃcient de Poisson de la phase i, f1 représente la fraction volumique
d'inclusions.











+ Cfunc = 0 (E.1)
où Afunc, Bfunc et Cfunc sont des fonctions polynômiales du rapport eintRinc .














































Cfunc = − 7 + 5ν3
4(7− 10ν3)Y12 +
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Les coeﬃcients des polynômes Afunc, Bfunc et Cfunc sont eux-mêmes des fonctions








Annexe E : Module de cisaillement eﬀectif et eﬀet de taille dans le modèle
3+1-phases
















































































































En utilisant les notations introduites dans l'article de Hervé et Zaoui [47], on note






(7 + 5νi)(7− 10νi+1)− (7− 10νi)(7 + 5νi+1)


































Par conséquent, les coeﬃcients de Y12, Y42, Y14, Y13 et Y43, qui sont des constantes ne



















































































































































































On note que les expressions des coeﬃcients Afunc, Bfunc et Cfunc font bien intervenir




. D'après les expressions des rapports
des rayons du motif 3 phases en fonction des paramètres géométriques du composite, les
trois coeﬃcients de l'équation du 2nd ordre sont bien fonctions du rapport eint
Rinc
.
