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Abstract-There are many situations in which the sharing, of all or part of a set of tools 
by two or more servers, is economically attractive or even necessary. For example, 
two (or more) automated machines (robots) may share a part of a common tool mag- 
azine; or an expensive, but infrequently used apparatus may be shared between two 
operating rooms of a hospital or two units of a chemical plant; or two computer com- 
munications systems may share common data bases and so on. In this paper, we limit 
our attention to the case of two machines. This case already incorporates all the dif- 
ficulties, which are only compounded in considering more than two machines. The 
holding times for the tools for each of the machines are modelled separately as inde- 
pendent continuous parameter Markov chains with rn, and ml states respectively. We 
mainly concentrate on obtaining a configuration that minimizes the total proportion of 
idle time of both the machines subject to the constraint that at the most K tools may 
be duplicated. 
The objective function of the optimization problem under study will be known only 
in an implicit, but computable form depending on the steady-state vectors of the Markov 
chains describing the operation of the two machines for various choices of the decision 
variables (to duplicate a tool or not). We propose several heuristic algorithms to find 
reasonably good solutions. Explicit optimal policies are obtained in some special cases, 
such as when both the machines have identical holding times. Several interesting nu- 
merical examples are presented and interpreted. A FORTRAN code is developed for 
each of the algorithms proposed. 
1. INTRODUCTION 
We motivate the study of this work with the following example. Consideranindustry, 
say, an automobile industry, in which there are several automated machines such as 
robots, numerically controlled (NC) machines performing a number of operations. These 
operations typically consist of drilling, boring, tapping, cutting, polishing, painting, in- 
stalling a black box, etc. All of these machines share a central common tool magazine, 
housing the tools that are necessary for the operations. 
When each of the machines has its own tool magazine equipped with a copy of all the 
tools, then each machine will work independently of the others. However, this is not 
always the case in practical situations. In modelling tool-sharing, several types of costs 
and constraints need to be taken into account. These are the cost of purchasing duplicate 
copies of tools and the cost per unit of time of waiting for a tool required by one of the 
machines, but in use by another. An example of a constraint is the limitation on the size 
This research was supported by the National Science Foundation under Grant No. ECS-8205404 and by the 
Air Force O&e of Scientific Research under Grant No. AFOSR 77-3236. 
307 
308 S. CHAKRAV.ARTHY 
of a tool magazine. Only a limited number of sockets for duplicating tools may be available. 
Budgetary constraints also enter the picture. Other constraints are upper bounds on the 
time to completion for each of the tasks or on the number or the cost of the tools which 
can be duplicated. 
The following is a challenging. interesting practical design problem. Given a set of 
constraints, find those tools for duplication that will minimize (maximize) a certain ob- 
jective function. The objective function may be specified in a variety of ways. One term 
could express the (expected) cost of acquiring duplicate tools. Another may express the 
(expected) cost of waiting. By looking at the number of jobs (a job may be defined to be 
the completion of a certain number of operations or the completion of one cycle) completed 
per unit of time by the machines, we have yet another type of objective function. Of 
particular interest is the total proportion of idle time of the machines. 
Other examples of cases of economical resource sharing arise when two or more com- 
puter systems utillize common data bases; expensive, but rarely used apparatus serves 
two operating rooms of a hospital or two units of a production plant or very expensive 
container port facilities are being shared by containerships. 
To our knowledge, there is no systematic study of these problems available in the 
literature, and our goal is to provide a novel methodology to analyze some of these. 
In this paper, we limit our attention to the case of two machines. This case already 
incorporates all the difficulties, which are only compounded by considering more than 
two machines. As a departure point of our investigation, we consider the following op- 
timization problem: Minimize the Total Proportion of Idle Time (TPIT) of both machines 
subject to the constraint that at the most K tools can be duplicated. 
The paper is organized as follows. In Section 2, we describe the mathematical model 
and set forth the necessary notations and preliminaries. The combinatorial optimization 
problem of interest and the procedure to evaluate its objective function at a given feasible 
point are discussed in Section 3. A number of heuristic algorithms for finding optimal or 
near optimal solutions are given in Section 4 and some concluding remarks are given in 
the last section. 
2. THE MODEL 
2.1. Introduction 
In this section, we describe the mathematical model and set forth the necessary no- 
tations and preliminaries used throughout. The procedure to update the generator gov- 
erning the system is prescribed here. 
2.2. Description of the model. 
We consider two machines sharing a tool magazine. Machines 1 and 2, respectively, 
use m I and m2 tools and m 5 min (m i, ml) of these tools are needed by both machines. 
The holding times for the tools for each of the machines are modelled as follows. Machine 
1 uses tool i for an exponential amount of time, whose parameter may depend on i. Upon 
completion of the task with tool i it requests tool j with a probability which may depend 
on i andj. Machine 2 is similarly modelled with a different set of parameters. In other 
words, the holding times for the tools for each machine are independent, continuous 
parameter Markov chains with rn, and m2 states, respectively. Let S and T denote the 
corresponding (irreducible) generators. We further assume that the machines work in- 
definitely without any interruptions due to failures or lack of tasks. (Note that the case 
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where machines can have interruptions of exponential durations could be included into 
our model by adding two more states, one in each of the Markov chains). 
If all m common tools are duplicated, the machines work independently of each other. 
The combined system is then simply described by the product chain of the original chains. 
A sojourn in the state (i, i) then corresponds to both machines using the same tool i. Even 
when not all common tools are duplicated, the combined system may still be described 
as a Markov chain (MC). This is accomplished as follows. For each common tool i, of 
which there is only one copy available, we consider two states (i. i’) and (i’, i). The state 
(i, i’) signifies that machine 1 is using tool i, while machine 2 stands idle waiting for it. 
The state (i’, i) is defined by symmetry. 
The state space n of the combined system is then given by 
fl = {(i,j): 15 i 5 ml, 1 sj 5 m2, j # i} U {(i, i’), (i’, i): 1 5 i 5 m}, (2.2.1) 
where the state (i, j) denotes that machine 1 is using tool i and machine 2 is using tool j. 
For a duplicated tool i, the state (i, i’) and (i’, i) are combined into one state (i, i) to denote 
the simultaneous use of tool i by both machines. 
For ease of discussion, we shall assume that both machines use the same number of 
tools, all of which are common. The slight modifications required to cover the general 
case are specified in Section 2.5. 
2.3. Notations and preliminaries 
For 1 s i % m, define the sets of states, i and i’, to be 
i = {(i, j): 1 I: j 5 m, j f i}, 
i’ = {(i, i’), (i’, i)}. 
For example, 1 = ((1, 2), . . . , (1, m)}. 2 = ((2, l), (2, 3), . . . , (2, m)}. Given a matrix 
A = {ati} of order m, let 6v(A), for 1 I i, j % m, be the matrix of order m - 1, obtained 
from A by deleting its i-th row and the j-th column; 6i(A), for 1 % i 5 m, is the row vector 
of dimension m - 1, obtained from the 6th row of A by deleting its i-th element; and 
S,! (A), for 1 5 j 5 m, denotes the column vector of dimension m - 1, obtained from the 
j-th column of A by deleting its j-th element. 
Let ei denote the unite (row) vector with 1 in the i-th position and 0 elsewhere, e, a 
column vector of ones and I, an identity matrix of appropriate dimensions. 
Let x be a row vector of dimension m with xi = 1, if tool i is duplicated and xi = 0 
otherwise. Thus, the system configuration is given by x. If Q* is the generator of the MC 
governing the system with configuration x = 0, then Q* can be written in the form 
(2.3.1) 
Further partitioning Q, R and P into blocks of matrices, we have that, for 1 5 i, 
j I m, 
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Qii = s;i(Si;Z + T), 
Qg = $(S,,I), 
: 
SJO, ej_ ,I, j > i, 
Rg = W(T), 01,j = i, (2.3.2) 
(SJO, e,‘], j < i 
I 
SC z ,j>i, [I 
p,‘= 0 
[ 1 ait T) 
,j = i, 
ei-1 sij o 
[ 1 ,j<i. 
Note that Qij is a square matrix of order m - 1, Rij is a matrix of order (m - 1) x 2 
and P, is of order 2 x (m - I). The diagonal matrix A of dimension 3m is such that its 
diagonal blocks ili of order 2, are given by 
(2.3.3) 
In Table 2.3.1 below, we display the generator for the case m = 4. We note that the 
matrices P. R, and A are very sparse. The only matrix in Q* which is not necessarily 
sparse is the submatrix Q. This matrix remains the same for all other configurations x 
(i.e. with one or more tools duplicated). It is therefore to our advantage to order the states 
Table 1.3. I 
?; - r; c; - n^ _ _ _ . _i hi 
333d Z-e3,93~Z_, &d n ;, ; ‘n _ v - v 
(I. 2) l T23 TZJ 0 0 0 0 S,; o o s,., 0 ;T:, 0 0 0 s,z 0 0 0 
(1.3) T3z l T3aO S,zO 0 0 o o o 0 0 0 0 0 0 s13 
(1.4) Tc Ta3 . 0 0 s,z 0 0 St3 0 0 0 SwjT31 0 0 0 0 0 0 
(2, I) 
ITJ, S,., 
0 0 0 0 TI, Tu $3 0 0 0 0 0 0 0 0 0 S1, Sz, T,I 
(2, 3) 0 SZ! 0 I.31 l TM 0 0 0 0 0 IO 0 0 0 0 0 T,: sz, 
c, 4) 0 0 Sz, Td, T.sz l 0 0 s13 0 0 0 S%,O 0 0 0 0 0 0 Tr: SX 
13, 1) 0 0 0 s,z 0 0 l TIZ TI, SW 0 0 , 0 0 0 0 Silo T,, 
(3. 2) s,, 0 0 0 0 0 TZI l TX 0 S3J 0 ,O 0 0 0 S32 0 0 0 T23 
(3, 4) 0 0 S3,O 0 S3z Ta, T,: . 0 0 0 10 0 0 0 0 0 T13 S31 
(4. 1) 0 0 0 SC 0 0 Sr, 0 0 l TIZ 0 s4,o 0 0 0 0 T,, 
(4. 2) s1, 0 0 0 0 0 0 s43 0 TZI l Tu, 23’ O O s,: 0 0 0 TX 
(4, 3) 0 $1 0 0 SQ 0 0 0 0 T,IT,~* 0 0 : 0 0 Sa T3.a 0 
(I. I') 
---------------________-_-I__-__--_--_-___- 
0 0 0 s,z 0 0 St30 0 s,.$o 01. 0 0 0 0 0 0 0 
(1’3 1) T,z TI, TM 0 0 0 0 0 o o o 010*000000 
(2, 2') .%I 0 0 0 0 0 0 sz3 0 0 sz1olo 0 l 0 0 0 0 0 
(2', 2) 
(3, 3') 
0 0 0 TZI TX TX 0 0 0 0 0 0 10 0 0 l 0 0 0 0 
(3'. 3) 
0 S3I 0 0 s,z 0 0 0 0 0 0 s3q)o 0 0 0 l 0 0 0 
0 0 0 0 0 0 T31T3zT3~0 0 0~00000*00 
(4.4') 
(4',4) 
0 0 Sr, 0 0 Sir 0 0 s43 0 0 o/o 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 TJI Tar TG, 0 0 0 0 0 0 ; l 
Note: The diagonal elements (0) are such that the row sums are all equal to 0. 
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in such a manner that the updating procedure, to be discussed in the next section, is as 
easy as possible. As we shall see, this is the case with proposed ordering of the states. 
2.4. The updating procedure 
In this section, we outline an efficient procedure to update the generator of the MC 
when going from one configuration to another. Let Q* be the generator of the MC for 
the configuration t and Q* be that of i, which is of the form i = a + z= lei,. Thus, in 
going from i to t, r more tools numbered i, , . . . , i, are duplicated. Using the notations 
set up in Section 2.3 and distinguishing the corresponding matrices with ^ and -, Q* is 
updated from &* as follows. 
Rki, = fi,,e, for 1 I k 5 ITI, 1 I j 5 r, 
i?k” = AL,,, for 1 i k I m, and for all n # i, , . . . , i,, 
i)ki, = e’f’ki,, for 1 5 k 5 m, 1 I j 5 r, 
i)x-, = i)kn, for 1 5 k 5 m, and for all n # i, , . . . , i,, 
2, = e’&e = S,, ;, + T;,, i,, 1 5 j I r. 
A, = ii, = a,, for all n # i, , . . , i,. 
The above updating procedure is now illustrated for the example in Table 2.3.1, wherein 
the generator Q* corresponding to the configuration x = 0 is displayed. Suppose that the 
new configuration is f = (1, 1, 0, 0). The corresponding generator Q” is then obtained 
by combining (adding) the two columns corresponding to the states (i, i’) and (i’, i) into 
one column to correspond to the state (i, i), for i = 1, 2. A similar reduction is carried 
out for the corresponding sets of rows. The end result is displayed in Table 2.4.1. 
2.5. The case when ml < m2 
In this section we discuss the simple modifications that are necessary to handle the 
general case of the two machines using different numbers of tools. We recall, from Section 
2.2, that ml and m2 are respectively the numbers of tools used by machines 1 and 2 and 
that m tools are common to both. Without loss of generality, let ml < ml. 
For the present case, the levels i and i’ are redefined as, 
i = {(i, j): 1 5 j 5 m2, j # i}, for 1 I i I m 1, 
i’ = {(i, i’), (i’, i)}, for 1 5 i % ml. 
Let % denote the set of tools that are common to both machines. Now for any configuration 
x we combine the states (i, i’) and (i’, i) into one state (i, i) for all ie{l, 2, . . . , m ,} - 
%. Note that this takes into consideration the fact that m i - m tools are used exclusively 
by machine 1. That mz - m tools are used exclusively by machine 2 follows similarly 
from the definition of i. The dimensions of the blocks Qii, the (i, j)-th element of the matrix 
Q, appearing in the generator Q* are now increased from m - 1 to m2 - 1. Similarly, 
the dimensions of the other blocks are also increased. 
These slight modifications can easily be included when coding the algorithm. In fact, 
the FORTRAN code is written to cover the general case. The results of Section 3.6 also 
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Table 2.4. I 
s - y-“;;q;=cf3=; 2 = G ;? 2 -; a^ 
- _ - - _ - - _ _ _ _ - _ 
3 3 = N, pi _ pi _ _;  3 _,  3 3 9 -, c’ 2 ;; _ n, 55 
(1, 2) l TX Tza 0 0 0 0 SI3 0 0 S,, S,: 0 0 0 0 
(1, 3) T32 l T3, 0 s,20 0 0 0 0 0 
0 ; Tz, 
SI, T3, 0 0 St3 0 0 
(1.4) Trz T43 . 0 0 s,z 0 0 s,, 0 0 0 ITJ, 0 0 0 SM 
(2. 1) 0 0 0 l TI, TM Sz3 0 0 Sx 0 0 1 Sz, T,r : 0 0 0 
(2. 3) 0 %I 0 7-31 l T3~0 0 0 0 0 $,I 0 T32 0 $3 0 0 
(2.4) 0 0 $1 T'r, Tc . 0 0 $3 0 0 0 IO Td: 0 0 0 SD 
(3, 1) 0 0 0 s,z 0 0 l T,z TN SW 0 0 IS,, 0 T,3 0 0 0 
(3. 2) s3, 0 0 0 0 0 TZI l T:A 0 S3z Tz3 0 0 0 
(3, 4) 0 0 s3,o 0 S3z T,, .T,? . 0 0 0 0 
(4. I) 0 0 0 s.$: 0 0 s.$, 0 0 l T,? T,3I S,, 
T43 S,J 
0 0 0 T,, 0 
(4, 2) Sd, 0 0 0 0 0 0 S,3 0 Tz, l Tz3 ’ 0 S.4: 0 0 TX 0 
(4. 3) 0 SJ, 0 0 SJ2 0 0 0 0 TI, T3z l ------------ _______ -_ ___ 4 _ _O_ o_-&_L3A.L?_ ‘0 
(1, 1) TIZ T,3 T,, S,z 0 0 S,3 0 0 S,, o o 1 . o o o o o 
(2. 2) sz, 0 0 Tz, Tz, Tzr 0 sz30 0 s:1 0 IO l 0 0 0 0 
(3. 3’) 0 SJIO 0 s3z 0 0 0 0 0 0 s31I 0 0 l 
010 
0 0 0 
(3’. 3) 0 0 0 0 0 0 T3, T,zTz.,O 0 
0 ’ 0 
0 0 0 0 
(4. 4’1 0 0 SJI 0 0 s12 0 0 $3 0 0 
T13; 0 
0 0 ; 0 
(4’. 4) 0 0 0 0 0 0 0 0 0 T,, TJZ 0 0 0 ; l 
Note: The diagonal elements (0) are such that the row sums are all equal to 0. 
Table 2.5. I 
-- ^_ 
sz,^;;=;q,“= z ;z= z z z 2 - & f.4 ;;: q 
- - - - ^ _ _ _ . _ . - _ . 5 3 3 3 N, c! N, N, 0 & _ VT - c_ z a’ _ *. _ *- _ 3 _ _- N, - i-Y 5 
(I. 2) l T23 TX TX 0 0 0 0 0 S,, 0 o o SW0 0 Tz,O 0 S,? 0 0 
(I. 3) T3z l T34 T35 0 S,z 0 0 o o o o o o SW 0 T3,O 0 0 SI3 0 
(1, 4) TC Td3 l TJ~ 0 0 S,? 0 0 0 s,, 0 0 0 0 0 T.,,O 0 0 0 SIJ 
(1.5) T~zT53 T_w* 0 0 0 s,zo 0 0 s,3 0 0 0 S,J T5, 0 0 0 0 0 
(2, I) 0 0 0 0 l T13 TM TIS S23 0 0 0 s240 0 0 0 S:, T,z 0 0 0 
(2, 3) 0 Sz, 0 0 T3, l T,, T3s 0 0 0 0 0 0 Liz40 0 0 T32 0 S23 0 
(2, 4) 0 0 SZI 0 Td, T13 l Tls 0 0 $30 0 0 0 0 0 0 T,z 0 0 SX 
(2, 5) 0 0 0 SZI Ts, Ts3 Ts4 l 0 0 0 s-3 0 0 0 s240 0 Tj2 0 0 0 
(3. I) 0 0 0 0 s3z 0 0 0 . TIZ TM T,s SW 0 0 0 0 S3IO 0 T13 0 
(3. 2) s31 0 0 0 0 0 0 0 Tz,* TD TX 0 s3.l 0 0 0 0 0 SE Tz, 0 
(3, 4) 0 0 s,, 0 0 0 S31 0 Tr, TX . T.,sO 0 0 0 0 0 0 0 T13 S,.A 
(3, 5) 0 0 0 s3,o 0 0 S~ZT~,TJ~TSJ* 0 0 0 s,jo 0 0 0 T53 0 
(4, I) 0 0 0 0 SG 0 0 0 SJ, 0 0 0 l TII T,3 TIT 0 s‘$,o 0 0 TM 
(4, 2) Sa, 0 0 0 0 0 0 0 0 ss3 0 0 TZI l Tz3 TZS 0 0 0 Srz 0 TX 
s1,o 0 0 s,z 0 0 0 0 0 0 T31 T32 l T35 0 0 0 0 S43 Tw 
0 0 s1,o 0 0 SJZ 0 0 0 S13 TJ, Tj2 T53 l 0 0 0 0 0 T5_, 
0 0 0 s,z 0 0 0 s,3 0 0 0 S,JO 0 0 l 0 0 0 0 0 
(I’. 1) ‘Tn TIN TM T,> 0 0 0 0 0 0 0 0 o o o o o . o o o o 
(2, 2’) I.%, 0 0 0 0 0 0 0 0 $3 0 0 0 s140 0 0 0 l 0 0 0 
j;‘$) ‘; 0 s,,o 0 0 TX 0 Tz3 s3z TB 0 TX 0 0 T31 T32 0 T31 0 0 T35 0 0 0 LO 0 0 0 0 ; 0 
(4: 4) 
0 
0 0 SJ, 0 0 0 s42 0 0 0 SJ3 0 T.,, T,z Td, Tds 0 0 0 0 ; l 
Note: The diagonal elements (0) are such that the row sums are all equal to 0. 
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hold for the general model. The details are omitted. We conclude this section by displaying 
the generator for the system with m I = 4. m2 = 5, m = 2 and x = (0, 0), in Table 2.5.1 
below. 
3. A COMBINATORIAL PROBLEM 
3.1. Introduction 
In this section, we focus our attention on a specific combinatorial optimization problem 
and discuss the procedure to evaluate its objective function at a given feasible point. The 
solution technique for this problem will be discussed in Section 4. 
The section is organized as follows. The necessary notations and preliminaries are set 
forth in Section 3.2. In Section 3.3, we formulate the combinatorial problem to be studied. 
The steady-state equations, required for the computation of the objective function and an 
efficient procedure to update them numerically are discussed in Section 3.4. Some com- 
putational aspects and accuracy checks are outlined in Section 3.5. The optimal policy, 
for some special forms of S and T, is characterized and illustrated by numerical examples 
in Section 3.6. 
3.2. Notations and preliminaries 
Let Q* denote the generator of the MC governing the system with the configuration 
x, and z = (f, r() be its stationary probability vector. That is, z is the unique solution to 
the equations 
zQ* = 0,ze = 1. (3.2.1) 
In order to exploit the special structure of e*, we partition 5 into m vectors of dimension 
m - 1 as 5 = (ci, . . . , t&,). The vector n is thought of as a string of m entities of the 
form ni = (qi,i,, Tipi) or q;i, depending on whether ,Yi = 0 or X; = 1. 
For a given configuration x, define Bx = ek(x) to be the proportion of idle time (PIT) 
of machine k, k = 1, 2. Then, we have 
Let u; denote the PIT of the machines in tool i. That is, 
vi = 7i.i’ + q;,.i, for i such that _ri = 0, (32.3) 
and let B = B(x) denote the TPIT of the machines, so that 
p = 8, + e2. (32.4) 
If L and M are rectangular matrices of dimensions nl x n2 and n; x ni, then their 
Kronecker product L @3 M is the matrix of dimensions n,n; x nzni written in block- 
partitioned form as 
L,,M L,zM ... L,,,M 
L,,IM L,,&I ... L,,,$I 
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For notational convenience, we also introduce the Kronecker sum of two square matrices. 
If A and B are square matrices of order n and r, then A 0 B is defined by A @ I,, + I, @ 
B, where I,, and I, are identity matrices of order n and r. For properties of the Kronecker 
product and sum, we refer the reader to Belllman[l] or Marcus and Minc[2]. 
3.3. The optimization problem 
The optimization problem of interest is the following. 
(PI): min p(x) 
subject to 
xelK, 
(3.3.1) 
where p(x) is as defined in (32.4). This corresponds to finding a configuration that min- 
imizes the TPIT, subject to the condition that at the most K tools can be duplicated. 
This is a difficult combinatorial optimization problem. The cardinality of the feasible 
m 
set is xrZO k . 
0 
For a given feasible solution (configuration), the value of the objective 
function is known only by solving a system of linear equations (see Section 3.4). Thus, 
the optimization problem (PI) is complicated not only by the dimensionality of the feasible 
set but also by the implicit nature of the objective function. These difficulties are much 
more common in realistic optimization problems than is apparent from the literature. 
The objective function is dependent on the sample path of a MC, which is differently 
defined for each system configuration. Hence, in general, there is little hope of obtaining 
explicit analytical form of the optimal solution. To demonstrate this convincingly. we shall 
now give a few results for the case where the generators S and T are of order 2 and only 
one tool may be duplicated. Even for this simple system, the analytic conditions char- 
acterizing the optimal policy are very involved and do not have an apparent physical 
interpretation. 
THEOREM 3.3.1. Let S and T be given by 
s= [-:1 -;:] tT= [-;; _;;I (3.3.2) 
Then, a necessary and sufficient condition for the choice of tool 1 to be optimal is that 
& 
[ 
P-1 + 
Al 
AlPI Al + A2 + p-2 A2 + CL1 + F2 1 
+ (3.3.3) 
Proof. Defining PI = p( 1, 0) and 02 = p(O, 1) to be the respective values of the 
objective function when tool 1 or tool 2 is duplicated, we have that 
p, = a’ 
a1 + a2’ 
and (3.3.4) 
p2= bl 
b, + 62’ 
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where the quantities a,, a?, b, and b1 are given by 
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al = X,p,[hz(h, + iLI + Ad + IL,@, + /LI + 1-41, 
a2 = AIIL~~I + PI i- Az)(A, + paI + CL,), 
bl = A~P&I(A~ + p-1 i p,) + h,(Ai + A: + /.L~)], 
bl = AIW(AZ + PI + +?)(A, + AZ + F~). 
(3.33) 
Now, the choice of tool 1 is optimal if and only if pi zz pZ, and this inequality, on using 
equation (3.3.4), is equivalent to a 1 bz s a:b ,. The stated result follows upon substituting 
for ul, a?, bl and bz into this inequality. 
Remarks: 
1. A similar result (3.3.3) holds for tool 2 by symmetry. 
2. Sufficient conditions under which inequality (3.3.3) holds good are AZ 2 kl, kz 2 Al. 
Thus, it is optimal to duplicate a tool on which both machines spend more time on 
the average than on the other. That these conditions are not necessary can be seen 
by taking A, = 0.974, AZ = l.~ = 3. kI = 1 in equation (3.3.2). 
Theorem 3.3.1 suggest hat for systems with more than two tools, this technique cannot 
be applied to find the optimal tools. This leads us to resort to heuristic and numerical 
procedures to solve the general optimization problem (PI). 
In searching for one or more tools, a natural question that arises is: Is it always true 
that duplicating any tool necessarily reduces the TPIT? Counterintuitively the answer is 
“no”, as can be seen from the examples given below. These examples show that arbitrarily 
choosing one or more tools for duplication may in fact decrease the performance of the 
system. 
h-ample 3.3.1 
Here m = 10 and the machines are of cyclic type. (A cyclic machine is one using the 
tools according to a given permutation. The quantities A; I and J.L; ’ are respectively the 
mean holding times of tool i for machines 1 and 2. See Chakravarthy[3] for a more detailed 
discussion.) 
A = (0.2, 50.0, 0.4, 20.0, 0.2, 40.0, 0.8, 20.0, 0.1, 30.0), 
p = (1.0, 2.0, 20.0, 0.3, 40.0, 0.1, 15.0, 0.5, 1.0, 5.0). 
Suppose that up to four tools may be duplicated. The TPIT, pi, when none of the tools 
is duplicated and the TPIT, 132r when four tools numbered 2, 7, 8 and 10 are duplicated, 
are computed, by solving the equations (3.2.1), to be 
PI = 0.427327 
pz = 0.451575. 
Thus, it is better to have the system with no tools duplicated than to duplicate tools 2, 
7, 8 and 10. 
Example 3.3.2 
In this example, we consider all configurations. We have m = 4, and the machines are 
again of cyclic type. The vectors A and p are given by 
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A = (2.0, 25.0, 50.0, 0.6), 
p = (1.0, 5.0, 2.0, 40.0). 
The TPIT for the various configurations is given in the following table. 
Configuration 
Table 3.3.1 
TPIT Configuration TPIT 
(0. 0. 0. 0) 0.57514 (0. I. I, 0) 0.59278 
(1, 0. 0. 0) 0.37882 (0, I. 0, 1) 0.32S57 
(0. 1, 0, 0) 0.57528 (0, 0, I. 1) 0.282 13 
(0, 0. I, 0) 0.59858 (1. I, I. 0) 0.39973 
(0, 0, 0, 1) 0.36160 (I. I. 0. I) 0.05791 
(1, l,O,O) 0.37828 (1, 0, 1, 1) 0.01057 
(I, 0, I, 0) 0.40767 (0, I, I. 1) 0.26938 
(1, 0, 0. 1) 0.08345 (I. I, I. I) 0 
Examining Table 3.3.1, we observe that 
(i) It is never optimal to duplicate tools 2 and 3 either separately or together without 
also duplicating the optimal tool 4. In fact, duplicating tool 2 or tool 3 or both, 
increases the TPIT considerably, compared to not duplicating them 
(ii) Duplicating two nonoptimal tools (2 and 3) increases the TPIT by almost 64% over 
duplicatingjust one optimal tool (4). (In fact, we have examples where this percentage 
is as high as 300%!) 
(iii) Duplicating three tools (1, 2, 3), of which two are nonoptimal, increases the TPIT 
by more than 375% over duplication of the two optimal tools (1 and 4). 
We conclude this section with a conjecture that has been found to hold in all the 
numerical examples examined so far. If l3, denotes the TPIT for the configuration x, then 
Conjecture. There always exists a tool i such that the TPIT for the configuration x 
+ ei is less than or equal to pi. 
3.4. The steady-state equations 
Since the objective function is evaluated using the solution to the steady-state quations 
(3.2.1), it is advantageous to exploit the special structure of these equations to devise 
efficient procedures to solve them for a given configuration. We shall, in this section, set 
up the steady-state equations in a form well suited for numerical solution. 
Let Q* denote the generator of the MC corresponding to an arbitrary configuration x 
and define the set D(x) to be the set of tools that are duplicated. That is, 
D(x) = {j: ,Y~ = 1). (3.4.1) 
Using the notations setforth in Section 2, the steady-state equations (3.2.1) are given by 
j- I j=l 
j#i 
qi = j$, &iRji(-A;‘), i E D(X), 
Ti.i = 5 fiiRji[ -(Sii + T;i)-‘I, i E D(x), 
j=l 
(3.4.2) 
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Se t qe= 1. 
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(3.4.3) 
Defining, for 1 I i zc m, 
j= I 
j#i (3.4.-l) 
g; = C WFji + 2 
j6EDlxJ 
the first equation in (3.4.2) can be rewritten as 
Si = C& + &()(AQc'), 1 I i 5 m. (3.3.5) 
Denote by yik, the k-th element of the vector yi. Then, we have the following theorem. 
THEOREM 3.4.11. The quantities &, ii and qi are given by 
Sik = (3.4.6) I 
+ 2 Sji&+l, 1 5 i 5 k, 
j=k+2 
jti 
k-l 
2 sji’$,jk-l f 5 sjibk, I 5 k < i, 
j- I j=k+ I 
jti 
where 
(3.4.7) 
and the components of $j*’ are 
Skiqk.k’~ I(k<i, k E D(x), 
&) = SkiT)k.k, lsk<i, k E D(x), 
S k+ I.iq(k+ I).(ki 1)'~ ilksm - l,kED(x), 
S ki I,iT)k+ l.k- I, i 5 k 5 m - 1, k E D(x), 
3i.i’ = cjsf(n( -SC ‘), i E D(X), 
(3.4.5) 
qi’.i = + 5 Sj&ji 1 (-Tii’), i E D(x), (3.4.9) j-i+ I 
and 
[ 
i- I 
9i.i = [-(Sii + Tii)-‘I @l(T) + 2 SjiEji-1 + 2 Sji&i 
j- I j=id- 1 I 
, ’ 2 E D(x) 
t Note: Summation f the type x? or xz+, are taken to be zero. 
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Proof: By using the special structure of the matrices Qti, Pij, R;j and hi, described 
in Sections 2.3 and 2.4, in equations (3.4.2-j). 
3.5. Computational procedures 
Here we discuss the computational aspects of solving the system of equations in Section 
3.4. The equations (3.4.5) are in a form which makes them appropriate for solution by 
Gauss-Seidel iteration. Note that - Q: ’ , 1 5 i I m, are positive matrices, since Qii for 
each i, is a stable matrix[l]. Since the matrix Q remains the same throughout, these 
inverses are computed only once and stored. For very large values of m, these inverses 
may be stored on a tape before starting the iterative procedure. Special structure, if any, 
of Qii may be exploited and if needed, a separate routine can be written for its inversion. 
We solved the equations (3.4.5), together with the equations (3.4.6) through (3.4.9), by 
block Gauss-Seidel iteration. The successive solution vectors are kept within a compact 
polytope by requiring them to satisfy the normalizing equation (3.4.3). An efficient pro- 
cedure to implement the algorithm on the computer is described next. 
The memory locations for 5 and n are fixed. When tool i is duplicated nit is stored in 
the two locations, ~;.~s and 7is.i. By doing so. the form of the steady-state equations (3.4.5) 
remains the same for all configurations, and this considerably reduces a lot of overhead 
computations. For example, the equations (3.4.7) can be written as &” = qi’,i6i(T). The 
solution obtained for 5 in the last configuration can be used as an initial solution when 
solving for a new configuration. This usually accelerates convergence. 
Accuracy checks 
After coding an algorithm, the next step is to test the program for correctness on simple 
cases where the answers are known. For example. the steady-state equations of the model 
under the assumption that Sii = Tji for 1 5 i 5 m. are known explicitly using the results 
of Section 3.6. The general algorithm does not utilize this fact in any manner, but the two 
sets of numerical results should of course agree. The algorithm has a large number of 
other accuracy checks. One of these is to check whether the computed quantities satisfy 
the result stated in Theorem 2[3]. The obvious ones need not be discussed. For example, 
we interchanged the roles of machines 1 and 2 to verify that the numerical results exhibited 
the symmetry that is to be expected. 
3.6. The main theorem 
There are situations in which the holding times of the machines are the same, but the 
branching probabilities may be different. A simplest example is the following. Machine 
1 may be using the tools in the order: 1 + 2 + . . . --, m -+ 1 and machine 2 in the order: 
j,+j2-,. . . ---, j, ---, j, for some permutation {j, . j2, . . . j,,,} of { 1, 2, . . . , m}. (Note 
that the system with identical machines is but a special case of this example). In these 
cases, major simplifications arise in the solution of the steady-state equations and these 
result in an explicit characterization of the optimal policy. 
In the sequel, we need the following notation. Let u and v, respectively, denote the 
steady-state probability vectors of the generators S and T. That is, u and v are the (unique) 
solutions to the equations. 
US = 0, ue = 1, VT = 0, ve = 1. (3.6.1) 
The result on the characterization of the optimal policy depends on the following main 
theorem. 
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THEOREM 3.6.1. If Sii = T;i, for 1 5 i s m, then the stationary probability vector i 
of Q*, the generator of the MC corresponding to the configuration x = e’, determines 
those corresponding to all 2” configurations. 
Proof. If all tools are duplicated, then the machines work independently of each other. 
Then 2 is given by the Kronecker product 
i=u@Jv, (3.6.1) 
where u and v satisfy the equations (3.6.1). Let & denote the generator of the MC 
corresponding to the configuration x, given by x = e’ - c,pl le,. 1 5 p 5 m. That is, x 
denotes the configuration, in which tools numbered fj, 1 5 j 5 p, are nor duplicated. Let 
i be the stationary probability vector of @. Note that the dimension of i is mz + p, p 
more than that of i, since each of the states (tj, rj), 1 5 j I p, is now split into two states 
(tj, t,!) and (t,!, tj). By definition, i and i satisfy the following equations 
zQ* = 0, ie = 1, (3.6.3) 
Q* = 0, ie = 1. (3.6.4) 
When going from (3.6.3) to (3.6.4), the structure of the equations in (3.6.4) remains the 
same, except that the steady-state equation corresponding to each one of the states (tj, 
tj), 1 5 j 5 p, in (3.6.3) now yields two equations in (3.6.4) to correspond to the states 
(tj, t,‘) and (tj, tj). Apart from this, the equations in (3.6.3) and (3.6.4) look exactly the 
same in that i r,r, of (3.6.3) is replaced in (3.6.4) either by &,,, or i,;,, for 1 5 j 5 p. 
Consider now the steady-state equations in (3.6.1) corresponding to the states (tj, r,!) 
and (fj , tj), for 1 5 j 5 p. These are given by 
(3.63) 
Under the assumption that Sii = Tii, for 1 % i s m. we now show that the vector 2 given 
by 
iij = citi, for all (i, j) # (tk, r2, (rl, fk), 1 5 k I p, 
A 
Ztr.ri = 2,; t4 = clrk t&r 1 5 k 5 p, 
(3.6.6) 
satisfies (3.6.4). In view of the discussion following the equations (3.6.4), it suffices to 
show that 2 as given in (3.6.6) satisfies (3.6.5). 
Using the assumptions, the LHS of the equations in (3.6.5) reduce respectively to 
m 
c 2 tJq,, 
q=l 
m 
c ,z, &,S,,,-, 1 5 j 5 p. 
(3.6.7) 
Upon using the special structure of 2~ given in (3.62) these expressions can respectively 
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be written as 
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Using the equations (3.6. l), we see that the quantities in (3.6.8) are both equal to 0, proving 
that i satisfies (3.65) and therefore (3.6.4). The normalizing constant c is given by 
c = (1 +$,t,,,)-‘. (3.6.9) 
Remark. The proof of Theorem 3.6.1 does not use the fact that Sii = T,i for those i 
for which .Vi = 1. This observation leads to a more general result stated in Theorem 3.6.2. 
THEOREM 3.6.2. Let X denote the set of tools for which the holding rates of both 
machines are not equal. That is, JV" = {i: Sii # Tii}. Define the set _% by ,% = {x: ,ri = I, 
for all i E N, xi is 0 or 1 for j E N}. Thus, .% is the set of all configurations in which all 
the tools numbered i, i E N, are duplicated. Then, the stationary probability vector cor- 
responding to the configuration x = (1, 1, . . . , 1) determines the stationary probability 
vectors of all configurations x E 2, 
Let us illustrate the preceding theorem by the following example. Suppose that m = 
5 and that Sii # Tii for i = 1, 2. Then the stationary probability vector corresponding to 
the configuration x = (1, 1, 1, 1, 1) determines the stationary probability vector corre- 
sponding to all configurations of the form y = (1, 1, y3, y4, ye), where y3, y4 and y5 are 
either 0 or 1. Thus, the stationary probability vectors corresponding to 8 out of the possible 
32 configurations are determined by the corresponding vector of the configuration x = 
(1, 1, 1, 1, 1). The following theorem characterizes the optimal policy explicitly. Let j, , 
j2, . . ., j, be such that 
Zjljl 2 Zjzjz 2 *” 2 2jmjm. (3.6.10) 
THEOREM 3.6.3. Suppose that Sii = Tii for 1 5 i I m and that the tool magazine has 
a capacity to hold K duplicated tools. Then, the optimal policy is to duplicate the tools 
numbered jr, j2, . . . , j,, where the indices jr, . . . , j, satisfy the equation (3.6.10). 
Proof. Without loss of generality, let j, = r, for 1 5 r I m. Let p, denote the TPIT 
when tools numbered 1, 2, . . . , K are duplicated, and let PO stand for the TPIT for the 
configuration x such that xi = 1 for i E D, with ) D 1 = K. The proof will be complete, 
on showing that pi 5 PO for all D such that 1 D j = K. Using Theorem 3.6.1, it can easily 
be seen that. 
2 2 iii 
PI = 
i=K+ I 
1 + 5 iii ’ 
i=K+ I 
and (3.6.11) 
2 2 iii 
PD = 
iED 
1 + 2 Zii ’ 
ibD 
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Since i,, z fz2 2 ... 2 t,,, by assumption, we see that 
j_$ iii 5 C i;;, for any D SINAI that ) D j = K. 
-I iED 
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Using this fact and the form of p, and PO, given in (3.6.11), we get the inequality, PI 5 
P D. 
Defining G%k, for 1 5 k I m, to be the set of optimal tools when k tools are to be 
duplicated, the following theorem gives a set of sufficient conditions for the relation G?Ik_, 
C 9, to hold good for all k. 
THEOREM 3.6.4. A set of sufficient conditions for the relation ‘G&_ I C g~k to hold good 
for all k, 2 5 k 5 m, is that Sii 5 Tii for all i, 1 5 i 5 m. 
Proof. Follows immediately from Theorem 3.6.3, on noting that GEk = {j, ,jz, . . . , 
jk}, for 1 5 k 5 m. 
Remark. The set of conditions in Theorem 3.6.4, however. is not necessary as may 
be seen from the next example. 
Example 3.6.1. Here the generators are given by 
s=b.,-2_:Li.JY T=[Xi_4!]. 
By numerical computation, it can be seen that Ei?, = {4}, k& = (1, 4}, 93 = (1, 3, 4). yet 
clearly the condition in Theorem 3.6.4 does not hold. 
Next, we illustrate Theorems 3.6.1-3 by further numerical examples. 
Example 3.6.2. Here the generators are given by 
+-ii]. +q. 
Then the vectors u and v are given by 
u = $ (17, 8, 5), v = $ (17, 2, 8). 
Since Sii = Tii, for 1 s i s 3, the stationary probability vector for any configuration is 
completely determined by the vectors u and Y. The procedure described in Theorem 3.6.1 
is as follows. 
For the configuration x = (1, 1, l), z is given by 
Zll = 289c,, Zl2 = 34c,, ~13 = 136c,, 
~21 = 136c,, zzz = 16c,, z23 = 64c,, 
= 95c,, = lOc,, 
1 
Z3l z32 z33 = 4Oc,, with cl = - , 810 
(3.6.12) 
an observing that ZQ = u;uj. 
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When x = (0, 1, l), z is obtained from (3.612) as 
Z1.l. = :I,.1 = 289c1, ;I- = 3&l, ;13 = 13&l, 
::I = 136~7 _, :22 = 16c- _, ;23 - 64~2. (3.6.13) 
Z3l = 95c:. z3? = 10~~ -?. = 40~~. -7 r., 
with c2 = l/1099. 
Similarly z(x) is obtained for other configurations. We could, however, write z(x) in a 
compact form. Denoting c(x) to be a scalar, depending on x, we have 
q(x) = c(x)rc;zy, 1 5 i, j I 3, j # i, 
;;,i’(x) = :is,,(x) = c(x)L~~LI~, for all i with .~i = 0. 
and 
Z;,,(X) = c(x)~l;zji, for all i with ,Ti = 1. 
The normalizing scalars c(x) for the various configurations are given by 
‘1 x = (1. 1. I), 
81011099 : x = (0, 1, I), 
8101826 , x = (1, 0, I), 
c(x) = < 
8 1 O/850 , x = (1, 1, O), 
810/11lS , x = (0, 0, 1). 
81011139 , x = (0, 1, O), 
810/866 ( x = (1, 0, O), 
,810/1155 , x = (0, 0, 0). 
The point of this example is to show that, with u and v known, only the computation of 
the constants c(x) is needed for the comparison of the configurations. Note that the optimal 
policy is to duplicate the tools in the order 1 , 2, 3. This can be verified by looking at all 
configurations but is most easily seen on observing that ~~~~~~ 2 l11u2  113u3. 
Example 3.6.3. Here the generators are given by 
- 
s= 
2 3 -5 
u and v, for this example, are given by 
-6 1 5- 
2-4 2 
1 4-5 I 
u = & (17, 8, 5), v = $ (12, 25, 22). 
Since Sll # Tl I, u and v determine the stationary probability vector of the configurations 
x = (1, 0, 0), x = (1, 1, 0), x = (1, 0, I), x = (1, 1, 1). Using the same notation as in 
Example 3.6.2, the normalizing scalars c(x), for various configurations are given by 
1 x = (1, 1, l), 
= ‘(‘) 1770/1970 : x (1, 0, I), = 
1770/1880 , x = (1, 1, O), 
1770/2080 , x = (1, 0, 0). 
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For these configurations. the comparisons require only a modicum of computation. The 
stationary probability vectors of the other configurations are obtained by solving the 
corresponding steady-state equations. The details are omitted. 
Example 3.6.3. In this final example, machine 1 uses 3 tools, machine 2 uses 4 tools, 
and 2 tools are common. The results of Theorems 3.6.1-3.6.4 are valid for this system. 
Details of this were outlined in Section 2.5. The generators are given by 
Tools 1 and 2 are common to both machines. The vectors u and v are given by 
u = $, (17, 8, 51, v = & (50, 39, 31, 15). 
Since Sii = Tii for i = 1, 2, u and v determine the stationary probability vectors of all 
four configurations. The normalizing quantities c(x) are given by, 
1 
‘(‘1 = 
4050/4900 
405014362 
The optimal policy is to duplicate tool 1, since 
7 x = (1, 11, 
, x = (1, 01. 
> x = (0, 11, 
, x = (0, 0). 
LL{Vl > 1121?2. 
4. HEURISTIC METHODS 
4.1. Introduction 
It was pointed out earlier that there is little hope of obtaining explicit analytical results 
for the optimal solution. We, therefore, propose a number of heuristic algorithms for 
finding optimal or near optimal solutions. A “near” optimal solution is one for which the 
value of the objective function is close to optimal. 
Heuristic methods are common in Operations Research. Problems such as the travelling 
salesman and scheduling problems have generated a number of heuristic algorithms. In 
fact, there is an extensive literature on such methods. Recent survey articles by Miiller- 
Merbach 141, Silver, et al. [51 and the references therein show the importance of these 
methods in Operations Research. There are many possible definitions of a heuristic 
method. One such definition, due to Nicholson[6], is as follows. 
.4 heuristic method is a method for solving problems by an intuitive approach in which the structure of the 
problem can be interpreted and exploited intelligently to obtain a reasonable solution. 
The two main goals of heuristic methods are: (a) to solve problems of such size that 
exact analytic or iterative solution procedures are either unavailable or when available 
prohibitively expensive to implement numerically; (b) to obtain a good, if not optimal, 
starting solution for more elegant search methods. 
After proposing a heuristic method a natural question arises about the quality of the 
method. Silver, et a1.[5] view a good heuristic method to possess the following four prop- 
erties. 
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(i) realistic computational effort to obtain the solution; 
(ii) the solution should be close to the optimum on the average; 
(iii) the chance of a very poor solution (i.e., far from the optimum) should be low; 
(iv) the method should be as simple as possible and easy to understand, preferably ex- 
plainable in intuitive terms. 
In proposing our heuristic methods, we strive to meet these requirements as much as 
possible. The section is organized as follows. Three heuristic algorithms for the combi- 
natorial problem are proposed in Sections 4 .2-4.4. These algorithms are demonstrated 
by numerical examples in Section 4.5. 
4.2. Heuristic algorithm 1 
This algorithm is simple, straightforward and easy to implement. It does not involve 
any major computations. Using only the data S and T, respectively, the generators of 
machines 1 and 2, the algorithm specifies the order in which the tools are to be considered 
for duplication. We recall (from Section 3.3) that the optimization problem under study 
is 
min B(x), 
subject to 
xe 5 K. 
The rationale underlying the algorithm is the following. In minimizing the TPIT, one 
would expect that the tools most often needed by both machines should have priority 
over the other tools for duplication. Without much computation, one could define a number 
of measures to determine approximately which tools are to be given priority for dupli- 
cation. This algorithm could be used to get a good initial solution, for a more refined 
search algorithm, immediately at a token cost, expecially when the system has a large 
number of tools. The steps of the algorithm are as follows. 
Step 0. For 1 I i 5 m, compute the quantities ai defined as 
a; = (S;’ + T,‘) 
1 
Step 1. Let.A,j2, . . . , j,,, be such that 
Uj, 2 Uj, 2 
If K tools are to be duplicated, the proposed 
Jo,. . . ,j,. 
,.. 2 aj,. 
solution is to duplicate the tools numbered 
Remark. The quantity ai, expressed as a product of two terms, has an appealing 
physical interpretation. The first term with a negative sign is the total mean holding times 
of both machines in tool i and the negative of the second term gives the total frequency 
with which both machines request tool i. 
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4.3. Heuristic algorithm 2 
4.3.1. Introduction and preliminaries. In this section, we propose a search algorithm 
that has been tested on a large number of numerical examples to yield very good solutions. 
We motivate this algorithm with the following illustration. 
Suppose that the tool magazine has the capacity to permit the duplication of only one 
tool. To select that tool we first look at u;, the PIT of the machines in tool i, for 1 5 i I 
M, for the configuration x = 0. Without loss of generality, let uI 1 cr2 2 ... 2 u,. At 
this stage, one would expect, at least intuitively, that it would be optimal to duplicate 
tool 1. (Below we shall see an example-Example 4.3. l-that contradicts this intuition.) 
However, tool 1 should be considered first for duplication. Then tool 2, tool 3, and so 
on. Thus, the quantities ui help us to search for an optimal configuration. The question 
now is when to stop the search procedure. If we can group the tools that are in some 
sense comparable to one another, then we can restrict the search to that group. For 
example, if uI = 0.15, ul_ = 0.135, u3 = 0.13, u1 = 0.01, . . , then we can perhaps 
group the tools 1 , 2, and 3 and hope that one of these three tools is an optimal one. 
The idea of grouping is to minimize the search time and at the same time to obtain a 
reasonably good solution. If the group is large, more time will be spent in searching but 
the solution obtained may be very good. On the other hand, the search time may be 
minimal on a small group but at the cost of a good solution. Therefore, much care should 
be taken while grouping the tools. 
Before developing the necessary preliminaries for the algorithm, we give below the 
example we mentioned earlier. 
Example 4.3.1. Here S and T are given by 
In Table 4.3.1 below, the PIT of the machines for the various configurations are given. 
A quick look at the table shows that it is optimal to duplicate tool 1 although tool 3 
contributes more to the TPIT. In fact, given a choice between tool 2 and tool 3, we see 
that it is better to duplicate tool 2, even though it is the least contributor to the TPIT. 
Definition 4.3.1. y*-adjacent. Let 0 I y* 5 1. Tool j is said to be y’-adjacent to tool 
i if 
Ui - Uj 
vi 2 uj and ~ 5 y*. 
oi 
Thus, in the above example, tools 1 and 3 are y*-adjacent for y* = 0.1. 
Definition 4.32 
Neighborhood set. For agiven tool i,, its neighborhood set, denoted by N(r), is defined 
to be 
N(r) = {j: tool j is y*-adjacent to tool ir}. (4.3.1) 
For the example given above, if we let i, = 3, i2 = 1, and iJ = 2 and take y* = 0.1, we 
Table 4.3. I 
Tool I Tool 2 Tool 3 -I-PIT 
(0, 0. 0) 0.1898 0. I557 0.1959 O.j-tl1 
(I. 0, 0) - 0. I504 0.2129 0.3933 
(0. 1. 0) O.‘Ol1 - 0.2235 0.1219 
co. 0, I) 0.‘5~1 0.1798 - 0.4322 
(I, 1, 0) - - 0.1542 0.2W 
(I. 0. 1) - 0.1684 - 0.1683 
(0. 1, I) 0.2757 - 0.2757 
see that 
N(l) = (3, l}, N(2) = {I}, N(3) = (2). 
Remarks. 
1. It should be noted that the set N(r) also depends on the value of y*. 
2. Since i, E N(r) for all y* L 0, N(r) # 6 for any r and y*. 
3. N(r) = {ir}, when y* = 0 and 
N(r) = {ir, i,+ I, .}, when y* = 1. 
4.3.2. The search algorithm. Having set up the necessary preliminaries, we are now 
ready to present a heuristic search algorithm. Suppose that up to K tools may be dupli- 
cated. Then the following steps comprise the algorithm. 
Step 0. Set x = 0. Pick a y* between 0 and 1. 
Step 1. Compute (pi for the configuration x. Let i,, i2, . . . . be such that ui, 2 
u;z 2 . . . . 
Step 2. Compute the neighborhood sets N(.) using the definition given in (-l.3.11. 
Step 3. If 1 N(K) 1 = 1 ( 1 A 1 d enotes the cardinality of the set A), duplicate tools 
numbered i,, i2, . . . , iK, and go to Step 7. Otherwise go to Step 4. 
Step 4. Let rl and rz be two indices such that 
iK E N(r, + 1) and iK E N(r,), 
i,? E N(K) and i,_, E N(K). 
That is, rl is such that tools i,, and iK are not ye-adjacent to each other but i,, _ I and iK 
are. rz is such that iK and ir2 are y*-adjacent to each other but iK and i,, , are not. If 
ri = 0, go to Step 6; otherwise go to Step 5. 
Step 5. Duplicate the tools numbered i,, . . . , i,,. Replace K by K - rl and x by 
x + EJ', ej. Go to Step 1. 
Step 6. If : 
0 
is reasonably small, we may choose the best set of K tools from that 
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group by direct enumeration. Otherwise. we start with the first K tools, ii. . . iK. and 
try to improve the solution on hand by exchanging some tools until a satisfactory solution 
is obtained. i.e., one in which the total idle time is close to optimal or near optimal solution. 
Step 7. .4t this stage. u-e have a satisfactory solution. Either stop here or get another 
solution by choosing a different y*. Continue this until the same solution is repeated at 
least twice or the value of the objective function does not differ very much from the best 
current value. 
Remarks. 
The number of iterations required to produce one solution is quite sensitive to the 
choice of y*. The extreme cases, y* = 0 and y* = I. correspond, respectively, to 
the least and the most number of iterations needed. From our numerical experimen- 
tation, we found that it is advantageous to choose y* in the interval [OZ. 0.71. 
It is highly recommended to run the same example for a couple of different y*‘s. 
4.4. Heuristic algorithm 3 
Suppose that 5Lr denotes the set of optimal tools when k tools are to be duplicated. If 
9,_, C Sk for all I;. then the algorithm, to be presented below, always yields an optimal 
solution. But, we have examples where GZ- I CL 9~ and one such example is discussed 
here. However, these observations lead to an interesting 
Open Problem. Under vvhat conditions on the system does the relationship 2k_, C 
GZk hold good for all li? 
One set of conditions that guarantee Sk-, C gk for all k is that Sii = Tji for all 1 5 i 
5 m. (See Theorem 3.6.4). 
In the following example, we see that 2, C 9;. 
E.vample 4.4.1. In this example the generators are given by 
+-&I. +_!_;I 
By numerical computation, it can be seen that 9, = {I}, Q2 = (2, 4). ‘ZA3 = {I, 3, 4) and 
therefore 9, a B3. 
The algorithm given below yields a satisfactory solution even when GJk_, a GCk for 
some k, and produces an exact optimal solution when GG_ i C bk for all k. Before giving 
the steps of the algorithm, recall from Section 3. 2, that B(X) denotes the TPIT for the 
configuration x. Suppose that up to K tools may be duplicated. Then the following steps 
comprise the algorithm. 
Step 0. Set r = 0; x = 0. 
Step 1. r+r f 1. 
Step 2. Suppose that tools numbered ii, i2, . . . , i,_ , , are chosen for duplication. In 
thiscase,setxj,= l,forl<j%r- 1. 
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Step 3. Choose tool i, for duplication such that 
min i3(x - ei), occurs at i, 
rr =o 
Step 4. If r < K, go to Step 1. 
Note that the total number of configurations that are to be considered before obtaining 
a solution is <mK - K(K - I)/?. 
4.5. Demonstration of the algorithms 
The purpose of this section is to demonstrate the performance of the proposed algo- 
rithms by two examples. These algorithms were tested on a number of examples and 
invariably both heuristic algorithms 2 and 3 produced very good solutions. Heuristic al- 
gorithm 1, in some cases, produced solutions that were not close to good solutions. This 
fact is not surprising considering that this algorithm uses only little information about the 
model. The surprising fact, though, is in many examples. this algorithm produced good 
solutions, that were close, if not identical. to the ones obtained by the other two algorithms. 
In the sequel, let xci) denote the solution obtained from heuristic algorithm i. i = 1, 2, 
3 and let pi = p(x”‘) be the TPIT for the configuration xc”. For both the examples below, 
the generators S and T were randomly generated from the computer. using the pseudo 
random numbers. For our discussion, we only give the holding rates of both machines in 
various tools. The tool magazine has a capacity to hold K duplicated tools. 
Example 4.5.1. Here m = 15, K = 5 and the machines are of cyclic type. The vectors 
A and CL, respectively, denoting the vectors of holding rates of machines 1 and 2 are given 
by (rounded off to two decimal places), 
A = (1.35, 9.62, 1.03, 6.69, 4.59, 9.93, 0.30, 9.17. 6.03, 2.10. 7.50, 6.09, 5.63, 9.11, 1.78L 
p = (2.19, 1.50, 0.15, 1.90, 2.17, 1.45, 2.09, 2.45. 1.96, 2.40. 0.89, 1.73, 2.46, 0.23, 2.02). 
The TPIT for the configuration x = 0 is 0.59407. 
ALGORITHM 1. Duplicate the tools in the following order (the numbers below refer to 
the tool numbers). 
3, 14, 7, 11, 1, 15, 10, 6, 2. 12, 5, 4, 9, 13, 8 
Since K = 5, the solution x”) and the TPIT pi, are 
x(I) = (1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1. 0, 0, 1, O), p, = 0.03219. 
ALGORITHM 2. Here we first take y* = 0.2. Recall from Section 4.3.2 that the neigh- 
borhood sets (N-sets) are denoted by N(.). The following steps of the algorithm are as 
given in Section 4.3.2. For notational ease let I denote the vector of indices il. iz, . . . , 
described in Step 1 of the algorithm in Section 4.3.2. 
Iteration 1. 
Step 0. Set x = 0 and take y* = 0.2. 
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Step 1. I for the configuration x is given by 
I = (3, 14, 7, 6, IS. 11, 2. 5, 12. 4. 1, 13, 9, 10. 8). 
Step 2. N-sets are: 
N(1) = {3}, N(2) = {14}, N(3) = (7, 6, 15, ll}, N(4) = (6, 15. I l}, N(5) = (15, II}, 
N(6) = {II}, N(7) = (2, 5, 12, 4, I}, N(8) = (5, 12, 4. l}, N(9) = (12. 4, l}, N(lO) = 
(4, I}, N(11) = {I}, N(12) = {13}, N(13) = (9, lo}, N(4) = {IO}, iv(I5) = (8). 
We can write the above N-sets in a compact form as 
I:3 14 7 6 15 11 2 5 1241 13 9108 
6 15 11 5 12 4 1 IO 
15 11 12 4 1 
11 4 1 
1 
Step 3. 1 N(K) 1 = 1 N(5) 1 = 2. Hence, go to Step 4. 
Step 4. rl = 2, r2 = 6, since is = 15 E N(3) but is E N(Z) and i6 = 11 E N(5) but 
i7 = 2 E N(5). Go to Step 5. 
Step 5. Since rl # 0, duplicate the tools numbered i,, . . . , i,,. That is, duplicate the 
tools numbered 3 and 14. 
Replace x by x = (0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, O), and K by K = 5 - 2 = 3. 
The TPIT for the current configuration x is 0.10505. Perform second iteration. 
Iteration 2. 
Step I. I for the configuration x is 
I = (7, 11, 1, 6, 12, 15, 13, 10, 5, 2, 4, 9, 8). 
Note the change in the order of the contribution to the TPIT by the tools. For example. 
tool 1 which was ranked 11 for the configuration x = 0 is now ranked 3rd. 
Step 2. N-sets are: 
7 11 1 6 12 15 13 IO 5 2 4 9 8 
6 12 15 13 249 
12 10 4 
Step 3. 1 N(K) 1 = 1 N(3) 1 = 3. Hence, go to Step 4. 
Step 4. r~ = 2, ~2 = 5. Go to Step 5. 
Step 5. Duplicate the tools numbered 7 and 11 and x is changed to x = (0, 0, I, 0, 
0, 0, 1, 0, 0, 0, 1, 0, 0, 1, 0). The TPIT now is 0.03709. K is reduced to I. Proceed with 
third iteration. 
Iteration 3. 
Step 1. I now is given by 
I = (I. 6. 15. IO, II. 9. 5, 1. 13. 4. 8) 
step 2. h’-sets are: 
I 6 15 10 12 9 5 Z 13 1 8 
6 12 9 5 Z 13 1 
9 5 213 -I 
1 13 -1 
13 
Step 3. / X(K) / = / NC I) ) =Z and hence, go to Step 4. 
Step 4. rl = 0, since r, = 1 E h:( I) and r2 = 2. Go to Step 6 
Step 6. Since rl = 0 and j N(I) / is very small, we compared the tvvo configurations, 
x = (I. 0. I. 0. 0. 0. I. 0. 0. 0. I. 0, 0. I. 0). 
and 
x = (0. 0, I. 0. 0. I, 1. 0. 0. 0. I. 0. 0. 1. 0). 
and found that the latter one yielded a smaller TPIT. Thus, s”’ = (0, 0. 1. 0. 0. 1, 1. 0, 
0. 0. I. 0. 0. I. 0) and p2 = 0.03105. 
With the hope of improving the solution. we continued the search by choosing a different 
y*, namely, y* = 0.5. Briefly we summarize the results obtained. At the beginning of the 
third iteration. the configuration was 
x = (0. 0. 1, 0. 0. 0. 1. 0. 0. 0, 0, 0, 0. I, 01, 
with a TPIT of 0.05779. In the third iteration we had r, = 0. r2 = 6. K = 2 and so we 
had to choose up to two tools for duplication from the set of tools {I 1. 12, 1. 6. 13. 15, 
10. 9, 1, 5). By comparing quite a few conftgurations, we arrived at the same solution 
that was obtained when y* was 0.2. Hence, we concluded that the one we had was a 
better solution. 
ALGORITHM 3. in this step-by-step duplication algorithm. we obtained i, = 3, i2 = 
14, ij = 7, i4 = 11, and is = 6. Thus, this algorithm yielded a solution that is identical 
to that of algorithm 2. Thus, we have x’~’ = x(” and B, = oz. 
Exflmple 33.2. Here m = 10. K = 5 and both machines have general form for their 
generators. Below, we only give the holding rates of the machines. Using the notation of 
Example 4.5.1. we have, 
A = (16.06, 20.45, 20.66, 17.77, 19.73, 
36.10, 21.96, 24.04, 28.48, 18.29), 
p = (0.69. 1.05, 0.84, 1.06, 0.89, 
0.86, 1.05, 0.77, 0.96, 1.34). 
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Without going into details, we present below the results obtained from the three al- 
gorithms. The TPIT for x = 0 is 0.7156. 
XLG~RITHM 1. Duplicate the tools in the following order. 
1, 8, 6, 5. 9. 7. 3, 4. IO, 2 
Thus, x”’ = (1, 0, 0, 0, 1. 1, 0. 1, I, 01, p, = 0.27453. 
ALGORITHM 2. 
yx = 0.2. 
Iteration 1. K = 5, rl = 2, t-1 = 7. x = (I, 0. 0, 0. 0, 0. 0. I, 0, 0). and the TPIT is 
0.49207. 
Iteration 2. K = 3, rl = 0, t-2 = 3. Three tools may be selected from the set {j. 9. 
7, 6, 3, 10, 4) for duplication. By comparing several configurations, we found xl’) = (I. 
0, 0, 0, 1, 1, 0, 1, 1, 0) and p2 = 0.27453. 
We continued searching with a different y*. namely, y’ = 0.5. In the first iteration 
itself, we had rl = 0 and t-2 = 10. By comparing quite a few configurations, starting with 
the earlier solution, we found the above solution to be the best. which was also the case 
with Algorithm 3. Thus, for this example. our best solution is x”) = x”’ = xt3’ = (I. 0. 
0, 0. 1, 1, 0, 1, 1, 0). 
5. CONCLUDING REMARKS 
In this paper, we proposed a new and interesting clas of optimization problems arising 
naturally in modelling a system with two servers sharing a common resource. The for- 
mulation of the problem was of probabilistic one. Because of the huge dimensionality of 
the problem, using a direct enumeration technique to find an optimal solution is numer- 
ically impossible, if not infeasible. Hence. we proposed three heuristic algorithms to find 
a reasonably good solution. However, in some particular cases, we were able to char- 
acterize the optimal solution analytically. 
When the machines in the system are of cyclic type, a number of simplifications arise 
in the model which lead to interesting results and also a conjectured lower bound on the 
TPIT. We refer the reader to Chakravarthy [3] for the details. 
We assumed in this paper and also in [3] that the holding times are all exponential. 
But, it is highly desirable to model systems with two machines sharing a tool magazine 
with such features as exceptionally long holding times and frequent requests of certain 
tools. These situations may arise, for example, when the jobs hand!ed by the machines 
are heterogeneous. To this end, relaxing the exponential assumption on the holding times 
and assuming that their distributions are of phase type and that the machines are of cyclic 
type, several interesting results are obtained in Chakravarthy [7]. Phase type distributions. 
which includes many well known distributions such as generalized Erlang, hyperexpo- 
nential, as special cases, were introduced by Neuts [8] and a discussion of their uses in 
Stochastic modelling may be found in [9]. 
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