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Abstract
Given a nonnegative weight matrix E defining componentwise structured perturbations
|E˜|  E, we introduce a componentwise pseudospectrum of a square matrix A as contour
sets of the function λ ∈ C → ρ(|(A− λI)−1|E), where ρ(M) is the spectral radius of a
square matrix M , and discuss how to compute it.
© 2003 Elsevier Inc. All rights reserved.
Keywords: Matrix pseudospectrum; Nonsingularity radius; Componentwise structured perturbation
1. Introduction
It is well known that the normwise distance from a nonsingular matrix A ∈ Cn×n
to the set of all singular n× n matrices,
σ(A) = min{  0 : ∃ ∈ Cn×n such that ‖‖  
and A+  is singular}, (1)
equals 1/‖A−1‖. For the 2-norm, 1/‖A−1‖2 is equal to the smallest singular value
of A, σmin(A). In order to treat structured perturbations, Hinrichsen and Kelb [5]
introduced the structured nonsingularity radius
σ(A,B,C) = min{  0 : ∃ ∈ Cn×n such that ‖‖  
and A+ CB is singular}, (2)
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where the (rectangular) matrices B and C describe the pattern of perturbations. In the
case of componentwise perturbations, the nonsingularity radii σ(A) and σ(A,B,C)
are naturally replaced with
σ(A,E) = min{  0 : ∃E˜ ∈ Cn×n such that |E˜|  E
and A+ E˜ is singular}, (3)
where E is a nonnegative matrix. For example, the choice E = |A| leads to rela-
tive componentwise perturbations of A, i.e., only nonzero elements of A are subject
to perturbations. Throughout this note the absolute value and inequalities between
matrices hold componentwise.
When A ∈ Rn×n and E = (1), i.e. Eij = 1 for all i, j , computation of σ(A,E)
was proved to be NP-hard [7,10]. A careful formulation of this result is as follows.
Given a matrix A with rational entries and a rational number r , it is an NP-hard
problem to check
min{  0 : ∃E˜ ∈ Rn×n such that |E˜|  E and A+ E˜ is singular}  r
(with respect to the length of the binary representation of the input data A, r). Assum-
ing that the conjecture P /= NP is true, the NP-hardness result eliminates the possi-
bility of algorithms that run in polynomial time and that are correct for all instances
of A, r (see [3]).
However, Rump [8,10] recently showed for a nonsingular matrix A that
1
ρ(|A−1|E)  σ(A,E) 
(3 + 2√2)n
ρ(|A−1|E) , (4)
where ρ(M) is the spectral radius of a matrix M .
Definition (3) and inequalities (4) allow us to introduce a notion of component-
wise pseudospectrum. Recall first that for  > 0, the -pseudospectrum of an n× n
matrix A is defined as (see [2,13]):
(A)={λ ∈ C : ∃ ∈ Cn×n such that ‖‖2  
and A+ − λI is singular} (5)
={λ ∈ C : σmin(A− λI)  } (6)
=
{
λ ∈ C : ‖(A− λI)−1‖2  1

}
. (7)
Owing to (3), the componentwise -pseudospectrum could be defined by the sets
(A,E)={λ ∈ C : ∃ ∈ Cn×n such that ||  E
and A+ − λI is singular} (8)
={λ ∈ C : σ(A− λI,E)  }. (9)
Definitions (8) and (9) are natural adaptations, in the case of componentwise pertur-
bation, of (5) and (6) respectively. Unfortunately, there is no equivalent of (7). But
from (4) it is clear that
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
/(3+√2)n ⊂ (A,E) ⊂ , (10)
where
(A,E) =
{
λ ∈ C : ρ
(∣∣∣(A− λI)−1
∣∣∣E)  1

}
. (11)
Therefore, we propose a componentwise pseudospectrum of A as contour sets (11)
of the function
λ ∈ C −→ f (λ) = ρ(|(A− λI)−1|E), (12)
where a nonnegative matrix E defines the componentwise perturbation structure.
Bounds (4) or inclusions (10) guarantee that f (λ) is a satisfactory approximation to
the ideal, but computationally intractable, function 1/σ(A− λI,E).
2. Numerical examples
A straightforward approach to the computation of the contour sets of the function
(12) consists in computation of values f (λ) over a discrete set of λ. The contour
sets are then plotted from these values. Thus, the basic computational task is the
computation of ρ(|(A− λI)−1|E) for some λ.
Given a matrix Aλ = A− λI , the basic task is divided into the three steps:
1. computation of X = |A−1λ |,
2. computation of the nonnegative matrix Y = XE,
3. computation of spectral radius ρ(Y ).
An immediate desire is to apply the Gaussian elimination with partial pivoting at
step 1 and the standard QR algorithm at step 3. Our Matlab implementation of this
plan apparently worked well. However, we are not able to guarantee full reliability
of this sample of algorithms. To clarify this point, we provide an explanation below.
The spectral radius of a nonnegative matrix M ∈ Rn×n satisfies the Collatz–
Wielandt formula [6]
ρ(M) = max
x0
x /=0
min
1in
xi /=0
(Mx)i
xi
, (13)
which implies monotonicity of the spectral radius, that is ρ(M1)  ρ(M2) when
0  M1  M2. Thus, we have the absolute error bounds:
ρ(M1)  ρ(M)  ρ(M2), if 0  M1  M  M2. (14)
However, these error bounds do not give well-conditioning of ρ(M) with respect to
absolute perturbations. No estimate of the form ρ(M + )− ρ(M)  O(‖‖) can
hold for certain perturbations   0. On the contrary, the spectral radius of a non-
negative matrix M is well-conditioned under componentwise relative perturbations.
Again by (13),
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|ρ(M + )− ρ(M)|  ρ(M), if ||  M and   1. (15)
Assume that we are able to compute well at step 3 and want to analyze the pre-
vious steps. Step 2 can produce componentwise absolute perturbations but rather
rarely, for example, when most of the elements of X and E are of order of the under-
flow threshold. Concerning step 1, we consider only forward errors because a small
relative backward error for an inverse matrix without very special structure is impos-
sible [4]. Note that at least one step of iterative refinement is highly desirable for
getting a small componentwise relative forward error with respect to the exact matrix
|A−1λ |. However, even the iterative refinement does not help to get rid of the compo-
nentwise absolute forward error entirely.
We conjecture that dangerous absolute forward errors occur very rarely, and the
standard algorithms can be often used at all steps. Reliable computations at steps 1
and 2 can be based on the interval arithmetic software such as the INTLAB interval
toolbox developed by Rump [9,11] with the final check by (14).
In the present note, the reported results are performed with provably reliable algo-
rithms. The matrix X is computed by the routine verifylss.m from INTLAB, which
computes exact tight intervals for the entries of X. Step 2 is also carried out in the
interval arithmetic. At step 3 we must compute the spectral radii of two nonnegative
matrices Y at the interval ends, and this operation may be unstable if the backward
perturbations are not suitably structured. One can guarantee stability, e.g., in the case
of componentwise relative perturbations as in (15). The authors of [1] report that the
standard QR algorithm breaks down in some situations and propose to compute the
spectral radius of nonnegative matrices by a variant of inverse iteration. We use their
method at step 3 and rely on their analysis.
An alternative method for step 3 was proposed by Rump [12]. Since ρ(Y ) does not
need to be calculated with high accuracy, few power iterations, x = Yp[1, 1, . . . , 1]T,
and Collatz’ estimate
Fig. 1. Pseudospectrum of A : λ → log10 ‖(A− λI)−1‖2.
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Fig. 2. Componentwise pseudospectrum of A : λ → log10 ρ(|(A− λI)−1| |A|).
min
i
(Y x)i
xi
 ρ(Y )  max
i
(Y x)i
xi
give a satisfactory result.
Our primary goal was to introduce the notion of a componentwise pseudospec-
trum and to demonstrate its difference with the classical pseudospectrum numeri-
cally. As an example, consider the 20×20 matrix A, whose nonzero elements are
Ai,i+1 = −1, i = 1: 19, and A20,1 = mach. Figs. 1 and 2 show the pseudospectrum
of A and its componentwise pseudospectrum with E = |A|. Near the origin the
behavior of two pseudospectra is clearly very different.
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