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Abstract: For scalar fully nonlinear partial differential equations F (x,D2u(x)) = 0
with x ∈ Ω b RN , we present a general theory for obtaining comparison principles
and well posedness for the associated Dirichlet problem, where F (x, ·) need not be
monotone on all of S(N), the space of symmetric N×N matrices. We treat admissible
viscosity solutions u of elliptic branches of the equation in the sense of Krylov [20]
and extend the program initiated by Harvey and Lawson [11] in the homogeneous
case when F does not depend on x. In particular, for the set valued map Θ defining
the elliptic branch by way of the differential inclusion D2u(x) ∈ ∂Θ(x), we identify
a uniform continuity property which ensures the validity of the comparison principle
and the applicability of Perron’s method for the differential inclusion on suitably con-
vex domains, where the needed boundary convexity is characterized by Θ. Structural
conditions on F are then derived which ensure the existence of an elliptic map Θ
with the needed regularity. Concrete applications are given in which standard struc-
tural conditions on F may fail and without the request of convexity conditions in
the equation. Examples include perturbed Monge–Ampe`re equations and equations
prescribing eigenvalues of the Hessian.
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1. Introduction
In this work, we will study continuous solutions u of the Dirichlet
problem for second order fully nonlinear PDEs of the form
F (x,D2u(x)) = 0, x ∈ Ω,(1.1)
u(x) = ϕ(x), x ∈ ∂Ω,(1.2)
where Ω ⊂ RN is a bounded open domain with C2 boundary and ϕ
and F are given continuous functions. More precisely, we will examine
the validity of the comparison principle for (1.1) and the well posedness
of(1.1)–(1.2) by way of Perron’s method for admissible viscosity solu-
tions u of elliptic branches of the equation in the sense of Krylov [20].
In particular, we will not assume that F (x, ·) is a monotone function
on the entire space S(N) of symmetric N × N matrices. Moreover,
we will seek minimal structural conditions on F in order to operate
in Krylov’s framework, which shifts attention from the particular form
of F to its zero locus as a means of formulating a general notion of el-
lipticity. Exploiting the freedom of the Krylov framework and the lack
of (u,Du) dependence in (1.1), we will obtain comparison principles
and well posedness of the Dirichlet problem under structural conditions
on F which are in some cases weaker than what would be required in
framework of classical viscosity solutions. This classical framework, as
presented in Crandall–Ishii–Lions [9], of course applies to more general
equations of the form F (x, u(x), Du(x), D2u(x)) = 0. That improve-
ments to the classical viscosity theory might be possible in Krylov’s set-
ting is suggested by the program initiated by Harvey and Lawson [11]
for homogeneous equations F (D2u(x)) = 0 and we will generalize their
approach to include inhomogeneous equations (1.1).
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Before giving a detailed description of the results obtained and the
methods employed, we give a few model equations which illustrate some
of the novelty in our applications to the well posedness for (1.1)–(1.2) by
Perron’s method. In all cases, f is a uniformly continuous real valued
function. First, for the perturbed Monge–Ampe`re equation
(1.3) det(D2u(x) +M(x))− f(x) = 0,
if f ≥ 0 and if M is a uniformly continuous S(N)-valued function and
Ω is strictly convex, then a unique solution will be found for the branch
determined by the constraint det(D2u(x) +M(x)) ≥ 0 in Theorem 5.9.
Standard structural conditions may fail for (1.3) in cases that we can
treat. For example, the well known condition (3.14) of Crandall–Ishii–
Lions [9] may impose an additional regularity property on M in terms
of a lower bound on the order at which coefficients of the matrix are
allowed to vanish. We need no such restriction, requiring only that M
be uniformly continuous. This is discussed in Remark 5.10 and a simple
example is provided. Next, in dimension N = 2, if f ≥ 0 and Ω is strictly
convex then the equation
(1.4) ux11ux22 − f(x) = 0
admits unique solutions for two distinct branches (see Theorem 5.13)
even though along one of the branches, F (x,A) = A11A22 − f(x) is not
monotone (see Remark 5.14). These two examples illustrate improve-
ments to the classical theory. Finally, for the equation which prescribes
the kth-eigenvalue of the Hessian
(1.5) λk(D
2u(x))− f(x) = 0,
if Ω is suitably convex a unique solution will be found in Theorem 5.11
where Fk(x,A) = λk(A)− f(x) need not be concave (see Remark 5.12),
which cuts this example off from other general approaches. See also the
discussion at the end of the introduction.
We begin our technical description with some remarks about the gen-
eral methodology. In the Krylov framework, an elliptic branch of (1.1)
is encoded by a set-valued function Θ: Ω→ ℘(S(N)) whose values Θ(x)
must be an elliptic set ; that is, a non empty, closed, and proper subset
of S(N) which is stable under sums with non-negative elements in S(N).
The PDE will be replaced by the differential inclusion
(1.6) D2u(x) ∈ ∂Θ(x) for each x ∈ Ω
and Θ will give an elliptic branch of (1.1) provided that
∂Θ(x) ⊂ Γ(x) := {A ∈ S(N) : F (x,A) = 0} for each x ∈ Ω,
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where obviously one assumes that Γ(x) 6= ∅. A natural definition of
viscosity solutions for (1.6) can be given which uses the elliptic map Θ
as an admissibility constraint (see Definition 2.7). In this way, one can
temporarily forget the particular form of the PDE and shift focus to the
zero locus Γ(x) and the elliptic map Θ. One might discover new struc-
tural conditions for F by way of properties that the map Θ must satisfy
in order to ensure a comparison principle and to implement Perron’s
method. Implementing this scheme for a given PDE (1.1) is a two step
process: show that an elliptic branch Θ exists for which the weak solu-
tions of (1.6) are admissible viscosity solutions of (1.1) and determine
conditions under which one can handle (1.6).
In the homogeneous case, where the elliptic maps are constant, Harvey
and Lawson [11] treated the differential inclusion D2u(x) ∈ ∂Θ in an
original and elegant way and show that no additional assumptions on Θ
are necessary. The key ingredients are a notion of duality for elliptic sets
where the dual set Θ˜ is defined in a set theoretic way
(1.7) Θ˜ := −[Θ◦]c
(where Θ◦ and Θc denote the interior and complement of Θ ∈ S(N))
and the use of subaffine functions which are upper semicontinuous func-
tions satisfying a comparison principle with respect to affine functions
(see Definition 2.9). These ingredients make the proof of the compari-
son principle particularly transparent and yield a characterization of the
boundary convexity needed for Perron’s method in terms of Θ and Θ˜.
While many interesting and geometrically important examples are dis-
cussed in [11], the question of structural conditions on a general F which
ensure the existence of elliptic branches is not treated. In the inhomoge-
neous setting that we treat, where the elliptic maps are not constant, we
show that a natural uniform continuity property on Θ ensures a suitable
abstract theory at the level of the differential inclusion (1.6). Moreover,
we address the question of suitable structural conditions on F in order
to apply the abstract theory to a given PDE (1.1).
We first describe the abstract results concerning the differential in-
clusion (1.6) which need not bound to any particular PDE (1.1). For
any elliptic map Θ, one defines Θ-subharmonic functions as those upper
semicontinuous functions that are viscosity subsolutions of (1.6), where
one uses Θ(x) as a pointwise constraint. As in the homogeneous case [11]
of constant elliptic maps, the key to the development is a characteriza-
tion of Θ-subharmonic functions in terms of duality and the space of
subaffine functions (whose elements have a natural pointwise characteri-
zation). In particular, by using the duality (1.7) pointwise, one has that
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a lower semicontinuous function u is Θ-superharmonic if and only if −u
is Θ˜-subharmonic. More importantly, in Theorem 2.11 we prove that an
upper semicontinuous u function is Θ-subharmonic in x ∈ Ω if and only
if
(1.8) u+ v is subaffine in x,
for each v which is C2 near x and Θ˜-subharmonic in x.
By duality, one has a similar characterization of Θ-superharmonic func-
tions u. As in the homogeneous case [11], this duality-subaffine reformu-
lation (1.8) shows that the comparison principle for a pair of Θ, Θ˜-sub-
harmonic functions is a consequence of the so-called subaffine theorem,
which states that
(1.9) u+ v is subaffine in Ω if u, v are Θ, Θ˜-subharmonic in Ω.
The proof of the subaffine theorem (1.9) for upper semicontinuous u, v
requires the validity of certain basic properties of Θ-subharmonic func-
tions used in an approximation argument. In the inhomogeneous case
we treat, some of these basic properties require the uniform Hausdorff
continuity of the elliptic map Θ, which is to say the uniform continuity
of Θ when one places the Hausdorff metric on the collection of closed
subsets of S(N). Proposition 3.3 shows that for an elliptic map Θ, the
uniform Hausdorff continuity is equivalent to the following property: for
every ε > 0 there exists δ = δ(ε) such that
(1.10) x, y ∈ Ω with |x− y| < δ
⇒ Θ(x) + εI ⊂ Θ(y) and Θ(y) + εI ⊂ Θ(x).
In addition, the uniform Hausdorff continuity of Θ passes to the dual map
and extends to the boundary while preserving the ellipticity of Θ (see
Proposition 3.5). In Section 3, we will prove the following comparison
principle which is essential for the Perron method.
Theorem 1.1. Let Θ be a uniformly Hausdorff continuous elliptic map
on Ω. If u ∈ USC(Ω) and w ∈ LSC(Ω) are Θ-subharmonic and Θ-su-
perharmonic respectively in Ω, then
(1.11) u ≤ w on ∂Ω⇒ u ≤ w in Ω.
This comparison principle yields the uniqueness of Θ-harmonic func-
tions having prescribed continuous boundary values. For the existence of
such Θ-harmonic functions, as in the homogeneous case [11], the needed
boundary convexity of Ω can be characterized completely in terms of Θ
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and Θ˜ and their associated elliptic cones. An elliptic cone
−→
Θ is an ellip-
tic set such that tA ∈ −→Θ for each t ≥ 0 and each A ∈ −→Θ. Elliptic sets
determine an elliptic cone by the formula
(1.12)
−→
Θ :={A ∈ S(N) : ∃ t0 = t0(A) ∈ R such that tA ∈ Θ, ∀ t ≥ t0}.
One says that ∂Ω with a local defining function ρ ∈ C2 near x ∈ ∂Ω is
strictly
−→
Θ -convex at x if
(1.13) D2ρ(x)|Tx∂Ω = B|Tx∂Ω for some B ∈
−→
Θ◦,
where Tx∂Ω is the tangent space at x. The uniform Hausdorff continuity
of Θ ensures that the elliptic cone map defined pointwise by (1.12) is
constant, as shown in Proposition 4.3. If Ω is strictly
−→
Θ-convex, then one
can construct a global defining function ρ which is
−→
Θ-subharmonic on Ω
and such that suitable quadratic perturbations of ρ are Θ-subharmonic
on Ω (see Theorem 4.4). The same holds for the dual map Θ˜. These aux-
iliary functions coming from the boundary convexity are used as barriers
in the implementation of Perron’s method. The following well-posedness
result for the Dirichlet problem will be proved in Subsection 4.2.
Theorem 1.2. Let Ω ⊂ RN be a bounded domain with ∂Ω of class C2
and let Θ be a uniformly Hausdorff continuous elliptic map on Ω. Sup-
pose that ∂Ω is both strictly
−→
Θ -convex and strictly
−→˜
Θ -convex. Then for
each ϕ ∈ C(∂Ω), there exists a unique u ∈ C(Ω) which is a Θ-harmonic
in the sense of Definition 2.7 and such that u = ϕ on ∂Ω.
We will apply this abstract theory to admissible viscosity solutions
of elliptic branches of (1.1) in various ways. We first introduce a gen-
eral situation in which F is increasing along a given background elliptic
map Φ. More precisely, we consider F ∈ C(Ω×S(N),R) for which there
is an elliptic map Φ such that the following conditions hold:
F (x,A) ≥ F (x,B), ∀ x ∈ Ω, ∀ A,B ∈ Φ(x) such that A ≥ B;(1.14)
∀ x ∈ Ω there exists A ∈ Φ(x) such that F (x,A) = 0;(1.15)
∂Φ(x) ⊂ {A ∈ S(N) : F (x,A) ≤ 0} for each x ∈ Ω.(1.16)
In Proposition 5.1, we show that an elliptic branch of (1.1) can be defined
by
(1.17) Θ(x) := {A ∈ Φ(x) : F (x,A) ≥ 0}
and we formulate a notion of a Φ-admissible viscosity solution of (1.1) in
Definition 5.2. In Proposition 5.3, we show that u ∈ C(Ω) is Θ-harmonic
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if and only if u is a Φ-admissible viscosity solution, provided that the
following non-degeneracy condition holds
(1.18) F (x,A) > 0 for each x ∈ Ω and each A ∈ Θ(x)◦.
These results are novel even in the homogeneous case. In this setting,
our principal structural condition is: for all small ε > 0 there exists
δ = δ(ε) such that
(1.19) F (y,A+εI)≥F (x,A), ∀ A∈Φ(x), ∀ x, y∈Ω such that |x−y|<δ.
Proposition 5.4 shows that (1.19) ensures that Θ defined by (1.17) is
uniformly Hausdorff continuous and hence the abstract Theorems 1.1
and 1.2 can be applied. The following result summarizes these consider-
ations and is proven in Subsection 5.1.
Theorem 1.3. Let Φ be a uniformly Hausdorff continuous elliptic map
on Ω and F ∈ C(Ω × S(N),R) such that (1.14), (1.15), (1.16), (1.18),
and (1.19) hold. Then the elliptic map Θ defined by (1.17) extends to
a uniformly Hausdorff continuous map on Ω and the comparison prin-
ciple of Theorem 1.1 holds. Moreover, if ∂Ω is of class C2 and strictly
−→
Θ ,
−→˜
Θ -convex, then for each ϕ ∈ C(∂Ω), there exists a unique u ∈ C(Ω)
which is a Φ-admissible viscosity solution of (1.1) in the sense of Defi-
nition 5.2 and u = ϕ on ∂Ω.
In Proposition 5.5, we describe the interiors of the elliptic cones which
are needed for the boundary convexity assumptions on Ω of Theorem 1.3.
Equations which fit into this general situation include (1.3) for which
standard structural conditions such as (5.12)–(5.13) may fail, as noted
above. In the homogeneous case, this situation means that F = F (A)
is increasing along an elliptic set Θ and (1.19) always holds as do the
standard conditions (5.12)–(5.13). This shows that improvements to the
classical theory are not seen in the homogeneous case. This situation
can be relaxed to allow for Φ = S(N) as discussed in Remark 5.8, which
then covers examples such as (1.5). The abstract theory also applies to
examples such as (1.4) even for the branches on which F is not mono-
tone, and hence cannot be treated in the Φ-admissible setting. Finally,
linear equations with F (x,A) = tr[a(x)A]− f(x) are briefly discussed in
Subsection 5.3, where the natural elliptic maps will typically fail to be
uniformly Hausdorff continuous. A remedy for this failure is given by
truncating where the Hessian is large in order to implement the inher-
ently nonlinear theory presented here.
We conclude this introduction with a few additional remarks and com-
parisons with the literature. Since we have not assumed that F (x,A) is
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monotone in A on all of S(N), one is cut off from a large portion of the
classical viscosity literature, and this is a major reason for attempting to
implement viscosity methods in Krylov’s framework of elliptic branches.
It should be mentioned that classical viscosity approaches have been em-
ployed without monotonicity on all of S(N); however, they are typically
ad hoc approaches which exploit the particular structure of special but
important classes of equations, beginning with those of Monge–Ampe`re
type as treated in Section V.3 of Ishii–Lions [15] or for prescribed cur-
vature equations as treated in the paper of Trudinger [23]. We have
aimed at a general theory which also encompasses the case with global
monotonicity and examples with no monotonicity at all.
We consider equations F (x,D2u) = 0 without explicit dependence
on u and its gradient Du. This has several consequences. As already
noted, the proof of the comparison principle reduces to the subaffine
theorem, where the maximum principle for subaffine functions takes the
place of having to study the maximum principle for semicontinuous func-
tions as needed in the classical scheme of doubling variables and then
penalizing, as introduced in Ishii [14] (see also Crandall–Ishii [8]). Such
an approach, while working well in a more general context results in
structural conditions such those recalled in Remark 5.10 which we do
not require here. In addition, since we have no explicit u dependence
in (1.1), we can never have strict monotonicity in u, which is known
to temper the demands on ellipticity for the validity of the compari-
son principle. A formulation of the ellipticity which is sufficient is given
in (1.19), which we refer to as being non-totally degenerate, do to its sim-
ilarity with the condition of Bardi–Mannucci [2] for equations which can
also depend on (u,Du) (see Remark 5.7). Other recent attempts to ad-
dress the comparison principle in the absence of strict monotonicity in u
include Barles–Busca [3], Kawohl–Kutev [17], and Luo–Eberhard [21],
where again monotonicity on all of S(N) is used. Moreover, ignoring
that difference for a moment, in [3] there is no x dependence and the
structural condition (1.6) of [17] cannot be satisfied for equations inde-
pendent of (u,Du). The structural conditions of [21] see more similar
to ours, but the presence of (u,Du) again plays a role.
There is of course also an extensive literature for treating fully nonlin-
ear equations of the form (1.1) by means other than viscosity techniques.
This is particularly true for special classes of equations such as those of
Monge–Ampe`re type or for F (x,A) = G(A)− f(x) with G a symmetric
function of λk(A). For example, maximum principles and the continuity
method are employed in Section 8 of Caffarelli–Nirenberg–Spruck [6, 7]
to treat smooth solutions of such equations including (1.3) with f > 0.
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There is also an extensive literature on equations which can be put into
Bellman or Bellman–Isaacs form. In particular, Krylov [18] uses this
approach to treat strong solutions of (1.3) on balls if f ≥ 0 and M
are C2 (see Example 8.2.4 and the comments in Section 8.9 of [18]).
Moreover, the solutions can be shown to be C3,α up to the boundary
if f > 0. Solutions should be semi-convex, lying on the elliptic branch
D2u+M ≥ 0 which is the branch we also consider. Finally, one should
consider Krylov’s pioneering paper [20] (see also the related [19]) on el-
liptic branches in which well-posedness results for the Dirichlet problem
for equations involving elementary symmetric polynomials in the eigen-
values of D2u are shown. An important point is that when the elliptic
sets Θ(x) (or their complements) are convex, then canonical forms of the
elliptic branch can be converted into Bellman form, to which solvability
results for general nonlinear PDE by barrier techniques apply. We make
no assumption on the convexity of Θ(x). Examples such as (1.5) treated
Theorem 5.11 have branches which are not convex.
2. Admissible viscosity solutions of elliptic branches
In this section, we will present the mathematical formalism for treat-
ing viscosity solutions of a fully nonlinear PDE of the form F (x,D2u) = 0
in which F (x,A) may not be monotone in A over the entire space of sym-
metric matrices. We will exploit Krylov’s general notion of ellipticity [20]
and show that the natural definition of admissibile viscosity solutions of
the differential inclusion describing the branch can be reformulated in
terms of Harvey–Lawson duality and subaffine functions.
We first fix a few notations. In all that follows, S(N) denotes the space
of symmetric N×N matrices, which carries the usual partial ordering of
the associated quadratic forms. We will denote by λ1(A) ≤ · · · ≤ λN (A)
the eigenvalues of A ∈ S(N) and we will denote by
(2.1) P := {P ∈ S(N) : P ≥ 0} = {P ∈ S(N) : λ1(P ) ≥ 0}
the set of non-negative symmetric matrices. We will denote by ℘(S(N)):=
{Φ : Φ ⊂ S(N)} and use the notations Φ, Φ◦, and Φc for the closure,
interior and complement of Φ ∈ ℘(S(N)). Finally, we make use of upper
and lower semicontinuous functions:
USC(Ω) = {u : Ω→ [−∞,∞) : u(x0) ≥ lim sup
x→x0
u(x), ∀ x0 ∈ Ω};
LSC(Ω) = {u : Ω→ (−∞,∞] : u(x0) ≤ lim inf
x→x0
u(x), ∀ x0 ∈ Ω}.
2.1. Elliptic sets and their duals. We begin with a brief review of
the notion of elliptic sets and their duals, which provide the framework
for the discussion.
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Definition 2.1. A subset Θ of S(N) is called an elliptic set if Θ is
closed, non empty, proper and satisfies the positivity property
(2.2) Θ + P ⊂ Θ;
that is, A+ P ∈ Θ for each A ∈ Θ and each P ∈ P, where P is defined
by (2.1). The collection of all elliptic subsets will be denoted by E .
In the original definition of elliptic sets, Krylov [20] took Θ to be an
open subset, but we have followed [11] by taking Θ to be closed. This
will be useful since the collection of closed subsets K(S(N)) of S(N)
forms a metric space with respect to the Hausdorff distance, which will
be used to describe the regularity of E-valued maps.
As shown in Section 3 of [11], Θ has non empty interior since each
A ∈ Θ can be written as the limit as ε → 0+ of A + εI ∈ Θ + P◦ and
one has
(2.3) Θ = Θ◦.
In addition, an elliptic set Θ is completely determined by its boundary
in the sense that
(2.4) Θ = {B + tI : B ∈ ∂Θ, t ≥ 0},
as noted in Remark 2.5 of [20].
Duality is defined in a set theoretic way.
Definition 2.2. For each Θ ∈ ℘(S(N)), define the dual set Θ˜ ∈ ℘(S(N))
by
(2.5) Θ˜ = [−Θ◦]c = − [Θ◦]c .
An important example is given by the dual to the elliptic set P, where
(2.6) P˜ = {A ∈ S(N) : λN (A) ≥ 0}
is also an elliptic set. Duality preserves the ellipticity of Θ and is well
behaved with respect to various operations.
Proposition 2.3. For arbitrary subsets Θ, Θ′ of S(N), one has the
following properties:
(a) Θ˜ is elliptic if and only if Θ is elliptic;
(b) the dual of Θ˜ is Θ;
(c) if Θ ⊂ Θ′ then Θ˜′ ⊂ Θ˜;
(d) Θ˜ +A = Θ˜−A for every A ∈ S(N).
These formulas and others are shown in Section 3 of [11]. Duality
combined with ellipticity yields the following important facts.
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Proposition 2.4. For elliptic sets Θ, one has the following properties:
(a) ∂Θ = Θ ∩
(
−Θ˜
)
= Θ \Θ◦;
(b) A ∈ Θ if and only if A+ Θ˜ ⊂ P˜ .
Property (a) follows directly from the definition and requires only that
Θ be closed and is not trivial if Θ is proper. Property (b) is proven in
Lemma 4.3 of [11] and yields the following alternate characterization of
the dual for elliptic sets
(2.7) Θ˜ = {B ∈ S(N) : B + Θ ⊂ P˜}.
2.2. Elliptic maps and elliptic branches. Next we briefly review
Krylov’s notion of elliptic branches for a fully nonlinear PDE of the
form (1.1). Elliptic branches will be encoded by elliptic maps, which are
nothing other than elliptic set valued maps.
Definition 2.5. A set valued map Θ: Ω→ ℘(S(N)) is called an elliptic
map if Θ takes values in the elliptic subsets E of S(N); that is, for
each x ∈ Ω one has
(2.8) Θ(x)  S(N), Θ(x) is closed and nonempty, Θ(x) + P ⊂ Θ(x).
Since Θ is just an E-valued map, all of the properties listed in Subsec-
tion 2.2 hold pointwise; that is, for each Θ(x) with x ∈ Ω. In particular,
one has a natural dual map Θ with Θ˜(x) := Θ˜(x) for each x ∈ Ω. More-
over, each fixed elliptic set Θ can be identified as a constant elliptic map
so that the homogeneous case treated in [11] is strictly included in the
present theory.
We now turn to the notion of an elliptic branch. Consider the fully
nonlinear PDE of the form (1.1); that is,
(2.9) F (x,D2u(x)) = 0, x ∈ Ω,
with Ω b RN and F : Ω×S(N)→ R continuous such that the zero locus
(2.10) Γ(x) := {A ∈ S(N) : F (x,A) = 0} with x ∈ Ω
is closed and assumed to be non empty for each x ∈ Ω.
Definition 2.6. An elliptic branch of (2.9) is the differential inclusion
(2.11) D2u(x) ∈ ∂Θ(x) for each x ∈ Ω,
provided that Θ is an elliptic map and the following branch condition
holds:
(2.12) ∂Θ(x) ⊂ Γ(x) for each x ∈ Ω,
where Γ(x) is the zero locus (2.10).
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Following Krylov, one could say that the PDE (2.9) is elliptic if it
admits an elliptic branch Θ, which need not be unique. Moreover, Θ de-
pends only on the zero locus in (2.10) and not on the particular form
of F . A given F is said to be a canonical form for Θ if for each x ∈ Ω
one has:
(2.13)

F (x,A) > 0 for each A ∈ Θ(x)◦,
F (x,A) = 0 for each A ∈ ∂Θ(x),
F (x,A) < 0 for each A ∈ Θ(x)c.
When F satisfies (2.13), then one has also
(2.14) F (x,A) is concave (convex) in A ∈ S(N)
⇒ Θ(x)([Θ(x)◦]c) is a convex set.
Notice that Proposition 2.4(a) yields
∂Θ(x) = Θ(x) ∩
(
−Θ˜(x)
)
= Θ(x) \Θ(x)◦.
Hence if F is a canonical form for Θ and if u is twice differentiable
on Ω, then solutions of (2.11) are solutions of (2.9). Moreover classical
subsolutions of (2.9) are given by
(2.15) D2u(x) ∈ Θ(x) for each x ∈ Ω,
while classical supersolutions of (2.9) are given by
(2.16) D2u(x) /∈ Θ(x)◦ for each x ∈ Ω.
Notice that (2.16) is equivalent to D2(−u)(x) ∈ Θ˜(x) and hence duality
allows one to reformulate classical supersolutions as subsolutions to a
dual equation. Moreover, for an arbitrary elliptic map Θ which need not
be bound to any particular PDE (2.9), classical solutions to (2.15)/(2.16)
will be called Θ-subharmonic/superharmonic in Ω. For u merely up-
per/lower semicontinuous on Ω, one defines solutions to (2.15), (2.16)
and hence (2.11) in a viscosity sense with the elliptic map Θ playing the
role of an admissibility constraint.
2.3. Weak solutions of differential inclusions associated to ellip-
tic maps. As indicated in the previous section, for any elliptic map Θ,
weak (sub/super) solutions u to the differential inclusion (2.11) will be
defined in the viscosity sense where one can make use of a suitable notion
of (reduced) second order differentials. More precisely, for each x0 ∈ Ω
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define the (reduced) second order superdifferential
(2.17) J+u(x0) := {D2ϕ(x0) : ϕ is C2 near x0
and u− ϕ has a local maximum in x0}
and the (reduced) second order subdifferential
(2.18) J−u(x0) := {D2ϕ(x0) : ϕ is C2 near x0
and u− ϕ has a local minimum in x0}.
Other equivalent formulations could be given. For example, it is clear
that ϕ ∈ C2 could be replaced by ϕ a quadratic polynomial satisfying
ϕ(x0) = u(x0).
Definition 2.7. Let Θ be an elliptic map on Ω.
(a) A function u ∈ USC(Ω) will be called Θ-subharmonic in x0 if
(2.19) J+u(x0) ⊂ Θ(x0),
and is said to be Θ-subharmonic in Ω if (2.19) holds for each x0 ∈
Ω. The spaces of such functions will be denoted by ΘSH(x0) and
ΘSH(Ω) respectively.
(b) A function u ∈ LSC(Ω) will be called Θ-superharmonic in x0 if
(2.20) J−u(x0) ⊂ [Θ(x0)◦]c.
(c) A function u ∈ C(Ω) will be called Θ-harmonic in Ω if is both
Θ-subharmonic and Θ-superharmonic in Ω.
When the elliptic map Θ defines and elliptic branch for the PDE (2.9),
one defines an admissible viscosity solution of the branch of (2.9) deter-
mined by Θ as a function u ∈ C(Ω) which is Θ-harmonic on Ω. Applica-
tions to admissible viscosity solutions of PDEs will be given Section 5.
We will provide various ways to make use of the abstract theory for
Θ-harmonic functions.
We record a few basic facts concerning Definition 2.7. Since [Θ(x0)
◦]c=
−Θ˜(x0) and J+(−u)(x0) = −J−u(x0), one has
(2.21) u ∈ LSC(Ω) is Θ-superharmonic in x0
if and only if −u ∈ Θ˜SH(x0);
that is, Θ-superharmonicity can be expressed in terms of subharmonicity
for the dual map, as noted earlier for classical solutions. Important
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examples include the constant elliptic maps P, P˜, and H = {A ∈ S(N) :
tr(A) ≥ 0}, where H˜ = H. One has:
u ∈ P˜SH(Ω)⇔ u is subaffine on Ω;(2.22)
u ∈ PSH(Ω)⇔ u is convex on Ω or u ≡ −∞;(2.23)
u∈HSH(Ω)⇔u(x0)≤ 1|Br(x0)|
∫
Br(x0)
u(x) dx for each Br(x0)bΩ.(2.24)
The equivalence (2.24) is classical and see Proposition 4.5 of [11] for
(2.22)–(2.23).
In addition, one has the following coherence property which will be
used frequently.
Proposition 2.8. Let u ∈ USC(Ω) be twice differentiable1 in x0 ∈ Ω.
Then
u ∈ ΘSH(x0)⇔ D2u(x0) ∈ Θ(x0).
The forward implication makes use of the Taylor expansion for u
and the fact (2.3), while the reverse implication uses only the positivity
property (2.2).
We conclude this section with a useful characterization of Θ-harmonic-
ity for elliptic maps, which we will use throughout and which generalizes
the characterization of [11] for constant elliptic maps. We begin with
the notion of a subaffine function.
Definition 2.9. A function w ∈ USC(Ω) is said to be subaffine in Ω if
for every compact K ⊂ Ω and for every affine function a
(2.25) w ≤ a on ∂K ⇒ w ≤ a on K.
Denote by SA(Ω) the space of such functions.
One has the following pointwise characterization of subaffine func-
tions, as proved in Lemma 2.2 of [11].
Lemma 2.10. If w ∈ USC(Ω), then w ∈ SA(Ω) if and only if for each
x0 ∈ Ω one has
(2.26)
@ a triple (ε, r, a) with ε, r>0 and an affine function a such that
(w−a)(x0)=0 and (w−a)(x)≤−ε|x− x0|2, ∀ x0∈Br(x0).
We will denote by SA(x0) := {w ∈ USC(Ω) such that (2.26) holds}.
1u(x) = u(x0) + 〈p, x− x0〉+ 12 〈A(x− x0), x− x0〉+ o(|x− x0|2) as x→ x0 for some
(p,A) ∈ RN ×S(N). Hence u is differentiable in x0 with p = Du(x0) and we denote
by D2u(x0) the matrix A.
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Theorem 2.11. Let Θ be an elliptic map on Ω.
(a) A function u ∈ USC(Ω) is Θ-subharmonic in x0 ∈ Ω if and only if
(2.27) u+ v ∈ SA(x0) for all v ∈ C2(Ω) such that D2v(x0) ∈ Θ˜(x0).
(b) A function u ∈ LSC(Ω) is Θ-superharmonic in x0 ∈ Ω if and only
if
(2.28) − u+ v ∈ SA(x0) for all v ∈ C2(Ω) such that D2v(x0)∈Θ(x0).
Proof: Since (b) is equivalent to the statement that −u ∈ Θ˜SH(x0),
claim (b) follows from claim (a) by duality as the dual of Θ˜(x0) is Θ(x0).
For the claim (a), we argue by contradiction. First, assume that u ∈
ΘSH(x0) but that (2.27) fails. By Definition 2.7 and Lemma 2.10, there
exist v ∈ C2(Ω) with D2v(x0) ∈ Θ˜(x0) and a triple (ε, r, a) such that
(2.29) (u+v−a)(x0) = 0 and (u+v−a)(x) ≤ −ε|x−x0|2, ∀ x ∈ Br(x0).
By reducing ε, we can assume that v satisfies the stronger condition
(2.30) D2v(x0) ∈ Θ˜◦(x0) = −[Θ(x0)c].
Indeed, the perturbation w := v + εQx0 with
(2.31) Qx0(x) =
1
2
|x− x0|2
satisfies D2w(x0) = D
2v(x0) + εI ∈ Θ˜◦(x0) and
(u+ w − a)(x0) = 0 and (u+ w − a)(x) ≤ −ε
2
|x− x0|2, ∀ x ∈ Br(x0).
For ϕ := −v+a with v satisfying (2.29) and (2.30), the function u−ϕ has
a local maximum in x0 and hence D
2ϕ(x0) ∈ Θ(x0) by the hypothesis
u ∈ ΘSH(x0). This gives a contradiction since
D2ϕ(x0) = −D2v(x0) ∈ [Θ(x0)c].
Conversely, if u satisfies (2.27) but is not Θ-subharmonic in x0 then
there must exist ϕ which is C2 near x0 such that u − ϕ has a local
maximum in x0 but D
2ϕ(x0) /∈ Θ(x0). One can assume that ϕ(x0) =
u(x0) and hence there exists r > 0 such that
(u− ϕ)(x) ≤ (u− ϕ)(x0) = 0, ∀ x ∈ Br(x0).
For each ε > 0 and with Q0 defined by (2.31) one has
(u−ϕ−εQx0)(x0)=0 and (u−ϕ−εQx0)(x) ≤ −
ε
2
|x−x0|2, ∀ x ∈ Br(x0),
which by (2.26) says that
u+ vε /∈ SA(x0) for each ε > 0, where vε := −ϕ− εQx0 .
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Since u satisfies (2.27), one concludes that D2vε /∈ Θ˜(x0) for each ε > 0;
that is,
D2ϕ(x0) + εI ∈ −[Θ˜(x0)]c = [Θ(x0)]◦ for each ε > 0.
Taking the limit as ε → 0 yields D2ϕ(x0) ∈ Θ(x0), which contradicts
the choice of ϕ.
3. The comparison principle for uniformly continuous
elliptic maps
In this section we will prove the comparison principle for uniformly
continuous maps, which was stated in Theorem 1.1. As in the homo-
geneous case of constant elliptic maps [11], duality and the comparison
principle for subaffine functions reduce the comparison principle to the
subaffine theorem (1.9) for pairs u, v of Θ, Θ˜-subharmonic functions. For
any elliptic map Θ, the subaffine theorem holds if u, v are also semi-
convex functions. The proof of the subaffine theorem for u, v semi-
continuous is accomplished by approximating u, v by sequences of sub-
harmonic and semi-convex functions and then passing to the limit. This
will require certain basic properties of Θ-subharmonic functions. Some
of these basic properties require regularity of the elliptic map Θ, which
come for free in the homogeneous case where Θ is constant.
We begin with the reduction of the comparison principle to the sub-
affine theorem.
Proposition 3.1. Let Θ be any elliptic map on Ω and let u ∈ USC(Ω)
and w ∈ LSC(Ω) be Θ-subharmonic and Θ-superharmonic respectively
in Ω. Then
(3.1) u ≤ w on ∂Ω⇒ u ≤ w in Ω,
provided that for each u, v ∈ USC(Ω) one has
(3.2) u ∈ ΘSH(Ω), v ∈ Θ˜SH(Ω)⇒ u+ v ∈ SA(Ω).
Proof: Indeed, by the comparison principle (2.25) which defines u+ v ∈
SA(Ω), for each a affine one has
u+ v ≤ a on ∂Ω⇒ u+ v ≤ a in Ω,
which is just (3.1) for a = 0 and w := −v ∈ LSC(Ω) and Θ-superhar-
monic.
A few important observations concerning the validity of the subaffine
theorem are in order. First, notice that if (3.2) holds, then the duality
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formula (2.7) for the dual Θ˜ of an elliptic set Θ extends to Θ˜SH(Ω) and
ΘSH(Ω) in the sense that
(3.3) Θ˜SH(Ω) = {v ∈ USC(Ω) : u+ v ∈ SA(Ω) for all u ∈ ΘSH(Ω)}.
We will show that (3.2) holds provided that the elliptic map Θ is uni-
formly Hausdorff continuous and hence we will obtain the duality for-
mula (3.3) for such maps Θ.
Next, notice that the subaffine theorem (3.2) certainly holds if one of
the functions u, v are regular. Indeed, if v ∈ C2(Ω), then the coherence
property Proposition 2.8 yields D2v(x) ∈ Θ˜(x) for every x ∈ Ω and
hence u + v ∈ SA(Ω) by the characterization (2.27) of u ∈ ΘSH(Ω).
Since
˜˜
Θ(x) = Θ(x), the same argument works if u ∈ C2(Ω).
Hence, the comparison principle (3.1) holds if one of the functions u, w
are C2 in a neighborhood of each point x ∈ Ω. The challenge then is to
prove that (3.2) holds if both u ∈ ΘSH(Ω) and v ∈ Θ˜SH(Ω) are merely
semi-continuous.
3.1. Uniform continuity of elliptic maps. As previously noted, the
proof of the subaffine theorem for semicontinuous u, v involves approxi-
mating them by semi-convex functions which remain Θ, Θ˜ subharmonic
(so that Proposition 3.9 below applies along the sequence) and then
passing to the limit. This can be done provided that the elliptic map Θ
is uniformly Hausdorff continuous. In this section, we discuss this reg-
ularity property for elliptic maps and present the basic properties of
Θ-subharmonic functions needed in the approximation argument.
Given Φ ⊂ S(N), we will denote by
NεΦ = {B ∈ S(N) : ||B −A|| < ε for some A ∈ Φ} =
⋃
A∈Φ
Bε(A),
the ε-enlargement of the subset Φ where ||A|| := max1≤i≤N |λi(A)| gives
a norm on S(N). The collection K(S(N)) of the closed subsets of S(N)
can be equipped with the Hausdorff distance on defined by
(3.4) dH(Φ,Ψ) := inf{ε > 0 : Φ ⊂ Nε(Ψ) and Ψ ⊂ Nε(Φ)}.
Since S(N) is complete with respect to the metric dist(A,B) = ||A−B||,
one knows that (K(S(N)), dH) is a complete metric space (see Proposi-
tion 7.3.3 and Proposition 7.3.7 of Burago, Burago, and Ivanov [4], for
example). Since the subsets of S(N) need not be bounded, the metric
can take on the value +∞; in particular, one has
(3.5) dH(Φ, ∅) = +∞ for each non empty Φ ∈ K(S(N)).
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Recalling that elliptic maps take values in the elliptic subsets E ⊂
K(S(N)), a natural notion of uniform continuity is available.
Definition 3.2. An arbitrary map Θ: Ω → K(S(N)) will be called
uniformly Hausdorff continuous if for each η > 0 there exists δ = δ(η) >
0 such that
(3.6) dH(Θ(x),Θ(y)) < η for each x, y ∈ Ω such that |x− y| < δ.
For elliptic maps, the uniform Hausdorff continuity has useful equiv-
alent formulations.
Proposition 3.3. Let Θ be an elliptic map. Then the following are
equivalent:
(a) Θ is uniformly Hausdorff continuous in the sense of Definition 3.2.
(b) For each η > 0 there exists δ = δ(η) > 0 such that
(3.7) Θ(Bδ(x)) ⊂ Nη(Θ(x)) for each x ∈ Ω.
(c) For each η > 0 there exists δ = δ(η) > 0 such that for each x, y ∈ Ω
(3.8) |x− y| < δ ⇒ Θ(x) + ηI ⊂ Θ(y) and Θ(y) + ηI ⊂ Θ(x).
Proof: We will show that (a) ⇒ (b) ⇒ (c) ⇒ (a). First, let δ = δ(η/2)
be as in the definition of uniform Hausdorff continuity (3.6). It follows
that
Θ(y) ⊂ Nη(Θ(x)) for each y ∈ Bδ(x),
and hence one has (3.7).
Next, assume that (3.7) holds. For each x, y ∈ Ω with |x− y| < δ one
has
(3.9) Θ(x) ⊂ Nη(Θ(y)) and Θ(y) ⊂ Nη(Θ(x)).
For each A ∈ Θ(x), the first inclusion in (3.9) yields A = B + M with
B ∈ Θ(y) and ||M || < η so that
A+ ηI = B +M + ηI ∈ Θ(y) + (M + ηI) ⊂ Θ(y)
since M + ηI ∈ P and Θ(y) is an elliptic set. Thus the first inclusion
in (3.8) holds. A similar argument gives the second inclusion in (3.8).
Finally, let δ = δ(η/2) be as in the formulation (3.8) and consider
those x, y ∈ Ω be such that |x− y| < δ. From the first inclusion in (3.8),
given A ∈ Θ(x) there exists B ∈ Θ(y) such that A+ η2 I = B and hence
inf
B∈Θ(y)
||A−B|| < η for each A ∈ Θ(x) and each y ∈ Bδ(x) ∩ Ω,
which yields
(3.10) sup
A∈Θ(x)
inf
B∈Θ(y)
||A−B||<η for each x, y∈Ω such that |x−y|<δ.
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From the second inclusion in (3.8), the same argument yields
(3.11) sup
B∈Θ(y)
inf
A∈Θ(x)
||A−B||<η for each x, y∈Ω such that |x−y|<δ.
Combining (3.10) and (3.11) yields
(3.12) max
{
sup
A∈Θ(x)
inf
B∈Θ(y)
||A−B||, sup
B∈Θ(y)
inf
A∈Θ(x)
||A−B||
}
< η,
but the left hand side in (3.12) is an equivalent expression for the Haus-
dorff distance dH(Θ(x),Θ(y)), and so (3.6) holds.
We formalize a few remarks concerning Proposition 3.3.
Remark 3.4. Property (b) of Proposition 3.3 is precisely the notion that
the set valued map Θ → ℘(S(N)) is uniformly upper semicontinuous
(see Chapter 1 of Aubin and Cellina [1] for the elementary notions con-
cerning set-valued maps, including their semi-continuity). Hence, Propo-
sition 3.3 says that for elliptic maps the uniform upper semicontinuity
of Θ as a set value map is equivalent to the uniform Hausdorff continu-
ity of the function Θ taking values in the metric space (K(S(N)), dH).
Property (c) in terms of translations by multiples of the identity matrix
is the form in which we will normally use the uniform continuity.
Uniform Hausdorff continuity of Θ passes to the dual map and extends
to the boundary of Ω in a way that preserves the ellipticity of Θ.
Proposition 3.5. Let Θ: Ω→ E ⊂ K(S(N)) be an elliptic map. Then:
(a) Θ is uniformly Hausdorff continuous if and only is the dual map
Θ˜ is;
(b) if Θ is uniformly Hausdorff continuous, then Θ extends to a uni-
formly Hausdorff continuous elliptic map on Ω.
Proof: For part (a), calculating duals in the formulation (3.8) yields
x, y ∈ Ω with |x− y| < δ ⇒ Θ˜(y) ⊂ Θ˜(x)− ηI and Θ˜(x) ⊂ Θ˜(y)− ηI,
where one uses the duality formulas (c) and (d) of Proposition 2.3 for
elliptic sets. Hence Θ˜ is also uniformly Hausdorff continuous and has
the same η, δ relation as Θ.
For part (b), since Θ is uniformly continuous on the bounded set Ω,
Θ extends to a uniformly Hausdorff continuous map on Ω in the stan-
dard way. In particular, for any x0 ∈ ∂Ω the limiting set Θ(x0) is
the unique limit in the complete metric space K(S(N)) of the Cauchy
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sequence {Θ(xk)}k∈N where {xn}k∈N ⊂ Ω is an arbitrary sequence con-
verging to x0 and one has
(3.13) dH(Θ(xk),Θ(x0))→ 0 as k → +∞.
One must show that the limit set Θ(x0) is elliptic. By construction,
each limiting set Θ(x0) is closed and must be nonempty, since otherwise
(3.5) would contradict the convergence (3.13). It remains only to show
that each Θ(x0) is not S(N) and satisfies the positivity property in (2.8).
For the positivity property, one uses the fact that each A ∈ Θ(x0) is
a limit in S(N) of a sequence {Ak}k∈N with Ak ∈ Θ(xk). Hence for
each A ∈ Θ(x0) and each P ∈ P one has
A+ P = lim
k→+∞
(Ak + P ) with Ak + P ∈ Θ(xk),
and hence Θ(x0) + P ⊂ Θ(x0), as desired. Finally, to show that each
Θ(x0) 6= S(N), it suffices to show that
(3.14) dH(Θ,S(N)) = +∞ for each elliptic set Θ.
Indeed, if Θ(x0) = S(N) then applying (3.14) with Θ = Θ(xk) would
contradict the convergence (3.13). To show that (3.14) holds, it suffices
to show that Θc = S(N) \ Θ contains balls of arbitrarily large radius
so that no finite enlargement of Θ can exhaust S(N). Complements of
elliptic sets are open and proper and hence contain balls about some
element A0 ∈ −
(
Θ˜◦
)
. Translation by a fixed element of S(N) preserves
the ellipticity of Θ and hence one may assume that A0 = 0. By the
ellipticity of Θ˜ one has −Θ˜−P ⊂ −Θ˜ and hence (−P)◦ ⊂ Θc. It is easy
to verify that for each t < 0 one has N|t|(tI) ⊂ (−P)◦ ⊂ Θc.
Remark 3.6. This extension result will be useful for the applications to
elliptic branches of (1.1). More precisely, we will often require control
on the associated elliptic map up to the boundary, but we would prefer
to impose any needed structural conditions on F (x,A) only for x ∈ Ω.
See Proposition 5.4 for one such illustration.
We conclude this section with the basic properties of Θ-subharmonic
functions associated to uniformly continuous maps that will be needed
in the proof of the comparison principle. Many of them are analogs of
well-known properties for classical viscosity subsolutions for PDEs. In
the abstract setting of elliptic maps, their validity depend on varying
degrees of regularity in the map Θ. This will be clarified in the proof
which exploits the characterization given in Theorem 2.11.
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Proposition 3.7. Let Θ be a uniformly Hausdorff continuous elliptic
map.
(1) (Maximum Property) u, v ∈ ΘSH(Ω)⇒ max{u, v} ∈ ΘSH(Ω).
(2) (Affine Property) u ∈ ΘSH(Ω) and a is affine ⇒ u+ a ∈ ΘSH(Ω).
(3) (Decreasing Limits Property) If {un}n∈N⊂ΘSH(Ω) is a decreasing
sequence, then u := lim
n→+∞un ∈ ΘSH(Ω).
(4) (Families Locally Bounded Above Property) Let F ⊂ ΘSH(Ω) be a
non empty family of functions which are locally uniformly bounded
from above. Then the upper envelope u := sup
f∈F
f has upper semi-
continuous regularization2 u∗ ∈ ΘSH(Ω).
(5) (Uniform Translation Property) All sufficiently small translates of
u ∈ ΘSH(Ω) have a fixed small quadratic perturbation which is
Θ-subharmonic on the domain of the translate. In particular, for
each ε > 0 if δ = δ(ε) > 0 is chosen as in the formulation (3.8) of
uniform Hausdorff continuity then
uy;ε := u(·+ y) + ε
2
| · |2 ∈ ΘSH(Ωδ), ∀ y ∈ Bδ(0),
where Ωδ := {x ∈ Ω : dist(x, ∂Ω) > δ}.
(6) (Existence of Bounded Subsolutions) There are bounded Θ-subhar-
monic functions on Ω; in particular, τQ0(·) := τ2 | · |2 is a smooth
and Θ, Θ˜-subharmonic function for each large τ .
If Θ is a constant elliptic map, then a stronger consequence than
(5) follows, namely uy = u(· − y) ∈ ΘSH(Ωδ) for all y ∈ Bδ(0). This
property plays a key role in [11] but may fail if Θ is not constant.
Proof: Properties (1) and (2) hold for arbitrary elliptic maps. Indeed,
the Maximum Property (1) follows easily from the characterization for-
mula (2.27) by using an argument by contradiction as employed in the
proof of that theorem. The Affine Property (2) reduces to the claim that
for each x0 ∈ Ω, w ∈ USC(Ω) and a affine one has
(3.15) w ∈ SA(x0)⇒ w + a ∈ SA(x0).
The implication (3.15) follows easily from the pointwise characteriza-
tion (2.26) of SA(x0).
To prove the property (3), it suffices to show that for each fixed x0 ∈ Ω
and each fixed v ∈ C2(Ω) with D2v(x0) ∈ Θ(x0) one has
(3.16) w := u+ v ∈ SA(x0).
2We recall that u∗(x) := lim sup
r→0+
{u(y) : y ∈ Ω ∩Br(x0)} for each x ∈ Ω.
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Fix a sequence {εj}j∈N with εj ↘ 0 as j → +∞. By the continuity
property (3.8) of Θ in x0 there exists δj = δj(εj/2) such that for each
j ∈ N
(3.17) D2v(x0) +
εj
2
I ∈ Θ˜(x) for each x ∈ Bδj (x0).
Since v ∈ C2(Ω), one can make ||D2v(x)−D2v(x0)|| small and hence
(3.18) D2v(x) + εjI ∈ Θ˜(x) for each x ∈ Bδj (x0),
where one reduces δj if need be. Since un ∈ ΘSH(Ω) it follows that
wn,j := un + v + εjQx0 ∈ SA(Bδj (x0)) = P˜SH(Bδj (x0)), n, j ∈ N,
with Qx0 as defined in (2.31). For each j fixed, {wn,j}n∈N is a decreasing
sequence in P˜SH(Bδj (x0)) and hence
(3.19) wj := u+ v + εjQx0 ∈ SA(Bδj (x0)) = P˜SH(Bδj (x0)), j ∈ N,
by the Decreasing Limits Property for the constant elliptic map P˜ on the
open set Bδj (x0) (see Section 4 of [11]). We now argue by contradiction.
If (3.16) were false, then there exists a triple (ε, r, a) such that
(w − a)(x0) = 0 and (w − a)(x) ≤ −ε|x− x0|2, ∀ x ∈ Br(x0)
and by taking J ∈ N large enough to ensure εJ ≤ ε one has
(wJ − a)(x0) = 0 and (wJ − a)(x) ≤ −ε
2
|x− x0|2, ∀ x ∈ Br(x0),
and hence wJ /∈ SA(x0) which contradicts (3.19).
For the property (4), it suffices to show that for each fixed x0 ∈ Ω
and each fixed v ∈ C2(Ω) with D2v(x0) ∈ Θ(x0) one has
(3.20) w∗ := u∗ + v ∈ SA(x0),
where w∗(x) = (u + v)∗(x) for all x ∈ Ω by the continuity of v. We
argue as in the proof of property (3) exploiting the continuity of Θ in x0.
Consider {εj}j∈N with εj ↘ 0 as j → +∞ and δj = δj(εj/2) such that
(3.17) holds. Consider the function
wj := sup
f∈F
(f + v + εjQx0) = u+ v + εjQx0 , j ∈ N,
where f + v + εjQx0 ∈ SA(Bδj (x0)) = P˜SH(Bδj (x0)) for each j ∈ N.
Property (4) for the constant elliptic map P˜ on the open set Bδj (x0)
yields (see Section 4 of [11]):
(3.21) w∗ + εjQx0 = u
∗ + v + εjQx0 = [wj ]
∗ ∈ SA(Bδj (x0))
= P˜SH(Bδj (x0)), j ∈ N.
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If (3.20) were false, then there exists a triple (ε, r, a) such that
(w∗ − a)(x0) = 0 and (w∗ − a)(x) ≤ −ε|x− x0|2, ∀ x ∈ Br(x0)
and by taking J large enough to ensure εJ ≤ ε one has
(w∗ + εJQx0 − a)(x0) = 0 and (w∗ + εJQx0 − a)(x) ≤ −
ε
2
|x− x0|2,
∀ x ∈ Br(x0),
and hence w∗J /∈ SA(x0) which contradicts (3.21).
We note that the arguments used for (3) and (4) do not use the
uniformity of the continuity property (3.8). It would suffice to ask that
there exists δj = δj(εj , x0) such that (3.17) holds. This is because the
argument in purely local near each fixed x0. On the other hand, uniform
Hausdorff continuity is really used for properties (5) and (6).
For the Uniform Translation Property (5), with δ = δ(ε) as in (3.8)
for Θ˜, one needs to show that for each x0 ∈ Ωδ and y ∈ Bδ(0) fixed one
has
(3.22) uy;ε + v ∈ SA(x0), ∀ v ∈ C2(Ω) with D2v(x0) ∈ Θ˜(x0).
Defining the test function vˆy;ε by vˆy;ε(x) = v(x− y) + ε2 |x− y|2 one has
(3.23) D2vˆy;ε(x0 + y) = D
2v(x0) + εI ∈ Θ˜(x0) + εI ⊂ Θ˜(x0 + y)
by the uniform continuity of Θ˜. Since u ∈ ΘSH(x0 +y) and vˆy;ε ∈ C2(Ω)
satisfies (3.23), one has
u+ vˆy;ε ∈ SA(x0 + y)
and hence
(3.24) u(·+ y) + vˆy;ε(·+ y) ∈ SA(x0),
since subaffinity is preserved by translations. The affirmation (3.24) is
precisely the needed relation (3.22) by how uy;ε and vˆy;ε are defined.
For the claim (6), it suffices to find τ > 0 such that τI ∈ Θ(x) for
each x ∈ Ω since there would a corresponding τ˜ for Θ˜ which is also
uniformly upper semicontinuous and taking max{τ, τ˜} would then work
for both maps by the positivity property in (2.8). By Proposition 3.5(b),
Θ, Θ˜ extend to uniformly continuous maps on Ω. Since Θ(y) is an elliptic
set, for each y ∈ Ω there exists ty ∈ R such that
(3.25) tI ∈ Θ(y) for each t ≥ ty.
Indeed, pick Ay ∈ Θ(y) and choose ty ≥ λN (Ay) to find tyI = Ay +
(tyI −Ay) ∈ Θ(y) + P ⊂ Θ(y). Using the uniform continuity of Θ with
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ε = 1, there exists δ = δ(1) > 0 such that
(3.26) Θ(y) + I ∈ Θ(x) for each x, y ∈ Ω with |x− y| < δ.
Cover Ω compact with {Bδ(yk)}nk=1 having yk ∈ Ω. Combining (3.25)
and (3.26), one has τI ∈ Θ(x) for each x ∈ Ω for τ = 1 + max
1≤k≤n
tyk .
3.2. The semi-convex case for arbitrary elliptic maps. A key
step in the proof of the comparison principle is to prove the subaffine
theorem (3.2) in the special case that u ∈ ΘSH(Ω), v ∈ Θ˜SH(Ω) are also
semi-convex functions. In this special case, Θ can be an arbitrary ellip-
tic map since the proof for constant elliptic maps given in [11] carries
over without difficulty. The main tool is a useful test for a semi-convex
function to be subaffine (see Lemma 3.8), which in turn depends on a
deep fact about convex functions known as Slodkowski’s largest eigen-
value theorem. For completeness, we will give a brief discussion of these
ingredients.
Slodkowski’s theorem concerns lower bounds on the “largest eigen-
value” of the Hessian of locally convex function φ on a domain Ω and
is stated in terms of the auxiliary function K defined at points x ∈ Ω
where φ is differentiable by the formula
(3.27) K(φ, x) := lim sup
ε→0
2ε−2 sup
|y|=1
{φ(x+ εy)− φ(x)− ε〈Dφ(x), y〉}
and K(φ, x) := +∞ otherwise. By Alexandroff’s theorem, φ is twice
differentiable for a.e. x ∈ Ω and at such points, K(φ, x) = λN (D2φ(x)).
Slodkowski’s theorem, as given in Corollary 3.5 of [22] states that for a
locally convex function φ:
(3.28) K(v, φ) ≥ Λ for a.e. x ∈ Ω⇒ K(φ, x) ≥ Λ for every x ∈ Ω.
Slodkowski’s theorem plays the role of Jensen’s lemma in classical ap-
proaches to comparison theorems for viscosity solutions (see Lemma 3.10
of Jensen [16] and Lemma A.3 of [9]). In fact, these two results are in
some sense equivalent as described in Harvey–Lawson [13]. A test for
subaffinity of locally semi-convex functions follows from (3.28), as proven
in Theorem 7.3 of [11].
Lemma 3.8. For u locally semi-convex on Ω one has
(3.29) D2u(x) ∈ P˜ for a.e. x ∈ Ω⇒ u ∈ P˜SH(Ω) = SA(Ω).
A useful version of the subaffine theorem now follows easily. Recall
that a function u : Ω → R is said to be λ-semi-convex if u + λQ0 is a
convex function, where Q0(x) =
1
2 |x|2 and λ ∈ (0,+∞).
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Proposition 3.9. Let Θ be any elliptic map. If u and v are λ-semi-
convex then
u ∈ ΘSH(Ω), v ∈ Θ˜SH(Ω)⇒ u+ v ∈ SA(Ω).
For constant elliptic maps this is Corollary 7.4 of [11] and the proof
is identical. Since u+ v is 2λ-semi-convex one has
D2(u+ v)(x) ∈ Θ(x) + Θ˜(x) ⊂ P˜ for a.e. x ∈ Ω,
and hence u+ v ∈ SA(Ω) by Lemma 3.8.
3.3. The general case for uniformly continuous elliptic maps.
We are now ready for the proof that the comparison principle holds
for semicontinuous functions if the elliptic map is uniformly Hausdorff
continuous.
Proof of Theorem 1.1: As shown in Proposition 3.1, it suffices to prove
that for u, v ∈ USC(Ω) one has
(3.30) u ∈ ΘSH(Ω), v ∈ Θ˜SH(Ω)⇒ u+ v ∈ SA(Ω).
We note that u and v are bounded from above since they are upper
semicontinuous on the compact set Ω.
Step 1: Reduce (3.30) to the case that u, v are bounded from below.
Indeed, if u, v are not bounded from below replace them by
(3.31) um :=max{u, τQ0−m} and vm :=max{v, τQ0−m} with m ∈ N,
where Q0(·) := 12 | · |2 and τ is large and fixed so that τQ0 is a smooth
and bounded function satisfying D2(τQ0) ∈ Θ(Ω) ∩ Θ˜(Ω) (by the prop-
erty (6) of Proposition 3.7). Hence for each m ∈ N, the same claims hold
for τQ0 −m.
One has that um, vm defined by (3.31) give decreasing sequences of
upper semicontinuous functions which are bounded from below. By the
Maximum Property (1) of Proposition 3.7, one has that um ∈ ΘSH(Ω)
and vm ∈ Θ˜SH(Ω) for each m ∈ N. If the subaffine theorem (3.30) holds
for um, vm bounded from below, one has that wm := um + vm is a de-
creasing sequence in SA(Ω) = P˜SH(Ω). Applying the Decreasing Limits
Property (3) of Proposition 3.7 with the uniformly continuous (constant)
elliptic map P˜ shows that the limit w = u+ v belongs to SA(Ω). Hence
(3.30) holds for general u, v, which completes Step 1.
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Step 2: Proof of (3.30) in the case that u, v are bounded from below.
In order to pass from the special case of u and v semi-convex (for
which (3.30) holds by Proposition 3.9) to the general case of u and v
upper semicontinuous, we will make use of sup-convolution approxima-
tions which ensure the desired semi-convexity but which might spoil the
needed Θ, Θ˜-subharmonicity. The uniform Hausdorff continuity of Θ, Θ˜
ensures that a suitable quadratic correction can be found and that one
can pass to the limit.
To this end, for u ∈ USC(Ω) and bounded on Ω, for each ε > 0 one
defines the sup-convolution uε by
(3.32) uε(x) = sup
z∈RN
{
u(x− z)− 1
ε
|z|2
}
, ∀ x ∈ Ω,
where one extends u to be −∞ outside of Ω. The function defined
in (3.32) satisfies the following well-known properties (cf. Theorem 8.2
of [11], for example):
uε decreases to u as ε→ 0
and
uε is
2
ε
-semi-convex.
For u ∈ ΘSH(Ω) bounded with |u| ≤ M on Ω, consider the family of
quadratic perturbations uε(·) + η| · |2 with η > 0 small.
Claim. For every η > 0 there exists ε¯ = ε¯(η) > 0 such that
(3.33) uε(·) + η| · |2 ∈ ΘSH(Ωδ), ∀ ε ∈ (0, ε¯(η)],
where
δ :=
√
2εM and Ωδ := {x ∈ Ω : dist(x, ∂Ω) > δ}.
Indeed, the Uniform Translation Property (5) of Proposition 3.7 says
that for each η > 0 there exists δ = δ(η) > 0 such that
(3.34) uz,η(·) := u(· − z) + η| · |2 ∈ ΘSH(Ωδ), ∀ z ∈ Bδ(0).
Moreover, as noted in the proof of Proposition 3.5, the η, δ relation is
the same for the dual map Θ˜ and hence there is an analogous family
{vz,η}z∈Bδ(0) associated to v.
Now, for ε > 0, consider the following family of functions on Ωδ
F :=
{
u(· − z)− 1
ε
|z|2 + η| · |2 : |z| < δ
}
.
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One has F ⊂ ΘSH(Ωδ) by (3.34) and the Affine Property (2) of Propo-
sition 3.7. In addition, the collection is locally uniformly bounded from
above. By property (4) of Proposition 3.7, the function defined by
uεη(x) := sup
|z|<δ
{
u(x−z)− 1
ε
|z|2+η|x|2
}
= sup
|z|<δ
{
u(x−z)− 1
ε
|z|2
}
+η|x|2
admits an upper semicontinuous regularization [uεη]
∗ which lies in
ΘSH(Ωδ). By suitably restricting the parameter ε, one can express u
ε
η
in terms of the sup-convolution uε; more precisely, for each η > 0 one
has the following identity on Ωδ(η):
(3.35) uεη(·) := uε(·) + η| · |2 for ε ∈ (0, ε¯(η)] with ε¯(η) =
δ2(η)
2M
.
Indeed, with the restriction ε ∈ (0, δ2(η)/2M) it is easy to see that values
of z with |z| ≥ δ do not compete in the sup which defines uε in (3.32).
From (3.35) one has that uεη is semi-convex and hence continuous. Thus
uεη = [u
ε
η]
∗ ∈ ΘSH(Ωδ) and the claim (3.33) follows.
To complete Step 2, fix a sequence {ηj}j∈N with ηj → 0 as j → +∞
and select εj := min{ηj , ε¯(ηj)} so that δj := δ(εj) =
√
2εjM → 0+ and
Ωδj ↗ Ω. The approximating sequences {uεjηj}, {vεηj} defined by (3.35)
are 2/εj-semi-convex and Θ, Θ˜-subharmonic in Ωδj . By Proposition 3.1
one has wj := u
εj
ηj + v
ε
ηj ∈ SA(Ωj) = P˜SH(Ωj). By construction
wj ↘ u + v and Ωδj ↘ Ω and hence u + v ∈ SA(Ω) by applying
the Decreasing Limits Property (3) of Proposition 3.7 with respect to
the constant map P˜. This completes Step 2 and hence the proof of
Theorem 1.1.
4. Boundary convexity and the Dirichet problem for
ellipitc maps
In this section, we implement Perron’s method to give existence and
uniqueness of solutions to the Dirichlet problem for Θ-harmonic func-
tions when Θ is a uniformly Hausdorff continuous elliptic map. Having
already established the comparison principle, it remains to establish a
class of admissible domains which will be given in terms of a suitable
notion of strict boundary convexity with respect to Θ which ensures the
existence of suitable barriers. In all that follows, Ω will be a bounded
domain in RN with C2 boundary; that is, for each x ∈ ∂Ω there exists
ρ ∈ C2(Br(x)) for some r > 0 such that
Ω ∩Br(x) = {y ∈ Br(x) : ρ(y) < 0} and Dρ 6= 0 on Br(x).
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4.1. Elliptic cones and boundary convexity. As mentioned in the
introduction, the convexity notion is formulated in terms of elliptic cones
associated to elliptic maps by the formula (1.12) as introduced in [11]
for constant elliptic maps. Elliptic cones are called Dirichlet ray sets
in [11] where the notion is systematically developed.
Definition 4.1. A set
−→
Θ is an elliptic cone if
−→
Θ is both an elliptic
subset and a pointed cone in the sense that
(4.1) A ∈ −→Θ ⇔ tA ∈ −→Θ for all t ≥ 0.
As shown in Section 5 of [11], the formula (1.12) defines an elliptic
cone
−→
Θ for every elliptic set Θ. Moreover, since
−→
Θ ∈ E , property (4.1)
implies
(4.2) A ∈ −→Θ◦ ⇒ tA ∈ −→Θ◦ for all t > 0.
Important examples of elliptic cones are
(4.3)
−→P = P and
−→˜
P = P˜.
Moreover, these are extremal examples in the sense that for any elliptic
cone
−→
Θ one has (see Section 5 of [11]):
P ⊆ −→Θ ⊆ P˜ .
Definition 4.2. Let
−→
Θ be an elliptic cone. The boundary ∂Ω will be
said to be strictly
−→
Θ -convex in x ∈ ∂Ω if there exists a local defining
function ρ for ∂Ω in x such that
D2ρ(x)|Tx∂Ω = B|Tx∂Ω for some B ∈
−→
Θ◦,
where Tx∂Ω is the tangent space to ∂Ω at x.
As shown in Lemma 5.2 of [11], this convexity notion is independent
of the choice of the local defining function ρ where (4.2) plays a role in
the proof. Since Θ ∈ E determines −→Θ, for an elliptic map Θ: Ω→ E one
can define the elliptic cone map by using (1.12) pointwise; that is,
(4.4)
−→
Θ(x) :=
−→
Θ(x) for each x ∈ Ω.
If the elliptic map is uniformly Hausdorff continuous on Ω, then both Θ
and its dual Θ˜ extend as uniformly Hausdorff continuous elliptic maps
on Ω by Proposition 3.5. Hence the needed cones at the boundary will be
determined by the values of the elliptic map near the boundary. More-
over, the uniform Hausdorff continuity implies that the cone map (4.4)
is constant, as is the dual elliptic cone map
−→˜
Θ associated to Θ˜.
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Proposition 4.3. If Θ is a uniformly Hausdorff continuous elliptic map
on Ω then there exists a fixed elliptic cone
−→
Θ such that
−→
Θ(x) =
−→
Θ for each x ∈ Ω.
In addition,
−→
Θ = Θ(x) for each x ∈ Ω such that Θ(x) is itself an elliptic
cone.
Proof: For the first claim, one makes use of the following characterization
of the interior of the associated cone
−→
Θ(x) (see Corollary 5.10 of [11]):
(4.5) A ∈ −→Θ(x)◦ ⇔ ∃ ε > 0 and R > 0
such that t(A− εI) ∈ Θ(x), ∀ t ≥ R.
Moreover, if A0 ∈ Θ(x)◦ then there exist ε0 > 0 and R0 > 0 such that
(4.5) holds for each A in a neighborhood of A0 and each pair R ≥ R0,
ε ≤ ε0. Now, with x ∈ Ω fixed and A ∈ −→Θ(x)◦ the characterization (4.5)
yields
(4.6) ∃ t¯ = t¯(A) such that tA ∈ Θ(x) for every t ≥ t¯.
In fact, one picks t¯(A) = R so that tA = tA − εtI + εtI ∈ Θ(x) for
each t ≥ R. By the uniform continuity of Θ, for fixed ε > 0 there exists
δ = δ(ε) > 0 such that
tA+ εI ∈ Θ(y) if y ∈ Bδ(x) ∩ Ω and t ≥ t¯.
Hence one has A ∈ −→Θ(y) by the definition (1.12). Since A ∈ −→Θ(x)◦ is
arbitrary, by passing to the closure, one obtains
−→
Θ(x) ⊂ −→Θ(y) for all x, y ∈ Ω such that |x− y| < δ.
Inverting the roles of x and y shows that
−→
Θ is locally constant on the
connected set Ω.
For the second assertion, suppose that x ∈ Ω is such that Θ(x) ∈ E is
itself a cone; that is, if condition (4.1) holds, then
(4.7)
−→
Θ(x) = Θ(x).
Indeed, one sees that Θ(x) ⊂ −→Θ(x) by taking t0 = 0 in (1.12). Con-
versely, if A0 ∈ −→Θ(x) then it is a limit in S(N) of Ak ∈ S(N) such that
tAk ∈ Θ(x) for each t ≥ tk with tk = t0(Ak). If tk ≤ 1 then Ak ∈ Θ(x).
If, on the other hand tk > 1, then tkAk ∈ Θ(x) and using the cone
property for Θ(x) one again has Ak ∈ Θ(x) by selecting t = 1/tk. Hence
the claim (4.7) follows since Θ(x) is closed.
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For a uniformly Hausdorff continuous map Θ, one has a fixed elliptic
cone
−→
Θ to use for the formulation of boundary convexity in Definition 4.2
and the following result applies to give the existence of
−→
Θ-subharmonic
global defining functions ρ for the boundary; that is, ρ ∈ C2(Ω) such
that Ω = {ρ < 0}, Dρ 6= 0 on ∂Ω and ρ is −→Θ-subharmonic on Ω.
Theorem 4.4. Let
−→
Θ be an elliptic cone. If ∂Ω is strictly
−→
Θ -convex
at each x ∈ ∂Ω, there exists a global defining function ρ for ∂Ω that is
strictly
−→
Θ -subharmonic on Ω. In particular, if ∂Ω is strictly
−→
Θ -convex
and
−→
Θ is the elliptic cone associated to a uniformly Hausdorff continuous
elliptic map Θ on Ω, then
(4.8) ∃ ε > 0, R > 0 such that C(ρ− ε| · |2/2) is Θ-subharmonic on Ω
for all C ≥ R.
Proof: When Θ is an elliptic set (a constant elliptic map), this is Theo-
rem 5.12 of [11] and so we have the existence of ρ since
−→
Θ is constant by
Proposition 4.3. When Θ is a non constant elliptic map, the proof of (4.8)
requires some additional reasoning. By the characterization (4.6), for ev-
ery x ∈ Ω there exist εx > 0 and Cx > 0 such that
C(A− 3εI) ∈ Θ(x)◦
for all C ≥ Cx, ε ≤ εx and A in a neighborhood of D2ρ(x). Since
ρ ∈ C2(Ω) one has that C(D2ρ(y) − 2εI) ∈ Θ(x)◦ for every y in a
neighborhood Ux of x. By the uniform continuity of Θ (and shrink-
ing Ux, if necessary) one obtains C(D
2ρ(y)−2εI)+CxεxI ∈ Θ(y) on Ux.
Hence C(D2ρ(y) − εI) ∈ Θ(y) + CεI − CxεxI. By extracting a finite
subcovering {Uxi}Ni=1 of Ω, and by taking the minimum ε¯ of {εxi}Ni=1
and the maximum C of {Cxi}Ni=1, one obtains that C(D2ρ(y) − ε¯I) ∈
Θ(y) + Cε¯I − CxεxI ⊂ Θ(y) on Ω with C  0.
4.2. Perron’s method and the Dirichlet problem. For a uniformly
Hausdorff continuous map Θ, we are now prepared to implement Perron’s
method to prove the existence and uniqueness of a Θ-harmonic function
with prescribed continuous boundary values.
Proof of Theorem 1.2: Uniqueness: This follows immediately from the
comparison principle of Theorem 1.1. In fact, if u, v are two solutions
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then u ≤ v and v ≤ u on ∂Ω where u, v ∈ ΘSH(Ω) and −u,−v ∈ Θ˜SH(Ω)
with Θ and Θ˜ uniformly Hausdorff continuous.
Existence: Consider the Perron family for the given boundary data ϕ
(4.9) F(ϕ) := {v ∈ USC(Ω) : v|Ω ∈ ΘSH(Ω) and v|∂Ω ≤ ϕ}.
We will show that the upper envelope
(4.10) u(x) := sup
v∈F(ϕ)
v(x), ∀ x ∈ Ω,
is continuous, Θ-harmonic and satisfies the boundary condition.
Step 1: The Perron family (4.9) is uniformly bounded from above on Ω
and hence the upper envelope (4.10) is well defined and finite on Ω.
Property (6) of Proposition 3.7 ensures that the quadratic form τQ0 ∈
C2(Ω) ∩ Θ˜SH(Ω) for τ > 0 large enough and hence
(4.11) v + τQ0 ∈ USC(Ω) ∩ SA(Ω), ∀ v ∈ F(ϕ).
One then uses the maximum principle for subaffine functions (cf. Propo-
sition 2.3 of [11]): if w ∈ USC(Ω) ∩ SA(Ω) then
(4.12) max
Ω
w ≤ max
∂Ω
w.
Using (4.11), (4.12), and the non-negativity of τQ0 one has
v ≤ v + τQ0 ≤ max
∂Ω
(v + τQ0) ≤ max
∂Ω
(ϕ+ τQ0) ≤M on Ω,
for some M ∈ R as ϕ are QB˜ bounded.
Step 2: The upper envelope u belongs to the Perron family F(ϕ).
When Θ is constant, this is Proposition 6.7 of [11] and the proof
generalizes easily to the case of Θ uniformly Hausdorff continuous on Ω.
Indeed, property (4) of Proposition 3.7 for the space ΘSH(Ω) shows that
the upper semicontinuous regularization of u satisfies
u∗ ∈ ΘSH(Ω) ∩USC(Ω).
It then suffices to show that
(4.13) u∗|∂Ω ≤ ϕ
since then u∗ ∈ F(ϕ) and hence u∗ ≤ u on Ω, but u ≤ u∗ on Ω is
always true. One uses a barrier argument to establish (4.13) where the
uniform continuity of Θ˜ yields a smooth global defining function ρ which
is strictly
−→˜
Θ-subharmonic on Ω by Theorem 4.4. In particular, for each
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x0 ∈ ∂Ω fixed, combining the Affine Property (2) of Proposition 3.7
with (4.8) yields the existence of ε > 0 and R > 0 so that
(4.14) C(ρ− ε| · −x0|2) is Θ˜-subharmonic on Ω for all C ≥ R.
Since ρ vanishes on ∂Ω, for each δ > 0 one can pick C in (4.14) large
enough to ensure
(4.15) ϕ(x) + C(ρ− ε|x− x0|2) = ϕ(x)− Cε|x− x0|2 ≤ ϕ(x0) + δ
for all x ∈ ∂Ω.
By (4.14) and (4.15), for each v ∈ F(ϕ) ⊂ USC(Ω) ∩ΘSH(Ω) one has
v + C(ρ− ε| · −x0|2) ∈ USC(Ω) ∩ SA(Ω) with w|∂Ω ≤ ϕ(x0) + δ.
Applying the maximum principle for subaffine functions (2.25) then gives
(4.16) v(x) + C(ρ− ε|x− x0|2) ≤ ϕ(x0) + δ for each x ∈ Ω.
Taking the sup over v ∈ F(ϕ) in (4.16) and regularizing yields
u∗(x) + C(ρ− ε|x− x0|2) ≤ ϕ(x0) + δ for each x ∈ Ω,
which when evaluated in x = x0 yields the claim (4.13), as x0 was
arbitrary.
Step 3: −u|Ω ∈ Θ˜SH(Ω).
One argues by contradiction and uses a “bump construction” which
exploits the Maximum Property (1) of Lemma 3.7 (as done in Lem-
ma 6.12 of [11] for Θ a constant elliptic map). Indeed, suppose that
−u|Ω /∈ Θ˜SH(Ω) and hence there exist x0 ∈ Ω and A ∈ ˜˜Θ(x0) = Θ(x0)
such that −u+ 12 〈A(x−x0), x−x0〉 is not subaffine in x0. For a suitable
affine function a and suitable ε, r > 0 the function
w =
{
u on Ω \Br(x0),
max{u, 12 〈A(x− x0), x− x0〉+ a+ ε|x− x0|2} on Br(x0),
satisfies w(x0) > u(x0). However, w belongs to the family F(ϕ) and
hence satisfies w(x0) ≤ u(x0), a contradiction.
Step 4: u is continuous at each point x0 ∈ ∂Ω and u|∂Ω = ϕ.
Since u ∈ USC(Ω) and u|∂Ω ≤ ϕ by Step 1, it suffices to show that
lim inf
x→x0
u(x) ≥ ϕ(x0) for each x0 ∈ ∂Ω.
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This can be done with a barrier argument as in Step 2 which now exploits
the assumption that ∂Ω is also strictly
−→
Θ-convex (see Lemma 6.9 of [11])
for constant elliptic maps).
Step 5: u is continuous at each point x ∈ Ω.
One exploits an argument of Walsh [24] as done for constant Θ in
Proposition 6.11 of [11]. The proof must be adapted to the Uniform
Translation Property (5) of Proposition 3.7 in place of the stronger
translation property available in that special case (see the remark on
property (5) preceding the proof of Proposition 3.7). Fix ε > 0 and set
ε¯ = ε/d2 with d := supx∈Ω |x|. By property (5), there exists δ > 0 such
that for every y ∈ Bδ(0) one has
uy+ε¯|·|2 :=u(·−y)+ε¯|·|2 ∈ ΘSH(Ωδ) where Ωδ :={x ∈ Ω : d(x, ∂Ω) > δ},
and we extend u to be −∞ on Rn \Ω. Let Cδ = {x ∈ Ω : d(x, ∂Ω) < δ}
and since u ∈ C(∂Ω), by rescaling δ if necessary, one has
(4.17) uy ≤ u+ ε on C2δ if |y| < δ.
Define the function gy ∈ USC(Ω) by
gy := max{uy + ε¯| · |2 − 2ε, u},
where gy ∈ ΘSH(Ωδ) for each y ∈ Bδ(0) since the Affine Property (1)
and the Maximum Property (2) of Proposition 3.7 can be applied. In
addition, gy = u on C2δ by using (4.17) and the definition of ε¯. Hence
gy ∈ F(ϕ) and so gy ≤ u on Ω as u is the maximal element. Hence for
each y with |y| < δ one has
u(x− y) + ε¯|x|2 − 2ε ≤ gy(x) ≤ u(x) for each x ∈ Ω
and the change of variables z = x+ y yields
if z, x ∈ Ω and |z − x| < δ, then u(z) ≤ u(x) + 2ε.
Interchanging the roles of x and y, by exploiting the symmetry in the
definition of uniform continuity for Θ, one obtains |u(x)−u(z)| ≤ 2ε.
5. Applications to fully nonlinear PDEs
In this section, we return to the nonlinear PDE (1.1) armed with
the abstract existence result of Theorem 1.2 for elliptic maps Θ. We
will provide structural conditions on F which ensure the existence of
branches defined by uniformly Hausdorff continuous elliptic maps and
give a description of the interiors of the associated elliptic cones which
determine the needed boundary convexity. The general program will be
illustrated with concrete examples which enable some comparison with
the classical viscosity theory.
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5.1. Structure conditions, the comparison principle, and ad-
missible domains. We begin by considering F (x,A) which is mono-
tone in A along a given background elliptic map Φ, which takes values
in proper subsets of S(N). This is one way in which the abstract the-
ory will be applied, but not the only one (see Remarks 5.8 and 5.14).
The first result establishes the existence of an elliptic branch of a given
PDE (1.1).
Proposition 5.1. Let Φ be an elliptic map on Ω and let F ∈ C(Ω ×
S(N),R) be such that the conditions (1.14), (1.15), and (1.16) hold.
Then the map Θ: Ω→ ℘(S(N)) defined by (1.17) is an elliptic map and
defines an elliptic branch of (1.1).
Proof: For each x ∈ Ω, Θ(x) 6= ∅ by (1.15) and is not all of S(N) since
Φ(x) is an elliptic subset. Moreover Θ(x) is closed since Φ(x) is closed
and F is continuous. For each x ∈ Ω and for each A ∈ Θ(x) ⊂ Φ(x) one
has
A+ P ∈ Φ(x), ∀ P ∈ P
and hence by (1.14) and (1.17) one has
F (x,A+ P ) ≥ F (x,A) ≥ 0.
Hence Θ(x) ∈ E for each x and Θ is an elliptic map. This elliptic map
will define an elliptic branch if (2.12) holds. One easily checks that
∂Θ(x) = [∂Φ(x) ∩ {A ∈ S(N) : F (x,A) ≥ 0}]
∪ [Φ(x) ∩ {A ∈ S(N) : F (x,A) = 0}] ,
which yields (2.12) if (1.16) holds.
We have the following natural notion of viscosity solution for the
natural branch Θ determined by (F,Φ) which uses Φ as an admissibility
condition.
Definition 5.2. Let F : Ω×S(N)→ R be continuous and Φ an elliptic
map on Ω.
(a) One says that u ∈ USC(Ω) is a Φ-admissible viscosity subsolution
of (1.1) in Ω if for every x0 ∈ Ω and for each ϕ ∈ C2(Ω) one has
(5.1) u− ϕ has a local max in x0
⇒ F (x0, D2ϕ(x0)) ≥ 0 and D2ϕ(x0) ∈ Φ(x0),
where it is enough to consider ϕ a quadratic function such that
ϕ(x0) = u(x0).
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(b) One says that u ∈ LSC(Ω) is a Φ-admissible viscosity supersolution
of (1.1) in Ω if for every x0 ∈ Ω and for each ϕ ∈ C2(Ω) one has
(5.2) u− ϕ has a local min in x0
⇒ F (x0, D2ϕ(x0)) ≤ 0 or D2ϕ(x0) /∈ Φ(x0)◦,
where it is enough to consider ϕ a quadratic function such that
ϕ(x0) = u(x0).
A Φ-admissible viscosity solution of (1.1) in Ω is u ∈ C(Ω) which satis-
fies (a) and (b).
Notice that if one allows Φ(x0) = S(N), then the condition D2ϕ(x0) ∈
Φ(x0) in (5.1) is automatically satisfied while the condition D
2ϕ(x0) /∈
Φ(x0) in (5.2) is vacuous and one recovers the usual notions of viscosity
sub and supersolutions (without restrictions). Furthermore, the condi-
tion D2ϕ(x0) /∈ Φ(x0) in (5.2) is natural as explained in Section V.3 of
Ishii–Lions [15] in the special case of Φ ≡ P for equations of Monge–
Ampe`re type.
We now examine the relation between the notion of Φ-admissible vis-
cosity solutions (Definition 5.2) and Θ-harmonic maps (Definition 2.7)
when the nonlinear PDE (1.1) admits an elliptic branch in accordance
with Proposition 5.1.
Proposition 5.3. Let F ∈ C(Ω×S(N),R) and Φ: Ω→ E be such that
(1.14) and (1.15) hold and let Θ be the corresponding elliptic map defined
by (1.17). Then the following equivalences hold.
(a) u ∈ USC(Ω) is a Φ-admissible viscosity subsolution of (1.1) in Ω
if and only if u ∈ ΘSH(Ω).
(b) u ∈ LSC(Ω) is a Φ-admissible viscosity supersolution of (1.1) in Ω
if and only if −u ∈ Θ˜SH(Ω) provided that the non-degeneracy con-
dition (1.18) holds.
Condition (b) is part of formula (2.13) defining Krylov’s notion of F
being a canonical form for Θ.
Proof: In terms of the superdifferential (2.17), Definition 5.2(a) is equiv-
alent to
J+u(x) ⊂ Φ(x) ∩ {A ∈ S(N) : F (x,A) ≥ 0} = Θ(x), x ∈ Ω,
which is precisely (2.19) and we have part (a) of the equivalence.
Similarly, in terms of the subdifferential (2.18), Definition 5.2(b) is
equivalent to
(5.3) J−u(x) ⊂ [Φ(x)◦]c ∪ {A ∈ S(N) : F (x,A) ≤ 0}, x ∈ Ω.
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Since J+(−u)(x) = −J−u(x) and Φ˜(x) = −[Φ(x)◦]c, (5.3) is equivalent
to
J+(−u)(x) ⊂ Φ˜(x) ∪ {A ∈ S(N) : F (x,−A) ≤ 0}, x ∈ Ω.
Hence it suffices to show that
(5.4) Θ˜(x) = Φ˜(x) ∪ {A ∈ S(N) : F (x,−A) ≤ 0}, x ∈ Ω.
First, we calculate Θ˜(x). By the definition (1.17), one has
Θ(x) = {A ∈ Φ(x) : F (x,A) ≥ 0}
= Φ(x) ∩ {A ∈ S(N) : F (x,A) ≥ 0}, x ∈ Ω
and using the property [Θ˜(x)]◦ = −[Θ(x)]c one finds
(5.5) [Θ˜(x)]◦ = [Φ˜(x)]◦ ∪ {A ∈ S(N) : F (x,−A) < 0},
which by the property (2.3) yields
(5.6) Θ˜(x) = Φ˜(x) ∪ {A ∈ S(N) : F (x,−A) < 0}, x ∈ Ω.
By the continuity of F , from (5.6) we have the inclusion ⊂ in (5.4). For
the reverse inclusion in (5.4), it suffices to show that
A ∈ S(N) with F (x,−A) ≤ 0⇒ A ∈ Θ˜(x).
By the non degeneracy condition (1.18), one has −A /∈ [Θ(x)]◦ and hence
by duality one has A ∈ Θ˜(x) as desired.
We now turn to structural conditions on F which ensure the uniform
Hausdorff continuity of the associated elliptic map and hence the validity
of the comparison principle and to the proof of the general well posedness
result of Theorem 1.3.
Proposition 5.4. Let F ∈ C(Ω × S(N),R) and let Φ be a uniformly
Hausdorff continuous elliptic map on Ω such that the conditions (1.14),
(1.15), and (1.19) hold. Then the elliptic map Θ defined by (1.17) ex-
tends to a uniformly Hausdorff continuous elliptic map on Ω.
Proof: Θ gives an elliptic map by Proposition 5.1 and will have the de-
sired extension by Proposition 3.5, provided that Θ is uniformly Haus-
dorff continuous on Ω. Given ε∗ > 0 so that (1.19) holds, the degenerate
ellipticity (1.14) implies that (1.19) continues to hold for each ε > ε∗ by
taking δ(ε) = δ(ε∗). Hence for any ε > 0, let x, y ∈ Ω with |x − y| < δ
and take any B ∈ Θ(x) + εI so that B − εI ∈ Θ(x) ⊂ Φ(x). Using the
definition of Θ and (1.19) one finds
0 ≤ F (x,B − εI) ≤ F (y,B − εI + εI) = F (y,B),
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so that B ∈ Θ(y) provided that B ∈ Φ(y). Using the uniform continuity
of Φ, one has B = (B−εI)+εI ∈ Φ(y) for x, y ∈ Ω with |x−y| < δΦ(ε).
Hence Θ(x)+εI ⊂ Θ(y) for each x, y ∈ Ω with |x−y| < min{δ(ε), δΦ(ε)}.
Interchanging the roles of x and y gives the uniform Hausdorff continuity
of Θ.
Proof of Theorem 1.3: Θ defines an elliptic branch of (1.1) by Proposi-
tion 5.1 and is uniformly Hausdorff continuous on Ω by Proposition 5.4.
Hence the comparison principle of Theorem 1.1 holds for the map Θ.
Applying Theorem 1.2 yields a unique u ∈ C(Ω) which is Θ-harmonic
and satisfies u = ϕ on ∂Ω. Finally, u is a Φ-admissible viscosity solution
of (1.1) by Proposition 5.3.
Finally, we give a description of the interiors of the elliptic cones
−→
Θ◦
and
−→˜
Θ◦ used to specify the needed strict convexity of admissible do-
mains Ω for the Dirichlet problem.
Proposition 5.5. Let Φ, F be as in Proposition 5.4 and Θ the associated
uniformly Hausdorff continuous elliptic map on Ω. Then, for any x¯ ∈ Ω,
(5.7)
−→
Θ◦ = {A ∈ −−→Φ(x¯)◦ : ∃ , R > 0 s.t. F (x¯, C(A−I)) ≥ 0, ∀ C ≥ R}
and
(5.8)
−→˜
Θ◦ =
−→˜
Φ (x¯)◦ ∪ {A ∈ S(N) : ∃ , R > 0
s.t. F (x¯, C(−A+ I)) < 0, ∀ C ≥ R},
where
−−→
Φ(x)(resp.
−−→
Φ˜(x)) is the elliptic cone associated to Φ(x)(resp. Φ˜(x)).
Proof: We will use the following fact. For each Φ ∈ E the following are
equivalent:
(a) A ∈ −→Φ ◦.
(b) There exist , R > 0 such that C(A− I) ∈ Φ for all C ≥ R.
(c) There exist ˆ, R > 0 such that C(A− ˆI) ∈ Φ◦ for all C ≥ R.
The equivalence between (a) and (b) is proved in Corollary 5.10 of [11]
and (c) easily implies (b). Suppose now that (b) holds and let , R > 0
be such that C(A − I) ∈ Φ for all C ≥ R. Then, C(A − /2 I) =
C(A− I) + C/2 I ∈ Φ + P◦ ⊆ Φ◦ for all C ≥ R > 0, which is (c).
By means of Proposition 4.3, the associated elliptic cone maps
−→
Θ,
−→˜
Θ
are constant in Ω, so
−→
Θ =
−−−→
Θ(x¯) and
−→˜
Θ =
−−−→
Θ˜(x¯) for any x¯ ∈ Ω. Hence,
566 M. Cirant, K. R. Payne
by (b) one concludes that
−→
Θ◦=
−−−→
Θ(x¯)◦={A ∈ S(N) : ∃ , R > 0 s.t. C(A− I) ∈ Φ(x¯)
and F (x¯, C(A− I)) ≥ 0, ∀ C ≥ R}
={A ∈ −−→Φ(x¯)◦ : ∃ , R > 0 s.t. F (x¯, C(A− I))≥0, ∀ C≥R}.
For
−→˜
Θ◦, one uses (c) and the identity Θ˜(x¯)◦ = Φ˜(x¯)◦ ∪ {A ∈ S(N) :
F (x¯,−A) < 0}, which follows from (5.5). In fact, one finds
−→˜
Θ◦ =
−−−→
Θ˜(x¯)◦ = {A ∈ S(N) : ∃ , R > 0 s.t. C(A− I) ∈ Φ˜(x¯)◦
or F (x¯,−C(A− I)) < 0, ∀ C ≥ R}
=
−→˜
Φ (x¯)◦ ∪ {A ∈ S(N) : ∃ , R > 0
s.t. F (x¯, C(−A+ I)) < 0, ∀ C ≥ R}.
The following example gives a class of equations for which the above
considerations hold, where UC(Ω,R) is the space of uniformly continuous
real valued functions on Ω.
Example 5.6. Let Φ ∈ E , f ∈ UC(Ω,R) and G ∈ C(S(N),R) be such
that the following three conditions hold:
G(A) ≥ G(B) for each A,B ∈ Φ such that A ≥ B,
∀ x ∈ Ω there exists A ∈ Φ such that G(A) = f(x),(5.9)
and there exists r∗ > 0 so that
(5.10) G(A+ rI) ≥ G(A) + β(r) for each r ∈ (0, r∗] and each A ∈ Φ
for some function β : (0, r∗] → (0,+∞). Then the function F ∈ C(Ω ×
S(N),R) defined by
F (x,A) := G(A)− f(x), x ∈ Ω, A ∈ S(N)
satisfies the hypotheses of Proposition 5.4 as is easily shown. Conditions
which ensure (5.9) are not difficult to find since G(Φ) is connected. If Φ
itself is an elliptic cone, one can express the needed cones (5.7) and (5.8)
in terms of G and the distance function to the boundary which will be
of class C2 if Ω is (see Foote [10]).
Remark 5.7. Condition (5.10) resembles the non-totally degenerate con-
dition of Bardi–Mannucci [2] which is used to prove the comparison
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principle for equations which can also depend on (u,Du). For equations
without this dependence their condition is
∃ η > 0 such that F (x,A+ rI)− F (x,A) ≥ ηr for each r > 0,
which is (5.10) for F (x,A) = G(A) − f(x) and a linear β(r) = ηr. For
this reason, we will refer to (5.10) (as well as the more general (1.19)) as
a non-total degeneracy condition and they give alternatives to the stan-
dard structural condition placed on F in order to obtain the comparison
principle (see Remark 5.10 below).
Remark 5.8. If F (x,A) is increasing in A on all of S(N) the abstract
theory still applies and corresponds to the choice Φ(x) = S(N) in the
results above. In particular, if F is continuous and satisfies (1.15) then
(5.11) Θ(x) := {A ∈ S(N) : F (x,A) ≥ 0}, x ∈ Ω
will satisfy all of the conditions for being an elliptic map except per-
haps Θ(x) 6= S(N), which can be checked in the applications. One
then easily checks that Θ defined by (5.11) satisfies the conclusions of
Propositions 5.1 and 5.4. Moreover, using
−→
Φ = S(N), one has the char-
acterizations of
−→
Θ◦,
−→˜
Θ◦ of Proposition 5.5. Finally, the notion of being a
Φ-admissibile viscosity solution of F = 0 reduces to being an admissible
viscosity solution in the sense of Definition 2.7.
5.2. Solvability theorems for concrete examples. We begin with
the perturbed Monge–Ampe`re equation (1.3) previously introduced
which fits into the scheme of Propositions 5.4 and 5.5.
Theorem 5.9. Let Ω ⊂ RN be a bounded and strictly convex domain
with ∂Ω of class C2. Let f ∈ UC(Ω,R) be non-negative and M ∈
UC(Ω,S(N)). Consider
F (x,A) := det(A+M(x))− f(x)
and define
Φ(x) :={A∈S(N) : A+M(x)≥0} and Θ(x) :={A∈Φ(x) : F (x,A) ≥ 0}.
For each ϕ ∈ C(∂Ω), there exists a unique u ∈ C(Ω) which is a Φ-admis-
sible viscosity solution of F (x,D2u(x)) = 0 in the sense of Definition 5.2
and satisfies u = ϕ on ∂Ω.
Proof: Φ is clearly elliptic since each Φ(x) = P −M(x) is a translate
in S(N) of the elliptic set P and the uniform continuity of M yields
A+ εI +M(y) ≥ A+M(x) ≥ 0 for each A ∈ Φ(x) and x, y ∈ Ω
with |x− y| < δM (ε);
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that is,
Φ(x) + εI ⊂ Φ(y) for each x, y ∈ Ω with |x− y| < δM (ε).
Interchanging the roles of x and y gives the uniform Hausdorff continuity
of Φ.
Clearly F is continuous and satisfies (1.14) with respect to Φ. For the
property (1.15), notice that for each x ∈ Ω the range of
det(A+M(x)) : Φ(x)→ R
is the interval [0,+∞) since Φ(x) is connected, 0 is attained by A =
−M(x) ∈ Φ(x), and det(tI + M(x)) → +∞ as t → +∞. By Propo-
sition 5.4, Θ extends to a uniformly Hausdorff continuous elliptic map
on Ω provided that (1.19) holds (for each small ε > 0). This follows from
the uniform continuity off and M since
F (y,A+ εI)− F (x,A) = det(A+ εI +M(y))
− det(A+M(x)) + f(x)− f(y)
≥ det(A+ εI +M(y))
− det(A+M(x))− ω(|x− y|),
which will be non-negative if |x− y| < δ(ε) for a suitable δ involving the
modulus of continuity of M .
Theorem 1.2 then gives the desired unique Θ-harmonic solution on
each admissible domain Ω. Using the definition (1.12) one easily calcu-
lates the cone
−→
Φ = P from which it follows that −→Θ ⊂ P but P ⊂ −→Θ for
any elliptic cone and hence P = −→Θ. Thus the admissibility is just strict
convexity of ∂Ω in the usual sense in light of (2.23) since
−→
Θ ∩
−→˜
Θ = P.
Finally, F clearly satisfies the non-degeneracy condition (1.18) and so
Proposition 5.3 applies to complete the last claim.
Remark 5.10. As noted in the introduction, classical structural condi-
tions used to prove the validity of the comparison principle may fail in
cases where (1.19) holds. More precisely, condition (3.14) of Crandall–
Ishii–Lions [9] (rewritten for F (x,A) which is increasing in A) is the
following: there exists ω : [0,∞] → [0,∞] such that ω(0+) = 0 and for
each α > 0
(5.12) F (x,A)− F (y,B) ≤ ω(α|x− y|2 + |x− y|)
whenever x, y ∈ Ω and A,B ∈ S(N) satisfy
(5.13) − 3α
(
I 0
0 I
)
≤
(
A 0
0 −B
)
≤ 3α
(
I −I
−I I
)
.
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For example, let Ω ⊂ R2 be any smooth bounded domain containing the
origin and consider F (x,A) = det(A+M(x))− f(x) with f ∈ UC(Ω,R)
non-negative and
M(x) :=
(
g(x) 0
0 0
)
, with g ∈ UC(Ω,R).
While F satisfies (1.19) for all g ∈ UC(Ω,R), the conditions (5.12)–(5.13)
require that if g vanishes at an isolated point, it cannot vanish to order
less than two. Indeed, assume that g satisfies
(5.14) g(x) = 0⇔ x = 0 and lim
x→0
|x|2
|g(x)| = 0.
If an ω satisfying (5.12)–(5.13) were to exist, by taking {xn}n∈N ⊂ Ω\{0}
such that xn → 0 as n→ +∞ and setting
An :=
(
0 0
0 12|g(xn)|
)
, Bn :=
(
0 0
0 1|g(xn)|
)
,
one easily checks that An, Bn satisfy (5.13) with 3αn = 1/|g(xn)|. How-
ever, by (5.14) one has
1
2
= F (xn, An)− F (0, Bn) + f(xn)− f(0)
≤ ω
( |xn|2
3|g(xn)| + |xn|
)
+ ωf (|xn|)→ 0
as n→∞, which leads to a contradiction if (5.12) were to hold.
The following result shows that no convexity/concavity with respect
to A is required for F (x,A) and illustrates an application of the theory
when F is non-decreasing in A on all of S(N). For k = 1, . . . , N , set:
Pk∧(N−k+1) := {A ∈ S(N) : λk(A) ≥ 0 and λN−k+1(A) ≥ 0}.
Theorem 5.11. Fix k ∈ {1, . . . , N} and Ω ⊂ RN a bounded and strictly
Pk∧(N−k+1)-convex domain with ∂Ω of class C2 and let f ∈ UC(Ω,R).
Consider
Fk(x,A) := λk(A)− f(x),
and define
Θk := Θk(x) := {A ∈ S(N) : λk(A)− f(x) ≥ 0}.
For each ϕ ∈ C(∂Ω), there exists a unique u ∈ C(Ω) which is a viscosity
solution of Fk(x,D
2u(x)) = 0 in the standard sense and satisfies u = ϕ
on ∂Ω.
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Proof: Notice that Θk is clearly a proper subset of S(N) for each x ∈ Ω
and hence, as explained in Remark 5.8, the general results of Subsec-
tion 5.1 apply. In particular, Fk(x,A) := G(A)− f(x) where Gk is non-
increasing in A for A ∈ S(N) and satisfies (5.9) so that Θk is an elliptic
map. One has Gk(A+rI) = Gk(A)+r and hence the non-totally degen-
erate condition (5.10) holds with β(r) = r and Θk is uniformly Hausdorff
continuous. The remainder of the proof proceeds as that of Theorem 5.9
where one needs only to check the form of the elliptic cones used for the
boundary convexity by using Proposition 5.5. For any x¯ ∈ Ω,
−→
Θk
◦={A∈S(N) : ∃ , R > 0 s.t. λk(C(A−I))−f(x¯)≥0 for all C ≥ R}
={A∈S(N) : ∃ , R > 0 s.t. λk(A) ≥ + f(x¯)C−1 for all C ≥ R}
={A∈S(N) : λk(A) > 0} = P◦k .
The equality
−→˜
Θk
◦ = P◦N−k+1 can be verified in an analogous way.
Remark 5.12. As claimed above, Fk(x,A) may be fail to be concave
(resp. convex) in A. For example, if N = 3, k = 2, and f(x) = 0 for
some x ∈ Ω then Θ2(x) = {A ∈ S(3) : λ2(A) ≥ 0}. By (2.14) it suffices
to check that Θ2(x) (resp. [Θ2(x)
◦]c) are not convex and this is the case
as one can see by considering the segments joining A1 to ±A2 where
A1 =
 −1 0 00 0 0
0 0 0
 and A2 =
 0 0 00 −1 0
0 0 0
 .
We now consider a simple situation in which F presents multiple
branches and for which F may not be monotone along the elliptic map.
Theorem 5.13. Let Ω ⊂ R2 be a bounded and strictly convex domain
with ∂Ω of class C2 and let f ∈ UC(Ω,R) be a non-negative function.
Consider
F (x,A) := A11A22 − f(x)
and for each x ∈ Ω define
Φ1 :={A ∈ S(2) : min{A11, A22} ≥ 0}, Θ1(x) :={A ∈ Φ1 : F (x,A) ≥ 0},
and
Θ2(x) := {A ∈ S(2) : max{A11, A22} ≥ 0 or
[max{A11, A22} < 0 and F (x,A) ≤ 0]}.
For each ϕ ∈ C(∂Ω) there exist unique elements u1, u2 ∈ C(Ω) such that
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(a) u1 is a Φ1-admissible viscosity solution of F (x,D
2u(x)) = 0 in the
sense of Definition 5.2 and satisfies u1 = ϕ on ∂Ω;
(b) u2 is an admissible viscosity solution of the branch of
F (x,D2u(x)) = 0 determined by Θ2 in the sense of Definition 2.7
and satisfies u2 = ϕ on ∂Ω.
Proof: For part (a), the constant map Φ1 is clearly elliptic and hence
uniformly Hausdorff continuous. One easily checks that F (x,A) is in-
creasing along A ∈ Φ1 with zero locus intersecting Φ1 for each x and
hence Θ1 is an elliptic map by Proposition 5.1. For the uniform con-
tinuity of Θ1, one uses Proposition 5.4 where F (x,A) := G(A) − f(x)
with f uniformly continuous and G(A+ rI) = G(A) + r(A11 +A22) + r
2
so that the non-total degeneracy condition (5.10) holds with β(r) = r2
with A ∈ Φ1. In order to determine the admissible domains, using the
definition of the boundary cones (1.12) and duality (2.5) one finds that
(5.15)
−→
Θ1 = Φ1 =
−→
Φ1 and Θ˜1(x) = Θ2(x), x ∈ Ω.
It follows that
−→
Θ2 =
−→˜
Θ1 =
−˜→
Θ1 = Φ˜1 = Φ2 := {A ∈ S(2) : max{A11, A22} ≥ 0}.
Hence Ω must be both strictly
−→
Φ1,
−→
Φ2-convex, which then implies the
usual notion of strict convexity with respect to P. Theorem 1.2 then
provides a unique u1 ∈ C(Ω) which is Θ1-harmonic and satisfies the
boundary condition. Since the non-degeneracy condition (1.18) on F
holds, Proposition 5.3 gives that u1 is a Φ1-admissible viscosity solution.
For part (b), the second formula in (5.15) says that Θ2 is the dual
of Θ1 and hence Θ2 is also uniformly Hausdorff continuous and ∂Ω will
have the same boundary convexity requirement. Theorem 1.2 yields the
unique u2 ∈ C(Ω) which is Θ2-harmonic on Ω and satisfies the boundary
condition. The branch condition (2.12) is clearly satisfied and hence u2
is and admissible viscosity solution in the sense of Definition 2.7.
Remark 5.14. For F (x,A) = A11A22 − f(x), if f(x) > 0, the zero lo-
cus Γ(x) is made up of two hyperboloids which are are contained in
the subsets of S(2) on which A11, A22 are positive and negative respec-
tively. In the second case, one loses the monotonicity of F along Θ2
and hence the equation will not be degenerate elliptic and moreover,
since F (x,A) < 0 in the interior of Θ2 near the zero locus, one can-
not interpret u2 as a viscosity solution of the PDE (1.1) in a natural
way, although is a perfectly natural viscosity solution of the differential
inclusion (2.11) defined by the elliptic branch Θ2.
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5.3. The comparison principle for admissible viscosity solu-
tions. We conclude with a few remarks on the structural conditions to
impose on F in order to ensure the validity of the comparison principle.
Remark 5.15. As noted in Remark 5.10, the standard structural con-
dition (5.12)–(5.13) may fail in cases where (1.19) holds. On the other
hand, (1.19) can fail in cases where (5.12)–(5.13) holds. For example,
this happens generically for linear equations
(5.16) F (x,A) = tr[a(x)A]− f(x).
The approach of using elliptic branches following the path initiated by
Harvey and Lawson in [11] is truly a nonlinear theory. See also the
Cautionary Note 2.7 in Section 2 of their subsequent paper [12]. If
a(x) ≥ 0 is not a constant coefficient matrix, then the natural elliptic
map Θ given by Θ(x) = {A ∈ S(N) : F (x,A) ≥ 0} takes values in a
half space with inclination that depends on a(x). As a(x) varies, the
hyperplane boundaries of Θ(x) will be divergent as ||A|| → ∞ so that
the uniform Hausdorff continuity (3.8) will typically fail. On the other
hand, (5.12)–(5.13) is satisfied provided that a = σTσ with σ a Lipschitz
matrix. If σ fails to be Lipschitz, the comparison principle may fail (see
Section 3 of Ishii [14]). In Ishii’s counterexample, the two viscosity
solutions have unbounded Hessians, which is the reason that F defined
by (5.16) will not satisfy our structure condition (1.19).
However, by truncating F where the Hessian could be large, one can
force (5.16) into the present theory without assuming that a = σTσ with
σ Lipschitz. For example, assume that
(5.17) a(x) ∈ Bλ,Λ := {β ∈ S(N) : λ ≤ λ1(β) ≤ · · · ≤ λN (β) ≤ Λ},
for each x ∈ Ω
with 0 < λ ≤ Λ < +∞. For h ∈ R define the truncation Fh : Ω×S(N)→
R by
(5.18) Fh(x,A) := min{F (x,A),M−λ
2 ,Λ
(A) + h},
where
M−λ,Λ(A) := inf
β∈Bλ,Λ
tr[βA] = λ
∑
λk(A)>0
λk(A)− Λ
∑
λk(A)<0
λk(A)
is Pucci’s minimal operator.
Remark 5.16. Let F be of the form (5.16) with f ∈ UC(Ω,R), a ∈
UC(Ω,S(N)) a non constant map satisfying (5.17) and Fh defined
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by (5.18). Then one can easily show that the set valued map Θh : Ω →
S(N) defined by
Θh(x) := {A ∈ S(N) : Fh(x,A) ≥ 0}
is a uniformly Hausdorff continuous elliptic map, and hence the compar-
ison principle of Theorem 1.1 holds for Θh. Moreover, since Fh(x, ·) is
concave and uniformly elliptic, one has Ho¨lder regularity theory for the
viscosity solutions of Fh(x,D
2u) = 0 provided that a ∈ C0,α(Ω) with
α ∈ (0, 1) (e.g., see Chapter 8 of Caffarelli–Cabre´ [5]). In particular,
viscosity solutions are classical solutions with a uniform bound on the
Hessian and hence Fh reduces to F for each h such that h ≥ h¯(N,λ,Λ, α).
In this admittedly unnatural way, one can prove uniqueness for a uni-
formly elliptic linear equation using the intrinsically nonlinear theory
initiated by Harvey and Lawson.
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