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ABSTRACT
The m ajor objective of th is  research  is to develop daily tim e series models 
for m axim um  and  m inim um  tem pera tu re  series. A generalized modeling 
methodology is presented. S tochastic m odeling was accomplished by analyzing 
th e  s tru c tu ra l characteristics of the  tem pera tu re  series. Analyses included 
assessm ent for tim e reversibility, linearity, s tru c tu ra l dependence and 
d istribu tional properties of the  w eakly sta tionary  series obtained by param etric  
standard iza tion  of the  observed series. Based on the  resu lts  of th e  s truc tu ra l 
characterization  of the  series and  the  resu lts  of th e  model class identification 
using  a ’s ta te—dependent model’ form ulation, a  b ilinear model class was 
identified  as appropriate  for the  tem pera tu re  series.
Various b ilinear models were explored and, for comparison, linear ARMA 
m odels were also fitted. Diagnostic checks for model adequacy indicated  th a t 
th e  BL(1,1,1,1) model is appropriate  for the  tem pera tu re  series. D ata  
sim ulation  w as used  to validate  the  selected b ilinear model. R esults were 
com pared to th a t  of an  ARMA(1,1) model.
R esults indicated th a t  a b ilinear model is m arginally  b e tte r  th a n  a  linear 
ARMA m odel in  sim ulating  th e  daily m eans and  variances of the  observed 
series. However, th e  b ilinear model is capable of preserv ing  th e  nonlinearity  
in  the  observed series. The ARMA model sim ulated a lin ear series.
The BL(1,1,1,1) model was fitted  to 49 sta tions in  L ouisiana and  15 
sta tions along the  borders of Texas, A rkansas and M ississippi. A geostatistical 
approach was used to analyze the  spatial distribution  of the  F ourier coefficients 
describing the  seasonal varia tion  of the  daily m eans and  s tandard  deviations
and  th e  p a ram ete rs  of th e  b ilin ea r model. R esu lts ind icated  th a t  th e  p a ram ete rs  
show  a  general la titu d in a l trend . T here is  e ith e r  a N—S or NW—SE d rift in  the  
p a ram ete rs . T his is  m ore pronounced in  th e  F o u rie r coefficients.
S tru c tu ra l analysis of th e  de—trended  sp a tia l series o f th e  p a ram ete rs  
w as perform ed. Sem ivariogram  analyses of th e  p a ram ete rs  show ed th a t  an  
exponential, linear, o r co n stan t sem ivariogram  m odel is  app ropria te  for the  
F o u rie r coefficients. O n th e  o th er hand , e ith e r a  lin e a r  or constan t 
sem ivariogram  m odel is app ropria te  for th e  b ilin ear m odel coefficients.
O rd inary  k rig ing  w as va lida ted  as a n  in te rpo la tion  rou tine  for obtain ing  
m odel p a ram ete rs  a t  a n  ungaged  site. P a ram e te rs  for seven sta tions w ere 
in te rp o la ted  an d  d a ta  sim ulation  w as perform ed using  th e  estim ated  
p a ram ete rs . R esu lts  w ere com pared w ith  re su lts  of sim ula tion  using  
p a ra m ete rs  th a t  a re  considered as reg ional constan ts. S im ulation  re su lts  using  
kriged  p a ram ete rs  w ere b e tte r  th a n  u sing  p a ram ete rs  as regional constants.
Chapter I 
INTRODUCTION
General Remarks
Agrometeorological and  hydrological models often requ ire  clim ate d a ta  as 
inpu ts . The clim ate d a ta  a re  used  to estim ate  o ther derived variables (e.g. 
evapo transp ira tion) or to estim ate  'indices' (e.g. degree days). Among the  
clim ate variab les m ost used  in  various m odeling applications a re  ra in fa ll and 
m axim um  and  m inim um  tem peratu res.
In  m any  m odeling applications, d a ta  a re  unavailab le  for th e  given site 
u n d e r study. In  cases w here the  d a ta  a re  available, th e  d a ta  series a re  e ither 
inadequate  or unreliab le  for th e  m odeling task . These problem s exist in  cases 
w here (1) th e re  is no clim atological sta tion  p resen t a t  th e  site  u n d er study, (2) 
a  clim atological s ta tion  is p resen t b u t the  p a rticu la r w eather variab le  is not 
sam pled, or (3) if  sam pled, th e  leng th  of the  series is som etim es too sho rt or of 
poor quality
T here a re  various ways to handle the  above lim itations. In  th e  firs t and  
second case, th e  m ost n a tu ra l way of obtaining d a ta  is to get i t  from  a 'nearby ' 
s ta tio n  for w hich th e  d a ta  obtained is assum ed to adequately  rep resen t th e  site 
u n d e r study. A nother a lterna tive  is  to sim ulate th e  necessary  leng th  of d a ta  
series needed. In  th e  th ird  case, w ith  an  inadequate  leng th  of da ta , th e  required  
d a ta  se t m ay be obtained using  d a ta  augm entation  procedures. W ith a  
fragm en ta ry  or discontinuous d a ta  set, estim ation  or in terpo la tion  techniques 
can  be used to fill in  the  gaps.
1
2In  d ea lin g  w ith  th e  above a lte rn a tiv e s , th e re  a re  obvious considera tions 
th a t  a  c lim ate  d a ta  u se r  m u s t consider. T he p rac tice  of u s in g  d a ta  from  a  ’n e a rb y  
s ta tio n  ra is e s  th e  q u estio n  o f d a ta  rep re se n ta tiv e n ess . Q uestions such  a s  "How 
do w e se lec t a  ’n e a rb y  s ta tio n ?” a n d  "W hen do w e say  th a t  th e  ’n e a rb y  s ta tio n  
is  re p re se n ta tiv e  o f th e  s ite  u n d e r  study?” a re  am ong  th e  possib le  questions th a t  
n eed  to  be  answ ered . D a ta  selection  in  th is  case  e n ta ils  decisions on th e  p a r t  o f 
th e  user.
I f  one op ts to s im u la te  a  d a ta  series, w ith  th e  v a rio u s  s to ch astic  m odels 
av a ilab le  a t  h a n d  for c lim ate  d a ta  g en era tio n  (e.g. SRS o f L a rse n  a n d  P ense , 
19 8 1 ; W G E N  o f R ichardson  an d  W right, 1984), som e o f th e  qu estio n s th a t  one 
h a s  to  con tend  w ith  a re  1) "W hat m odel to  u se?” , 2) "Is th e  m odel capable  of 
p rov id ing  a  s im u la ted  se ries  t h a t  is  s ta tis tic a lly  com parab le  w ith  th e  h isto ric  
sequence?”, a n d  3) "Does th e  m odel a d eq u a te ly  re p re se n t th e  ch a rac te ris tic s  o f 
th e  observed series?”. S im ila r questions a rise  w h en  th e re  is  th e  need  for d a ta  
in te rp o la tio n .
T h is  re se a rc h  w as fo rm u la ted  to a d d re ss  som e o f th e  fu n d am en ta l 
p rob lem s d iscussed  above. Specifically, s tu d ies  w ere  fo rm u la ted  to  cope w ith  
th e  p rob lem s asso c ia ted  w ith  (1) m ethodology of developing s to ch astic  m odels 
for da ily  te m p e ra tu re  (2) in te rp o la tio n  of m odel p a ra m e te rs , a n d  (3) ob ta in ing  
d a ta  se ts  a t  a n  u n g ag ed  s ite  or com pleting  a  d iscon tinuous d a ta  se t  a t  a  gaged 
site .
Scope and Research Objectives
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Tem perature Series M odeling
In  recen t years, th e re  have been  a ttem p ts  a t  stochastic  m odeling o f daily  
w ea th e r da ta . L arsen  and  P ense  (1981) catalogued th e  various m odels 
developed for daily  maximum an d  minimum tem p era tu re . T he m otivation  to 
develop a  stochastic w eather m odel (also referred  to as clim ate d a ta  generator) 
is  to provide th e  capabilities to genera te  syn thetic  traces of w ea th e r da ta . Such 
traces  a re  useful in  various m odeling applications.
In  m ost m odeling stud ies of daily  tem p era tu re  d a ta  series, th e  u su a l 
approach  adopted  is  to select, a  priori, a  p a rticu la r  m odel from  th e  available 
classes of m odels, say in  the  class of sta tio n ary  G aussian  ARMA m odels, and  
f it th e  m odel to the  given d a ta  series. The W GEN m odel (R ichardson and  
W right, 1984) follows th is  approach. W hile th is  m ay  be a  convenient approach, 
considering th e  rigors of model build ing, th e re  a re  obvious lim ita tions. The use 
of a  s ta tio n a ry  G aussian  ARMA m odel is tied  up  w ith  th e  basic  assum ptions of 
linearity , tim e reversibility, and  no rm ality  of th e  d a ta  series. A n obvious 
question  to  a sk  th e n  is, ”W hat i f  th e  basic assum ptions a re  n o t tenab le  an d  the 
chosen m odel class is no t a n  adequa te  rep resen ta tio n  given th e  characteristic  
fea tu res  o f th e  d a ta  series ?”. In  th is  case, a  n a tu ra l approach  is  to consider a 
w ider class of m odels w hich would be flexible in  rep resen tin g  th e  s tru c tu ra l 
charac teristics of th e  observed d a ta  series.
T his study  applies a generalized  stochastic  m odeling m ethodology for 
daily  m axim um  and  m inim um  tem p era tu re  d a ta  series. The underly ing  
philosophy in  th e  m odeling process can be s ta te d  as follows: G iven th e  raw  d a ta  
an d  a  background of th e  underly ing  physical phenom ena genera ting  the  d a ta
se ries  w e (1) d e te rm in e  th e  s tru c tu ra l c h a rac te r is tic s  of th e  tim e  se ries, (2) 
se lec t a  c lass o f stochastic  m odels flexible enough  to  accom odate th e  observed 
fe a tu re s  o f th e  se ries , (3) id en tify  a  specific c lass o f m odels w orthw hile  for 
fu r th e r  considera tion , (4) f it  c an d id a te  m odel(s) from  th e  se lec ted  c lass an d  
verify  th e ir  adequacy  considering  th e  s tru c tu ra l  ch a rac te ris tic s  o f th e  d a ta  
se ries  a n d  th e  u n d e rly in g  assu m p tio n s  of th e  class o f m odels selected , an d  (5) 
v a lid a te  th e  b e s t f itte d  m odel for d a ta  g en era tio n  a n d  au g m en ta tio n .
D a ta  from  selected  s ta tio n s  in  L o u is ian a  w ere  used . T he  s ta tio n s  w ere 
se lec ted  to re p re se n t th e  d iffe ren t clim atologically  hom ogeneous sub reg ions in  
th e  s ta te . Q u a lity  a n d  th e  len g th  of th e  se ries  w ere  checked for adequacy  for 
tim e  se ries  m odeling. In  th e  su b seq u e n t study, th e  b e s t m odel(s) ob ta in ed  w ere 
f itte d  to  a  la rg e r  se t o f s ta tio n s  for w hich  a  sp a tia l a n a ly sis  of m odel p a ra m e te rs  
w as c a rried  out.
S p a tia l  A n a ly s is  o f  M odel P a ra m eters
S tochastic  m odels a re  usefu l i f  th e y  can  be u se d  to  g e n e ra te  d a ta  se ts  a t  
a n  ungaged  site. To develop th is  capability , a n  a n a ly sis  o f th e  sp a tia l  v a ria tio n  
o f th e  m odel p a ra m e te rs  ob ta in ed  in  th e  f ir s t  s tu d y  w as perform ed. T he an a ly sis  
o f th e  sp a tia l v a ria tio n  of m odel p a ra m e te rs  w as perfo rm ed  in  o rd e r to develop 
a n  in te rp o la tio n  schem e th a t  can  be u sed  to e s tim a te  m odel p a ra m e te rs  for an  
u n g ag ed  site.
A g eo sta tis tica l ap p ro ach  to th e  an a ly sis  o f th e  sp a tia l v a ria b ility  o f th e  
m odel p a ra m e te rs  w as used . T he u n d erly in g  id ea  is  t h a t  th e  m odel p a ra m e te rs  
a re  v iew ed  a s  a  sp a tia l se ries o f random  v a riab le s  th a t  is  com posed of a  slow 
v a ry in g  d e te rm in is tic  com ponent (tren d  or d rift) a n d  a  stochastic  com ponent.
S tru c tu ra l analysis o f these  com ponents w as perform ed. T h is pa ra lle ls  th e  
m odeling approach  used  in  tim e series analysis.
C en tra l to th e  geostatis tical approach, is th e  need  for s tru c tu ra l analysis. 
The p rim a ry  a im  is to  ex trac t th e  m ajor s tru c tu ra l charac teristics th a t  w ould be 
useftd  for consequent estim ation  a t  unsam pled  locations from  th e  sam ple of th e  
regionalized  variab le  (w ith values a t  given locations). T he basic  tool for 
s tru c tu ra l analysis is  th e  variogram . A variogram  m odel is  necessary  in  th e  
app lication  of a n  in te rp o la tio n  schem e know n as k rig ing  (Krige, 1966 as cited 
elsew here).
K rig ing  is a n  optim al in te rpo la tion  technique. I t  h a s  th e  advan tage  of 
providing a  m in im um  variance  u nb iased  e stim ate  an d  a n  e stim ate  of the  
in te rp o la tio n  error. I t  can also be view ed as a  classical w eighted lin ea r 
in te rp o la tio n  m ethod  th a t  sa tisfies th e  sam e conditions as th e  L agrange or lea s t 
sq u ares estim ation . Also, the  m ethod is sim ilar to th e  optim al in te rpo la tion  
techn ique of G and in  (1963) (C reu tin  an d  Obled, 1982). T he difference, however, 
is th e  u se  of th e  variogram  in  k rig ing  an d  a  spa tia l co rre lation  function in  
m ethod  of G andin .
T h is s tu d y  applies a  geostatistical approach  to th e  analy sis  o f th e  spa tia l 
v a riab ility  o f th e  m odel param eters . The m ethodology can  be sum m arized  as 
follows: (1) th e  theory  of regionalized variab les is  used  to charac terize  th e  spa tia l 
v a riab ility  of th e  m odel p a ram eters , (2) s tru c tu ra l analysis is  app lied  to the  
m odel p a ra m e te rs  u sing  variogram  analysis, and  (3) an  o rd inary  krig ing  
a lgo rithm  is developed an d  va lida ted  as a n  in te rpo la tion  schem e.
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C hap ter II p resen ts a  survey of the  lite ra tu re  of tim e series models and 
m odeling methodology. The geostatistical approach to spatia l series modeling 
is also reviewed.
C hap te r III deals w ith  the exploratory da ta  analyses o f th e  tem pera tu re  
series. M ethods and  resu lts of s tru c tu ra l characterization  of th e  tem pera tu re  
series a re  presented.
C hap ter IV describes the  nonlinear stochastic m odeling methodology and  
resu lts obtained. Model validation th rough  d a ta  sim ulation  are  presented.
C hap ter V presen ts an  exploratory spatia l analysis of th e  Fourier 
coefficients describing th e  seasonal variab ility  of th e  tem pera tu re  series and  the  
param eters of th e  selected b ilinear model. Variogram  analysis and  validation 
of th e  ordinary  kriging rou tine  for in terpolation of pa ram ete rs  a t  an  unsam pled 
location a re  presented.
Finally, C hap ter VI presen ts the  sum m ary of th e  m odeling approach of 
th e  research  and conclusions.
Chapter II 
REVIEW OF LITERATURE
Time Series Modeling 
L in e a r  M odels
A g en era l m odel for a  s ta tio n a ry  sequence { X t } can  be w ritte n  as 
(P riestley , 1988),
h ( . . . X, _ 2 , X t_ 1 , X, . . . ) = e, (2.1)
w h ere  { et } is  a  s tr ic t  w h ite  noise sequence ( in d e p e n d e n t a n d  id en tica lly  
d is tr ib u te d  ) a n d  h  { * } is  som e p rescribed  function . I f  th e  function  h  { ' } is  
u n re s tric te d , find ing  a  m odel for th e  sequence {Xt } is  u n d en iab ly  difficult. I f  
g iven  fin ite  d a ta  on { Xt }, i t  is  d ifficult to find  a  specific function  from  am ong 
th e  c lass o f a ll possible functions.
O ne w ay  to  overcom e th is  problem  is  to  r e s tr ic t  th e  sea rch  to  th e  c lass o f 
l in e a r  m odels. In  th is  case, a  m odel for {X t } can  be w r itte n  a s  ( in  ’o n e -s id ed ’ 
form ),
00
Xt — X  Su e ,_u (2.2)
u =  o
or
X, = G ( B  ) et (2.3)
w here
c  (  O  =  Z  8 u  2 “  ( 2 . 4 )
u =  0
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8T he m odel in  (2.2) s ta te s  th a t  { Xt } can  be expressed a s  a n  in fin ite  lin ea r 
com bination of p a s t  a n d  p re sen t va lues of a  s tr ic t w hite  noise sequence. In  th is  
form , th e  m odel is  com pletely dete rm ined  by  th e  form  of G(z) .
T he problem  of general lin e a r  tim e series m odeling, th u s , requ ires 
estim ation  of th e  sequence [gu } w hich would reduce {JQ} to  a s tr ic t w hite  noise. 
G iven only a  fin ite  se t o f d a ta , m odel fitting  following (2.2) w ould req u ire  a  large  
nu m b er of p a ram ete rs . In  th e  context o f p ractical tim e series m odel fitting , i t  
is  assum ed  th a t  G(z) tak e s  a  know n m athem atica l form  w ith  th e  expansion in  
(2.2) involving only a  fin ite  se t o f unknow n p a ram ete rs . Following th is  
approach, various fin ite  p a ra m e te r  lin ea r m odels can  be ob tained  from  th e  
general lin e a r  m odel in  (2.2).
An im p o rtan t class of fin ite  p a ra m e te r  m odels is  th e  class of 
au to regressive—m oving average m odels (ARMA) f irs t  in troduced  by Box and  
Je n k in s  (1970). T his class o f m odels is  derived from  (2.2) by  m aking  
assum ptions on th e  form  of G(z) or alternatively , on G~1(z).
The class o f au toregressive m odels of order p , AR(p), w hich tak e  th e  form,
is  ob tained  from  (2.2) by assum ing  th a t  G 1(z) can be approx im ated  by the  
f in ite -o rd e r  polynom ial given as,
A lternatively , i f  G(z) is  approxim ated  by a  fin ite—order polynom ial of th e  form
Xt — a i Xt _\  — • • • — o-p Xt_p — et (2.5)
G~l ( z ) = ao -  a i z -  . . . -  ap zP (2.6)
(2.7)
th en  (2.2) reduces to the  m oving average model of order q, MA(q) given as,
Xt = e, + + . . . + (iq et _q (2.8)
In  th e  m ore general case, if  G(z) is approxim ated by  a  ra tio n a l function of the  
form
+ (2g)  
1 -  a\ z -  . . . -  ap 2?
th en  (2.2) reduces to th e  general class of m ixed autoregressive-m oving average 
models of order p and  q, denoted as ARMA(p,q),
Xi —  CL i  Xt_ i  d p  Xt _ p  =  £ /  +  e t  _  i  +  .  .  . +  f i q  &t — q  I ® )
In  th e  general form ulation of th e  ARMA model, i t  is  im p o rtan t to 
d istingu ish  th ree  versions corresponding to th e  precise form  of the  sequence {q} 
(Cox, 1981). The sequence {et) can be assum ed as 1) a  second-order noise, 2) a  
sequence of independen t identically  d istribu ted  random  variables, in  which case 
(Xt) is  lin ear , and  3) G aussian.
Some of th e  advantages of th e  class of ARMA models stem  from  the  fact 
th a t  ra tio n a l functions a re  flexible approxim ating devices. This could be 
observed in  th e  case th a t  given a n  AR(p) model, th is  can be approxim ated by an  
equ ivalen t MA(q) model for sufficiently large q  and  vice versa  (Box and  Jenk ins, 
1970). In  practical m odeling applications, som etim es th e  choice betw een the  
th ree  form s of th e  ARMA class is a  m a tte r  of having  a  parsim onious 
rep resen ta tion  w ith  m inim al p a ram eters  to be estim ated  , a s  well as  physical 
in terpretab ility .
O f th e  th ree  forms, an  autoregressive model is m ost open to direct 
in te rp re ta tion . The innovation et a t  tim e t can be tak en  as th a t  p a r t  th a t  cannot
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be p red icted  ( a t  le a s t in  th e  lin ea r se n se ) and  hence, in  some sense is  physically  
u n re la te d  to  th e  p a s t  o f th e  process. Cox (1981) no ted  th a t  th e  success of th e  
ARMA m odel a s  a  rep resen ta tio n  for rea l processes a rises because 1) th e  notion 
of a  lin e a r  m echanism  ’forced’ by a  m oving average in p u t h a s  d irect 
in te rp re tab ility  an d  2) th e re  is  a n  underly ing  stochastic  d ifferen tia l equation  
forced by  p u re  noise w hich is e ith e r  sam pled or aggregated  in  d iscrete  tim e.
T he class of lin e a r  ARMA m odels have  dom inated  th e  tim e series 
m odeling lite ra tu re  since i t  w as firs t in troduced. Since th en , a  lo t of references 
have ap p ea red  in  th e  s ta tis tica l lite ra tu re . T he w orks o f S a las  et. a l (1980), 
C hatfield  (1984) a n d  Wei (1990) am ong o thers, provided excellent discussions 
on th e  s tru c tu ra l p roperties and  m odeling schem es of th is  class of m odels.
Tong (1990) discussed th e  advan tages and  lim ita tions of th is  class of 
m odels. T he success of ARMA m odeling can be a ttr ib u te d  p rim arily  to th e  
following considerations: 1) The equations a re  sim ple an d  read ily  understood; 
2) th e  theo ry  of s ta tis tica l inference for lin e a r  G au ssian  m odels a re  well 
developed; 3) com puter packages have been  developed an d  a re  well w ith in  reach  
o f m odelers ( e.g. SAS/ETS ) and; 4) ARMA m odels have  been  successfull a s  a  
p rac tical tool for analysis, forecasting  and  control (Box a n d  Je n k in s ,1970).
T he p rac tical use  of ARMA m odels, however, is lim ited  by  th e  following 
considerations. In  view of th e  norm ality  assum ption  in  ARMA m odels, th ey  a re  
n o t ideally  su ited  for 1) d a ta  series exhib iting  a  strong  asym m etry  in  
d istribu tion , 2) a  highly  tim e irreversib le  process, 3) series exh ib iting  sudden  
b u rs ts  o f a  very  large  m agn itude  a t  irreg u la r  tim e in te rvals , and  4) d a ta  w ith  
strong  cyclic behavior.
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N onlinear Models
An im portan t type of rep resen ta tion  for non linear models is th a t  referred  
to as th e  Volterra series (Weiner, 1958). A V olterra series in  discrete tim e can 
be w ritten  as,
00 00 00
=  2  g u t t - u  2 1  guv^ t — u^t — v  2 1  gu vw ^ t — tf i t  — v^t — w  • • • ( 2 ‘ 1 1 )
u = 0 u=v=0 u=v=w=0
w here {e*} is a  stric tly  sta tionary  process. The sequences {gu }, {guv }, {guvw}. . .  
a re  referred  to as the  kernels of th e  series. To characterize th e  sta tistical 
properties of the  general model in  (2.11) requires specifying conditions on these 
sequences such th a t  the  righ t hand  side of (2.11) converges to a  w ell-defined 
random  variable (Brillinger, 1975).
A m ajor draw back of th e  general non linear model in  (2.11) is the 
m ultitude  of param eters. Model fitting  requires estim ating  the  sequences {gu), 
{guv 1» {guvw 1 • • • As in  the  linear case, th is  seem  to be an  impossible task , for 
given only a finite  d a ta  set, an  infinite se t of sequences w ith  each sequence 
containing an  infin ite  num ber of param eters, m u st be estim ated. This problem, 
however, can be obviated. In  m ost cases, i t  is assum ed th a t  the  kernels are  a  
function of a  sm all num ber of param eters . T his approach has lead to the 
developm ent of m any special types of finite pa ram eter nonlinear models.
Several classes of finite p a ram eter nonlinear models have been 
in troduced in  the  sta tistica l lite ra tu re . Tong (1990) classified the  different 
models into e ither a  firs t or second generation class of models. The second 
generation  class of models encom passes the  first generation, for which th e  m ain 
m otivation is aim ed a t  providing a  generalization of th e  firs t class.
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A m ong th e  f irs t g en era tio n  c lass o f m odels a re  th e  n o n lin ear 
au to reg ressive  m odels (NLAR) (Jones, 1978), n o n lin e a r  m oving average  m odels 
(NMA) (Robinson, 1977), ran d o m  coefficient au to reg ressive  m odels (RCA) 
(Robinson, 1978), b ilin e a r m odels (BL) (G ranger an d  A ndersen , 1978), 
exponen tia l au to reg ressive  m odels (EXPAR) (Jones, 1978; O zaki a n d  O da, 1978; 
O zaki, 1980; H ag g an  a n d  O zaki, 1981), th re sh o ld  m odels in c lud ing  th e  
th resh o ld  au to reg ressive  m odel (TAR), self—exciting  th resh o ld  au to reg ressive  
m odel (SETAR), a n d  se lf-exciting  th resh o ld  au to reg ressive—m oving average  
m odel (SETARMA) class (Tbng a n d  L im , 1980; Tong, 1983), n e a r  exponential 
au to reg ressive  m odels (NEAR) (L aw rance a n d  Lew is, 1985), a n d  au to reg ressive  
m odels w ith  heteoscedastic ity  (ARCH) ( E ngle, 1982; Bolerslev, 1986).
T he second g en era tio n  class of m odels a re  th e  s ta te —d ep en d en t m odels 
(SDM) (Priestley , 1980,1982) an d  th e  doubly stochastic  m odels of T j0 s th e im  
(1986). T he  SDM  class encom passes th e  BL, SETARMA, EXPAR am ong o thers 
(Priestley , 1980,1982). T he doubly stochastic  m odel class, on th e  o th e r h an d , 
generalizes th e  tim e -d e p e n d en t ARMA m odels, SETARMA, RCA, BL an d  th e  
EXPAR m odels (Tong, 1990).
To a  la rg e  ex ten t, th e  second g en era tio n  class o f m odels provides a  
generalized  n o n lin ea r rep re se n ta tio n  for a  s ta tio n a ry  stochastic  process. 
D evelopm ents o f th is  class o f m odels w ere s ta r te d  w ith  th e  ex tension  of th e  
ARMA m odels by  allow ing th e  ARMA m odel coefficients to  be  com pletely 
flexible, n o t constra ined  to specific forms.
T he  s tru c tu ra l p roperties o f th e  d ifferen t m odels m en tioned  above a re  
exhaustive ly  d iscussed  in  th e  lite ra tu re . A cursory  review  o f som e of th e  m odels 
re le v a n t to th is  s tu d y  is p resen ted  in  th e  su b seq u en t sections.
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Jo n es (1978) la id  th e  foundation  for th e  no n lin ear au to regressive m odels 
(NLAR). The general form  o f th e  m odel is given as,
X, = / ( X , _ 1 , Xt_ 2 , . . . , Xt_k ) + e, (2.12)
w here { e* } is  a  sequence of independen t, iden tica lly  d is tr ib u ted  random  
variab les w ith  fin ite  variance. An a lte rn a tiv e  to (2.12) is  ob tained  by  hav ing  a 
m ultip licative  noise m odel for {X t }. T his is th e  case for th e  ARCH m odel w here,
X, = e, W t (2.13)
and
Vt = 7  + <t>\X]_x + . . . + <)>q X*_q (2.14)
T he class of b ilin ea r m odels w ere in troduced  by  G ran g er (1978) and  
G ranger an d  A ndersen  (1978). T his class of tim e series m odels provides a n  
approxim ation  to th e  non linear re la tionsh ip  betw een  th e  sequences {X*} and  
{fy}. T he general b ilin ear model, denoted as BL(p,q,P,Q), is  w ritte n  as:
p <? p Q
X, = X a i x t-i+ Z A  et-i + Z  Z bij eH X>-‘+ e‘ 15)
/=i i=i 1=1 j= l
w here {e^ } is  a  s tr ic t w hite  noise sequence. T he a /s  , fit's an d  b i / s  a re  fitted  
p a ram ete rs . T he b ilinear m odel can  be view ed as a n  ex tension  of th e  lin ear 
ARMA m odel ob tained  by add ing  a  b ilinear te rm  in  th e  form  of et-j} in  the  
conventional ARMA model. In  th is  case, th e  b ilin ear m odels m ay  be regarded  
as a  ’n a tu ra l’ non linear ex tension  of th e  ARMA model. I t  includes th e  linear 
ARMA m odels as a  special case ( w hen b / s  a re  all zeroes ) .
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E quation  (2.15) can  be contrasted  w ith  the  lin ea r ARMA m odel in  (2.10). 
L et p=P, th e n  (2.15) can be w ritten  as
p Q R
X t =  £ (  Oi X t-i + eH  ) X t_; + 2  Pi <?,_,• + et (2 . 16)
i=l j= l »=i
w here th e  autoregressive coefficients are  lin ear function of et-j. O n the  o ther 
hand , i f  q=Q th en  (2.15) can  be w ritten  as
X t = | >,■ *,_• + £ (  ^  + ^ h i j  X ,_ j  ) et _, + e, (2 . 17)
i=l i=l j= 1
w here in  th is  case, th e  m oving average coefficients a re  lin ea r functions of Xt_j_
The a ttrac tiv e  fea tu re  of the  b ilinear models is th e ir  s tru c tu ra l theory. 
I t  is analogous to the  lin ear ARMA models. S ta tio n a rity  and  invertib ility  
conditions for the  b ilinear models have been thoroughly  discussed in  the  
lite ra tu re . G ranger and  A ndersen (1978) provided a  de ta iled  account of 
f irs t-o rd e r  m odels while Subba Rao (1981) and  Subba Rao and  G abr (1984) 
provided a  m ore general and  system atic study. The autocorrelation  stru c tu re  
an d  identification of some b ilinear models were stud ied  by Li (1984) and  K um ar 
(1986). Recently, G abr (1988), Sesay and  Subba Rao (1988) and  Subba Rao and 
Sesay (1991) stud ied  th e  h igher order m om ents an d  cum ulan ts of th e  b ilinear 
m odels.
An in te res tin g  property  of b ilinear models is  th e ir  autocorrelation 
function. Subba Rao (1981) showed th e  derivation  of th e  autocorrelation 
function of th e  B L(p,0,p,l) model.
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F o r th e  B L (p ,0 ,p ,l) m odel w ritte n  as
X, = X G<' x t-i + Z f t i  * i - «  * » - i  +  et (2 .18)
1=1 / = i
th e  au toco rre la tion  function  is  given as
p
Q k  “  Z a f 6 k - i  f o r  k  >  1 
i= 1
(2 . is*;
w hich is  iden tica l to th e  au toco rre la tion  function  of a n  A RM A (p,l) m odel. T h is 
poses a  prob lem  in  m odel iden tification . I t  is  d ifficult to  d iffe ren tia te  be tw een  a  
b ilin e a r m odel a n d  a n  ARMA m odel i f  th e  sam ple  au toco rre la tion  in fe rred  from  
th e  d a ta  follows a n  A RM A (p,l) model.
F o r a  sim ple b ilin e a r m odel, BL(0,1,1,0) w ritte n  as
G ran g er a n d  N ew bold (1977) an d  G ran g er an d  A ndersen  (1978) show ed th a t  th e  
au toco rre la tion  function  follows a  f irs t-o rd e r  m oving average  process, MA(1) 
w hile th e  au toco rre la tion  function  of th e  sq u a red  se ries follows a n  ARMA(1,1). 
T hey a rg u ed  th a t  i f  th e  au toco rre la tion  function  of th e  raw  a n d  sq u a red  series 
a re  iden tica l, th e  series is  likely to be g en era ted  by  a n  MA(1) process. O n the  
o th e r  h an d , i f  th e  th e  au toco rre la tion  function  of th e  sq u a red  se ries is  th a t  o f an  
ARMA(1,1), th e  series is likely  to  be g en era ted  by a  b ilin e a r  process.
T he class of th resh o ld  m odels w as in troduced  by  Tong an d  L im  (1980). 
A d e ta iled  account o f th e  theo ry  a n d  app lication  of th is  class o f m odels is given 
in  th e  m onograph  of Tong (1983,1990). T he underly ing  id ea  of th is  class of 
m odels is  th e  local approx im ation  over th e  s ta te s  of a  process.
(2.20)
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A subclass of th e  class of th resho ld  models is th e  self—exciting th resho ld  
ARMA m odels, denoted as SETARMA (K,p,q). I t  is  given as
X, = ao + 2  a P  *,_/ + 2  #  <?,.*■ + et (2.21)
i=i i=i
w here th e  p a ram ete rs  ot£ ® and  ft ® a re  conditional o n -X ^  e i ?-7 for j  = 1 ,2 ... K. 
The p a ra m ete r d  denotes th e  ’delay’, and  R i  a re  given th resho ld  regions of th e  
IT—dim ensional E uclidean  space R K. For two th resho ld  regions, ( K  = 2 ) and  a  
delay of u n it  in te rval, d  = 1, the  th resho ld  models are,
X, = X  «!1} x ‘-i + i  + e, for e  fl1 (2.22a)
i=i i=i
and
X, = j r  a!2) Xt_i + X  /?!2) C,_/ + <?, for <E /?2 (2.226;
i=i i=i
w here th e  p aram eters  a, ® and ft ® a re  assum ed constan ts over th e  regions R 1 
and  R 2. The appealing  p roperty  of th e  threshold  m odels is a  piecewise 
lineariza tion  of a  non linear process. This is obtained by hav ing  each th reshold  
region be s tru c tu ra lly  homogeneous and  follow a  lin ear ARMA model. From  
(2.21), th e  m odel for each region R )  is a  locally lin ear ARMA model. W ith 
th resho ld  regions defined, one can th en  adopt th e  m odeling m ethodologies for 
ARMA m odels.
The exponential autoregressive model, also referred  to as
am p litude-dependen t autoregressive (ADAR(p)) models, w as in troduced  by 
Ozaki(1980, 1981) and H aggan and  Ozaki (1981).
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T he ADAR(p) m odel tak es  th e  genera l form
p
Xt = + e xp (-y  Xj_{) X,_i + e, (2.23)
1=1
w here  th e  sequence {e*} is  a  s tr ic t w hite  noise p rocess an d  th e  Oj’s, 7^ ’s, a n d  y a re  
m odel p a ra m e te rs  w ith y  alw ays positive. T he developm ent o f ADAR(p) m odels 
s ta r te d  w ith  th e  ex tension  of th e  AR(p) m odels by allow ing th e  au to reg ressive  
coefficients to depend  on X t_i, specifically, by expressing  th e  coefficients a s  an  
exponen tia l function  ofX 2t- i . The w orks of O zaki (1980) an d  H ag g an  an d  O zaki 
(1981) e stab lish ed  th e  p roperties  as well as m odeling approaches for th is  class of 
m odels.
P rie s tley  (1980, 1982) in troduced  th e  class o f s ta te —d ep en d en t m odels 
(S D M ). As a  second genera tion  class of m odels, th e  SD M  provides genera lity  to 
th e  c lass of n o n lin ear m odels. I t  includes, as special cases, th e  l in e a r  ARMA 
m odels, b ilin ea r m odels, exponentia l au to reg ressive  m odels a n d  th e  th resho ld  
au to reg ressive  m odels. A n a ttrac tiv e  fea tu re  o f th e  SDM  is  th a t ,  i t  provides a  
n o n lin ea r descrip tion  to  a  series w hich does n o t req u ire  specifying a  specific 
n o n lin e a r m odel form , a  priori. The app lica tion  o f SDM  to various tim e series 
d a ta  se ts  is  described in  th e  w orks of H ag g an  e t al. (1984), P rie s tley  an d  H erav i 
(1985), an d  C a rtw rig h t (1985).
T he underly ing  theo ry  beh ind  th e  SDM  fo rm ula tion  is  th a t ,  for a  
n o n lin ea r process, th e  behav io r of th e  process can  be re p re se n te d  by  a  ’locally* 
l in e a r  ARMA m odel. A local l in e a r  rep re se n ta tio n  is ob ta ined  by  allow ing th e  
coefficients in  a  lin e a r  ARMA rep re sen ta tio n  to  be a  function  o f an  a rb itra ry
's ta te —vecto r’ , such  as: x,_j = Xt_\ . . . X t_i)
T he genera l SDM(£,Z) is  defined as 
k I
Xt = X  ^ < x'-i) Xt-i + X  ©i(*f-i) e‘-i + e‘ (2-24)
J = 1 1 = 1
w here  th e  coefficients, <£, (x, _ j) and  ©t (xt _ j) a re  assum ed  ’sm ooth ' fim ctions
of a n  a rb itra ry  's ta te—vector’ a t  tim e t-1 . In  th is  form  th e  SDM (£,/) m odel 
describes a n  ARMA schem e in  w hich th e  evolution of th e  process Xt from  tim e 
t-1  is  de te rm ined  by a  se t o f au toregressive p a ra m e te rs , (x, _ j) ’s , an d  a  se t of
m oving average  p a ra m e te rs , <9/ (x, _ j) ’s, th a t  v a ry  w ith  th e  c u rre n t s ta te  of th e
process a s  specified in  th e  vector, x,_i = {et-\ . . . et-i, X t_\ . . . X ,^J  .
The idea  of local lineariza tion  is ob tained  by allow ing th e  coefficients in 
th e  ARMA m odel given as
k I
Xt + X  0/ Xt-J = fi + X  Qi e,-i + e, (2.25)
/= i i = i
to be sm oothed fim ctions of the  sta te -vec to r, x,_i. T he sim plest form  of
functional dependency is  one in  w hich th e  coefficients can  be w ritte n  as
(Priestley, 1982):
fi ( X/ ) = n ( xt_{) + A x t (2.26a)
&n( X/ ) = 6„( x,_{) + A xt 0 $  for n = 1 (2.26b)
0w( x, ) = 0„( xt-1 ) + A x, y $  for n = 1 , . . . ,k  (2.26c)
w here [a ^ j , {fity  , an d  {y^J a re  the  g rad ien t vectors defined in  te rm s of sm all 
d ep a rtu res  of th e  process from  its  local s ta te . In  m odel fitting , th ese  g rad ien ts
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sure sdlowed to w ander in  the  form  of random  walk. The basic idea is th a t  each 
value of th e  grad ien t 'bends’ th e  local linesu* rela tionship  in  (2.26) a t  tim e t, such 
th a t  th e  e rro r of p re d ic tin g ^  is  minim ized.
A random  w alk model for the  g rad ien ts is  given as
w here Vt is  an  independent zero m ean valued m atrix  of random  variables w ith 
covariance, X v .
Param eter E stim a tion . P riestley  (1980) suggested th a t  model fitting fo r sm SDM 
can be based  on a  sequential type of recursive algorithm  w hich is sim ilar in  
n a tu re  to the  K alm an filter algorithm  (K alm an, 1963). The estim ation 
procedures would lead to m odel coefficients th a t  a re  locally 'optimaT. D etailed 
m athem atical form ulations of the  estim ation procedures can  be found in 
P riestley  (1980,1982,1988), H aggan et. al., (1985), an d  C artw righ t (1985). The 
im p o rtan t resu lts  a re  presen ted  below.
Eqns. (2.26) and (2.28) can be cast into a s ta te -space  rep resen ta tion  to 
yield th e  following system  of equations:
B , = B ,.!  + V, (2.27)
w here
(2.28)
(2.29)
and
X , = H ( y/ / + e , (2.30)
w h ere  (2.29) an d  (2.30) a re  th e  s ta te  and  observation  equations, respectively.
T he  q u a n titie s  H t , F, _ 1 , and W t a re  defined as: Ht is  a l x ( k  + l +  l ) 2 row 
vecto r g iven  as
w here  = f(er. i - e , . 2) ,..., (<?,_/-<?/_m) , (X,_i- X t-2) {X,-k-X,_k-i)}
an d  W, = (0 ,. . . ,  0,vi, , . . . ,  v^+^+z+i)/) w here vi, , , . . . a re  e lem en ts of
th e  colum n vector o f V* in  (2.27).
T he  recu rsive  estim ation  equations a re  as follows (C artw righ t, 1985): 
error update
W t is  a  (k + 1+ l ) 2x  1 colum n vector given as
a n d  F ,_ j is  a (  k  + I + l ) 2 x ( k  + l+ l ^ t r a n s i t io n  m a tr ix  given as
I(ifc+/+1) I l(fc+/+l) ® A  X
O  I l(k+I)(k+l+l)
A A A A f .  «  A f
C, = P, -  K, (H, P, Hi + a })  K, (2.34)
error propagation
P/ = F,_ jF ;_ i + ± w (2.35)
g a in  m a trix
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param eter update
V t = Fl_ 1 Wt_ x + K, ( X , - H ,  Ft_ 1 Wt _ x ) (2.37)
innovation.
(2.38)
In  th e  above recursive equations, Pt is  th e  variance—covaraince m atrix  
of th e  one—step  prediction erro rs of W t , Ct is  th e  variance-covariance m atrix
of (W t - W t ) ,  and  By is  th e  K alm an gain  given by Kt = P, H) d^2 , w here d 2 
is th e  variance of th e  prediction errors ofXt .
t  = to a re  needed to im plem ent th e  algorithm . P riestley  (1982) suggested th a t  
th ese  m ay be obtained by fitting  a  stan d ard  lin ea r m odel u sing  an  in itia l stre tch  
of th e  d a ta  series. The in itia l values of th e  g rad ien t vector m ay  be se t to zero. 
Values of Z v a re  chosen such th a t  the  diagonal e lem ents a re  large rela tive to
R elation o f SD M  w ith  A R M A .SETAR M A .AD A R . a nd  B L  models. By choosing 
appropria te  forms of th e  coefficients in  (2.24), th e  SDM  can be re la ted  to the  
ARMA, SETARMA, ADAR, or BL model. The re la tionsh ip  of th e  SDM w ith  the  
above models are  described as follows: (H aggan, e t al., 1984; Priestley, 1988).
1) L inear Models. L et (xf _ ^ ’s and  <9, (x, _ j) ’s be constants,
independen t of th e  s ta te  vector, x*_j th en  (2.24) reduces to the  lin ear ARMA(k,l) 
model.
S ta r t  up  values of Wto and  Cto and  th e  residual variance a t  tim e
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2) B ilin ea r  M odels. L e t <P{ (xt_ j) ’s be co n stan ts  an d  le t
p
6>,-(x,_i) = /S/ + ^  bfy. X,_; for a ll i = l , . . . I (2.39)
y= 1
th e n  (2.24) reduces to  th e  b ilin e a r m odel in  (2.15) w ith  th e  v a lu e  of 1 = m ax  (q, Q). 
F o r th e  b ilin e a r  m odel, th e  <9,- (xz _ j) ’s a re  constra ined  to  be l in e a r  functions of
i%t-i > Xt-2t • * •> X t-p ).
3) T hresho ld  A R M A  M odels. L e t th e  s ta te  vector, x * = X t-i a n d
0 /  (x,_i) = p \ j) if Xt _d e  R ^') (2.40a)
an d
<Pi <X/_i) = a \ j)  if Xt _d e  (2.39b)
th e n  (2.24) reduces to th e  th resh o ld  m odel in  (2.21).
4) E xponen tia l A R  M odels. L e t <9, (xf _ j) = 0 for a ll i  an d
<Pi (x,_i) = a / + Jti exp(-y  Z 2f_i) for all i = 1 , . . . , /  (2.40)
th e n  (2.24) reduces to th e  exponentia l AR m odel in  (2.23).
In  th e  above fo rm ula tions for th e  b ilin e a r m odels, th e  SDM  coefficients 
a re  lin e a r  functions of th e  ’s ta te—vector’ .... Xt-P). F o r th e  th resh o ld  m odel,
th e  SDM  coefficients a re  step  functions o f Xt_j t w hile th e  coefficients a re  
exponen tia l functions of X t-i for th e  exponentia l au to reg ress ive  m odel. In  th e  
SDM  fo rm u la tion  th e  coefficients a re  n o t re s tric te d  to  th e  given functional 
form s. I f  a n  SDM  is f itted  to th e  given d a ta , one can  o b ta in  a  n o n lin ea r 
descrip tion  th a t  does no t involve a n  a  priori com m itm ent to a n y  p a r tic u la r  type 
of n o n lin e a r  m odel.
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As suggested  by P riestley  (1988), th e  SDM  form ulation  h a s  po ten tia l for 
th e ir  d irec t use  in  forecasting  an d  th e ir  in d irec t use  in  m odel identification. As 
a  tool for m odel identification , th e  functional dependency of th e  p a ram ete rs  w ith  
. th e  a rb itra r ily  chosen ’s ta te —vecto r’ can  provide a n  overview of th e  s tru c tu ra l 
charac te ristics of a  p a rtic u la r  tim e series.
Time R eversib ility  a n d  L in ea rity
V arious au th o rs  in  th e  l ite ra tu re  have a rgued  convincingly for th e  need 
for n o n lin ear m odels in  tim e series analysis. M ost geophysical records have 
n o n lin ear genera ting  m echanism s. T he review  of D avies an d  Petrucelli (1986) 
show ed th a t, in  a  large  sam ple of rea l d a ta  sets, th e re  is  a  h igh  incidence of 
nonlinearity . I t  appears, th a t  if  th e re  is a  need  for no n lin ear m odeling, i t  
certa in ly  follows th a t  m ethods a re  needed to a sce rta in  w h e th er the  observed 
series is nonlinear.
C han  and  Tong (1986) m entioned  th a t  th e  obvious reasons for developing 
te s ts  for lin e a rity  a re  1) i t  w ill shed  lig h t on th e  incidence of non linearity  in  rea l 
tim e series, 2 ) i t  w ould suggest w hen  i t  is  ap p ro p ria te  to use  a  non linear 
p red ic to r over a  lin e a r  one, an d  3) non linearity  is  often re la ted  to  a 
fundam en ta lly  d ifferen t system  o f dynam ics from  a  lin ea r one in  te rm s of the 
underly ing  physics o f th e  process g en era tin g  th e  series.
Various te s ts  for lin e a rity  ex ist in  th e  tim e series lite ra tu re . The different 
te s ts  a re  e ith e r developed in  th e  tim e dom ain or in  th e  frequency dom ain. In  the  
form er, th e  te s ts  a re  constructed  w ith in  a p a ram etric  m odel w hile the  la t te r  a re  
spectra l based . Tong (1990) fu r th e r  classified th e  d ifferent te s ts  as e ith e r a  
p o rtem an teau  te s t  or a te s t  w ith  a  specific a lte rn a tiv e . P o rtem an teau  te s ts  for 
lin earity  w ere developed by  McLeod an d  Li (1983), Petrucelli an d  Davies (1986),
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M araval (1983), and  K eenan (1985). A spectral based m ethod was developed 
by Subba Rao and  G abr (1980) which w as la te r  im proved by H inich (1982).
The earliest te s t in  the  tim e series lite ra tu re  th a t  addresses th e  problem  
of tes tin g  for linearity  is  due to Subba Rao and  G abr (1980). The te s t requires 
estim ating  the  second and  h igher-o rder spectra  of th e  series. The te s t  s ta tis tic  
is  based upon a  complex analogue of th e  H otteling T2. Subba Rao uses the  
asym ptotic complex norm ality  of the  bi-spectrum . H inich (1982) im proved the 
te s t  by using  the  asym ptotic covariance m atrix  of th e  b i-sp ec tra l estim ates.
A nother se t of te s ts  are  of the  diagnostic type w hich a re  based  essentially  
on the  observation th a t  for a  sta tionary  lin ear norm al process (G ranger and 
Newbold, 1977),
Qk (Xj) = (Qk(X,))2 (2.42)
w here Qk is  th e  lag  k autocorrelation. G ranger and A nderson (1978) pointed out
th a t  departu res from  th is  rela tion  could indicate nonlinearity. M araval (1983) 
also suggested exam ining the sam ple autocorrelation functions of e ither the  
series its e lf  and  its  squared  values or the  residuals from  a  fitted  lin ear model and 
th e ir  squared  values. Following th is  approach, McLeod and  Li (1983) proposed 
a  po rtem an teau  te s t  based  on the  autocorrelation function of th e  squared 
residuals obtained from  a  linear fit. T heir sta tis tic  is  analogous to th e  sta tistics 
of Box an d  Pierce (1970) and Ljung and  Box (1978) for diagnosing th e  lack of fit of 
a n  ARMA model. The te s t sta tis tic  proposed is
Q = n (n + 2) £  r 2 (Z{2,Z?_k) /(«  -  k) 
k = 1
(2.43)
25
w here r* (Z}, p  is th e  au tocorrelation  of th e  squared  residuals for lag  k.
U n d er th e  hypothesis o f linearity , Q  is asym ptotically  d istribu ted  a s  x 2 w ith  m
degrees of freedom . D avies a n d  P etrucelli (1986) ind icated  th a t  for th is  te s t  to be 
app lied  w ith  confidence, an  optim al lin e a r  m odel m u st be fitted . Tong (1990) 
fu r th e r  com m ented th a t  th is  te s t  is  m ore app rop ria te  as a  lack  of f it  te s t  for 
d iagnosing  a n  ARMA m odel th a n  as a  te s t for nonlinearity. As an  a lte rn a tiv e , 
L aw rance an d  Lew is (1985) suggested exam ining  th e  cross covariance betw een
{e*} an d  {e}} , w hich for lin e a r  m odels is zero. C om parative stud ies by D avies and  
P e truce lli (1986) suggested  th a t  th e  McLeod an d  Li te s t  is  inferior to o th er tim e 
dom ain  te s ts  b u t is app ropria te  for ARCH type a lternatives.
K eenan  (1985) suggested a te s t  w hich is an  analogue of Tukey’s one 
degree of freedom  te s t  for non-additiv ity . The te s t is com putationally  less 
complex th a n  th e  frequency based  te s t. I t  is  based  on considering th e  V olterra 
expansion  a s  a  genera l form  for a  non linear s tric tly  sta tionary  process. T he te s t  
is  fo rm ula ted  for th e  case of no m ultip licative term s in  th e  expansion. 
S im ulation  s tud ies  w ere carried  ou t for a  v a rie ty  of lin ea r and n o n lin ear m odels. 
T he te s t  w as capable of detecting  nonlinearity , especially for series gen era ted  by 
n o n lin ear AR, no n lin ear MA, b ilinear AR and  MA an d  SETAR m odels. Tsay 
(1896) la te r  m odified th e  te s t  to im prove its  power.
A no ther te s t  w hich is app rop ria te  for b ilin ear an d  SETARMA form s of 
n o n lin earity  is  th e  CUSUM  te s t  developed by P etrucelli and  D avies (1986). I t  
w as designed  to  specifically diagnose th e  th resho ld  type of nonlinearity . T he te s t  
s ta tis tic  is  b ased  on the  cum m ulative sum s of standard ized  res id u a ls  from  an  
au to regression  f it of the  d a ta . A p rim ary  advan tage  of th e  te s t  is  th e  ab ility  to
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identify  the  autoregressive order and  delay pa ram ete r in  th e  th resho ld  model. 
S im ulation  studies showed th a t  th e  te s t  appears to ou t perform  K eenan’s te s t  
for m oderate  to large b ilinearity  as well a s for a  broad range  of th resho ld  AR 
processes. I t  is, however, inferior to the  la tte r  w hen th e  b ilinear coefficients are  
negative.
In  the  d ifferent te s ts  described above th e  non linear a lte rn a tiv e  is no t 
clearly  sta ted , although  some of th e  te s ts  can detect non linearity  in  th e  direction 
of a b ilinear and/or threshold  type of nonlinearity. Tbng (1990) suggested the  
likelihood approach, a  v a ria n t of w hich is the  L agrange M ultip lier (LM) test, 
also know n as th e  score test. The p rim ary  advantage of the  m ethod is th a t  a 
specific a lte rna tive  can be m ade. The form ulation for a  b ilinear and  an 
am p litude-dependen t AR model is given in  Tong (1990).
W eiss (1975) gave a form al definition of th e  p roperty  of tim e reversibility  
in  a stochastic process. A stochastic process is  sa id  to  be tim e reversible i f  the 
jo in t d istribu tion  of the  process is  in v a rian t u n der th e  reversa l of tim e. I t  is 
generally  know n th a t  norm al processes have th is  property. Hence, by 
im plication, a  process which is  no t tim e reversible cannot be norm al. A point 
transfo rm ation  of a  s ta tio n ary  series will n o t necessarily  give a  tim e reversible 
series.
A sta tis tica l te s t for tim e reversib ility  is  th u s  needed. Such a  te s t  is 
requ ired  before assum ing a  lin ea r G aussian  model, or before a  point 
transfo rm ation  to a  lin ear G aussian  process can be a ttem pted . I f  a  sta tionary  
lin ear model is assum ed, a  te s t  for tim e reversib ility  is equivalent to a  te s t  for 
the  assum ption  of normality.
27
W eiss (1975) suggested  a  te s t  based  on th e  th ird  m om ent o f th e  firs t 
difference of th e  d a ta  series. T his should  be zero u n d e r th e  hypothesis of a  tim e 
reversib le  series. A sim ila r m ethod w as proposed by  Cox (1981). A n a lte rn a tiv e  
te s t  th a t  he  suggested  is to look a t  th e  d is tribu tion  o f th e  d u ra tio n s of th e  leng th  
of tim e  th a t  th e  se ries goes up  an d  down from  two fixed values. The series of 
du ra tio n s should  be iden tica l u n d e r  th e  hypothesis of tim e-reversib ility . T his 
m ethod  h a s  th e  advan tage  th a t  i t  is  independen t of th e  m arg in a l d is tribu tion  
of th e  exam ined series.
Spatial Series Modeling 
G eo sta tis tica l A pproach
M atheron  (1963) developed th e  theo ry  of reg ionalized  variab les w hich 
describes th e  fu n d am en ta ls  of geostatistics. The geosta tis tica l approach to 
sp a tia l analysis recognizes th e  variab ility  of a  spa tia l process a t  bo th  large  an d  
sm all scales. In  s ta tis tica l te rm s, i t  m odels bo th  th e  sp a tia l tre n d  an d  spa tia l 
corre lations (C ressie, 1988).
G eostatistica l m ethods have  been  applied  to various problem s. The 
w orks of D avid (1975,1977), Jo u m e l and  H uijb reg ts (1978), an d  C lark  (1979) 
a re  all devoted to applications in  th e  m in ing  industry . Hydrologic applications 
can  be found in  th e  w orks of G am bolati an d  Volpi (1979), H ughes and  
L e tten m aie r (1981), C hua and  B ras (1982), C reu tin  a n d  O bled (1982), V irdee 
an d  K ottegoda (1984), B ras and  R odriguez-Itu rbe  (1985), a n d  D ingm an  e t al.
(1988). Some applications in  soil science can  be found in  B urgess an d  W ebster
(1980), C am pbell (1981), V ieira e t al. (1981), B yers an d  S tephens (1983), and  
H aw kins an d  S tephens (1983).
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The following briefly  recalls some well estab lished  re su lts . D etailed  
d iscussions can  be found in  D avid (1975), Jo u rn e l and  H uijb reg ts (1978), and  
C ressie (1991).
G eostatistics is  concerned w ith  th e  class o f problem s whose d a ta  can be 
m odeled according to  th e  stochastic  process (Cressie, 1988),
{ Z (s) : s  G D  } (2.44)
w here  th e  d a ta  Z{s)  is  observed a t  sp a tia l location s  th a t  v a ries  continously  over 
th e  dom ain D, a  subset of two— or th ree -d im en sio n a l space. T he d a ta  location, 
{fy : i = 1 ,.. . ,  n } a re  assum ed  know n. M atheron  referred  to th e  stochastic  process 
in  (2.44) as a  regionalized variab le .
V arious assum ptions a re  m ade on (2.44) in  order to ca rry  ou t s ta tis tica l 
inference. T he lea s t restric tive  assum ption  is  th a t  th e  m ean  of th e  process is 
constan t, i.e.
E  [ Z (s) ] = n  (2.45)
An add itional assum ption  th a t  facilita tes th e  k rig ing  schem e is
C ( h  ) = cov [ Z  (Si) , Z  ( s > ]  = C(sf -  sj) (2.46)
w here C  ( h  ) is  th e  covariance function of th e  process. I f  th e  assum ptions 
(2.45) and  (2.46) a re  satisfied , th e  regionalized variab le  is  second-order 
sta tionary . M oreover, i f  C(s; — Sj )  is  a  function only of || s {- -  sj | | , th e n  i t i s  also 
isotropic.
K riging is  u sua lly  carried  ou t u n d e r a  slightly  w eaker assum ption  th a n  
second-order sta tionarity . L et
var  [ Z  (si) -  Z  (S2) 1 = 2  y (si -  S2) for all Si ,82 E  D  (2.47)
29
th en  (2.47) defines th e  variance of the  increm ent of Z ( s ) . M atheron  referred to 
the  q u an tity  2 y (si — 82) which is a  function of the  lag  distance Si — S2 , as the
variogram . Gandin(1963) ( C reu tin  and Obled, 1982), referred  to th is quan tity  
as a  s tru c tu re  function in  meteorological applications. On th e  o ther han d  Cox
(1981) referred  to th is  function as the  m ean—squared  difference in  tim e series 
analysis.
I f  a s ta tionary  covariance function is assum ed in  (2.46) th en  the 
sem ivariogram  (half of the  variogram ) can be re la ted  to th e  covariance as
y (si -  s2) = C ( O ) -  C ( s i  -  s 2 ). (2.48)
I f  (2.45) and (2.47) are  satisfied, the  process in  (2.44) is  an  in trinsically
sta tionary  process.
The variogram  defined in  (2.47) m u st satisfy the  condition of negative 
sem i-defin iteness (M atheron, 1973), i.e.
k k
2  X  XiXj  2 y(s; -  Sj )  < 0 (2.49)
* = 1/ = 1
for any  finite num ber of spatial location { sj : j  = 1 , . . . ,  k  } and  rea l num bers 
(  X j : j  = 1 , ... , k  } satisfying
k
X  Xj = 1. (2.50)
j = i
Various param etric  models for the  variogram  are  p resen ted  in  Journel 
an d  H uijbregts (1978) and  Cressie (1991). The m ost common isotropic 
variogram s satisfying (2.48) are  (Cressie, 1991):
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L in ea r  model.
y  (h) = C0 + bi || h || , h /  0 , (2.51)
w h ere  Co >: 0 , bi >  0 , a n d  y(h) = 0 for h = 0 .
S pherica l model.
y  (h) = C0 + Cs ( 3 A J 1 M  _  o.5 /A y / )  0 < || h ||<  a s (2.52a)
as as
y  (h) = C o  + Cs , || h || >  a s (2.52b)
w here  Co ^  0 , Cs >  0 , as >  0 , an d  y(h) = 0  for h = 0.
E xponen tia l model.
y  (h) = C o  + C e  (1 — e x p f — t h ^  0 , (2.53)
Q>e
w here  Co >  0 , Ce >  0 , a e > 0 , an d  y(h) = 0 for h = 0.
Q uadra tic  model.
  h f _
( 1 + Jh  f / a r ) ’y  (h) = C0 + Cr , V  / —  > h ^  0 (2.54)
w here  Co S: 0 , Cr >  0 , ar >  0 , an d  y(h) = 0 for h  = 0.
M ath ero n  (1963) proposed a  m om ent e s tim a to r o f th e  variog ram  u n d e r 
th e  c o n s tan t m ean  assu m p tio n  of (2.45). T he e s tim a to r is  given as
z y w  = l isiL r  £  ( -  z <s >) >2 - <2 -5B>I Jv(lm) I Mh)
w here  N (h ) = ((S j,sy  ) : Sj -  Sj = h  ; i j  = 1 , . . . ,n  ) an d  IM h ) l  is th e  
n u m b er o f d is tin c t p a irs  in  N (h ) . E q u atio n  (2.55) is th e  classical e s tim a to r of 
th e  vario g ram  a n d  is unb iased  for 2y(h) w hen  Z (s) is  in tr in s ica lly  sta tionary .
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Cressie an d  H aw kins (1980) proposed ano ther e stim ato r of the  
variogram . In stead  of tak in g  th e  squared  difference, th e  fourth  root of the  
squared  differences a re  used.
The estim ato r is given as
1 z ( S i ) “ z (8 j)  |1 /2 ;4  
2v(h) = Wh)_______________________
7 0.457 + 0.494/1 N (  h  )l
(2.56)
E quation  (2.56) is  based  on th e  idea  th a t  for G aussian  da ta , {Z(si)-Z(sj) } 2 i s a  %2 
random  variab le  w ith  one degree of freedom. A fou rth  root transfo rm ation  
m akes th e  d a ta  m ost G aussian—like.
K rig in g
The m ost im p o rtan t problem  in  geostatistics is th e  prediction o f an  
unobserved value of a  regionalized variable  from a se t of observed values. The 
process of prediction is called krig ing (after D. A. Krige). In  meteorology, G andin 
(1963) referred  to th is  process as optim al in terpo lation  an d  th e  analysis of 
sp a tia l variability, as objective analysis.
The following discussions describe th e  fundam enta ls of o rd inary  kriging. 
M ore com plicated form s of kriging are  describe in  th e  lite ra tu re  such as 
un iversa l k rig ing  (M atheron, 1973), disjunctive k rig ing  (M atheron, 1976), 
lognorm al k rig ing  (Dowd, 1982), ind icator k rig ing  (Joum el, 1983), an d  robust 
k rig ing  (H aw kins and  Cressie, 1984).
The basic tool in  developing a  krig ing system  for an  in trinsically  
s ta tio n ary  process is  the  variogram . The variogram  is used  to define the  
coefficients { A;} in  th e  lin ear predictor equation.
32
T he krig ing  equation  is given as
*(s0) = X  Z(Si) (2.57)
i = 1
w here z(sq) is  th e  predicted  value of Z(so) a t  th e  unsam p led  location »o an d  
{Z (s i) : i = 1 } is  th e  se t of observed values a t  know n locations, S i’s. I t  is
desired  th a t  th e  e stim ato r in  (2.57) be unb iased  an d  th e  m ean  squared  error, 
E  [ z (so) — Z (so)]2 , be m inim ized.
F o r an  in trin sica lly  sta tio n ary  process, and  u n d e r th e  conditions above, 
th e  optim al coefficients A; 's sa tisfy  th e  (n+1) d im ensional l in e a r  equation  
given as (C ressie, 1988)
r k  = y  (2.58)
w here
A = (Ai , X2 , Xn , m  )' (2.59a)
y  = (y(si -  so) , ... , y(sn -  so) , 1)' (2.59b)
r  = y(s i — s j)  (2.59c)
for i , j  = 1 , . . . ,  n; r  = 1 for i = 1 , . . . ,  n+1, j = l , . . . ,  n ;  an d  r  = 0 for i , j  = n+1.
T he m atrix  r  is  sym m etric w ith  d im ension (n+1) x  (n+1) an d  m  is  th e
lag ran g ian  m ultip lier. F o r (2.57) to be uniform ly unb iased , th e  coefficients m u st 
sa tisfy  th e  co n stra in t
f  A; = 1 . (2.60)
i = 1
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The variance of th e  estim ato r is given as
n
cr£ = ^  X i y(si -  so) + m . (2.61)
i = 1
The o rd inary  krig ing  system  decribed above applies to  th e  case w here th e  
tren d  com ponent of th e  spa tia l process is lim ited to a  single constan t term . In  
th e  un iversa l krig ing  system  th e  tren d  com ponent is  m odeled by  a n  analy tical 
expression. Usually, a  polynomial expression in  th e  coordinates of th e  sam pling 
poin ts is used  (D elfiner an d  Delhomm e, 1977 and H uijbregts, 1977) . In  any 
case, th e  tren d  com ponent in  ord inary  krig ing can be considered as an  extrem e 
case of a  polynom ial tren d  reduced to its  firs t term , a  m onom ial of order zero 
(Joum el an d  Rossi, 1989).
In  th e  developm ent of the  ord inary  krig ing system , th e  sp a tia l process 
Z(s) is conceptualized as a  sum  of a  slow vary ing  determ in istic  component, 
u sua lly  called th e  tren d  or drift, and  a  stochastic residual com ponent, i.e.,
Z(s)  = fi(s) + d(s). (2.62)
In  p rac tical applications, actual d a ta  does no t u sua lly  dissociate in to  a 
de term in istic  an d  stochastic component. As pointed ou t by Jo u m e l and Rossi
(1989) th e  decision to model the  process of in te res t using  (2.62) is  in  m ost cases, 
a rb itrary .
Chapter III
TIME SERIES ANALYSIS OF TEMPERATURE DATA
Time series analysis and m odeling were applied to th e  daily m axim um  
and minimum temperature series of seventeen stations w ith in  L ouisiana. Table 
3.1 lis ts th e  different stations considered. These sta tions w ere selected to 
rep resen t th e  different climatologically homogeneous subregions in  the  state.
Basic sta tistica l calculations of th e  param eters of th e  different stations 
series were performed. D aily m eans, s tandard  deviations, skew ness coefficients 
and  lag—1 serial correlations were calculated. The plots of these  sta tistics are  
p resen ted  in  Figs. 3.1 through 3.14. The daily m eans and  stan d ard  deviations 
show distinct seasonal p a tte rn s  for both the  m axim um  and m inim um  
tem pera tu re  series. The variability  of the  m axim um  and  m inim um  tem pera tu re  
a re  generally low during the  sum m er m onths and  high  during  w in ter m onths.
The daily m eans have the sm oothest plots com pared to the  o ther th ree  
statistics. The s tandard  deviations and skewness coefficients exhibit g rea ter 
variab ility  through  th e  year. Generally, the  ra tio  of the  stan d ard  deviations 
relative to th e  m eans are sm all. I t  ranges approximately, from 6% (sum m er) to 
20% (w inter) for m axim um  tem perature  and  5% (sum m er) to 25% (w inter) for 
m inim um  tem peratu re . This feature of the  tem pera tu re  series is  highly 
desirable for forecasting and sim ulation. The m ean level of the  series is 
significantly g rea ter th an  its  stochastic variation.
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T a b le  3.1. L is t of w e a th e r s ta tio n s  u sed  in  th e  study.
Station Sta.
No.
Div.
No.
Latitude 
deg. N
Longitude 
deg W
Elev
(ft)
Record
Length
Obs.
Time
Alexandria 0104 5 31.32 92.47 87 1948-88 0800
Baton Rouge 0549 6 30.53 91.15 64 1948-88 2400
Bogalusa 0945 6 30.78 89.87 103 1948-88 0800
Converse 2023 4 31.75 93.70 220 1964-85 0800
Dequincy 2361 7 30.52 93.43 95 1955-88 0800
Hackberry 3979 7 29.88 93.42 6 1960-88 0800
Houma 4407 9 29.58 90.73 15 1948-88 0800
Jennings 4700 7 30.23 92.67 30 1948-88 0800
Lafayette 5026 8 30.20 91.98 38 1948-88 2400
Lake Providence 5090 3 32.80 91.17 103 1950-88 0800
Leesville 5266 4 31.15 93.27 240 1948-87 0800
Melville 6117 5 30.68 91.75 30 1948-83 0800
New Orleans 6660 9 29.98 90.25 4 1954-88 2400
St. Joseph 8163 3 31.95 91.23 78 1948-88 0800
Shreveport 8440 1 32.47 93.82 254 1948-88 2400
Winnfield 9803 2 31.93 92.68 160 1948-88 1800
Winsborro 9806 3 32.15 91.70 80 1960-88 0800
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F ig u r e  3.1. D aily a) absolute maximum (top), mean (middle), and absolute
minimum (bottom) temperature, b) standard deviation, c) skewness coefficient,
and d) lag -1  correlation for maximum temperature for Alexandria (1948-1988).
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F ig u r e  3.2. Daily a) absolute maximum (top), m ean (middle), and absolute
m inim um  (bottom) temperature, b) standard deviation, c) skew ness coefficient,
and d) lag—1 correlation for minimum temperature for Alexandria (1948—1988).
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F ig u r e  3.3. Daily a) absolute maximum (top), m ean (middle), and absolute
m in im u m  (bottom) temperature, b) standard deviation, c) skew ness coefficient,
and d) lag—1 correlation for maximum temperature for Baton Rouge(1948-1988).
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F ig u re  3.4. Daily a) absolute maximum (top), mean (middle), and absolute
minimum (bottom) temperature, b) standard deviation, c) skewness coefficient,
and d) lag—1 correlation for minimum temperature for Baton Rouge (1948-1988).
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F ig u r e  3.5. D aily a) absolute m axim um  (top), m ean (middle), and absolute
m inim um  (bottom) tem perature, b) standard deviation, c) skew ness coefficient,
and d) la g -1  correlation for maximum temperature for Bogalusa (1948-1988).
41
a) abs. maximum, mean and abs. minimum (degrees F)
100-
80-
60-
20 -
301101 2011
b) standard deviation
15-
10-
301101 2011
c) skewness
- 1-
- 2 -
301101 2011
d) lag 1 correlation
0 .8-
0 .6 -
0.4-
0 .2 -
101 3011 201
F ig u re  3.6. Daily a) absolute maximum (top), mean (middle), and absolute
minimum (bottom) temperature, b) standard deviation, c) skewness coefficient,
and d) lag—1 correlation for minimum temperature for Bogalusa (1948-1988).
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F ig u r e  3.7. D aily a) absolute maximum (top), m ean (middle), and absolute
m inim um  (bottom) temperature, b) standard deviation, c) skew ness coefficient,
and d) lag—1 correlation for maximum temperature for Hackberry (1960-1988).
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F ig u r e  3.8. D aily a) absolute maximum (top), mean (middle), and absolute
minimum (bottom) temperature, b) standard deviation, c) skewness coefficient,
and d) lag—1 correlation for minimum temperature for Hackberry (1960-1988).
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F ig u re  3.9. Daily a) absolute maximum (top), mean (middle), and absolute
minimum (bottom) temperature, b) standard deviation, c) skewness coefficient,
and d) lag-1  correlation for maximum temperature for Houma (1948-1988).
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F ig u r e  3 .10 . D aily a) absolute maximum (top), m ean (middle), and absolute
m inim um  (bottom) temperature, b) standard deviation, c) skew ness coefficient,
and d) lag -1  correlation for minimum temperature for Houma (1948-1988).
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F ig u r e  3.11. Daily a) absolute maximum (top), m ean (middle), and absolute
minimum (bottom) temperature, b) standard deviation, c) skewness coefficient,
and d) lag -1  correlation for maximum temperature for St. Joseph (1948-1988).
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F ig u re  3.12. Daily a) absolute maximum (top), m ean (middle), and absolute
minimum (bottom) temperature, b) standard deviation, c) skewness coefficient,
and d) lag-1  correlation for minimum temperature for St. Joseph (1948-1988).
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F ig u r e  3.13. Daily a) absolute maximum (top), m ean (middle), and absolute
minimum (bottom) temperature, b) standard deviation, c) skew ness coefficient,
and d) lag -1  correlation for maximum temperature for Shreveport (1948-1988).
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F ig u re  3.14. Daily a) absolute maximum (top), mean (middle), and absolute
minimum (bottom) temperature, b) standard deviation, c) skewness coefficient,
and d) lag-1  correlation for minimum temperature for Shreveport (1948-1988).
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The m axim um  tem pera tu re  series for th e  d ifferent sta tions are , 
generally, negatively  skewed. The absolute value of th e  skew ness coefficients 
a re  h ighest du ring  th e  sum m er m onths. The skew ness coefficients for m inim um  
tem p era tu re  a re  positive during  the  w in ter an d  tran s itio n  m onths an d  negative 
du rin g  th e  sum m er m onths
The daily  lag -1  correlations plotted in  Figs. 3.1 th rough  3.14 range  from 
0.4 to 0.8. This range of values is desirable for forecasting an d  sim ulation. The 
p a s t an d  p resen t values of the  tim e series contain inform ation on th e ir  fu tu re  
values. A closer look a t  the  plots, indicate  th a t  the  correlations can be resonably 
considered nonseasonal.
Basic Time Series Analysis
In  s tan d a rd  tim e series analysis, model build ing is norm ally  done in  the  
sta tio n ary  dom ain. Hence, basic in  th e  modeling process, is  th e  analysis of the  
nonsta tionary  com ponents th a t  m ay be p resen t in  a  given d a ta  series. I f  th e  d a ta  
series is found to be nonstationary, appropria te  transfo rm ations can be m ade to 
ren d er i t  s ta tionary  in  tim e.
N onsta tionarity  m ay resu lt from the  presence of determ inistic  
com ponents in  th e  d a ta  series. These com ponents m ay come in  th e  form  of 
g radual changes and/or periodic varia tions in  th e  m ean  level of th e  series. This 
m ay also be reflected in  a  change of th e  overall probabilistic s tru c tu re  of the  
underly ing  process generating  th e  observed series.
A ’slow* long -te rm  change in  th e  m ean  level of a  process ( usua lly  referred  
to a s a trend ) m ay be observed in  a  series as a lin ear increase  or decrease in  the  
m ean  function of th e  series. A more complicated tren d  may, however, tak e  the
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fo rm  o f periodic v a ria tio n s  w hich m ay  have  cycles longer th a n  th e  a n n u a l period  
(Cox, 1981).
In  c lim ate  d a ta  series, a  long te rm  tre n d  m ay  be observed  in  th e  a n n u a l 
v a lu es  o f th e  se ries a n d  can  be a ttr ib u te d  to  long  te rm  v a ria tio n s  o f c lim ate  
phenom ena. P articu la rly , w ith  te m p e ra tu re  d a ta  se ries, th e  c u rre n t issu es  of 
c lim atic  change an d  global w arm in g  req u ire  th e  an a ly sis  o f th e  p resence  o f long 
te rm  ten d en cy  in  th e  d a ta  series. However, i t  is  n o t th e  in te n tio n  of th is  s tu d y  
to  dw ell m u ch  on th e  ch arac te riza tio n  o f th e  long te rm  tre n d . T he issu es  of 
c lim ate  change a n d  global w arm in g  a t  th is  tim e  a re  h ig h ly  debatab le .
D ue to  th e  seaso n a lity  o f a tm ospheric  p rocesses, cyclical v a ria tio n s  w ith  
re g u la r  periods sh o rte r  th a n  th e  a n n u a l cycle a re  u su a lly  observed in  daily  
te m p e ra tu re  series. T he daily  s ta tis tic a l m om en ts o f th e  se ries  genera lly  exh ib it 
seaso n a l v a ria tio n s.
In  th is  study, an a ly sis  for long te rm  tre n d  a n d  w ith in -y e a r  seasonal 
v a r ia tio n  of th e  da ily  p a ra m e te rs  of th e  te m p e ra tu re  series w ere  perform ed. I f  
th e se  com ponents a re  observed, d e -tre n d in g  a n d  d e -sea so n a liz a tio n  a re  m ade 
to  th e  ra w  d a ta  series. M odel bu ild ing  is  b ased  on th e  tran sfo rm ed  se ries  w hich 
is  n om ina lly  a  s ta tio n a ry  stochastic  series.
T he follow ing sections p re se n t th e  an a ly ses  for th e  p resence  of tre n d  an d  
c h a rac te riza tio n  o f th e  seasonal v a ria tio n  of th e  da ily  p a ra m e te rs  of th e  
te m p e ra tu re  se ries  of th e  s ta tio n s  lis ted  in  T able 3.1.
A n a ly s is  fo r  L ong  Term Trend
Time series plots provide valuable inform ation on the behavior and
structure of the data series. Long term  trend and periodic behavior are
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commonly h ighlighted  on these  plots. The plots, however, provide only 
qua lita tive  inform ation. They a re  useful only as a  basis for subsequent 
qua lita tive  analysis.
A sim ple technique to detect a  lin ear tren d  is to  perform  a  regression  of 
th e  an n u a l values of th e  tim e series as a  function of tim e. A series is  considered 
tren d -free , i f  hypothesis te s tin g  indicates a n  insign ifican t regression 
coefficient a t  a  given level o f significance. I t  should be noted, however, th a t  w ith 
a  re la tive ly  sh o rt d a ta  series, say  40 years of daily  d a ta , a  long te rm  tren d  m ay 
n o t be detected.
A sim ple lin ea r regression of th e  annual values of th e  tem p era tu re  series 
w ith  tim e w as perform ed. Table 3.2 sum m arizes th e  resu lts  of th e  analysis. 
F or m axim um  tem pera tu re , five out of th e  seventeen series a re  tre n d  free a t the  
5% level of significance. The sta tions w ith  tren d  free series a re  Hackberry, 
Shreveport, Converse, New O rleans, and  W insborro. The R 2 s ta tis tic s  of the  
different s ta tions w hich have an  ap p aren t tren d  range  from  13.06% (Baton 
Rouge) to 57.71% (Jennings). For these  sta tions, the  regression  coefficients are  
very  sm all, rang ing  from  -0 .068  deg F /yr to 0.011 deg.F/yr.
For m inim um  tem pera tu re , e ight ou t of seventeen  series failed th e  te s t 
for lin ea r tren d  a t  th e  5% level of significance. The d ifferent series a re  for 
A lexandria, B aton  Rouge, Converse, H oum a, Leesville, L ake Povidence, New 
O rleans, and  S t Joseph. For those sta tions w hich passed  th e  tes t, th e  R 2 
s ta tis tic s  range from  12.67% (Jennings) to 32.48% (Shreveport). The regression 
coefficient ranges from  -0 .068  deg F /yr to 0.062 deg.F/yr.
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T a b le  3 .2 a . R esu lts  o f th e  tre n d  analy sis  for th e  a n n u a l m eans of th e  
m axim um , tem pera tures series.
Station R2 b 1 Pr > |T| D-W2
Alexandria 29.56 -0.068 0.001 1.123
Baton Rouge 13.06 -0.034 0.020 1.557
Bogalusa 36.07 -0.069 0.001 1356
Converse 0.01 -0.002 0.948 2.072
Dequincy 26.77 -0.057 0.002 2.261
Hackberry 1.30 0.011 0.557 2.231
Houma 47.77 -0.068 0.001 1.973
Jennings 57.71 -0.083 0.001 2.261
Lafayette 24.91 -0.058 0.001 1.193
Lake Providence 43.80 -0.124 0.001 0.763
Leesville 21.12 -0.044 0.003 1.907
Melville 30.79 -0.064 0.001 1.856
New Orleans 0.03 -0.002 0.924 1.387
SL Joseph 28.88 -0.064 0.001 1339
Shreveport 3.53 -0.020 0.239 1.524
Winnfield 22.51 -0.058 0.002 1.901
Winsborro 5.30 -0.030 0.229 1.302
Overall t-test on b t = 6.028 Pr > 1 r 1 < 0.001
X2 test on p-values X2 =162.1 Pr>X2 < 0.001
1 Regression coefficient; value in bold & italic type indicates that the coefficient is significant at 
the 5% level of significance.
2 Durbin-Watson statistic; value in bold & italic type indicates that the hypothesis of 
uncorrelated regression residuals was rejected at the 5% level of significance.
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T a b le  3 .2b . R esu lts  of th e  tren d  analysis for th e  an n u a l m eans of th e  
m in im u m  te m p e r a tu r e s  s e r ie s .
Station R2 b 1 Pr>|T| D-W2
Alexandria 1.65 -0.011 0.423 1 2 9 2
Baton Rouge 1.67 -0.012 0.421 1.613
Bogalusa 15.47 -0 .041 0.011 1.461
Converse 0.02 -0.040 0.296 1.563
Dequincy 17.63 -0 .0 6 8 0.013 1.118
Hackberry 17.25 0.062 0.025 1.532
Houma 4.26 -0.018 0.195 1.856
Jennings 12.67 -0 .041 0.022 1.673
Lafayette 24.91 -0 .032 0.019 1.848
Lake Providence 6.25 -0.024 0.125 1.560
Leesville 21.12 -0.005 0.751 1.643
Melville 30.79 -0 .0 5 0 0.009 1.791
New Orleans 0.21 -0.006 0.795 1.166
St Joseph 0.35 0.006 0.713 1 3 2 3
Shreveport 32.48 -0 .0 5 4 0.001 1 2 5 1
Winnfield 22.43 -0 .0 5 5 0.002 1.506
Winsborro 18.92 0.057 0.018 0.982
Overall t-test on b /=  1.707 Pr > 1 r 1 < 0.054
X2 test on p-values X2 =99.4 Pr>%2 < 0.001
1 Regression coefficient; value in bold & italic type indicates that the coefficient is significant at 
the 5% level of significance.
2 Durbin-Watson statistic; value in bold & italic type indicates that the hypothesis of 
uncorrelated regression residuals was rejected at the 5% level of significance.
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The D urbin—W atson sta tis tics indicate  th a t  th e  residuals of the  
regression  of five m axim um  tem p era tu re  series and  six m inim um  tem pera tu re  
series w ere autocorrelated. These resu lts  suggest th a t  th e  t-s ta tis t ic s  o f th e  
regressions w ere possibly in fla ted  resu ltin g  from  an  underestim ation  of the  
res idua l variance.
The t - te s t  on th e  regression coefficients indicate  th a t ,  overall, only the  
a n n u a l m inim um  tem p era tu re  series can be considered as tren d -free . T here is 
a n  a p p a ren t sligh t lin ea r tren d  in  th e  annual m axim um  tem p era tu re  series. 
For th e  purpose of th is  study, th e  m axim um  tem p era tu re  series w ere considered 
tren d —free. The a p p aren t decreasing tre n d  in  th e  an n u a l va lues of th e  observed 
annual m axim um  tem p era tu re  series would no t pose severe lim ita tions in  the  
subsequen t analysis of the  series. Moreover, since th e  sam ple size of the  
different s ta tion  series a re  only around  40 yrs., th e  a p p a ren t tren d  in  some 
sta tions m ay be a ttr ib u te d  to cyclic va ria tion  in  th e  series w ith  a  period probably 
longer th a n  th e  series length.
A n alysis fo r W ithin Year P eriodicity
F or purposes of th is  study, th e  tem pera tu re  series of th e  different stations 
a re  considered tren d -free  following resu lts  o f th e  previous section. Hence, the  
analysis for periodic varia tions o fthe  daily  m om ents of th e  series is  now in  order. 
I t  is  assum ed  in  th is  study, th a t  the  cyclical varia tions of th e  daily  tem pera tu re  
series a re  confined to th e  w ith in—year periodic behavior of th e  daily  sta tistica l 
m om ents of th e  series, particu larly  th e  daily  m eans and  s ta n d a rd  deviations. 
T he plots in  Figs. 3.1 th rough  3.14 confirm  th is  assum ption.
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A harm on ic  analysis is  u su a lly  carried  o u t to  charac te rize  th e  periodic 
behav io r o f th e  daily  m eans an d  variances. T he an a ly sis  basica lly  em ploys 
F o u rie r  series expansion  of th e  observed daily  m om ents. I f  periodic p a ra m e te rs  
a re  found, sm ooth  e stim ates  a re  ob tained  th ro u g h  f ittin g  th e  ap p ro p ria te  
n u m b er o f harm on ics th a t  adequa te ly  describe th e  series.
A  F o u rie r  se ries expansion  o f a  s ta tis tic , vt , w ith  basic  period  co is  given
as
* 2 jt j  t  „  . 2  jt j  t  . ™ * *V t - v + Y  ( A  j c o s  -— + B  j  s i n ----------- ) (3.1)
j = l  CO CO
w here Vt is  th e  harm onic  e s tim a te  of th e  series a t  day  t, v is  th e  m ean  of th e
series, m  is th e  n u m b er of harm onics, to is  th e  n u m b er of in te rv a ls  in  th e  basic  
period. T he A /s  an d  B /s  a re  th e  j th F o u rie r  coefficients w hose e s tim ate s  a re  
given a s
. 2 0/ 2 Jt j  t
A  j = — V  v t c o s   — (3 .2)
w < = i "
B j  = -  f ,  v, s in  I S L L L  (3 .3)
e v a lu a ted  for a ll j = l ... m  harm onics an d  Vt is  th e  sam ple  s ta tis tic  a t  day  t.
F o r da ily  series w ith  co -  365 , th e  m ax im um  n u m b er of harm on ics th a t  
m ay  be  u sed  to describe th e  periodic m ovem ent of th e  s ta tis t ic  is 182. Norm ally, 
only a  few harm on ics a re  sufficient to adequa te ly  describe th e  series. In  th is  
study, th e  selection  of th e  m axim um  n u m b er of harm onics w as based  on th e  
cum m ulative  periodogram  Tbreak—poin t’ techn ique  (Yevjevich, 1972). The
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m ethod requires calculating  the  variance explained by th e  f irs t  h  harm onics. 
This variance denoted as Ph , is calculated  as
Ph _ ‘  ( A l + g W  (34 )
1 Sv‘
w here s$t is the  estim ate  of the  variance of the  sta tistic . The p lo t o f Ph w ith
h  is composed of a  fast ris ing  p a r t  associated "with the  periodic com ponent and  
a  slow rising  p a r t  associated w ith  random  com ponents (inheren t in  th e  
estim ation  of the  sta tistic). The num ber of th e  harm onic a t  w hich these 
com ponents in te rsec t is tak en  as the  m axim um  num ber of significant 
harm onics.
The estim ates of th e  daily  m eans and  stan d ard  deviations were subjected 
to F ourier analysis. Table 3.3 shows th e  resu lts  of th e  analysis. For the  daily 
m ean  of m axim um  tem pera tu re , th e  to ta l explained variance for one harm onic 
averages 97.5% (96.5 -  97.9%) and  86.8% (81.4 -  91.9%) for daily  stan d ard  
deviation. The to ta l explained variance for one harm onic for m inim um  
tem p era tu re  averages 98.1% (97.2 — 98.8%) for daily  m ean  and  87.5% (75.9 -  
92.1%) for daily  stan d ard  deviations. Generally, the  explained variance for the  
f irs t harm onic for th e  daily  m ean  for all s ta tions a re  above 95.0%, and  above 
85.0% for th e  daily  s tan d ard  deviation. These figures show th e  strong w ith in  
y ear periodicity of th e  daily  p aram eters  of the  tem p era tu re  series. The firs t 
harm onic corresponding to th e  annual cycle accounts for m ost of the  periodic 
varia tion  of th e  param eters .
A t th is  point, i t  w as decided th a t  only th e  firs t harm onic would be used 
to rep resen t th e  periodic p aram eters . The explained variance accounted for by
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T a b le  3 .3a . H arm onic  analy sis  of m ean  an d  s ta n d a rd  dev ia tion  for 
m a x im u m  tem perature.
1 M ean Standard Deviation
Station Fourier Coefficients Ph Fourier Coefficients Ph
Ao A i Bl J %  Var Ao A j B l % Var
Alexandria 77.7 -13.040 11.124 0.979 7.24 2.787 -2.728 0.881
Baton Rouge 77.9 -11.473 10.400 0.976 6.75 2.745 -2.652 0.885
Bogalusa 78.4 -12.094 10.710 0.978 7.27 3.157 -3.176 0.919
Converse 76.4 -13.870 11.433 0.965 7.58 2.728 -2.754 0.829
Dequincy 78.3 -12.286 10.495 0.973 6.62 2.374 -2.642 0.836
Hackberry 75.8 -12.566 9.833 0.972 5.83 2.237 -2.754 0.846
Houma 78.9 -10.452 8.879 0.979 6.07 2.383 -2.644 0.871
Jennings 78.4 -11.960 10.133 0.973 6.57 2.427 -2.837 0.863
Lafayette 78.1 -11.482 10.135 0.977 6.75 2.551 -2.711 0.861
Lake Providence 75.5 -14.826 12.823 0.977 8.14 2.823 -2.663 0.866
Leesville 78.0 -12.569 10.898 0.974 7.08 2.591 -2.759 0.870
Melville 77.9 -11.149 10.097 0.977 6.54 2.708 -2.698 0.861
New Orleans 77.6 -11.139 9.963 0.972 6.42 2.702 -2.778 0.885
Shreveport 76.2 -14.040 12.251 0.977 7.98 2.759 -2.804 0.888
St Joseph 76.2 -13.533 11.539 0.979 7.67 3.074 -2.937 0.896
Winnfield 77.5 -12.994 11.851 0.973 7.40 2.434 -2.644 0.867
Winsborro 76.1 -14.891 12.447 0.971 7.96 2.800 -2.817 0.840
MEAN 77.3 -12.609 10.883 0.975 7.05 2.664 -2.765 0.868
HIGH 78.9 -14.891 12.823 0.979 8.14 3.157 -3.176 0.919
LOW 75.5 -10.452 8.879 0.965 5.83 2.237 -2.642 0.814
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T a b le  3 .3b . H arm onic analysis of m ean  an d  s tan d ard  deviation for 
m in im u m  temperature.
Station
Mean Standard Deviation
Fourier Coefficients Ph
% Var
Fourier Coefficients Ph 
% VarAo Ai Bi Ao Ai Bl
Alexandria 51.1 -13.393 12.792 0.972 8.22 2.852 -2.784 0.759
Baton Rouge | 57.7 -12.057 10.072 0.984 7.30 3.032 -3.219 0.904
Bogalusa 8 58.0 -11.870 10.939 0.981 7.16 3.024 -3.151 0.907
Converse 54.4 -12.923 12.591 0.986 7.75 3.386 -3.148 0.872
Dequincy 53.9 -12.231 11.573 0.979 8.36 3.212 -3.194 0.879
Hackberry 56.5 -11.984 11.431 0.978 7.41 3.157 -3.368 0.903
Houma 54.0 -14.006 12.993 0.988 7.09 2.446 -2.722 0.877
Jennings 58.8 -12.189 10.406 0.976 7.67 3.074 -2.937 0.896
Lafayette 53.0 -12.710 12.184 0.982 8.30 2.944 -3.086 0.878
Lake Providence 55.3 -12.753 11.801 0.981 7.67 3.374 -3.274 0.921
Leesville 54.7 -13.869 12.527 0.988 7.37 2.598 -2.757 0.880
Melville 55.2 -12.438 11.581 0.978 7.76 2.969 -3.031 0.863
New Orleans 53.0 -13.615 13.008 0.980 7.76 2.288 -2.665 0.772
St Joseph 60.0 -12.804 11.425 0.975 6.83 2.067 -2.515 0.847
Shreveport 55.5 -12.843 12.205 0.985 7.36 2.904 -3.304 0.882
Winnfield 57.3 -12.294 11.295 0.982 7.27 3.157 -3.176 0.919
Winsborro 59.0 -10.985 10.173 0.977 7.24 2.406 -3.397 0.912
MEAN 55.7 -12.645 11.706 0.981 7.56 2.876 -3.027 0.875
HIGH 60.0 -14.006 13.008 0.988 8.36 3.386 -3.397 0.921
LOW 51.1 -10.985 10.072 0.972 6.83 2.067 -2.515 0.759
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th e  firs t harm onic w as generally  very high. Sm oothed periodic estim ates of the  
daily  m eans and  stan d ard  deviations were th en  obtained using  Eq. (3.1). As a 
final step, th e  tren d -free  series w ere standardized  using
z  X jb iz E L  (3.5)
o t
w here Z P]t and  X p>t a re  th e  standard ized  and  d e -tren d ed  values a t  day t  and  
y earp, respectively. The periodic m ean  and  s tan d ard  deviation a t  day t  are  given 
by p t and  o t . T his standard ization , assum es th a t  th e  series is approxim ately 
transform ed to a  zero m ean  process w ith  a  common variance. Sam ple traces of 
th e  standard ized  series are  given in  Appendix A. In  the  subsequent discussions, 
th e  series obtained in  th is  stage is referred  to as a  standard ized  series 
(de-trended  and  de-seasonalized  series).
Exploratory Time Series Analysis
T his section describes exploratory analyses of th e  properties of the  
standard ized  series. Since the p rim ary  m otivation of th is  s tudy  is to generalize 
th e  m odeling methodology, th e  subsequent discussions a re  confined to 
characterization  of th e  standard ized  series w ith  respect to  its  linearity, tim e 
reversibility, norm ality, and  tim e dependence. These analyses a re  desirable 
since, in  th e  context of a  generalized m odeling approach, s tru c tu ra l 
characterization  of th e  standard ized  series would indicate w hether lin ear or 
non linear m odeling is appropriate  to the  tem pera tu re  series.
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A n a lysis  fo r  Tim e R evers ib ility
A tim e  se ries is  sa id  to  be d irectional, o r tim e  irreversib le , i f  th e  
s ta tis tic a l p ro p erties  o f th e  series a re  a lte red  w hen  th e  d irection  of tim e  is  
rev e rsed  (Tong, 1990). T im e irreversib ility , i f  exhib ited  in  a  given series, m ay  
in d ica te  n o n lin ea rity  and /o r nonno rm ality  o f th e  series. To d e tec t th e  p resence  
o f tim e  irrev e rs ib ility  , th e  ’r im s’ a n d  ’skew ness-d ifference’ te s t  described  by  
Tabios (1984) w ere used. The de ta ils  o f th e  te s ts  a re  described  in  th e  following 
sections.
T he ’ru n s ’ te s t  is  based  on th e  idea  th a t  given a  reversib le  series, th e  
cum m ulative  d is trib u tio n s  of th e  le n g th  of th e  ’ru n s—u p ’ a n d  ’ru n s-d o w n ’ a re  
iden tica l. H ence, a  form al te s t  for tim e  reversib ility  can  be developed by  te s tin g  
th e  cum m ulative  d is trib u tio n s v ia  a  c h i-sq u a re  te s t  o r a  two sam ple 
K olm ogorov-Sm irnov te s t. A n a lte rn a tiv e  an d  sim ple approach , however, is  to 
com pute th e  following q u a n titie s ,
P d (Zt - k > Z t for a ll t 's )  = (3.6a)
N - k
a n d
P u iZ t - k  < Z t for a ll t 's ) = (3.6b)
w here  Pd (Zt_k > Z, ) an d  Pu (Zt_ k < Z t ) a re  th e  p robab ility  o f ’ru n s-d o w n ’
a n d  ’r u n s -u p ’ respectively, N d is th e  n u m b er of tim es w hen  > Zt , N u is th e
n u m b er o f tim es w hen  Zt-k < Zt an d  N - k  is  th e  to ta l n u m b er o f observed unequal 
p a irs  (Zn-k, Zt'), an d  k  is  th e  lag  tim e.
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A significance te s t  is  developed u n d er th e  nu ll hypothesis th a t  Nd = N u 
= (N -k) /2 . An asym ptotic te s t is derived from  the norm al characteriza tion  of 
Nd or N ^  A te s t  s ta tis tic  is  computed as
_  N . - q t - n / t  
y w - « / 4
The hypothesis of a  tim e reversible series is accepted i f
I tr I < <P_1(1 -  a /2 )  (3.8J
a t  a  level of significance.
Cox (1981) suggested an  a lterna tive  test. The te s t  is based  on th e  th ird  
or h igher order m om ents of th e  k th difference , <5 * (k) = Zt -  Z t ~k • The te s t 
involves estim ating  th e  skewness of th e  k th difference series. The sequence Z t
is  said  to be reversible i f  the  d istribution  of (Zt , Zt-k) is  th e  sam e as the
d istribu tion  of (Zt-k > Z ^ .
O n the  assum ption  th a t  the  k th differences, dt(k) = Z t -  Z t - k  , are 
independen t an d  norm ally  d istribu ted , th en  th e  skew ness coefficient g(k) of 
6 t (k) is asym ptotically  norm ally  d istribu ted  w ith zero m ean  an d  variance of 
6/(N—k) w here N —k  is  the  num ber of observed differences, (Zt — Z t -h) ■
The n u ll hypothesis of tim e reversibility  is accepted if
I , ,g(fe) I <  <P~H 1 -  a /2 )  (3.9)
j G / i N - k )
w here g(k) is  th e  estim ate  of the  skewness coefficient for lag  k  of th e  k th  
difference series.
63
T he te s ts  described above w ere perform ed for lag  k = l  day  on a  seasonal 
an d  nonseasonal basis. Table 3.4a sum m arizes th e  re su lts  of th e  tes ts . A t th e  
5% level o f significance, th e  ’ru n s—te s t’ for bo th  tem p era tu re  series ind icates 
th a t  th e  se ries for all s ta tions a re  tim e-irreversib le  on a  nonseasonal basis. The 
m axim um  tem p era tu re  series for s ta tions in  th e  cen tra l to so u th e rn  p a r t  o f th e  
s ta te  a re  generally  tim e reversib le  in  e ith e r sp ring  or sum m er. T he m in im um  
tem p era tu re  series a re  generally  tim e irreversib le . Some sta tio n s exhib it a  tim e 
reversib le  series du ring  sum m er an d  fall (e.g. B aton  Rouge, Shreveport, and  
New  O rleans) an d  in  w in te r (W innfield).
R esu lts of th e  ’skew ness-difFerence’ te s t  for m axim um  tem p era tu re  
ind icate  th a t  th e  seasonal an d  nonseasonal series for a ll s ta tio n s a re  tim e 
irreversib le  a t  th e  5% level of significance. O nly th e  m inim um  tem p era tu re  
series for B aton  Rouge is tim e reversible. A lthough, th e  w in te r series for 
Converse and  Leesville a re  tim e  reversib le, w ith  th e  h igh  p—values for th e  o ther 
seasons, th e  series for these  s ta tions a re  considered tim e irreversib le  on a  
nonseasonal basis.
A x2 te s t  w as perform ed by com bining th e  p -v a lu es  of th e  indiv idual te s t  
for th e  d ifferen t s ta tions (Sokal an d  Rohlf, 1981). R esu lts  of th e  te s ts  a re  
p resen ted  in  Table 3.4b. The seasonal an d  nonseasonal m axim um  and  
m in im um  tem p era tu re  series a re  generally  tim e irreversib le  a t  th e  5% level of 
significance.
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T a b le  3 .4a. R esults of te s ts  for tim e reversibility of standardized  series.
MAXIMUM MINIMUM
Runs Test Skewness Differ­
ence Test
Runs Test Skewness Differ­
ence Test
Z Pr>|Z| Z Pr>|Z| z Pr>|Z| Z Pr >|Z|
ALEXANDRIA
Winter 6.69 <0.001 -16.46 <0.001 5.28 <0.001 -6.19 <0.001
Spring 2.15 0.016 -19.03 <0.001 1.79 0.037 -11.82 <0.001
Summer 4.04 <0.001 -16.14 <0.001 2.99 <0.001 -9.65 <0.001
Fall 10.04 <0.001 -17.74 <0.001 9.02 <0.001 -13.62 <0.001
Year 11.36 <0.001 -34.71 <0.001 9.46 <0.001 -20.25 <0.001
BATON ROUGE
Winter 6.59 <0.001 -14.72 <0.001 -3.89 <0.001 2.70 0.003
Spring 2.44 0.007 -14.24 <0.001 -4.37 <0.001 -1.86 0.031
Summer 4.04 <0.001 -10.00 <0.001 0.13 0.448 -0.95 0.172
Fall 10.99 <0.001 -17.72 <0.001 1.36 0.087 2.90 0.002
Year 11.95 <0.001 -26.45 <0.001 -3.43 <0.001 0.81 0.210
BOGALUSA
Winter 7.94 <0.001 -20.83 <0.001 6.33 <0.001 -6.06 <0.001
Spring 2.05 0.020 -21.45 <0.001 3.65 <0.001 -17.02 <0.001
Summer 4.95 <0.001 -16.46 <0.001 5.38 <0.001 -14.62 <0.001
Fall 10.66 <0.001 -21.11 <0.001 10.92 <0.001 -12.11 <0.001
Year 12.72 <0.001 -39.01 <0.001 13.07 <0.001 -27.18 <0.001
HACKBERRY
Winter 7.63 <0.001 -16.75 <0.001 6.80 <0.001 -11.31 <0.001
Spring -0.08 0.469 -15.53 <0.001 2.63 0.004 -14.60 <0.001
Summer 159 0.056 -11.61 <0.001 3.29 <0.001 -6.47 <0.001
Fall 9.64 <0.001 -14.94 <0.001 7.93 <0.001 -11.67 <0.001
Year 9.26 <0.001 -29.09 <0.001 10.23 <0.001 -20.07 <0.001
HOUMA
Winter 3.71 <0.001 -11.15 <0.001 5.51 <0.001 -8.31 <0.001
Spring -1.07 0.141 -12.32 <0.001 -0.03 0.487 -13.20 <0.001
Summer 130 0.096 -5.23 <0.001 3.68 <0.001 -5.87 <0.001
Fall 10.07 <0.001 -14.66 <0.001 8.20 <0.001 -9.62 <0.001
Year 6.75 <0.001 -17.79 <0.001 8.59 <0.001 -16.98 <0.001
NOTE: Test statistics in bold & italic type indicate that the hypothesis of time reversibility is
accepted at the 5% level of significance.
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T ab le 3 .4 a . — continuation.
MAXIMUM MINIMUM
Runs Test Skewness 
Diffeence Test
Runs Test Skewness 
Difference Test
Z Pr >|Z| Z Pr >|Z| z Pr >|Z| z Pr>|Z|
SAINT JOSEPH
Winter 6.96 <0.001 -17.39 <0.001 4.85 <0.001 -5.24 <0.001
Spring 4.30 <0.001 -18.78 <0.001 2.11 0.017 -10.07 <0.001
Summer 5.11 <0.001 -20.76 <0.001 4.30 <0.001 -12.73 <0.001
Fall 10.69 <0.001 -19.95 <0.001 9.12 <0.001 -8.67 <0.001
Year 13.50 <0.001 -40.39 <0.001 10.12 <0.001 -19.54 <0.001
SHREVEPORT
Winter 5.67 <0.001 -13.09 <0.001 -4.22 <0.001 3.88 <0.001
Spring 3.84 <0.001 -14.26 <0.001 -4.56 <0.001 3.07 <0.001
Summer 7.98 <0.001 -20.17 <0.001 1.01 0.156 1.91 0.028
Fall 11.31 <0.001 -19.82 <0.001 1.13 0.129 2.14 0.016
Year 14.32 <0.001 -34.44 <0.001 -3.38 <0.001 5.75 <0.001
CONVERSE
Winter 6.10 <0.001 -13.86 <0.001 5.38 <0.001 -0.95 0.171
Spring 1.73 0.041 -13.66 <0.001 2.40 0.008 -6.60 <0.001
Summer 4.40 <0.001 -14.00 <0.001 5.02 <0.001 -10.58 <0.001
Fall 7.91 <0.001 -15.13 <0.001 9.43 <0.001 -7.67 <0.001
Year 9.95 <0.001 -28.95 <0.001 11.00 <0.001 -13.04 <0.001
DEQUINCY
Winter 3.84 <0.001 -14.34 <0.001 3.91 <0.001 -3.17 <0.001
Spring -0.85 0.195 -13.19 <0.001 1.07 0.142 -8.25 <0.001
Summer 3.36 <0.001 -11.17 <0.001 3.29 <0.001 -6.94 <0.001
FaU 9.81 <0.001 -16.75 <0.001 6.36 <0.001 -6.57 <0.001
Year 7.99 <0.001 -26.92 <0.001 7.26 <0.001 -12.56 <0.001
JENNINGS
Winter 3.60 <0.001 -13.15 <0.001 5.01 <0.001 -8.09 <0.001
Spring -0.84 0.198 -15.08 <0.001 -0.81 0.208 -12.70 <0.001
Summer 3.45 <0.001 -9.35 <0.001 4.30 <0.001 -13.96 <0.001
Fall 8.53 <0.001 -14.12 <0.001 9.80 <0.001 -8.66 <0.001
Year 7.29 <0.001 -24.15 <0.001 9.07 <0.001 -22.84 <0.001
NOTE: Test statistics in bold & italic type indicate that the hypothesis of time reversibility is
accepted at the 5% level of significance.
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T ab le  3 .4 a . -  continuation.
MAXIMUM MINIMUM
Runs Test Skewness 
Difference Test
Runs Test Skewness 
Difference Test
Z Pr>|Z| Z Pr >|Z| z Pr >|Z| Z Pr >|Z|
LAFAYETTE
Winter 7.09 <0.001 -15.36 <0.001 -4.36 <0.001 2.50 0.006
Spring 2.22 0.013 -15.58 <0.001 -3.97 <0.001 -3.00 <0.001
Summer 3.81 <0.001 -11.30 <0.001 1.40 0.081 -3.33 <0.001
Fall 12.00 <0.001 -18.46 <0.001 1.92 0.028 1.93 0.027
Year 12.47 <0.001 -28.75 <0.001 -2.55 0.005 -1.78 0.036
LAKE PROVIDENCE
Winter 6.34 <0.001 -17.99 <0.001 5.49 <0.001 -8.27 <0.001
Spring 3.61 <0.001 -17.16 <0.001 1.64 0.051 -12.00 <0.001
Summer 5.95 <0.001 -19.77 <0.001 6.08 <0.001 -9.90 <0.001
Fall 10.16 <0.001 -18.33 <0.001 9.62 <0.001 -12.60 <0.001
Year 12.94 <0.001 -37.35 <0.001 11.32 <0.001 -21.03 <0.001
LEESVILLE
Winter 4.59 <0.001 -16.49 <0.001 3.26 <0.001 -0.89 0.188
Spring -023 0.408 -15.34 <0.001 0.66 0.255 -5.09 <0.001
Summer 5.38 <0.001 -15.02 <0.001 4.98 <0.001 -12.31 <0.001
Fall 9.65 <0.001 -17.94 <0.001 7.96 <0.001 -4.87 <0.001
Year 9.61 <0.001 -32.10 <0.001 8.37 <0.001 -11.75 <0.001
MELVILLE
Winter 1.04 0.150 -12.49 <0.001 2.16 0.015 -3.93 <0.001
Spring -2.89 0.002 -8.64 <0.001 -0.59 0.277 -10.84 <0.001
Summer 3.48 <0.001 -11.07 <0.001 4.03 <0.001 -8.59 <0.001
Fall 7.89 <0.001 -11.17 <0.001 7.27 <0.001 -6.31 <0.001
Year 4.68 <0.001 -22.92 <0.001 6.38 <0.001 -15.42 <0.001
NEW ORLEANS
Winter 6.92 <0.001 -13.26 <0.001 -4.79 <0.001 7.45 <0.001
Spring 1.45 0.074 -14.06 <0.001 -5.15 <0.001 5.20 <0.001
Summer 3.35 <0.001 -7.34 <0.001 -0.85 0.198 2.57 0.005
Fall 10.72 <0.001 -14.91 <0.001 0.19 0.422 7.06 <0.001
Year 11.12 <0.001 -21.66 <0.001 -5.48 <0.001 10.45 <0.001
NOTE: Test statistics in bold & italic type indicate that the hypothesis of time reversibility is
accepted at the 5% level of significance.
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T ab le 3 .4a . -  continuation
MAXIMUM MINIMUM
Runs Test Skewness 
Difference Test
Runs Test Skewness 
Difference Test
Z Pr>|Z| Z Pr >|Z| Z Pr >|Z| Z Pr>|Z|
WINNFIELD
Winter 2.81 0.002 -8.27 <0.001 -0.02 0.493 2.21 0.014
Spring -1.92 0.027 -4.83 <0.001 -2.28 0.011 -3.33 <0.001
Summer 5.44 <0.001 -12.79 <0.001 3.09 <0.001 -9.97 <0.001
Fall 7.55 <0.001 -8.89 <0.001 4.14 <0.001 -1.96 0.025
Year 6.86 <0.001 -18.65 <0.001 2.41 0.008 -6.49 <0.001
WINSBORRO
Winter 7.12 <0.001 -15.57 <0.001 7.16 <0.001 -7.52 <0.001
Spring 1.94 0.026 -16.70 <0.001 2.83 0.002 -12.96 <0.001
Summer 5.66 <0.001 -18.23 <0.001 4.15 <0.001 -9.86 <0.001
Fall 8.55 <0.001 -16.69 <0.001 9.06 <0.001 -12.76 <0.001
Year 11.54 <0.001 -35.19 <0.001 11.50 <0.001 -21.28 <0.001
NOTE: Test statistics in bold & italic type indicate that the hypothesis of time reversibility 
linearity is accepted at the 5% level of significance.
T a b le  3 .4b. O verall te s t for tim e reversibility.
MAXIMUM MINIMUM
Runs Test Skewness 
Difference Test
Runs Test Skewness 
Difference Test
X2 Pr>%2 X2 Pr>x2 X2 Pr>x2 X2 Pr > X2
Winter 223.46 <0.001 234.86 <0.001 217.05 <0.001 216.86 <0.001
Spring 128.43 <0.001 234.86 <0.001 152.29 <0.001 227.99 <0.001
Summer 217.68 <0.001 234.86 <0.001 193.19 <0.001 200.87 <0.001
Fall 234.86 <0.001 234.86 <0.001 197.46 <0.001 214.90 <0.001
Year 234.86 <0.001 234.86 <0.001 227.49 <0.001 217.00 <0.001
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A n a lysis  fo r  L in ea rity
T ests for lin ea rity  of th e  s tan d ard ized  series w ere perform ed to 
com plem ent th e  re su lts  o f th e  tim e reversib ility  tes ts . As po in ted  o u t by W iess 
(1975) an d  Cox (1981), a  se ries exh ib iting  tim e irrev e rs ib ility  m ay  ind icate  
n o n lin ea rity  and /o r non—n o rm ality  of th e  series. Since, th e  basic  p rem ise  of th is  
s tu d y  is  to  explore n o n lin ear m odels, a n  a sse ssm e n t of w h e th e r  th e  te m p e ra tu re  
series is  l in e a r  o r n o n lin ear is  req u ired  for com pleteness.
T he various te s ts  for lin e a r ity  in  th e  tim e  dom ain, a s  describe in  th e  
lite ra tu re , a re  generally  categorized  a s  e ith e r  a p o rtem an te au  te s t  o r a  te s t  w ith  
specified a lte rn a tiv e . F o r purposes of th is  study, th e  p o rte m a n te a u  te s t  of 
K eenan  (1985) a n d  th e  score te s t  w ith  a  b ilin e a r m odel a lte rn a tiv e  of Tbng 
(1990) w ere  used . T he d e ta ils  o f th e  te s ts  a re  described  below.
T he  K een an ’s te s t  is  b a sed  on th e  nu ll hypo thesis t h a t  a  s ta tio n a ry  series 
possesses a  l in e a r  rep re se n ta tio n  given as
M
Z t — O'O + 2  —j  (3.10)
j=  o
w here et a re  in d ep en d en t an d  iden tica lly  d is tr ib u ted  ran d o m  v a ria te s  w ith  zero 
m ean  a n d  va rian ce  a  2 . Follow ing th e  m echanics o f T ukey’s one—degree—of 
freedom  te s t  for n on-add itiv ity , th e  K eenan’s te s t  ru n s  as follows:
1) R egress 2^ on {1, Z t - i , . . . ,  Z^mJ th e n  calcu late  th e  fitted  va lues (ZJ  ,
th e  fitted  re s id u a ls  {e j  for t=M +l, . . . , N  an d  th e  re s id u a l su m  o f sq u ares  
N
(RSS), J  e* •
t  = M  + 1
69
2) R egress Z 2 on {l ,Z t- i  
for t=M +l, . . . .  N .
Zt_M} a n d  calculate th e  f itted  residuals, a  2
•>  •  •  •  f
3) R egress {eM+l on {aM+l , . . . , aN} to get
\  1/2
(3.11)
w here vo is th e  regression  coefficient. T hen  u n d er th e  nu ll hypothesis, Fc 
com puted as
is asym pto tically  d is tribu ted  as a n  F  s ta tis tic  w ith  ( l ,N —2M —2) degrees of 
freedom .
T he te s t  described above is a  diagnostic te s t  w ith  th e  a lte rn a tiv e  
hypothesis n o t clearly  sta ted . I f  th e  hypothesis of lin ea rity  is rejected, th e  form 
of non lin earity  is n o t clearly  specified. However, sim ula tion  stud ies of Davies 
and  P e truce lli (1986) and  C han  an d  Tong (1986) ind icated  th a t  th is  te s t  is 
app rop ria te  for a  series w ith  a n  underly ing  b ilin ear or th resh o ld  struc tu re .
A n a lte rn a tiv e  te s t  in  w hich a specific a lte rn a tiv e  hypothesis can be 
specified, is  th e  score te s t  described by Tong (1990). The te s t  is  a  v a ria n t of the  
likelihood approach. Consider a n  a lte rn a tiv e  hypothesis th a t  th e  series Zt is 
gen era ted  by a  b ilin ear m odel given as
p P Q
Xt = ^  a,- + et-i+ Y  Y  bij eH  Xt-i + et, (3.13)
i=i t=i i=i j=i
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th e n  a  te s t  for l in e a r ity  can  be developed by  u sin g  th e  n u ll h ypo thesis  th a t  th e  
b ilin e a r  coefficients, b y ’s, a re  zero. T he  score t e s t  s ta tis tic , deno ted  a s  A b l  can  
be a p p ro x im ated  as N  tim es th e  R 2 of th e  a rtific ia l reg ress io n  o f {ej on 
fet - j  X t - i f  for j= l , . .  . ,  Q  a n d  I = 1, . . . ,  P. U n d e r th e  n u ll h y p o th es is  an d  
for la rg e  N , A b l  converges to  a  c h i-sq u a re  d is tr ib u tio n  w ith  PQ  d eg rees of 
freedom .
B o th  th e  K een an  a n d  Tong’s te s t  w ere u sed  to  te s t  th e  l in e a r ity  o f th e  
d iffe ren t s ta tio n  series. T he  te s ts  w ere  done on a  seasonal a n d  nonseasonal 
b asis . R esu lts  o f th e  te s ts  a re  su m m arized  in  Table 3.5a. T he  com puted  te s t  
s ta tis t ic s  a n d  th e  co rrespond ing  p -v a lu e s  a re  p resen ted . T h e  K een an ’s te s t  
in d ic a te s  th a t  th e  m ax im u m  te m p e ra tu re  se ries for A lexandria , B ogalusa, 
S h rev ep o rt, C onverse, N ew  O rlean s, a n d  W insborro  a re  g en era lly  l in e a r  a t  th e  
5% level o f significance, w hile  th e  series for H ack b erry  is  l in e a r  a t  th e  1% level 
o f significance.
T he  te s t  for A lexand ria , B ogalusa, a n d  N ew  O rlean s  have  p -v a lu e  o f  less 
th a n  10%. F o r th e se  s ta tio n s , th e  sp rin g  an d  fall se ries a re  g en era lly  linear. 
O n ly  th e  m in im u m  te m p e ra tu re  se ries for H ack b erry  a p p e a rs  to  be  linear. T he 
sp rin g  a n d  su m m er series for th is  s ta tio n  a re  also linear.
T he  Tong’s te s t  in d ic a te s  th a t  th e  m ax im um  an d  m in im u m  te m p e ra tu re  
se rie s  fo r H ack b e rry  a n d  th e  m ax im um  te m p e ra tu re  se ries for W insborro  a re  
l in e a r  a t  th e  5% level o f significance. B o th  th e  K eenan ’s a n d  Tong’s te s t  a re  
c o n sis ten t in  accep ting  th e  n u ll h ypo thesis  of lin e a r ity  fo r th e se  tw o s ta tio n s , 
p a rtic u la rly  w ith  th e  m ax im um  te m p e ra tu re  series. F o r  th e  o th e r  s ta tio n s , th e
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T a b le  3 .5a . R esu lts o f te s t for linearity  of standard ized  series.
MAXIMUM MINIMUM
Keenan’s Test Score Test Keenan’s Test Score Test
F Pr >|F| X2 Pr>lx2l F Pr >|F| X2 Pr>|x2l
ALEXANDRIA
Winter 27.60 <0.001 24.41 <0.001 39.61 <0.001 43.28 <0.001
Spring 220 0.138 5.27 0.022 19.51 <0.001 42.61 <0.001
Summer 33.81 <0.001 31.67 <0.001 6.03 0.014 3.02 0.082
Fall 1.76 0.185 1.12 0.290 43.34 <0.001 82.06 <0.001
Year 3.49 0.062 17.97 <0.001 33.61 <0.001 19.47 <0.001
BATON ROUGE
Winter 6.92 0.009 9.25 0.002 21.18 <0.001 43.65 <0.001
Spring 29.35 <0.001 25.64 <0.001 52.07 <0.001 55.81 <0.001
Summer 55.92 <0.001 42.24 <0.001 15.09 <0.001 15.46 <0.001
Fall 5.39 0.020 4.85 0.028 28.36 <0.001 55.57 <0.001
Year 22.50 <0.001 41.93 <0.001 57.57 <0.001 112.31 <0.001
BOGALUSA
Winter 6.19 0.013 10.73 <0.001 28.77 <0.001 45.50 <0.001
Spring 332 0.069 6.03 0.014 31.43 <0.001 44.12 <0.001
Summer 31.28 <0.001 16.59 <0.001 29.89 <0.001 4.15 0.042
Fall 2.51 0.113 0.75 0.388 67.04 <0.001 98.47 <0.001
Year 320 0.074 7.49 0.006 69.01 <0.001 67.38 <0.001
HACKBERRY
Winter 20.09 <0.001 31.39 <0.001 21.09 <0.001 44.21 <0.001
Spring 11.12 <0.001 9.34 0.002 2.18 0.139 6.13 0.013
Summer 0.82 0.364 11.47 <0.001 0.13 0.716 18.94 <0.001
Fall 4.05 0.044 0.26 0.607 15.74 <0.001 25.59 <0.001
Year 6.36 0.012 0.95 0.330 3.03 0.082 1.06 0.303
HOUMA
Winter 2.49 0.114 0.74 0.389 7.85 0.005 30.70 <0.001
Spring 30.78 <0.001 16.22 <0.001 43.22 <0.001 60.71 <0.001
Summer 42.08 <0.001 48.65 <0.001 4.94 0.026 226 0.133
Fall 12.03 <0.001 4.85 0.028 14.46 <0.001 52.59 <0.001
Year 52.90 <0.001 55.40 <0.001 22.61 <0.001 20.96 <0.001
NOTE: Test statistics in bold & italic type indicate that the hypothesis of linearity is accepted at
the 5% level of significance.
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T ab le  3 .5a  -  continuation.
MAXIMUM MINIMUM
Keenan’s Test Score Test Keenan’s Test Score Test
F Pr >|F| X2 p>lx2i F Pr >|F| X2 P>IX2I
SAINT JOSEPH
Winter 5.67 0.017 5.92 0.015 19.38 <0.001 29.96 <0.001
Spring 3.69 0.055 8.29 <0.001 21.24 <0.001 27.91 <0.001
Summer 19.91 <0.001 29.79 <0.001 27.38 <0.001 11.31 <0.001
FaU 3.89 0.049 1.49 0.222 24.72 <0.001 50.36 <0.001
Year 4.69 0.030 25.46 <0.001 46.39 <0.001 76.37 <0.001
SHREVEPORT
Winter 36.58 <0.001 23.67 <0.001 19.27 <0.001 35.51 <0.001
Spring 0.11 0.736 1.13 0.288 11.74 <0.001 22.25 <0.001
Summer 29.48 <0.001 34.69 <0.001 1.13 0.287 17.35 <0.001
Fall 0.12 0.733 0.75 0.388 42.04 <0.001 59.68 <0.001
Year 0 2 7 0.603 13.48 <0.001 41.27 <0.001 101.82 <0.001
CONVERSE
Winter 15.58 <0.001 23.21 <0.001 11.01 <0.001 28.77 <0.001
Spring 0.06 0.811 0.10 0.751 33.22 < 0.001 55.63 <0.001
Summer 4.10 0.043 30.55 <0.001 23.20 <0.001 27.51 <0.001
FaU 0.71 0.399 0.80 0.371 48.28 <0.001 60.23 <0.001
Year 1.09 0.297 17.68 <0.001 72.74 <0.001 130.95 <0.001
DEQUINCY
Winter 6.63 0.010 15.34 <0.001 15.83 <0.001 34.66 <0.001
Spring 0 3 7 0.544 0.31 0.576 25.68 <0.001 36.27 <0.001
Summer 14.22 <0.001 20.95 <0.001 24.93 <0.001 23.77 <0.001
FaU 45.26 <0.001 46.70 <0.001 3.13 0.077 5.89 0.015
Year 16.66 <0.001 22.35 <0.001 36.31 <0.001 95.61 <0.001
JENNINGS
Winter 1.04 0.308 4.07 0.044 17.47 <0.001 39.21 <0.001
Spring 6.06 0.014 6.41 0.011 24.53 <0.001 45.63 <0.001
Summer 29.83 <0.001 46.38 <0.001 18.56 <0.001 8.67 0.003
FaU 0.01 0.956 1.12 0.290 15.67 <0.001 39.54 <0.001
Year 9.98 0.002 35.94 <0.001 46.56 <0.001 82.36 <0.001
NOTE: Test statistics in bold & italic type indicate that the hypothesis of linearity is accepted at
the 5% level of significance.
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T a b le  3 .5 a  -  continuation.
MAXIMUM MINIMUM
Keenan's Test Score Test Keenan’s Test Score Test
F Pr >|F| X2 p>Ix2I F Pr >|F| X2 P>IX2I
LAFAYETTE
Winter 3 .68 0.055 11.10 <0.001 . 18.87 <0.001 41.06 <0.001
Spring 19.67 <0.001 17.35 <0.001 52.69 <0.001 62.60 <0.001
Summer 36.45 <0.001 42.61 <0.001 2 .95 0.086 4.53 0.033
Fall 0.001 0.974 1.12 0.290 32.65 <0.001 73.85 <0.001
Year 12.31 <0.001 32.94 <0.001 48.16 <0.001 97.33 <0.001
LAKE PROVIDENCE
Winter 21.00 <0.001 9.15 0.002 52.33 <0.001 60.86 <0.001
Spring 1.14 0.285 3.95 0.047 19.04 <0.001 30.49 <0.001
Summer 39.23 <0.001 27.62 <0.001 6.79 0.009 1.79 0.180
Fall 9.58 0.002 32.29 <0.001 12.62 <0.001 31.22 <0.001
Year 4.37 0.037 18.52 <0.001 37.95 <0.001 61.24 <0.001
LEESVILLE
Winter 10.55 <0.001 8.66 <0.001 2.01 0.156 11.55 <0.001
Spring 1 2 8 0.258 1.47 0.225 27.13 <0.001 36.79 <0.001
Summer 48.94 <0.001 77.63 <0.001 28.68 <0.001 24.28 <0.001
Fall 13.37 <0.001 5.09 0.024 29.53 <0.001 49.85 <0.001
Year 23.61 <0.001 65.74 <0.001 56.75 <0.001 99.33 <0.001
MELVILLE
Winter 0.13 0.717 1.62 0.203 17.32 <0.001 31.17 <0.001
Spring 30.50 <0.001 23.18 <0.001 28.95 <0.001 36.09 <0.001
Summer 33.07 <0.001 44.04 <0.001 25.01 <0.001 14.57 <0.001
Fall 2.98 0.085 3 .28 0.070 17.98 <0.001 46.18 <0.001
Year 22.93 <0.001 55.22 <0.001 54.65 <0.001 85.46 <0.001
NEW ORLEANS
Winter 3 .7 7 0.052 7.26 0.007 3.71 0.054 17.68 <0.001
Spring 0 .16 0.690 0 3 2 0.570 8.61 0.003 11.59 <0.001
Summer 35.76 <0.001 33.16 <0.001 3 .7 4 0.053 5.15 0.023
Fall 0.05 0.824 1.27 0.259 2 3 2 0.127 0 3 2 0.573
Year 3.63 0.057 16.62 <0.001 6.52 0.011 48.57 <0.001
NOTE: Test statistics in bold & italic type indicate that the hypothesis of linearity is accepted at
the 5% level of significance.
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T able 3 .5a  -  continuation.
MAXIMUM MINIMUM
Keenan’s Test Score Test Keenan’s Test Score Test
F Pr>|F| X2 p >Ix2I F Pr >|F| X2 p >Ix2I
WINNFIELD
Winter 2.54 0.111 0.74 0.389 1.43 0.232 9.62 0.002
Spring 11.67 <0.001 18.10 <0.001 16.86 <0.001 23.76 <0.001
Summer 49.65 <0.001 59.21 <0.001 12.98 <0.001 25.27 <0.001
Fall 12.09 <0.001 12.68 <0.001 16.80 <0.001 35.44 <0.001
Year 27.37 <0.001 76.37 <0.001 33.24 <0.001 79.36 <0.001
WINSBORRO
Winter 22.85 <0.001 17.00 <0.001 22.15 <0.001 30.60 <0.001
Spring 0.06 0.811 0.80 0.371 18.74 <0.001 26.60 <0.001
Summer 10.66 <0.001 10.94 <0.001 37.86 <0.001 28.80 <0.001
Fall 024 0.623 1.06 0.304 27.44 <0.001 45.11 <0.001
Year 024 0.624 3.18 0.075 50.32 <0.001 118.62 <0.001
NOTE: Test statistics in bold & italic type indicate that the hypothesis of linearity is accepted at 
the 5% level of significance.
T a b le  3 .5b. O verall te s t  for linearity.
MAXIMUM MINIMUM
Keenan’s Test Score Test Keenan’s Test Score Test
X2 Pr>%2 X2 Pr>X2 X2 P r > x 2 X2 Pr >X2
Winter 155.65 <0.001 180.73 <0.001 202.67 <0.001 233.48 <0.001
Spring 115.17 <0.001 136.88 <0.001 222.80 <0.001 229.73 <0.001
Summer 215.55 <0.001 234.86 <0.001 177.36 <0.001 182.95 <0.001
Fall 104.40 <0.001 90.82 <0.001 216.49 <0.001 216.75 <0.001
Year 152.47 <0.001 211.05 <0.001 221.25 <0.001 223.44 <0.001
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m axim um  tem pera tu re  for e ither the  spring and/or fall series a re  lin ear ( e.g. 
Shreveport, Converse, and  New Orleans).
Table 3.5b sum m arizes the  resu lts of th e  x2 tes ts  on th e  combined 
p -values of the  individual sta tion  test. R esults indicate th a t  th e  m axim um  and  
m in im u m  tem pera tu re  series are  generally nonlinear a t  th e  5% level of 
significance.
A n a ly s is  fo r  N o r m a li ty
The te s t for norm ality  complements the tests for tim e reversibility  and 
the  te s t for linearity. An irreversible process m ay have a  lin ear or nonlinear 
stru c tu re  given th a t  the  m arginal d istribution  of the  process is  nonnorm al. 
Moreover, a  d a ta  series th a t  is norm al and tim e reversible h as a  lin ear structure .
S tan d ard  te s ts  for norm ality  as described in  the  lite ra tu re  were used in  
th is  study. Specifically, the tes ts  described by F isher (1931) and  Shapiro—Wilks 
(1965) were adopted. The tes ts  were perform ed to assess w hether th e  daily 
tem pera tu re  d a ta  a re  norm al or nonnorm al. If  the  hypothesis of norm ality  is 
rejected for a  given series, no a ttem p t to characterize the  form  of nonnorm ality 
was m ade.
Table 3.6 p resen ts the  resu lts  of the  tes ts  for norm ality  of th e  tem pera tu re  
series. R esults of th e  tes ts  are  given in  term s of the  relative scores (percentage) 
of passing  th e  te s t out o f365 days a t  the  5% level of significance. The scores form 
th e  basis of in ferring  w hether the  daily da ta  is norm al or non-norm al. A t the 
5% level of significance, i t  is expected th a t  346 out of 365 days would pass the 
te s t  for norm ality.
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Table 3.6. R esu lts  of te s ts  for no rm ality  of th e  s tan d ard ized  series.
Station
M axim um  Temperature M inim um  Tem perature
Fisher S hap iro-
W ilks
Fisher S hap iro-
W ilks
% days passed 5 %  le v e l1 %  days passed 5 %  level
Alexandria 63.9 57.1 76.2 67.8
Baton Rouge 65.3 53.6 79.8 67.5
Bogalusa 66.1 54.9 73.8 61.7
Hackberry 68.3 58.7 90.7 83.1
Houma 61.5 45.1 79.5 65.0
St. Joseph 70.8 59.3 75.1 66.9
Shreveport 74.3 67.2 81.4 76.2
Converse 80.9 74.3 84.2 77.9
Dequincy 63.1 55.5 83.9 74.9
Jennings 63.1 49.2 80.1 66.7
Lafayette 66.7 54.1 82.2 71.6
Lake Providence 85.2 78.4 79.2 72.4
Leesville 61.5 54.6 80.6 66.1
M elville 60.1 54.9 76.5 65.3
N ew  Orleans 74.9 63.7 87.9 81.9
Winnfield 78.4 71.6 73.2 63.4
Winsborro 82.9 74.3 76.8 74.0
1 Percentage of days in a year passing the test at the 5% level of significance.
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For m axim um  tem pera tu re , the  rela tive  scores of passing  th e  F ish e r’s 
te s t  range  from  60.1 to  85.2 percen t (69.8% avg.) and  45.1 to  78.4 percen t (60.4% 
avg.) for th e  Shapiro—W ilks test. These figures correspond to approxim ately  two 
to five m onths (F isher’s te s t)  and  two to seven m onths (Shapiro—W ilks test) 
w hich have non—norm al daily data .
F or m in im u m  tem pera tu re , th e  re la tive  scores of passing  th e  F ish e r’s te s t  
range  from  75.1 to  90.7 percen t (80.1% avg.) and  61.7 to 83.1 percen t (70.7% 
avg.) for th e  Shapiro-W ilks test. Approximately, one to th ree  m onths (F isher’s 
tes t)  an d  two to five m onths (Shapiro—Wilks test) have no n -n o rm al daily  data .
Generally, th e  scores o f passing  th e  norm ality  te s ts  for all s ta tions a re  low 
especially for th e  m axim um  tem pera tu re  series. O nly th e  m inim um  
tem p era tu re  for H ackberry  and  New  O rleans have rela tive ly  h igh  scores of 
passing  th e  norm ality  tests.
T he resu lts  of the  exploratory analyses ind icated  th a t  in  order to 
rep re sen t th e  observed characteristics o f th e  standard ized  tem p era tu re  series, 
th e  class of m odels th a t  need  to be explored should no t be lim ited  to the  class of 
lin ea r G aussian  ARMA models. The standard ized  m axim um  an d  m inim um  
tem p era tu re  series a re  nonnorm al, tim e irreversib le  and  nonlinear. As 
suggested by Cox (1981), i f  th e  observed series is tim e irreversible , m odeling 
approaches can  be directed to 1) a  lin ear non -G au ssian  m odeling, 2) a  nonlinear, 
n o n -G au ss ian  m odeling w ith  G aussian  innovation, and  3) a  general nonlinear, 
n o n -G au ss ian  modeling.
T his study  explored non linear models w ith  G aussian  innovation. The 
s ta r tin g  po in t is th e  observed tim e irreversib ility  and  non linearity  of the  
standard ized  tem pera tu re  series. The series of daily  m axim um  and  m inim um
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te m p e ra tu re  is  genera lly  n o n -d irec tio n a l. D u rin g  fro n ta l p assag e , i t  is  observed  
th a t  th e  d a ily  te m p e ra tu re  h a s  a  tendency  to  a b ru p tly  decrease  to a  local 
minimum a n d  g rad u a lly  r is e  th e rea fte r , a s  th e  fro n t p a sse s  th ro u g h  th e  
sam p lin g  s ta tio n .
A n a ly s is  fo r  S tru c tu ra l D ependence
A utoco rre la tion  a n a ly sis  p e rm its  c h a ra c te riz a tio n  of th e  l in e a r  
dependence  s tru c tu re  o f a  series. As a  s ta n d a rd  p rac tice  in  l in e a r  ARMA 
m odeling, th e  b eh av io r o f th e  sam ple  au to co rre la tio n s  a re  u su a lly  com pared  
w ith  th e  th eo re tic a l au toco rre la tions of a n  ARM A(p,q) process from  w hich th e  
a p p ro p ria te  m odel w ith in  th e  class of lin e a r  ARM A m odels is  selected.
T h e  s ta n d a rd  au to co rre la tio n  function  (ACF) d en o ted  a s  
e v a lu a te d  a t  lag  k , is  g iven  as
rrr  r?  ^ 1 V 1 (Zt ~  10  (Zt—k ~  M) so  ■,y,\rk (Zt,Z t -k) = -T7— T  z  -------------- Z2---------------- <s '14>
iV “  * « = A + 1 r
w here  r* (Z t, Z t - k )  is  th e  au to co rre la tio n  a t  lag  k  , N  is  th e  to ta l n u m b er of
observa tions a n d  fi an d  o2 a re  respectively, th e  overa ll m e a n  a n d  v a rian ce  of 
th e  observed  sequence  /Z*}.
T h e  s ta n d a rd  au to co rre la tio n  is  g en era lly  app licab le  for id en tify ing  
lin e a r  ARM A m odels. To accom odate n o n lin e a r  m odels, th e  au to co rre la tio n  
function  g iven  in  equ atio n  (3.14) h a s  been  ex tended  b y  G ra n g er a n d  A nd ersen  
(1978) for th e  an a ly sis  of b ilin e a r  m odels a n d  Tabios (1984) for th e  th re sh o ld  a n d  
am p litu d e  d ep en d en t m odels. The m odification app licab le  fo r th e  b ilin e a r  
m odels req u ire s  e v a lu a tin g  th e  au to co rre la tio n  function  of th e  sq u a re s  o f th e
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series Zt. R eferring  to  th is  as th e  square—autocorrelation  function, 
rk (Z f  ,Z t~ k ) for lag  k , th e n  equation  (3.14) is  w ritten  as
r t  ^  ^  ^  -  * ’ ,1  a x ®
N  k  t = k + 1
w here n ' an d  a2' a re  th e  m ean  and  variance  of th e  squared  series, {Zfj 
respectively.
As app rop ria te  for th resho ld  a n d  am plitude dependen t m odels, the  
au tocorrelation  function a re  calcu lated  conditional on a  previous observation. 
D enoting th e  th resho ld  au tocorrelation  function as r* (Zt, Z t _k  I Z t - m )  > Eqn. 
(3.15) is  evaluated  conditional on th e  previous value o f a t  lag  m.  I f  only 
two th resho ld  regions a re  considered, and  m  = 1, th e n  th e  th resho ld  correlations 
a re  given a s  r*. (,Zt, Z t - k  I Z * _ i < 0 ) an d  r* {Zt, Z t - k  \Z t - i > 0 ) .
Figs. 3.15 th ro u g h  3.21 show th e  plots of the  four sam ple autocorrelation  
functions for seven sta tions. Sam ple au tocorrelations w ere calculated up  to a 
m axim um  lag  of 200 days (only th e  f irs t  20 correlations a re  p lo tte d ) . Overall, 
th e  plots ind ica te  a  no n lin ear dependence s tru c tu re . The s tan d a rd  
au tocorrelations, i%(zt}Zt-k) a re  d ifferent from  th e  sq u a red -se ries  and  th resho ld  
series au tocorrelations. Particu larly , th e re  is  a n  a p p a re n t divergence of the  
sq u a red -se rie s  au tocorrelations, r 2k(zt,zt-k) from  th e  sta n d a rd  autocorrelations. 
T his behav iour ind icates th e  possibility  of a  b ilin ear process. The p a tte rn s  of the 
th resh o ld  autocorrelations, r%(zt,zt-k  IZt_i<0) a n d rk(zt,zt_k \z t-i>0)t are  essentially  
th e  sam e for m ost s ta tions. Only th e  m axim um  tem p era tu re  series for 
H ackberry  exhib its a  th resho ld  process. The th resho ld  autocorrelations behave
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differently  especially a t  low er lags. The th resho ld  autocorrelations do no t 
p rescribe iden tica l ARMA m odel struc tu re .
T he iden tification  of th e  m odel orders p  and  q of a  su itab le  ARMA m odel 
is fac ilita ted  th ro u g h  th e  use  of th e  sh ifted  R*/S* functions (Salas and  
O beysekera, 1982). The sh ifted  R*/S* functions a re  functions of th e  theoretical 
au tocorrela tion  function of a  given ARMA(p,q) model. Table 3.7 gives th e  p and  
q p a ra m e te rs  o f th e  ARMA(p,q) model identified  usin g  th e  sh ifted  R*/S* 
functions. T he m odel o rders identified  a re  d ifferent for th e  four sam ple 
au tocorrela tion  functions. A closer look a t  th e  model o rders iden tified  for the  
s ta n d a rd  an d  sq u a red -se rie s  au tocorrelations u sing  th e  sh ifted  R function 
ind icate  th a t  a  lin e a r  m odel is  appropria te  for th e  m in im um  tem p era tu re  series 
of H ackberry  an d  St. Jo seph  and  for th e  m axim um  tem p era tu re  series for 
Shreveport. T he re su lts  for H ackberry  an d  S hreveport a re  consisten t w ith  the  
te s ts  for linearity . G iving m ore w eight to th e  au toregressive p a r t  o f th e  ARMA 
m odels iden tified  (order p), a  th resho ld  process is no t indicated . A lthough for 
some sta tions, th e  order of th e  m oving average com ponent differs by one.
T hese re su lts  suggest th a t  in  five out of seven s ta tio n s (11 of 14 series), 
th e  class of b ilin ear m odels a re  w orth  exploring. T he difference betw een  the  
orders iden tified  using  th e  s ta n d a rd  autocorrelations an d  th e  sq u ared -series  
au tocorrelations ind icates a  b ilinear process.
T he analysis, a s  p resen ted , does no t specifically identify  th e  b est m odels 
to be adopted  for th e  d ifferent series. I t  illu s tra te s , however, th e  tim e 
dependence s tru c tu re  underly ing  th e  observed tim e series. In  general, i t  is 
in ferred  th a t  th e  class of non linear stochastic m odels a re  th e  m ore likely 
cand idate  class for m odeling the  tem p era tu re  series.
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T a b le  3 .7a. Identified  ARMA(P,Q) m odels from  shifted  R* and  S* functions for 
m axim um  temperature.
Function ALX BTR BOG HOU HCK STJ SHR
Shifted R*
(2.2) (2,3) (2,2) (2,2) (2,2) (2,2) (1,3)
r{Z2t„Z2t-k} (1,2) (U) (1,3) (1,2) (1,1) (1,3) (1,3)
r{Zt,Zt_k IZi_i<0} (1,2) (1,2) (1,2) (1.2) (U) (1,2) (1,2)
r{Zt,Zt-k 1 Zt_!>01 (1,3) (1,3) 0,2) 0,3) (1,3) 0,3) (1,3)
Shifted S*
rlZt»A-k} (1,2) (U) (1,2) (1,3) (1,3) (1,2) (2,3)
r{Z2t„Z2t-k) (1,1) (1,3) 0.3) (1,3) (1,2) (1,3) 0,3)
r{Z,Zt-klZt_i<0} (1,3) (1,3) (1,3) (1,3) (U) (1,2) (1,3)
r|Zt^ ,_ic I Zt_i>0} (1,2) (1,3) (1,3) 0,3) (1,3) (1,3) (1,3)
T a b le  3 .7b . Identified  ARMA(P,Q) models from  shifted  R* and  S* functions for 
m in im u m  temperature.
Function ALX BTR BOG HOI) HCK STJ SHR
Shifted R*
r(Zt,Zi-k} (2,3) (2,3) (1,1) (1.3) (1,3) (1,3) (23)
r{Z2t„Z2,-k} 0,1) (1,1) (1,2) (U) 0,3) 0,3) (1,1)
r{ZtZ,-kIZl_1<0} (1,1) (1,3) (1.2) (U) (1,2) (2,1) (1,2)
r{Zt,Zt_k 1 Zj_j>0) 0,1) 0,3) (1,1) (1,3) (1,3) (2,2) (1,3)
Shifted S*
r{Zt,2t-k) (U ) (U) (U) (U) (1,3) (1,3) (1,3)
r{Z2t,2 2t_k) (1,3) (1,3) (1.3) (U) (1,2) (13) (1,1)
r{Zl2t_kIZ,_1<0} (1,3) (1,1) (U) (1,3) (1,2) (1,3) (1,3)
r{Z,2t_k 1 Z,_i>0} (U) (1,3) (1,3) (1,3) (1,2) (1,3) (1,3)
C h ap ter  IV
STOCHASTIC MODELING OF TEMPERATURE DATA
The exploratory d a ta  analysis p resen ted  in  th e  previous sections set the  
stage for exploring nonlinear models for clim atic tem pera tu re  series. The 
observed fea tu res of th e  de-trended  and  de-seasonalized (standardized) series 
suggest th a t  nonlinear models are  an  a lterna tive  class for these  series.
Model Identification Using A State-Dependent Model
A sta te -d ep en d en t model was fitted  to the  clim atic tem pera tu re  series 
to characterize th e  tim e series struc tu re  of th e  standard ized  series and select a 
p a rticu la r non linear model class for fu rth e r exploration. The SDM form ulation 
w as used  to assess w hether a p a rticu la r tem pera tu re  series was generated  by 
a  lin ear or nonlinear process. Specifically, model identification was perform ed 
to assess w hether a  series conforms to a n  ARMA, SETARMA, ADAR, or BL 
model struc tu re .
P re lim inary  ARMA modeling w as perform ed using  the  firs t h a lf  of the  
to ta l daily record of th e  series of each station. An ARMA model suitable for the  
different series is the  ARMA(1,1). Since an  SDM(1,1) can be viewed as a 
non linear generalization of an  ARMA(1,1), th is  model was used to illu stra te  the  
use of a n  SDM for model class identification. In  th is  case, {et-i,Z t-i}  is  specified 
as th e  s ta te —vector. F o r a n  ARMA(1,1), th e  fu ture  evolution of th e  process (ZJ, 
together w ith  fu tu re  values of {ej, are  determ ined by th is  s ta te—vector. Analysis 
of th e  p aram eters of th e  SDM(1,1) model would reveal i f  the  param eters depend 
on th is  state-vector.
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In itia l p a ram ete rs  of th e  SDM(1,1) m odel w ere ob tained  from  th e  fitted  
ARMA(1,1) m odel and  consequently  u sed  in  th e  recursive  estim ation  procedure 
d iscussed  in  C h ap te r II. V alues for o th e r p e rtin e n t q u an titie s  in  th e  estim ation  
w ere a s  suggested  there in .
T he sm oothed p a ram ete rs  of th e  fitted  SDM(1,1) m odel w ere p lo tted  
a g a in s t th e  observed series, Z^-i, an d  res id u a l (noise) series, et-i- Figs. 4.1 
th ro u g h  4.14 show th e  p a ra m e te r  surfaces o f th e  SDM(1,1) fo r seven sta tions. 
T he p lo ts generally  give h igh ly  sm oothed surfaces for th e  SDM  p a ram ete rs  as 
functions of th e  observed and  res idua l series. The p a ra m e te rs  for B ogalusa and  
H ackberry  for m axim um  tem p era tu re  series do no t va ry  w ith  th e  level of th e  
noise and  observed series. Practically, th e  SDM  p a ram ete rs  a re  independen t of 
th e  s ta te —vector = {et-i,Zt~i}. T his is  also tru e  for th e  m in im um  tem p era tu re
series for H ackberry. Such p a tte rn s  suggest a n  underly ing  lin e a r  s tu c tu re  for 
th e  series of th ese  sta tions.
F o r a ll o th er sta tions, th e  general tre n d  is for th e  SDM  p a ra m ete rs  to 
linearly  increase  or decrease w ith  th e  level of th e  observed an d  res idua l series. 
The tren d  line  in  m ost cases, varies from  a  m odera te  slope (e.g. A lexandria) to 
one w ith  a  steep  slope (e.g. B aton  Rouge an d  Houm a). As suggested by 
Priestley(1988), these  p a tte rn s  a re  charac teristic  of a  b ilin ear m odel struc tu re . 
I t  is  th u s  ind icated , th a t  a  b ilin ear m odel class is  a  likely  cand idate  class for th e  
tem p era tu re  series.
T he re su lts  o f th is  m odel class iden tification  using  a n  SDM  m odel confirm  
th e  re su lts  of th e  exploratory d a ta  analysis. L in earity  te s ts  perform ed in  
C h ap te r III  ind icated  th a t  the  tem p era tu re  series for H ackberry  a re  indeed  
linear. H ence, a  lin e a r  model would be appropria te . T his is no t unexpected since
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F ig u r e  4 .2 . SDM  param eters as a function o f noise and observed series for
Alexandria m inim um  tem perature.
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F ig u r e  4.3. SDM parameters as a function of noise and observed series for
Baton Rouge maximum temperature.
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F ig u re  4.5. SDM parameters as a function of noise and observed series for
Bogalusa maximum temperature.
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F ig u r e  4.7. SDM param eters as a function of noise and observed series for
Hackberry m axim um  temperature.
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F ig u re  4.8. SDM parameters as a function of noise and observed series for
Hackberry minimum temperature.
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Houma minimum temperature.
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F ig u r e  4.12. SDM parameters as a function of noise and observed series for St.
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F ig u re  4.13. SDM parameters as a function of noise and observed series for
Shreveport maximum temperature.
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th e  score te s t  for linearity  w as m ade on a  null hypothesis th a t  th e  series 
conforms to an  ARMA(1,1) process, again st th e  alterna tive  of a  b ilinear process. 
In  some sta tions, m oderate b ilinearity  is  indicated. For exam ple, th e  m axim um  
tem p era tu re  series for A lexandria passed  th e  K eenan’s te s t  for lin earity  a t  6.2% 
significance level b u t failed th e  s core te s t  a t  th e  1% level o f significance. F  or th is  
s ta tion , th e  plots of th e  SDM p aram eters  as a  function of th e  observed and/or 
residual series have a  m oderate slope th a t  indicate  a  possible b ilinear struc tu re .
A t th is  point, we cannot discount the  possibility of a  b ilinear model for th e  
tem p era tu re  series. The identification scheme as p resented , suggested th a t  
m odeling efforts can be directed to th e  b ilinear model class. However, for 
com parison, s tan d ard  lin ea r ARMA models were also explored. U nder certa in  
conditions, th e  b ilinear model degenerates to an  ARMA model.
Model Fitting and Parameter Estimation
Several b ilinear and  ARMA models were fitted  to the  different series. The 
b est m odel for each class w as selected and  consequently used  for va lidating  the  
m odel for d a ta  sim ulation  and  augm entation  using  diagnostic checks for model 
adequacy. The different models fitted  were as follows: AR(1), AR(2), ARMA(1,1), 
and  ARMA(1,3) for ARMA class and BL(1,0,1,1), BL(1,1,1,1), BL(1,2,1,1), and  
BL(1,0,1,2) for th e  b ilinear m odel class.
T he p a ram ete r estim ation  and  diagnostic checking uses th e  whole 
h isto rical record for each sta tion  as specified in  Table 3.1. However, for m odel 
va lidation  for d a ta  sim ulation, a  different se t of param eters w ere used.
The p aram eter estim ation  schem e adopted is the  non linear le a s t-sq u a re s  
technique. The PROC MODEL rou tine of th e  SAS/ETS package w as used.
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D eta ils  o f th e  com putational m ethods used  in  th e  PRO C M ODEL a re  given in  
th e  SA S/ETS u se rs  guide.
Diagnostic Checks for Model Adequacy
F o r th e  m odels described in  C h a p te r II, i t  w as assum ed  th a t  th e  res id u a ls  
re su ltin g  from  th e  fitted  m odel conform  to a  G a u ss ia n  w h ite  noise process. 
D iagnostic  checks fo r m odel adequacy  req u ired  verify ing  th e  assu m p tio n s on th e  
re s id u a l sequence {ej, p a rticu la rly  w ith  resp ec t to app rox im ate  w h iteness 
and /o r norm ality .
L et rk(et,et-k) be th e  sam ple  au toco rre la tion  of th e  fitted  re s id u a ls  for lag  
k , k = l,2 .... A sim ple te s t  for th e  w h iteness o f th e  {e*} m ay  be constructed  by 
p lo ttin g  th e  rk(et)et-k) a s  a  function of lag  k  say  for k = l,2  ... L  (L « N ) .  U n d er 
th e  n u ll hypo thesis of w h ite  noise i t  is  w ell know n th a t  Jn r* (  for k = l,2  ... L  ) 
a re  asym pto tica lly  in d ep en d en t and  G au ssian  w ith  zero m ean  an d  u n i t  variance  
(Tong, 1983). H ence, for a  given significance level, ap p ro p ria te  confidence lim its 
can  be e stab lish ed  for th e  e stim ated  au toco rre la tion  coefficients. In  practice, 
usually , th e  f irs t  few au toco rre la tions a re  closely w atched.
A form al te s t  for th e  independence o f th e  res id u a ls  in tro d u ced  by L jung  
an d  Box (1978) w as used . T he te s t  s ta tis tic  is,
m
Q =n( n +  2 )  £  z-2 (Z„Z,_*) /(/J  -  k) (4.1)
k= 1
w here  r* (Z,, Zt _k) is  th e  lag  k  au toco rre la tion  of th e  res id u a ls  e ,^ m  is  th e  
m axim um  lag  considered  an d  N  is th e  to ta l n u m b er of observations. The
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s ta tis tic  Q  is  app rox im ate ly  d is tr ib u ted  as a x 2 w ith  (m -R ) degrees o f freedom  
an d  R  is  th e  to ta l n u m b e r of p a ra m e te rs  f itted  fo r th e  m odel.
T he A kaike In fo rm ation  C rite rion  (AIC) can  be u sed  to  se lec t th e  b e s t 
m odel am ong com peting m odels w ith in  a  p a r tic u la r  m odel class. T he  AIC is  
com puted  as
AIC = N  In <t| + 2R (4.2)
A
w here  o f is  th e  e s tim ated  variance  of th e  fitted  re s id u a ls  an d  R is  th e  to ta l 
n u m b er of p a ra m e te rs  fitted . The AIC selects th e  b e s t m odel in  te rm s  of 
m im im um  variance  of th e  re s id u a ls  a n d  m odel parsim ony. T he form er is 
accounted  for by  th e  f irs t  te rm  on th e  R .H .S of (4.2), w hile  th e  la t te r  is reflected  
in  th e  rem a in in g  term .
I t  w as a ssum ed  th a t  th e  res id u a l sequence {et } fo r a ll m odels is  a  s tr ic t 
w h ite  noise sequence (i.e. iden tica lly  a n d  in d ep en d en tly  d is tr ib u te d  norm al 
v a ria te s )  in  th e  d ifferen t ARMA an d  b ilin ear m odels exp lored  in  th is  study. T h is 
a ssu m p tio n  is desirab le  since i t  w ould lead  to  th e  equ ivalence of th e  
le a s t^ sq u a re s  techn ique  to  th e  m axim um  likelihood ap p ro ach  w ith  resp ec t to 
p a ra m e te r  e stim atio n  (Priestley, 1988).
D iagnostic  checks w ere applied  to th e  re s id u a l se ries o f th e  d ifferen t 
m odels. In  each  case, analyses w ere done to  d e te rm in e  w h e th e r  th e  res id u a l 
se ries constitu tes a  s tr ic t w hite noise sequence. T h is req u ired  te s tin g  for 
independence  a n d  n o rm ality  o f th e  res id u a l series. R esu lts  o f th e  d ifferen t te s ts  
a re  p re sen te d  in  Tables 4.1 an d  4.2.
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The resu lts  of th e  autocorrelation  te s t  a re  given in  te rm s of th e  percentage 
th a t  th e  sam ple au tocorrelation of th e  residual series are  w ith in  5 percen t 
significance level of being  zero (out of 200 lags considered). As indicated, the  
residuals a re  no t independen t a t  th e  5 percen t level. For all s ta tions a n d  for all 
m odels, th e  rela tive  scores of passing  th e  te s t  range from  130 to 170 lags (65% 
to 85%) for m axim um  tem pera tu re . The figures for th e  m inim um  tem p era tu re  
a re  slightly  better, rang ing  from  160 to 190 lags (80% to 95%). O n com paring 
across m odel classes, th e re  is no t m uch difference betw een re su lts  of the  
different m odels.
Generally, except for th e  S hreveport series, th e  residual sequence for 
m axim um  tem p era tu re  Eire uncorrelated  a t  a  30% level of significance. For 
m i n i m u m  tem pera tu re , except for th e  H ackberry  series, th e  residual series for 
all o th er sta tions can be considered independen t a t  the  10% level of significance. 
In  alm ost all cases, th e  firs t five residual correlations a re  v irtua lly  zero.
The com puted po rtem an teau  sta tis tics  a re  generally  large. The sta tistics 
w ere com puted for a  m axim um  lag of200 days. Only the  sta tis tics a re  p resen ted  
in  th e  tab le, since in  a lm ost all cases, the  te s t  failed. Overall, the  sm allest value 
of the  po rtem an teau  sta tis tics w ere obtained for th e  ARMA( 1,1) an d  ARMA( 1,3) 
for th e  lin ea r ARMA class and BL(1,1,1,1) and  BL(1,2,1,1) for th e  b ilin ear class.
T he re su lts  of th e  norm ality  te s ts  a re  ra th e r  d isappoin ting  w ith  respect 
to th e  desired norm ality  assum ption  on th e  residual series. The re la tive  scores 
(percentage of 365 days) of passing  th e  two te s ts  a re  below 50% for m axim um  
tem pera tu re . In  h a lf  of th e  year, th e  model residuals a re  nonnorm al. The resu lts
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T able 4.1. Diagnostic checks for various models for maximum temperature.
Model MSE ACF 
% Pass
Fisher 
% Pass
Shapiro 
% Pass
Porte-
Manteau
AIC
ALEXANDRIA
ARMA(1,0) 0.7081 75.0 39.7 40.0 761.9 -5166.3
ARMA(1,1) 0.7075 73.0 40.0 40.5 796.4 -5177.3
ARMA(1,3) 0.6964 91.0 38.9 41.6 316.7 -5409.5
BL(1,0,1,1) 0.7080 75.0 39.5 40.5 753.8 -5167.5
BL(1,1,1,1) 0.7069 73.0 40.5 41.4 786.2 -5188.5
BL(1,2,1,1) 0.7039 79.0 38.9 41.6 613.3 -5251.1
BL(1,0,1,2) 0.7080 75.5 40.0 40.5 740.5 -5167.5
BATON ROUGE
ARMA(1,0) 0.7278 83.5 38.4 38.9 583.3 —4756.0
ARMA(1,1) 0.7273 84.0 39.2 39.7 604.7 —4764.8
ARMA(1,3) 0.7177 92.5 39.2 36.4 268.3 -4958.5
BL(1,0,1,1) 0.7267 84.5 38.1 38.4 584.8 —4776.1
BL(1,1,1,1) 0.7252 82.5 39.5 40.5 603.6 -4804.7
BL(1,2,1,1) 0.7223 84.0 38.9 39.7 471.9 -4864.3
BL(1,0,1,2) 0.7275 84.0 38.1 38.1 567.0 —4760.9
BOGALUSA
ARM A( 1,0) 0.6975 74.5 27.9 28.8 468.0 -5391.9
ARMA(1,1) 0.6974 75.5 28.2 28.8 477.9 -5392.8
ARMA(1,3) 0.6907 89.0 37.3 37.3 2321.3 -5531.5
BL(1,0,1,1) 0.6976 74.5 28.2 29.0 465.7 -5389.4
BL(1,1,1,1) 0.6973 75.5 28.2 29.3 474.4 -5392.6
BL(1,2,1,1) 0.6955 76.5 27.9 31.2 405.2 -5431.7
BL(1,0,1,2) 0.6974 74.5 27.9 28.2 456.9 -5392.6
HACKBERRY
ARM A( 1,0) 0.8480 74.5 50.1 50.4 603.1 -1744.1
ARMA(1,1) 0.8477 75.5 50.4 50.4 573.9 -1745.7
ARMA(1,3) 0.8375 89.0 50.4 49.6 300.0 -1869.8
BL(1,0,1,1) 0.8481 74.5 50.1 50.4 603.2 -1740.9
BL(1,1,1,1) 0.8477 75.5 50.4 50.1 571.6 -1743.5
BL(1,2,1,1) 0.8465 76.5 50.1 51.2 562.1 -1758.8
BL(1,0,1,2) 0.8474 74.5 50.7 50.4 618.3 -1749.7
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T ab le 4.1. continuation
Model MSE ACF 
% Pass
Fisher 
% Pass
Shapiro 
% Pass
Porte-
Manteau
AIC
HOUMA
ARMA(1,0) 0.7374 85.0 41.1 44.7 501.7 -4560.8
ARMA(1,1) 0.7361 83.5 42.7 46.6 516.9 -4584.9
ARMA(1,3) 0.7305 92.5 43.8 47.4 281.8 —4693.4
BL(1,0,1,1) 0.7360 85.0 42.5 46.6 510.8 —4586.3
BL(1,1,1,1) 0.7332 82.5 44.4 48.5 519.6 -4639.8
BL(1,2,1,1) 0.7331 86.5 44.1 47.9 394.9 -4683.6
BL(1,0,1,2) 0.7363 85.0 42.2 46.0 472.7 -4580.8
SHREVEPORT
ARMA(1,0) 0.6587 83.0 46.0 46.8 649.6 -6249.4
ARMA(1,1) 0.6573 82.0 47.1 46.6 674.1 -6278.9
ARMA(1,3) 0.6475 92.5 47.4 46.0 250.7 -6500.5
BL(1,0,1,1) 0.6587 83.0 46.0 46.6 646.0 -6247.2
BL(1,1,1,1) 0.6569 82.5 46.6 47.1 659.0 -6286.0
BL(1,2,1,1) 0.6534 84.5 46.6 44.9 484.7 -6365.3
BL(1,0,1,2) 0.6585 83.0 45.5 46.6 622.8 -6253.1
ST. JOSEPH
ARM A( 1,0) 0.7060 80.5 39.7 38.1 637.2 -5210.8
ARMA(l.l) 0.7035 78.5 39.2 40.5 648.1 -5263.2
ARMA(1,3) 0.6931 94.0 38.9 38.4 245.9 -5480.0
BL(1,0,1,1) 0.7059 80.0 39.7 40.8 640.9 -5209.9
BL(1,1,1,1) 0.7024 78.5 38.6 41.1 647.4 -5282.4
BL(1,2,1,1) 0.6987 84.0 39.2 40.0 457.4 -5362.8
BL(1,0,1,2) 0.7057 80.5 40.3 38.6 612.8 -5214.8
I l l
T able 4.2. Diagnostic checks for various models for minimum temperature.
Model MSE ACF 
% Pass
Fisher 
% Pass
Shapiro 
% Pass
Porte-
Manteau
AIC
ALEXANDRIA
ARM A( 1,0) 0.6313 95.5 72.1 75.1 497.8 -6885.4
ARMA(l.l) 0.6251 90.0 72.6 72.9 353.5 -7031.9
ARMA(1,3) 0.6211 95.0 71.8 74.2 231.6 -7122.4
BL(1,0,1,1) 0.6292 91.0 73.2 75.1 454.6 -6934.5
BL(1,1,1,1) 0.6244 90.0 73.4 72.9 347.1 -7045.7
BL(1,2,1,1) 0.6255 93.0 72.1 73.7 357.8 -7019.4
BL(1,0,1,2) 0.6312 91.0 71.2 75.6 509.6 -6876.9
BATON ROUGE
ARMA(1,0) 0.5881 90.5 86.0 86.0 721.9 -7948.6
ARMA(1,1) 0.5744 85.0 87.1 87.7 402.6 -8299.3
ARMA(1,3) 0.5692 93.0 86.0 84.1 225.6 -8429.6
BL(1,0,1,1) 0.5828 91.0 86.3 86.3 688.3 -8081.4
BL(1,1,1,1) 0.5706 87.5 89.3 86.8 392.7 -8394.3
BL(1,2,1,1) 0.5728 92.0 86.7 84.4 423.9 -8336.9
BL(1,0,1,2) 0.5881 90.5 86.0 85.5 720.4 -7944.5
BOGALUSA
ARM A( 1,0) 0.6110 92.0 75.8 76.9 587.2 -7376.8
ARMA(1,1) 0.6003 93.0 74.5 77.3 327.9 -7636.9
ARMA(1,3) 0.5973 96.5 74.2 78.4 216.4 -7707.9
BL(1,0,1,1) 0.6059 92.0 75.6 77.8 521.9 -7496.6
BL(1,1,1,1) 0.5979 92.5 75.1 77.5 322.6 -7694.1
BL(1,2,1,1) 0.5985 93.0 75.3 78.9 331.1 -7679.1
BL(1,0,1,2) 0.6109 92.0 75.9 76.9 594.2 -7374.0
HACKBERRY
ARMA(1,0) 0.6369 82.5 78.1 80.3 501.4 -4775.2
ARMA(1,1) 0.6334 81.5 76.7 80.0 479.7 -4832.6
ARMA(1,3) 0.6267 91.0 77.8 80.8 270.5 -4939.8
BL(1,0,1,1) 0.6359 82.5 78.1 80.3 474.0 —4791.5
BL(1,1,1,1) 0.6332 82.5 77.3 79.4 470.9 -4833.5
BL(1,2,1,1) 0.6319 85.0 77.5 80.6 400.1 -4855.4
BL(1,0,1,2) 0.6371 82.5 78.1 80.3 501.2 —4771.6
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T a b le  4.2. continuation
Model MSE ACF 
% Pass
Fisher 
% Pass
Shapiro 
% Pass
Porte-
Manteau
AIC
HOUMA
ARM A( 1,0) 0.6527 90.0 75.9 76.2 461.3 -6386.4
ARMA(1,1) 0.6496 88.0 75.3 76.2 415.0 -6454.8
ARM A( 1,3) 0.6434 95.5 75.3 76.9 215.0 -6595.6
BL(1,0,1,1) 0.6504 90.0 75.6 76.7 436.2 -6436.4
BL(1,1,1,1) 0.6484 88.5 75.9 76.9 407.1 -6480.3
BL(1,2,1,1) 0.6458 91.0 76.2 77.8 324.2 -6540.9
BL(1,0,1,2) 0.6528 90.0 75.9 76.2 463.3 -6383.1
SHREVEPORT
ARMA(1,0) 0.5893 87.0 84.7 82.7 744.1 -7918.1
ARMA(1,1) 0.5719 86.5 86.9 86.9 412.2 -8294.9
ARMA(1,3) 0.5703 91.5 85.2 85.2 284.6 -8356.7
BL(1,0,1,1) 0.5766 88.0 84.7 82.7 723.3 -8034.9
BL(1,1,1,1) 0.5738 87.0 85.5 84.9 394.7 -8403.8
BL(1,2,1,1) 0.5845 89.0 84.4 83.0 432.2 -8310.3
BL(1,0,1,2) 0.5889 87.5 84.1 83.3 733.2 -7923.4
ST. JOSEPH
ARMA(1,0) 0.6033 89.0 74.2 74.2 683.5 -7566.5
ARMA(1,1) 0.5903 87.5 76.2 74.8 376.9 -7890.2
ARMA(1,3) 0.5865 92.0 73.7 73.4 248.7 -7982.1
BL(1,0,1,1) 0.5983 89.0 75.3 72.9 615.5 -7687.3
BL(1,1,1,1) 0.5881 86.5 76.7 73.9 375.5 -7942.3
BL(1,2,1,1) 0.5907 90.0 75.9 72.1 418.9 -7876.0
BL(1,0,1,2) 0.6033 89.0 74.5 74.2 689.9 -7563.7
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a re  m uch  b e tte r  for m in im u m  tem pera tu re . The rela tive  scores range from  70  
to 8 0  percent.
In  selecting th e  best model w ith in  each class, th e  AIC estim ates appear 
to provide a  m uch b e tte r  d iscrim inating  criterion. W ithin the  ARMA class, the  
ARMA(1,3) m odel gives th e  le a s t AIC value followed by th e  ARMA(1,1). The 
BL(1,1,1,1) followed by the  BL(1,2,1,1) gives th e  le a s t AIC for m inim um  
tem p era tu re  w hile th e  BL(1,2,1,1) followed by the  BL(1,1,1,1) m odel gives the 
le a s t AIC values for m axim um  tem pera tu re . The difference betw een th e  AIC 
estim ates for th e  BL(1,1,1,1) and  BL(1,2,1,1) m odels a re  no t large.
Model Validation Through Data Simulation
Model va lida tion  for th e  BL(1,1,1,1) and  ARMA(1,1) models were 
perform ed using  d a ta  sim ulation. The param ete rs  of th e  m odels a re  given in  
Tables 4.3 an d  4 .4 . I t  is observed th a t  the  b ilinear coefficients for th e  m axim um  
and m inim um  tem p era tu re  series for H ackberry  and  th e  m inim um  tem p era tu re  
series for Bogalusa a re  no t significant a t  th e  5 % level. The non-significance of 
th e  coefficient suggests th a t  for these  sta tions, th e  series a re  indeed  linear. This 
w as confirm ed earlie r based  on th e  resu lts  of th e  exploratory  d a ta  analyses 
(particu larly  th e  te s t  for linearity) and  th e  m odel fitting  re su lts  using  the  
SDM(1,1) model.
D a ta  series equal to the  leng th  of th e  observed d a ta  w ere generated  to 
evaluate  th e  selected ARMA and  b ilinear models. D aily m eans an d  variances 
of th e  sim ula ted  d a ta  series were estim ated  and com pared w ith  th e  observed 
m eans and  variances using  a  t - t e s t  and F - te s t , respectively. R esu lts of the
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T able 4.3. Model specifications for ARMA(1,1) and BL(1,1,1,1) for maximum
temperature.
Station
ARMA(1,1) BL(1,1,1,1)
a 2 <*>l ©i a 2 ©I bn
Alexandria 0.70750 0.62757
(64.93)
-0.05226
(-4.21)
0.70686 0.62893
(64.36)
-0.07297
(-5.58)
-0.01579
(-3.87)
Baton Rouge 0.72726 0.63817
(67.5)
-0.04757
(-3.88)
0.72521 0.64424
(66.75)
-0.08219
(-6.40)
-0.02672
(-6.88)
Bogalusa 0.69739 0.63334
(65.08)
-0.02819
(-2.24)
0.69729 0.63388
(64.75)
-0.03808
(-2.83)
-0.0081
(-1.84)
Hackberry 0.84772 0.67702
(62.16)
0.03675
(2.48)
0.84772 0.67662
(61.62)
0.04403
(2.84)
0.00367
(0.99)
Houma 0.73606 0.61967
(63.71)
-0.07099
(-5.76)
0.73324 0.63008
(63.37)
-0.10746
(-8.36)
-0.03117
(-8.02)
St Joseph 0.70345 0.60689
(62.39)
-0.10238
(-8.41)
0.70244 0.60905
(62.01)
-0.12758
(-9.89)
-0.01912
(-4.80)
Shreveport 0.65732 0.63045
(67.09)
-0.07764
(-6.43)
0.65690 0.63068
(66.69)
-0.09309
(-7.36)
-0.01502
(-3.31)
NOTE: Parameter in bold and italic type is not significant at the 5% level of significance.
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T ab le  4.4. Model specifications for ARMA(1,1) and BL(1,1,1,1) for minimum
temperature.
Station
ARMA(1,1) BL(1,1,1,1)
a2 a>, 01 a2 *1 01 bu
Alexandria 0.62508 0.59069
(60.89)
-0.14891
(-12.53)
0.62440 0.59276
(61.38)
-0.13516
(-11.18)
0.01854
(4.21)
Baton Rouge 0.57435 0.61211
(69.39)
-0.21873
(-20.10)
0.57062 0.61247
(69.48)
-0.20573
(-18.97)
0.04938
(9.70)
Bogalusa 0.60033 0.59868
(64.98)
-0.19462
(-17.25)
0.59794 0.60131
(65.56)
-0.17434
(-15.18)
0.03325
(7.91)
Hackberry 0.63339 0.62195
(56.31)
-0.11716
(-8.36)
0.63319 0.62315
(56.61)
-0.10639
(-7.36)
0.0127
(2.13)
Houma 0.64964 0.61965
(65.97)
-0.10977
(-9.23)
0.64843 0.61953
(66.20)
-0.09202
(-7.60)
0.02387
(5.51)
St Joseph 0.59026 0.56407
(58.18)
-0.21711
(-18.94)
0.58811 0.56767
(58.82)
-0.19751
(-16.96)
0.03309
(7.11)
Shreveport 0.57452 0.58027
(62.51)
-0.23405
(-21.12)
0.57026 0.58473
(63.28)
-0.22604
(-20.64)
0.05857
(11.10)
NOTE: Parameter in bold and italic type is not significant at the 5% level of significance.
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comparisons a re  p resen ted  in  Tables 4.5 through  4.11. Tests for the  linearity  
or non linearity  of th e  sim ulated series were also carried  out.
The resu lts  of the  t - te s t  for m eans and  F - te s t  for variances a re  given in  
term s of the num ber of days and  relative scores (percentage) of passing  the 
corresponding te s ts  a t  th e  5% level of significance on a  seasonal and  nonseasonal 
basis. The sim ulated  daily m eans and  variances compared well w ith  the 
observed series m eans and variances for both models. The percentage failures 
in  both  models a re  , on the  average, two m onths for all stations. In  m ost cases, 
th e  high scores of failing the  test, are  obtained during sum m er and/or fall. H igh 
scores of failing th e  te s t for variances a re  observed for St. Joseph and Shreveport 
for m inim um  tem pera tu re  and  H ackberry for m axim um  tem peratu re . The 
b ilinear model generally  gave higher scores of passing the  te s ts  during  the 
w in ter and  spring  th a n  the  ARMA model.
The scores on the  F—tes t for the  b ilinear model a re  slightly h igher th an  
the  scores for the  ARMA model. This is particu larly  tru e  for those sta tions th a t 
failed the tes ts  for linearity  (e.g. B aton Rouge for m axim um  tem perature; 
Houm a, St. Joseph  and Bogalusa for m inim um  tem perature). For these 
stations, the  scores for w in ter and/or spring are  generally high. D uring  these 
seasons, the  tem pera tu re  series have h igher variability. H igher scores on the 
te s t  for variance by th e  the  b ilinear model suggest th a t  th e  model is capable of 
reproducing th e  variability  in  the  observed series.
Tables 4.12 and  4.13 p resen t the  resu lts of th e  te s ts  for linearity  of the 
sim ulated series u sing  the  BL(1,1,1,1) and ARMA(1,1) models for th e  different 
stations. At the  5% level of significance the  sim ulated m axim um  tem pera tu re  
series using a  b ilinear model for Bogalusa and H ackberry are linear.
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T ab le  4.5. Comparison of BL(1,1,1,1) and ARMA(1,1) sim ulated daily m eans
and variances w ith the observed m eans and variances for the temperature
series at Alexandria.
MAXIMUM TEMPERATURE MINIMUM TEMPERATURE
Season Mod­ t -  test for F - t e s t  for t - t e s t  for F - t e s t  for
el mean1 variance 2 mean variance
Days % Days % Days % Days %
Winter BL 82 91.1 82 91.1 88 97.8 86 95.6
AR 73 81.1 85 94.4 87 96.6 83 92.2
Spring BL 81 88.0 81 88.0 85 92.4 76 82.6
AR 90 97.8 82 89.1 86 93.5 78 84.8
Summer BL 71 77.2 82 89.1 69 75.0 76 82.6
AR 76 82.6 84 91.3 69 0.75 77 83.7
Fall BL 72 79.1 83 91.2 79 85.9 65 70.7
AR 77 84.6 82 90.1 76 83.5 74 81.3
Year BL 306 83.8 328 89.9 321 87.9 303 83.0
AR 325 89.0 333 91.2 318 87.1 312 85.5
1 Number of days and percentage passing the test at the 5% level of significance.
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T ab le 4.6. Comparison of BL(1,1>1»1) and ARMA(1,1) simulated daily means
and variances with the observed means and variances for the temperature
series a t Baton Rouge.
MAXIMUM TEMPERATURE MINIMUM TEMPERATURE
Season Mod­ t - t e s t  for F - t e s t  for t - t e s t  for F - t e s t  for
el mean1 variance mean variance
Days % Days % Days % Days %
Winter BL 86 93.5 83 92.2 85 94.4 80 88.9
AR 84 93.3 80 88.9 89 98.9 82 91.1
Spring BL 80 86.9 84 91.3 85 92.4 69 75.0
AR 84 91.3 78 84.8 88 95.7 66 71.7
Summer BL 59 64.1 80 87.0 67 72.8 78 84.8
AR 66 71.7 77 83.7 66 71.7 73 79.3
Fall BL 73 80.2 83 91.2 67 73.6 64 70.3
AR 76 83.5 81 89.0 71 78.0 62 68.1
Year BL 298 81.6 330 90.4 304 83.3 291 79.7
AR 310 84.9 316 86.6 314 86.0 293 77.5
1 Number of days and percentage passing the test at the 5% level of significance.
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T able 4.7. Comparison of BL(1,1,1,1) and ARMA(1,1) simulated daily m eans
and variances w ith the observed means and variances for the temperature
series at Bogalusa.
MAXIMUM TEMPERATURE MINIMUM TEMPERATURE
Season Mod­ t -  test for F - t e s t  for t - t e s t  for F - t e s t  for
el mean1 variance 2 mean variance
Days % Days % Days % Days %
Winter BL 82 89.1 85 92.4 87 96.7 81 90.0
AR 81 90.0 82 91.0 85 94.4 81 90.0
Spring BL 81 88.0 89 96.7 86 93.5 75 81.5
AR 78 84.8 82 91.1 87 94.6 65 70.7
Summer BL 64 69.6 75 81.5 70 76.1 78 84.8
AR 62 67.4 81 89.1 76 82.6 70 76.1
Fall BL 79 86.8 86 94.5 67 73.6 67 73.6
AR 79 86.8 87 88.0 67 73.6 68 74.7
Year BL 306 83.8 335 91.8 310 84.9 301 82.5
AR 300 82.2 332 95.6 315 86.3 284 77.8
1 Number of days and percentage passing the test at the 5% level of significance.
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T ab le  4 .8 . Comparison of BL( 1,1,1,1) and ARMA( 1,1) sim ulated daily m eans
and variances w ith  the observed m eans and variances for the tem perature
series at Hackberry.
MAXIMUM TEMPERATURE MINIMUM TEMPERATURE
Season Mod­ t - t e s t  for F - t e s t  for t - t e s t  for F  — test for
el mean1 variance mean variance
Days % Days % Days % Days %
Winter BL 86 95.6 68 75.6 85 94.4 88 97.8
AR 85 94.4 75 83.3 79 87.8 86 95.6
Spring BL 83 90.2 57 61.9 85 92.4 88 95.7
AR 83 90.2 57 61.9 85 92.4 85 92.4
Summer BL 82 89.1 74 80.4 69 75.0 87 94.6
AR 73 79.3 84 91.3 58 63.0 83 90.2
Fall BL 84 92.3 62 68.1 72 79.1 77 84.6
AR 80 87.9 69 75.8 76 83.5 82 90.1
Year BL 335 91.8 261 71.5 311 85.2 340 93.2
AR 321 87.9 285 78.1 298 81.6 336 92.1
1 Number of days and percentage passing the test at the 5% level of significance.
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T ab le 4 .9 . Comparison of BL(1,1,1,1) and ARMA(1,1) simulated daily means
and variances with the observed means and variances for the temperature
series a t Houma.
MAXIMUM TEMPERATURE MINIMUM TEMPERATURE
Season Mod­ t - t e s t  for F - t e s t  for t - t e s t  for F - t e s t  for
el mean 1 variance 2 mean variance
Days % Days % Days % Days %
Winter BL 89 98.9 82 91.1 81 90.0 87 96.6
AR 83 92.2 85 94.4 86 95.6 87 96.7
Spring BL 81 88.0 80 86.9 90 97.8 89 96.7
AR 81 88.0 78 84.8 89 96.7 83 90.2
Summer BL 65 70.7 73 79.3 56 60.9 71 77.2
AR 68 73.9 73 79.3 57 62.0 74 80.4
Fall BL 76 83.5 83 91.2 67 73.6 84 92.3
AR 74 74.0 82 90.1 67 73.6 74 81.3
Year BL 311 85.2 318 87.1 294 80.5 331 90.7
AR 306 83.8 318 87.1 299 81.9 318 87.1
1 Number of days and percentage passing the test at the 5% level of significance.
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T ab le  4 .10. Comparison of BL(1,1,1,1) and ARMA(1,1) sim ulated daily m eans
and variances w ith the observed m eans and variances for the tem perature
series a t St. Joseph.
MAXIMUM TEMPERATURE MINIMUM TEMPERATURE
Season Mod­ t - t e s t  for F - t e s t  for t - t e s t  for F - t e s t  for
el mean1 variance mean variance
Days % Days % Days % Days %
Winter BL 83 92.2 85 94.4 88 97.8 73 81.1
AR 80 88.9 84 91.3 84 93.3 76 84.4
Spring BL 78 84.8 84 91.3 86 93.5 61 66.3
AR 79 85.9 87 94.6 87 94.6 63 68.5
Summer BL 70 76.1 74 80.4 83 90.2 69 75.0
AR 71 77.2 84 91.3 74 80.4 65 70.7
Fall BL 75 82.4 87 95.6 80 87.9 57 62.6
AR 77 84.6 86 94.5 77 84.6 48 52.7
Year BL 306 83.8 330 90.4 337 92.3 260 71.2
AR 307 84.1 341 93.4 322 88.2 252 69.0
1 Number of days and percentage passing the test at the 5% level of significance.
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T ab le  4.11. Comparison of BL(1,1,1,1) and ARMA(1,1) sim ulated daily m eans
and variances w ith  the observed m eans and variances for the temperature
series a t Shreveport.
MAXIMUM TEMPERATURE MINIMUM TEMPERATURE
Season Model t - t e s t  tor F - t e s t  for t - t e s t  for F - t e s t  for
mean1 variance 2 mean variance
Days % Days % Days % Days %
Winter BL 81 90.0 89 98.9 84 93.3 73 81.1
AR 81 90.0 85 94.4 84 93.3 68 75.6
Spring BL 79 85.9 83 90.2 84 91.3 57 62.0
AR 84 91.3 87 94.6 85 92.4 58 63.0
Summer BL 61 66.3 80 86.9 75 81.5 76 82.6
AR 68 73.9 86 93.5 77 83.7 80 86.9
Fall BL 79 86.8 89 96.7 79 86.8 58 63.7
AR 74 81.3 84 92.3 77 84.6 60 65.9
Year BL 300 82.2 341 93.4 322 88.2 264 72.3
AR 307 84.1 342 93.7 323 88.5 265 72.6
1 Number of days and percentage passing the test at the 5% level of significance.
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T he sim ula ted  series for A lexandria and  H ackberry  a re  also lin ea r for 
m in im u m  tem pera tu re . The resu lts  o f th e  te s t a re  no t unexpected. The 
exploratory d a ta  analyses for H ackberry  indicated  a  lin ea r s tru c tu re  for th e  
tem p era tu re  series. Model fitting  for th e  b ilin ear model also show ed th a t  th e  
b ilin ear m odel coefficient for B ogalusa an d  H ackberry  a re  no t significant. For 
the  o th er sta tions, th e  b ilinear model p reserves th e  non linearity  in  th e  observed 
series. T he sim u la ted  series are  highly nonlinear. In  con trast, th e  ARMA 
sim ula ted  series for all sta tions passed  th e  te s ts  for linearity . T his re su lt shows 
th a t  th e  non linearity  in  the  observed series cannot be sim ula ted  by  using  a  
lin ea r ARMA model.
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T a b le  4.12. K eenan ’s te s t  for lin e a rity  of BL(1,1,1,1) s im u la ted  se ries
Station
BL(1,1,1,1)
Maximum
Temperature
Minimum
Temperature
F Pr > F F Pr > F
Alexandria 17579 <0.001 2.326 0.127
Baton Rouge 21.783 <0.001 38.850 <0.001
Bogalusa 0.222 0.638 16.066 <0.001
Hackberry 1.545 0.214 0.553 0.457
Houma 7.519 <0.001 17.122 <0.001
St Joseph 12266 <0.001 9.612 <0.001
Shreveport 6 2 3 6 <0.001 5 9 396 <0.001
MOTE: F—value in bold and italic type is significant at the 5% level of significance. 
T a b le  4.13. K een an ’s te s t  for lin e a rity  of ARMA(1,1) s im u la ted  series.
Station
ARMA(1,1)
Maximum
Temperature
Minimum
Temperature
F Pr > F F Pr > F
Alexandria 0.004 0.950 0.037 0.847
Baton Rouge 0.161 0.688 0.634 0.426
Bogalusa 3.774 0.052 0.278 0.598
Hackberry 0.829 0.363 3.463 0.063
Houma 0.635 0.426 0.130 0.718
St Joseph 3.491 0.062 2.968 0.085
Shreveport 0.682 0.409 3.822 0.051
C h ap ter V
SPATIAL ANALYSIS OF MODEL PARAMETERS
The BL(1,1,1,1) m odel for m axim um  and  m inim um  tem pera tu re  in  the  
previous study  w as fitted  to d a ta  series for 49 clim ate sta tions in  L ouisiana, and  
15 sta tions along the  borders o f Texas, A rkansas and  M ississippi. A nalysis of 
th e  sp a tia l characteristics o f th e  F ourie r coefficients describing th e  seasonal 
varia tions of th e  daily  m eans and  s tan d ard  deviations of the  series, and  the  
m odel p a ram ete rs  of the  fitted  BL(1,1,1,1) m odel w ere performed.
Exploratory Spatial Analysis 
Fourier Coefficients
Table 5.1 p resen ts th e  sum m ary  sta tis tics  of the  different F ourier 
coefficients (Aq, A i, and  Bi) for th e  m ean  and s tan d ard  deviation of the  
tem p era tu re  series. The coefficients o f varia tion  a re  relatively  sm all, rang ing  
from  1.5 percen t to  11.0 percen t for all coefficients. In  m ost cases, the  
d is tribu tion  of the  coefficients is, roughly, sym m etrical. The skew ness 
coefficients a re  generally  low. The p -va lu es  of th e  Shapiro-W ilk te s t  for 
norm ality  ind icate  th a t  in  seven out of tw elve coefficients, the  hypothesis of 
norm ality  cannot be rejected a t  th e  5% level. These resu lts  suggest th a t  the  
d istribu tion  of th e  different coefficients can be assum ed norm al.
Contour m aps of th e  different F ourier coefficients for the  daily m eans and  
s tan d a rd  deviations a re  given in  Figs. 5.1 th rough  5.12. A b ivariate  
in terpo la tion  and  sm ooth surface fitting  using  th e  BIYAR and CONPACK 
rou tines of NCAR (NCAR G raphics, 1989) were used  to generate  the  m aps.
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T a b le  5.1. Sum m ary sta tistics of the  Fourier coefficients.
Fourier
Coeff.
Mean St Dev. C.V. Skewness Kurtosis Normal: 
Pr < W
Maximum Mean
Ao 77.29 1.177 1.52 -0.611 -0.291 0 .0 0 9
A! -12.750 1.266 9.93 -0.019 -1.123 0 .013
Bi 11.009 1.153 10.47 -0.006 -1.000 0.048
Maximum Standard Deviation
Ao 7.07 0.717 10.15 -0.056 -1.142 0 .0 0 4
A i 2.622 0.245 9.34 0.438 0.252 0.128
Bi -2.716 0.167 6.15 0.205 1.705 0.166
Minimum Mean
Ao 55.06 2.146 4.39 0.265 -0.931 0 .001
A i -12.779 0.797 6.24 -0.192 -0.491 0.463
Bi 11.783 0.921 7.82 -0.138 -1.066 0 .009
Minimum Standard Deviation
Ao 7.57 0.438 5.79 -0.189 -0.608 0.171
Ai 2.888 0.318 11.00 0.151 -0.571 0.366
Bi -2 .976 0.238 8.01 0.124 -0.781 0.257
NOTE: p-value in bold & italic type indicates hypothesis of normality was rejected at the 5% level 
of significance.
F ig u r e  5.1. C ontour m ap  of F o u rie r coefficient Ao for daily  m ean  m axim um  
tem p era tu re .
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F ig u r e  5.2. Contour m ap of F ourier coefficient Ao for daily  m ean  m inim um  
tem pera tu re .
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Figure 5.3. Contour m ap of Fourier coefficient Ai for daily m ean  m axim um  
tem peratu re .
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F ig u r e  5.4. C ontour m ap of F ourie r coefficient A i for daily  m ean  m inim um  
tem pera tu re .
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F ig u r e  5.5. Contour m ap of Fourier coefficient B i for daily m ean m axim um  
tem peratu re .
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F ig u r e  5.6. C ontour m ap of F ourier coefficient B i for daily  m ean  m in im um  
tem p era tu re .
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F ig u r e  5.7. Contour m ap of Fourier coefficient Ao for daily s tan d ard  deviation 
of m axim um  tem perature.
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F ig u r e  5.8. C on tou r m ap  of F o u rie r  coefficient Ao for da ily  s ta n d a rd  dev ia tion  
of m in im um  te m p e ra tu re .
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F ig u r e  5.9. C ontour m ap of F ourie r coefficient A i for daily  s ta n d a rd  deviation 
of m axim um  tem p era tu re .
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F ig u r e  5.10. Contour m ap of Fourier coefficient A i for daily s tan d ard  deviation 
of m inim um  tem perature .
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F ig fu re  5.11. C ontour m ap  o f F o u rie r coefficient B i for da ily  s ta n d a rd  deviation  
of m ax im um  tem p era tu re .
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F ig u r e  5.12. C ontour m ap of F ourier coefficient B i for daily  s tan d a rd  deviation 
of m inim um  tem peratu re .
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The m aps indicate a  strong la titud ina l p a tte rn  for th e  different 
coefficients. The p a tte rn  is particu larly  strong  for the  Ao coefficient, while a  
w eak to m oderate la titud inal p a tte rn  is observed for the  firs t harm onic 
coefficients, A i and  B i. The strong la titud inal p a tte rn  for the  A© coefficient is 
n o t unexpected. This p a ram eter represen ts the  annual m ean  of the  series of 
daily  m eans or daily stan d ard  deviation.
The spatia l d istribu tion  of m axim um  and  m inim um  tem pera tu re  in 
L ouisiana shows a N -S  and/or N W -SE p a tte rn , w here low values are  observed 
in  th e  n o rth ern  p a r t  and  high values in  the  south. The p a tte rn  can be a ttribu ted  
to th e  different w eather system s affecting the  state .
The contour m aps suggest an  ap p aren t trend  in  the  d a ta  series. 
Regression analysis was perform ed to ascerta in  th e  significance of th is  trend. 
The F ourier coefficients were regressed on the  latitude , longitude, and  elevation 
of th e  sam pling station.
R esults of the  regression analysis are  sum m arized in  Table 5.2. The 
overall regression w ith  la titude  and longitude is statistically  significant a t the 
5% significance level for all the coefficients. H ypothesis tes ting  a t  the  5% 
significance level on the  regression coefficients indicates th a t  only one 
regression coefficient is insignificant for la titud ina l effect, four for longitude, 
and  th ree  for the  in tercept. Overall, the  regression w ith  la titude  is strong. The 
R2 sta tis tics  are generally high.
Table 5.3 sum m arizes the  resu lts  of the  regression of th e  Fourier 
coefficients w ith elevation of the  sam pling station. The overall regression of the 
coefficients for the  m ean are  sta tistically  significant a t  th e  5% level of 
significance. On the o ther hand, only the  regression of the  Ao coefficient for the
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T a b le  5.2. Regression analysis of F ourie r coefficients w ith  la titu d e  and  
longitude.
Fourier
CoefF.
R2 Prob > F Intercept 
( Pr > |T| )
Latitude 
( Pr > |T| )
Longitude 
( Pr > |T| )
Maximum Mean
Ao 0.477 0.001 102.75
(0.001)
-42.93
(0.001)
-1 2 5
(0.803)
Ai 0.829 0.001 37.07
(0.001)
-53.63
(0.001)
-12.74
(0.001)
Bi 0.931 0.001 -23.11
(0.001)
-58.70
(0.001)
1.77
(0.318)
Maximum Standard Deviation
Ao 0.870 0.001 -13.91
(0.001)
35.32
(0.001)
1.05
(0.491)
Ai 0.335 0.001 3.47
(0.049)
8.17
(0.001)
-3.30
(0.006)
Bi 0.102 0.038 0.85
(0.538)
0.30
(0.799)
1.18
(0.015)
Minimum Mean
Ao 0.742 0.001 125.22
(0.001)
12.91
(0.001)
0.06
(0.032)
Ai 0.745 0.001 14.77
(0.001)
-33.37
(0.001)
-5.78
(0.017)
Bi 0.829 0.001 -22.41
(0.001)
40.31
(0.001)
11.78
(0.001)
Minimum Standard Deviation
Ao 0.303 0.001 0.43
(0.894)
12.91
(0.001)
7.57
(0.978)
Ai 0.323 0.001 13.05
(0.001)
—6.25
(0.002)
2.89
(0.008)
Bi 0.360 0.001 -11.28
(0.001)
4.62
(0.002)
-2.98
(0.002)
NOTE: Regression coefficientin bold & italic type is not significant at the 5%level of significance; 
value in parenthesis is the p-value.
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T a b le  5.3. R egression  an a ly sis  o f F o u rie r coefficients w ith  s ta tio n  elevation.
Fourier
Coeff.
R2 Prob > F Intercept 
( Pr > |T| )
Elevation 
( Pr > |T |)
Maximum Mean
Ao 0.094 0.015 77.71 -0.003
(0.001) (0.015)
Ai 0.286 0.001 -11.965 -0.005
(0.001) (0.001)
Bi 0.358 0.001 10.208 0.006
(0.001) (0.001)
Maximum Standard Deviation
Ao 0.334 0.001 6.59 0.003
(0.001) (0.001)
Ai 0.019 0.274 2.577 0.0003
(0.001) (0.274)
Bi 0.023 0.245 -2.747 0.0002
(0.001) (0.245)
Minimum Mean
Ao 0.544 0.001 57.14 -0.014
(0.001) (0.001)
Ai 0.317 0.001 -12.255 -0.004
(0.001) (0.001)
Bi 0.256 0.001 11.234 0.004
(0.001) (0.001)
Minimum Standard Deviation
Ao 0.343 0.001 7.27 0.002
(0.001) (0.001)
Ai 0.004 0.612 2.907 -0.0002
(0.001) (0.612)
Bi 0.053 0.072 -3.035 0.0004
(0.001) (0.072)
NOTE: Regression coefficient in bold and italic type is not significant at the 5% level of 
significance; value in parenthesis is the p-value.
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s ta n d a rd  dev ia tion  is  s ign ifican t fo r b o th  th e  m ax im um  and  m in im um  
te m p e ra tu re . G enerally , th e  R 2 s ta tis tic s  a re  low. T he e levation  effect is  
p robab ly  m ask ed  by  th e  la ti tu d in a l effect. S ta tio n s w ith  h ig h e r elevation  a re  
found  in  th e  n o rth e rn  p a r t  o f th e  s ta te .
B ilin e a r  M odel P a ra m eters
Table 5.4 p re se n ts  th e  sum m ary  of th e  basic  s ta tis tic s  of th e  b ilin e a r 
m odel p a ra m e te rs  <pi ( au to reg resssive  — AR), Q\ ( m oving average  — M A ), b n
(b ilinear — BL), an d  th e  m odel re s id u a l va riance  o }  for m ax im um  an d
m in im um  te m p e ra tu re  series. T he coefficient of v a ria tio n  of <pi an d  a }  a re  
re la tiv e ly  sm all, less  th a n  10%, w hile th e  coefficient o f v a ria tio n  of 6\ and  b n  
a re  re la tiv e ly  large . T he large  v a ria tio n  o f th ese  two p a ra m e te rs  is a ttr ib u te d  
to th e  w ide ra n g e  in  va lues of th e  p a ra m e te rs . Som e s ta tio n s  have  sm all value 
of th e  m oving average  coefficient and  a  w eak  to  m odera te  b ilinearity . In  two ou t 
o f e ig h t p a ra m e te rs , th e  h ypo thesis  o f n o rm ality  can be re jected  a t  th e  5% level 
of significance. T he p -v a lu e  of th e  S hapiro—W ilk te s t  for n o rm ality  ind ica tes 
th a t  only th e  an d  b n  coefficients for th e  m in im um  te m p e ra tu re  m odel did 
n o t p a ss  th e  te s t  a t  th e  5% significance level.
F ig u re s  5.13 th ro u g h  5.20 show  th e  contour m aps of th e  b ilin e a r m odel 
p a ra m e te rs . T he contour m aps ind ica te  a  w eak  la titu d in a l tre n d  a n d  a  w eaker 
lo n g itu d in a l tre n d  in  th e  p a ra m e te rs . R egression  analy sis  w ith  la ti tu d e  an d  
long itude  of th e  sam pling  s ta tio n  w ere perform ed to a sce rta in  th e  significance 
of th e  a p p a re n t tre n d  in  th e  d a ta  series. T he su m m ary  of th e  reg ression  ana ly sis  
is  p re sen te d  in  Table 5.5.
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Table 5.4. S um m ary  s ta tis tic s  of th e  BL(1,1,1,1) m odel coefficients.
Coeffi­
cient
Mean St Dev. C.V. Skewness Kurtosis Normal: 
Pr < W
Maximum
AR 0.6283 0.0217 3.45 -0.4072 0.600 0.246
MA 0.0888 0.0540 60.75 0.2673 0.083 0.897
BL 0.0229 0.0165 71.79 0.3411 -0.214 0.177
O2 0.6513 0.0635 9.75 0.6327 0.252 0.108
Minimum
AR 0.5823 0.0344 5.91 -0.1215 -0.708 0.485
MA 0.1794 0.0462 25.73 -0.5300 0.003 0.035
BL 0.0424 0.0264 62.33 -1.4510 2.570 0.001
a2 0.5731 0.0408 7.13 0.1862 0.279 0.805
NOTE: p-value in bold and italic type indicates hypothesis of normality was rejected at the 5% 
level of significance.
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IB 6 0 0
6 0 0
6 2 5
6 5
F ig u re  5.13. Contour m ap of BL(1,1,1,1) model coefficient <pi for m aximum 
tem peratu re .
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F ig u r e  5.14. Contour map of BL(1,1,1,1) model coefficient 6\ for m axim um  
tem perature.
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F ig u r e  5.15. Contour m ap of BL(1,1,1,1) model coefficient b\\ for m axim um  
tem peratu re .
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F ig u r e  5.16. C ontour m ap of BL(1,1,1,1) m odel coefficient a}  for m axim um  
tem p era tu re .
F ig u r e  5.17. C ontour m ap of BL(1,1,1,1) model coefficient <J>i for m inim um  
tem pera tu re .
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F ig u r e  5.18. C ontour m ap of BL(1,1,1,1) m odel coefficient 6\ for m inim um  
tem pera tu re .
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Figure 5.19. Contour m ap of BL(1,1,1,1) model coefficient bn for m inimum  
tem perature.
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F ig u r e  5.20. C ontour m ap of BL(1,1,1,1) m odel coefficient a }  for m in im um  
tem p era tu re .
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T a b le  5.5. Regression analysis of BL(1,1,1,1) model coefficients w ith  la titude  
and  longitude (in radians).
Coeff. R2 Prob > F Intercept 
( Pr > |T |)
Latitude 
( Pr > |T |)
Longitude 
( Pr > |T |)
M aximum
AR 0.158 0.006 0.5756
(0.002)
-0 .5069
(0.001)
0 2 0 4 7
(0.091)
MA 0.208 0.001 0 .3 1 7 6
(0.454)
1.4369
(0.001)
-0.6296
(0.033)
BL 0.046 0.246 0 .1 8 9 5
(0.185)
0 .1 4 7 7
(0.234)
-0 .1 5 3 5
(0.117)
a 2 0.285 0.001 0 .9033
(0.059)
-1 .9939
(0.001)
0.5201
(0.112)
Minimum
AR 0.172 0.004 0.7792
(0.006)
-0 .8127
(0.001)
0 .1533
(0.414)
MA 0.203 0.001 -0.8085
(0.029)
0.8918
(0.005)
0 3 1 0 7
(0.209)
BL 0.173 0.003 -0.4454
(0.039)
0.4953
(0.008)
0 .1348
(0.349)
a 2 0.094 0.052 1.0405
(0.004)
-0.6193
(0.038)
-0 .0 8 0 2
(0.729)
NOTE: Regression coefficient in bold & italic type is not significant at the 5%  level of significance; 
value in parenthesis is the p-value .
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A t th e  5% level of significance, seven o u t of e igh t reg ression  coefficients 
for long itud inal tren d  a re  no t significant. O n th e  o th er h an d , seven ou t of e igh t 
reg ression  coefficients for la titu d in a l tren d  a re  significant. T he regression  
coefficient for th e  b ilin ea r coefficient, b j j , for m axim um  tem p era tu re  is  no t 
significant. T he R 2 sta tis tic s  of th e  regressions a re  below 30%.
Structural Analysis and Ordinary Kriging
A n exploratory  sp a tia l analysis of th e  F o u rie r coefficients for daily  m ean 
an d  s ta n d a rd  deviation  for th e  tem p era tu re  series an d  th e  b ilin ear model 
p a ra m e te rs  w as p resen ted  in  th e  previous section. T he analysis ind icated  th a t  
th e  p a ra m e te rs  (Fourier coefficients or b ilinear m odel p a ram ete rs) a re  generally  
nonsta tionary . T he presence of la titu d in a l drift, in  m ost cases, con tribu ted  to 
th e  n o n sta tio n arity  of th e  p aram eters .
I t  can be assum ed  th a t  a  p a rticu la r p a ra m e te r  Z = { Z(sO , ... , Z(s„) }' 
observed a t  know n sp a tia l location { Si , ... , s„ } is  a  sam pling  from  a  random  
field f  Z ( s )  : s  G D } . T he field can be decom posed as (C ressie, 1991)
w here  fx (s) is th e  large-sca le  de term in istic  m ean  s tru c tu re  of th e  process and
<5 (s) is  th e  sm all-sca le  stochastic com ponent th a t  rep re sen ts  sp a tia l s ta tis tica l 
dependence w ith
Z (s) = n  (s) + 6 (s). (5.1)
E[ <5 (s) ] = 0 , s e  D (5.2a)
and
cov( <5 (sO , <5 (S2) ) = C(si , S2) , si , S2 e  D . (5.2b)
155
R esults of th e  exploratory spatia l analysis suggest th a t  a  co n stan t m ean 
assum ption, /i (s) = /* ,is  unlikely  for th e  d ifferent param eters . The significance 
of th e  regression rela tions of the  param eters , especially w ith  la titu d e  of the  
sam pling location, ind icate  th a t  fi (s) is  no t constant. For purposes of th is  study,
i t  is assum ed th a t  <5 (s) is  in trin sically  sta tionary  such th a t  th e  spatia l 
dependence can be characterized  by th e  sem ivariogram .
Following th e  methodology in  tim e series analysis, th e  observed series of 
a  p a rticu la r p a ra m ete r was d e -tren d ed  using  th e  app ropria te  regression 
rela tions obtained  in  th e  previous section. An estim ate  of the  res idua l stochastic
series, 6 (s) , w as obtained from which the  sem ivariogram  w as inferred. 
Em pirical sem ivariogram s of th e  d ifferent pa ram ete rs  w ere estim ated  using 
(2.55) re -w ritte n  as
(B-3 )
In th e  calculation of th e  sem ivariogram , th e  distance || si -  S2 || betw een 
sam pling locations si and  S2 was ta k e n  as the  leng th  of th e  g rea t arc  distance 
jo in ing  Si and  s2 . The g rea t arc  distance, in  miles, is  given by (Cressie, 1991) 
as
|| si -  S2 || = 69.0825 cos ~2 { s in  (90-xj) sin  (90-X2) cos (yj) cos fo )
+ sin (90-xj) s in  (90-Xq) sin  (yj) s in  (y2)
+ cos (90-xj) cos (90-X2) (5.4)
w here Xi a n d #  a re  th e  degrees la titu d e  and longitude of the  i th point.
The com puted sem ivariances for th e  different p a ram eters  w ere p lo tted  as 
a  function of the  lag  distance h,y = || s; -  Sj | | . Figs. 5.21 th rough  5.24 and
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Figs. 5.25 th ro u g h  5.28 a re  p lo ts for th e  F o u rie r coefficients a n d  th e  b ilin e a r  
m odel p a ra m e te rs , respectively.
V arious p a ra m e tr ic  m odels ( a s  described in  C h a p te r  I I ) w ere fitted  to  th e  
em pirica l sem ivariogram s. T he d iffe ren t m odels f itted  w ere  exponentia l, 
spherica l, l in e a r  an d  nugget. T he adequacy  of a  p a rtic u la r  m odel w as checked 
th ro u g h  cro ss-va lida tion .
Cross-Validation of Variogram Models
C ro ss-v a lid a tio n  of th e  sem ivariogram  m odels w as perfo rm ed  as follows: 
A n e s tim a te  of th e  p a ra m e te r  a t  each  sam pling  po in t w as ob ta ined  u sin g  d a ta  
w ith in  a  local search  window o f 50 m iles rad iu s . A n o rd in ary  k rig ing  
in te rp o la tio n  ro u tin e  ( a s  described in  C h a p te r I I  ) w as used . U sing  a  local 
e s tim a tio n  im plies th a t  a  c o n s tan t m ean  is a ssu m ed  for th e  neighborhood of 
estim ation . T h is is  desirab le  in  a n  o rd in ary  k rig ing  ro u tin e  w hich basically  
assu m es a  co n stan t m ean  process.
T he d is trib u tio n  of in te rp o la tio n  e rro rs  for a ll in te rp o la ted  po in ts w ere 
analyzed . T he e rro r  of in te rpo la tio n , e -t , and  th e  co rresponding  sam ple  k rig ing  
e s tim a tio n  variance , 6} , w ere com puted  for each  in te rp o la ted  poin t. The 
follow ing c rite r ia  w ere used  to com pare th e  f it of th e  d iffe ren t sem ivariogram  
m odels (G am bolati an d  Volpi, 1979; B ras  an d  I tu rb e , 1985):
1) M ean E rror. F o r a n  u n b iased  estim ato r, th e  m ea n  e rro r should  be 
app rox im ate ly  zero, i.e.
-  T  et =  0 . (5.5)n
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F ig u re  5.21. Semivariograms of de-trended Fourier coefficients for daily
mean of maximum temperature.
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F ig u r e  5.25. Sem ivariogram s of (p\ (top) and<9j (bottom) coefficients for 
BL(1,1,1,1) model for maximum, temperature.
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a}  (bottom) for BL(1,1,1,1) model for maximum temperature.
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2) M ean Square Error (M SE). T his provides a m easure  of accuracy of 
in te rpo la tion  w hich is desired to be sm all for poin t values, i.e.
3) S tandard ized  M ean Square E rror (Stand. M SE ). F o r th e  krig ing 
s tan d ard  deviation to be consisten t w ith  th e  corresponding e rro r of in terpo lation  
i t  is  expected th a t
sem ivariogram  m odel while criterion (2) is  a  m easure  of th e  accuracy of 
in terpolation .
Tables 5.6 th rough  5.9 sum m arize th e  cross-validation  re su lts  for the  
F ou rie r coefficients. The different m easures described above were used  to
The values of the  m ean  e rro r are  relatively  sm all. In  a lm ost all cases, the  
m ean  e rro r of in terpo lation  is less th a n  0.5% of th e  observed value. Likewise, 
th e  m ean  square  errors a re  also sm all. Only th e  M SE’s for the  Ao coefficient are  
large. T here is  no significant difference am ong th e  different m odels based  on 
these  tw o criteria. The observed differences can be considered insignificant.
Values of th e  standard ized  m ean  square  errors ind icate  th a t  all models 
provide krig ing  s tan d ard  deviations th a t  a re  consistent w ith  th e  erro r of 
in terpolation . The differences in  standard ized  M SE across models are, 
generally, acceptable.
(5.6)
(5.7)
C rite ria  (1) and  (3) provide th e  conditions for evaluating  th e  consistency of the
com pare th e  rela tive  m erits  of th e  different sem ivariogram  m odels fitted.
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T ab le  5.6. C ross-validation results for various variogram models for the
Fourier coefficients of daily mean for maximum temperature.
Model Mean
Error
MSE Root
MSE
Stand.
MSE
Correla­
tion
Coefficient Ao
Exponential -0.023 0.486 0.697 1.035 0.764
Spherical -0.023 0.488 0.698 1.035 0.763
Linear -0.023 0.492 0.701 1.007 0.760
Nugget -0.012 0.501 0.707 0.666 0.756
Coefficient Aj
Exponential 0.012 0.239 0.489 1.105 0.919
Spherical 0.001 0.230 0.479 1.082 0.922
Linear -0.004 0.225 0.472 0.919 0.925
Nugget -0.006 0.218 0.467 0.715 0.926
Coefficient Bi
Exponential 0.001 0.087 0.296 1.409 0.966
Spherical 0.011 0.088 0.297 1.311 0.967
Linear 0.020 0.093 0.306 1.229 0.965
Nugget 0.026 0.099 0.315 1.059 0.963
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T able 5.7. Cross-validation results for various variogram models for the
Fourier coefficients of daily standard deviation for maximum temperature.
Model Mean
Error
MSE Root
MSE
Stand.
MSE
Correla­
tion
Coefficient Ao
Exponential 0.013 0.071 0.265 1.271 0.928
Spherical 0.013 0.070 0.265 1.265 0.928
Linear 0.014 0.071 0.266 1.247 0.927
Nugget 0.018 0.072 0.269 1.052 0.926
Coefficient Ai
Exponential 0.003 0.039 0.198 1.031 0.530
Spherical 0.003 0.039 0.198 1.034 0.530
Linear 0.003 0.039 0.199 1.032 0.528
Nugget 0.004 0.040 0.167 0.917 0.520
Coefficient Bi
Exponential 0.019 0.028 0.168 1.120 0.025
Spherical 0.019 0.028 0.168 1.052 0.016
Linear 0.018 0.028 0.168 1.123 0.022
Nugget 0.019 0.028 0.168 1.051 0.016
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T ab le  5.8. C ross-validation results for various variogram  m odels for the
Fourier coefficients of daily mean for minimum temperature.
Model Mean
Error
MSE Root
MSE
Stand.
MSE
Correla­
tion
Coefficient Aq
Exponential -0.097 1.045 1.023 0.993 0.909
Spherical -0.108 1.037 1.019 1.031 0.911
Linear -0.125 1.075 1.037 0.861 0.909
Nugget -0.128 1.096 1.048 0.669 0.908
Coefficient Ai
Exponential 0.016 0.175 0.418 1.043 0.847
Spherical 0.016 0.174 0.418 1.046 0.847
Linear 0.016 0.175 0.418 1.035 0.846
Nugget 0.017 0.138 0.418 1.001 0.846
Coefficient Bi
Exponential 0.007 0.138 0.372 0.991 0.909
Spherical 0.007 0.144 0.372 1.005 0.909
Linear 0.007 0.140 0.374 0.968 0.908
Nugget 0.007 0.139 0.375 0.856 0.907
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T able 5.9. Cross-validation results for various variogram models for the
Fourier coefficients of daily standard deviation for minimum temperature.
Model Mean
Error
MSE Root
MSE
Stand.
MSE
Correla­
tion
Coefficient Aq
Exponential 0.032 0.110 0.332 1.074 0.676
Spherical 0.031 0.109 0.331 1.072 0.678
Linear 0.032 0.110 0.332 0.966 0.676
Nugget 0.034 0.113 0.335 0.753 0.667
Coefficient Ax
Exponential 0.013 0.045 0.212 1.078 0.701
Spherical 0.011 0.046 0.215 1.136 0.689
Linear 0.009 0.050 0.224 0.998 0.659
Nugget 0.011 0.053 0.230 0.699 0.636
Coefficient Bj
Exponential -0 .008 0.029 0.173 1.168 0.625
Spherical -0 .008 0.029 0.172 0.976 0.629
Linear -0 .008 0.029 0.172 1.099 0.626
Nugget -0 .008 0.029 0.172 0.761 0.629
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R esu lts  o f th e  c ro ss-v a lid a tio n  su g g est th a t  th e  a p p ro p ria te  
sem iv a rio g ram  m odels for th e  F o u rie r  coefficients a re  a s  follows:
1) M a x im u m  Tem perature. F o r da ily  m e a n  coefficients, a n  exponen tia l 
m odel is  b e s t  for Ao a n d  A i a n d  a  c o n s ta n t sem ivariog ram  m odel ( nugget effect 
in  g eo sta tis tic a l l ite ra tu re )  is  b e s t  for B i. F o r  da ily  s ta n d a rd  dev ia tion  
coefficients, a  c o n s tan t sem ivario g ram  m odel is  b e s t  for a ll coefficients.
2) M in im u m  Tem perature. F o r da ily  m ean  coefficients, a n  exponen tia l 
m odel is  b e s t  for Ao an d  B i an d  a  co n stan t sem ivariog ram  m odel is  b e s t fo r A i. 
F o r d a ily  s ta n d a rd  dev ia tion  coefficients, a n  exponen tia l sem iv ario g ram  m odel 
is  b e s t for a ll coefficients.
In  m o st cases, th e  difference betw een  a n  exponen tia l a n d  sp h e rica l m odel 
is  m arg in a l. T h is  is  a lso  tru e  for lin e a r  a n d  n u g g e t sem ivariog ram s.
R esu lts  o f th e  c ro ss-v a lid a tio n  of th e  sem ivariog ram  m odels for th e  
b ilin e a r  m odel p a ra m e te rs  a re  p resen te d  in  T ables 5.10 a n d  5.11. T he v a lu es of 
th e  m e a n  e rro rs  a n d  m ea n  sq u a re  e rro rs  in d ic a te  t h a t  th e re  a re  no sign ifican t 
d ifferences am ong  th e  m odels. In  m o st cases, th e  e s tim a te d  m e a n  e rro rs  an d  
m e a n  sq u a re  e rro rs  a re  iden tica l. E xcep t for th e  b ilin e a r  coefficient b u  for 
m in im u m  te m p e ra tu re  an d  th e  au to reg ressive  p a ra m e te r  <p\ for m ax im um  
te m p e ra tu re , th e  d ifferences in  s ta n d a rd ize d  M SE a re , generally , acceptable.
R e su lts  o f th e  c ro ss-v a lid a tio n  su g g est th a t  th e  a p p ro p ria te  m odel for th e  
b ilin e a r  m odel p a ra m e te rs  a re  a s  follows:
1) M a xim u m  tem perature. A lin e a r  m odel for th e  <f>\ coefficient a n d  th e  
re s id u a l variance , 6£ , a n d  a  c o n s ta n t m odel for th e  0\ an d  bjj coefficients.
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T ab le  5.10. Cross-validation results for various variogram models for
BL(1,1,1,1) model coefficients of minimum temperature.
Coeff Model Mean
Error
MSE Root
MSE
Stand.
MSE
Correla­
tion
A Exponential -0.0004 0.0012 0.0341 0.9293 0.291
R Spherical -0.0004 0.0012 0.0341 0.9206 0.291
Linear -0.0004 0.0012 0.0341 0.9359 0.291
Nugget -0.0004 0.0012 0.0340 0.8981 0.293
M Exponential -0.0001 0.0019 0.0435 1.1423 0.403
A Spherical -0.0001 0.0019 0.0435 1.1505 0.404
Linear -0.0002 0.0018 0.0429 1.1063 0.420
Nugget -0.0006 0.0018 0.0422 0.9486 0.442
B Exponential 0.0013 0.0006 0.0241 2.2070 0.342
L Spherical 0.0013 0.0006 0.0241 2.2494 0.344
Linear 0.0013 0.0006 0.0240 1.1233 0.345
Nugget 0.0015 0.0006 0.0241 1.6491 0.329
a2 Exponential -0.0021 0.0018 0.0426 1.0347 -0.113
Spherical -0.0021 0.0018 0.0425 1.0303 -0.111
Linear -0.0020 0.0018 0.0424 1.0256 -0.106
Nugget -0.0020 0.0018 0.0424 1.0105 -0.105
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T able 5.11. Cross-validation results for various variogram models for
BL(1,1,1,1) model coefficients of maximum temperature.
Coeff Model Mean
Error
MSE Root
MSE
Stand.
MSE
Correla­
tion
A Exponential -0.0014 0.0004 0.0209 1.3567 0.287
R Spherical -0.0014 0.0004 0.0211 1.2334 0.273
Linear -0.0014 0.0004 0.0209 1.2017 0.283
Nugget -0.0014 0.0004 0.0206 0.0903 0.302
M Exponential 0.0047 0.0025 0.0497 1.0136 0.216
A Spherical 0.0051 0.0024 0.0495 1.0111 0.226
Linear 0.0051 0.0025 0.0495 0.9898 0.227
Nugget 0.0050 0.0025 0.0495 1.0328 0.230
B Exponential 0.0011 0.0002 0.0148 1.0209 0.160
L Spherical 0.0011 0.0002 0.0148 1.0680 0.165
Linear 0.0011 0.0002 0.0148 1.0233 0.168
Nugget 0.0011 0.0002 0.0147 1.0821 0.183
a2 Exponential -0.0068 0.0037 0.0609 1.1782 0.304
Spherical -0.0068 0.0037 0.0609 1.1679 0.305
Linear -0.0068 0.0037 0.0608 1.1813 0.380
Nugget -0.0069 0.0037 0.0606 1.0454 0.317
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2) M in im u m  tem perature. A lin ea r m odel for th e  b u  coefficient an d  a 
co n stan t m odel for th e  <pi an d  6 1 coefficients and  res id u a l v ariance , o \  .
Model Validation Using Data Simulation
D a ta  sim ula tion  w as u sed  to  v a lid a te  re su lts  of th e  k rig ing  study. 
S im ulations w ere m ade using  th e  F o u rie r coefficients an d  b ilin ea r model 
p a ra m e te rs  as reg ional constan ts or u sing  th e ir  k riged  estim ates. S im ulations 
w ere m ade as follows:
M ethod  I. F o u rie r coefficients an d  b ilin e a r m odel p a ram ete rs  as 
regional constan ts.
M ethod II. F o u rie r coefficients a re  regional constan ts  w ith  ac tual 
b ilin ea r model p a ram ete rs .
M ethod  III. K riged F o u rie r coefficients w ith  ac tual b ilin ear m odel 
pa ram ete rs .
M ethod IV . K riged F ou rie r coefficients and  kriged  b ilin ea r model 
p a ram ete rs .
R esu lts  of th e  sim ula tions u sin g  th e  four m ethods a re  p resen ted  in  Tables 
5.12 th ro u g h  5.18 for seven sta tions. T - te s t  for m ean  and  F —te s t  for variance 
w ere u sed  to  com pare th e  s ta tis tic s  of th e  s im u la ted  d a ta  w ith  th e  s ta tis tic s  of 
th e  observed series. T he tab les ind icate  th e  num ber o f days in  a  y ear and  
corresponding percen tage  of passin g  th e  t^ te s t  a n d  F —te s t  a t  th e  5% an d  1% 
significance level.
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Generally, th e  scores on the t - te s t  and  F - te s t  of m ethod IV (using  kriged 
estim ates  of p aram eters) a re  h igher th an  the  scores of using  m ethod I  (constan t 
param eters). Scores on th e  te s ts  a re  h igher using  m ethod IV for m axim um  and  
m in im u m  tem p era tu re  series in  5 out of 7 stations.
O n com paring sim ulation  resu lts  for m ethods II  and  III, m ethod III 
generally  gave h igher scores on th e  t - te s t  and  F - te s t . In  th is m ethod, kriged 
F ou rie r coefficients w ith  actual b ilinear m odel p a ram eters  w ere used  in  th e  
sim ulation . K riging the  F ourier coefficients for a  p a rticu la r s ta tio n  provided 
b e tte r  sim ulation  resu lts  th a n  using  constan t param eters. Trend analysis of 
th e  F ourie r coefficients indicated a  la titu d in a l tren d  in  th e  param eters . In  th is  
case, th e  use of a  constan t p a ram ete r would be inappropriate .
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T able 5 .1 2 . Comparison of BL(1,1>1»1) simulated daily means and variances
with observed means and variances for the temperature series at Alexandria.
Method
t - t e s t  for mean1 F -  test for variance
a  = 5 % level a  = 1 % level a  = 5 % level a  = 1 % level
Days % Days % Days % Days %
MAXIMUM
I 327 89.6 351 96.2 329 92.3 357 97.8
n 307 84.1 349 95.6 333 91.2 355 97.3
i n 299 81.9 336 92.1 341 93.4 357 97.8
IV 315 86.3 346 94.8 322 88.2 352 96.4
MINIMUM
I 320 87.7 348 95.3 300 82.2 333 91.2
n 320 87.7 349 95.6 317 86.8 341 93.4
m 292 80.0 325 89.0 314 86.0 342 93.7
IV 312 85.5 338 92.6 301 82.5 334 91.5
1 Number of days and percentage passing the test at the 5 and 1% level of significance.
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T ab le  5.13. Comparison of BL(1,1,1,1) sim ulated daily m eans and variances
w ith observed m eans and variances for the temperature series at Baton Rouge.
Method
t -  test for mean 1 F - t e s t  for variance
5 % level 1 % level 5 % level 1 % level
Days % Days % Days % Days %
MAXIMUM
I 293 80.3 326 89.3 296 81.1 338 92.6
It 272 77.5 324 88.8 319 87.4 342 93.7
m 283 77.3 328 89.9 321 87.9 351 96.2
IV 294 80.5 330 90.4 332 90.9 354 96.9
MINIMUM
I 261 71.5 309 84.7 302 82.7 331 90.7
II 265 72.6 300 82.2 294 80.5 346 94.8
III 282 77.3 316 86.6 309 84.7 341 93.4
IV 281 77.0 325 89.0 305 83.6 342 93.7
1 Number of days and percentage passing the test at the 5 and 1% level of significance.
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T able 5.14. Comparison of BL(1,1,1,1) simulated daily means and variances
with observed means and variances for the temperature series a t Bogalusa.
Method
t - t e s t  for mean1 F - t e s t  for variance
5 % level 1 % level 5 % level 1 % level
Days % Days % Days % Days %
MAXIMUM
I 327 89.6 355 97.3 326 89.3 354 96.9
II 296 81.1 327 89.6 332 90.9 355 97.3
m 322 88.2 347 95.1 325 89.0 352 96.4
IV 294 80.5 336 90.1 333 91.2 352 96.4
MINIMUM
I 304 82.3 339 92.9 312 85.5 338 92.6
n 303 83.0 343 92.9 283 77.5 331 90.7
m 310 84.9 342 93.7 290 79.5 343 93.9
IV 310 84.9 344 94.2 337 92.3 346 94.8
1 Number of days and percentage passing the test at the 5 and 1% level of significance.
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T ab le  5.15 Comparison of BL(1,1,1,1) sim ulated daily m eans and variances
with observed m eans and variances for the temperature series a t Hackberry.
Method
t -  test for mean 1 F - t e s t  for variance
5 % level 1 % level 5 % level 1 % level
Days % Days % Days % Days %
MAXIMUM
I 255 69.9 271 74.2 238 65.2 288 78.9
II 267 73.2 297 81.4 149 40.8 218 59.7
m 258 70.7 290 79.5 215 58.9 291 79.7
IV 249 68.2 305 83.5 301 82.5 339 92.4
MINIMUM
I 128 35.1 192 52.6 320 87.7 353 96.7
n 101 27.7 170 46.7 341 93.4 353 96.7
m 270 74.0 313 85.8 334 91.5 357 97.8
IV 274 75.1 320 87.7 337 92.3 354 96.7
1 Number of days and percentage passing the test at the 5 and 1% level of significance.
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T able  5.16. Comparison of BL(1,1,1,1) simulated daily means and variances
with observed means and variances for the temperature series at Houma.
Method
t - t e s t  for mean 1 F - t e s t  for variance
5 % level 1 % level 5 % level 1 % level
Days % Days % Days % Days %
MAXIMUM
I 216 59.2 271 74.2 245 67.1 298 81.6
II 173 47.4 251 68.8 271 74.2 320 87.7
m 277 75.9 328 87.9 310 84.9 344 94.2
IV 311 85.2 336 90.1 287 78.6 335 91.8
MINIMUM
I 128 35.1 192 52.6 282 77.3 300 82.2
n 185 50.7 253 69.3 292 80.0 316 86.6
III 277 75.9 318 87.1 296 81.1 339 92.9
IV 285 78.1 325 89.0 308 84.4 336 92.1
1 Number of days and percentage passing the test at the 5 and 1% level of significance.
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T a b le5 .1 7 . Comparison of BL(1,1,1,1) sim ulated daily m eans and variances
with observed m eans and variances for the temperature series at St. Joseph.
Method
/ — test Tor mean 1 F - t e s t  for variance
5 % level 1 % level 5 % level 1 % level
Days % Days % Days % Days %
MAXIMUM
I 279 76.4 337 92.3 341 93.4 361 98.9
n 296 81.1 334 91.5 298 81.6 333 91.2
III 293 80.3 329 90.1 335 91.8 358 97.8
IV 288 78.9 341 93.4 334 91.5 357 98.9
MINIMUM
I 318 87.1 352 96.4 322 88.2 350 95.9
n 333 91.2 356 97.5 254 69.6 315 86.3
i n 325 89.0 353 96.7 296 81.1 339 92.9
IV 323 88.5 355 97.3 321 87.9 344 94.2
1 Number of days and percentage passing the test at the 5 and 1% level of significance.
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.T ab le  5.18. Comparison of BL( 1,1,1,1) sim ulated daily m eans and variances
w ith observed m eans and variances for the temperature series a t Shreveport.
Method
t  -  test for mean 1 F - t e s t  for variance
5 % level 1 % level 5 % level 1 % level
Days % Days % Days % Days %
MAXIMUM
I 302 82.7 343 94.0 328 89.8 357 97.8
n 304 83.3 340 93.2 288 79.8 332 90.9
m 311 85.2 349 95.6 343 93.9 362 99.2
IV 322 88.2 357 97.8 340 93.2 355 97.3
MINIMUM
I 317 86.8 348 95.3 322 88.2 353 96.7
n 301 82.5 337 92.3 287 78.6 335 91.8
m 247 67.7 303 83.0 280 76.7 345 94.5
IV 247 67.7 306 83.8 320 87.7 348 95.3
1 Number of days and percentage passing the test at the 5 and 1% level of significance.
Chapter VI 
SUMMARY AND CONCLUSIONS
The m odeling approach p resen ted  in  th is  research  is  sum m arized as 
follows: (1) exploratory d a ta  analyses were used to determ ine the  s tru c tu ra l 
characteristics of th e  standard ized  daily m axim um  and  m inim um  tem pera tu re  
series; (2) a  s ta te -d ep en d en t m odel w as used  to  identify  a  specific non linear 
m odel class appropria te  for th e  m axim um  and m inim um  tem pera tu re  series; (3) 
specific m odels w ith in  the  prescribed nonlinear m odel class were explored and 
com pared w ith  a  lin ear ARMA model; (4) diagnostic checks for model adequacy 
w ere perform ed and  the  selected model w as evaluated  for d a ta  sim ulation; (5) 
th e  selected m odel w as fitted  to a la rger se t of s ta tions and  a  spa tia l analysis 
of th e  F ourie r coefficients and  b ilinear model p a ram ete rs  was perform ed; and 
(7) an  ord inary  krig ing  routine w as evaluated  as a  tool for in terpo la ting  values 
of param eters  a t  a n  unsam pled location.
The resea rch  presen ted  a  system atic approach for m odeling the  
tem p era tu re  series. A lthough a  conceptual model th a t  is  physically based is 
highly  desirable, th is  study adopted a  m odeling fram ew ork of le tting  the  d a ta  
d ictate  w h a t class of models to explore.
Below are  th e  specific conclusions of th e  s tudy  based  on th e  analyses and  
discussions of resu lts.
(1) E xploratory  d a ta  analysis of the  standard ized  tem pera tu re  series 
showed th a t, generally, th e  m axim um  and  m inim um  tem p era tu re  series are  
tim e irreversible , nonlinear, and  nonnorm al. Tests for tim e reversibility  
ind icated  th a t  only the  m inim um  tem pera tu re  series a t  B aton  Rouge is  tim e
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reversib le. L in earity  te s ts  showed th a t  6 ou t of 17 m axim um  tem p era tu re  series 
a re  linear. O n th e  o ther hand , only one m in im um  tem p era tu re  series 
(H ackberry) w as found to  be linear.
(2) A utocorrelation  analysis ind icated  a  divergence in  th e  p a tte rn  of th e  
au toco rrela tion  function calculated for th e  s tan d ard ized  series an d  th e  
sq u a red -s ta n d a rd iz ed  series. T his divergence in d ica ted  a  b ilin ear m odel 
s tru c tu re  for th e  tem p era tu re  series.
(3) Model class identification  using  a  s ta te —dependen t m odel show ed th a t  
th e  b ilin e a r m odel class is  app ropria te  for th e  tem p era tu re  series w ith  a 
n o n lin ear s tru c tu re . A nalysis of th e  va ria tion  of th e  SDM(1,1) coefficients w ith  
th e  observed an d  residual series ind icated  a  b ilin ea r m odel stru c tu re . T his 
conform ed to  th e  re su lts  of th e  exploratory d a ta  analysis, p a rticu la rly  th e  te s ts  
for lin ea rity  an d  autocorrelation  analysis. For th e  series w ith  a  lin e a r  s truc tu re , 
th e  SDM(1,1) coefficients do no t vary  w ith  the  specified s ta te —vector. On the  
o th e r hand , for non linear series, th e  coefficients w ere found to be lin ear 
functions of th e  s ta te —vector.
(4) D espite th e  resu lts  of the  exploratory  d a ta  an a ly sis  an d  m odel class 
iden tification  w hich ind icated  a  b ilinear model, m odel va lida tion  using  d a ta  
sim u la tion  show ed th a t  th e  selected BL( 1,1,1,1) m odel is  only m arg inally  b e tte r  
th a n  th e  ARMA(1,1) model in  sim ula ting  the  daily  m eans an d  variances. The 
BL(1,1,1,1) m odel, however, is  capable of p reserv ing  th e  non linearity  in  th e  
observed series. Considering th is  as a  criterion  for m odel selection, th e  b ilinear 
m odel is  p referred  over th e  lin ear ARMA model.
(5) S pa tia l analysis of th e  F ourier coefficients describ ing th e  seasonal 
v a ria tions of th e  daily  m eans an d  s tan d a rd  deviations an d  th e  p a ram ete rs  of th e
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BL(1,1,1,1) model indicated a  la titud ina l trend . S tru c tu ra l analysis of the 
d e-tren d ed  p aram eters  showed th a t  the  spatial d istribu tion  of the  param eters 
can be modeled by an  exponential, linear, or constan t sem ivariogram . 
C ross-validation  using  local in terpolation  w as used  to validate  and  select the 
different sem ivariogram  models fitted  to th e  sam ple sem ivariogram s. The 
standard ized  m ean  square e rro r criterion provided a  d iscrim ating  m easure  for 
th e  different models.
(6) O rdinary  krig ing w as validated  using  th e  selected sem ivariogram  for 
th e  different param eters . D ata  sim ulation w as used to com pare th e  sta tistics 
generated  using kriged estim ates of the  p aram eters  and  p aram eters th a t  were 
considered as regional constants. R esults of th e  la te s t  and  F - te s t  for daily 
m eans and  variances indicated th a t  in terpo la ting  the  p a ram ete r using  a  kriging 
technique provided b e tte r resu lts  th a n  using  regional p aram eters . In  5 out of 
7 sta tions, th e  scores of passing  the  t - te s t  and  F - te s t  w ere h igher for the  
sim ulated  series using  kriged estim ates of the  param eters.
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A P P E N D IX  A  
S ta n d a r d iz e d  T e m p e ra tu re  S e r ie s
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F igure A.1. Standardized maximum (top) and minimum (bottom) temperature data series for
Alexandria (1984-1988).
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Figure A.2. Standardized maximum (top) and minimum (bottom) temperature data series for Baton
Rouge (1984-1988).
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F igure A.3. Standardized maximum (top) and minimum (bottom) temperature data series for
Bogalusa (1984-1988).
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Figure A.4. Standardized maximum (top) and minimum (bottom) temperature data series for
Hackberry (1984-1988).
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Figure A.5. Standardized maximum (top) and minimum (bottom) temperature data series for
Houma (1984-1988).
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Figure A.6. Standardized maximum (top) and minimum (bottom) temperature data series for
St. Joseph (1984-1988).
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Figure A.7. Standardized maximum (top) and minimum (bottom) temperature data series for
Shreveport (1984-1988).
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APPENDIX B 
Residuals of BL(1,1,1,1) and ARMA(1,1) Models
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Figure B .l. Residuals of BL(1,1,1,1) (top) and ARMA(1,1) (bottom) model for maximum
temperature of Alexandria (1984-1988).
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Figure B.2. Residuals of BL(1,1,1,1) (top) and ARMA(1,1) (bottom) model for maximum
temperature of Baton Rouge (1984-1988).
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Figure B.3. Residuals of BL(1,1>1>1) (top) and ARMA(1,1) (bottom) model for maximum
temperature of Bogalusa (1984-1988).
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Figure B.4. Residuals of BL(1,1,1,1) (top) and ARMA(1,1) (bottom) model for maximum
temperature of Hackberry (1984-1988).
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Figure B.5. Residuals of BL(1,1,1,1) (top) and ARMA(1,1) (bottom) model for maximum
temperature of Houma (1984-1988).
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F igure B.6. Residuals of BL(1,1,1,1) (top) and ARMA(1,1) (bottom) model for maximum
temperature of St. Joseph (1984-1988).
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F igure B.7. Residuals of BL(1,1,1,1) (top) and ARMA(1,1) (bottom) model for maximum
temperature of Shreveport (1984-1988).
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Figure B.8. Residuals of BL(1,1,1,1) (top) and ARMA(1,1) (bottom) model for minimum
temperature of Alexandria (1984-1988).
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F igure B.9. Residuals of BL(1,1,1,1) (top) and ARMA(1,1) (bottom) model for minimum
temperature of Baton Rouge (1984-1988).
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F igure B.IO. Residuals of BL(1,1,1,1) (top) and ARMA(1,1) (bottom) model for minimum
temperature of Bogalusa (1984-1988).
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Figure B .l l .  Residuals of BL(1,1,1,1) (top) and ARMA(1,1) (bottom) model for minimum
temperature of Hackberry (1984-1988).
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Figure B.12. Residuals of BL(1,1,1,1) (top) and ARMA(1,1) (bottom) model for minimum
temperature of Houma (1984-1988).
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Figure B.13. Residuals of BL(1,1,1,1) (top) and ARMA(1,1) (bottom) model for minimum
temperature of St. Joseph (1984-1988).
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Figure B.14. Residuals of BL(1,1,1,1) (top) and ARMA(1,1) (bottom) model for minimum
temperature of Shreveport (1984-1988).
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