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SYMMETRIC FUNCTIONS IN SUPERSPACE: A COMPENDIUM OF RESULTS AND OPEN PROBLEMS
(INCLUDING A SAGEMATH WORKSHEET)
L ALARIE-VÉZINA, O BLONDEAU-FOURNIER, P DESROSIERS, L LAPOINTE, AND P MATHIEU
Abstract. We present a review of the most important results in the theory of symmetric functions in superspace (or symmetric
superpolynomials), summarizing all principal contributions since its introduction in 2001 in the context of the supersymmetric
Calogero-Moser-Sutherland integrable model. We also mention some open problems which remain unanswered at this moment, in
particular the connection with representation theory. In addition, we provide a free open access source code, relying on SageMath
library, that can be used as a research tool for symmetric superpolynomials. The content is directed to an audience new to this
research area, but who is familiar with the classical theory of symmetric functions.
1. Introduction
Polynomials in the n commuting variables x1, . . . , xn that are invariant under the action of the symmetric group of n
elements, Sn, are called symmetric polynomials. The theory of symmetric polynomials finds important applications in
representation theory and in combinatorics, as is very well highlighted in Macdonald’s seminal book [1]. Many relevant
quantities in the ring of symmetric functions are for instance described beautifully using fillings of Ferrers’ diagram
(or tableaux), the best-known example being the product of Schur functions described by the Littlewood-Richardson
rule on tableaux, which also gives the multiplicities of tensor product of irreducible representations of GL(n). Another
important point is that the ring of symmetric functions has many interesting bases, some of them being important families
of orthogonal polynomials. The most general family is that of the Macdonald polynomials, from which most other bases
can be obtained through an appropriate specialization.
Symmetric polynomials have applications in mathematical-physics where they appear in connection with integrable
models. More precisely, the eigenfunctions of the Hamiltonian of the Calogero-Moser-Sutherland model (CMS) are
essentially given by Jack polynomials while the Hamiltonian of the relativistic version of the CMS model, known as the
Ruijsenaars-Schneider (RS) model, has as eigenfunctions the Macdonald polynomials [2].1 Symmetric functions also
have important applications in conformal field theory (CFT), mostly due to the fact that a subfamily of Jack polynomials
can be used to represent the singular vectors of the Virasoro algebra [3–5]. The Jack polynomials, this time through
the Whittaker vector of the conformal algebra, also play a role in a degenerate case of the AGT conjecture [6] relating
supersymmetric gauge theory in 4 dimensions with conformal field theory in 2 dimensions [7–10].
A generalization of symmetric function theory to superspace has been developed over the last 15 years (see for instance
[11–17]). Such a generalization involves the anticommuting variables θ1, . . . , θn (that is, such that θiθ j = −θ jθi) as
well as the usual commuting variables x1, . . . , xn. In superspace, the symmetric group Sn now acts diagonally, that is,
equally on both sets of variables (the xi’s and the θi’s). The subring fixed by the symmetric group Sn is called the
ring of symmetric superpolynomials (or the ring of symmetric functions in superspace). The anticommuting nature of
the indeterminates θi refers to the formalism of supersymmetry. In the context of supersymmetric quantum mechanics,
each particle now has a bosonic (i.e. even) and a fermionic (i.e. odd) degree of freedom. Supersymmetric versions of
quantum integrable many-body systems, such as the CMS model, were first considered by Freedman and Mende, and
by Shastry and Sutherland [18, 19]. In [11], three of the authors of the present Compendium introduced a family of
symmetric superpolynomials, called Jack polynomials in superspace (or super-Jacks, for short), which diagonalize the
Hamiltonian of the supersymmetric (trigonometric) CMS model. The combinatorial properties of the super-Jacks, as well
as those of the classical superpolynomials such as the power-sums and elementary symmetric functions in superspace,
were considered independently of any physical context in [12–14, 20, 21].
The relativistic version of the CMS system, namely the RS model mentioned above, was studied in [22] from the
point of view of supersymmetric quantum integrable models. One of the main results is that the eigenfunctions of the
(supersymmetric) Hamiltonian are given by superpolynomials that both generalize the super-Jacks and the Macdonald
polynomials, and which are hence called Macdonald superpolynomials. They were introduced earlier in [23], where their
combinatorial properties were investigated (including for instance a generalization to superspace of the original Macdon-
ald positivity conjecture). It was understood that the underlying symmetry of the supersymmetric RS model is played by
the double affine Hecke algebra, which resulted in a connection with the non-symmetric Macdonald polynomials. This
March 20, 2019.
1Here, when referring to the CMS and RS models, we will always understand their trigonometric version. Note that, in the literature, the trigonometric
CMS model is also referred to as the Calogero-Sutherland model.
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link provided the explicit construction of all the conserved commuting quantities (thus proving the complete integrability
of the super-RS model), as well as showing the existence of the super-Macdonald polynomials [15].
Families of Schur functions in superspace were then obtained as special cases of the Macdonald polynomials in super-
space [24, 25]. Even though they have, as in the usual case, nice tableau expansions and obey simple Pieri rules, much
of their combinatorics (such as a Schensted-type insertion) remains to be uncovered. This is yet another example of the
fascinating way in which the rich combinatorics of symmetric function theory as well as its deep connections with physics
(such as with conformal field theory) extend beautifully to superspace.
Unfortunately, the theory of symmetric functions in superspace has evolved over the years not as systematically as
one would have wished, with the right (canonical) understanding of the concepts often only appearing in the later articles
(something as simple as for instance the proper dominance ordering on superpartitions only emerging after many articles
had already been published). Realizing this shortcoming, the main objective of this Compendium is thus to present
a unified view of the important contributions pertaining to symmetric superpolynomials in the hope that researchers
interested in this rich field can easily have an idea of what is known, where to find the proofs, and what are the open
problems. To further facilitate matters, an interactive free access worksheet, following more or less the presentation of the
compendium and constructed with the SageMath code library, can be found in [26].
The structure of the Compendium is as follows. In Section 2, we introduce the basic properties of the ring of sym-
metric superpolynomials. In particular, we first present the two equivalent definitions of superpartitions (Sections 2.1.1
and 2.1.1), as well as their diagrammatic representations. We then turn to the different bases of the ring of symmetric
superpolynomials, and in particular to the multiplicative bases and their generating series (Section 2.3). A natural action
of an involutive automorphism, as well as a scalar product, are defined in the next subsection.
We then shift our attention to the Jack superpolynomials in Section 3. The combinatorial definition (Section 3.1), the
eigenvalue problem definition (Section 3.2), and the symmetrization definition (Section 3.3.2) are first presented, followed
by their properties in the next subsections.
In Section 4, we present the most general basis, that of the Macdonald superpolynomials. We show in particular
how the three definitions of Jack superpolynomials can be extended to the Macdonald case. In Section 5, we treat a
particular subclass of Macdonald superpolynomials that can be written as double symmetric functions. Finally, we end
the compendium in Section 6 with super-Schurs, where Pieri rules are first presented, followed by a constructive method
for building the super-Schurs recursively.
SageMath source code. As mentioned earlier, an interactive free access worksheet, following more or less the presenta-
tion of the compendium and constructed with the SageMath code library, can be found in [26].
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2. Superpartitions and symmetric superpolynomials
In this first section, we summarize the basic notions and definitions pertaining to symmetric superpolynomials.
2.1. Superpartitions. Recall that a regular partition λ = (λ1, λ2, . . .) is a non-increasing sequence of positive integers.
We say that λ is partition of n, often denoted λ ⊢ n, if |λ| = ∑i λi = n. Alternatively, we may write λ = (1nλ(1), 2nλ(2), . . .)
where the value nλ(i) denotes the number of parts equal to i in λ.
A superpartitions is a generalization of a partition used to label symmetric superpolynomials. There are two equivalent
definitions, which we shall now present.
2.1.1. Superpartition: the (Λa;Λs) description. A superpartition Λ is a pair of partitions written as
(2.1) Λ = (Λa;Λs) = (Λ1, . . . ,Λm;Λm+1, . . . ,Λℓ),
with the conditions
(2.2) Λ1 > Λ2 > . . . > Λm ≥ 0 and Λm+1 ≥ Λm+2 ≥ . . . ≥ Λℓ > 0.
We say that ℓ is the length of Λ. We stress that Λa has distinct parts and that the last part is allowed to be 0. It is often
convenient to consider Λ with exactly N > ℓ parts: in that case we append a sequence of N − ℓ parts equal to zero,
Λℓ+1 = . . . = ΛN = 0. The number m, indicating the number of parts in Λa, is called the fermionic degree of Λ and
n = |Λ| = ∑i Λi is the bosonic degree. Such a superpartition Λ is said to be of degree (n|m), which is denoted Λ ⊢ (n|m).
Note that the superpartitions of degree (n|0) are the regular partitions. The set of all superpartitions is denoted SPar, and
SPar(n|m) denotes the subset of superpartitions of degree (n|m). Here is an example of a superpartition of degree (27|5) in
this description: Λ = (8, 6, 3, 2, 0; 5, 3).
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2.1.2. Superpartition: the (Λ∗,Λ⊛) description. A superpartition Λ ⊢ (n|m) of length ℓ (as above) is described by a pair
of partitions, denoted Λ∗ and Λ⊛, which satisfy the following constraints:
(1) Λ∗ ⊆ Λ⊛;
(2) the degree of Λ∗ is n;
(3) the length of Λ⊛ is ℓ;
(4) the skew diagram Λ⊛/Λ∗ is both a horizontal and a vertical m-strip.
The two definitions are equivalent: the map (Λ∗,Λ⊛) 7→ (Λa;Λs) is bijective and given as follows. The parts of Λa are
the parts Λ∗i , i = 1, 2, . . ., such that Λ
∗
i , Λ
⊛
i and the parts of Λ
s, those that satisfy Λ∗i = Λ
⊛
i . The inverse direction is also
easy to describe. Let (Λa;Λs)+ be the partition obtained by reordering in non-increasing order the concatenation of the
entries of Λa and Λs, and let Λa + 1m be the partition obtained by adding one to each entry of Λa. Then Λ∗ = (Λa;Λs)+
and Λ⊛ = (Λa + 1m;Λs)+. For example, consider Λ∗ = (8, 6, 5, 3, 3, 2) and Λ⊛ = (9, 7, 5, 4, 3, 3, 1):
(2.3) Λ∗ = Λ⊛ =
•
•
•
•
•
where the boxes with a • represent the boxes of the skew diagram Λ⊛/Λ∗. This pair of partitions corresponds to the
superpartitionΛ = (8, 6, 3, 2, 0; 5, 3)mentioned earlier. As we shall see, the two descriptions of a superpartition are useful
when working with superpolynomials.
For two superpartitionsΛ, Ω, we say that Λ is included in Ω, denoted as Λ ⊆ Ω, if they satisfy Λ∗ ⊆ Ω∗ and Λ⊛ ⊆ Ω⊛.
In other words we have Λ ⊆ Ω whenever Λ∗i ≤ Ω∗i and Λ⊛i ≤ Ω⊛i for all i.
2.1.3. Superdiagram. The diagrammatic representation of superpartitions is very similar to the usual Young diagrams
representing partitions. For a superpartitionΛ, one uses the (Λ∗,Λ⊛) description: we first represent the diagram of Λ⊛ and
then transform the boxes of the skew diagram Λ⊛/Λ∗ into circles. We call the result a superdiagram, or simply a diagram
for short. Here is the superdiagram associated to the above example
(2.4) Λ = (8, 6, 3, 2, 0; 5, 3) → ⋆
Note that, diagrammatically, Λ∗ is obtained by removing all circles, and Λ⊛ is obtained by replacing all the circles by
boxes. Each box or circle in the diagram of Λ can be identified by its position s = (i, j), where i denotes the row,
numbered from top to bottom, and j denotes the column, numbered from left to right. A row or column ending with a
circle is dubbed fermionic. Other rows and columns are said to be bosonic. In the above diagram, the box with a ⋆ has
position s = (4, 3); it belongs to the third fermionic row and the second fermionic column.
2.1.4. Conjugate superpartition. The conjugate of a superpartitionΛ is the superpartition that corresponds, in the (Λ∗,Λ⊛)
description, to
(2.5) Λ′ =
(
(Λ∗)
′
, (Λ⊛)′
)
.
In the diagrammatic representation, the conjugate operation amounts to interchange the rows and columns of the diagram
Λ. Using the example above, we have
(2.6)


′
= =⇒ (8, 6, 3, 2, 0; 5, 3)′ = (6, 5, 3, 1, 0; 6, 3, 2, 1).
2.1.5. Dominance order. We now introduce the version of the dominance order that applies to superpartitions. It relies
on the (Λ∗,Λ⊛) representation. Recall the usual dominance order on partitions:
(2.7) λ ≥ µ ⇐⇒ |λ| = |µ| and λ1 + · · · + λk ≥ µ1 + · · · + µk for k = 1, 2, . . .
We say that Λ ≥ Ω if and only if
(2.8) Λ∗ ≥ Ω∗ and Λ⊛ ≥ Ω⊛
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holds true. For two superpartitions that are comparable, we often writeΛ < Ω to explicitly indicate thatΛ , Ω. Pictorially,
Λ < Ω if Ω can be obtained from Λ successively by moving down a box or a circle. For example,
!
! ≥ !
!
where the boxes with “!” are those that were moved down; but
 and  .
The dominance order is of course a partial order (see Figure 1).
Figure 1. Hasse diagram representing the dominance ordering of all superpartitions of degree (4|1), which corresponds to the
lowest degree for which the dominance ordering is no longer total. The superpartitions that can be compared are related by arrows
pointing towards the lowest superpartitions.
References: Superpartitions were first introduced in [11]. However, their diagrammatic representation only appeared later
in [13]. The dominance order presented above was first introduced in [21] (a different order on superpartitions was used
before, as for instance in [20]). Note that superpartitions are equivalent to overpartitions [27].
2.2. Symmetric superpolynomials. Superpolynomials are polynomials in the usual commuting N variables x = x1, . . . , xN
and the N anticommuting variables θ = θ1, . . . , θN . We denote the ring of superpolynomials in 2N variables over Q, by
Q[x, θ]. The diagonal action of the symmetric group SN acts identically on both sets of variables. To be more specific, if
σ ∈ SN is a permutation of {1, 2, . . . , N}, then the action is such that
(2.9) σ ∈ SN : xi, θi 7→ xσ(i), θσ(i), i = 1, 2, . . . , N.
The ring of symmetric superpolynomials AN is the subring of Q[x, θ] fixed by the symmetric group, that is,
(2.10) AN = Q[x, θ]
SN .
Let also AF,N = AN ⊗Z F denote the ring of symmetric superpolynomials over some field F , Q, or over Z. (Note that
we will often omit the explicit dependence over the field, and simply write AN instead of AF,N even though F , Q). The
space of symmetric superpolynomials is naturally graded:
(2.11) AN =
⊕
n,m≥0
AN[n|m]
where AN[n|m] is the space of homogeneous symmetric superpolynomials of degree n in the x variables and degree m in
the θ variables. Since (θi)k = 0 for any k ≥ 2, the value of m for the degree in the θ variables implies that each term of the
superpolynomial has exactly m distinct θi’s. Bases of AN[n|m] are labelled by superpartitions of degree (n|m) in at most N
parts (i.e. Λ ∈ SPar(n|m)).
In defining the following bases, we assume that Λ is of degree (n|m) with at most N parts. The first basis to be
introduced is the super-version of the monomial functions:
(2.12) mΛ = mΛ(x, θ) =
1
|Aut(Λs)| ∑
σ∈SN
σ.
(
θ1 · · · θm xΛ
)
where xΛ = xΛ11 · · · xΛNN , and the order of the automorphism group that fixes the partition Λs, |Aut(Λs)|, is given by
(2.13) |Aut(λ)| = nλ(1)!nλ(2)! · · · if λ = (1nλ(1), 2nλ(2), . . .).
Here is an example, for N = 4:
m(1,0;1,1)(x, θ) = θ1θ2(x1 − x2)x3x4 + θ1θ3(x1 − x3)x2x4 + θ1θ4(x1 − x4)x2x3
+ θ2θ3(x2 − x3)x1x4 + θ2θ4(x2 − x4)x1x3 + θ3θ4(x3 − x4)x1x2.
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References: The notion of symmetric superpolynomials was first presented in [11], in which the monomial basis was also
introduced.
2.3. Classical multiplicative bases and generating functions. A multiplicative basis of AN[n|m] is written, for a super-
partition Λ, in the form
(2.14) fΛ = f˜Λ1 · · · f˜Λm fΛm+1 · · · fΛℓ
where f˜r denotes an odd (or fermionic) component and fs an even (or bosonic) component. We stress that the ordering
of the first m terms is important. We shall now define three multiplicative bases in superspace: the super-power-sums pΛ,
the elementary symmetric superfunctions eΛ, and the homogeneous superfunctions hΛ.
(1) The super-power-sums:
(2.15) p˜r = ∑
i
θi x
r
i and ps = ∑
i
xsi
(2) The elementary superpolynomials:
(2.16) e˜r = m(0;1r ) and es = m(1s)
(3) The homogeneous symmetric superpolynomials:
(2.17) h˜r = ∑
Λ⊢(r|1)
(Λ1 + 1)mΛ and hs = ∑
λ⊢(s|0)
mλ
In the three cases, we have r ≥ 0 and s ≥ 1. Here is an example of the super-power-sums basis (for m = 2 and N = 3)
p(3,1;1) = (θ1x
3
1 + θ2x
3
2 + θ3x
3
3)(θ1x1 + θ2x2 + θ3x3)(x1 + x2 + x3)
=
(
θ1θ2(x
3
1x2 − x32x1) + θ1θ3(x31x3 − x33x1) + θ2θ3(x32x3 − x33x2)
)
(x1 + x2 + x3).
(2.18)
In general, for an element f (x, θ) ∈ AN , the number of variables might be irrelevant since the superpolynomials f (x, θ)
can be expanded in one of the above basis. For M > N, we consider the homomorphism AM → AN which acts by setting
the variables xN+1 = θN+1 = . . . = xM = θM = 0. This homomorphism maps the monomial mΛ(x1, . . . , xM, θ1, . . . , θM) to
the monomial mΛ(x1, . . . , xN , θ1, . . . , θN) if ℓ = ℓ(Λ) ≤ N, and to zero otherwise. Thus, provided the number of variables
is large enough, the sequence AN ,AN+1, . . . is stable with respect to the increase of variables. We denote the inverse limit
(of infinitely many variables), by
(2.19) A = lim←− AN , A =
⊕
n,m≥0
A[n|m], A[n|m] = lim←− AN[n|m].
In the inverse limit, the generators of our multiplicative bases are algebraically independent, and we have
(2.20) A = F[p1, p2, . . . , p˜0, p˜1, . . .] = F[e1, e2, . . . , e˜0, e˜1, . . .] = F[h1, h2, . . . , h˜0, h˜1, . . .].
Each bosonic and fermionic generators of the multiplicative bases corresponds to the expansion coefficient of a cer-
tain generating series (cf. [13, Eqs (3.39), (3.4) and (3.16) resp.]). Let t be a formal even indeterminate and τ an odd
indeterminate (τ2 = 0). We then have:
P(t, τ) = ∑
n≥1
tn−1(pn + τnp˜n−1) =
d
dt
log ∏
i≥1
[1 − t(xi + τθi)]−1(2.21)
E(t, τ) = ∑
n≥0
tn(en + τe˜n) = ∏
i≥1
(1 + txi + τθi)(2.22)
H(t, τ) = ∑
n≥0
tn(hn + τh˜n) = ∏
i≥1
(1 − txi − τθi)−1(2.23)
with e0 = h0 = 1. The following three identities can be deduced from the above expressions:
H(t, τ)E(−t,−τ) = 1(2.24)
H(t, τ)P(t, τ) = (t∂t + τ∂τ)H(t, τ)(2.25)
E(t, τ)P(−t,−τ) = −(t∂t + τ∂τ)E(t, τ).(2.26)
Expanding in modes, each of these last identities translate into recurrence relations (Lemma 26 in [13]). From (2.24), we
obtain
(2.27)
n
∑
r=0
(−1)rerhn−r = 0,
s
∑
r=0
(−1)r(erh˜s−r − e˜rhs−r) = 0, n = 1, 2, . . . , s = 0, 1, . . .
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Then, from (2.25), (2.26), we find
nhn =
n
∑
r=1
prhn−r, nen =
n
∑
r=1
(−1)r+1pren−r, n = 1, 2, . . .(2.28)
(n + 1) h˜n =
n
∑
r=0
[
prh˜n−r + (r + 1) p˜rhn−r
]
, n = 0, 1, . . .(2.29)
(n + 1) e˜n =
n
∑
r=0
(−1)r+1[ pre˜n−r − (r + 1) p˜ren−r ], n = 0, 1, . . .(2.30)
with the convention that p0 = 0. Note that, alternatively, using only power-sum superfunctions, one can express both
generating series E(t, τ), H(t, τ) in a vertex operator form:
E(t, τ) = exp
[
−∑
n>0
(−t)n
(1
n
pn +
τ
t
p˜n−1
)]
(2.31)
H(t, τ) = exp
[
∑
n>0
tn
(1
n
pn +
τ
t
p˜n−1
)]
.(2.32)
2.4. Ring homomorphism I. We consider the involutive endomorphism ω̂ : A → A, defined by
(2.33) ω̂(en) = hn and ω̂(e˜n) = h˜n; ω̂(hn) = en and ω̂(h˜n) = e˜n.
Acting with ω̂ on both sides of equation (2.31), and comparing with equation (2.32), one deduces that the involution can
also be defined as
(2.34) ω̂(pn) = (−1)n−1pn and ω̂( p˜n−1) = (−1)n−1 p˜n−1
and, for a superpartition Λ, we have
(2.35) ω̂(pΛ) = ωΛ pΛ, ωΛ = (−1)|Λ|−ℓ(Λ
s).
References: The multiplicative classical bases were presented in [13], together with their generating functions. The
involution ω̂ was also introduced there.
2.5. Scalar product. As in (2.13), let nλ(i) denote the number of parts equal to i in the partition λ. We equip the ring A
with the following scalar product [13, Proposition 31] defined in terms of the power-sums2 ,
(2.36) 〈〈pΛ|pΩ〉〉 = (−1)(
m
2)zΛδΛΩ , with zΛ = zΛs = ∏
k≥1
[
knΛs (k) nΛs(k)!
]
where δΛΩ = 1 if Λ = Ω, and zero otherwise. For an element f ∈ A, we define its adjoint ⊥: f 7→ f⊥ by requiring that
(2.37) 〈〈 f ∗ |∗〉〉 = 〈〈∗| f⊥∗〉〉
for any elements ∗ of A. From (2.36), it is clear that
(2.38) p⊥n = n
∂
∂pn
, p˜⊥n =
∂
∂ p˜n
.
We see that the adjoint map transforms an element of the ring A to, typically, something that does not belong to the ring
but rather to an operator acting on A. We thus extend to notion of ⊥ to any f : A → A. Consider for instance the
ring homomorphism I. An immediate consequence of (2.35) is that ω̂⊥ = ω̂. Hence, this involution is an isometry [13,
Proposition 32]: for any superpolynomials f , g ∈ A, we have
(2.39) 〈〈ω̂ f |ω̂g〉〉 = 〈〈ω̂⊥ω̂ f |g〉〉 = 〈〈ω̂2 f |g〉〉 = 〈〈 f |g〉〉.
2.6. The kernel & the Cauchy formula. The orthogonality relation (2.36) is directly related to the reproducing kernel,
or Cauchy formula. Let y = y1, y2, . . . be another set of infinitely many even variables, and let φ = φ1, φ2, . . . another set
of infinitely many odd variables (i.e. φ21 = . . . = 0). The partition function, or kernel, Π = Π(x, θ; y, φ) is given by
(2.40) Π = ∑
Λ∈SPar
(−1)(m2)z−1
Λ
pΛ(x, θ) pΛ(y, φ) = ∏
i, j≥1
(1 − xiy j − θiφ j)−1
which is also referred to as the reproducing kernel since [13, Corollary 35]
(2.41) 〈〈Π(x, θ; y, φ)| f (x, θ)〉〉 = f (y, φ) , for all f ∈ A.
One can show, as a fundamental property of the kernel, that the following two conditions are equivalent. Let {uΛ}Λ, and
{vΛ}Λ be independent bases over A[n|m] for every n,m, then the following are equivalent:
a. 〈〈uΛ|vΩ〉〉 = δΛΩ
2In fact, this scalar product should be referred to as a bilinear form. For a given value of the sector m, there is a global sign which makes it manifestly
not positively defined. However, we will (often) refer to it as a scalar product in the following.
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b. Π = ∑Λ∈SPar uΛ(x, θ) vΛ(y, φ).
For instance, we have [13, Proposition 38]
Π = ∑
Λ∈SPar
(−1)(m2)mΛ(x, θ)hΛ(y, φ)(2.42)
for which, by virtue of the above property, we can deduce the orthogonality relation
(2.43) 〈〈mΛ|hΩ〉〉 = (−1)(
m
2)δΛΩ.
Observe that by setting y = (t, 0, 0, . . .) and φ = (−τ, 0, 0, . . .), the kernelΠ reduces to the generating series H(t, τ). Hence,
expanding in modes, we obtain
(2.44) hn = ∑
Λ⊢(n|0)
z−1
Λ
pΛ, h˜n = ∑
Λ⊢(n|1)
z−1
Λ
pΛ.
Applying the homomorphism ω̂ on the previous relations, we then have
(2.45) en = ∑
Λ⊢(n|0)
z−1
Λ
ωΛpΛ, e˜n = ∑
Λ⊢(n|1)
z−1
Λ
ωΛpΛ
where ωΛ is defined in (2.35).
2.7. One parameter deformation of the scalar product & the homogeneous basis. Let α be a formal parameter and
set F = Q(α). We define the following α-deformation of the scalar product (2.36) as
(2.46) 〈〈pΛ|pΩ〉〉α = (−1)(
m
2)zΛ(α)δΛΩ , zΛ(α) = α
ℓ(Λ)zΛs .
The Cauchy formula associated to this scalar product is the following kernel [14, Theorem 3]:
(2.47) Πα(x, θ; y, φ) = ∑
Λ∈SPar
(−1)(m2)zΛ(α)−1pΛ(x, θ) pΛ(y, φ) = ∏
i, j≥1
1
(1 − xiy j − θiφ j)1/α
.
This kernel can now be expanded as in (2.42), resulting in
(2.48) Πα(x, θ; y, φ) = ∑
Λ
(−1)(m2) mΛ(x, θ)gΛ(y, φ)
where the (new) basis {gΛ}Λ over AQ(α) is an α-deformation of the homogeneous basis
(2.49) gΛ = g˜Λ1 · · · g˜Λm gΛm+1 · · · gΛℓ .
Their generating series is given by
(2.50) G(t, τ;α) = ∑
n≥0
tn(gn + τg˜n) = H(t, τ)
1/α
= exp
[ 1
α
∑
n>0
tn
(1
n
pn +
τ
t
p˜n−1
)]
,
and they can be given explicitly as [14, Corollary 7]
(2.51) gn = ∑
Λ⊢(n|0)
zΛ(α)
−1pΛ, g˜n = ∑
Λ⊢(n|1)
zΛ(α)
−1pΛ
(compare with (2.44)), with g0 = 1. Clearly, zΛ(1) = zΛ for any superpartition Λ so that gΛ reduces to hΛ when α = 1.
The fundamental property of the kernel presented in Section 2.6 also holds true in the case of its α-deformation. Hence,
the expression (2.48) is equivalent to the orthogonality
(2.52) 〈〈mΛ|gΩ〉〉α = (−1)(
m
2)δΛΩ.
2.8. Ring homomorphism II. We shall define an α-deformation of the endomorphism ω̂ in (2.33), now given by
(2.53) ω̂α(gn) = en, ω̂α(g˜n) = e˜n.
This maps the basis gΛ to eΛ, which are both independent basis over AQ(α). Note that this endomorphism is not an
involution. Applying ω̂α on relation (2.50) and comparing with the generating series (2.31), we obtain that its action on
the power-sum reads as
(2.54) ω̂α(pn) = (−1)n−1 α pn, ω̂α( p˜n−1) = (−1)n−1 α p˜n−1
(and we have that ω̂1 = ω̂). Hence, the inverse is given by
(2.55) (ω̂α)
−1
= ω̂α−1 .
From equation (2.54) it is clear that, with respect to the scalar product 〈〈·|·〉〉α, the endomorphism ω̂α is a self-adjoint map,
that is
(2.56) 〈〈ω̂α f |g〉〉α = 〈〈 f |ω̂αg〉〉α,
for all elements f , g ∈ AQ(α). Combining the two previous properties, we see that ω̂α is not an isometry as it satisfies
instead the relation
(2.57) 〈〈ω̂α f |ω̂α−1g〉〉α = 〈〈 f |g〉〉α,
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for any elements f , g ∈ AQ(α).
3. Jack superpolynomials
The Jack superpolynomials, or Jack polynomials in superspace or super-Jacks for short, form a basis of the ring of
symmetric superpolynomials over the field Q(α). They are different from the gΛ’s defined above in that they do not form
a multiplicative basis, and there is no known explicit expression such as (2.51). In fact, there are three (all non-explicit)
equivalent definitions for the super-Jack functions:
• a combinatorial definition (i.e. from triangularity and orthogonality);
• as eigenfunctions of certain commuting operators;
• from the (super)symmetrization of the non-symmetric Jack polynomials.
The first definition holds immediately for infinitely many variables while the last two definitions require considering first
a finite number N of variables. The second definition is related to the supersymmetric extension of the CMS model. This
integrable model describes the dynamics of N particles on a circle, where each particle has bosonic (even) and fermionic
(odd) degree of freedom. Of course, in the limit N → ∞, the three cases give rise to the same Jack superpolynomial. In
the following sections, we shall give explicitly these definitions.
3.1. Combinatorial characterization. Recall the dominance order, <, between superpartitions (Section 2.1.5). For any
n,m, and two bases {uΛ}Λ and {vΛ}Λ of AF[n|m], we say that the basis {uΛ}Λ is triangular in the basis {vΛ}Λ if, for every
superpartition Λ ⊢ (n|m), the superpolynomial uΛ belongs to the subspace
(3.1) spanF {vΩ | Ω ≤ Λ} ⊆ A[n|m].
In other words, if we denote by K(u; v) the change of basis matrix between the bases u and v, i.e. u = K(u; v)v where
the labelling of the columns and rows is compatible with the dominance ordering, then this matrix is triangular. Note that
this definition also implies that the basis {vΛ}Λ is triangular in the basis {uΛ}Λ.
The Jack superpolynomials
{
P
(α)
Λ
= P
(α)
Λ
(x, θ)
}
Λ
are defined from two properties: (1) triangularity in the monomial
basis, and (2) orthogonality. That is,
(1) P(α)
Λ
= ∑
Ω≤Λ
cΛΩ(α)mΩ, with cΛΩ(α) ∈ Q(α) and cΛΛ(α) = 1
(2) 〈〈P(α)
Λ
|P(α)
Ω
〉〉α = 0 if Λ , Ω.
(3.2)
This definition implies of course an overdetermined system (for the coefficients cΛΩ(α)). To show that a solution exists,
that is, that the super-Jacks are defined for all superpartitions, one can show that the Jack superpolynomials are the
common eigenfunctions of commuting operators which are compatible with the definition (3.2). This will be presented in
the sections that follow.
Let bΛ(α) be the proportionality constant in Q
(α)
Λ
= bΛ(α)P
(α)
Λ
, and such that
(3.3) 〈〈P(α)
Λ
|Q(α)
Ω
〉〉α = (−1)(
m
2)δΛΩ ⇒ bΛ(α) = (−1)(
m
2)〈〈P(α)
Λ
|P(α)
Λ
〉〉−1α
The constant bΛ(α) is known as the reciprocal of the norm-squared of the super-Jack P
(α)
Λ
. A combinatorial formula for
the norm-squared will be presented below. Note that the Cauchy kernel can then be expanded as
(3.4) Πα(x, θ; y, φ) = ∑
Λ
(−1)(m2)P(α)
Λ
(x, θ)Q(α)
Λ
(y, φ).
References: The above definition of the super-Jacks is from [14, Theorem 1] while their existence is demonstrated in [14,
Theorem 21].
3.2. Eigenfunction characterization. In the next sections, we shall work with a finite number N of variables, and thus
consider Jack superpolynomials in AN . Let D and ∆ be two (linear) differential superoperators acting on AN , and defined
by
D =
α
2
N
∑
i=1
x2i ∂
2
xi
+ ∑
1≤i, j≤N
xi x j
xi − x j
(
∂xi −
θi − θ j
xi − x j
∂θi
)
,(3.5)
∆ = α
N
∑
i=1
xiθi∂xi∂θi + ∑
1≤i, j≤N
xiθ j + x jθi
xi − x j
∂θi .(3.6)
The Jack superpolynomial P(α)
Λ
can be characterized by the following two conditions: (1) triangularity in the monomial
basis, as above, and (2) common eigenfunction of D and ∆,
(1) P(α)
Λ
= mΛ + ∑
Ω<Λ
cΛΩ(α)mΩ
(2) D P(α)
Λ
= εΛ(α) P
(α)
Λ
and ∆ P(α)
Λ
= ε˜Λ(α) P
(α)
Λ
(3.7)
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where the eigenvalues are given by
(3.8) εΛ(α) = α n(Λ
′∗) − n(Λ∗) and ε˜Λ(α) = α |Λa| − |Λ′a|.
with n(λ) given by n(λ) = ∑ℓ(λ)i=1 (i − 1)λi for a regular partition λ. Note that in this definition, the eigenvalues can be
degenerate, i.e. one can find distinct superpartitions Λ and Ω such that εΛ(α) = εΩ(α) and ε˜Λ(α) = ε˜Ω(α). But in this
case, it can be shown that Λ and Ω cannot be comparable in the dominance ordering. As such, imposing the dominance
ordering fixes uniquely the superpolynomial.
References: The above definition of the Jack superpolynomials first appeared in [12, Theorem 1], with a somewhat
different expression for the two operators D and ∆. The origin of this characterization is rooted in physics. Recall that the
ordinary Jack polynomials are eigenfunctions of the CMS model (see e.g., [28]). This statement has a supersymmetric
extension: the Jack superpolynomials are eigenfunctions of the supersymmetric version of the CMS model. The operator
D above is related to the model’s Hamiltonian. The operator ∆ is similarly related to the simplest nontrivial operator in
an extra tower of conservation laws that vanishes as the anticommuting variables are set equal to zero. The above form
is presented in [21, Theorem 2.2]. Warning: in the two articles preceding [12], the ‘Jack superpolynomials’ that were
constructed are not eigenfunctions of both D and ∆ but only of the former. Consequently, they are not orthogonal.
3.3. The symmetrization construction. The third definition fromwhich the Jack superpolynomials can be characterized
is from an appropriate symmetrization of the non-symmetric Jack polynomials, with suitable dressing factors composed
of anticommuting variables. In this section, we introduce the Dunkl operators and we present how their projection onto
the space AN connects with the commuting operators defining the super-Jack.
3.3.1. The non-symmetric Jack polynomials and the Dunkl operators. Recall that Q(α)[x1, . . . , xN] denotes the ring of
polynomials in the variables x1, . . . , xN , over Q(α). The operator Ki j, for 1 ≤ i, j ≤ N, acts on Q(α)[x1, . . . , xN] by
exchanging the variables xi and x j. Note that we (sometime) write Ki = Ki,i+1. The Dunkl-type operatorDi is given by
3
(3.9) Di = αxi∂xi +∑
j<i
xi
xi − x j
(1 − Ki j) +∑
j>i
x j
xi − x j
(1 − Ki j) + (1 − i), i = 1, 2, . . . , N.
The set of operators {Di}i forms a family of commuting operators that have common eigenfunctions.
The non-symmetric Jack polynomialE(α)η = E
(α)
η (x), indexed by a composition η ∈ ZN≥0, is an element ofQ(α)[x1, . . . , xN]
defined as follows: it is the unique polynomial of the form
(3.10) E(α)η = x
η
+∑
ν≺η
aην(α)x
ν, aην(α) ∈ Q(α)
where xη = xη11 · · · xηNN , and which simultaneously diagonalizes all Dunkl operators
(3.11) DiE
(α)
η = (α ηi − η̂i)E(α)η , i = 1, 2, . . . , N
with
(3.12) η̂i = #{ j = 1, . . . , i − 1|η j ≥ ηi} + #{ j = i + 1, . . . , N|η j > ηi}.
The ordering ∗ ≺ ∗ in (3.10) is known as the Bruhat order on (weak) compositions. For a composition η, let η+ be the
unique partition obtained from η by ordering the entries, and let wη be the unique permutation of minimal length such that
η = wηη
+ (thus wη is an element of the symmetric groupSN which permutes the entries of η). Then, we have
(3.13) ν ≺ η ⇐⇒ ν+ < η+ or ν+ = η+ and wν < wη
where comparison on elements of SN is such that wν < wη iff wν ⊂ wη (that is, if wν can be obtained as a subword wη).
3.3.2. Construction of the Jack superpolynomials in terms of E(α)η . Given a superpartition Λ, one forms the composition
Λ
R
= ((Λa)R, (Λs)R) where (∗)R indicates that the entries are written in reversed order. Recall that an element σ of the
symmetric group SN acts on the space Q(α)[x, θ] by permuting the two sets of variables simultaneously. Let m be the
fermionic degree of the superpartition Λ. We have the expansion [12, Theorem 41]
(3.14) P(α)
Λ
(x, θ) =
(−1)(m2)
|Aut(Λs)| ∑σ∈SN
σ
(
θ1 · · · θm E(α)ΛR (x)
)
.
3They are also referred to as Cherednik operators, [29]
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3.3.3. The complete set of commuting quantities as projection of the Dunkl operators. The Dunkl operators Di play the
role of the commuting quantities for the non-symmetric Jack polynomials. Since, as we just saw, the Jack superpolyno-
mials are related to the non-symmetric ones, the commuting quantities for the super-Jacks can be constructed from the
Di’s.
We shall consider the action of any given operator O on the space of symmetric superpolynomials, which we will
denote by O(AN). Let κi j be the operator that interchanges the (odd) variables θi and θ j. For any element f ∈ AN and any
i, j = 1, . . . , N, we have
(3.15) Ki jκi j f = f ,
which implies that Ki j(AN) = κi j(AN) (since both operators are involutions). The action of κi j has the following realization
when restricted to AN [11]
(3.16) κi j = 1 − (θi − θ j)(∂θi − ∂θ j).
Thus, the projection O(AN) of an operator O involving exchange operators amounts to moving each operator Ki j to the
right and then replacing it by the expression for κi j in (3.16). Define [12]
(3.17) H′r =
N
∑
i=1
Dri , I
′
s = ∑
σ∈SN
σ
(
θ1∂θ1D
s
1
)
for r = 1, . . . , N, s = 0, . . . , N − 1, and set
(3.18) Hr = H
′
r(AN), Is = I
′
s(AN).
For instance, we have
(3.19) H1 = α
N
∑
i=1
xi∂xi − N(N − 1)/2, I0 =
N
∑
i=1
θi∂θi .
The following result holds [14, Proposition 12]: the 2N operatorsHr, Is are mutually commuting
(3.20) [Hr,Hs] = [Hr , Is] = [Ir, Is] = 0
for all r, s, and their common eigenfunctions are the Jack superpolynomials {P(α)
Λ
}Λ. In particular, we have the relations
[21]
(3.21) D =
1
2α
(
H2 − N(N − 1)2/2
)
− 1
2
(
H1 + N(N
2
+ 1)/3
)
, ∆ = I1 +
1
2
(I20 − I0)
where D and ∆ are given respectively in (3.5) and (3.6).
3.4. Another scalar product. In the context of the supersymmetric generalization of the CMS quantum mechanical N-
body problem, the Jack superpolynomials in a finite number of variables are orthogonal with respect to an analytic scalar
product, to be referred to as the physical scalar product. This is defined as follows. Let f , g ∈ Q(α)[x1, . . . , xN , θ1, . . . , θN]
and set
(3.22) f †g = f (x−1, ∂θ)g(x, θ)
∣∣
θ1=...=θN=0
∈ Q(α)[x±1 , . . . , x±N]
where the f † acts on g by replacing each variable θi in f by ∂θi , and then setting all the remaining θ j’s to zero. The physical
scalar product is given by4
(3.23) 〈 f |g〉α,N =
∮
dx1
x1
. . .
dxN
xN
∏
1≤k,l≤N
k,l
(
1 − xk
xl
)1/α
f †g.
The 2N operatorsHr, Is are self-adjoint with respect to this scalar product [12, Proposition 5], i.e.
(3.24) 〈Hr ∗ |∗〉α,N = 〈∗|Hr∗〉α,N and 〈Is ∗ |∗〉α,N = 〈∗|Is∗〉α,N
for all r = 1, . . . , N and s = 0, . . . , N − 1. We thus have the following alternative characterization for the super-Jacks:
(1) P(α)
Λ
= mΛ + ∑
Ω<Λ
cΛΩ(α)mΩ
(2) 〈P(α)
Λ
|P(α)
Ω
〉α,N = 0 if Λ , Ω.
(3.25)
4Equivalently, the scalar product can be written as
〈 f |g〉α,N =
∮
dx1
x1
. . .
dxN
xN
∫
dθ1 . . . dθN ∏
1≤k,l≤N
k,l
(
1 − xk
xl
)1/α
f¯ g
where the ‘bar’ notation is defined as x¯ = 1/x and
θi1 · · · θik θ j1 · · · θ jl = θ1 · · · θN
if (i1, . . . , ik) = ( j1 , . . . , jl), and zero otherwise.
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Note that the two scalar products (physical and combinatorial) are compatible when the number of variables is infinite.
To be more specific,
(3.26) lim
N→∞
〈P(α)
Λ
|P(α)
Ω
〉α,N
〈1|1〉α,N
= 〈〈P(α)
Λ
|P(α)
Ω
〉〉α
References: The orthogonality condition (2) is demonstrated in [12, Theorem 2], and the equivalence between the scalar
products is presented in [14, Remark 22].
3.5. Further properties of Jack superpolynomials. We now present some properties of super-Jack functions, and list a
few open problems (and conjectures).
3.5.1. Norm. The formula for the (combinatorial) norm of a Jack superpolynomial involves some basic diagram data.
Given a cell s = (i, j) in λ, we let
(3.27) aλ(s) = λi − j , a′λ(s) = j − 1 , lλ(s) = λ′j − i , and l′λ(s) = i − 1.
The quantities aλ(s), a′λ(s), lλ(s) and l
′
λ(s) are respectively called the arm-length, arm-colength, leg-length and leg-colength.
We define two α-deformations of the hook length of a square in a superpartition Λ, the upper and lower-hook lengths re-
spectively given by:
h
up
Λ
(s;α) = α(aΛ∗(s) + 1) + lΛ⊛ (s)
hlo
Λ
(s;α) = α aΛ⊛(s) + lΛ∗ (s) + 1.
(3.28)
For example, for the superpartitionΛ = (8, 6, 3, 2, 0; 5, 3) presented in (2.4), the box marked with the ⋆ symbol at position
s = (4, 3) has data:
h
up
Λ
(s;α) = hlo
Λ
(s;α) = α + 2.
Let BΛ (the bosonic content of Λ) be the set of squares in the diagram of Λ that do not lie at the intersection of a
row containing a circle and a column containing a circle. The expression for the norm of a Jack superpolynomial (3.3)
reads [21, Theorem 6.6]:
(3.29) (−1)(m2)〈〈P(α)
Λ
|P(α)
Λ
〉〉α = αm ∏
s∈BΛ
h
up
Λ
(s;α)
hlo
Λ
(s;α)
where m is the fermionic degree of the superpartition Λ.
3.5.2. Evaluation. An evaluation ǫ of AN is a linear map from the algebra AN to Q(α). For an element f ∈ AN , we denote
this map as f (ǫ). The evaluation we consider in this section is to be referred to as the constant evaluation, denoted simply
as ǫ = 1, which maps all indeterminates x1, . . . , xN to 1. But because of the anticommuting variables, this operation is
(most of the time) trivially equal to zero, unless we consider first the following projection onto a given fermionic sector.
Let ̺{1,...,m} be the projection operator whose action is to pick up the coefficient of the term θ1 · · · θm, that is
(3.30) ̺(1,...,m) θI =
{
1 if I = {1, . . . ,m}
0 if I , (1, . . . ,m)
where θI = θi1 · · · θik for I = {i1, . . . , ik} ⊆ {1, . . . , N} an ordered subset. We define the normalized projection operator ˆ̺m
by dividing the result of (3.30) by the Vandermonde determinant in the first m variables,
(3.31) ˆ̺m =
̺(1,...,m)
∏1≤i< j≤m(xi − x j)
.
For an element f ∈ AN of fermionic degree m, we set
(3.32) f (1) = f (ǫ = 1) = ( ˆ̺m f )
∣∣
x1=x2=...=xN=1
for the constant evaluation. The reason for dividing by the Vandermonde determinant in the evaluation in (3.31) is that it
removes the antisymmetric part, which becomes zero when setting all variables to 1 (whenever m > 1).
For the Jack superpolynomials, the constant evaluation is given by an explicit combinatorial formula, similar to that
of the normalization presented above. Let P(α)
Λ
be such that Λ is of fermionic degree m and such that ℓ(Λ) < N. The
evaluation formula is most simply described in terms of the skew diagram SΛ = Λ⊛/(m,m − 1, . . . , 1). For instance,
S(4, 3, 1; 4, 3) is
Λ : 7−→ SΛ : ⋆
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where we note that the position of the ⋆ is s = (3, 4). The following formula holds [21, Theorem 5.7]
(3.33) P(α)
Λ
(1) =
1
vΛ(α)
∏
s=(i, j)∈SΛ
(
N − (i − 1) + α( j − 1)
)
,
where
(3.34) vΛ(α) = ∏
s∈BΛ
hlo
Λ
(s;α)
and with hlo
Λ
(s;α) being defined in (3.28).
3.5.3. Integral form of the Jack superpolynomials. Consider for example the Jack superpolynomial indexed by Λ =
(3, 1; ):
P
(α)
(3,1; ) =m(3,1; ) +
1
(α + 1)
m(3,0;1) +
−α
(3α + 2)(α + 1)
m(1,0;3) +
2
(3α + 2)(α + 1)
m(2,0;2) +
(3α + 4)
(3α + 2)(α + 1)
m(2,1;1)
+
6
(3α + 2)(α + 1)
m(2,0;1,1) +
2
(3α + 2)(α + 1)2
m(1,0;2,1) +
6
(3α + 2)(α + 1)2
m(1,0;1,1,1).
(3.35)
We see that if one multiplies the superpolynomial by (3α + 2)(α + 1)2, which is the denominator of the coefficient of
m(1,0;13), then the resulting superpolynomial has coefficients that belong to Z[α]. This normalization is known as the
integral form of the Jack superpolynomials.
Among the superpartitions in SPar(n|m), there is a minimum one with respect to the dominance ordering. It is given by
(3.36) Λmin = (m − 1,m − 2, . . . , 1, 0; 1nˆ ), nˆ = n − m(m − 1)/2.
When P(α)
Λ
with Λ ⊢ (n|m) is expanded in the monomial basis, the coefficient of mΛmin is given by
(3.37) nˆ!vΛ(α)
−1
where we recall that vΛ(α) was introduced in (3.34) [21, 30].
We define the integral form of the Jack superpolynomials, to be denoted J(α)
Λ
, as
(3.38) J(α)
Λ
= vΛ(α)P
(α)
Λ
,
When expanded in the monomial basis, i.e.
(3.39) J(α)
Λ
= ∑
Ω≤Λ
vΛΩ(α)mΩ,
where vΛΛ(α) = vΛ(α), we have the following conjecture.
Conjecture 3.1 – [14] The coefficients vΛΩ(α) are polynomials in α with integer coefficients, that is, they belong to Z[α].
The conjecture is illustrated using (3.35), in which case v(3,1; )(α) = (3α + 2)(α + 1)2 and J
(α)
(3,1; ) ∈ AZ[α]. When m = 0,
the stronger statement that vΛΩ(α) ∈ N[α] was proven in [31]. As can be seen with (3.35), this stronger form is not true in
general when m > 0.
We end this section by mentioning an interesting open problem related to the integral form of the Jack superpolynomi-
als.
Open problem 3.2 – Find a combinatorial description, analogous to that of [31], for the expansion coefficients vΛΩ(α) in
(3.39).
3.5.4. Duality. When acting on Jack superpolynomials, the ring homomorphism ω̂α introduced in (2.54) provides the
following duality
(3.40) ω̂α(P
(α)
Λ
) = (−1)(m2)Q(1/α)
Λ′ , ω̂α(Q
(α)
Λ
) = (−1)(m2)P(1/α)
Λ′ ,
which connects the super-Jack indexed by superpartitionΛ to that indexed by the conjugate superpartitionΛ′ (up to taking
the reciprocal of α).
References: The duality relation is proved in [14, Theorem 27]. Note that the relations (3.40) differ slightly from those
found in [14], since we used in (3.40) the fact that bΛ(α) = bΛ′(1/α)−1.
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3.5.5. Special cases. We have [14, Proposition 28]
(3.41) P(α)(;n) =
αnn!
(1 + α(n − 1))n
gn and P
(α)
(n;) =
αn+1n!
(1 + αn)n+1
g˜n,
where (a)n = a(a − 1) · · · (a − n + 1). When considering special values of α, we connect with the classical bases in the
following way [14, Theorem 30]
(3.42) lim
α→∞
P
(α)
Λ
= mΛ and P
(0)
Λ
= (−1)(m2)eΛ′ ,
and
(3.43) P(1)(;n) = hn and P
(1)
(n;) =
1
n + 1
h˜n.
The Jack superpolynomials at α = 1 do not have the nice combinatorial properties that one would expect of Schur
superpolynomials (they have for instance negative coefficients when expanded in the monomials, as can be seen in (3.35)
when setting α = 1). Suitable candidates for the Schur superpolynomials will be introduced later.
3.5.6. Pieri rules. Let the Pieri coefficients for the Jack polynomials in superspace be defined by
(3.44) en P
(α)
Λ
= ∑
Ω
dΛΩ(α) P
(α)
Ω
and e˜n P
(α)
Λ
= ∑
Ω
d˜ΛΩ(α) P
(α)
Ω
The Pieri coefficients dΛΩ(α) and d˜ΛΩ(α) happen to be much more complicated than in the usual Jack polynomials case
due to the presence in some cases of a non-linear factor. For instance, given the superpartitions
(3.45) Λ =
©
©
© and Ω =
©
©
©
the coefficient of P(α)
Ω
in the product e3P
(α)
Λ
is given by
(3.46)
1
1152
α4(2α + 3)(3α + 4)(416α6 + 2000α5 + 3484α4 + 2608α3 + 559α2 − 256α − 108)
(4α + 3)(5α + 4)(7α + 6)(2α + 1)(α + 1)10
Explicit formulas for the coefficients, dΛΩ(α) and d˜ΛΩ(α) are provided in [17]. Remarkably, the non-linear factor described
previously turns out to be a determinant related to the partition function of the 6-vertexmodel in statistical mechanics while
the remaining linear factors can be expressed, as in the usual Jack polynomial case, in terms of certain hook-lengths in a
Ferrers’ diagram.
3.6. Admissible Jack superpolynomials. For generic values of α, the coefficients in the monomial expansion of a Jack
superpolynomial are well-defined, i.e. they are not singular. But when α is set to a negative rational number, these
coefficients can have poles. This can be observed directly from the super-Jack shown in (3.35) when letting α be equal to
α1,4 = −2/3 for instance. Throughout this section, we set
(3.47) αk,r = −
k + 1
r − 1
with k, r ∈ N, k ≥ 1, r ≥ 2, and such that (k+1) and (r−1) are coprime. Jack superpolynomials that are not singular when
setting α = αk,r are known as admissible super-Jacks. We first introduce the notion of admissibility for superpartitions,
and we shall then see that the Jack superpolynomials indexed by admissible superpartitions are indeed admissible.
A superpartition Λ with exactly N parts is (k, r, N)-admissible if it satifies [32]
(3.48) Λ⊛i − Λ∗i+k ≥ r for all 1 ≤ i ≤ N − k
with k ≥ 1 and r ≥ 2 (as above). For example, the superpartition (7, 4, 2, 1; 7, 5, 0) is (2, 3, 7)-admissible, and the
superpartition (4, 1, 0; 8, 3) is (1, 2, 5)-admissible. Note that for superpartitions of fermionic degree m = 0, the condition
(3.48) reduces to the standard admissibility condition on partition considered in [33]. Let us denote by π(k,r,N) the set of
superpartitions that are (k, r, N)-admissible.
Let F(k)N denote the ideal of symmetric superpolynomials (over C) in N (even) variables x = x1, . . . , xN and in N (odd)
variables θ = θ1, . . . , θN that satisfy
(3.49) f (x, θ) = 0 whenever x1 = x2 = . . . = xk+1.
The interest of considering the space F(k)N is that it can be described in terms of admissible Jack superpolynomials. Super-
Jack polynomials that vanish when a certain number of variables coincide provide examples of what is known as the
clustering property. We have the following results [32].
• Let Λ ∈ π(k,r,N) be admissible. The Jack superpolynomial P(α)Λ (x1, . . . , xN ; θ1, . . . , θN) is well-defined at α = αk,r,
that is, its expansion into the monomial basis has no poles at α = αk,r.
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From the regularity of the super-Jack just mentioned above, we define the space I(k,r)N to be the space of complex Jack
superpolynomials associated to admissible superpartitions and parameter α = αk,r, in other words, let
(3.50) I(k,r)N = spanC
{
P
(αk,r )
Λ
∣∣Λ is (k, r, N)-admissible}.
• The space I(k,r)N is an ideal of AN (over C).
• The ideal I(k,r)N is closed under the action of the differential superoperators
Ln =
N
∑
i=1
x−ni
(
xi∂xi +
1 − n
2
θi∂θi
)
, n ≤ 1, n ∈ Z,
Gr =
N
∑
i=1
x
−r+1/2
i
(
∂θi + θi∂xi
)
, r ≤ 1/2, r ∈ Z + 12 .
(3.51)
Therefore, the ideal I(k,r)N defines a module over a subalgebra of the centerless Neveu-Schwarz algebra (i.e. the
super-Virasoro algebra) given by the (anti)commutation relations:
[Ln, Lm] = (n − m)Ln+m, [Ln,Gr] = (n/2 − r)Gn+r, {Gr,Gs} = 2Lr+s.
• We have I(k,r)N ⊆ F(k)N for any r.
In addition, we conjecture that the inclusion in the last result is in fact an equality when r = 2.
Conjecture 3.3 – The Jack superpolynomials P(αk,2)
Λ
(x1, . . . , xN , θ1, . . . , θN), with Λ (k, 2, N)-admissible, form a basis of
the space F(k)N .
We present a simple example illustrating this last conjecture. Consider the following symmetric superpolynomial:
∏
1≤i< j≤3
(xi − x j − θiθ j)2.
Clearly, this superpolynomial vanishes whenever two variables xi coincide, that is, it belongs to F
(1)
3 . With α1,2 = −2, one
can compute its expansion in super-Jacks, and one finds
∏
1≤i< j≤3
(xi − x j − θiθ j)2 = P(−2)(4,2) − 2
(
P
(−2)
(3,2; ) +
5
3P
(−2)
(3,0;2) + P
(−2)
(1,0;4)
)
where all superpartitions (and the partition) that appear in the expansion are (1, 2, 3)-admissible.
Open problem 3.4 – Connection with superconformal field theory. The basis of states for the irreducible Neveu-Schwarz
modules in minimal superconformal modelM(2, 4p) can be characterized by admissible superpartitions [34].
3.7. Relation with infinite dimensional algebras. The Hamiltonian defining the supersymmetric CMS model can be
formulated into the language of infinite-dimensional free-field algebras. It can thus be written as a (super)operator acting
on the Fock space. In particular, the operatorsH2 and I1 presented in Section 3.3.3 can be realized in the algebra formed
by the tensor product of the oscillator algebra (or Heisenberg) with the Clifford algebra (or free fermion).
Let H denote the Heisenberg algebra, that is, the associative algebra over C with generators H = ⊕n∈ZCan ⊕ C1, and
with defining commutation relations
(3.52) [an, am] = nδn,−m1.
In the following, we shall also need the free-field algebra associated to the fermionic variables. Let f denote the free-
fermion algebra with generators f = ⊕r∈Z+ 12Cbr ⊕ C1, and with defining (anti)commutation relations
(3.53) {br, bs} = δr,−s1.
Consider the tensor product algebra H = H ⊗ f, and define the generators Ĥ2, Î1 ∈ H given by
Ĥ2 = α(α − 1)∑
n≥1
na−nan + αĤ1 + α(α − 1)∑
n≥0
n2b−n− 12 bn+ 12 + Nα∑
n≥0
nb−n− 12 bn+ 12
+ α ∑
n,m≥1
[
a−na−man+m + αa−n−manam
]
+ 2α ∑
n,m≥1
m
[
a−nb−m− 12 bn+m+ 12 + αb−n−m− 12 bm+ 12 an
](3.54)
and
Î1 = (α − 1)∑
n≥0
nb−n− 12 bn+ 12 −
1
2
(
Î0
)2
+ ∑
m≥0,n≥1
[
αb−m−n− 12 bm+ 12 an + a−nb−m− 12 bm+n+ 12
]
(3.55)
with
(3.56) Ĥ1 = ∑
n≥1
a−nan, Î0 = ∑
n≥0
b−n− 12 bn+ 12 .
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Note that we drop the tensor product notation, i.e. writing an for an ⊗ 1 and bn for 1 ⊗ bn.
These two operators can be viewed as the analogues of H2 and I1, when formulated in the limit when the number of
variables is infinite. To make this connection more precise, we consider the algebra homomorphism
(3.57) Ξλ : an 7→
n
λ
∂pn , a−n 7→ λpn, bm+ 12 7→ ∂ p˜m , b−m− 12 7→ p˜m
where λ ∈ C and for n = 1, 2, . . ., m = 0, 1, . . . Observe that this homomorphism preserves both the algebras H(α) and f.
Up to a certain rescaling constant (which we ignore here in this section), the relation with the conserved current is
(3.58) Ξ1(Ĥ2) = H2, Ξ1(Î1) = I1.
There is yet another interesting connection between the CMS superoperators and the representation theory of super-
conformal field theory.
The complete Neveu-Schwarz algebra (i.e. the super-Virasoro algebra) is spanned by the following generators, which
are realized in the free-field algebra as
Ln = −
1
2
α0(n + 1)an +
1
2 ∑
m∈Z
aman−m +
1
2 ∑
k∈Z+ 12
(
k +
1
2
)
bn−kbk (n , 0),
L0 =
1
2
(a20 − α0a0) + ∑
m∈Z
m>0
a−mam + ∑
k∈Z+ 12
k>0
k b−kbk,
Gr = −α0
(
r +
1
2
)
br + ∑
m∈Z
ambr−m,
(3.59)
with n ∈ Z, r ∈ Z + 12 . The constant α0 ∈ C parametrizes the so-called central charge c that appears in the commutation
relations:
[Lm, Ln] = (m − n)Lm+n +
1
12
c(m3 − m)δm,−n
[Lm,Gr] = (
1
2
m − r)Gm+r
{Gr,Gs} = 2Lr+s +
1
3
c(r2 − 1
4
)δr,−s
(3.60)
given by
(3.61) c =
3
2
− 3α20.
(Compare with the expressions presented in Section 3.6). We will refer to this algebra simply as the (universal) NS
algebra. Then, we consider the generators formed by the expressions:
(3.62) L = ∑
n≥1
a−nLn, G = ∑
m≥0
b−m− 12 Gm+ 12 .
After some simple manipulations, we can obtain for G,
(3.63) G = −α0 ∑
k≥0
kb−k− 12 bk+ 12 + (a0 − α0)Î0 + ∑
k≥0,m≥1
[
a−mb−k− 12 bk+m+ 12 + b−k−m− 12 bk+ 12 am
]
.
When acting on a module, or on a vector in Fock space, the mode a0 will act as a constant on a given vector. From the
algebra homomorphism Ξλ, one can obtain the relation:
(3.64)
√
αΞ1/
√
α
(
G
)
= I1 +
1
2
I
2
0 −
1
2
I0 + cst.I0 = ∆ + cst.I0
where ‘cst.’ stands for some constant and using the definition of the operator ∆ in (3.21). In order to hold, the above
relation requires to identify the constant α0 in G with
(3.65) α0 =
1√
α
− √α.
Consider the families of superconformal field theory where the central charge of the NS algebra is parametrized by
(3.66) c =
3
2
− 3 (α − 1)
2
α
.
A given highest-weigh vector |χ〉, or singular vector, which is annihilated by all positive modes, of the associated NS
algebra, must satisfy G|χ〉 = 0. Using the algebra homomorphism Ξλ, where Ξλ(|χ〉) = χ ∈ AC(α), we have
(3.67) Ξ1/√α
(
G|χ〉) =
(
∆ + cst.I0)χ = 0,
which implies that χ must be an eigenfunction of the superoperator ∆. Since Jack superpolynomials are eigenfunction of
this operator, this provides a remarkable connection between the representation of singular vectors in the NS algebra and
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the theory of symmetric superpolynomials. However, as we have seen above, the super-Jacks are not solely characterized
by ∆ since we may find degenerate eigenvalues.
We now look at the generator L. We may write it as
L = − 1
2
α0 ∑
n≥1
na−nan + (a0 − α0/2)Ĥ1 + ∑
n,m≥1
[
a−na−man+m + 12a−n−manam
]
+
1
2 ∑
m,n≥0
(n + 1)a−m−n−1bm+ 12 bn+ 12 +
1
2 ∑
m≥0,n≥1
(2m + n + 1)a−nb−m− 12 bm+n+ 12
(3.68)
and with the algebra homomorphism as in (3.64), we find
(3.69)
√
αΞ1/
√
α
(
L
)
= D +M
where D is the super-Jack operator in (3.21) andM is the following operator (which contains higher terms):
M =cst.H1 − 2α ∑
n,m≥1
nmp˜n+m∂ p˜m∂pn − (α − 1)∑
n≥0
n2 p˜n∂ p˜n − N ∑
n≥0
np˜n∂ p˜n + ∑
n,m≥1
(n + m)pn pm∂pn+m
+ ∑
n,m≥0
(n + 1)pn+m+1∂ p˜m∂ p˜n + ∑
n≥1,m≥0
(n + 1)pn p˜m∂ p˜n+m .
(3.70)
As a result, a single super-Jack is typically not a representation of a singular vector in NS algebra. Rather, because of
the expression (3.69), it is a linear combination of super-Jacks which describes a singular vector. In particular, this is
precisely what was found in the work [35].
References: The Hamiltonian of the supersymmetric CMS model expressed in infinitely many variables can be found
in [14] (see also [36]). The connection between singular vectors of superconformal field theory and Jack superpolynomials
was initiated in [35]. A similar situation was discovered for the second sector of the superconformal algebra, namely the
Ramond sector (which corresponds to consider integer modes expansion of the fermionic generators), in [37]. The relation
was revisited recently [38] where the operator which generates the linear combination of super-Jacks was obtained. There
is another scheme of representation for the singular vector of the NS algebra based on a different bosonization, and
homomorphism, related to a certain q-deformation of the Virasoro algebra [39, 40]. In the latter work, a single Uglov
polynomial represents a singular vector.
4. Macdonald superpolynomials
The next level of generalization amounts to construct a one parameter deformation of the Jack superpolynomials.
By analogy with standard symmetric function theory, they are the Macdonald superpolynomials, or super-Macdonald for
short. They form a basis of the ring of superpolynomialsA with underlying field F = Q(q, t), the field of rational functions
in q and t. These two parameters are viewed as formal (real) free parameters. For specific values of these parameters, the
super-Macdonalds reduce to other families of superpolynomials previously introduced.
Recall that in the case of Jack superpolynomials we have three different characterizations, which are described at the
beginning of Section 3. We shall see in this section that this also holds for the super-Macdonalds.
4.1. The combinatorial scalar product. The first proposed definition uses the triangularity in the monomial basis and
the orthogonality. The latter requires a deformation of the scalar product (2.46), which now reads
(4.1) 〈〈pΛ|pΩ〉〉q,t = (−1)(
m
2)zΛ(q, t) δΛΩ
where
(4.2) zΛ(q, t) = q
|Λa| zΛs ∏
i
1 − qΛsi
1 − tΛsi .
with the value of zΛs = (∏i Λ
s
i )|Aut(Λs)|, defined in (2.36). The Macdonald superpolynomials
{
PΛ(q, t) = PΛ(x, θ; q, t)
}
Λ
are the unique family of superpolynomials that satisfy the two following conditions:
(1) PΛ(q, t) = ∑
Ω≤Λ
cΛΩ(q, t)mΩ, cΛΛ(q, t) = 1, cΛΩ(q, t) ∈ Q(q, t);
(2) 〈〈PΛ(q, t)|PΩ(q, t)〉〉q,t = 0 if Λ , Ω.
(4.3)
As in the super-Jack’s case, the two conditions define an overdetermined system. The existence of the PΛ(q, t)’s thus
requires a proof (whose idea is given below). For superpartitions that are ordinary partitions, i.e. when m = 0, the scalar
product is the usual Macdonald scalar product, so that the Macdonald superpolynomials are then simply the Macdonald
polynomials.
Note that we have lost the usual invariance under the map q 7→ q−1 and t 7→ t−1 in the scalar product (up to a global
constant equal to the total degree). Indeed, we have
(4.4) (q/t)|Λ|〈〈pΛ|pΩ〉〉q−1,t−1 = (qt)−|Λ
a|〈〈pΛ|pΩ〉〉q,t,
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and as a consequence, we have that
(4.5) PΛ(x, θ; q, t) , PΛ(x, θ; q
−1, t−1).
when m > 0. However, this invariance of the usual Macdonald polynomials has an intriguing extension to superspace. As
we will see, it requires a transformation that only affects the even variables xi’s which are paired with the odd variables
θi’s. For a Macdonald superpolynomial of fermionic degree m, the corrected version of (4.5) reads
(4.6) ρ(1,...,m)
(
PΛ
)
(qx1, . . . , qxm, xm+1, . . . , xN ; q, t) = q
|Λa|ρ(1,...,m)
(
PΛ
)
(x; q−1, t−1).
where we recall that ρ(1,...,m) is defined in (3.30). Let Tq be the ring endomorphism determined by the following action:
for each fermionic sector I of f ∈ A, the action Tq f transforms the xi of the corresponding sector I as
(4.7) xi 7→ qxi (i ∈ I), xi 7→ xi (i < I), i = 1, 2 . . .
For instance, its action on the monomial basis (of fermionic degree m) is given by
TqmΛ(x, θ) = ∑
σ∈Sn
′
σ
[
θ1 · · · θm(qΛ1 xΛ11 ) · · · (qΛm xΛmm )(xΛm+1m+1 ) · · · (xΛNN )
]
= q|Λ
a |mΛ(x, θ)
(4.8)
where the prime over the sum indicates that the sum is restricted to distinct terms. Using the operator Tq, relation (4.6)
can be reformulated as
(4.9) TqPΛ(x, θ; q, t) = q
|Λa |PΛ(x, θ; q−1, t−1).
We will present a proof of this inversion formula in Section 4.5.
References: The idea of defining super-Macdonald polynomials with conditions of triangularity and orthogonality with
respect to a scalar product was first presented as a conjecture in [14, Conjecture 34]. In [23], it was shown that this
conjecture was false and the present definition was introduced (albeit only conjecturally). The proof that such a definition
indeed defines a family of Macdonald superpolynomials was given in [15].
4.2. Special cases. Before discussing the properties of the super-Macdonald polynomials, we summarize their various
limits.
• Set q = tα with α ∈ R, α > 0, and consider the limit t → 1 (so that q → 1 also). We see that
(4.10)
1 − qΛsi
1 − tΛsi =
1 − tαΛsi
1 − tΛsi → α, as t → 1
for all Λsi . Therefore, the scalar product (4.1) reduces to that characterizing the Jack superpolynomials (up to a
global constant αm) and thus
(4.11) lim
t→1
PΛ(t
α, t) = P(α)
Λ
.
• When q = 0, we obtain the analogue of the Hall-Littlewood polynomials in superspace: PΛ(0, t) = PΛ(t). The
relation (4.5) implies the existence of another distinct family of super Hall-Littlewood polynomials, given by
PΛ(∞, t−1) = P¯Λ(t).
• When t = 1 (and q is arbitrary) we have
(4.12) PΛ(q, 1) = mΛ.
• When q = 1 (and t is arbitrary) we have
(4.13) PΛ(1, t) = (−1)(
m
2)eΛ′ .
• When we set q = t, there remains a residual dependence over t in the scalar product (4.1). This defines a one-
parameter family of pseudo-Schur superpolynomials, denoted by sΛ(t). Three particular values are of special
interest. First, when q = t = 1 this defines the Schur-Jack symmetric superpolynomials
(4.14) sJack
Λ
= PΛ(1, 1).
Note that these superpolynomials correspond to super-Jacks at α = 1. Two much more interesting cases are those
defined from the specializations
(4.15) sΛ = PΛ(0, 0) and s¯Λ = PΛ(∞,∞)
which are both called Schur superpolynomials. For instance, we have
s(1,0;3) = m(1,0;3) + m(2,0;2) + m(1,0;2,1) + m(2,0;1,1) + m(1,0;1,1,1),
s¯(1,0;3) = m(1,0;3) + m(1,0;2,1) + m(1,0;1,1,1).
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In contrast with the Schur-Jacks (for instance set α = 1 in (3.35)), those two versions of the Schurs have positive
integral coefficients expansion in the monomials basis, and have combinatorial descriptions [24, 25] (see also
below in Section 6). Observe that when q = t = 0 or q = t = ∞, the scalar product becomes singular. Therefore,
each family of Schur superpolynomials cannot be defined solely from triangularity and orthogonality. Instead, as
shown below, the super-Schur functions sΛ are essentially dual to the s¯Λ’s.
The different limiting cases are represented graphically in the following Figure 2.
Figure 2. Limiting cases of the super-Macdonalds
PΛ(x, θ; q, t)
PΛ(x, θ; t) P(α)Λ (x, θ) P¯Λ(x, θ; 1/t)
sΛ(x, θ) sJackΛ (x, θ) s¯Λ(x, θ)
sΛ(x, θ; t)
✑
✑
✑
✑✑✰
q→0
❄
q=tα t→1
◗
◗
◗
◗◗s
q→∞
❄
t→0
❄
α→1
❄
t→∞
◗
◗
◗
◗◗❦
t→0
✻
t→1
✑
✑
✑
✑✑✸
t→∞
4.3. The Cauchy kernel. The scalar product introduced in (4.1) can be obtained from a generating series (the Cauchy
kernel), which naturally expands in the super power-sum basis. Let x = (x1, x2, . . .) and y = (y1, y2, . . .) be two independent
sets of infinitely many even variables and let θ = (θ1, θ2, . . .) and φ = (φ1, φ2, . . .) be two independent sets of infinitely
many odd variables. We define the following reproducing kernel Π = Π(x, θ; y, φ; q, t),
(4.16) Π = ∏
i, j≥1
(txiy j; q)∞
(xiy j; q)∞
(
1 +
θiφ j
1 − q−1xiy j
)
where (∗; q)∞ stands for the q-Pochamer symbol (z; q)r = (1−z)(1−zq) · · · (1−zqr−1) with r → ∞. With standard algebraic
manipulations, one obtains the expansion
(4.17) Π = ∑
Λ∈SPar
(−1)(m2)zΛ(q, t)−1pΛ(x, θ)pΛ(y, φ)
where the weight zΛ(q, t) is precisely (4.2).
The expansion of the Cauchy kernel and the orthogonality with respect to the scalar product (4.1) are related. The
following property is a direct generalization of the result of Section 2.6. Let {uΛ}Λ and {vΛ}Λ be bases of A (now over
Q(q, t)). We have that the two statements
(a) 〈〈uΛ|vΩ〉〉q,t = δΛΩ
(b) ∑
Λ
uΛ(x, θ)vΩ(y, φ) = Π(x, θ; y, φ; q, t)(4.18)
are equivalent [15]. For instance, the basis orthonormal to the monomial basis,
(4.19) 〈〈gΛ(q, t)|mΩ〉〉q,t = (−1)(
m
2)δΛΩ
is explicitly obtained by using (b) of (4.18). This results in a multiplicative basis:
(4.20) gΛ(q, t) = g˜Λ1(q, t) · · · g˜Λm(q, t) gΛm+1(q, t) · · ·gΛℓ (q, t)
where gn(q, t) and g˜n(q, t) can be obtained from the generating series
(4.21) G(y, φ; q, t) = ∑
n≥0
yn(gn(q, t) + φg˜n(q, t)) = exp∑
n>0
yn
(1
n
( 1 − tn
1 − qn
)
pn +
φ
yqn−1
p˜n−1
)
with g0(q, t) = 1. The explicit expressions of the modes are
(4.22) gn(q, t) = ∑
λ⊢n
pλ
zλ(q, t)
; g˜n(q, t) = ∑
Λ⊢(n|1)
pΛ
zΛ(q, t)
.
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The basis {gΛ(q, t)}Λ is a (q, t) deformation of the homogenous basis in superspace. With q = tα and t → 1, we have that
gΛ(q, t)→ gΛ defined in Section 2.7.
4.4. Ring homomorphism III. Let ω̂q,t denote the Q(q, t)-algebra automorphism of the superpolynomial ring A given
by the following action on the power-sums:
(4.23) ω̂q,t(pr) = (−1)r−1
1 − qr
1 − tr pr, ω̂q,t( p˜r−1) = (−1)
r−1qr−1 p˜r−1
for each r ≥ 1. Hence, for any superpartition Λ we have
(4.24) ω̂q,t(pΛ) = ωΛq
|Λa | ∏
i
1 − qΛsi
1 − tΛsi pΛ
where ωΛ was introduced in (2.35). We denote the inverse as ω̂−1q,t , and remark that when acting on the subring A[n|m] we
can write
(4.25) ω̂−1q,t = (t/q)
nω̂t−1 ,q−1
(it is enough to verify the relation for pΛ with Λ ⊢ (n|m)).
From the expression of the generating series (4.21), acting with the homomorphism ω̂q,t, and comparing with equation
(2.31), it follows that
(4.26) ω̂q,t(gn(q, t)) = en, ω̂q,t(g˜n(q, t)) = e˜n.
The automorphism ω̂q,t is self-adjoint w.r.t the q, t-scalar product, i.e.
(4.27) 〈〈ω̂q,t f |g〉〉q,t = 〈〈 f |ω̂q,tg〉〉q,t
for all superpolynomials f , g ∈ A. We have also that
(4.28) 〈〈ω̂−1q,t f |g〉〉q,t = 〈〈ω̂ f |g〉〉
where ω̂ is the ring homomorphism I (Section 2.4) and 〈〈·|·〉〉 is the scalar product at q = t = 1 of Section 2.5. Again, by
linearity, it is enough to verify these properties for f = pΛ and g = pΩ, which is straightforward.
4.5. Macdonald superpolynomials as solutions of an eigenvalue problem. As mentioned above, the two conditions
(triangularity and orthogonality) define the Macdonald superpolynomials by a Gram-Schmidt process, and for generic
n,m, this leads to an overdetermined system. To prove the existence of the super-Macdonald basis, one needs to show that
they can alternatively be obtained through an eigenvalue problem. We present this approach in this section.
Let E : A → A be a Q(q, t)-linear (super)operator. Throughout this section, we denote the adjoint of E with respect to
the scalar product 〈〈·|·〉〉q,t by E⊥. As a consequence of (4.18), the two following properties are equivalent:
(a) E = E⊥
(b) E(x,θ)Π(x, θ; y, φ; q, t) = E(y,φ)Π(x, θ; y, φ; q, t),
(4.29)
where the notation E(x,θ) (resp. E(x,θ)) indicates that the operator E is acting on the sets of variables x and θ (resp. y and φ).
We will construct Macdonald superpolynomials as eigenfunctions of such a superoperator E, which we require to have
the following three properties:
i) its action on the monomial basis is triangular: EmΛ = ∑Ω≤Λ vΛΩmΩ with vΛΩ ∈ F;
ii) it is a self-adjoint operator, E⊥ = E;
iii) vΛΛ , vΩΩ whenever Λ , Ω.
The argument is standard and can be found for instance in [1]. Its extension to superspace is straightforward. We now
present the explicit expression for E. The definition (4.3) holds in infinitely many variables, i.e. for the ring A. We may
first work in finitely many variables (x1, . . . , xN , θ1, . . . , θN), namely in the ring AN . Elements of this ring are indexed by
superpartitions with at most N parts. Since superpartitions are uniquely characterized by two ordinary partitions, say Λ∗
and Λ⊛, we expect that the superoperator E to break into two independent parts E1 and E2.
Let τi be the q-shift operator such that xi 7→ qxi and x j 7→ x j if j , i. For an ordered subset I ⊆ {1, . . . , N}, recall that
̺I picks up the coefficient of θI in a superpolynomial, i.e., ̺IθJ = δIJ , and set
(4.30) ξi = ∑
I⊆{1,...,N}
∏
j∈I, j,i
(qtxi − x j)(xi − x j)
(qxi − x j)(txi − x j)
θIρI
for i = 1, . . . , N. Let also
(4.31) Ai(t) = ∏
j,i
(txi − x j)
(xi − x j)
,
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and define the following four operators, to be referred to as supercharges
(4.32) Q1 = ∑
i
θiτ
−1
i , Q2 = ∑
i
Ai(t
−1)∂θi , Q3 = ∑
i
Ai(t)ξiτi∂θi , Q4 = ∑
i
θi.
From these supercharges, we construct the operators
(4.33) DN,1 = t
N−1{Q1, Q2}, D¯N,1 = t1−N {Q3, Q4}.
We can show [15,41] that both operators have a triangular action on the monomial basis and that both have the Macdonald
superpolynomials as eigenfunctions:
(4.34) DN,1PΛ = dN,Λ∗(q, t)PΛ, D¯N,1PΛ = dN,Λ∗(q
−1, t−1)PΛ
where dN,λ(q, t) = ∑
N
i=1 q
−λi ti−1 for a regular partition λ. Their eigenvalues thus only depend on Λ∗. (Remember that
PΛ(q, t) , PΛ(q−1, t−1) so that DN,1 and D¯N,1 are not simply related to each other by inverting q and t). Thus, two
superpolynomials PΛ and PΩ for which Λ∗ = Ω∗ will have the same eigenvalues. To lift the degeneracy, we introduce the
auxiliary operators:
(4.35) DN,2 =
(q − 1)(t − 1)
qt1−N ∑
i, j
τ−1i
x jA j(t−1)
x j − txi
θi∂θ j + t
N−1{Q1, Q2}
and
(4.36) D¯N,2 =
(q − 1)(t − 1)
tN−1 ∑
i, j
xiAi(t)
txi − x j
θ j∂θiξiτi + t
1−N {Q3, Q4}
which also have the superpolynomials PΛ as eigenfunctions. The eigenvalues of these two new operators now depend on
Λ
⊛,
(4.37) DN,2PΛ = dN,Λ⊛(q, t)PΛ, D¯N,2PΛ = dN,Λ⊛(q
−1, t−1)PΛ.
Thus, in principle, the set of superoperators DN,1, DN,2, D¯N,1, D¯N,2 uniquely fix PΛ. However, for different values of N they
are not compatible with the restriction homomorphism AN+1 → AN (and the projective limit of infinitely many variables).
Instead, we consider a modified version of the operators given by
(4.38) EN,1 =
q
q − 1 (DN,1 − DN,2), EN,2 =
1
q − 1 (qD¯N,1 − D¯N,2) −
N
∑
i=1
t1−i
and with a new set of eigenvalues
(4.39) EN,1PΛ = eN,1,ΛPΛ, EN,2PΛ = eN,2,ΛPΛ.
which, from (4.38), are such that eN+1,1,Λ = eN,1,Λ = e1,Λ and eN+1,2,Λ = eN,2,Λ = e2,Λ. We can thus introduce
(4.40) E1 = lim←− EN,1, and E2 = lim←− EN,2
that are now well-defined since their eigenvalues do not depend upon N. The Macdonald superpolynomial PΛ is uniquely
defined from the eigenvalue problem
(4.41) E1PΛ = e1,ΛPΛ, E2PΛ = e2,ΛPΛ
with
(4.42) e1,Λ = ∑
i :Λ⊛i ,Λ
∗
i
q−Λ
∗
i ti−1, e2,Λ = ∑
i :Λ⊛i =Λ
∗
i
(qΛ
∗
i − 1)t1−i.
Since the operators E1, E2 act triangularly on the monomials basis, are self-adjoint, and have PΛ as eigenfunctions with
distinct eigenvalues, that is (e1,Λ, e2,Λ) , (e1,Ω, e2,Ω) for Λ , Ω , this establishes the validity of (4.3). In other words, this
solves the existence issue.
We end this section with a proof of the inversion formula presented in (4.9), given that this result is new. Using the
notation of this section, we define the action of the operator Tq as
(4.43) Tq = ∑
I⊆{1,...,N}
τIθIρI , τ{i1 ,i2,...} = τi1τi2 · · ·
which does the transformation (4.7) for any given fermionic sector. Then, we consider the action of Tq on the supercharges
defined above. Acting on a generic term of fermionic sector θJ , we have
(4.44) TqQ4θJ = ∑
j<J
τJτ jθ jθJ =
(
∑
j
θ jτ j
)(
∑
I
τIθIρI
)
θJ
so that
(4.45) TqQ4 = Q
(1/q,1/t)
1 Tq
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where the notation Q(1/q,1/t)1 refers to the supercharge Q1 but with the parameters q and t replaced by 1/q and 1/t respec-
tively (although in this case Q1 does not depend on t). Likewise, we have
TqQ3θJ =
(
∑
I
τIθIρI
)
∑
i∈J
(
∏
j∈J/i
qtxi − x j
qxi − x j
)(
∏
k<J
txi − xk
xi − xk
)
τi∂θiθJ
= ∑
i∈J
(
∏
j∈J/i
txi − x j
xi − x j
)(
∏
k<J
txi − xk
xi − xk
)
τJ/iτi∂θiθJ
=
(
∑
i
Ai(t)∂θi
) (
∑
I
τIθIρI
)
θJ ,
(4.46)
so that
(4.47) TqQ3 = Q
(1/q,1/t)
2 Tq.
Hence, we can deduce that TqPΛ(q, t) is an eigenfunction of the superoperator D
(1/q,1/t)
N,1 :
(4.48) D(1/q,1/t)N,1
(
TqPΛ(q, t)
)
= t1−N {Q(1/q,1/t)1 , Q(1/q,1/t)2 }TqPΛ(q, t) = TqD¯N,1PΛ(q, t) = dN,Λ∗(q−1, t−1)
(
TqPΛ(q, t)
)
,
To complete the proof, one needs to show that TqPΛ(q, t) is also an eigenfunction of the superoperator D
(1/q,1/t)
N,2 , since
each Macdonald superpolynomial is completely characterized by these two operators (up to a constant). From expression
(4.36), it is almost immediate to obtain that
(4.49) TqD¯N,2 = D
(1/q,1/t)
N,2 Tq
using, as an intermediate step,
Tq ∑
i, j
xiAi(t)
txi − x j
θ j∂θiξiτiθJ =
(
∑
I
τIθIρI
)
∑
i∈J
∑
j=i or j<J
xi
txi − x j
[
∏
l∈J,l,i
txi − xl
xi − xl ∏l<J
txi − xl
xi − xl
]
×
(
∏
k∈J,k,i
(qtxi − xk)(xi − xk)
(qxi − xk)(txi − xk)
)
τiθ j∂θiθJ
= ∑
i∈J
∑
j=i or j<J
τ jτ
−1
i τJ
xi
txi − x j
[
∏
l∈J,l,i
qtxi − xl
qxi − xl ∏l<J
txi − xl
xi − xl
]
τiθ j∂θiθJ
= ∑
i, j
τ j
xiAi(t)
txi − x j
θ j∂θiTqθJ .
(4.50)
Therefore, we have
(4.51) D(1/q,1/t)N,2
(
TqPΛ(q, t)
)
= dN,Λ⊛(q
−1, t−1)
(
TqPΛ(q, t)
)
,
as wanted. Finally, to complete the proof, we observe that the proportionally constant is fixed by acting with Tq on the
dominant monomial mΛ in PΛ(q, t), which was obtained in (4.8).
References: The material of this subsection is extracted from [15] with small improvements. In particular, the charges
introduced in (4.32) are taken from [22, 41] where the Macdonald superpolynomials are shown to be eigenfunctions of
the commuting conservation laws of the integrable supersymmetric version of the trigonometric Ruijsenaars-Schneider
model.
4.6. Further properties of the PΛ(q, t)’s. In this section, we collect some properties satisfied by the superpolynomials
PΛ(q, t).
4.6.1. One-part superpartitions. The PΛ(q, t)’s are upper triangular when expanded in the {gΛ(q, t)}Λ basis defined earlier
(see (4.20)), i.e. PΛ(q, t) = ∑Ω≥Λ uΛΩ gΩ(q, t) with uΛΛ = uΛΛ(q, t) , 1. For one-part superpartitions, that is, for superpar-
titions of the form Λ = (n; ) or Λ = ( ; n), there is thus exactly one term in the decomposition. It thus only remains to fix
the proportionality constants. Let χn = (t; q)n/(q; q)n. We have [41]
(4.52) P(n; ) =
( n
∑
i=0
qi−nχi
)−1
g˜n(q, t), P( ;n) = χ
−1
n gn(q, t).
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4.6.2. The two dualities. As we have seen, the Macdonald superpolynomials form an orthogonal basis over A using the
scalar product (4.1). Let QΛ = QΛ(q, t) denote the superfunction determined by
(4.53) 〈〈PΛ|QΩ〉〉q,t = (−1)(
m
2)δΛΩ ⇔ ∑
Λ
(−1)(m2)PΛ(x, θ; q, t)QΛ(y, φ; q, t) = Π(x, θ; y, φ; q, t).
Clearly, each QΛ is proportional to PΛ. Set QΛ = bΛ(q, t)PΛ where
(4.54) bΛ(q, t) = (−1)(
m
2)〈〈PΛ|PΛ〉〉−1q,t .
The coefficient bΛ(q, t) is the reciprocal of the norm-squared. An explicit expression for the norm-squared is presented in
the next section.
From the automorphism ω̂q,t on A, given at Section 4.4, we have the duality:
(4.55) ω̂q,t(PΛ(q, t)) = (−1)(
m
2)(q/t)|Λ|QΛ′(t−1, q−1), ω̂q,t(QΛ(q, t)) = (−1)(
m
2)PΛ′ (t
−1, q−1).
There is a second duality relation which is defined as follow. Let ρ̂q,t be the automorphism determined by
(4.56) ρ̂q,t(pr) = (−1)r−1
1 − qr
1 − tr pr, ρ̂q,t( p˜r) = ∑
Λ⊢(r|1)
z−1
Λ
ωΛ ∏
i
(1 − qΛsi ) pΛ
on the power-sums. Observe that ρ̂q,t acts exactly as ω̂q,t on the even part of the power-sums, i.e. on the pr’s, which means
that the two automorphisms are equal in the absence of anticommuting variables. The non-trivial part of ρ̂q,t is its action
on the odd parts of the power-sums, i.e. on the p˜r’s, which is expressed as a linear combination of power-sums.
Conjecture 4.1 – From the action of ρ̂q,t, we have the (second) duality relation
(4.57) ρ̂q,t(PΛ(q, t)) = t
|Λ′a |QΛ′ (t, q).
References: The (first) duality relation (4.55) is presented, and proved, in [15, Theorem 18], while the second duality is
conjectured in [41].
4.6.3. Norm. We now give a combinatorial formula for the norm-squared. Introduce the (q, t)-deformation of the hook
length of a box s in a superpartition Λ,
(4.58) hup
Λ
(s; q, t) = 1 − qaΛ∗ (s)+1 tlΛ⊛ (s), hlo
Λ
(s; q, t) = 1 − qaΛ⊛ (s) tl(s)+1,
(using the notation introduced in Section 3.5.1), and set
(4.59) hup
Λ
(q, t) = ∏
s∈BΛ
h
up
Λ
(s; q, t), hlo
Λ
(q, t) = ∏
s∈BΛ
hlo
Λ
(s; q, t) = hup
Λ′(t, q).
We have [42]
(4.60) (−1)(m2)〈〈PΛ|PΛ〉〉q,t = q|Λ
a| h
up
Λ
(q, t)
hlo
Λ
(q, t)
= q|Λ
a| ∏
s∈BΛ
1 − qaΛ∗ (s)+1 tlΛ⊛ (s)
1 − qaΛ⊛ (s) tl(s)+1 .
4.6.4. Specialization. Here we will work in AN . We present a generalization of the evaluation map from Section 3.5.2.
Let ǫq,t denote the specialization, that is the linear map from the algebra AN to Q(q, t), which consists in letting the N
variables x1, . . . , xN take the following values:
(4.61) ǫq,t : xi 7→ q−δ
k
i ti−1, i = 1, . . . , N
where, for any positive integer k we define the staircase partition
(4.62) δk = (k − 1, k − 2, . . . , 1, 0, 0, . . .)
with exactly N parts. For a superpolynomial f ∈ AN of fermionic degree m, we denote its specialization according to the
map ǫq,t as f (ǫq,t), and given by
(4.63) f (ǫq,t) = ( ˆ̺m f )
∣∣
xi=q
−δm
i ti−1 .
In other words, the specialization first projects f on the fermionic sector (1, . . . ,m) using the normalized projector ˆ̺m (see
(3.31)), and then specializes the x variables in the remaining expression according to (4.61) with k = m.
When acting on a Macdonald superpolynomial, this specialization has a beautiful combinatorial formula. We shall
need one more combinatorial element. We have already seen the set of bosonic boxes,BΛ. Boxes that are not bosonic are
called fermionic, and denoted FΛ. For each fermionic box s in the diagram of Λ, let ζΛ(s) denote the number of bosonic
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boxes above s. The sum of all such terms is ζΛ, i.e. ζΛ = ∑s∈FΛ ζΛ(s). For example, we have for the superpartition
(4, 3, 1, 0; 6, 3)
1 1 1
1 1
2
ζ(4,3,1,0;6,3) = 7.
Let Λ be a superpartition of fermionic degree m and such that ℓ(Λ) ≤ N. We have [42]
(4.64) PΛ(ǫq,t) =
tζΛ+n(Λ
⊛/δm+1)
q(m−1)|Λa/δm|−n(Λa/δm)
hlo
Λ
(q, t)−1 ∏
s=(i, j)∈SΛ
(1 − q j−1tN−(i−1)),
with n(λ) = ∑i(i − 1)λi.
4.6.5. Symmetry. We can view the specialization of the previous section more generally, with the linear map ǫq,t replaced
by a map depending on a given superpartition. This will result in an important symmetry property for the Macdonald
superpolynomials. Let Λ be an arbitrary superpartition and fix wΛ ∈ SN such that Λ = wΛΛ∗ (wΛ acts by permuting
the entries of Λ). Denote by wΛ(i) the image of the ith entry under the permutation wΛ. The specialization uΛ gives the
variables x1, . . . , xN the values
(4.65) uΛ : xwΛ(i) = q
−Λ∗i ti−1, i = 1, 2, . . . , N,
and for an element f ∈ AN of fermionic degree m, we set
(4.66) f (uΛ) = ( ˆ̺m f )
∣∣
xwΛ(i)=q
−Λ∗
i ti−1 .
To illustrate the specialization of the variables, we let Λ = (2; 4, 1) so that
u(2;4,1) : (x1, x2, x3, x4, x5, . . .) = (q
−2t, q−4, q−1t2, t3, t4, . . .).
Observe that for (δm; ) = (m − 1, . . . , 0; ) we have
(4.67) f (u(δm ; )) = f (ǫq,t),
that is, we recover the specialization of Section 4.6.4.
We now define the following normalized version of PΛ as
(4.68) P˜Λ = PΛ/PΛ(u(δm; )),
which is such that P˜Λ(ǫq,t) = 1. With this normalization, the Macdonald polynomials in superspace appear to also satisfy
a remarkable symmetry property held by the usual Macdonald polynomials.
Conjecture 4.2 – (Symmetry). [41] For any superpartitionsΛ,Ω of the same degree, we have
(4.69) P˜Λ(uΩ) = P˜Ω(uΛ).
4.6.6. Integral form and positivity. We present a generalization of the original Macdonald positivity conjecture. The
integral form associated to the super-Macdonald PΛ(q, t) is given by
(4.70) JΛ(q, t) = h
lo
Λ
(q, t)PΛ(q, t).
When expanded in the monomial basis, the coefficients of JΛ(q, t) seem to be polynomials in Z[q, t]. In fact, they appear
to obey a much stronger property that will be formalized in the next conjecture.
Let ϕt be the automorphism of A determined by
(4.71) ϕt(pr) = (1 − tr)−1pr, (r ≥ 1); ϕt( p˜s) = p˜s, (s ≥ 0),
and then define the modified Macdonald superpolynomial HΛ(q, t) as
(4.72) HΛ(q, t) = ϕt(JΛ(q, t)) = h
lo
Λ
(q, t) ϕt(PΛ(q, t)).
The expansion of HΛ(q, t) in the Schur superpolynomial basis sΩ (see (4.15)) defines the (q, t)-Kostka coefficients,
(4.73) HΛ(q, t) = ∑
Ω
KΩΛ(q, t) sΩ
denoted by KΩΛ(q, t).
Conjecture 4.3 – (Positivity). [23] The coefficients KΩΛ(q, t) are, for all superpartitions Λ and Ω, polynomials in q and t
with nonnegative integer coefficients, that is, they belong to N[q, t].
24 L ALARIE-VÉZINA, O BLONDEAU-FOURNIER, P DESROSIERS, L LAPOINTE, AND P MATHIEU
Table 1. K(q, t)′ for degree (1|1).
(1; ) (0; 1)
(1; ) 1 q
(0; 1 ) t 1
Table 2. K(q, t)′ for degree (2|1).
(2; ) (0; 2) (1; 1) (0; 1, 1)
(2; ) 1 q2 q q3
(0; 2) t 1 qt q
(1; 1) t qt 1 q
(0; 1, 1) t3 t t2 1
Table 3. K(q, t)′ for degree (2|2).
(2, 0; ) (1, 0; 1)
(2, 0; ) 1 q
(1, 0; 1) t 1
Table 4. K(q, t)′ for degree (3|1).
(3; ) (0; 3) (2; 1) (1; 2) (0; 2, 1) (1; 1, 1) (0; 1, 1, 1)
(3; ) 1 q3 q + q2 q2 + q4 q4 + q5 q3 q6
(0; 3) t 1 qt + q2t q + q2t q + q2 q3t q3
(2; 1) t q2t 1 + qt q + q2t q2 + q3t q q3
(1; 2) t2 qt t + qt2 1 + q2t2 q + q2t qt q2
(0; 2, 1) t3 t t2 + qt3 t + qt2 1 + qt qt2 q
(1; 1, 1) t3 qt3 t + t2 t + qt2 qt + qt2 1 q
(0; 1, 1, 1) t6 t3 t4 + t5 t2 + t4 t + t2 t3 1
Here are tables for the coefficients KΩΛ(q, t) of small degrees.
4.6.7. Pieri rules. Pieri rules for the Macdonald polynomials in superspace that generalize those of the Jack polynomials
in superspace (see Section 3.5.6) were conjectured in [17].
4.6.8. Another scalar product. Macdonald superpolynomials in finitely many variables satisfy another orthogonality re-
lation, arising from a physical scalar product. This physical, or analytical, scalar product has its origin in the context of
the supersymmetric quantum Ruijsenaars-Schneider (RS) integrable model [22].
Let f , g ∈ Q(q, t)[x1, . . . , xN , θ1, . . . , θN], and set
(4.74) f †g = f (x−1i , Ai(t
−1)∂θi ; q
−1, t−1)g(x, θ; q, t)
∣∣
θ1=...=θN=0
∈ Q(q, t)[x±1 , . . . , x±N].
In this last expression, f † is defined by first sending each variable xi to x−1i and the parameters q, t to 1/q, 1/t (respectively),
then by acting on g by replacing each occurrence of θi in f by Ai(t−1)∂θi , where (see (4.31))
Ai(t) = ∏
j,i
txi − x j
xi − x j
,
and finally by setting each remaining variable θi to zero. Let ∆N(x; q, t) denote the weight function
(4.75) ∆N(x; q, t) = ∏
i, j
(xi/x j; q)∞
(txi/x j; q)∞
.
The analytic scalar product is defined by
(4.76) 〈 f |g〉N,q,t =
∮
dx1
x1
. . .
dxN
xN
∆N(x; q, t) f
†g.
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Table 5. K(q, t)′ for degree (3|2).
(3, 0; ) (2, 1; ) (2, 0; 1) (1, 0; 2) (1, 0; 1, 1)
(3, 0; ) 1 q q + q2 q2 q3
(2, 1; ) qt 1 q + q2t q3t q2
(2, 0; 1) t t 1 + qt q q
(1, 0; 2) t2 qt3 t + qt2 1 qt
(1, 0; 1, 1) t3 t2 t + t2 t 1
Table 6. K(q, t)′ for degree (4|1).
(4; ) (0; 4) (3; 1) (1; 3) (0; 3, 1) (2; 2)
(4; ) 1 q4 q + q2 + q3 q3 + q5 + q6 q5 + q6 + q7 q2 + q4
(0; 4) t 1 qt + q2t + q3t q + q2 + q3t q + q2 + q3 q2t + q4t
(3; 1) t q3t 1 + qt + q2t q2 + q3t + q4t q3 + q4t + q5t q + q2t
(1; 3) t2 qt t + qt2 + q2t2 1 + q2t + q3t2 q + q2t + q3t qt + q2t2
(0; 3, 1) t3 t t2 + qt3 + q2t3 t + qt + q2t2 1 + qt + q2t qt2 + q2t3
(2; 2) t2 q2t2 t + qt + qt2 qt + q2t + q3t2 q2t + q3t + q3t2 1 + q2t2
(0; 2, 2) t4 t2 t3 + qt3 + qt4 t + qt2 + qt3 t + qt + qt2 t2 + q2t4
(2; 1, 1) t3 q2t3 t + t2 + qt3 qt + q2t2 + q2t3 q2t + q2t2 + q3t3 t + qt2
(1; 2, 1) t4 qt3 t2 + t3 + qt4 t + qt2 + q2t4 qt + qt2 + q2t3 t2 + qt3
(0; 2, 1, 1) t6 t3 t4 + t5 + qt6 t2 + t3 + qt4 t + t2 + qt3 t4 + qt5
(1; 13) t6 qt6 t3 + t4 + t5 t3 + qt4 + qt5 qt3 + qt4 + qt5 t2 + t4
(0; 14) t10 t6 t7 + t8 + t9 t4 + t5 + t7 t3 + t4 + t5 t6 + t8
(0; 2, 2) (2; 1, 1) (1; 2, 1) (0; 2, 1, 1) (1; 13) (0; 14)
(4; ) q6 + q8 q3 + q4 + q5 q4 + q5 + q7 q7 + q8 + q9 q6 q10
(0; 4) q2 + q4 q3t + q4t + q5t q3 + q4t + q5t q3 + q4 + q5 q6t q6
(3; 1) q4 + q5t q + q2 + q3t q2 + q3 + q4t q4 + q5 + q6t q3 q6
(1; 3) q2 + q3t qt + q2t + q3t2 q + q2t + q4t2 q2 + q3 + q4t q3t q4
(0; 3, 1) q + q2t qt2 + q2t2 + q3t3 qt + q2t2 + q3t2 q + q2 + q3t q3t2 q3
(2; 2) q2 + q4t2 q + qt + q2t q + q2t + q3t q3 + q3t + q4t q2 q4
(0; 2, 2) 1 + q2t2 qt2 + qt3 + q2t3 qt + qt2 + q2t3 q + qt + q2t q2t2 q2
(2; 1, 1) q2t + q3t2 1 + qt + qt2 q + qt + q2t2 q2 + q3t + q3t2 q q3
(1; 2, 1) qt + q2t2 t + qt2 + qt3 1 + qt2 + q2t3 q + q2t + q2t2 qt q2
(0; 2, 1, 1) t + qt2 t3 + qt4 + qt5 t2 + qt3 + qt4 1 + qt + qt2 qt3 q
(1; 13) qt2 + qt4 t + t2 + t3 t + t2 + qt3 qt + qt2 + qt3 1 q
(0; 14) t2 + t4 t5 + t6 + t7 t3 + t5 + t6 t + t2 + t3 t4 1
Table 7. K(q, t)′ for degree (4|2).
(4, 0; ) (3, 1; ) (3, 0; 1) (1, 0; 3) (2, 0; 2) (2, 1; 1) (2, 0; 1, 1) (1, 0; 2, 1) (1, 0; 13)
(4, 0; ) 1 q + q2 q + q2 + q3 q3 q2 + q4 q3 q3 + q4 + q5 q4 + q5 q6
(3, 1; ) qt 1 + q2t q + q2t + q3t q4t q2 + q3t q q2 + q3 + q4t q3 + q5t q4
(3, 0; 1) t t + qt 1 + qt + q2t q2 q + q2t qt q + q2 + q3t q2 + q3 q3
(1, 0; 3) t2 qt2 + q2t3 t + qt2 + q2t2 1 qt + q2t2 q3t3 qt + q2t + q3t2 q + q2t q3t
(2, 0; 2) t2 t + qt2 t + qt + qt2 qt 1 + q2t2 qt q + qt + q2t q + q2t q2
(2, 1; 1) qt3 t + qt2 qt + qt2 + q2t3 q3t3 qt + q2t2 1 q + q2t + q2t2 q2t + q3t2 q2
(2, 0; 1, 1) t3 t2 + t3 t + t2 + qt3 qt t + qt2 t2 1 + qt + qt2 q + qt q
(1, 0; 2, 1) t4 t3 + qt5 t2 + t3 + qt4 t t2 + qt3 qt4 t + qt2 + qt3 1 + qt2 qt
(1, 0; 13) t6 t4 + t5 t3 + t4 + t5 t3 t2 + t4 t3 t + t2 + t3 t + t2 1
Recall from Section 4.5 the construction of the superoperators DN,1 and D¯N,1, of which the super-Macdonalds are
common eigenfunctions. With respect to the physical scalar product, we have [22]
(4.77) 〈DN,1 f |g〉N,q,t = 〈 f |D¯N,1g〉N,q,t
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for any f , g ∈ AN . In particular, the superoperator
(4.78) D = t−(N−1)/2DN,1 + t(N−1)/2D¯N,1
is self-adjoint w.r.t. to the physical scalar product and is related to the Hamiltonian of the super-RS model.
Finally, it is shown in [15] that for any superpartitionsΛ,Ω such that Λ , Ω, we have
(4.79) 〈PΛ|PΩ〉N,q,t = 0,
which gives the second orthogonality relation for the Macdonald superpolynomials.
4.7. Constructing the Macdonald superpolynomials from the non-symmetric Macdonald polynomials. We now
present the third characterization of the super-Macdonald functions. In analogy with the super-Jack case, this char-
acterization is obtained using symmetrizers acting this time on the non-symmetric Macdonald polynomials. Since the
non-symmetric Macdonald polynomials are the common eigenfunctions of the Cherednik operators, we can obtain all the
conserved currents associated to the super-Macdonalds.
4.7.1. The Cherednik operators. The elementary transposition Ki = Ki,i+1, for i = 1, 2, . . . , N − 1, acts on the space
Q(q, t)[x1, . . . , xN] by interchanging the variables x j and x j+1 if j = i or as the identity otherwise. The Demazure-Lusztig
operator is defined in terms of the Ki as
(4.80) Ti = t +
txi − xi+1
xi − xi+1
(Ki − 1).
The set of operators (Ti)i=1,...,N−1 forms a representation of the Hecke algebra on the space of polynomials. They satisfy
the relations
(4.81) (i) (Ti − t)(Ti + 1) = 0, (ii) TiTi+1Ti = Ti+1TiTi+1 (iii) TiT j = T jTi |i − j| > 1.
The first relation defines the inverse T−1i = t
−1 − 1 + t−1Ti. Recall the action of τ1 : x1 7→ qx1, from the previous section,
and set ω = KN−1 · · ·K1τ1. From the Hecke algebra (and τ1), we shall build commuting operators called the Cherednik
operators [43]:
(4.82) Yi = t
−N+iTi · · ·TN−1ωT−11 · · ·T−1i−1
for i = 1, 2, . . . , N. We reiterate that, quite remarkably, these N operators commute among themselves : [Yi,Y j] = 0.
4.7.2. The non-symmetric Macdonald polynomials. The common eigenfunctions of theYi operators are the non-symmetric
Macdonald polynomials,
(4.83) Eη(q, t) = Eη(x; q, t) = x
η
+∑
ν≺η
bηνx
ν, bην ∈ Q(q, t)
defined for each composition η ∈ ZN≥0, where ∗ ≺ ∗ is the Bruhat order on compositions (3.13), and which are such that
(4.84) YiEη(q, t) = q
ηi t−η̂i Eη(q, t).
with η̂i defined in (3.12).
4.7.3. The symmetrization process. From the non-symmetric polynomials Eη(q, t), we can obtain the superpolynomials
PΛ(q, t) by a suitable symmetrization process using the t-symmetrizer and t-antisymmetrizer which we now introduce.
Suppose that σ ∈ SN has a reduced decomposition into elementary transpositions that reads σ = si1 · · · sik . Given a such
an element σ, set Tσ = Ti1 . . .Tik . For any subset I ⊆ (1, . . . , N), we can define a Hecke symmetrization U+ and a Hecke
antisymmetrization U− in the following way:
(4.85) U+I = ∑
σ∈S|I|
Tσ, U
−
I = ∑
σ∈S|I|
(−t)−ℓ(σ)Tσ,
(where it is understood that the operator Tσ = T (I)σ acts on the set of variables I, and |I| denotes the cardinality of I.) Let
Λ ⊢ (n|m) with N parts. Then, up to a global constant (to be found in [15, Eq. (31)]), we have
(4.86) PΛ(q, t) ∝ ∑
σ∈SN
σ.θ1 · · · θm ∏
1≤i< j≤m
xi − x j
txi − x j
U−(1,...,m)U
+
(m+1,...,N) EΛR (q, t)
where the permutation σ acts as before, i.e. by mapping xi, θi 7→ xσ(i), θσ(i). Having such a construction is particularly
useful when constructing the commuting conserved quantities of the superpolynomials PΛ(q, t) using the Cherednik op-
erators. Define
D¯N,1,r = ∑
σ∈SN
σ.θ1 · · · θm ∏
1≤i< j≤m
xi − x j
txi − x j
er(Y1, . . . ,YN) ∏
1≤i< j≤m
txi − x j
xi − x j
̺(1...m)
D¯N,2,r = ∑
σ∈SN
σ.θ1 · · · θm ∏
1≤i< j≤m
xi − x j
txi − x j
er(qY1, . . . , qYm,Ym+1, . . .YN) ∏
1≤i< j≤m
txi − x j
xi − x j
̺(1...m)
(4.87)
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for r = 1, . . . , N, where er(∗) is the rth elementary symmetric function. At fixed fermionic degree m, these operators
generalize the ones defined above, i.e. D¯N,1,1 = D¯N,1 and D¯N,2,1 = D¯N,2 (see (4.33)). Acting on superpolynomials, we have
(4.88) D¯N,1,rPΛ(q, t) = dN,Λ∗,r(q
−1, t−1)PΛ(q, t); D¯N,2,rPΛ(q, t) = dN,Λ⊛,r(q−1, t−1)PΛ(q, t)
where the expression for the eigenvalues are given by the specialization
(4.89) dN,λ,r(q, t) = er(uλ).
References: The relation between the non-symmetric Macdonald polynomials and the Macdonald superpolynomials is
presented in [15].
5. The doubleMacdonald polynomials
Consider the superpolynomial ring AN[n|m] and its basis elements. Instead of taking the (usual) projective limit N →
∞, one can associate to each superpolynomial a bisymmetric polynomials in the variables (x1, . . . , xm) and (xm+1, . . . xN)
and then take both limits m, N → ∞. In a certain regime (to be described below) this limit is well-defined and is called the
bisymmetric function limit of the superfunctions. When considered for the Macdonald superpolynomials, this limit leads
to a connection with the hyperoctohedral group Bn.
For a given subset of superpartitions, that is, the superpartitions for which the associated super-Macdonald functions
have a well-defined double projective limit (as we just mentioned), the super-Macdonald functions factorize into regular
Macdonald polynomials. This allows in particular to prove many of the conjectures of Section 4.6. In this section, we
summarize the main results of [44].
5.1. From superpolynomials to bisymmetric polynomials. To any superpolynomial, we can associate a bisymmetric
polynomial. For a superpolynomial of fermionic degree m, this is done in the following two steps: (1)-extract the coeffi-
cient of θ1 · · · θm of the superpolynomial, and (2)-divide the resulting coefficient by the Vandermonde determinant in the
variables x1, . . . , xm. (Note that this simply amounts to applying the operator ˆ̺m defined in (3.31)). By construction, the
resulting polynomial is symmetric in both the variables x1, . . . , xm and the variables xm+1, . . . , xN , which in the following
we will be denoting as
(5.1) x = (x1, . . . , xm), y = (y1, . . . , yN−m) = (xm+1, . . . , xN).
The bisymmetric polynomial associated to the power-sum p(3,1;1) for N = 3 given in (2.18) is (x21x2 + x1x
2
2)(x1 + x2 + y1).
A bisymmetric polynomial is naturally indexed by a pair of partitions, which is easily extracted from the superpartition.
To be more precise, the correspondence between a superpartition Λ of fermionic degree m and a pair of partitions λ, µ is
(5.2) Λ = (Λa;Λs) ↔ (λ, µ) = (Λa − δm,Λs),
where δm = (m−1, . . . , 0) stands as usual for the staircase partition. It is clear thatΛ is fully characterized by m and the pair
(λ, µ). For Λ ⊢ (n|m), let nˆ denote the total degree of the corresponding partitions (λ, µ), i.e. nˆ = |λ|+ |µ| = n−m(m− 1)/2.
With this correspondence, the monomial and power-sum symmetric superpolynomials are then associated to the fol-
lowing bisymmetric polynomials respectively (cf. [44, Eqs (1.6)–(1.7)])
(5.3) mΛ ↔ mλ,µ(x, y) = sλ(x)mµ(y); pΛ ↔ pλ,µ(x, y) = sλ(x) pµ(x, y),
where sλ, mλ, and pλ are respectively the Schur, monomial and power-sum symmetric functions (pµ(x, y) is the usual
power-sum symmetric functions in the union of the variables x and y).
The bisymmetric polynomials associated to the Macdonald superpolynomials PΛ(x1, . . . , xN , θ1, . . . , θN ; q, t) will sim-
ply be denoted PΛ(x, y; q, t). (The two forms – the superpolynomial or its bisymmetric version – are distinguished by their
explicit variable-dependence: either (x, θ) or (x, y).)
The following result is a mere translation of (4.3) (see [44, Theorem 1]). Let Λ ↔ (λ, µ) be a superpartition of
fermionic degree m, and set x = (x1, . . . , xm) and y = (xm+1, . . . , xN). Then, for N − m ≥ |λ| + |µ|, there exists a unique
bisymmetric polynomial PΛ = PΛ(x, y; q, t) such that:
1) PΛ = mλ,µ + lower terms,
2) 〈〈PΛ|PΩ〉〉′q,t = 0 if Λ , Ω.
(5.4)
The dominance ordering on pairs of partitions is such that (λ, µ) ≥ (ω, ν) whenever the corresponding superpartitions Λ
and Ω↔ (ω, ν) are such that Λ ≥ Ω. The scalar product 〈〈∗|∗〉〉′q,t on the basis of power-sums (5.3) reads
(5.5) 〈〈pλ,µ|pω,ν〉〉′q,t = δλωδµνq|λ| zµ(q, t),
where zµ(q, t) is given in (4.2) (when taking the fermionic degree to be zero there). Note that this scalar product is basically
the same as that defined in the super-Macdonald case, except that we have dropped a factor (−q)−(m2) which does not affect
the orthogonality.
We stress that the monomial expansion of PΛ is independent of N − m (granted that N − m is large enough) and thus
N − m can be considered infinite. Unexpectedly, a similar independence upon m holds.
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5.2. The stable sector. It turns out that the monomial expansion (5.4) of the bisymmetric polynomial PΛ does not depend
on m whenever m ≥ nˆ. This will be referred to as the stable sector of the bisymmetric Macdonald polynomials. Let us
illustrate the stability property of PΛ, where Λ ↔ (∅, (2)), by displaying the monomial decompositions when nˆ = 2 for
three different values of m ≥ 2:
P(1,0;2) = m∅,(2) +
(1 − t) (1 + qt)
1 − qt2 m∅,(1,1)
P(2,1,0;2) = m∅,(2) +
(1 − t) (1 + qt)
1 − qt2 m∅,(1,1)
P(3,2,1,0;2) = m∅,(2) +
(1 − t) (1 + qt)
1 − qt2 m∅,(1,1).
In the three cases, one recovers three identical expressions (even though the correspondingmonomials depend on different
sets of variables). By contrast, for m = 1, we have
P(0;2) = m∅,(2) +
(1 − t) (1 + q)
1 − qt m∅,(1,1) +
(1 − t)
1 − qt m(1),(1).
In the stable sector, it will thus be more natural to index the bisymmetric polynomial PΛ = Pλ,µ by the pair of partitions
(λ, µ), even more so that in this sector the ordering on superpartitions can be replaced by the following dominance ordering
on pairs of partitions: for (λ, µ) and (ω, ν) both of total degree nˆ,
(5.6) (λ, µ) ≥ (ω, ν) iff λ1 + · · · + λi ≥ ω1 + · · · + ωi and |λ| + µ1 + · · · + µ j ≥ |ω| + ν1 + · · · + ν j ∀i, j,
where it is understood that λk = 0 if k > ℓ(λ) (and similarly for µ, ω and ν).
5.3. The double Macdonald polynomials. Because they are labelled by two partitions and they are naturally viewed as
functions of two sets of (commuting) variables, the bisymmetric Macdonald polynomials in the stable sector are called
double Macdonald polynomials. Therefore, in the stable sector we have the following (which is [44, Theorem 2]). Let
(λ, µ) be of total degree nˆ. Then the double Macdonald polynomials Pλ,µ(x, y; q, t), where x = (x1, . . . , xm) and y =
(xm+1, . . . , xN) (with m ≥ nˆ and N − m ≥ nˆ) are the unique bisymmetric polynomials such that
1) Pλ,µ(x, y; q, t) = mλ,µ(x, y) + ∑
ω,ν<λ,µ
cλ,µ;ω,ν(q, t)mω,ν(x, y),
2) 〈〈Pλ,µ|Pω,ν〉〉′q,t = 0 if (λ, µ) , (ω, ν),
(5.7)
where the ordering on pairs of partitions and the scalar product are respectively defined in (5.6) and (5.5). It should
also be stressed that there is no solution to the two conditions (5.7) in the non-stable sector if the ordering (5.6) is used.
Therefore, in order to interpolate between the usual and double Macdonald polynomials (corresponding respectively to
the cases m = 0 and m ≥ nˆ), the construction relying on the super-dominance ordering is necessary.
5.4. The double Macdonald polynomials as products of two Macdonald polynomials. When m is large enough, that
is, when m ≥ nˆ, the correspondence Λ ↔ (λ, µ) provides a natural factorization of Λ into the two partitions λ and µ (in
the sense that the two partitions are far enough so that they do not interact anymore). For instance, consider for m = 8,
the superpartition Λ = (9, 7, 5, 4, 3, 2, 1, 0; 3, 1), the identification is given by
←→ ←→
so that λ, µ = (2, 1), (3, 1). Note that in the first correspondence, the circles are removed and the white cells (in the second
diagram) build the partition δm. The last correspondence simply says that we read the upper extra cells (resp. lower extra
cells) row-wise (resp. column-wise) to obtain the partition λ (resp. µ′). As we will now see, the double Macdonald
polynomial PΛ(x, y; q, t) also factors as a product of Macdonald polynomials indexed by λ and µ, albeit in a non-obvious
way.
Through this section, we shall use the so-called plethystic notation [45–47], where the power-sum functions p1, p2, . . .
act on the ring of rational functions in x1, . . . , xN , q, t over Q. The action is written as
(5.8) pk[∗] : xi, q, t 7→ xki , qk, tk.
For instance, we have
pk[x1 + x2 + . . . + xN] = x
k
1 + x
k
2 + . . . + x
k
N = pk(x1, . . . , xN),
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so that a symmetric function f (x1, . . . , xN) is equal to f [x1 + . . . + xN] in that notation. For any positive numbers m, N,
with m < N, we set:
(5.9) X = x1 + . . . + xm, Y = y1 + . . . + yN−m = xm+1 + . . . + xN .
In the stable sector, that is, given any two partitions λ, µ, such that m ≥ |λ|+ |µ|, N −m ≥ |λ|+ |µ|, we have the following
properties of bisymmetric polynomials:
• The scalar product 〈〈∗|∗〉〉′q,t is equivalent to [44, Lemma 4]
(5.10) 〈〈pλ
[
X +
q(1 − t)
1 − qt Y
]
pµ
[
Y
]
|pω
[
X +
q(1 − t)
1 − qt Y
]
pν
[
Y
]
〉〉′′q,t = δλωδµνq|λ|zλ(q, qt)zµ(qt, t);
• The double Macdonald polynomials (5.7) factorize [44, Theorem 5] as
(5.11) Pλ,µ(x, y; q, t) = P
(q,qt)
λ
[
X +
q(1 − t)
1 − qt Y
]
P(qt,t)µ
[
Y
]
,
where P(q,t)λ (x) denotes the usual Macdonald polynomial Pλ(x; q, t).
It is immediate to see that the double Macdonald polynomials are orthogonal with respect to the scalar product (5.10),
which reads
(5.12) 〈〈Pλ,µ(q, t)|Pω,ν(q, t)〉〉′′q,t = q|λ| 〈〈Pλ(q, qt)|Pω(q, qt)〉〉q,qt · 〈〈Pµ(qt, t)|Pν(qt, t)〉〉qt,t.
In particular, setting ω = λ and ν = µ in the previous equation, we obtain the norm-squared of the double Macdonalds,
(5.13) 〈〈Pλ,µ|Pλ,µ〉〉′′q,t = q|λ|bλ(q, qt)−1bµ(qt, t)−1
with
bλ(q, t) = ∏
s∈λ
1 − qaλ(s)tlλ(s)+1
1 − qaλ(s)+1tlλ(s) .
the standard normalization constant of Macdonald polynomias [1]. Note that, upon the correspondence Λ ↔ (λ, µ), the
norm-squared (5.13) is consistent with the result (4.60) whenever the superpartition lies in the stable sector. The precise
connection is shown in [44, App. C].
For any superpartition Λ of fermionic degree m in the stable sector, the factorization (5.11) can be reformulated as
(5.14) ˆ̺m(PΛ(x, θ; q, t)) = P
(q,qt)
λ
[
X +
q(1 − t)
1 − qt Y
]
P(qt,t)µ
[
Y
]
.
Using the connection with the non-symmetric Macdonald polynomials described in Section 4.7.3, we also have that in the
stable sector
(5.15) P(q,qt)λ
[
X +
q(1 − t)
1 − qt Y
]
P(qt,t)µ
[
Y
] ∝ ( ∏
1≤i< j≤m
1
txi − x j
)
U−(1,...,m) U
+
(m+1,...,N) E(λ+δm;µ)R (x; q, t),
which says that when t-antisymmetrizing and t-symmetrizing in a proper way a non-symmetric Macdonald polynomial,
we get a product of Macdonald polynomials.
Relation (5.14) allows us to compute in the double Macdonald case the specialization of Section 4.6.4 for the super-
Macdonalds. First, the map ǫq,t has the following action on functions X and Y:
ǫq,t : X 7→ q−m+1 + q−m+2t + . . . + tm−1 = q−m+1
1 − (qt)m
1 − qt
ǫq,t : Y 7→ tm−1 + tm−2 + . . . + tN−1 = tm
1 − tN−m
1 − t .
(5.16)
We then have,
(5.17) PΛ(ǫq,t) =
tm|µ|
q(m−1)|λ|
P
(q,qt)
λ
[1 − qmtN
1 − qt
]
P(qt,t)µ
[1 − tN−m
1 − t
]
,
corresponding to the stable sector Λ ↔ (λ, µ) of fermionic degree m. Note that this expression is explicit since the
specialization of a power-sum pn as
pn
[1 − u
1 − t
]
: pn 7→
1 − un
1 − tn
is known for Macdonald polynomials [1], and given by the expression
P
(q,t)
λ
[1 − u
1 − t
]
= ∏
s∈λ
tl
′
λ(s) − qa′λ(s)u
1 − qaλ(s)tlλ(s)+1 .
Again, this is consistent with the result at equation (4.64) in the stable sector, the precise connection being shown in [44,
App. C].
We end this section by mentioning a few special cases (in the stable sector):
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• The double Jack functions are given by
(5.18) P(α)λ,µ(x, y) = P
(α/(α+1))
λ
[
X +
1
α + 1
Y
]
P(α+1)µ
[
Y
]
,
where P(α)λ stands for the standard Jack symmetric function, and note that the parameter α is not affected by the
plethysm (since it belongs to the base field Q(α)), hence
pn
[
X +
1
α + 1
Y
]
= pn
[
X
]
+
1
α + 1
pn
[
Y
]
.
• The double Schur functions are given by
(5.19) sλ,µ(x, y) = sλ(x)sµ(y), s¯λ,µ(x, y) = sλ(x, y)sµ(y).
5.4.1. Connection with the hyperoctahedral group. We now sketch the connection between the double Macdonald func-
tions and the hyperoctahedral group Bn.
In the stable sector, the modified Macdonald superpolynomial HΛ(q, t) of (4.72) becomes
(5.20) Hλ,µ(x, y; q, t) = J
(q,qt)
λ
[X + qY
1 − qt
]
J(qt,t)µ
[ tX + Y
1 − t
]
= H
(q,qt)
λ
[
X + qY
]
H(qt,t)µ
[
tX + Y
]
where J(q,t)λ (resp. H
(q,t)
λ ) stands for the integral form of the Macdonald polynomial (resp. for the modified Macdonald
polynomials). The expansion of Hλ,µ(x, y; q, t) into the basis of double Schur functions (5.19), written as
(5.21) Hλ,µ(x, y; q, t) = ∑
ω,ν
Kω,ν;λ,µ(q, t)sω,ν(x, y)
defines the coefficients Kω,ν;λ,µ(q, t) which we refer to as the (q, t)-Kostka coefficients of type B. From the usual Mac-
donald positivity, we get immediately that the (q, t)-Kostka coefficients of type B belong to N[q, t]. Moreover, given
the proposition that follows, the positivity suggests that the double Macdonald polynomials are in correspondence with
natural bigraded regular modules of the hyperoctahedral group Bn, where n = |λ| + |µ| = |ω| + |ν|.
Proposition 5.1 – [44, Proposition 11]. Let λ and µ be two partitions such that n = |λ| + |µ|. The coefficient Kω,ν;λ,µ(1, 1)
is the dimension of the irreducible representation of Bn indexed by the pairs of partitions ω, ν (it does not depend on λ
and µ). Note that Kω,ν;λ,µ(1, 1) is also the number of pairs of standard Young tableaux of respective shapes ω and ν filled
(without repetitions) with the numbers (1, 2, 3, . . . , n).
References: The double Macdonald polynomials were studied in [44]. The specialization to the Jack case and its connec-
tion with physics are worked out in [36].
6. The super-Schurs
As was saw in (4.15), the Schur superpolynomials are obtained from the Macdonald superpolynomials either by setting
the (q, t) parameters in the super-Macdonald to (0, 0) or to (∞,∞):
sΛ = PΛ(0, 0), s¯Λ = PΛ(∞,∞)
Since they are a special case of the super-Macdonalds, both Schur superpolynomials are of course unitriangular in the
monomial basis. However, since the (q, t)-scalar product defining the super-Macdonalds is degenerate whenever q = t = 0
or = ∞, one cannot characterize the super-Schur with a combinatorial definition similar to that of the super-Jacks, or super-
Macdonalds (i.e. from triangularity and orthogonality). But, as it turns out, the two families of Schur superpolynomials
are essentially dual to each other.
This is obtained as follows. Recall property (4.28) of the ring homomorphism III, and the duality (4.55) between
Macdonald superpolynomials. We can write
(6.1) (−1)(m2)δΛΩ = 〈〈PΛ(q, t)|QΩ(q, t)〉〉q,t = 〈〈PΛ(q, t)|(−1)(
m
2)ω̂PΩ′ (t
−1, q−1)〉〉.
Setting q = t = 0 in this last expression, and letting
(6.2) s∗
Λ
= (−1)(m2)ω̂(s¯Λ′ )
for any superpartition, we thus have
(6.3) 〈〈s
Λ
|s∗
Ω
〉〉 = (−1)(m2)δΛΩ.
Thus the s∗
Λ
’s, which are obtained from the s¯Λ’s by acting with ω̂, are dual to the sΛ’s. In the following, when describing
the Pieri rules, we shall work with the s∗
Λ
basis instead of with the s¯Λ basis.
In this section, we first present Pieri formula for the two families of super-Schurs. We then show how to obtain the
super-Schurs independently of the Macdonald superpolynomials by using creation operators (known as super Bernstein
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operators). We finally give tableaux generating series for the Schur functions in superspace sΛ and s¯Λ, and more generally
for their skew generalizations (for which we also show how they connect with the Littlewood-Richardson coefficients in
superspace).
6.1. Pieri rules. Let Γ ∈ {(r; ), ( ; r), (0; 1r), ( ; 1r)} for r ≥ 0, that is, Γ corresponds to a one row or a one column
diagram (either bosonic or fermionic). For any superpartition Λ, the Pieri rule refers to a (combinatorial) formula for the
multiplication
sΛ sΓ = ∑
Ω
aΓ
ΛΩ
sΩ
which in this case will be such that aΓ
ΛΩ
= 0,±1 (and equivalently for the s∗
Λ
’s). Note that, in terms of the standard basis,
the super-Schurs associated to a one row or one column diagram reduce to
Γ (r; ) ( ; r) (0; 1r) ( ; 1r)
sΓ p˜r hr e˜r er
s∗
Γ
h˜r hr e˜0er er
There are thus eight Pieri rules to consider for the two super-Schur families. We first list here the different Pieri
rules, and refer to the subsections that follow for the description of the diagrams upon which the summation is performed
(namely RMI, CMI, RMII, CMII). They read:
A- For the super-Schur sΛ and the one row diagrams, we have
(6.4) sΛ s(r; ) = ∑
Ω
(−1)#ℓ(⊛)sΩ, sΛ s( ;r) = ∑
Ω
sΩ,
where #ℓ(⊛) denotes the number of circles that lie below the one added to the diagram, and where the sum is over
diagrams of type RMI. For example (see (6.8) below), we can write (taking into account the sign)
s(2;4,1) s(3; ) = − s(7,2;1) − s(6,3;1) − s(6,2;2) − s(6,2;1,1) − s(5,3;1,1) − s(5,2;2,1) − s(5,3;2) − s(5,2;3)
− s(4,3;2,1) − s(4,2;3,1) − s(3,2;4,1) − s(4,2;4).
B- For the super-Schur sΛ and the one column diagrams, we have
(6.5) sΛ s(0;1r ) = ∑
Ω
(−1)#ℓ(⊛)sΩ, sΛ s( ;1r) = ∑
Ω
sΩ,
where #ℓ(⊛) denotes the number of circles that lie below the one added to the diagram, and where the sum is over
diagrams of type CMI.
C- For the super-Schur s∗
Λ
and the one row diagrams, we have
(6.6) s∗
Λ
s∗(r; ) = ∑
Ω
(−1)#ℓ(⊛)s∗
Ω
, s∗
Λ
s∗( ;r) = ∑
Ω
sΩ,
where #ℓ(⊛) denotes the number of circles that lie below the one added in the diagram, and where the sum is over
diagrams of type RMII. For example (see (6.9) below), we have
s∗(2;4,1) s
∗
(3; ) = s
∗
(2,0;7,1) + s
∗
(1,0;6,3) + s
∗
(2,0;6,2) + s
∗
(2,1;6,1) + s
∗
(1,0;5,4) + s
∗
(2,0;5,3) + s
∗
(2,0;4,4) − s∗(3,2;4,1).
D- For the super-Schur s∗
Λ
and the one column diagrams, we have
(6.7) s∗
Λ
s∗(0;1r ) = ∑
Ω
(−1)#ℓ(⊛)s∗
Ω
, s∗
Λ
s∗( ;1r) = ∑
Ω
sΩ,
where #ℓ(⊛) denotes the number of circles that lie below the one added in the diagram, and where the sum is over
diagrams of type CMII.
We now give the definitions of the different sets of superpartitions associated to the Pieri rules that we just presented
6.1.1. Row multiplication of type I (RMI). Let Λ be a superpartition, and let Γ ∈ {(r; ), ( ; r)} with r ≥ 0. A superpartition
Ω belongs to the set RMI (row multiplication of type I) if it satisfies the following rules.
• Ω∗/Λ∗ is a horizontal r-strip;
• The circles of Λ can be moved subject to the restrictions:
(i) a circle in the first row can be moved horizontally without restrictions;
(ii) a circle not in the first row can be moved horizontally along the same row as long as there is a square in the
row just above it in the original diagram Λ;
(iii) a circle can be moved vertically in the same column by at most one row.
• If Γ is fermionic, then the new circle (the only one which wasn’t moved) inΩ needs to be in the rightmost position;
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We illustrate the set RMI with the example (the boxes of Ω∗/Λ∗ and the new circle are colored)
× : , , , ,
, , , , , , ,(6.8)
6.1.2. Column multiplication of type I (CMI). Let Λ be a superpartition, and let Γ ∈ {(0; 1r), ( ; 1r)} with r ≥ 0. A
superpartitionΩ belongs to the set CMI (column multiplication of type I) if it satisfies the following rules.
• Ω∗/Λ∗ is a vertical r-strip;
• The circles of Λ can be moved subject to the restrictions:
(i) a circle in the first column can be moved vertically without restrictions;
(ii) a circle not in the first column can be moved vertically along the same column as long as there is a square in
the column immediately to its left in the original diagram Λ;
(iii) a circle can be moved horizontally in the same row by at most one column;
• If Γ is fermionic, then the new circle (the only one which wasn’t moved) in Ω needs to be in the lowermost
position.
As an example of CMI, one may consider the transpose of every diagrams appearing in (6.8).
6.1.3. Row multiplication of type II (RMII). LetΛ be a superpartition, and let Γ ∈ {(r; ), ( ; r)}with r ≥ 0. A superpartition
Ω belongs to the set RMII (row multiplication of type II) if it satisfies the following rules.
• Ω∗/Λ∗ is a horizontal r-strip;
• The i-th circle, starting from below, ofΩ is either in the same row as the i-th circle of Λ ifΩ∗/Λ∗ does not contain
a box in that row or one row below that of the i-th circle of Λ if Ω∗/Λ∗ contains a box in the row of the i-th circle
of Λ;
• If Γ is fermionic, then every column to the left of the new circle must have a new box.
We illustrate the set RMII using the same superpartitions as in (6.8).
× : , , , ,
, , ,
(6.9)
6.1.4. Column multiplication of type II (CMII). Let Λ be a superpartition, and let Γ ∈ {(0; 1r), ( ; 1r)} with r ≥ 0. A
superpartitionΩ belongs to the set CMII (column multiplication of type II) if it satisfies the following rules.
A superpartition Ω results from the column insertion, or column multiplication, of diagrams Γ and Λ, if it can be
obtained from Λ by applying the following rules.
• Ω∗/Λ∗ is a vertical r-strip;
• The circles of Λ can be moved subject to the following restrictions:
(i) a circle cannot overpass another one;
(ii) a circle cannot be moved in a row which has an added box;
(iii) the addition of a bosonic box to a fermionic row bumps the circle to the end of the subsequent row (if it is
bosonic) and this bumping can be done repeatedly.
• If Γ is fermionic, then the first column of Ω is fermionic.
We consider the (simple) example:
× : , , ,
References: The super-Schurs and the Pieri rules are treated in great details in [24, 25], and more recently in [16]. The
Pieri rules (A,B,C) are proved in [25] while the Pieri rule (D) is proved in [16].
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6.2. The Bernstein superoperators. We now turn to the construction of the super-Schurs from vertex-type operators. In
the following, it will be useful to write, for an element f ∈ A,
(6.10) f [t1, t2, . . . , τ0, τ1, . . .]
to make explicit the dependence of f into power-sums, where (here) each pi (for i = 1, 2, . . .) is replaced by ti (i = 1, 2, . . .)
and each p˜ j (for j = 0, 1, . . .) is replaced by τ j ( j = 0, 1, . . .). In other words, we will use the notation [∗] to indicate that
the variables considered are the power-sums (i.e. not the indeterminates x, θ).
Let
(6.11) L0 = ∑
r≥0
hr∂ p˜r , and L
⊥
0 = ∑
r≥0
p˜rhr[∂ˆp]
where ∂ˆp denotes the replacement of the (even) power-sum (p1, p2, p3, . . .) by (∂p1 , 2∂p2 , 3∂p3 , . . .). The operator L
⊥
0 in
(6.11) is the adjoint of L0 with respect to the scalar product, i.e. 〈〈L0 f |g〉〉 = 〈〈 f |L⊥0 g〉〉 for any f , g ∈ A.
Let t and τ be formal even and odd parameters (respectively), and define the (super)vertex-type operators B(t, τ) and
C(t, τ), the formal generating series determined by
B(t, τ) = eτL0
(
exp∑
n>0
tn
n
pn
)(
∑
r≥0
(−t)re˜r
)(
exp− ∑
m>0
t−m∂pm
)
,
C(t, τ) = eτL
⊥
0
(
exp∑
n>0
tn
n
pn
)(
exp− ∑
m>0
t−m∂pm
)
.
(6.12)
Let B(k)n , for k = {0, 1}, n ∈ Z, denotes the mode obtained from the operator B(t, τ) as
(6.13) B(k)n =
{∮
dt
∫
dτ t−n−1B(t, τ) if k = 0∮
dt
∫
dτ τt−n−1B(t, τ) if k = 1
and equivalently let C(k)n , for k = {0, 1}, n ∈ Z, denotes the mode obtained from the operator C(t, τ) as
(6.14) C(k)n =
{∮
dt
∫
dτ τt−n−1C(t, τ) if k = 0∮
dt
∫
dτ t−n−1C(t, τ) if k = 1
In the following, we shall be interested in the positive modes (n ≥ 0) only. Explicitly, we can write these modes as
(6.15) B(0)n = L0B
(1)
n , B
(1)
n = ∑
r≥0
(−1)r p˜n+rer[∂ˆp], C(0)n = ∑
r≥0
(−1)rhn+rer[∂ˆp], C(1)n = L⊥0 C(0)n .
For a superpartition Λ, let ki(Λ) = ki = Λ⊛i − Λ∗i = {0, 1} for i = 1, 2, . . . , ℓ. For any superpartition Λ of ℓ parts, we can
compute the associated super-Schur functions from:
(6.16) sΛ = B
(k1)
Λ
∗
1
. . . B
(kℓ)
Λ
∗
ℓ
.1; s∗
Λ
= C
(k1)
Λ
∗
1
. . .C
(kℓ)
Λ
∗
ℓ
.1,
that is, starting from an action on the identity and then successively acting with an ordered sequence of B or C mode
operators.
We end this section by giving an example to illustrate the construction. Consider Λ = (2, 0; 2, 1), so that s∗
Λ
is given by
s∗(2,0;2,1) = C
(1)
2 C
(0)
2 C
(0)
1 C
(1)
0 .1
To use in our computation, we list the first expressions of the homogenous and elementary functions in terms of power-
sum:
hr er
r = 1 p1 p1
r = 2 12 (p
2
1 + p2)
1
2 (p
2
1 − p2)
r = 3 16 (p
3
1 + 3p2p1 + 2p3)
1
6 (p
3
1 − 3p2p1 + 2p3)
r = 4 124 (p
4
1 + 6p2p
2
1 + 3p
2
2 + 8p3p1 + 6p4) -
r = 5 1120 (p
5
1 + 10p2p
4
1 + 15p
2
2p1 + 20p3p
2
1 + 20p3p2 + 30p4p1 + 24p5) -
Then, we proceed by recursion, we have
C
(1)
0 .1 = L
⊥
0 .1 = p˜0; C
(0)
1 p˜0 = h1 p˜0 = p˜0p1; C
(0)
2 ( p˜0p1) = (h2 − h3∂p1)( p˜0p1) =
1
3
p˜0(p
3
1 − p3);
and
C
(0)
2 ( p˜0(p
3
1 − p3)/3) =
1
3
p˜0
(
h2 − h3∂p1 + 12h4 (∂2p1 − 2∂p2) − 16h5 (∂3p1 − 6∂p2∂p1 + 6∂p3)
)
(p31 − p3)
=
1
24
p˜0(p
5
1 − 2p2p31 + 3p22p1 − 4p3p21 − 4p3p2 + 6p4p1).
(⋆)
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The (remaining) action of the mode C(1)2 is obtained by acting with L
⊥
0 on expression (⋆), which is
L⊥0 (⋆) =
1
24
( p˜1 p˜0∂p1 +
1
2 p˜2 p˜0(∂
2
p1
+ 2∂p2))(p
5
1 − 2p2p31 + 3p22p1 − 4p3p21 − 4p3p2 + 6p4p1)
= p˜1 p˜0
(
5
24 p
4
1 − 14 p2p21 + 18 p22 − 13 p3p1 + 14 p4
)
+ p˜2 p˜0
(
1
3 p
3
1 − 13 p3
)
=
5
24 p(1,0;14) − 14 p(1,0;2,1,1) + 18 p(1,0;2,2) − 13 p(1,0;3,1) + 14 p(1,0;4) + 13 p(2,0;13) − 13 p(2,0;3)
which corresponds exactly to the superpolynomial s∗(2,0;2,1), expanded into the power-sum basis. Note that acting with
(−1)ω̂ on this last expression (which is straightforward because it is already in terms of power-sum), we obtain from (6.2)
the expression for s¯(3,0;2).
References: The operators B(t, τ) and C(t, τ) are called super-Bernstein operators, as they are the (superspace) analogues
of the standard Bernstein operators which construct the Schur symmetric functions [1]. The proofs that these super-
Bernstein operators build the different families of super-Schurs rely on the Pieri rules presented earlier and can be found
in [16].
6.3. Schur functions in superspace and tableaux. We now describe how the Schur functions in superspace sΛ and s¯Λ
are generating series of certain types of tableaux.
We will refer to {0¯, 1¯, 2¯, 3¯, . . . } as the set of fermionic nonnegative integers. In this spirit, we will also refer to the set
of nonnegative integers {0, 1, 2, 3, . . . } as the set of bosonic nonnegative integers. For α ∈ {0, 0¯, 1, 1¯, 2, 2¯, . . . }, we will say
that type(α) is bosonic or fermionic depending on whether the corresponding integer is fermionic or bosonic. Finally,
define
(6.17) |α| =
{
a if α = a¯ is fermionic
a if α = a is bosonic
6.3.1. s-tableaux. We say that the sequence Ω = Λ(0),Λ(1), . . . ,Λ(n) = Λ is an s-tableau of shape Λ/Ω and weight
(α1, . . . , αn), where αi ∈ {0, 0¯, 1, 1¯, 2, 2¯, . . . }, if Ω = Λ(i) and Λ = Λ(i−1) obey the conditions of type RMII with r = αi
whenever αi is bosonic or r = |αi| whenever αi is fermionic. An s-tableau can be represented by a diagram constructed
recursively in the following way:
(1) the cells of Λ∗(i)/Λ
∗
(i−1), which form a horizontal strip, are filled with the letter i. In the fermionic case, the new
circle is also filled with a letter i.
(2) the circles of Λ(i−1) that are moved a row below keep their fillings.
The sign of an s-tableau T , which corresponds to the product of the signs appearing in the fermionic horizontal strips,
can be extracted quite efficiently from an s-tableau. Read the fillings of the circles from top to bottom to obtain a word
(without repetition): the sign of the tableau T is then equal to (−1)inv(T ), where inv(T ) is the number of inversions of the
word.
Given a diagram of an s-tableau, we define the path of a given circle (filled let’s say with letter i) in the following way.
Let c be the leftmost column that does not contain a square (a cell of Ω∗) filled with an i. The path starts in the position of
the smallest entry larger than i (let’s say j) in column c. The path then moves to the smallest entry (let’s say k) larger than
j in the row below (if there are many such k’s the path goes through the leftmost such k). We continue this way until we
reach the row above that of the circle filled with an i.
It is important to realize that a tableau can be identified with its diagram given that the sequenceΩ = Λ(0),Λ(1), . . . ,Λ(n) =
Λ can be recovered from the diagram. We obtain the diagram corresponding to Ω = Λ(0),Λ(1), . . . ,Λ(n−1) by removing
the letters n from the diagram (including, possibly, the circled one), and by moving the remaining circle one row above
according to the following rule. A circle (filled let’s say with letter i) in a given row r is moved to row r − 1 if there is an
n in row r − 1 that belongs to its path. Otherwise the circle in row r stays in its position.
Consider the tableau
1 2 2 3 4
2 4 6
4 5 ❤4
6 6❤2
of weight (1, 3¯, 1, 3¯, 1, 3) and shape (2, 0; 5, 3, 2) (Ω = ∅ in the example). The path for
the
❧2 is
1 2 2 3 4
2 4 6
4 5 ❤4
6 6❤2
which is seen as follows: the leftmost column without a non-circled 2 is column 4. Since there is only
one entry, a 3, in that column, the path starts there. The smallest entry larger than 3 in the row below, the second one, is
4. Then the smallest entry larger than 4 in the third row is 5. Finally, the smallest entry larger than 4 in row 4 is 6, and
the path goes through the leftmost 6. The path then stops since the circled 2 is in row 5. The path for
❧4 can similarly be
seen to be
1 2 2 3 4
2 4 6
4 5 ❤4
6 6❤2
. It is obvious from the example that the non-circled letters of an s-tableau form an ordinary tableau.
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However it is not obvious where the circled letters can be added, and the paths above could only be constructed because
the tableau was valid.
The sequence of superpartitions associated to that s-tableau can then be recovered by stripping successively the tableau
of its largest letter and possibly moving circled letters one row above according to their paths:
1 2 2 3 4
2 4 6
4 5 ❤4
6 6❤2
→
1 2 2 3 4
2 4 ❤4
4 5❤2
→
1 2 2 3 4
2 4 ❤4
4 ❤2
→
1 2 2 3
2 ❤2
3
→ 1 2 2
❤2
2
→ 1 → ∅
Now, define the skew Schur function in superspace sΛ/Ω as
(6.18) sΛ/Ω = ∑
T
(−1)inv(T )(xθ)T
where the sum is over all s-tableaux of shape Λ/Ω, and where
(6.19) (xθ)T = ∏
i
x
|αi |
i ∏
j : type(α j)=fermionic
θ j
if T is of weight (α1, . . . , αn). We stress that the product over anticommuting variables is ordered from left to right over
increasing indices.
Proposition 6.1 – [25] sΛ/Ω is a symmetric function in superspace. Moreover,
(6.20) sΛ/Ω = ∑
Γ
K¯Λ/Ω,Γ mΓ
where K¯Λ/Ω,Γ = ∑T (−1)inv(T ), with the sum over all s-tableaux T of weight
(Γ¯1, . . . , Γ¯m, Γm+1, . . . , ΓN) for Γ = (Γ1, . . . , Γm; Γm+1, . . . , ΓN)
Corollary 6.2 – [25] We have that sΛ/∅ = sΛ. Hence
(6.21) sΛ = ∑
T
(−1)inv(T )(xθ)T
where the sum is over all s-tableaux T of shape Λ.
We thus obtain the monomial expansion of s(3,1;2,1,1) by listing every filling of the shape (3, 1; 2, 1, 1) whose weight
corresponds to a superpartition:
1 1 1 ❤1
2 6
3 ❤2
4
5
1 1 1 ❤1
2 5
3 ❤2
4
6
1 1 1 ❤1
2 4
3 ❤2
5
6
1 1 1 ❤1
2 3
3 ❤2
4
5
Therefore, s(3,1;2,1,1) = 3m(3,1;1,1,1,1) + m(3,1;2,1,1) since there are 3 tableaux of weight (3¯, 1¯, 1, 1, 1, 1) and one tableau of
weight (3¯, 1¯, 2, 1, 1). We stress that we don’t have an easy criteria in general to determine whether a given filling is a
valid tableau. However, in the example above, the rules for constructing tableaux immediately imply that we need to have
three non-circled 1’s and one non-circled 2 (otherwise the circled 2 could never be in the second column). Then there are
very few possibilities to fill the rest of the tableau with a weight corresponding to a superpartition. The case of weight
(3¯, 1¯, 1, 1, 1, 1) where a 3 is above the circled 2 is not allowed since again this would prevent the circled 2 from being in
the second column.
Note that when Ω = ∅, the coefficient K¯Λ/Ω,Γ is always a nonnegative integer.
6.3.2. s¯-tableaux. We say that the sequence Ω = Λ(0),Λ(1), . . . ,Λ(n) = Λ is an s¯-tableau of shape Λ/Ω and weight
(α1, . . . , αn), where αi ∈ {0, 0¯, 1, 1¯, 2, 2¯, . . . }, if Ω = Λ(i) and Λ = Λ(i−1) obey the conditions of type RMI with ℓ = αi
wheneverαi is bosonic or with ℓ = |αi|wheneverαi is fermionic. An s¯-tableau can be represented by a diagram constructed
recursively in the following way:
(1) the cells of Λ∗(i)/Λ
∗
(i−1) are filled with the letter i. In the fermionic case, the new circle is also filled with a letter i
(2) the circles of Λ(i−1) that moved along a column or a row keep their fillings.
As is the case for s-tableaux, the sign of an s¯-tableau T is equal to (−1)inv(T ), where inv(T ) is the number of inversions of
the word obtained by reading the filling of the circles from top to bottom.
It is important to realize that the sequence Ω = Λ(0),Λ(1), . . . ,Λ(n) = Λ can be recovered from the diagram. We obtain
the diagram corresponding to Ω = Λ(0),Λ(1), . . . ,Λ(n−1) by removing the letters n from the diagram (including, possibly,
the circled one), and by moving the circled letters one cell above if there is a letter n above them or to their left if there are
letters n to their left and none above them. For instance, if one considers the s¯-tableau T below of weight (3, 1¯, 2¯, 1, 3¯, 5, 0¯),
the sequence of superpartitions associated to it can then be recovered by stripping successively the tableaux of their largest
letter:
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T =
1 1 1 5 6 6 ❤5
2 3 4 6 ❤7
3 5 6 ❤3
5 6 ❤2
→
1 1 1 5 6 6 ❤5
2 3 4 6
3 5 6 ❤3
5 6 ❤2
→
1 1 1 5 ❤5
2 3 4 ❤3
3 5 ❤2
5
→
1 1 1 ❤3
2 3 4
3 ❤2
→
1 1 1 ❤3
2 3
3 ❤2
→ 1 1 1
2 ❤2 → 1 1 1
We should stress that there is no immediate criteria to determine whether a given filling of a shape is a valid tableau.
It is only after checking that every removal of a letter corresponds to an application of a Pieri rule that we know that the
filling is valid. In the example above, removing the 6 corresponds to an application of the Pieri rule h5 since the the 6’s
form a horizontal strip and when moving the circled 2 and 3 above and the circled 5 to its left there are no collisions
(two circles in the same row or column). Similarly, removing the 5’s corresponds to the Pieri rule h˜3 since the 5’s form a
horizontal strip with the circled one being the rightmost and when moving the circled 2 to its left and the circled 3 above
there are no collisions.
As was done in the previous subsection, define the skew Schur function in superspace s¯Λ/Ω as
(6.22) s¯Λ/Ω = ∑
T
(−1)sign(T )(xθ)T
where the sum is over all s¯-tableaux of shape Λ/Ω.
Proposition 6.3 – [25] s¯Λ/Ω is a symmetric function in superspace. Moreover,
(6.23) s¯Λ/Ω = ∑
Γ
KΛ/Ω,Γ mΓ
where KΛ/Ω,Γ = ∑T (−1)sign(T ), the sum over all s¯-tableaux T of weight
(Γ¯1, . . . , Γ¯m, Γm+1, . . . , ΓN) for Γ = (Γ1, . . . , Γm; Γm+1, . . . , ΓN)
Corollary 6.4 – [25] We have that s¯Λ/∅ = s¯Λ. Hence
(6.24) s¯Λ = ∑
T
(−1)sign(T )(xθ)T
where the sum is over all s¯-tableaux in superspace of shape Λ.
The monomial expansion of s¯(2,0;3) is thus obtained by listing every filling of the shape (2, 0; 3) whose weight is that of
a superpartition
1 4 6
3 5 ❤1❤2
1 4 5
3 6 ❤1❤2
1 3 6
4 5 ❤1❤2
1 3 4
3 5 ❤1❤2
1 3 5
3 4 ❤1❤2
1 3 4
3 4 ❤1❤2
1 3 3
3 4 ❤1❤2
1 1 5
3 4 ❤1❤2
1 1 4
3 3 ❤1❤2
1 1 3
3 3 ❤1❤2
Hence,
s¯(2,0;3) = 3m(1,0;1,1,1,1) + 2m(1,0;2,1,1) + m(1,0;2,2) + m(1,0;3,1) + m(2,0;1,1,1) + m(2,0;2,1) + m(2,0;3) .
As was mentioned before, we don’t have an easy criteria in general to determine whether a given filling is a valid tableau.
For instance, the tableau
1 3 5
4 6 ❤1❤2
is not valid because the circled 1 and the circled 2 collide at the moment of removing letter
4:
1 3 5
4 6 ❤1❤2
→ 1 3 54 ❤1❤2
→ 1 34 ❤1❤2
We note that, as is the case for K¯Λ/Ω,Γ, the coefficient KΛ/Ω,Γ is a nonnegative integer when Ω = ∅.
References: Note that a somewhat different combinatorial formula in terms of tableaux for the expansion coefficients of
the super-Schurs into the monomial basis is presented as a conjecture in [24].
6.4. Skew Schur functions in superspace and Littlewood-Richardson coefficients. We first give the relation between
the skew Schur functions in superspace and Schur functions in superspace through the scalar product 〈〈· , ·〉〉. We then
connect the generalization to superspace of the Littlewood-Richardson coefficients to skew Schur functions in superspace.
These basic properties of skew Schur functions in superspace generalize well known properties in the classical case
(m = 0).
Corollary 6.5 – We have
(6.25) 〈〈s∗
Ω
f , sΛ〉〉 = 〈〈 f , sΛ/Ω〉〉 and 〈〈s¯∗Ω f , s¯Λ〉〉 = 〈〈 f , s¯Λ/Ω〉〉
for all symmetric functions in superspace f .
Define c¯Λ
ΓΩ
and cΛ
ΓΩ
to be respectively such that
(6.26) s¯Γ s¯Ω = ∑
Λ
c¯Λ
ΓΩ
s¯Λ and sΓ sΩ = ∑
Λ
cΛ
ΓΩ
sΛ.
It is immediate from the (anti-)commutation relations between the Schur functions in superspace that if Γ and Ω are
respectively of fermionic degrees a and b, then c¯Λ
ΓΩ
= (−1)ab c¯Λ
ΩΓ
and cΛ
ΓΩ
= (−1)ab cΛ
ΩΓ
. Even though c¯Λ
ΓΩ
and cΛ
ΓΩ
are
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not always nonnegative from these relations, we can consider them as generalizations to superspace of the Littlewood-
Richardson coefficients.
We now extend to superspace the well-known connection between Littlewood-Richardson coefficients and skew Schur
functions.
Proposition 6.6 – We have
(6.27) sΛ/Ω = ∑
Γ
c¯Λ
′
Γ′Ω′ sΓ and s¯Λ/Ω = ∑
Γ
cΛ
ΩΓ
s¯Γ.
Furthermore, cΛ
ΩΓ
= cΛ
′
Γ′Ω′ .
Open problem 6.7 – An interesting problem would be to obtain Littlewood-Richardson rules for the coefficients cΓ
ΛΩ
, c¯Γ
ΛΩ
.
Somewhat surprisingly, the coefficient c¯Λ
ΩΓ
does not have in general any symmetry under conjugation. For instance, it
can be checked that if Γ = (1; ), Ω = (0; ) and Λ = (1, 0; ) then c¯Λ
ΩΓ
= 1 while c¯Λ
′
Γ′Ω′ = 0.
References: The relation between generalization of Littlewood-Richardson coefficients and skew Schur superpolynomials
was considered in [25].
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