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Introduction
(( Le premier e´tait de ne recevoir jamais aucune chose pour
vraie, que je ne le connusse e´videmment eˆtre telle [...].
(( Le second, de diviser chacune des difficulte´s que j’exami-
nerais, en autant de parcelles qu’il se pourrait et qu’il serait
requis pour les mieux re´soudre.
(( Le troisie`me, de conduire par ordre mes pense´es, en com-
menc¸ant par les objets les plus simples et les plus aise´s a`
connaˆıtre, pour monter peu a` peu, comme par degre´s jus-
qu’a` la connaissance des plus compose´s [...].
(( Et le dernier, de faire partout des de´nombrements si en-
tiers, et des revues si ge´ne´rales, que je fusse assure´ de ne
rien omettre.))
R.Descartes, Discours de la me´thode.
La the´orie des groupes, ne´e autour des travaux d’E.Galois sur la re´solution des
e´quations alge´briques (1832), ne traite a` ses de´buts que des groupes finis. C’est
principalement l’influence de F.Klein avec le programme d’Erlangen (1872), et dans
le meˆme temps le de´veloppement des groupes continus initie´ par S.Lie, qui mettent
en e´vidence l’inte´reˆt que reveˆtent les groupes infinis en ge´ome´trie.
Au de´but des anne´es 1880, H.Poincare´, tout d’abord seul puis en collaboration
avec F.Klein, utilise de fac¸on remarquable, les groupes auxquels il donne le nom
de Fuchsiens et Kleiniens, pour re´soudre le difficile proble`me de l’inte´gration des
e´quations diffe´rentielles line´aires a` coefficients alge´briques. Ses travaux sont parmi
les premiers, dans lesquels le concept de groupe infini ((discontinu)) (par opposition
aux groupes continus de Lie ; on dirait aujourd’hui plutoˆt ((discret))) prend une telle
importance. En outre, pour la premie`re fois, il fait une utilisation fructueuse de la
ge´ome´trie hyperbolique, la sortant du statut qu’elle avait alors, de curiosite´ ayant
un inte´reˆt d’ordre plus philosophique que mathe´matique.
Apparaˆıt alors la ne´cessite´ de se donner un groupe discontinu, abstraitement, par
une pre´sentation (c’est a` dire des ge´ne´rateurs et des relations). La the´orie qui e´tudie
les groupes par la donne´e de pre´sentation est de´nomme´e the´orie combinatoire des
groupes. Elle est initie´e par W.Dyck qui fournit une pre´sentation pour un groupe
Fuchsien quelconque (1882). Mais c’est la topologie, avec l’apparition du groupe
fondamental 1, qui stimulera son de´veloppement en une the´orie inde´pendante.
1. ou premier groupe d’homotopie ; introduit en 1892 par H.Poincare´ pour montrer l’existence
d’une 3–sphe`re d’homologie qui n’est pas une 3–sphe`re.
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Dans ce domaine, l’influence quelques anne´es plus tard de M.Dehn sera pre´pon-
de´rante. Son objectif est l’e´tude des varie´te´s topologiques de dimensions 2 et 3. Il
traduit les proble`mes de topologie auxquels il est confronte´, en des proble`mes de
the´orie des groupes, par le biais du groupe fondamental, montrant ainsi l’impor-
tance que reveˆt cette notion en topologie de petite dimension. Il poursuit l’e´tude de
H.Poincare´ et met en place tout le mate´riel de the´orie combinatoire des groupes et
de topologie de petite dimension, qui conditionnera la plupart des de´veloppements
ulte´rieurs du XXe`me sie`cle 2. Il met surtout en e´vidence le caracte`re fondamental en
the´orie combinatoire des groupes de trois proble`mes qui ont depuis pris l’appellation
de proble`mes de Dehn. Ces proble`mes sont les suivants :
Proble`me du mot : Etablir pour un groupe G quelconque donne´ par une pre´senta-
tion, un algorithme permettant de de´cider pour tout mot ω sur les ge´ne´rateurs,
si ω repre´sente l’e´le´ment neutre de G. La re´solution de ce proble`me e´quivaut a` la
constructibilite´ du graphe de Cayley de G. Si en outre G = pi1(M), le proble`me
est identique a` celui consistant a` de´cider pour tout lacet arbitraire l de M , si l est
contractile dans M ; ce qui e´quivaut a` la constructibilite´ du reveˆtement universel de
M .
Proble`me de conjugaison : Sous les meˆmes hypothe`ses, e´tablir un algorithme permet-
tant de de´cider pour tout couple de mots arbitraires, s’ils repre´sentent des e´le´ments
conjugue´s de G. Ce proble`me est plus technique et difficile que le proble`me du mot,
qui n’apparaˆıt alors que comme le cas particulier ou l’un des e´le´ments conside´re´s
repre´sente l’e´le´ment neutre de G. Lorsque G = pi1(M), ce proble`me revient a` de´cider
si deux lacets arbitraires sont librement homotopes dans M . Une solution dans un
groupe de surface permet, par exemple, de de´cider si deux courbes ferme´es sur cette
meˆme surface sont isotopes.
Proble`me de l’isomorphisme : Etablir un algorithme qui permette de de´cider pour
tout couple de pre´sentations, si elles pre´sentent des groupes isomorphes. Puisque le
groupe fondamental est un invariant topologique, le proble`me de l’isomorphisme est
intimement lie´ au proble`me de l’home´omorphisme pour les varie´te´s.
Ces proble`mes sont devenus d’autant plus ce´le`bres, qu’en 1955, P.Novikov et
inde´pendamment W.Boone de´montrent qu’il existe un groupe G et une pre´sentation
finie de G pour lesquels le proble`me du mot est insoluble ; c’est a` dire qu’il n’existe
pas d’algorithme permettant de de´cider si un mot arbitraire repre´sente l’e´le´ment
neutre. Ainsi le proble`me du mot est en ge´ne´ral insoluble. En corollaire, puisqu’un
algorithme qui re´soud le proble`me de conjugaison re´soud aussi le proble`me du mot
(pour de´cider si ω = 1 il suffit de de´cider si ω ∼ 1), le proble`me de conjugaison
est lui aussi en ge´ne´ral insoluble. L’inde´pendance logique des proble`mes du mot et
de la conjugaison sera montre´e par la suite, avec l’existence d’un groupe admettant
un algorithme qui re´soud le proble`me du mot, et ayant un proble`me de conjugaison
insoluble (cf. [Mi2]).
2. Rien que dans notre travail, le nom de Dehn apparaˆıt pour quatres notions diffe´rentes : les
proble`mes de Dehn, l’algorithme de Dehn (qui fonde la the´orie des groupes δ-hyperboliques de
Gromov), le lemme de Dehn (point de de´part de la machinerie des surfaces incompressibles en
dimension 3), et la technique d’obturations de Dehn (qui depuis le ce´le`bre the´ore`me de Lickorish
est centrale en topologie de dimension 3).
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Quant au proble`me de l’isomorphisme, S.Adjan et M.Rabin ont montre´ que meˆme
dans des cas tre`s simples, ce proble`me est insoluble (1958). Hors de notre propos, et
admettant trop rarement une solution, nous n’aborderons plus ce proble`me dans la
suite et nous concentrerons davantage sur les proble`mes du mot et de la conjugai-
son. Remarquons que ces derniers proble`mes de´pendent a priori d’une pre´sentation
du groupe G conside´re´. Il est aise´ de ve´rifier que l’existence d’une solution — i.e.
l’algorithme recherche´ — elle, n’en de´pend pas. Ainsi avoir une solution a` l’un de
ces proble`mes est une proprie´te´ du groupe G.
On sait facilement re´soudre ces proble`mes dans des cas tre`s simples : les groupes
finis, libres, abe´liens, ou obtenus par produit direct, ou par produit libre a` partir de
tels groupes. Une part importante des travaux en the´orie des groupes s’est de´voue´e
a` la recherche de classes de groupes admettant une solution a` ces proble`mes. Citons
en particulier les groupes hyperboliques de M.Gromov (que nous utiliserons dans le
chapitre 4), les groupes automatiques de D.Epstein et al., et les groupes CAT (0)
de M.Bridson et A.Haefliger. Tous ont en commun une inspiration des travaux de
M.Dehn dans le cas des groupes de surface de genre g > 1, qu’il ge´ne´ralisent, et
pre´sentent des algorithmes efficients, du moins pour le proble`me du mot. Seulement
de nombreux groupes de grand inte´reˆt e´chappent a` ces classes, qui bien qu’impor-
tantes apparaissent parfois trop restreintes.
Revenons-en au cadre initial de ces proble`mes, et interrogeons-nous sur le statut
des proble`mes du mot et de la conjugaison dans le groupe fondamental pi1(M) d’une
varie´te´ connexe compacte, de dimension n.
– M.Dehn a re´solu le cas n = 2 ou` M est une surface (cf. [De1], [De2], [De3]). Il
montre l’existence d’un proce´de´ de re´duction monotone d’un mot, appele´ depuis
algorithme de Dehn, qui re´soud le proble`me du mot, et il re´soud de fac¸on analogue
le proble`me de conjugaison. Il utilise pour cela un argument utilisant la structure
hyperbolique d’une surface de genre > 1, qu’il simplifiera plus tard en un argument
topologique. Dans une terminologie plus moderne, le groupe d’une telle surface est
un groupe hyperbolique au sens de Gromov.
– Tout groupe finiment pre´sente´ est le groupe fondamental d’une varie´te´ compacte
de dimension arbitraire ≥ 4. Ainsi, avec le re´sultat de P.Novikov et W.Boone, les
proble`mes du mot et de la conjugaison sont en ge´ne´ral insolubles dans le groupe
d’une varie´te´ de dimension ≥ 4.
– Dans le cas d’une varie´te´ de dimension 3, la premie`r avance´e significative est
due a` F.Waldhausen qui re´soud le proble`me du mot dans le groupe d’une varie´te´
((suffisament grande)) (cf. [Wa2]). Sa me´thode, cependant, n’e´claire en rien sur la
marche a` suivre pour re´soudre le proble`me de conjugaison. Plus re´cemment, les tra-
vaux d’Epstein et Thurston (cf. [CEHLPT]) e´tablissent que le proble`me du mot est
re´soluble si l’on suppose que la varie´te´ conside´re´e ve´rifie la conjecture de ge´ome´trisa-
tion de Thurston (cf. §1.3). D.Epstein et W.Thurston ont montre´ que sous cette hy-
pothe`se, dans presque tous les cas son groupe fondamental est automatique et admet
donc une solution au proble`me du mot ; les cas restants se traitant tre`s aise´ment par
ailleurs. Cela ne garantit cependant pas une solution au proble`me de conjugaison
(rappelons que l’on ne sait pas re´soudre ce proble`me pour les groupes automatiques),
que l’on ne sait re´soudre que dans certains cas particuliers :
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X– Les noeuds et entrelacs alterne´s. Ils ont des groupes a` petites simplifications
(Weinbaum 1971, Appel et Schupp 1972, cf.[LS]).
X– Les varie´te´s hyperboliques de volume fini. Leur groupe est biautomatique (cf.
[CEHLPT]).
X– Certains espaces fibre´s de Seifert ont un groupe biautomatique (cf. [CEHLPT]).
X– Les noeuds. C’est un re´sultat de Z.Sela (cf. [Sel]) dont nous nous inspirerons
dans ce travail.
X– Les varie´te´s irre´ductibles a` bord non vide. Elles admettent une me´trique rie-
manienne de courbure non positive, et leur groupe est donc CAT (0). De nom-
breuses autres 3–varie´te´s sont susceptibles d’admettre une telle me´trique, mais la
de´monstration en est tre`s difficile, et ce n’est certainement pas le cas de toute 3–
varie´te´.
Le but essentiel de notre travail est la de´monstration du re´sultat qui suit. Pour
ce faire nous allons construire un algorithme, en nous inspirant dans le cas le plus
de´licat a` conside´rer, du groupe d’une varie´te´ haken, de la strate´gie applique´e par
Z.Sela dans le cas du comple´ment d’un noeud.
The´ore`me principal Le groupe fondamental d’une 3–varie´te´ orientable ve´rifiant la
conjecture de ge´ome´trisation de Thurston, a un proble`me de la conjugaison re´soluble.
La premie`re e´tape dans la de´monstration de ce re´sultat, consiste a` la re´duire au
cas de varie´te´s ve´rifiant des hypothe`ses plus fortes (c’est l’objet du paragraphe §1.5).
Conside´rons une 3–varie´te´ M (connexe, compacte) orientable, ve´rifiant la conjecture
de Thurston. Si M est a` bord non vide, on obtient la varie´te´ 2M en ((doublant)) M
le long de son bord. Le groupe pi1(M) se plonge naturellement dans pi1(2M), et l’on
peut montrer que si u,v ∈ pi1(M), alors u et v sont conjugue´s dans pi1(M) si et
seulement si ils le sont dans pi1(2M) (cf. proposition 3.2.3). Ainsi, une solution au
proble`me de la conjugaison dans pi1(2M) fournit une solution dans pi1(M). Pour
cette raison, on pourra supposer que la varie´te´ M est ferme´e. Avec le the´ore`me de
Kneser-Milnor, M se de´compose en sommes connexes de 3–varie´te´s ferme´es, qui sont
soit irre´ductibles, soit home´omorphes a` S1 × S2. Le groupe fondamental pi1(M) se
de´compose comme produit libre des groupes des 3–varie´te´s obtenues. Par stabilite´
du proble`me de la conjugaison par produit libre, et puisque pi1(S
1× S2) ∼= Z admet
une solution au proble`me de conjugaison, on pourra supposer que M est ferme´e
irre´ductible.
Avec la classification des 3–varie´te´s ferme´es ve´rifiant la conjecture de Thurston
(cf. §1.3), et les re´sultats connus sur le proble`me de la conjugaison dans le groupe
d’une 3–varie´te´ (cf. [CEHLPT]), la de´monstration du the´ore`me principal se re´duit
a` une de´monstration des trois re´sultats suivants :
The´ore`me A Le groupe fondamental d’une 3–varie´te´ orientable, admettant une
fibration de Seifert, a un proble`me de la conjugaison re´soluble.
The´ore`me B Le groupe fondamental d’une 3–varie´te´ ferme´e orientable, modele´e
sur la ge´ome´trie Sol, a un proble`me de la conjugaison re´soluble
The´ore`me C Le groupe fondamental d’une 3–varie´te´ ferme´e orientable, Haken,
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qui n’est pas un S1 × S1-fibre´ sur S1, a un proble`me de la conjugaison re´soluble.
Pour re´soudre le the´ore`me A, nous utiliserons le fait ce´le`bre que le groupe pi1(M)
d’un fibre´ de Seifert, contient un sous-groupe normal cyclique N , et que le quotient
pi1(M)/N est un groupe Fuchsien. Nous re´duirons alors le proble`me de la conjugaison
dans pi1(M), a` des proble`mes de de´cision dans le groupe Fuchsien pi1(M)/N .
Le the´ore`me B se re´sout sans difficulte´ en de´composant le groupe fondamental,
en extension HNN de Z⊕Z, ou en amalgame de deux copies du groupe de la bouteille
de Klein.
La de´monstration du the´ore`me A, fait l’objet de la section 5.5, et celle du
the´ore`me B, de la section 7.1. Tout le reste de notre travail a essentiellement pour
but la de´monstration du the´ore`me C, qui constitue le cas le plus difficile. Nous
emploierons la strate´gie utilise´e par Z.Sela dans le cas d’un noeud (cf. [Sel]).
Soit M une 3–varie´te´ Haken ferme´e. Avec le the´ore`me de Jaco-Shalen-Johannson,
M contient un syste`me W , unique a` isotopie pre`s, de tores essentiels, et si l’on
de´compose M le long de W , les varie´te´s obtenues — ou pie`ces e´le´mentaires — ad-
mettent une fibration de Seifert, ou une structure hyperbolique comple`te de volume
fini. Si l’on suppose en outre que M n’est pas fibre´ en tores sur le cercle, aucune des
pie`ces obtenues n’est home´omorphe a` S1 × S1 × I (c’est pour cette raison que nous
traiterons a` part le cas d’un S1 × S1-fibre´ sur S1). Notons M1,M2, . . .Mq les pie`ces
e´le´mentaires de la de´composition de M . Nous appelons sous-groupe pe´riphe´ral, tout
groupe libre abe´lien de rang 2 de pi1(Mi), provenant du plongement d’une compo-
sante de ∂Mi. Nous souhaitons re´duire l’algorithme de la conjugaison dans pi1(M)
a` l’algorithme du mot de pi1(M) (qui est re´soluble, cf. the´ore`me 1.4.5), et a` des
algorithmes — que nous appelerons algorithmes e´le´mentaires — dans les groupes
fondamentaux pi1(Mi) des pie`ces e´le´mentaires, pour i variant de 1 a` q. Ces algo-
rithmes sont les suivants :
Algorithme de la conjugaison dans pi1(Mi).
Algorithme de de´termination pe´riphe´rale : Donne´ T un sous-groupe pe´riphe´ral
de pi1(Mi), de´cider pour tout e´le´ment arbitraire u ∈ pi1(Mi), si u ∈ T .
Algorithme des classes pe´riphe´rales : Donne´ T un sous-groupe pe´riphe´ral de
pi1(Mi), de´cider pour tout e´le´ment arbitraire u ∈ pi1(Mi), si u est conjugue´ dans
pi1(Mi) a` un e´le´ment de T .
Algorithme des 2-cosets I : Donne´ T un sous-groupe pe´riphe´ral de pi1(Mi), de´cider
pour tout couple d’e´le´ments arbitraires u,v ∈ pi1(Mi) − T , si il existe c1,c2 ∈ T tel
que u = c1.v.c2 dans pi1(Mi).
Algorithme des 2-cosets II : Donne´s T1,T2 deux sous-groupes pe´riphe´raux de
pi1(Mi), de´cider pour tout couple d’e´le´ments arbitraires u,v ∈ pi1(Mi), si il existe
c1 ∈ T1, c2 ∈ T2, tel que u = c1.v.c2 dans pi1(Mi).
Pour ce faire, nous devons d’abord e´tudier la structure du groupe pi1(M). La
de´composition JSJ de M , fournit une de´composition de pi1(M), en groupe fonda-
mental d’un graphe de groupe, dont les groupes de sommet sont les groupes fonda-
mentaux des pie`ces e´le´mentaires, et les groupes d’areˆte, des groupes libres abe´liens
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de rang 2. Nous e´tudions en de´tail les e´le´ments conjugue´s, et le centralisateur d’un
e´le´ment dans le groupe fondamental d’un graphe de groupe. Nous en de´duisons des
the´ore`mes ge´ne´raux (the´ore`mes 3.2.1, 3.2.2), ge´ne´ralisant ceux existant, pour un
produit amalgame´ (cf. the´ore`mes 3.1.1, et 3.1.2). Ce sont alors des proprie´te´s to-
pologiques des pie`ces e´le´mentaires — la caracte´risation des anneaux essentiels, cf.
propositions 4.3.1 et 5.4.2 —, ainsi que de la de´composition — minimalite´ et recolle-
ment de Seifert, cf. proposition 2.1.2 — qui nous permettront de re´duire l’algorithme
de la conjugaison dans pi1(M), aux algorithmes e´le´mentaires dans les pie`ces de la
de´composition et a` l’algorithme du mot dans pi1(M) (cf. chap. 7).
Nous re´solvons dans le chapitre 4 les algorithmes e´le´mentaires dans le groupe
d’une varie´te´ M , hyperbolique de volume fini (remarquons que la the´orie des groupes
automatiques re´sout le proble`me de conjugaison dans un tel groupe, cf. [CEHLPT]).
La strate´gie consiste a` chercher deux varie´te´s hyperboliques ferme´es M1, M2, obte-
nues par obturations de Dehn sur M , et a` re´duire les algorithmes e´le´mentaires dans
pi1(M), a` des algorithmes analogues dans pi1(M1), pi1(M2). Les groupes de M1 et
M2 e´tant hyperboliques dans le sens de Gromov, nous utiliserons cette the´orie pour
re´soudre les algorithmes obtenus dans pi1(M1) et pi1(M2). Seulement, pour proce´der a`
cette re´duction, il est ne´cessaire que pi1(M1) et pi1(M2) ve´rifient certaines proprie´te´s.
Plus pre´cisemment, pour tout couple de sous-groupes pe´riphe´raux T1,T2 de pi1(M),
si ρ : pi1(M) −→ pi1(M1) de´signe la surjection canonique, on de´sire avoir, que :
– ρ(T1), ρ(T2) sont des sous-groupes cycliques infinis maximaux de pi1(M1),
– si u conjugue deux e´le´ments de ρ(T1), alors u ∈ ρ(T1),
– un e´le´ment non trivial de ρ(T1) n’est pas conjugue´ dans pi1(M1) a` un e´le´ment de
ρ(T2).
Et de meˆme pour M2. Pour montrer l’existence de telles ((bonnes)) varie´te´s, nous au-
rons besoin de rentrer plus profonde´ment dans les de´tails du the´ore`me de chirurgie
hyperbolique de Thurston, et de la topologie ge´ome´trique.
Quant aux algorithmes e´le´mentaires dans un fibre´ de Seifert, nous les re´soudrons
dans le chapitre 5, en utilisant l’interpre´tation alge´brique de la structure de S1-fibre´
sur une orbie´te´, i.e., on a la suite exacte :
1 −→ Z −→ pi1(M) −→ pi1(M)/N −→ 1
et le groupe quotient pi1(M)/N est Fuchsien. Nous re´duirons les algorithmes de
pi1(M) a` des algorithmes analogues dans le groupe Fuchsien pi1(M)/N . Ce dernier
est soit un produit libre de groupes cycliques, soit virtuellement un groupe de sur-
face ferme´e, et admet des solutions a` ces algorithmes. A l’exception du proble`me de
la conjugaison, un peu plus de´licat, la re´solution s’effectue sans difficulte´.
Plan de la the`se :
Les chapitres 1, 2, et 3 ne sont essentiellement constitue´s que de rappels des notions
que nous serons amene´s a` employer, et pourront ne pre´senter d’autre inte´reˆt au lec-
teur averti, que celui de fixer les conventions de´criture.
Chapitre 1 : Ce chapitre a pour fonctions, d’une part de fixer les notations (§1.1) et
d’introduire le proble`me (§1.2, 1.3, et 1.4), et d’autre part de justifier de la re´duction
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du the´ore`me principal aux the´ore`mes A, B, et C (§1.5).
Chapitre 2 : Nous e´nonc¸ons le the´ore`me de de´composition Jaco-Shalen-Johannson
pour les varie´te´s Haken ferme´es (the´ore`me 2.1.1). Nous rappelons deux proprie´te´s
d’une de´composition minimale (propositions 2.1.1 et 2.1.2), qui sont essentielles a`
notre travail, et seront utilise´es dans les chapitres 6 et 7. Nous rappelons la notion
de graphe de groupe, et comment la de´composition JSJ de la varie´te´ M procure
une de´composition de pi1(M) en groupe fondamental de graphe de groupes. Cette
de´composition sera largement utilise´e dans la suite pour e´tudier le groupe pi1(M).
Chapitre 3 : Ce chapitre constitue la clef de vouˆte de notre travail. Son but est
de ge´ne´raliser les the´ore`mes existants sur les e´le´ments conjugue´s et les e´le´ments
qui commutent dans un amalgame ou une extension HNN, au cas du groupe d’un
graphe de groupe. Pour cela nous de´finissons les notions de cycles et de trajets, qui
apparaissent naturellement de`s lors que l’on s’inte´resse a` ces proble`mes, et qui vont
nous permettre d’e´noncer des re´sultats concis (the´ore`me de conjugaison, 3.2.2, et
the´ore`me de commutativite´, 3.2.1). Nous montrons aussi, le fait de´ja` utilise´ dans le
paragraphe 1.5, que le proble`me de la conjugaison dans le groupe G se re´duit au
meˆme proble`me dans son double 2G (proposition 3.2.3).
Chapitre 4 : Nous re´solvons dans ce chapitre les algorithmes e´le´mentaires dans le
groupe d’une varie´te´ M hyperbolique de volume fini (cf. propositions 4.3.9, 4.3.10,
4.3.11). L’ide´e est de trouver deux ((bons)) quotients de pi1(M), qui soient hyperbo-
liques au sens de Gromov, et de re´duire ces algorithmes, a` des algorithmes dans ces
quotients. Pour prouver l’existence de tels quotients, nous avons besoin d’utiliser
l’existence d’une suite de varie´te´ hyperboliques ferme´es convergeant vers M au sens
de la topologie ge´ome´trique, donne´e par le the´ore`me de chirurgie hyperbolique de
Thurston.
Chapitre 5 : Nous re´solvons dans ce chapitre les algorithmes e´le´mentaires dans le
cas du groupe d’un fibre´ de Seifert M . Pour cela nous les re´duisons au groupe Fuch-
sien pi1(M)/N . Lorsque M est a` bord non vide, pi1(M)/N est un produit libre de
groupe cyclique, ce qui fournit aise´ment une solution aux algorithmes e´le´mentaires
de de´termination des 2-cosets, et des classes pe´riphe´rales (propositions 5.6.3, 5.6.4,
5.6.2). Le proble`me de la conjugaison (the´ore`me A), est quant a` lui plus de´licat a`
traiter, car la varie´te´ M peut-eˆtre ferme´e. Dans ce dernier cas, pi1(M)/N est virtuel-
lement un groupe de surface ferme´e. Nous re´duisons le proble`me de la conjugaison
dans pi1(M) au proble`me de la conjugaison dans pi1(M)/N , et a` un algorithme qui
fournirait le centralisateur d’un e´le´ment arbitraire de pi1(M)/N (proposition 5.5.1),
que nous e´tablissons.
chapitre 6 : L’objectif principal de ce chapitre, est de montrer qu’il existe tre`s peu
de trajets et de cycles dans le graphe de groupe d’une varie´te´ Haken M . Ainsi le
proble`me consistant a` de´cider s’il existe un trajet reliant deux e´le´ments de pi1(M) —
qui sera ne´cessaire a` une re´solution du proble`me de la conjugaison dans le chapitre
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7 — se re´duit aux algorithmes de de´termination des classes pe´riphe´rales dans les
pie`ces e´le´mentaires. Nous formalisons aussi la notion de graphe de groupe presque
sans cycle, qui ge´ne´ralise la notion de graphe de groupe sans cycle, apparue au cha-
pitre 3. Cette notion permet de rede´montrer, tout en le ge´ne´ralisant a` cette premie`re
classe, le the´ore`me caracte´risant les centralisateurs dans le groupe d’une varie´te´ Ha-
ken, duˆ a` P.Shalen (cf. [JS]). Ce re´sultat sera utile, pour e´tablir une proce´dure de
re-e´criture de mots dans pi1(M) qui nous sera ne´cessaire dans le dernier chapitre.
Chapitre 7 : Nous donnons l’algorithme principal de la conjugaison, c’est a` dire
celui qui traite du cas d’une varie´te´ Haken ferme´e. Nous traitons d’abord le cas
d’un S1 × S1-fibre´ sur S1 (the´ore`me B ou the´ore`me 7.1.2). Il se re´sout aise´ment
en utilisant la de´composition de pi1(M) en produit semi-direct (Z ⊕ Z) o Z, ou en
amalgame de deux copies du groupe de la bouteille de Klein, pi1(KB2). Le reste du
chapitre est ensuite de´voue´ au cas d’une 3–varie´te´ Haken ferme´e qui n’est pas fibre´e
en tores sur le cercle (the´ore`me C ou the´ore`me 7.2.1). C’est la` (§7.2 et 7.3), que
nous montrerons comment les algorithmes e´le´mentaires, et l’algorithme du mot de
pi1(M), permettent de re´soudre le proble`me de la conjugaison.
Chapitre 1
Re´duction du proble`me
Dans la premie`re section de ce chapitre, nous fixons les notations ge´ne´rales,
ainsi que le vocabulaire e´le´mentaire de topologie de dimension 3. Dans les sections
1.2, 1.3, et 1.4, nous exposons le cadre de notre travail. La section 1.2 traite de
la de´composition topologique d’une 3–varie´te´, la section 1.3 de la conjecture de
ge´ome´trisation de Thurtson, et la section 1.4 des proble`mes de Dehn.
La dernie`re section, a pour objet de justifier de la re´duction du proble`me de la
conjugaison dans le groupe d’une 3–varie´te´ ve´rifiant la conjecture de Thurston, aux
cas d’une 3–varie´te´ ferme´e, admettant une fibration de Seifert, ou modele´e sur Sol,
ou Haken non fibre´e en tores sur le cercle. Pour cela nous admettrons un re´sultat
qui ne sera de´montre´ que dans la section 3.2 (proposition 3.2.3).
1.1 Pre´liminaires
Le lecteur sera suppose´ eˆtre familiarise´ avec la the´orie des groupes, la topologie
alge´brique, la topologie des varie´te´s de dimensions 2 et 3, et la ge´ome´trie hyperbo-
lique. Nous emploierons essentiellement les notations usuelles.
Dans une de´monstration, le symboˆle  de´signera la fin de la de´monstration.
Lorsqu’une de´monstration sera scinde´e en plusieurs cas inde´pendants, Le symboˆle
 pourra de´signer la fin du traitement de l’un des cas.
The´orie des ensembles. L’ensemble vide est de´signe´ par ∅, l’appartenance par ∈,
l’inclusion par ⊂, et l’inclusion stricte par (. Si X est un ensemble, et A ⊂ X, B ⊂
X, nous noterons A∪B, A∩B respectivement la re´union, et l’intersection de A et B.
Le comple´mentaire de A dans X sera de´signe´ par X−A. Si x1,x2, . . . ,xn ∈ X, alors
{x1,x2, . . . ,xn} de´signe le sous-ensemble de X ayant pour e´le´ments x1,x2, . . . ,xn ;
tandis que (x1,x2, . . . ,xn) de´signe le n-uplet, ou suite finie deX, que l’on pourra aussi
noter (xj)j=1,... ,n. Une suite (infinie) de X est note´e (xn)n∈N. Le produit carte´sien
de A et B est de´signe´ par A×B, et le cardinal de l’ensemble A, par card(A).
Si f : X −→ Y est une application, et A ⊂ X, B ⊂ Y , f(A) ⊂ Y de´signe l’image
directe de A par f , et f−1(B) ⊂ X de´signe l’image re´ciproque de B par f . L’identite´
de X dans X est de´signe´ par IdX ou Id. Si f est bijective, on notera f
−1 : Y −→ X
l’application ve´rifiant f ◦f−1 = IdY , f−1 ◦f = IdX . Si X ⊂ Y , l’inclusion de X dans
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Y pourra eˆtre note´e i : X ↪→ Y .
Notions ge´ne´rales. Nous notons N, Z, Q, R, et C, respectivement l’ensemble
des entiers, des entiers relatifs, des rationnels, des re´els, et des nombres complexes.
Nous les supposons munis de leurs structures habituelles. Nous notons I = [0,1],
l’intervalle.
Si K est un anneau, GL(n,K), SL(n,K), PSL(n,K) de´signent respectivement
le groupe ge´ne´ral, spe´cial, et projectif spe´cial, line´aire de degre´ n, sur l’anneau K.
The´orie des groupes. Dans un groupe abstrait G, nous utiliserons en ge´ne´ral les
notations multiplicatives, i.e., si g,h ∈ G, alors g.h ou gh de´signe le produit de g et
h, g−1 l’inverse de g, et 1 l’e´le´ment neutre. Dans un groupe abe´lien nous utiliserons
plutoˆt les notations usuelles, additives, provenant du the´ore`me de classification des
groupes abe´liens de type fini (cf. [Ro]).
Le groupe trivial est de´signe´ par {1}, le groupe cyclique infini par Z, et le groupe
cyclique d’ordre n par Zn.
Si X est un ensemble fini, F (X) est le groupe libre engendre´ par X. On notera
H < G ou H ⊂ G, si H est un sous-groupe du groupe G. Si H est un sous-groupe
distingue´ (ou normal) de G, nous noterons H / G. Si X est un sous-ensemble de
G, nous noterons < X >G ou < X >, le plus petit sous-groupe de G contenant
X (ou sous-groupe engendre´ par X), et gp(X) le plus petit sous-groupe normal de
G contenant X. Deux e´le´ments g,h ∈ G sont conjugue´s dans G, s’il existe u ∈ G,
tel que g = uhu−1, et l’on note g ∼ h ; c’est une relation d’e´quivalence sur G, les
classes d’e´quivalence, sont appele´es classes de conjugaison. Si g,h sont deux e´le´ments
d’un groupe G, leur commutateur est donne´ par [g,h] = ghg−1h−1. Le sous-groupe
commutateur, est le sous-groupe de G engendre´ par les e´le´ments [g,h], ∀g,h ∈ G,
note´ [G,G]. Le centralisateur d’un e´le´ment g ∈ G, est le sous-groupe de´fini par
Z(g) = {h ∈ g | [g,h] = 1}. Le centre de G, est le sous-groupe de´fini par Z(G) =
{g ∈ G | ∀h ∈ G,[g,h] = 1}.
Le noyau d’un homomorphisme φ est note´ ker(φ). Un homomorphisme de groupe
est appele´ un monomorphisme, e´pimorphisme, isomorphisme lorsqu’il est, respecti-
vement injectif, surjectif, bijectif. On note G ∼= H si les groupes G et H sont iso-
morphes. Si G est un groupe, Aut(G), Out(G), Inn(G) de´signent respectivement le
groupe des automorphismes, des automorphismes exte´rieurs, des automorphismes
inte´rieurs de G. Si A et B sont deux groupes A×B, A∗B de´signent respectivement,
le produit direct, et le produit libre de A et B. Si A et B sont abe´liens leur produit
direct pourra aussi eˆtre note´ A⊕B.
Si X est un ensemble fini, ou de´nombrable, X = {x1,x2, . . . ,xi, . . . }, nous
conside´rons un ensemble abstrait, en bijection avec X, que nous notons X−1 =
{x−11 ,x−12 , . . . ,x−1i }. Un mot sur X ∪X−1, est une suite finie (wi)i=1,... ,n de X ∪X−1,
que l’on note w1w2 . . . wn. Il est dit librement re´duit s’il ne contient pas de sous-
mot (i.e. de sous-suite), de la forme xx−1 ou x−1x, avec x ∈ X. On notera ()
le mot vide. Une pre´sentation < X | R > d’un groupe G est un ensemble fini ou
de´nombrable X, et un ensemble fini ou de´nombrable R de mots sur X∪X−1, tel que
G ∼= F (X)/gp(R). Tout groupe de´nombrable admet une pre´sentation. Les e´le´ments
du groupe seront donne´s par des mots sur X ∪ X−1, et lorsque le contexte le per-
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mettra, on ne distinguera pas un mot, et l’e´le´ment qu’il repre´sente dans le groupe.
Lorsque l’on de´sirera marquer la distinction entre mot et e´le´ment du groupe, nous
noterons pour deux mots ω,ω′, ω ≡ ω′ pour l’e´galite´ en tant que mot, et ω = ω′
pour l’e´galite´, en tant qu’ e´le´ment du groupe. Une pre´sentation est dite finie, si X
et R sont des ensembles finis. Si X = {x1, . . . ,xn} et R = {r1, . . . rp}, on pourra
noter < x1, . . . ,xn | r1, . . . ,rp > au lieu de < X | R >.
Topologie des 3–varie´te´s. Si X est un espace topologique, et U ⊂ X, alors int(U)
et adh(U) de´signent respectivement l’inte´rieur et l’adhe´rence de U . Une varie´te´ de
dimension n, est un espace topologique Hausdorff, localement home´omorphe a`
Rn+ = {(x1, . . . ,xn) ∈ Rn | xn ≥ 0}. Si M est une varie´te´ de dimension n, nous
notons Int(M), l’ensemble des points de M admettant un voisinage home´omorphe
a` un ouvert de Rn. Si Int(M) = M , nous disons que M est sans bord. Nous notons
∂M = M − Int(M), le bord de M . C’est une varie´te´ de dimension n− 1, sans bord,
compacte si M est compacte. Une varie´te´ compacte et sans bord sera dite ferme´e.
Soit M une varie´te´ connexe de dimension n, et ∗ un point de M . Un lacet base´
en ∗ est une application continue f : I −→M , ve´rifiant f(0) = f(1) = ∗. La relation
d’homotopie de lacets dans M , relativement a` {0,1}, est une relation d’e´quivalence
sur l’ensemble des lacets de M base´s en ∗. L’ensemble des classes d’e´quivalence est
naturellement muni d’une structure de groupe, que l’on note pi1(M,∗). Il s’ave`re que
la classe d’isomorphisme de pi1(M,∗) ne de´pend pas du choix du point de base ∗.
Aussi nous pourrons le noter pi1(M). Ce groupe est appele´ premier groupe d’homo-
topie de M , ou plus couramment groupe fondamental de M . Si l est un lacet, sa
classe dans pi1(M) sera note´e [l]. Une application continue f : M −→ N entre des
varie´te´s connexes, induit un homomorphisme de leur groupe fondamental, que l’on
note f∗ : pi1(M) −→ pi1(N). On montre sans difficulte´, que si f est une e´quivalence
d’homotopie (en particulier lorsque f est un home´omorphisme), alors f∗ est un iso-
morphisme.
En fait une varie´te´ sera vue, plus comme une classe de varie´te´s a` home´omorphis-
me pre`s, que re´ellement comme une varie´te´. Ainsi, par exemple, nous aurons coutume
de dire ((M est une sphe`re)), plutoˆt que ((M est home´omorphe a` une sphe`re)).
Nous appelerons surface, une varie´te´ de dimension 2, compacte, et 3–varie´te´,
une varie´te´ de dimension 3, connexe, compacte, orientable. Nous travaillons initiale-
ment dans la cate´gorie TOP. Tous les plongements de 1-varie´te´ ou de 2-varie´te´ dans
une 3–varie´te´ seront cependant suppose´s ne pas eˆtre des plongements ((sauvages)).
Aussi, avec le the´ore`me de Moise ([Mo]), nous pourrons passer dans les cate´gories
PL et DIFF, et munir les 1,2,3–varie´te´s, les applications, (etc...) de structures PL,
ou lisses.
Nous de´signerons usuellement par S0,S1,S2,S3, les sphe`res respectivement 0,1,2
et 3-dimensionnelles, D2 le disque, B3 la boule 3-dimensionnelle, S1 × I l’anneau,
S1 × S1 le tore, RP2 le plan projectif re´el, CP1 la droite projective complexe, P3
l’espace projectif re´el de dimension 3, et KB2 la bouteille de Klein. Si F est une p-
varie´te´ connexe compacte, et B est une q-varie´te´ connexe compacte, avec p+ q = 3,
nous appelerons F -fibre´ sur B (ou F -fibre´), toute 3–varie´te´ home´omorphe a` l’espace
total d’un espace fibre´ localement trivial, ayant pour fibre F , et pour base B.
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Nous terminons, en rappelant la terminologie associe´e a` la the´orie des surfaces
incompressibles.
Une surface F , plonge´e dans une 3–varie´te´ M , est proprement plonge´e dans
M , si N ∩ ∂M = ∂N . Une surface N proprement plonge´e dans M , N est a` deux
faces dans M si il existe un plongement h : N × I −→ M , tel que h(x,1
2
) = x pour
tout x ∈ N , h(∂N × I) ⊂ ∂M , et h(N × I) est un voisinage de N dans M .
Une surface F , proprement plonge´e dans une 3–varie´te´ M ou plonge´e dans ∂M ,
est dite compressible, si soit :
– (i) Il existe un disque D plonge´ dans M , tel que D ∩ F = ∂D, et ∂D n’est pas
contractile dans F .
– (ii) F est une sphe`re qui borde une boule dans M .
Si F n’est pas compressible, on dira que F est une surface incompressible de M .
Remarquons qu’avec cette de´finition, tout disque proprement plonge´ dans M est
incompressible.
Le re´sultat suivant est une application directe du lemme de Dehn (lemme III.8,
[Ja]).
Lemme 1.1.1 Une surface F , plonge´e dans une 3–varie´te´ M , a` 2 faces, distincte
de S2 est incompressible si et seulement si ker(i∗ : pi1(F ) −→ pi1(M)) = {1}.
Une 3–varie´te´ M est irre´ductible si elle ne contient pas de sphe`re incompres-
sible. Remarquons qu’avec cette de´finition, si M est irre´ductible, alors soit M est
home´omorphe a` B3, soit ∂M ne contient pas de sphe`re.
Une 3–varie´te´ irre´ductible M , est ∂-irre´ductible, si toutes les composantes
connexes de ∂M sont incompressibles.
Une 3–varie´te´ M est Haken, si elle est irre´ductible, et si elle contient une sur-
face proprement plonge´e, a` 2 faces, incompressible. Remarquons que toute 3–varie´te´
irre´ductible a` bord non vide est Haken, en effet il suffit de conside´rer n’importe quel
disque proprement plonge´.
Ce dernier exemple n’est pas de grand intereˆt : un tel disque n’est inte´ressant que
lorsqu’il permet de de´composer non trivialement la varie´te´. Aussi nous introduisons
la notion plus fine de surface essentielle.
Une surface F proprement plonge´e dans M est paralle`le au bord, si il existe
un plongement φ de F × I dans M , tel que φ(F × {0}) = F , φ(F × {1}) ⊂ ∂M , et
∂F × I ⊂ ∂M .
Une surface essentielle dans la 3–varie´te´ M , est une surface proprement plon-
ge´e dans M , a` deux faces, incompressible, qui n’est pas paralle`le au bord. Avec les
lemmes 6.6 et 6.7 de [He], toute varie´te´ Haken distincte de B3 contient une surface
essentielle. Une 3–varie´te´ est dite atoro¨ıdale, si elle ne contient pas de tore essentiel.
En remarquant que toute surface F simplement connexe proprement plonge´e
dans M , est a` deux faces (avec le lemme 2.1 de [He], si i∗ : H1(F,Z2) −→ H1(M,Z2)
a pour image {0}, alors F est a` deux faces dans M), une sphe`re essentielle est une
sphe`re proprement plonge´e incompressible, et un disque essentiel, est un disque D
proprement plonge´ dans M dont le bord ∂D n’est pas contractile dans ∂M .
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1.2 De´composition topologique d’une 3–varie´te´
Conside´rons dans la suite, une 3–varie´te´ M (orientable). Il existe une proce´dure
canonique de de´composition de M le long de sphe`res, de disques, et de tores, essen-
tiels. Pour plus de pre´cisions, nous renverrons le lecteur aux ouvrages de re´fe´rence,
[He], [Ja], et [JS].
La premie`re e´tape consiste a` de´composer M en somme connexe,
M = M1#M2# · · ·#Mp
ou` les M1, . . . ,Mp sont des facteurs premiers, non home´omorphes a` S
3 (the´ore`me
de Kneser-Milnor). La de´composition est unique, et chacun des facteurs M1, . . . ,Mp
est soit irre´ductible, soit home´omorphe a` S1×S2. Remarquons que les composantes
sphe´riques de M , sont en bijection avec les facteurs home´omorphes a` B3, et qu’a`
l’exception de ces derniers, aucun facteur ne contient de sphe`re dans son bord. Le
groupe fondamental pi1(M) se de´compose en produit libre des groupes fondamentaux
des facteurs de la de´composition :
pi1(M) = pi1(M1) ∗ pi1(M2) ∗ · · · ∗ pi1(Mp)
La deuxie`me e´tape consiste a` de´composer le long de disques essentiels, c’est a` dire,
pour chacun des facteurs M1,M2, . . .Mp, a` rendre incompressible son bord, lorsque ce
dernier est non vide. Si un des facteurs irre´ductibles Mi a un bord non vide, compres-
sible, alors, avec le lemme de Dehn, Mi contient un disque proprement plonge´ dont le
bord est une courbe essentielle de ∂Mi, i.e. un disque essentiel. On de´compose Mi le
long de ce disque. Il est facile de ve´rifier que les facteurs obtenus sont irre´ductibles.
On re´pe`te ce proce´de´ ; a` chaque e´tape le genre du bord diminue, et donc il finira
par s’arre´ter. On obtient finalement des 3–varie´te´s ∂-irre´ductibles, M1i , . . .M
q
i . Les
facteurs obtenus non home´omorphes a` B3, sont uniquement de´termine´s a` isotopie
ambiante de M pre`s. La famille de disque, n’est, elle, pas uniquement de´termine´e,
meˆme a` isotopie pre`s (conside´rer le cas d’un handlebody).
Le groupe fondamental pi1(Mi) est produit libre des groupes fondamentaux des
facteurs, pi1(M
1
i ), . . . pi1(M
q
i ), et d’un groupe libre F (ou` le rang de F est e´gal au
nombre de disques non se´parants utilise´s dans cette de´composition).
pi1(Mi) = pi1(M
1
i ) ∗ pi1(M2i ) ∗ · · · ∗ pi1(M qi ) ∗ F
Ainsi M s’obtient par les ope´rations de sommes connexes, et d’identifications le
long de disques sur des 3–varie´te´s ∂-irre´ductibles, ou home´omorphes a` S1 × S2.
La dernie`re e´tape consiste a` de´composer les varie´te´s obtenues le long de tores
essentiels. W.Jaco et P.Shalen (inde´pendemment K.Johanson), ont montre´ que pour
toute 3–varie´te´ ∂-irre´ductible, il existe une famille W finie de tores essentiels de
M (eventuellement vide), telle que chaque composante connexe de la varie´te´ ob-
tenue en de´composant M le long de W , est soit un fibre´ de Seifert (cf. chapitre
5), soit atoro¨ıdale. De plus, la famille W est uniquement de´termine´e a` isotopie
ambiante de M pre`s (cf. [JS]). Nous verrons plus en de´tail dans le chapitre 2,
comment se de´compose alors le groupe fondamental. Ainsi, en proce´dant a` cette
de´composition sur une varie´te´ ∂-irre´ductible Haken, on obtient finalement des 3–
varie´te´s ∂-irre´ductible qui sont soit atoro¨ıdales, soit des espaces fibre´s de Seifert.
1.3. Conjecture de ge´ome´trisation de Thurston 22
1.3 Conjecture de ge´ome´trisation de Thurston
Nous rappelons dans cette section ce qu’est la conjecture de ge´ome´trisation de
Thurston. Pour de plus amples de´tails, nous renvoyons le lecteur a` [Sc].
Nous appelerons ge´ome´trie 3-dimensionnelle, que nous noterons (X,Isom(X)), la
donne´e d’une 3–varie´te´ lisse sans bord, X, simplement connexe, qui admet une struc-
ture riemanienne comple`te, homoge`ne, et ou` Isom(X) de´signe le groupe d’isome´trie
de X.
On dira qu’une 3–varie´te´ M admet une structure ge´ome´trique, si son inte´rieur
Int(M) admet une structure riemanienne comple`te localement homoge`ne. Dans ce
cas, le reveˆtement universel M˜ de Int(M) admet une structure riemanienne naturelle,
homoge`ne, et (M˜,Isom(M˜)) est une ge´ome´trie 3-dimensionnelle. La varie´te´ Int(M)
est isome´trique au quotient de M˜ par l’action d’un sous-groupe de Isom(M˜), agissant
par isome´trie de fac¸on libre et proprement discontinue sur M˜ . On dit que la varie´te´
M est modele´e sur la ge´ome´trie (M˜,Isom(M)) (ou plus simplement, sur M˜).
W. Thurston a classifie´ les ge´ome´tries 3-dimensionnelles inte´ressantes (c’est a` dire
celles pour lesquelles il existe une 3–varie´te´ modele´e dessus). Elles sont au nombre
de huit (c’est le the´ore`me 5.1, de [Sc]).
The´ore`me 1.3.1 (Thurston) A isome´trie pre`s, il existe huit ge´ome´tries 3-dimen-
sionnelles ((inte´ressantes)). Les 3 ge´ome´tries de courbure constante S3,E3,H3, les deux
ge´ome´tries produits, S2×E1,H2×E1, et les 3 ge´ome´tries ((fibre´es non triviales)) Nil,
Sol, et le reveˆtement universel de SL(2,R).
Dans le cas d’une 3–varie´te´ ferme´e M , la ge´ome´trie de M est unique (the´ore`me
5.2, [Sc]).
The´ore`me 1.3.2 Si M est une 3–varie´te´ ferme´e modele´e sur l’une des huit ge´o-
me´tries 3-dimensionnelles, alors la ge´ome´trie sur laquelle est modele´e M est unique.
On peut classifier topologiquement les 3–varie´te´s ge´ome´triques ferme´es, qui ne
sont pas modele´es sur H3 (the´ore`me 5.3, [Sc]).
The´ore`me 1.3.3 Soit M une 3–varie´te´ ferme´e. Alors,
(i) M est modele´e sur Sol, si et seulement si M est finiment reveˆtue par un
S1 × S1-fibre´ sur S1, dont l’application de recollement est Anosov. Dans ce cas, M
est Haken.
(ii) M est modele´e sur S3, E3, S2 × E1, H2 × E1, Nil, ou sur le reveˆtement
universel de SL(2,R), si et seulement si M est un espace fibre´ de Seifert. Dans ce
cas, M est un S1-fibre´ ayant pour base une orbifold O2, et si e de´signe le nombre
d’Euler du fibre´, et χ la caracte´ristique d’Euler de la base O2, alors la ge´ome´trie de
M est caracte´rise´e par e et χ, selon le tableau suivant :
χ > 0 χ = 0 χ < 0
e = 0 S2 × E1 E3 H2 × E1
e 6= 0 S3 Nil S˜L(2,R)
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Une 3–varie´te´ modele´e sur H3, sera appele´e 3–varie´te´ hyperbolique. Son inte´rieur
Int(M) est isome´trique a` l’espace quotient H3/Γ, ou` Γ agit par isome´trie de fac¸on
libre et proprement discontinue sur H3 (dans ce cas, Γ est un sous-groupe discret
sans torsion de PSL(2,C)). On dit que M est de volume fini, si l’action de Γ sur
H3 admet un domaine fondamental de volume fini. On a une caracte´risation topo-
logique partielle des 3–varie´te´ hyperboliques, dans le cas Haken. C’est le the´ore`me
d’hyperbolisation de Thurston.
The´ore`me 1.3.4 (Thurston) Soit M une 3–varie´te´ Haken, qui n’est pas le I-fibre´
non trivial a` base la bouteille de Klein. Alors M est modele´e sur H3 si et seulement
si M est atoro¨ıdale. Dans ce dernier cas, si de plus χ(M) = 0, alors M est de
volume fini.
Il est facile de ve´rifier que toute 3–varie´te´ n’admet pas de structure ge´ome´trique.
Par exemple, une 3–varie´te´ ge´ome´trique est soit irre´ductible, soit home´omorphe a`
S1×S2 ou a` P3#P3. La conjecture de ge´ome´trisation de Thurston, affirme qu’apre`s
avoir de´compose´ topologiquement une 3–varie´te´, les facteurs obtenus admettent une
structure ge´ome´trique.
Conjecture de ge´ome´trisation de Thurston. Les varie´te´ obtenues dans la
de´composition topologique d’une 3–varie´te´, admettent une structure ge´ome´trique.
Il n’est pas toujours judicieux de mener a` bout la proce´dure de de´composition
topologique. Par exemple, un S1×S1-fibre´ sur S1 se de´compose le long d’un tore es-
sentiel, en un facteur S1×S1×I. Bien suˆr S1×S1×I admet une structure ge´ome´trique
(et meˆme plusieurs), mais un S1 × S1-fibre´ sur S1, est aussi soit un espace fibre´ de
Seifert, soit modele´ sur Sol, et admet donc une structure ge´ome´trique bien plus
((riche)). Un cas similaire apparaˆıt pour la varie´te´ P3#P3. Elle peut-eˆtre de´compose´e
en somme connexe de P3 par lui-meˆme, qui admet une structure ge´ome´trique mo-
dele´e sur S3, ou eˆtre munie d’une structure ge´ome´trique modele´e sur S1 × S2. Ces
cas font figure d’exception.
Tout espace fibre´ de Seifert (a` bord e´ventuellement non vide), admet une struc-
ture ge´ome´trique (cf. [Sc]). Ainsi, avec le the´ore`me d’hyperbolisation de Thurston, la
conjecture de ge´ome´trisation est ve´rifie´e par les varie´te´s Haken. C’est certainement
l’avance´e la plus significative dans ce sens, et on ne peut-eˆtre suˆr que d’une chose, il
s’agit d’une conjecture tre`s difficile : elle implique en effet la conjecture de Poincare´,
qui depuis plus d’un sie`cle a su tenir teˆte aux assauts re´pe´te´s des topologues.
Nous dirons d’une 3–varie´te´ qu’elle ve´rifie la conjecture de ge´ome´trisation
de Thurston, lorsque les facteurs obtenus dans sa de´composition topologique, ad-
mettent une structure ge´ome´trique. Nous disposons du the´ore`me de classification
suivant.
Proposition 1.3.1 Une 3–varie´te´ irre´ductible M , ve´rifiant l’hypothe`se de ge´ome´-
trisation de Thurston, est soit Haken, soit ferme´e, et munie d’une fibration de Sei-
fert, ou d’une structure hyperbolique de volume fini.
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1.4 Les proble`mes de Dehn
Max Dehn fut le premier a` formuler, en 1910, des proble`mes, qui outre le fait
d’avoir pris son nom, on acquis entretemps une place fondamentale en the´orie com-
binatoire des groupes (cf. [De1], [De2]).
Conside´rons un groupe G, et une pre´sentation finie < X | R > de G. Un e´le´ment
ω de G sera donne´ par un mot sur les ge´ne´rateurs.
Proble`me du mot Existe-t-il un algorithme, permettant de de´terminer pour tout
mot ω sur X ∪X−1, si ω = 1 dans G ?
Proble`me de la conjugaison Existe-t-il un algorithme permettant de de´cider
pour tout couple de mots ω,ω′ sur X ∪X−1, si ω ∼ ω′ dans G ?
Proble`me de l’isomorphisme Existe-t-il un algorithme permettant, donne´s deux
groupes G1,G2 par des pre´sentations finies G1 ∼=< X1 | R1 >, et G2 ∼=< X2 | R2 >,
de de´cider si G1 et G2 sont isomorphes ?
Le dernier proble`me, le proble`me de l’isomorphisme, a un statut diffe´rent des
deux autres (il porte sur des pre´sentations, et non sur des mots), et n’entre pas dans
le cadre de notre travail. Nous ne le citons qu’a` titre indicatif.
Notons P une proprie´te´ alge´brique, portant sur des p-uplets de G. Un proble`me
de de´cision pour la pre´sentation finie < X | R >, est dans un sens heuristique,
le proble`me consistant a` de´terminer un algorithme, qui de´cide pour tout p-uplet
(ω1,ω2, . . . ,ωn) de mots sur les ge´ne´rateurs, si P(ω1,ω2, . . . ,ωn) dans G. Ces notions
ont un statut mathe´matique, ou plus pre´cisemment, par le biais de la the`se de
Church, la notion d’algorithme se conceptualise en the´orie de la re´cursivite´ (ou
calculabilite´) (cf. [Da]). Nous continuerons cependant a` conside´rer des algorithmes
dans leur sens commun, ((comme des recettes de cuisine)).
Les proble`mes du mot et de la conjugaison sont des exemples de proble`me de
de´cision. Un algorithme qui re´soutud un proble`me de de´cision, est appele´ une so-
lution a` ce proble`me de de´cision. Un proble`me de de´cision est dit re´soluble, s’il en
existe une solution, et insoluble, dans le cas contraire.
Une solution au proble`me du mot pourra aussi eˆtre appele´e algorithme du mot, et
une solution au proble`me de la conjugaison, algorithme de conjugaison. Remarquons
qu’une solution au proble`me de la conjugaison fournit une solution au proble`me du
mot, puisque u = v dans G si et seulement si uv−1 ∼ 1 dans G.
Citons aussi le proble`me du mot ge´ne´ralise´.
Proble`me du mot ge´ne´ralise´ Si w1, . . . ,wn est une famille finie de mots sur
X ∪ X−1, existe-t-il un algorithme permettant de de´cider pour tout mot ω sur
X ∪X−1, si ω ∈< ω1, . . . ,ωn >⊂ G ?
Une solution a` un proble`me de de´cision, de´pend clairement d’une pre´sentation.
Il est imme´diat de ve´rifier que l’existence d’une solution, elle, n’en de´pend pas.
Proposition 1.4.1 Si G muni de la pre´sentation fini < X | R >, admet une
solution a` un proble`me de de´cision (par exemple le proble`me du mot, de la conju-
gaison, ou du mot ge´ne´ralise´), alors G admet aussi une solution pour toute autre
pre´sentation finie.
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En particulier, on parlera de ces proble`mes pour le groupe finiment pre´sente´ G et
non plus pour une pre´sentation de G. De plus si < X1 | R1 > et < X2 | R2 >
sont deux pre´sentations finis d’un groupe G, et si l’on dispose d’une solution a` un
proble`me de de´cision dans G pour la pre´sentation < X1 | R1 >, on peut en de´duire
une solution au meˆme proble`me de de´cision pour la pre´sentation < X2 | R2 >, de`s
lors que l’on sait exprimer les e´le´ments repre´sente´s dans G par les e´le´ments de X2,
comme des mots sur X1 ∪X−11 .
On dit qu’un groupe finiment pre´sente´ a un proble`me du mot re´soluble si il existe
une solution au proble`me du mot. Sinon on dira que G a un proble`me du mot in-
soluble. De la meˆme fac¸on on parlera de proble`me de la conjugaison re´soluble ou
insoluble pour G. En 1955, Novikov (inde´pendemment Boone) de´montre l’impossi-
bilite´ de l’existence d’une solution a` ces proble`mes dans le cas ge´ne´ral (cf. [No]) :
The´ore`me 1.4.1 (Novikov) Il existe un groupe finiment pre´sente´ ayant un proble`-
me du mot (et donc de la conjugaison), insoluble.
De nombreux autres re´sultats d’insolubilite´ sont venus e´tayer cette perspective
pessimiste. Citons en particulier
The´ore`me 1.4.2 Il existe un groupe finiment pre´sente´ ayant un proble`me du mot
re´soluble et un proble`me de la conjugaison insoluble.
Voir [Mi1], [Mi2], pour une ge´ne´ralisation de ce re´sultat, avec la notion de degre´
d’insolubilite´, ainsi que pour de nombreux autres re´sultats d’insolubilite´.
La re´solution de tels algorithmes e´tant centrale en the´orie combinatoire des
groupe, la de´marche a alors consiste´ a chercher des classes de groupe, les plus larges
possibles, admettant une solution au proble`me du mot et au proble`me de la conju-
gaison. Les plus belles re´ussites en ces domaines sont certainement la the´orie des
groupes hyperboliques de M.Gromov ([Gr]), et la the´orie des groupes automatiques
de D.Epstein, et al. ([CEHLPT]).
Les proble`mes de Dehn sont essentiellement ne´s de l’e´tude des varie´te´s topolo-
giques par leur groupe fondamental. En effet, si M est un espace topologique connexe
par arc, un lacet de M repre´sente un e´le´ment trivial de pi1(M) ssi il est contractile,
deux lacets repre´sentent des e´le´ments conjugue´s ssi ils sont librement homotopes, et
un lacet repre´sente un e´le´ment du sous-groupe H de G, ssi il se rele`ve en un lacet
dans le reveˆtement de M associe´ a` H. Il est donc naturel de se demander quel est
le statut de ces proble`mes dans le groupe fondamental d’une varie´te´.
M. Dehn a commence´ par re´soudre les algorithmes du mot et de la conjugai-
son, dans le groupe d’une surface ferme´e. Remarquons qu’il a employe´ pour cela
des me´thodes qui constituent les fondements d’une part significative de la the´orie
ge´ome´trique des groupes (groupes hyperboliques selon Gromov, groupes CAT (0)).
The´ore`me 1.4.3 (Dehn) Les groupes de surface ont un proble`me du mot et un
proble`me de la conjugaison re´soluble.
Les groupes de surface ont une structure tre`s particulie`re. A l’oppose´, pour tout
groupe finiment pre´sente´ G, et pour tout entier n ≥ 4, dans les cate´gories TOP,
PL, et DIFF, il existe une proce´dure canonique qui permet de construire une varie´te´
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de dimension n (connexe) ferme´e, ayant pour groupe fondamental G (cf. [BHP]).
On obtient alors imme´diatement le re´sultat suivant, que l’on peut bien suˆr, affi-
ner a` volonte´. Remarquons que c’est aussi pour cette raison que le proble`me de
l’home´omorphisme est insoluble pour n ≥ 4 (cf. §9.4 de [JS]).
The´ore`me 1.4.4 Pour tout n ≥ 4, dans les cate´gories PL, TOP, DIFF, il existe
une varie´te´ de dimension n, ferme´e, ayant des proble`mes du mot et de la conjugaison
insolubles.
Quant aux 3–varie´te´s, la question reste ouverte. Tout groupe de 3–varie´te´ (com-
pacte) est finiment pre´sente´, mais tout groupe finiment pre´sente´ n’est pas le groupe
d’une 3–varie´te´. Par exemple, les groupes abe´liens de rang au moins 4, ou les groupes
de Baumslag-Solitar < a,b | ba = bp > avec p 6= ±1, ne sont pas des groupes de
3–varie´te´s (cf. [He], [JS]). On connaˆıt cependant beaucoup de groupes de 3–varie´te´.
La classe des groupes de 3–varie´te´s contient clairement la classe des groupes de sur-
face (Si F est une surface, conside´rer un I-fibre´ a` base cette surface, non trivial
seulement lorsque F est non orientable), elle est aussi conside´rablement plus large.
En l’absence de the´ore`me de classification des 3–varie´te´s, on se placera toujours
dans des sous-classes mieux appre´hende´es, i.e. la classe des 3–varie´te´s Haken, ou la
classe des 3–varie´te´s ve´rifiant la conjecture de Thurston.
Le proble`me du mot a e´te´ re´solu dans la plupart des cas.
The´ore`me 1.4.5 (Waldhausen) Le proble`me du mot est re´soluble dans la classe
des groupes de 3–varie´te´s Haken.
Citons aussi,
The´ore`me 1.4.6 (Epstein, Thurston) Soit M une 3–varie´te´ ve´rifiant l’hypothe`-
se de ge´ome´trisation de Thurston, et pi1(M) son groupe fondamental. Alors pi1(M)
admet une structure automatique, si et seulement si aucun des facteurs obtenus dans
la de´composition topologique de M , n’est ferme´, et modele´ sur Sol ou sur Nil.
Si la varie´te´ M est modele´e sur Sol, alors M est Haken, et donc pi1(M) admet une
solution au proble`me du mot. SiM est modele´e sur Nil, alors pi1(M) est virtuellement
nilpotent (cf. the´ore`me 4.7.12 [Th3]). Or, un groupe nilpotent admet un proble`me
du mot re´soluble (cf. [Mi2]), et la proprie´te´ d’avoir un proble`me du mot re´soluble est
stable par extension finie (proposition 1.5.1). Ainsi, le proble`me du mot est re´soluble
dans le groupe d’une 3–varie´te´ ve´rifiant l’hypothe`se de Thurston, et toujours avec la
proposition 1.5.1, on peut ge´ne´raliser ce re´sultat, au cas d’une varie´te´ de dimension
3, compacte, connexe (non ne´cessairement orientable). Une telle varie´te´ qui est non
orientable, sera dite ve´rifier la conjecture de ge´ome´trisation de Thurston, si son
reveˆtement double la ve´rifie.
Corollaire 1.4.1 Si M est une varie´te´ de dimension 3, connexe, compacte (non
ne´cessairement orientable) ve´rifiant l’hypothe`se de Thurston, son groupe fondamen-
tal a un proble`me du mot re´soluble.
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Le proble`me de la conjugaison quant a` lui reste ouvert, meˆme dans la classe des
3–varie´te´s ve´rifiant l’hypothe`se de Thurston (rappelons qu’une structure automa-
tique fournit une solution au proble`me du mot, mais pas au proble`me de la conju-
gaison, ou tout du moins personne n’a jamais de´montre´ le contraire). La the´orie
des groupes biautomatique donne une solution dans le cas hyperbolique (the´ore`me
11.4.1, [CEHLPT]), et Z.Sela a donne´ une solution dans le cas des groupes de Noeud
([Sel]).
The´ore`me 1.4.7 (Epstein,Thurston) Le groupe fondamental d’une 3–varie´te´
hyperbolique, admet une structure biautomatique.
The´ore`me 1.4.8 (Sela) Le proble`me de la conjugaison est re´soluble dans le groupe
d’un noeud.
Le re´sultat essentiel de notre travail est le suivant :
The´ore`me principal Le proble`me de la conjugaison est re´soluble dans le groupe
d’une 3–varie´te´ ve´rifiant l’hypothe`se de Thurston.
Pour e´tablir ce re´sultat, nous montrerons inde´pendamment, les 3 re´sultats sui-
vants (une justification sera e´tablie dans la prochaine section).
The´ore`me 5.5.1 Soit M un espace fibre´ de Seifert (orientable). Son groupe pi1(M)
a un proble`me de la conjugaision re´soluble.
The´ore`me 7.1.2 Soit M une 3–varie´te´ modele´e sur Sol. Son groupe pi1(M) a un
proble`me de la conjugaison re´soluble.
The´ore`me 7.2.1 Soit M une 3–varie´te´ ferme´e Haken, qui n’est pas un S1 × S1-
fibre´ sur S1. Alors son groupe pi1(M) a un proble`me de la conjugaison re´soluble.
La de´monstration du the´ore`me 5.5.1 sera l’objet de la section 5.5, et celle du
the´ore`me 7.1.2, l’objet de la section 7.1. Tout le reste de notre travail, est de´voue´ a`
la de´monstration du the´ore`me 7.2.1, c’est a` dire au cas Haken non fibre´ en tores sur
le cercle. Nous emploierons pour cela, la strate´gie utilise´e par Sela dans le cas d’un
noeud. Plus pre´cisemment, conside´rant la de´composition JSJ de la varie´te´ ferme´e
M , nous re´duirons le proble`me de la conjugaison dans pi1(M) a des proble`mes de
de´cision dans les groupes des pie`ces obtenues apre`s de´composition, c’est a` dire a` des
groupes fondamentaux de varie´te´s, admettant soit une fibration de Seifert, soit une
structure hyperbolique de volume fini.
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1.5 Re´duction du proble`me de la conjugaison
L’objet de cette section est de re´duire le proble`me de la conjugaison dans le
groupe d’une 3–varie´te´ ve´rifiant la conjecture de Thurston, au cas de classes plus
restrictives de 3–varie´te´s. Le premier point important, est le re´sultat suivant (cf.
[Mi2]):
Proposition 1.5.1 Les proble`mes du mot et de la conjugaison sont stables par pro-
duit libre, i.e. si G,G1,G2 sont des groupes finiment pre´sente´s, et G = G1 ∗G2, alors
G a un proble`me du mot (respectivement de la conjugaison) re´soluble si et seulement
si G1 et G2 ont des proble`mes du mot (de la conjugaison) re´soluble.
Le proble`me du mot est stable par extension finie, i.e. si H est un sous-groupe
d’indice fini de G, alors H a un proble`me du mot re´soluble si et seulement si G a
un proble`me du mot re´soluble.
Remarque : Le proble`me de la conjugaison quand a` lui n’est pas stable par ex-
tension finie. Plus pre´cisemment il existe un groupe G ayant un proble`me de la
conjugaison re´soluble, contenant un sous-groupe H d’indice 2 ayant un tel proble`me
insoluble, et il existe un groupe H ayant un proble`me de la conjugaison re´soluble,
et une extension d’indice 2, G de H ayant un tel proble`me insoluble (cf. [Mi2]).
Corollaire 1.5.1 Le proble`me de la conjugaison dans le groupe d’une 3–varie´te´
ve´rifiant l’hypothe`se de Thurston, se re´duit aux proble`mes de la conjugaison dans
les classes des groupes de 3–varie´te´s ∂-irre´ductibles, qui sont soit Haken, soit des
fibre´s de Seifert, soit modele´s sur Sol.
De´monstration Avec la proposition 1.5.1 et la de´composition des 3–varie´te´s on
peut supposer que M est irre´ductible, et ∂-irre´ductible. Alors soit M est Haken,
soit non. Si M n’est pas Haken, alors soit M est hyperbolique ferme´e, et alors
son groupe, Gromov-hyperbolique, a un proble`me de la conjugaison re´soluble (cf.
§4.2), soit M est un fibre´ de Seifert. (Si M est modele´ sur Sol, alors M est Haken). 
Quant au deuxie`me point important, c’est le fait que si 2G de´signe le double
d’un groupe, et si u,v ∈ G, alors u ∼ v dans G si et seulement si u ∼ v dans 2G. Ce
point sera de´montre´ dans le chapite 3, section 3.2.4, ou` nous aurons mis en place,
les notions ade´quates. Ainsi, en doublant la varie´te´ le long de ses composantes au
bord, on peut encore ramener le cas Haken, au cas Haken ferme´.
Proposition 1.5.2 Le proble`me de la conjugaison dans le groupe d’une varie´te´ Ha-
ken ∂-irre´ductible, se re´duit au proble`me de la conjugaison dans le groupe d’une
varie´te´ Haken ferme´e.
De´monstration Soit M une 3–varie´te´ Haken ∂-irre´ductible ayant un bord non vide.
On double M le long de ses composantes au bord. On obtient une varie´te´ Haken
ferme´e dont le groupe fondamental est le double 2pi1(M) de pi1(M). Si 2pi1(M) a un
proble`me de la conjugaison re´soluble, c’est aussi le cas pour pi1(M), puisque avec la
proposition 3.2.3, une solution dans 2pi1(M) fournit une solution dans pi1(M). 
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Nous aurons besoin dans le cas Haken ferme´ de distinguer le cas d’un S1×S1-fibre´
sur S1 des autres cas. Nous discuterons plus en de´tail de ce point dans le chapitre
7.
Chapitre 2
Le groupe d’une varie´te´ Haken
ferme´e
Dans la premie`re section de ce chapitre, nous e´nonc¸ons le the´ore`me de de´composi-
tion Jaco-Shalen-Johannson d’une 3–varie´te´ Haken ferme´e, et nous de´finissons le
vocabulaire associe´. Nous remarquons les re´sultats — qui nous serons utiles dans les
chapitres 6 et 7 — sur les proprie´te´s d’une de´composition JSJ minimale (propositions
2.1.1 et 2.1.2).
Dans la deuxie`me section, nous de´finissons la notion de graphe de groupe, et
remarquons comment le groupe d’une varie´te´ Haken, se de´compose en groupe fon-
damental d’un graphe de groupe, associe´ a` la de´composition JSJ de la varie´te´.
2.1 De´composition JSJ d’une varie´te´ Haken
2.1.1 The´ore`me Jaco-Shalen-Johannson
Soit W une surface compacte, a` deux faces, proprement plonge´e dans une 3-
varie´te´ M . On notera σW (M) la 3-varie´te´ obtenue en de´composant M le long de
W . Plus pre´cise´ment, si T1,T2, . . . ,Tn sont les composantes connexes de W , on peut
trouver des voisinages re´guliers des composantes, V (T1), . . . ,V (Tn), deux a` deux
disjoints, et σW (M) est de´fini par :
σW (M) = M −
n⋃
i=1
int(V (Ti))
La 3–varie´te´ σW (M) est en ge´ne´ral non connexe. Si W 6= ∅, toutes les compo-
santes connexes de σW (M) sont a` bord non vide. Nous pouvons, de`s lors e´noncer le
the´ore`me de de´composition des varie´te´s Haken ferme´es (cf. [JS] corollaire V.5.1.):
The´ore`me 2.1.1 (Jaco-Shalen-Johannson) Soit M une 3–varie´te´ Haken fer-
me´e. Il existe une surface W proprement plonge´e dans M , incompressible, a` deux
faces, unique a` isotopie ambiante de M pre`s, ve´rifiant les proprie´te´s suivantes :
(i) Les composantes connexes de W sont des tores.
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(ii) Chaque composante connexe de σW (M) est un fibre´ de Seifert, ou atoro¨ıdale.
(iii) W est minimale par rapport a` l’inclusion, dans la classe des surfaces ve´rifiant
les proprie´te´s pre´ce´dentes.
Remarque 1 : Le the´ore`me reste vrai si M est une 3–varie´te´ Haken, ∂-irre´ductible
de caracte´ristique d’Euler χ = 0 (ou de fac¸on e´quivalente a` bord torique ou vide).
Si M contient dans son bord une surface de genre > 1, le re´sultat se ge´ne´ralise en
de´composant M le long d’anneaux et de tores essentiels. Les composantes connexes
de σW (M) sont alors des fibre´s de Seifert, des I-fibre´s localement triviaux, ou bien
ve´rifient une condition topologique plus forte que la notion d’atoro¨ıdal (la difficulte´
provient du cas ou` le bord d’une telle composante contient une surface de genre
> 1).
Remarque 2 : Si l’on de´compose une 3–varie´te´ M irre´ductible le long de surfaces
incompressibles, les varie´te´s obtenues sont encore irre´ductibles. Dans le cas ou` la
de´composition s’effectue le long de tores, si M est ∂-irre´ductible, les varie´te´s ob-
tenues le sont aussi. De plus, si W 6= ∅, elles sont a` bord non vide, ainsi, les
composantes connexes de σW (M) sont Haken.
Remarque 3 : Avec le the´ore`me d’hyperbolisation de Thurston (cf. §1.3), les compo-
santes connexes de σW (M) admettent soit une fibration de Seifert, soit une structure
hyperbolique de volume fini.
2.1.2 De´composition d’une 3–varie´te´ en pie`ces e´le´mentaires
Dans tout ce paragraphe, on note M une 3–varie´te´ Haken de carate´ristique d’Eu-
ler χ(M) = 0.
Fig. 2.1 – De´composition de M le long de W = T1 ∪ T2.
On appelle de´composition JSJ de M , une surface W incompressible, a` deux
faces, proprement plonge´e dans M , ve´rifiant les conditions (i) et (ii), du the´ore`me
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2.1.1. On appelle de´composition minimale de M , une surface W ve´rifiant les
hypothe`ses (et les conclusions) du the´ore`me 2.1.1. Bien suˆr, une de´composition de
M (resp. minimale) existe toujours. Nous verrons dans le prochain paragraphe, des
exemples de de´composition non minimale. On dira que la de´composition est triviale
si W = ∅.
Conside´rons une de´composition W de M . Il existe une application canonique,
l’application d’identification, r : σW (M) −→ M , qui est telle que r−1(W )
consiste en deux copies home´omorphes de W dans ∂M , et que r restreinte a` r−1(M−
W ) soit un home´omorphisme.
Notons T1, . . . ,Ti, . . . ,Tk les composantes connexes de W (en nombre fini, puis-
que W est compacte). Ce sont des tores, proprement plonge´s dans M . Puisque pour
tout i, Ti est a` deux faces dans M , r−1(Ti) consiste en deux copies home´omorphes
de Ti, dans ∂σW (M). On les note arbitrairement T −i , et T +i .
Les restrictions de r a` T −i et T +i sont des home´omorphismes sur Ti. Cela permet
de de´finir l’home´omorphisme fi : T −i −→ T +i , qui fait commuter le diagramme
suivant :
T −i fi−−−→ T +i
r|T −
i
y yr|T −i
Ti Id−−−→ Ti
Ainsi, pour i = 1, . . . ,k, on dispose d’un home´omorphisme naturel fi de T −i a` T +i .
On appelera fi, l’home´omorphisme associe´ a` Ti, et de fac¸on moins pre´cise, un tel fi,
un home´omorphisme associe´ a` la de´composition.
On note M1, . . . ,Mp, les composantes connexes (en nombre fini, par compa-
cite´ de M et de W ), de σW (M). On les appelle les pie`ces e´le´mentaires de la
de´composition. Ainsi,
M ∼= (
⋃
i=1...p
Mi)f1,... ,fp
2.1.3 Minimalite´ de la de´composition
Soient T1 et T2 deux tores, et f1 : S1 × S1 −→ T1, f2 : S1 × S1 −→ T2 des
home´omorphismes. On conside`re S1 × S1 × I, et les home´omorphismes f¯1 : S1 ×
S1 × {−1} −→ T1 et f¯2 : S1 × S1 × {1} −→ T2, de´finis par f¯1(x, − 1) = f1(x) et
f¯2(x,1) = f2(x), pour tout x ∈ S1 × S1.
Soit M une 3–varie´te´ orientable, et T1,T2, deux composantes toriques dans ∂M .
Il est aise´ de de´crire les home´omorphismes suivant :
M ∪ S1 × S1 × I f¯1 ∼= M
et
M ∪ S1 × S1 × I f¯1,f¯2 ∼= M f2◦f−11
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De meˆme, si M,M ′ sont deux varie´te´s orientables, et T1 ⊂ ∂M,T2 ⊂ ∂M ′ sont
deux composantes toriques,
M ∪ S1 × S1 × I ∪M ′f¯1,f¯2 ∼= M ∪M ′ f2◦f−11
Ainsi conside´rons, une 3–varie´te´ M Haken, et une de´composition le long de
W . Supposons que S1 × S1 × I soit une pie`ce e´le´mentaire apparaissant dans la
de´composition. Si la de´composition est non triviale, alors avec tout ce qui pre´ce`de,
soit on peut trouver une de´composition W ′ ( W , soit S1×S1× I est l’unique pie`ce
apparaissant dans la de´composition. On re´sume ce fait dans la proposition suivante :
Proposition 2.1.1 Soit M une varie´te´ Haken ferme´e et W une de´composition mi-
nimale. Si S1 × S1 × I est une pie`ce e´le´mentaire de la de´composition, alors M est
un S1 × S1 fibre´ sur S1.
Soit M un fibre´ de Seifert, et T1, T2 deux composantes toriques de ∂M . On
conside`re un home´omorphisme f : T1 −→ T2 et la varie´te´ M f obtenue en recollant
M par f .
Si M est muni d’une fibration, T1 et T2 sont fibre´s (trivialement) par des fibres
re´gulie`res. Si l’image par f d’une fibre re´gulie`re c ∈ T1 est homotope dans T2 a` une
fibre re´gulie`re de T2, alors la fibration de M s’e´tend en une fibration de M f .
Si M et M ′ sont deux fibre´s de Seifert, T1,T2 deux tores, T1 ⊂ ∂M,T2 ⊂ ∂M ′, et
f : T1 −→ T2 un home´omorphisme. On conside`re la varie´te´ M ∪M ′ f .
Si M et M ′ sont munis de fibrations, si c est une fibre re´gulie`re de T1, et f(c)
est homotope dans T2 a` une fibre re´gulie`re de m2, alors les fibrations de M et M ′
s’e´tendent en une fibration de M ∪M ′ f . On a ainsi, clairement :
Proposition 2.1.2 Soit M une 3–varie´te´ Haken ferme´e, et W une de´composition
minimale de M . Soient M1,M2 deux pie`ces e´le´mentaires de la de´composition (e´ven-
tuellement M1 = M2), qui soient des fibre´s de Seifert. Soient T1,T2 des composantes
toriques respectives de ∂M1,∂M2, distinctes, et f : T1 −→ T2 un home´omorphisme
associe´ a` la de´composition.
Alors si c1 et c2 sont des fibres re´gulie`res de T1,T2, f(c1) et c2 ne sont pas homo-
topes dans T2.
Si W est une de´composition minimale de la 3–varie´te´ M , et si r de´signe l’appli-
cation d’identification, et M1,M2, . . .Mp les pie`ces e´le´mentaire de la de´composition,
la sous-varie´te´ de Seifert de M , est la sous-varie´te´ de M , dont les composantes
connexes sont les images par r, de Int(Mi), pour tout pie`ce Mi admettant une fibra-
tion de Seifert.
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2.2 Groupe fondamental d’une varie´te´ Haken
2.2.1 Produits amalgame´s et extensions HNN
Nous rappelons les de´finitions et les proprie´te´s fondamentales d’un produit amal-
game´, et d’une extension HNN. Nous ne ferons qu’e´noncer les re´sultats sans en four-
nir de preuve, le lecteur pouvant se re´fe´rer aux ouvrages [MKS], [LS], [Ro], (etc...).
Produits amalgame´s. Soient A et B des groupes donne´s par les pre´sentations
respectives < S | R > et < S ′ | R′ >. Soient CA un sous-groupe de A, CB un sous-
groupe de B, et φ : CA −→ CB un isomorphisme. On appelle produit amalgame´
de A et B le long de φ, le groupe que l’on note A ∗φ B, donne´ par la pre´sentation :
A ∗φ B ∼= < S ∪ S ′ | R ∪R′ ∪ {φ(c) = c ∀c ∈ CA} >
Si les pre´sentations de A et B sont finies, et si CA est de type fini, A ∗φ B est
de pre´sentation finie. En fait si c1, . . . ,cn est une famille ge´ne´ratrice de CA, on a la
pre´sentation finie :
A ∗φ B ∼= < S ∪ S ′ |R ∪R′ ∪ {φ(ci) = ci i = 1, . . . ,n} >
On conside`re l’application d’inclusion de S dans S∪S ′. Elle s’e´tend naturellement
en un unique homomorphisme du groupe libre F (S), dans le groupe libre F (S ∪S ′),
qui passe au quotient pour donner un homomorphisme de A dans A ∗φ B. De la
meˆme fac¸on on de´finit un homomorphisme naturel de B dans A ∗φ B, qui e´tend
l’inclusion de S ′ dans S ∪ S ′.
Proposition 2.2.1 Les homomorphismes naturels de A et de B dans A ∗φB, sont
injectifs.
On les appelera les plongements naturels, et on les notera :
iA : A −→ A ∗φ B
iB : B −→ A ∗φ B
L’image de A est appele´e premier facteur, celle de B deuxie`me facteur. On ne dis-
tinguera pas en ge´ne´ral A et B de leur image iA(A) ou iB(B) par ces plongements.
Ainsi A et B seront conside´re´s comme des sous-groupes de A ∗φ B. De plus, les
sous-groupes iA(CA) et iB(CB) de A ∗φ B, sont confondus, en un sous-groupe que
l’on note C ; en fait :
C = iA(CA) = iB(CB) = iA(A) ∩ iB(B)
Nous pourrons dire, de fac¸on quelque peu impre´cise, que A ∗φ B est un amalgame
de A et B, le long du sous-groupe C, et le noter A ∗C B.
Si g est un e´le´ment de A ∗φ B, une forme normale pour g, est une suite finie
(g1,g2, . . . ,gn) d’e´le´ments de A ∗φ B, ve´rifiant les conditions :
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– ∀ i = 1, . . . ,n, gi ∈ A− C, ou gi ∈ B − C.
– ∀ i = 1, . . . ,n− 1, si gi ∈ A, alors gi+1 ∈ B.
– g = g1g2 · · · gn dans A ∗φ B.
Puisque A ∗φ B a pour famille ge´ne´ratrice S ∪ S ′, ou` S engendre A, S ′ engendre B
et que A ∩ B = C dans A ∗φ B, alors clairement, tout e´le´ment admet une forme
normale. Dans un certain sens, cette forme normale est unique. C’est le the´ore`me
fondamental des produits libres amalgame´s.
The´ore`me 2.2.1 (forme normale) Conside´rons un e´le´ment g de A ∗φ B, ainsi
que (g1,g2, . . . ,gn) et (g
′
1,g
′
2, . . . ,g
′
m) deux formes normales de g. Alors m = n, ∀ i =
1, . . . ,n, gi et g
′
i sont dans un meˆme facteur, et g
−1
1 g
′
1 ∈ C.
L’entier n sera appele´ longueur de l’e´le´ment g, et note´ |g|. En particulier |g| = 1
ssi g est dans un des facteurs.
Nous utiliserons plutoˆt la formulation suivante. Si (g1,g2, . . . ,gn) est une forme
normale pour g, ou` les gi sont des mots sur S ou sur S
′, alors le mot g1g2 · · · gn
repre´sente g dans A ∗φB, et pourra eˆtre de´nomme´ d’e´criture sous forme re´duite
(ou par abus de langage, d’e´criture sous forme normale) de l’e´le´ment g, pour la
de´composition de A ∗φ B en amalgame de A et B le long de φ.
Nous avons une motivation topologique a` l’introduction d’un produit amalgame´,
donne´e par un cas particulier d’application du the´ore`me de Van-Kampen. Soient
M1,M2,N1,N2 des espaces connexes par arc, non vides, avec N1 ⊂ M1, N2 ⊂ M2,
tels que N1 et N2 soient des ouverts home´omorphes, et que si i1 : N1 −→ M1
et i2 : N2 −→ M2 de´signent les inclusions, alors les homomorphismes induits sur
les groupes fondamentaux i1∗ : pi1(N1) −→ pi1(M1) et i2∗ : pi1(N2) −→ pi1(M2)
sont des monomorphismes. Soit f : N1 −→ N2 un home´omorphisme. Alors l’espace
topologique (M1 ∪M2)f est connexe par arc, et son groupe fondamental est iso-
morphe au produit amalgame´ de pi1(M1), et de pi1(M2) le long de l’isomorphisme
f∗ : i1∗(pi1(N1)) −→ i2∗(pi1(N2)).
pi1(M1 ∪M2 f ) ∼= pi1(M1) ∗f∗ pi1(M2)
Extensions HNN. Soit A un groupe, C−1 et C+1 des sous-groupes de A, et φ :
C−1 −→ C+1 un isomorphisme. Si A admet pour pre´sentation < S | R >, on
appelle extension HNN de A, relativement a` φ, le groupe que l’on notera A∗φ, de
pre´sentation,
A∗φ ∼= < S ∪ {t} | R ∪ {c = tφ(c)t−1 ∀c ∈ C−1} >
Si le sous-groupe C−1 admet une famille ge´ne´ratrice finie, c1, . . . ,cn, alors A∗φ admet
la pre´sentation finie,
A∗φ ∼= < S ∪ {t} | R ∪ {ci = tφ(ci)t−1 ∀ i = 1, . . . ,n} >
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On conside`re l’application identite´ de S dans S. Elle s’e´tend de fac¸on unique en
un homomorphisme de F (S) dans F (S ∪ {t}), qui passe au quotient pour donner
un homomorphisme naturel de A dans A∗φ.
Proposition 2.2.2 L’homorphisme naturel de A dans A∗φ est un plongement.
On note iA : A −→ A∗φ le plongement naturel. Nous confondrons A et son image
iA(A) par iA, ainsi nous verrons A comme un sous-groupe de A∗φ.
Etant donne´ un e´le´ment γ ∈ A∗φ, une forme normale pour g, est une suite
finie d’e´le´ments de A∗φ, de la forme (g1,tε1 ,g2,tε2 , . . . ,tεn ,gn+1), ve´rifiant :
– ∀ i = 1, . . . ,n+ 1, gi ∈ A, et ∀ i = 1, . . . ,n, εi = ±1.
– ∀ i = 1, . . . ,n− 1, si εi+1 = −εi, alors gi+1 6∈ Cεi .
– g = g1t
ε1g2t
ε2 · · · tεngn+1 dans A∗φ.
Une forme re´duite (ou par abus de langage : forme normale) pour g est un mot
sur S ∪ {t}, de la forme g1tε1g2tε2 · · · tεngn+1, ou` les gi sont des mots sur S, et
(g1,t
ε1 ,g2,t
ε2 , . . . ,tεn ,gn+1) est une forme normale pour g.
Un mot de la forme tεct−ε, ou` ε = ±1, et c ∈ Cε, est appele´ un pinch. Si un
mot contient un tel pinch, l’ope´ration consistant a` remplacer ce sous-mot par le mot
φ−ε(c), ne change pas l’e´le´ment de A∗φ repre´sente´. Ainsi, clairement tout e´le´ment
admet une forme normale.
Le the´ore`me suivant est le re´sultat fondamental pour les extensions HNN, qui
garantit l’unicite´ d’une forme normale. Il est connu sous le nom de lemme de Britton.
The´ore`me 2.2.2 (Lemme de Britton) L’e´le´ment 1 ∈ A∗φ, admet pour unique
forme normale, la suite (1) .
On peut alors facilement e´tablir, que si g admet pour formes normales a` la
fois, (g1,t
ε1 ,g2,t
ε2 , . . . ,tεn ,gn+1) et (g
′
1,t
µ1 ,g′2,t
µ2 , . . . ,tµm ,g′m+1), alors ne´cessairement,
n = m, ∀i = 1, . . . ,n, εi = µi, et g′1−1g1 ∈ C−ε1 et gn+1g′n+1−1 ∈ Cεn . En particulier
l’entier n est unique, et on appelle longueur de g, note´e |g|, l’entier de´fini par
|g| = n+ 1. Ainsi, |g| = 1 ⇐⇒ g ∈ A.
Comme pre´ce´demment, nous avons une motivation topologique a` l’introduction
des extensions HNN, via une adaptation du the´ore`me de Van-Kampen. Soit M un
espace connexe par arc, et N1,N2 deux ouverts connexes par arc, disjoints dans M ,
et home´omorphes. Soit f : N1 −→ N2 un home´omorphisme. Si i1 et i2 de´signent
les inclusions respectives de N1 et N2 dans M , et si i1∗ : pi1(N1) −→ pi1(M) et
i2∗ : pi1(N2) −→ pi1(M) sont des monomorphismes, alors pi1(Mf ) est isomorphe a`
l’extension HNN de pi1(M), le long de f∗ : i1∗(pi1(N1)) −→ i2∗(pi1(N2)).
pi1(M f ) ∼= pi1(M)∗f∗
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2.2.2 Graphe de groupe
Un graphe fini X est la donne´e de deux ensembles finis AX et SX , d’une
involution j : AX −→ AX , ve´rifiant ∀a ∈ AX , j(a) 6= a ; et de deux applications
o,e : AX −→ SX , ve´rifiant ∀a ∈ AX ,e(a) = o ◦ j(a).
Les e´le´ments de AX seront appele´s des areˆtes, et les e´le´ments de SX , des som-
mets. On notera −a = j(a), et les areˆtes a et −a seront dites oppose´es.
Une orientation de X, est un sous-ensemble A+X de AX , contenant, pour tout
a ∈ AX , exactement un e´le´ment de l’ensemble {a, − a}. Un graphe muni d’une
orientation sera dit oriente´.
Un chemin de X est une suite finie d’areˆtes, c = (a1, . . . ,an), ve´rifiant
∀i = 1, . . . ,p− 1, e(ai) = o(ai+1). Les sommets o(a1) et e(an), sont appele´s respecti-
vement origine et extre´mite´ du chemin c. Le chemin est dit ferme´ si o(a1) = e(an).
Il est dit re´duit, si ∀i = 1, . . . ,p− 1, ai 6= −ai+1.
Un graphe X est dit connexe, si pour tout couple de sommets, s1,s2, il existe
un chemin de X ayant pour origine s1, et pour extre´mite´ s2.
Un graphe est un arbre, si pour tout couple de sommets s1,s2, il existe un
unique chemin re´duit d’origine s1 et d’extre´mite´ s2. C’est un fait bien connu, que
tout graphe fini X contient un arbre maximal, i.e. un sous-graphe qui est un arbre,
et qui a meˆme sommets que X. Il n’est en ge´ne´ral pas unique.
Un graphe de groupe (G,X) est la donne´e d’un graphe fini connexe, oriente´,
et d’une famille G, consistant en :
Un ensemble GAX = {Ga,a ∈ A+X} de groupes, appele´s groupes d’areˆte.
Un ensemble GSX = {Gs,s ∈ SX} de groupes, appele´s groupes de sommet.
Pour tout a ∈ A+X , les monomorphismes
φa : Ga −→ Go(a)
φ−a : Ga −→ Ge(a)
Un lacet dans (G,X) est une suite de la forme (g0,a1,g1, . . . ,an,gn), ou`
(a1,a2, . . . ,an) est un chemin ferme´ de X, et ∀k = 1, . . . ,n , gk−1 ∈ Go(ai), et
gn ∈ Ge(an). On dit qu’il a pour origine o(a1).
Il existe une relation d’e´quivalence ≡ pour les lacets de (G,X), engendre´e par les
relations :
∀a ∈ AX ,∀h ∈ Ga,∀g ∈ Go(a) (g,a,φ−a(h),− a,φa(h)−1) = (g)
et
∀a ∈ AX ,∀g,g′ ∈ Go(a), (g,a,1,− a,g′) = (gg′)
Si s0 est un sommet de X, l’ensemble des lacets d’origine s0, admet une ope´ration,
appele´e ope´ration de concate´nation :
(g0,a1, . . . ,ap,gp).(gp+1,ap+1, . . . an,gn+1) = (g0,a1, . . . ,ap,gpgp+1,ap+1, . . . an,gn+1)
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Cette ope´ration se quotiente par la relation ≡ en une ope´ration sur l’ensemble des
classes d’e´quivalence de lacets base´s en s0, qui admet de`s lors une structure de
groupe. On l’appele le groupe fondamental de (G,X), base´ en s0, et on le note
pi1(G,X,s0). Si tous les groupes de sommets (et donc les groupes d’areˆtes) sont tri-
viaux, on retrouve le groupe fondamental de X base´ en s0.
Le the´ore`me qui suit est un re´sultat fondamental pour les graphes de groupe, du
point de vue de la the´orie combinatoire des groupes. C’est le seul re´sultat sur les
graphes de groupe que nous emploierons pour mener a` bien notre e´tude, de´laissant
pour ce propos le concept de groupe agissant sans inversion sur un arbre. (cf. [Ser],
[DD]).
The´ore`me 2.2.3 Soient (G,X) un graphe de groupe, s0 un sommet de X, et T un
arbre maximal de X.
Alors pi1(G,X,s0) est le groupe obtenu a` partir du produit libre (∗s∈SXGs) ∗F , ou`
F est le groupe libre engendre´ par {ta ; a ∈ AX}, en ajoutant les relations :
φa(h) = ta φ−a(h) t−1a ∀a ∈ A+X ,∀h ∈ Ga
t−a = t−1a ∀a ∈ AX
ta = 1 ∀a ∈ AX ∩ AT
Remarque 1 : Ainsi pi1(G,X,s0) ne de´pend pas du choix du point de base s0. On
parlera du groupe fondamental de (G,X) que l’on notera pi1(G,X).
Remarque 2 : Un graphe de groupe (G,X), muni d’un arbre maximal T de X,
est appele´ un graphe de´compose´. On pourra le noter (G,X,T ). Donne´ un arbre
maximal T de X, un e´le´ment de AT sera appele´ areˆte T -se´parante, et un e´le´ment
de AX −AT , areˆte non T -se´parante.
Remarque 3 : Si X = T est un arbre, pi1(G,X) est l’amalgame des groupes de
sommets Gs,s ∈ ST , le long des isomorphismes φ−a ◦ φ−1a de´finis pour tout a ∈ A+T .
Ainsi pour tout s ∈ ST , on a le morphisme injectif
ps : Gs ↪→ pi1(G,T )
Si X n’est pas un arbre, pi1(G,X) est l’extension HNN de pi1(G,T ), le long des
isomorphismes pe(a) ◦ φ−a ◦ φ−1a ◦ p−1o(a) pour toute areˆte a non T -se´parante (i.e. a ∈
A+X ∩ (AX −AT )). Ainsi on a le morphisme injectif
Π : pi1(G,T ) ↪→ pi1(G,X)
On a donc, pour tout sommet s ∈ ST = SX , un plongement naturel Πs = Π ◦ ps
de Gs dans pi1(G,X). Ces plongements ne de´pendent que de la donne´e d’un arbre
maximal T de X. Lorsque T sera fixe´ (ce qui sera toujours le cas), on commettra
l’abus de langage de confondre Πs(Gs) avec Gs. Ainsi on pourra voir Gs comme un
sous-groupe de pi1(G,X). Un tel sous-groupe de pi1(G,X) sera appele´ sous-groupe
de sommet.
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Pour toute areˆte a T -se´parante (i.e a ∈ A+T ), d’origine s1 et d’extre´mite´ s2, les
applications de Ga dans pi1(G,X), Πs1 ◦ φa et Πs2 ◦ φ−a sont e´gales. On confondra
Ga et Πs1 ◦ φa(Ga) = Πs2 ◦ φ−a(Ga) ⊂ Gs1 ∩Gs2 ⊂ pi1(G,X).
Soit a ∈ AX une areˆte, d’origine s1 et d’extre´mite´ s2, on notera
G−a = Πs1 ◦ φa(Ga)
G+a = Πs2 ◦ φ−a(Ga)
et ϕa, l’isomorphisme de G
−
a dans G
+
a , de´fini par
ϕa(h) = Πs2 ◦ φ−a ◦ φ−1a ◦ Π−1s1 (h) pour tout h ∈ G−a
Si a est T -se´parante, les applications Πs1 ◦ φa et Πs2 ◦ φ−a sont identiques, ainsi
G−a = G
+
a = Ga, et ϕa = ϕ−a est l’identite´. Si a est non T -se´parante, en ge´ne´ral
G−a 6= G+a , et dans pi1(G,X), on a la relation
∀h ∈ G−a , h = ta ϕa(h) t−1a
Les sous-groupes G−a ,G
+
a de pi1(G,X) seront appele´s sous-groupes d’areˆte. Notons
que G−a ⊂ Go(a) = Gs1 , G+a ⊂ Ge(a) = Gs2 .
Remarque 4 : Soit (G,X) un graphe de groupe, et Y un sous-graphe oriente´ de X
(i.e. X et Y sont d’orientations compatibles). On peut construire un sous-graphe
de groupe (G ′,Y ) de (G,X) de la fac¸on suivante :
G ′SY = {Gs ∈ GSX ; s ∈ SY }
G ′AY = {Ga ∈ GAX ; a ∈ AY }
et les monomorphismes de G ′ sont les monomorphismes de G, φa et φ−a pour tout
a ∈ A+Y ⊂ A+X .
Dans la suite, on notera (G,Y ) au lieu de (G ′,Y ). Observons que pi1(G,Y ) se
plonge naturellement dans pi1(G,X). En effet, notons T ′ = T ∩Y ; il est imme´diat de
ve´rifier que T ′ est un arbre maximal de Y , et que pi1(G,T ′) se plonge dans pi1(G,T ).
Maintenant, pi1(G,Y ) s’obtient par une extension HNN de pi1(G,T ′), le long des iso-
morphismes associe´s aux areˆtes de A1, sous-ensemble de A+X ∩ (AX − AT ). Ainsi,
pi1(G,X) se plonge naturellement dans l’extension HNN de pi1(G,T ) le long des areˆtes
de A1, qui elle-meˆme se plonge naturellement dans l’extension HNN de pi1(G,T ) le
long des areˆtes non T -se´parantes, i.e. pi1(G,X).
Remarque 5 : Ce the´ore`me fournit implicitement un pre´sentation pour le groupe
fondamental pi1(G,X), d’un graphe de groupe de´compose´ (G,X,T ). Si de plus les
groupes de sommet sont finiment pre´sente´s, et les groupes d’areˆte de type fini, alors
pi1(G,X) est finiment pre´sente´. Plus pre´cisemment, supposons que l’on dispose d’une
pre´sentation finie de chaque groupe de sommet Gsi ,
∀ s ∈ SX , Gs ∼=< X(s) | R(s) >
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ainsi que pour toute areˆte α ∈ A+X , d’une famille finie de mots sur la famille
ge´ne´ratrice X(o(α)), note´e X(G−α ), qui engendre le sous-groupe G
−
α ⊂ Go(α) ; et
que ∀h ∈ X(G−α ), l’on connaisse un mot sur la famille ge´ne´ratrice X(e(α)) qui
repre´sente ϕ(h) ∈ G+α ⊂ Ge(α). Alors pi1(G,X) admet la pre´sentation finie suivante :
<
⋃
s∈SX
X(s) ∪ {tα ;α ∈ A+X −A+T } |
⋃
s∈SX
R(s)
∪{h = ϕα(h) h ∈ X(G−α ),α ∈ A+T }
∪ {h = tαϕα(h)t−1α h ∈ X(G−α ),α ∈ A+X −A+T } >
Une telle pre´sentation de (G,X) sera appele´e pre´sentation canonique de pi1(G,X).
La famille ge´ne´ratrice donne´e par cette pre´sentation, sera note´e Gen(X).
Si l’on conside`re un sous-graphe de groupe (G,Y ) de (G,X), alors pi1(G,Y ) admet
une pre´sentation naturelle, ((sous-pre´sentation de pi1(G,X))) :
<
⋃
s∈SY
X(s) ∪ {tα ;α ∈ A+Y −A+TY } |
⋃
s∈SY
R(s)
∪{h = ϕa(h) h ∈ X(G−α ),α ∈ A+TY }
∪ {h = tαϕa(h)t−1α h ∈ X(G−α ),α ∈ A+Y −A+TY } >
avec TY = T ∩ Y . La famille ge´ne´ratrice de pi1(G,Y ) donne´e par cette pre´sentation
sera note´e Gen(Y ). En particulier, si Y est re´duit a` un sommet s, alors Gen(s) =
X(s), est famille ge´ne´ratrice du groupe de sommet Gs.
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2.2.3 Groupe fondamental d’une varie´te´ Haken
Soit M une 3–varie´te´ haken, a` bord torique non vide. Notons T1, . . . ,Tq les com-
posantes connexes de ∂M . On appelle syste`me pe´riphe´ral de pi1(M), la donne´e
pour tout i = 1, . . . q, d’un plongement pi : Z ⊕ Z ↪→ pi1(M) induit par l’inclusion
de Ti dans M (il est essentiellement de´termine´ par la donne´e d’un chemin du point
de base de pi1(M) au point de base de pi1(Ti)).
On se donne une varie´te´ Haken M ve´rifiant χ(M) = 0, et une de´composition W
de M . On note T1, . . . Tq les composantes de W , M1, . . .Mp les varie´te´s e´le´mentaires,
et f1, . . . ,fq les home´omorphismes associe´s a` la de´composition. On conside`re aussi
un syste`me pe´riphe´ral de pi1(M). On note pour i = 1, . . . ,q, le plongement de pi1(T −i )
dans pi1(M)
p−i : Z⊕ Z ↪→ pi1(M)
et le plongement de pi1(T +i ) dans pi1(M)
p+i : Z⊕ Z ↪→ pi1(M)
et l’on note fi∗ l’application de p
−
i (Z⊕ Z) sur p+i (Z⊕ Z) induite par fi.
On construit un graphe de groupe associe´ a` la de´composition W de M , de la
fac¸on suivante :
Le graphe oriente´ X est de´fini par :
SX = {S1, . . . ,Sj, . . . Sp}
A+X = {a1, . . . ,ai, . . . aq}
avec l’origine de ai, o(ai) = Sr ou` T −i ⊂ Mr, et l’extre´mite´ de ai, e(ai) = St ou`
T +i ⊂Mt.
Les groupes de sommets et les groupes d’areˆte sont de´finis par :
GSj = pi1(Mj) j = 1, . . . ,p
Gai = Z⊕ Z i = 1, . . . ,q
et les monomorphismes par
φai = p
−
i , φ−ai = fai∗ ◦ p−i
et alors, avec les notations de la remarque 4 du the´ore`me 2.2.3, G−ai = p
−
i (Z ⊕
Z),G+ai = p
+
i (Z ⊕ Z), et ϕai = fai∗. On a bien construit un graphe de groupe,
(G,X). Ce graphe de´pend de W , et du choix d’un syste`me pe´riphe´ral. Sa classe
d’isomorphisme n’en de´pend pas.
Le re´sultat suivant, s’obtient par une suite d’applications du the´ore`me de Van-
Kampen.
The´ore`me 2.2.4 Soit M une varie´te´ Haken, et W une de´composition. Le groupe
fondamental du graphe de groupe associe´ (G,X), est isomorphe au groupe fondamen-
tal de M .
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Exemple : Conside´rons l’entrelacs a` 3 composantes, L de S3 figurant ci-dessous :
Fig. 2.2 – L’entrelacs L de S3.
Conside´rons trois tores essentiels T1, T2, et T3 dans le comple´ment de L, S3 −
int(N(L)), donne´s ci-dessous.
Fig. 2.3 – Les tores essentiels T1, T2, et T3 de S3 − int(N(L)).
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En de´composant S3 − int(N)(L) le long de T1 ∪ T2 ∪ T3, on obtient les varie´te´s
N1,N2,N3,N4 (ce sont des comple´ments d’entrelacs dans S
3), ainsi que des home´omor-
phismes f1,f2,f3 associe´s a` la de´composition.
Fig. 2.4 – Les pie`ces e´le´mentaires N1,N2,N3,N4, et les home´omorphismes f1,f2,f3
associe´s a` la de´composition.
Il est facile de voir que N1 est un fibre´ de Seifert ayant pour base la sphe`re a`
3 trous, et aucune fibre exceptionnelle ; que N2 est un fibre´ de Seifert ayant pour
base la sphe`re a` 2 trous, et une fibre exceptionnelle d’indice 3 ; et que N3 et N4
2.2. Groupe fondamental d’une varie´te´ Haken 44
contiennent tous deux un tore essentiel.
On note T4 le tore essentiel suivant de N3, et on de´compose N3 le long de T4,
comme ci-dessous :
Fig. 2.5 – Le tore essentiel T4 de M2 (a` gauche), et les deux pie`ces obtenues en
de´composant M2 le long de T4 (a` droite).
Notons aussi T5 le tore essentiel suivant de N4, et de´composons N4 le long de T5.
Fig. 2.6 – Le tore essentiel de M3 (a` gauche) et les deux varie´te´s obtenues en
de´composant le long de T5.
Notons M1 = N1, M2 = N2, M3, M4 les pie`ces obtenues en de´composant N3 le
long de T4 (ou` M4 est le tre`fle), et M5,M6 les pie`ces obtenues en de´composant N4 le
long de T5 (ou` M6 est le noeud de huit). Les pie`ces M3 et M5 sont home´omorphes
au S1-fibre´ trivial ayant pour base la sphe`re a` trois trous. De plus le comple´ment du
tre`fle est un fibre´ de Seifert, et le noeud de huit est connu pour avoir un comple´ment
hyperbolique (de volume fini). Ainsi, la surface W = T1 ∪ T2 ∪ T3 ∪ T4 ∪ T5 est
une de´composition du comple´ment de l’entrelacs L. En utilisant la classification
des comple´ments d’entrelacs admettant une fibration de Seifert ([BM]), on ve´rifie
imme´diatement que W est minimale. Il est facile de se donner des home´omorphismes
f1,f2,f3, f4, et f5 associe´s a` la de´composition.
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Ainsi, on obtient en de´composant S3 − int(N(L)) le long de W :
Fig. 2.7 – De´composition de S3 − int(N(L)) le long de W .
On peut remarquer, bien que cela soit anecdotique, queM1 etM3 sont home´omor-
phes, bien qu’ils soient des comple´ments d’entrelacs de types distincts (comparer
avec le the´ore`me de Gordon-Luecke dans le cas d’un noeud).
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On construit alors le graphe de groupe (G,X), en conside´rant tout d’abord le
graphe oriente´ X : puis les groupes de sommets :
Fig. 2.8 – Le graphe oriente´ X.
GS1 = pi1(M1)
∼= < x1,y1,z1 | [x1,y1] = [x1,z1] = 1 > ∼= F2 × Z
GS2 = pi1(M2)
∼= < x2,y2,z2 | x32 = y22, [y2,z2] = 1 >
GS3 = pi1(M3)
∼= < x3,y3,z3 | [x3,y3] = [y3,z3] = 1 > ∼= F2 × Z
GS4 = pi1(M4)
∼= < x4,y4 | x24 = y34 >
GS5 = pi1(M5)
∼= < x5,y5,z5 | [x5,y5] = [y5,z5] = 1 > ∼= F2 × Z
GS6 = pi1(M6)
∼= < x6,y6 | x6y26x26y6x6y−16 x−26 y−16 = 1 >
Il est alors ne´cessaire de choisir un plongement des groupes des composantes T ±i
pour obtenir les plongements des groupes d’areˆtes dans les groupes de sommet ;
et les isomorphismes ϕaj pour toute areˆte aj sont alors de´termine´s par les classes
d’isotopie des home´omorphismes fj, pour j variant de 1 jusqu’a` 5. Le calcul fournit :
G−a1 = pi1(T −1 ) = < x1y−11 ,y1 >GS1 ⊂ GS1
G+a1 = pi1(T +1 ) = < z2,y2 >GS2 ⊂ GS2
ϕa1(x1y
−1
1 ) = y2 ϕa1(y1) = z2
G−a2 = pi1(T −2 ) = < y1z−11 ,x1 >GS1 ⊂ GS1
G+a2 = pi1(T +2 ) = < x3,y3 >GS3 ⊂ GS3
ϕa2(y1z
−1
1 ) = y3 ϕa2(x1) = x3
G−a3 = pi1(T −3 ) = < z1,x1 >GS1 ⊂ GS1
G+a3 = pi1(T +3 ) = < x5,y5 >GS5 ⊂ GS5
ϕa3(z1) = y5 ϕa3(x1) = x5
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G−a4 = pi1(T −4 ) = < z3,y3 >GS3 ⊂ GS3
G+a4 = pi1(T +4 ) = < x−14 y4,x24 >GS4 ⊂ GS4
ϕa4(z3) = x
2
4 ϕa4(y3) = x
−1
4 y4
G−a5 = pi1(T −5 ) = < z5,y5 >GS5 ⊂ GS5
G+a5 = pi1(T +5 ) = < x6,l = x6y6x6y−16 x−16 y26x26y6x−16 >GS6 ⊂ GS6
ϕa5(z5) = l ϕa5(y5) = x6
Ceci nous suffit a` de´finir le graphe de groupe (G,X). Il de´pend clairement d’un choix
des plongements des composantes au bord. Son groupe fondamental, cependant,
n’en de´pend pas. C’est aussi le groupe fondamental du comple´ment de L dans S3.
Le the´ore`me 2.2.3 nous permet de fournir la pre´sentation :
< x1,y1,z1,x2,y2,z2,x3,y3,z3,x4,y4,x5,y5,z5,x6,y6 |
[x1,y1] = [x1,z1] = [y2,z2] = [x3,y3] = [y3,z3] = [x5,y5] = [y5,z5] = 1,
x32 = y
2
2, x
2
4 = y
3
4, x6y
2
6x
2
6y6x6y
−1
6 x
−2
6 y
−1
6 = 1,
x1y
−1
1 = y2, y1 =z2, y1z
−1
1 = y3, x1 = x3,
z1 = y5, x1 =x5, z3 = x
−1
4 y4, y3 = x
2
4,
z5 = x6, y5 = x6y6x6y
−1
6 x
−1
6 y
2
6x
2
6y6x
−1
6 >
Comme nous l’avons dit, M1,M2,M3,M4,M5 sont des espaces fibre´s de Seifert. Dans
leur groupes fondamentaux respectifs, la classe d’une fibre re´gulie`re est respective-
ment : x1, y
2
2, y3, x
2
4 et y5 (ils engendrent le centre). Remarquons que les isomor-
phismes ϕa associe´s n’envoient pas la classe d’une fibre re´gulie`re, sur la classe d’une
fibre re´gulie`re, ce qui est en accord avec le fait de´ja` observe´, que la de´composition
W soit minimale.
Chapitre 3
Extension HNN, amalgame, et
graphe de groupe
Le but de chapitre est de ge´ne´raliser au cas du groupe fondamental d’un graphe
de groupe, les the´ore`mes de conjugaison et de commutativite´ dans un amalgame ou
une extension HNN. Dans la premie`re section, nous e´nonc¸ons ces re´sultats pour un
amalgame et une extension HNN. On peut trouver une de´monstration pour le cas
d’un amalgame dans [MKS] ; quant au cas d’une extension HNN, il sera de´montre´
dans la dernie`re section de ce chapitre.
Dans la deuxie`me section nous e´tablissons ces re´sultats pour le groupe d’un
graphe de groupe (the´ore`mes 3.2.1, 3.2.2). Nous aurons besoin pour cela de de´finir
les notions de trajet et de circuit, dans un graphe de groupe.
3.1 Extension HNN et amalgame
Nous rappelons dans cette section les the´ore`mes de conjugaison et de commuta-
tivite´ dans un amalgame ou une extension HNN. Dans le cas d’un amalgame nous
ne faisons qu’e´noncer ces re´sultats, renvoyant le lecteur de´sireux d’une preuve a`
l’ouvrage de Magnus, Karrass, et Solitar [MKS]. Le cas d’une extension HNN sera
quant a` lui de´montre´ dans la dernie`re section de ce chapitre (§3.3). Nous pouvons
cependant aiguiller le lecteur sur l’ouvrage de Lyndon et Schupp, pour une preuve
d’une forme moins explicite du the´ore`me de conjugaison (lemme de Collins, [LS],
chap. IV, the´ore`me 2.5).
3.1.1 Produit amalgame´
Nous conside´rerons tout au long de ce paragraphe, un groupe Γ, produit amal-
game´ des groupes A et B le long du sous-groupe C.
Conjugaison dans un amalgame. Soit ω un e´le´ment de Γ, donne´ par une e´criture
sous forme re´duite ω ≡ ω1ω2 · · ·ωn. On dira que ω est cycliquement re´duit si ω1
et ωn sont dans des facteurs diffe´rents. Clairement cette de´finition ne de´pend pas
du choix d’une forme re´duite de ω, ainsi on pourra parler d’e´le´ment cycliquement
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re´duit. De plus, il est clair que tous les conjugue´s cycliques ωr · · ·ωnω1 · · ·ωr−1, d’un
e´le´ment cycliquement re´duit, sont aussi cycliquement re´duits.
Pour traiter le proble`me de la conjugaison dans un produit amalgame´, on dispose
du re´sultat suivant, qui constitue le the´ore`me 4.6 de [MKS].
The´ore`me 3.1.1 Soit Γ = A ∗C B. Alors tout e´le´ment γ ∈ Γ est conjugue´ a` un
e´le´ment cycliquement re´duit. De plus si γ est un e´le´ment cycliquement re´duit, alors :
(i) Si γ est conjugue´ a` un e´le´ment c ∈ C, par h ∈ Γ, de forme re´duite h =
h1h2 . . . hn+1 avec n ≥ 0, alors γ est dans un des facteurs, et il existe une
suite finie (c0,c1, . . . ,cn,γ), avec c0 = c, et ou` ∀ i = 0, . . . ,n, ci ∈ C, et hi+1
conjugue ci en ci+1 (en posant cn+1 = γ).
(ii) Si γ est conjugue´ a` un e´le´ment γ′, qui est dans un des facteurs, mais n’est
pas conjugue´ a` un e´le´ment de C, alors γ et γ′ sont dans un meˆme facteur, et
conjugue´s dans ce facteur.
(iii) Si γ est conjugue´ a` un e´le´ment cycliquement re´duit, d’e´criture sous forme
re´duite p1p2 · · · pr ou` r > 1, alors γ peut eˆtre obtenu en conjuguant un conjugue´
cyclique pi · · · prp1 · · · pi−1 de p1p2 · · · pr par un e´le´ment de C.
On obtient imme´diatement le corollaire suivant :
Corollaire 3.1.1 (The´ore`me de conjugaison dans un amalgame) Soient γ
et γ′, deux e´le´ment de Γ = A ∗C B, cycliquement re´duits, conjugue´s par un e´le´ment
h de Γ. Alors γ et γ′ ont meˆme longueur, et de plus :
(i) Si γ est conjugue´ a` un e´le´ment de C, alors γ et γ′ sont de longueur 1, et
si h s’e´crit sous forme re´duite h = h0h1 · · ·hn+1, il existe une suite finie
c0,c1, . . . ,cn d’e´le´ments de C, telle que, c0 est conjugue´ a` γ par h
−1
0 dans un
facteur, cn est conjugue´ a` γ
′ dans un facteur par hn+1 , et ∀ i = 0, . . . ,n− 1,
ci et ci+1 sont conjugue´s dans un facteur par hi+1.
(ii) Si γ est dans un des facteurs et n’est pas conjugue´ a` un e´le´ment de C, alors γ
et γ′ sont dans le meˆme facteur, et conjugue´s par h dans ce facteur.
(iii) Si γ n’est pas dans un des facteurs, alors γ s’obtient en conjuguant un conjugue´
cyclique de γ′ par un e´le´ment de C.
Commutativite´ dans un amalgame. Le the´ore`me qui suit, caracte´rise les e´le´-
ments qui commutent dans un produit amalgame´. Ses parties (i′), (ii) et (iii) consti-
tuent le the´ore`me 4.5 de [MKS], auquel nous renvoyons le lecteur pour une preuve
dans ces cas. Quant a` la partie (i), elle s’obtient imme´diatement avec le the´ore`me
de conjugaison, de`s que l’on a remarque´ que x et y commutent ssi y conjugue x en
lui-meˆme.
The´ore`me 3.1.2 (The´ore`me de commutativite´ dans un amalgame) Soient
Γ = A ∗C B, et deux e´le´ments x et y de Γ qui commutent. Alors :
(i) Si x est dans C, et y s’e´crit sous forme re´duite, y1y2 · · · yn, alors il existe une
suite finie d’e´le´ments (c0,c1, · · · ,cn) de C, avec c0 = cn = x, et ∀ i = 0, . . . n−1,
yi+1 conjugue ci en ci+1 dans un des facteurs.
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(i’) x ou y est dans un conjugue´ de C.
(ii) Si ni x ni y n’est dans un conjugue´ de C, et x est dans le conjugue´ d’un facteur,
alors y est dans le meˆme conjugue´ du meˆme facteur.
(iii) Si ni x ni y n’est dans le conjugue´ d’un facteur, alors x = ghg−1.W j, et
y = gh′g−1.W k, ou` g,W ∈ G, et h,h′ ∈ C, et ghg−1,gh′g−1, et W , commutent
deux a` deux.
3.1.2 Extension HNN
Nous conside´rons dans ce paragraphe, le groupe Γ, extension HNN de A le long
de l’isomorphisme φ : C−1 −→ C+1.
Conjugaison dans une extension HNN. Soit ω un e´le´ment de G, qui s’e´crit
sous forme re´duite ω ≡ ω1tε1 · · · tεnωn+1. On dit que ω est cycliquement re´duit si
soit |ω| = 1, (i.e. ω ∈ A), soit ωn+1 = 1, et dans ce dernier cas, soit |ω| = 2, (i.e.
w = w1t
ε1), soit |ω| > 2, et tεnω1tε1 n’est pas un pinch. Il est clair que cette condition
ne de´pend pas du choix d’une forme normale re´duite de ω. Aussi on pourra parler
d’e´le´ment cycliquement re´duit de Γ.
On dispose d’un the´ore`me de conjugaison dans une extension HNN, duˆ a` D.J.
Collins, (cf. the´ore`me 2.5, chap. IV [LS]), nomme´ le lemme de Collins. La version
que nous donnons est plus explicite que la version originale, et nous en fournirons
une preuve dans la dernie`re section de ce chapitre.
The´ore`me 3.1.3 Soit Γ = A∗φ. Alors tout e´le´ment γ ∈ Γ est conjugue´ a` un e´le´ment
cycliquement re´duit. De plus si γ est cycliquement re´duit, alors :
(i) Si γ est conjugue´ a` un e´le´ment c ∈ C+1 ∪ C−1 par l’e´le´ment h de forme
re´duite h = h1t
ε1h2 · · · tεphp+1, alors γ est dans A, et il existe une suite finie
(c0,c1, · · · ,c2p) d’e´le´ments de C+1 ∪ C−1, telle que c2p = c, γ = h1.c0.h−11 , et
pour i = 0, . . . ,p− 1,
c2i+1 = hi+2.c2i+2.h
−1
i+2
c2i = t
ε(i+1) .c2i+1.t
−ε(i+1)
(ii) Si γ est conjugue´ a` un e´le´ment γ′ ∈ A, mais n’est pas conjugue´ a` un e´le´ment
de C+1 ∪ C−1, alors γ est dans A, et γ et γ′ sont conjugue´s dans A.
(iii) Si γ est conjugue´ a` un e´le´ment γ′, cycliquement re´duit, d’e´criture sous forme
re´duite, u1t
µ1 · · ·umtµm avec m ≥ 1, alors γ peut-eˆtre obtenu en conjuguant
un conjugue´ cyclique de γ′, ur+1tµr+1 · · ·umtµmu1tµ1 · · ·urtµr par un e´le´ment de
Cµr .
Et l’on obtient alors imme´diatement le corollaire suivant :
Corollaire 3.1.2 (The´ore`me de conjugaison dans une extension HNN) Si
γ et γ′ sont deux e´le´ments cycliquement re´duits de Γ = A∗φ, conjugue´s par h ∈ Γ,
alors γ et γ′ ont meˆme longueur, et de plus :
(i) Si γ est conjugue´ a` un e´le´ment c de C+1 ∪ C−1, alors γ et γ′ sont dans A, et
si h s’e´crit sous la forme re´duite h = h1t
ε1 · · · tεphp+1, il existe une suite finie
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(c0,c1, . . . ,c2p−1) d’e´le´ments de C+1 ∪ C−1, telle que γ = h1.c0.h−11 , et pour
i = 0, . . . ,p− 1, en posant c2p = γ′,
c2i+1 = hi+2.c2i+2.h
−1
i+2
c2i = t
ε(i+1) .c2i+1.t
−ε(i+1)
(ii) Si γ est dans A, mais n’est pas conjugue´ a` un e´le´ment de C+1 ∪ C−1, alors γ′
est dans A et γ et γ′ sont conjugue´s par h dans A.
(iii) Si γ n’est pas dans A, γ = u1t
µ1 · · ·umtµm, avec m ≥ 1 alors c s’obtient en
conjuguant un conjugue´ cyclique vrt
µr · · · vmtmv1t1 · · · vr−1tµr−1 de γ′ par un
e´le´ment α de Cµm.
Commutativite´ dans une extension HNN. Pour une de´monstration du the´o-
re`me suivant, nous renvoyons encore le lecteur a` la dernie`re section de ce chapitre.
The´ore`me 3.1.4 (The´ore`me de commutativite´ dans une extension HNN)
Soient G = A∗φ, ou` φ : C−1 −→ C+1, et x et y, deux e´le´ments de G qui commutent.
Alors :
(i) Si x ∈ C+1∪C−1, et y s’e´crit sous forme re´duite, y = y1tε1y2 · · · yntεnyn+1, alors
il existe une suite d’e´le´ments (c0,c1, · · · ,c2n+1) de C+1∪C−1 ou` c0 = c2n+1 = x,
et ci et ci+1, sont conjugue´s, par y i
2
+1 si i est pair, et par t
ε
( i−12 +1), si i est
impair.
(i’) x ou y est conjugue´ a` un e´le´ment de C+1 ∪ C−1.
(ii) Si x est dans un conjugue´ de A et n’est pas conjugue´ a` un e´le´ment de C+1∪C−1,
alors y est dans le meˆme conjugue´ de A.
(iii) Si ni x ni y n’est dans un conjugue´ de A, alors x = gcg−1W j et y = gc′g−1W k,
ou` g,W ∈ G, c,c′ ∈ C+1 (respectivement c,c′ ∈ C−1), et gcg−1, gc′g−1, et W
commutent deux a` deux.
3.2. Graphes de groupe 52
3.2 Graphes de groupe
C’est dans cette section que nous e´tablissons des the´ore`mes ge´ne´raux concernant
le groupe fondamental d’un graphe de groupe ; principalement les the´ore`mes de com-
mutativite´ (the´ore`me 3.2.1), et de conjugaison (the´ore`me 3.2.2), que nous traitons
respectivement dans les paragraphes 3.2.2 et 3.2.3.
Un autre re´sultat essentiel de cette section est la proposition 3.2.3 (§3.2.4), qui
nous permet de re´duire le proble`me de la conjugaison dans un groupe G, au meˆme
proble`me dans son ((double)) 2G ; rappelons que cette proprie´te´ a de´ja` e´te´ employe´e
dans le cas ou` G est le groupe fondamental d’une 3–varie´te´ ∂-irre´ductible a` bord
non vide, et 2G est le groupe fondamental du double de M le long de son bord (cf.
proposition 1.5.2).
L’approche de´monstrative que nous employons est inductive. Si (G,X) est un
graphe de groupe, de´composer X le long d’une de ses areˆtes, de´compose pi1(G,X) en
extension HNN ou en amalgame de sous-graphes(s) de groupe. Les the´ore`mes de la
section pre´ce´dente servent alors a` la fois de conditions initiales, et de conditions de
re´currence.
Une ge´ne´ralisation des parties (i) et (ii) de ces the´ore`mes, fait apparaˆıtre une
notion naturelle, que nous formalisons dans le paragraphe 3.2.1, en circuit et trajet.
Lorsque u et v sont des e´le´ments des sous-groupes de sommet Gs1 ,Gs2 de pi1(G,X),
u ∼ v par h dans pi1(G,X) si et seulement si il existe un trajet de u a` v de label h
(proposition 3.2.2) ; l’e´le´ment h′ ∈ pi1(G,X) commute avec u si et seulement si h′ est
le label d’un circuit en u (corollaire 3.2.2). Dans le contexte qui est le notre, c’est a`
dire pour le graphe de groupe associe´ a` la de´composition JSJ d’une varie´te´ Haken
M , il est tre`s simple de visualiser ge´ome´triquement ce qu’est un trajet. Si u et v
sont conjugue´s, alors ils cobordent un anneau singulier A de M . Puisque des lacet
repre´sentant u et v sont contenus dans des pie`ces e´le´mentaires, A peut eˆtre mis en
position ge´ne´rale, de fac¸on a` ce que son intersection avec une de´composition JSJ
de M soit constitue´e de courbes ferme´es. Ainsi A se de´compose en une suite d’an-
neaux contenus dans des pie`ces e´le´mentaires, et recolle´s sur leurs bords. A chacun
des anneaux obtenus correspond une conjugaison dans un groupe de sommet. Un
trajet est une suite de conjugaison dans des sous-groupes de sommet, qui donne une
conjugaison dans pi1(M), de la meˆme fac¸on que le recollement des anneaux sur leurs
bords redonne l’anneau A. Un circuit admet la meˆme interpre´tation, en conside´rant
un tore au lieu d’un anneau. Les re´sultats du paragraphe 3.2.1 seront essentiels tout
au long de cette section, ainsi que durant le chapitre 6.
Nous mettons en e´vidence dans le dernier paragraphe de cette section (§3.2.5),
comment, dans un sens que nous expliquerons, la comple´xite´ des circuits contribue
a` la comple´xite´ alge´brique du groupe fondamental d’un graphe de groupe. Ce pa-
ragraphe a pour but essentiel d’introduire a` une approche qui sera poursuivie de
manie`re plus fructueuse dans le chapitre 6.
Nous aurions peut-eˆtre pu adopter un autre point de vue. Le groupe fondamental
d’un graphe de groupe (G,X) agit sans inversion sur un graphe infini Y (appele´ arbre
de Bass-Serre). Les groupes de sommet de (G,X) sont les stabilisateurs des sommets
de Y , et les groupes d’areˆte les stabilisateurs des areˆtes de Y . Le quotient du graphe
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Y sous cette action est X. Il seraˆit inte´ressant de voir comment se transcrivent les
re´sultats de cette section dans cette terminologie — la the´orie de Bass-Serre — ne
serait-ce que pour les rendre plus facilement communicables.
3.2.1 Trajets et circuits
De´finition III.1. Soit (G,X,T ) un graphe de groupe de´compose´. Soient so et se des
sommets de X, et les e´le´ments u ∈ Gso , v ∈ Gse de pi1(G,X). Un trajet de u a` v,
d’origine so et d’extre´mite´ se, est la donne´e de :
a) Un chemin de X, d’origine so et d’extre´mite´ se,
(a1,a2, . . . ,an)
avec n ≥ 0. On note s0 = so,sn = se, et si n ≥ 2, pour tout i = 1, . . . ,n − 1,
si = e(ai).
b) Une suite
(c−1 ,c
+
1 ,c
−
2 ,c
+
2 , . . . ,c
−
n ,c
+
n )
avec ∀ i = 1, . . . ,n, c−i ∈ G−ai , c+i ∈ G+ai , et c+i = ϕai(c−i ).
c) Une suite
(h0,h1, . . . hn)
avec soit n = 0 et u = h0vh
−1
0 dans Gs0 ; soit ∀ i = 0, . . . ,n, hi ∈ Gsi , et
u = h0c
−
1 h
−1
0 dans Gs0
c+n = hnvh
−1
n dans Gsn
et si n ≥ 2, ∀ i = 1, . . . ,n− 1,
c+i = hic
−
i+1h
−1
i dans Gsi
On symbolisera la donne´e d’un tel trajet, par la notation suivante :
u 	
h0
c−1
a1−→ c+1 	
h1
c−2
a2−→ · · · ai−→ c+i 	
hi
c−i+1
ai+1−→ · · · an−1−→ c+n−1 	
hn−1
c−n
an−→ c+n 	
hn
v
Si n = 0, on parlera du trajet trivial, que l’on notera :
u 	
h0
v
Si hi ∈ Gsi est l’e´le´ment neutre, on notera
· · · c+i = c−i+1 · · ·
au lieu de
· · · c+i 	
1
c−i+1 · · ·
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De´finition III.2. Si le trajet C est donne´ par :
u 	
h0
c−1
a1−→ c+1 	
h1
c−2
a2−→ · · · ai−→ c+i 	
hi
c−i+1
ai+1−→ · · · an−1−→ c+n−1 	
hn−1
c−n
an−→ c+n 	
hn
v
on appelle label du trajet C, l’e´le´ment h ∈ pi1(G,X), que l’on pourra noter label(C),
de´fini par
label(C) = h = h0ta1h1ta2 · · · tanhn
pour la pre´sentation donne´e par le the´ore`me 2.2.3 (rappelons que si a est une areˆte
T -se´parante, ta = t−a = 1). Il est clair, qu’alors
u = hvh−1 dans pi1(G,X)
De´finition III.3. Un circuit en u d’origine so, est un trajet pour lequel so = se,
de u a` u. Si h est l’e´le´ment associe´ a` un circuit en u, alors
[u,h] = 1 dans pi1(G,X)
Un circuit trivial en u, est un circuit de la forme :
u 	
h0
u
De´finition III.4. Conside´rons un trajet T1 de u a` v, d’origine s1 et d’extre´mite´ s2.
u 	
h0
c−1
a1−→ · · · ai−→ c+i 	
hi
c−i+1
ai+1−→ · · · an−→ c+n 	
hn
v
Notons T −11 le trajet ainsi de´fini :
v 	
h−1n
c+n
−an−→ · · · −ai+1−→ c−i+1 	
h−1i
c+i
−ai−→ · · · −a1−→ c−1 	
h−10
u
C’est un trajet de v a` u, d’origine s2 et d’extre´mite´ s1. Si h1 est le label de T1, alors
T −11 a pour label h−11 . On dira que le trajet T −11 est l’inverse de T1. Conside´rons
un trajet T2 d’origine s2 et d’extre´mite´ s3, de v a` w :
v 	
k0
d−1
b1−→ · · · bj−→ d+j 	
kj
d−j+1
bj+1−→ · · · bm−→ d+m 	
km
w
Sous ces hypothe`ses, on de´finit le produit de T1 et T2, note´ T1T2, par
u 	
h0
c−1
a1−→ · · · ai−→ · · · an−→ c+n 	
hnk0
d−1
b1−→ · · · bj−→ · · · bm−→ d+m 	
km
w
C’est un trajet de u a` w, d’origine s1 et d’extre´mite´ s3. Si h2 est le label de T2, alors
le label de T1T2 est le produit h1h2. Il est facile de ve´rifier que lorsqu’il est de´fini, ce
produit est associatif.
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De´finition III.5. Conside´rons un e´le´ment non trivial u dans un sous-groupe de
sommet Gs, et notons C(u,s) l’ensemble des labels des circuits en u d’origine s. Re-
marquons que le produit de deux circuits en u d’origine s est toujours de´fini, et que
le produit et l’inverse de deux circuits en u d’origine s, est encore un circuit en u
d’origine s. Ainsi C(u,s) muni de l’ope´ration de pi1(G,X), forme un sous-groupe de
pi1(G,X).
Les premie`res propositions que nous de´montrons, ont pour but de ne plus avoir
a` parler de l’origine et de l’extre´mite´ d’un trajet.
Proposition 3.2.1 Soit (G,X,T ) un graphe de groupe de´compose´. Soient s1,s2 deux
sommets distincts de X, et u un e´le´ment de pi1(G,X).
Alors u ∈ Gs1 ∩ Gs2, si et seulement si il existe un trajet dans pi1(G,X), de u a`
u, d’origine s1, et d’extre´mite´ s2, de la forme
u = c−1
a1−→ · · · ai−→ c+i = c−i+1
ai+1−→ · · · an−→ c+n = u
avec pour tout i = 1, . . . ,n, ai ∈ A(T ) (et donc le label de ce trajet est l’e´le´ment
neutre).
De´monstration La re´ciproque e´tant triviale, nous de´montrons l’implication directe.
Remarquons qu’un trajet dans un sous-graphe de groupe de (G,X) est aussi
naturellement un trajet de (G,X), ayant meˆme label. Ainsi, puisque Gs1 ,Gs2 ⊂
pi1(G,T ) ⊂ pi1(G,X), il est suffisant de montrer la proprie´te´ dans le sous-graphe
(G,T ) de (G,X), muni de la de´composition induite. Conside´rons dans T l’unique
chemin re´duit (a1, . . . ,an) d’origine s1 et d’extre´mite´ s2, et notons C le sous-graphe
oriente´ de T d’areˆtes a1, . . . ,an. Comme pre´ce´demment, pi1(G,C) contient Gs1 et
Gs2 , et se plonge naturellement dans pi1(G,T ), aussi on travaille dans (G,C).
Soit u ∈ Gs1 ∩ Gs2 . De´composons C le long de a1. Notons C1 le sous-graphe
ayant pour areˆtes a2, . . . ,an, alors pi1(G,C) est l’amalgame de Gs1 et de pi1(G,C1) le
long de ϕa1 . Alors u ∈ Gs1 ∩pi1(G,C1), et donc u ∈ G−a1 ⊂ Gs1 et u ∈ G+a1 ⊂ Ge(a1) ⊂
pi1(G,C1), ce qui fournit le trajet en u, d’origine s1 et d’extre´mite´ e(a1)
u = u
a1−→ u = u
Maintenant, dans pi1(G,C1), u ∈ Ge(a1)∩Gs2 . On proce`de au meˆme raisonnement dans
pi1(G,C1), et ainsi de suite. Le trajet produit des trajets successivement de´termine´s,
est le trajet souhaite´. 
On obtient imme´diatement le corollaire suivant :
Corollaire 3.2.1 Soit (G,X,T ) un graphe de groupe de´compose´. Soient s1,s2,s3,s4
des sommets de X, et des e´le´ments u,v ∈ pi1(G,X), tels que u ∈ Gs1 ∩ Gs2, et
v ∈ Gs3 ∩Gs4.
Alors il existe un trajet de u a` v d’origine s1 et d’extre´mite´ s3, si et seulement
si il existe un trajet de u a` v, d’origine s2 et d’extre´mite´ s4. De plus, ils ont meˆme
label.
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De´finition III.6. Ainsi C(u,s) ne de´pend pas du choix de s, et on notera C(u). De
meˆme on parlera de trajet de u a` v, et de circuit en u.
Le re´sultat qui suit, motive l’introduction des notions de circuits et de trajets.
C’est le re´sultat fondamental de cette section.
Proposition 3.2.2 (The´ore`me fondamental des trajets) Soit (G,X,T ) un
graphe de groupe de´compose´. Soient les e´le´ments u,v de pi1(G,X) dans les sous-
groupes de sommet respectifs Gs1 ,Gs2.
Alors u = hvh−1 dans pi1(G,X), si et seulement si il existe un trajet de u a` v
ayant pour label h.
De´monstration Nous avons de´ja` vu (de´finition III.2), que s’il existe un trajet de
u a` v ayant pour label h alors u = hvh−1. Montrons la re´ciproque.
Soient donc, u ∈ Gs1 , et v ∈ Gs2 tels que u = hvh−1 dans pi1(G,X). Soit l’areˆte
a ∈ AX ; on de´compose (G,X) le long de a afin d’obtenir le sous-graphe (G,X1).
Si a est non T -se´parante, pi1(G,X) est l’extension HNN de pi1(G,X1) le long de
ϕa : G
−
a −→ G+a . Les e´le´ments u et v sont dans pi1(G,X1), et on peut donc les
supposer cycliquement re´duits de longueur 1. Puisque u = hvh−1 dans pi1(G,X),
avec le corollaire 3.1.2, soit h conjugue v en u dans pi1(G,X1), soit h s’e´crit sous
forme re´duite h = h1t
ε1
a · · · tεpa hp+1, et il existe une suite finie γ1, . . . ,γm de G−a ∪G+a ,
avec m = 2p pour p ∈ N∗, ve´rifiant les conditions :
u = h1γ1h
−1
1 γm = hp+1vh
−1
p+1 dans pi1(G,X1)
γ2 = ϕ
ε1
a (γ1)
et pour tout i = 2, . . . ,p,
γ2i−1 = hiγ2(i−1)h−1i dans pi1(G,X1)
γ2i = ϕ
εi
a (γ2i−1) εi = ±1
Dans ce cas, on symbolise ces conditions par la notation suivante, que l’on nomme
un pre´-trajet de u a` v,
u ∼
h1
γ1
ε1a−→ γ2 ∼
h2
γ3
ε2a−→ · · · εpa−→ γm ∼
hp+1
v
avec −1 a qui de´note −a, et 1 a qui de´note a. L’e´le´ment h1tε1a · · · tεpa hp+1 de pi1(G,X)
est appele´ label du pre´-trajet. Il faut remarquer qu’avec cette notation, γ
a−→ γ′,
implique que γ ∈ G−a et γ′ ∈ G+a .
Dans le cas ou` h est de longueur 1, on conside`re le pre´-trajet de u a` v :
u ∼
h
v
Si a est T -se´parante, pi1(G,X) est l’amalgame des facteurs pi1(G,X1) et pi1(G,X2)
le long de ϕa : G
−
a −→ G+a . Avec le corollaire 3.1.1, soit h conjugue v en u dans un
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des facteurs, soit h s’e´crit sous forme re´duite h = h1 · · ·hm+1, et il existe une suite
γ1, . . . ,γm de G
−
a ∪G+a , ou` deux e´le´ments successifs de u,γ1, . . . γm,v sont conjugue´s
dans un facteur, et deux couples successifs d’e´le´ments conjugue´s sont dans des fac-
teurs distincts. De plus, on a les m+ 2 e´galite´s suivantes,
γm = hp+1vh
−1
p+1 u = h1γ1h
−1
1
pour tout i = 1, . . . ,m− 1,
γi = hiγi−1h−1i
chacune dans un facteur pi1(G,X1) ou pi1(G,X2). Puisque a est T -se´parante, si o(a)
et dans X1, alors e(a) est dans X2 et inversement. Supposons par exemple, que
o(a) ∈ X1. On se donne deux couples successifs, γi−1,γi conjugue´s par hi−1 dans un
facteur, et γi,γi+1 conjugue´s par hi dans l’autre facteur. Supposons que γi−1,γi,hi−1
soient dans pi1(G,X1). On note alors
γi−1 ∼
hi−1
γi
a−→ γi ∼
hi
γi+1
Il faut remarquer que l’on a bien γi ∈ G−a = G+a et γi = ϕa(γi). Dans l’autre cas, on
note
γi−1 ∼
hi−1
γi
−a−→ γi ∼
hi
γi+1
et l’on a γi ∈ G−−a = G+−a et γi = ϕ−a(γi). On symbolise ainsi ces conditions par la
notation que l’on baptise encore de pre´-trajet de u a` v,
u ∼
h1
γ1
εa−→ γ1 ∼
h2
γ2
−εa−→ · · · ε(−1)
m+1a−→ γm ∼
hm+1
v
de label h = h1 · · ·hm+1.
Si h est de longueur 1, on a le pre´-trajet trivial :
u ∼
h
v
Revenons a` la de´monstration de la proposition ; on proce`de par induction en
de´composant successivement X le long de ses areˆtes. Apre`s avoir de´compose´ X le
long de a, on obtient l’un des pre´che´minements pre´ce´dents, que l’on note D1 ; il est
soit trivial, soit de la forme suivante :
γ+0 ∼
h0
γ−1
a1−→ · · · ai−→ γ+i ∼
hi
γ−i+1
ai+1−→ · · · am−→ γ+m ∼
hm
γ−m+1
La notation γ+i ∼γ−i+1 implique la condition γ+i = hiγ−i+1h−1i dans un des facteurs
pi1(G,X1) ou pi1(G,X2), et de plus, γ+i ,γ−i+1 sont dans des groupes de sommet. On
peut de`s lors leur appliquer le meˆme proce´de´ dans pi1(G,X1) (ou pi1(G,X2)), en
de´composant X1 (ou X2) le long d’une areˆte. On obtient comme pre´ce´demment
un pre´cheminement Ei de γ+i a` γ−i+1, de label hi. On construit alors un pre´-trajet D2
de u a` v en substituant dans D1 pour tout i = 0, . . . ,m, γ+i ∼γ−i+1 par le pre´-trajet
Ei. Il est important de remarquer que D1 et D2 ont meˆme label h. On proce`de de la
meˆme fac¸on lorsque D1 est trivial.
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En re´pe´tant ce proce´de´, on finit par obtenir le pre´-trajet C, de label h,
u ∼
k0
d−1
α1−→ · · · αi−→ d+i ∼
ki
d−i+1
αi+1−→ · · · αq−→ d+q ∼
hq
v
ve´rifiant en outre la condition que les e´galite´s u = h1d
−
1 h
−1
1 , d
+
i = hi+1d
−
i+1h
−1
i+1 et
d+q = hq+1vh
−1
q+1, ont lieu dans des sous-groupes de sommet. On a ainsi re´uni toutes
les conditions pour avoir un trajet de u a` v, a` l’exception d’une : que (α1, . . . αq)
soit un chemin de X. A priori rien n’assure que ce soit le cas, et une manipulation
simple montre qu’il est en effet facile d’avoir e(αi) 6= o(αi+1). Ne´anmoins, d+i ∈
G+αi ⊂ Ge(αi), d−i+1 ∈ G−αi−1 ⊂ Go(αi+1), et d+i ,d−i+1 sont dans un meˆme groupe de
sommet Gs. Avec la proposition 3.2.1, on peut construire un trajet C+i , de label 1,
de d+i a` d
+
i , d’origine e(αi) et d’extre´mite´ s. de meˆme on construit un trajet C−i+1 de
d−i+1 a` d
−
i+1 d’origine s et d’extre´mite´ o(αi+1). On substitue alors dans C,
· · · αi−→ d+i ∼
ki
d−i+1
αi+1−→ · · ·
par
· · · αi−→ d+i = d+i β1−→ · · · βr−→ d+i︸ ︷︷ ︸
C+i
∼
ki
d−i+1
δ1−→ · · · δs−→ d−i+1 = d−i+1︸ ︷︷ ︸
C−i+1
αi+1−→ · · ·
Cette ope´ration n’a pas modifie´ le label du pre´-trajet, et cette fois-ci,
(αi,β1, . . . ,βr,δ1, . . . δs,αi+1) est un chemin. On proce`de ainsi pour tout i = 1, . . . ,q,
pour peu que ce soit ne´cessaire. On peut alors changer la notation ∼ par 	, car le
pre´-trajet obtenu, est un trajet de u a` v dans pi1(G,X), ayant pour label h, ce qui
conclut la preuve. 
Corollaire 3.2.2 Soit le graphe de groupe de´compose´ (G,X,T ). Soit Gs un sous-
groupe de sommet de pi1(G,X), et u ∈ Gs.
Alors le centralisateur Z(u) de u dans pi1(G,X) est l’ensemble C(u) des labels des
circuits en u.
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3.2.2 The´ore`me de commutativite´
Avec l’e´tude faite dans la section pre´ce´dente, nous pouvons ge´ne´raliser les the´ore`-
mes 3.1.2 et 3.1.4, qui caracte´risent les e´le´ments qui commutent dans un produit
amalgame´ et dans une extension HNN, au cas du groupe fondamental d’un graphe
de groupe.
The´ore`me 3.2.1 (The´ore`me de commutativite´ pour un graphe de groupe)
Soit (G,X) un graphe de groupe muni d’une de´composition. Soient Γ = pi1(G,X), et
x,y ∈ Γ des e´le´ments qui commutent. Alors,
(i) Si x est dans un sous-groupe d’areˆte, alors y ∈ C(x), i.e. y est le label d’un
circuit en x.
(i’) x ou y est dans le conjugue´ d’un sous-groupe d’areˆte.
(ii) Si x est dans le conjugue´ d’un sous-groupe de sommet Gs, et n’est pas dans le
conjugue´ d’un sous-groupe d’areˆte, alors y est dans le meˆme conjugue´ de Gs.
(iii) Si ni x ni y n’est dans le conjugue´ d’un sous-groupe de sommet, alors x =
ghg−1 W j, y = gh′g−1 W k, ou` g,W ∈ Γ, h,h′ sont dans un sous-groupe d’areˆte
G−a , et ghg
−1,gh′g−1,W commutent deux a` deux.
De´monstration cas (i) C’est le corollaire 3.2.2. 
cas (i’) Il n’y a rien a montrer dans ce cas. 
cas (ii) Si x est dans un groupe de sommet, et n’est pas dans le conjugue´ d’un groupe
d’areˆte, tout circuit en x est trivial, et donc le corollaire 3.2.2 permet de conclure.
Si x est dans le conjugue´ d’un groupe de sommet gGsg
−1, alors g−1xg est dans Gs,
g−1xg et g−1yg commutent, et le meˆme raisonnement s’applique. 
Pour achever la de´monstration, on proce`de par induction sur le nombre d’areˆtes
de X. Si X n’a qu’une areˆte, les the´ore`mes 3.1.2 et 3.1.4 permettent de conclure. Il
est essentiel de remarquer que pour tout g ∈ Γ, si x,y ∈ Γ commutent et ve´rifient
une des conclusions (i),(i′),(ii) ou (iii), alors, gxg−1 et gyg−1 commutent et ve´rifient
(i),(i′),(ii) ou (iii). Plus pre´cisemment, lorsque x et y ve´rifient (i),(i′),(ii),(iii), gxg−1
et gyg−1 ve´rifient respectivement (i′),(i′),(ii),(iii).
On conside`re une areˆte α de X. On de´compose X le long de α. Si α est non
T -se´parante, on note Y le graphe obtenu. Alors Γ = pi1(G,X) est une extension
HNN de Γ′ = pi1(G,Y ). Avec le the´ore`me 3.1.4, soit on a la conclusion (i) (i’) ou
(iii), et l’on peut conclure, soit il existe g ∈ G, tel que x et y sont dans g−1Γ′g. On
pose alors x′ = gxg−1 et y′ = gyg−1. Les e´le´ments x′ et y′ sont dans G′ et l’on peut
appliquer l’induction.
Si α est T -se´parante, on note Y1 et Y2 les deux composantes connexes du graphe
obtenu en de´composant Y le long de α. Alors Γ est un produit amalgame´ de
Γ1 = pi1(G,Y1) et Γ2 = pi1(G,Y2). Ainsi, avec le the´ore`me 3.1.2, soit x et y ve´rifient
les conditions (i),(i′) ou (iii), soit il existe g ∈ Γ, tel que x et y soient dans g−1Γ1g
(respectivement g−1Γ2g). On pose alors x′ = gxg−1 et y′ = gyg−1, x′,y′ ∈ Γ1 (res-
pectivement x′,y′ ∈ Γ2), et l’on peut appliquer l’induction. 
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3.2.3 The´ore`me de conjugaison
Nous nous inte´ressons maintenant au cas de deux e´le´ments conjugue´s dans un
graphe de groupe. La caracte´risation que nous employons, n’a pour seul but que la
re´solution du proble`me de la conjugaison. A ce titre, cette section constitue la clef
de voute de la re´solution de ce proble`me dans le cas du groupe d’une varie´te´ haken,
c’est a` dire de la majeure partie de notre travail.
Nous avons pris le parti de ne pas aborder dans ce travail la notion de forme nor-
male dans un graphe de groupe, lui pre´fe´rant l’approche inductive, que nous avons
utilise´ jusque la`. Nous de´composerons successivement le graphe de groupe le long de
ses areˆtes, de´composant ainsi son groupe fondamental en amalgame ou en extension
HNN. Nous aurons alors besoin d’introduire une certaine proce´dure de re-e´criture
de mots, pour e´tudier les e´le´ments conjugue´s. C’est de cela` dont nous parlerons tout
d’abord.
De´finition III.7. Soit (G,X,T ) un graphe de groupe de´compose´. Un ordre de
de´composition est un ordre (au sens large, i.e. une relation re´flexive, antisyme´-
trique et transitive) total ≺ sur A+X , tel que
∀ (α,β) ∈ (A+X −A+T )×A+T , α ≺ β
Intuitivement, un ordre de de´composition, n’est rien d’autre que le choix d’un
ordre total sur A+X , pour lequel les areˆtes non T -se´parantes pre´ce`dent les areˆtes T -
se´parantes. Puisque A+X est un ensemble fini, tout sous-ensemble E non vide admet
un minimum pour ≺, que nous noterons min≺(E) ou plus simplement min(E). Ainsi
on peut parler du 1er,2e`me, . . . ,pie`me e´le´ment de A+X .
Nous allons de´composer le graphe de groupe le long de toutes ses areˆtes. L’ordre
de de´composition de´crira l’ordre dans lequel nous effectuerons cette de´composition.
Il sera purement arbitraire, nous avons juste, par commodite´, souhaite´ de´composer
le pi1 d’abord en extension HNN, puis en amalgame.
De´finition III.8. Un sous-graphe de groupe (G,Y ) de (G,X), sera dit ≺-occurent,
si soit (G,Y ) = (G,X), soit il existe un entier n ≥ 1, tel que le graphe Y soit une
composante connexe du graphe obtenu en de´composant X le long des n premiers
e´le´ments de A+X . C’est a` dire que c’est un sous-graphe de groupe apparaissant lors
de la de´composition de (G,X) impose´e par l’ordre de de´composition ≺.
Proce´dure de re´ductions cycliques successives
Soit un graphe de groupe (G,X,T ), que l’on munit d’un ordre de de´composition ≺.
Donne´e une pre´sentation des sous-groupes de sommets de (G,X), on dispose d’une
pre´sentation canonique de Γ = pi1(G,X), et d’une famille ge´ne´ratrice note´e Gen(X)
(cf. the´ore`me 2.2.3, remarque 5), que nous fixons dans la suite.
Conside´rons un e´le´ment u ∈ Γ, donne´ par un mot sur la famille ge´ne´ratrice
S = Gen(X) de Γ. Notons α1 = min(A+X) ; on de´compose le graphe de groupe (G,X)
le long de l’areˆte α1.
Si α1 est non T -se´parante, soit X1 le graphe obtenu en de´composant X le long
de α1. Alors Γ est l’extension HNN de Γ1 = pi1(G,X1) le long de ϕα1 : G−α1 −→ G+α1 .
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Remarquons que S = S1∪{tα1}, ou` S1 = Gen(X1) est une famille ge´ne´ratrice de Γ1.
Au sens de la de´composition HNN de Γ, on conside`re un mot u1 sur S, cycliquement
re´duit repre´sentant un conjugue´ de u dans Γ.
– Si |u1| > 1, alors u1 est un repre´sentant satisfaisant de la classe de conjugaison de
u, et la proce´dure s’arreˆte.
– Si |u1| = 1, alors u1 est un mot sur S1, et repre´sente un e´le´ment de Γ1. On conside`re
l’ordre de de´composition induit par ≺ sur A+X1 , et on re´pe`te la proce´dure a` u1 dans
(G,X1,T1), (en posant T1 = T ∩X1).
Si α1 est T -se´parante, on conside`re les graphes X1,X2, obtenus en de´composant
X le long de α1, et Γ1 = pi1(G,X1),Γ2 = pi1(G,X2). Alors Γ est l’amalgame des
groupes Γ1 et Γ2 le long de ϕα1 : G
−
α1
−→ G+α1 . Au sens de cette de´composition de
Γ, on peut conside´rer un mot u1 sur S cycliquement re´duit, conjugue´ a` u dans Γ.
– Si |u1| > 1, alors u1 est un repre´sentant de la classe de conjugaison de u, satisfai-
sant, et la proce´dure s’arreˆte.
– Si |u1| = 1, alors u1 est un mot sur Gen(X1) ou Gen(X2), et respectivement,
u1 ∈ Γ1 ou u1 ∈ Γ2. Sans perte de ge´ne´ralite´, supposons que u1 ∈ Γ1. On conside`re
l’ordre de de´composition induit par ≺ sur A+X1 , et on re´applique la meˆme proce´dure
a` u1 dans (G,X1,T1).
En re´pe´tant ce proce´de´, on finit par trouver un mot u1, repre´sentant de la classe
de conjugaison de u dans Γ, avec un entier p ≥ 0, et un graphe Xp ≺-occurent,
composante connexe du graphe obtenu en de´composant X le long des p premiers
e´le´ments α1,α2, . . . ,αp de A+X (en posant X0 = X), tel que u1 ∈ pi1(G,Xp), et soit :
– Le graphe Xp est re´duit a` un sommet s, u1 est un mot sur Gen(s), et u1 ∈ Gs.
– Le graphe Xp n’est pas re´duit a` un sommet. Lorsque l’on de´compose Xp le long
de l’areˆte αp+1 = min(A+Xp), pi1(G,Xp) se de´compose en une extension HNN ou un
amalgame, et au sens de cette de´composition, u1 est un mot cycliquement re´duit
(sur Gen(Xp)), de longueur |u1| > 1.
The´ore`me 3.2.2 (The´ore`me de conjugaison pour un graphe de groupe)
Soit (G,X,T ) un graphe de groupe de´compose´ muni d’un ordre de de´composition
≺. Soient u,v ∈ pi1(G,X) des e´le´ments conjugue´s, et les mots u1,v1 obtenus en ap-
pliquant la proce´dure de re´ductions cycliques successives a` des mots sur Gen(X)
repre´sentant u et v. Alors soit :
(i) Il existe deux sommets s,s′ de X, tels que u1 et v1 soient des mots respective-
ment sur Gen(s) et Gen(s′). En particulier, u1 et v1 repre´sentent dans pi1(G,X) des
e´le´ments des sous-groupes de sommet Gs,Gs′, et il existe un trajet de u1 a` v1 dans
(G,X,T ).
(ii) u1 et v1 sont des mots sur Gen(Xp) ou` Xp est un sous-graphe ≺-occurent de X,
et repre´sentent des e´le´ments conjugue´s dans Γp = pi1(G,Xp). En de´composant Xp le
long de l’areˆte αp+1 = min(A+Xp), Γp se de´compose, et au sens de cette de´composition,
u1,v1 sont de meˆme longueur |u1| = |v1| > 1 (les notations sont celles du paragraphe
pre´ce´dent).
De´monstration Conside´rons donc sous ces hypothe`ses, deux e´le´ments u,v de Γ =
pi1(G,X) conjugue´s, donne´s par des mots sur la famille ge´ne´ratrice Gen(X). On leur
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applique la proce´dure de re´ductions cycliques successives, pour obtenir des mots
u1,v1, repre´sentants de leur classe de conjugaison dans Γ. Observons de plus pre`s,
ce qui peut se passer a` chaque e´tape de la de´composition de X. On de´compose X
le long d’une areˆte α. Le groupe Γ se de´compose soit en une extension HNN de
Γ1, soit en un amalgame de Γ1,Γ2, le long de ϕα : G
−
α −→ G+α , selon si α est ou
non T -se´parante, et Γ1,(Γ2) est(sont) le(s) groupe(s) du(des) graphe(s) obtenu(s).
Avec les corollaires 3.1.1 et 3.1.2, dans cette de´composition de Γ on obtient des
repre´sentant cycliquement re´duits u0,v0 des classes de conjugaison de u et v, qui ont
meˆme longueur, et l’on est dans un (seul) des cas suivants :
cas 1) |u0| = |v0| > 1.
cas 2) |u0| = |v0| = 1, et u0,v0 sont dans un meˆme facteur Γ1 ou Γ2, et conjugue´s
dans ce facteur.
cas 3) |u0| = |v0| = 1, et u0,v0 ne sont pas conjugue´s dans un meˆme facteur. Dans
ce cas u0 est dans un facteur, et conjugue´ dans ce facteur a` un e´le´ment cu de G
±
α ,
v0 est dans un facteur et conjugue´ dans ce facteur a` un e´le´ment cv de G
±
α , et cu et
cv sont conjugue´s dans Γ.
Dans le cas 1), on pose u1 = u0, v1 = v0, et la proce´dure s’arreˆte. On se trouve
alors dans le cas (ii) de la conclusion du the´ore`me.
Dans le cas 2), si u0,v0 sont dans un facteur pi1(G,X1), et si X1 est re´duit a` un
sommet s, alors on pose u1 = u0, v1 = v0 ; u1 et v1 sont conjugue´s dans Gs, et donc
il existe un trajet (trivial) de u1 a` v1, et la proce´dure s’arreˆte. On se trouve dans le
cas (i) de la conclusion du the´ore`me. Sinon, on applique la meˆme proce´dure a` u0 et
v0 dans (G,X1).
Dans le cas 3), puisque cu et cv sont conjugue´s dans Γ, et sont dans les sous-groupes
d’areˆte G−α ou G
+
α , avec la proposition 3.2.2, il existe un trajet C de cu a` cv dans
(G,X). Si les facteurs sont des groupes de sommet, on pose u1 = u0 et v1 = v0, et on
obtient imme´diatement l’existence du trajet souhaite´ de u1 a` v1 dans (G,X). On se
trouve dans le cas (i) de la conclusion du the´ore`me, et la proce´dure s’arreˆte. Sinon,
on applique le meˆme proce´de´ de re´duction cyclique successive, dans un facteur, a` u0
et cu d’une part, et v0 et cv d’autre part.
Sans perte de ge´ne´ralite´, supposons que cu ∈ G−α , et que l’areˆte α a pour origine
un sommet du graphe X1. Ainsi, G
−
α ⊂ Γ1 = pi1(G,X1), et u0,cu ∈ Γ1. Puisque cu
est dans le sous-groupe d’areˆte G−α de (G,X1), dans tout de´composition de (G,X1)
le long d’une areˆte, cu est un mot de longueur 1. Pour poursuivre la proce´dure, on
de´compose (G,X1) le long de l’areˆte β = min(A+X1), ce qui de´compose le groupe
Γ1 en amalgame ou en extension HNN. Dans cette de´composition de Γ1, cu est de
longueur 1, et puisque u0 et cu sont conjugue´s dans Γ1, en re´duisant cycliquement
u0, on obtient un mot u
′
0 de longueur 1, dans la classe de conjugaison de u0 et de
cu dans Γ1. Ainsi, on se trouve dans le cas 2) ou 3). Puisque pour tout sous-graphe
de groupe (G,Y ) de (G,X), un e´le´ment d’un sous-groupe d’areˆte G−γ de pi1(G,Y ),
est de longueur 1 dans toute de´composition de pi1(G,Y ) le long d’une areˆte de Y , le
meˆme argument montre qu’en re´pe´tant le meˆme proce´de´, on ne se trouvera jamais
dans le cas 1). Aussi, on finira par de´terminer un conjugue´ de u dans Γ, u1, dans
un sous-groupe de sommet Gs, conjugue´s a` cu ∈ G−α dans Γ, et donc un trajet Cu
dans (G,X) de u1 a` cu. En proce´dant de la meˆme fac¸on avec cv et v0, on trouvera
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de meˆme un e´le´ment v1 dans un sous-groupe sommet, conjugue´ de v, et un trajet
Cv de v1 a` cv dans (G,X). Alors, le trajet produit Cu.C.C−1v est un trajet de u1 a` v1
dans (G,X). On se trouve dans le cas (i) de la conclusion du the´ore`me. 
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3.2.4 Proble`me de la conjugaison et double d’un groupe
Comme promis, nous montrons dans cette section que le proble`me de la conju-
gaison dans un groupe G se re´duit au proble`me de la conjugaison dans le double de
G. Commenc¸ons par de´finir la notion de double d’un groupe.
De´finition III.9. Soit G un groupe, et H1,H2, . . . ,Hn des sous-groupes de G.
Conside´rons un copie isomorphe G′ de G, et un isomorphisme ϕ : G −→ G′. Notons
H ′1,H
′
2, . . . ,H
′
n les images respectives de H1,H2, . . . ,Hn par ϕ. Conside´rons le graphe
de groupe ayant deux sommets s,s′, et n areˆtes α1,α1, . . . αn, ayant pour origine s
et extre´mite´ s′, avec Gs = G, Gs′ = G′, et pour i = 1, . . . ,n, G−αi = Hi, G
+
αi
= H ′i,
et ϕai est la restriction de ϕ a` Hi. Le groupe fondamental de (G,X) est appele´ le
double de G le long des sous-groupes H1,H2, . . . Hn, et pourra eˆtre note´ 2G.
Proposition 3.2.3 Soient G un groupe, et 2G son double. Alors G se plonge natu-
rellement dans 2G, et si u,v ∈ G, alors u et v sont conjugue´s dans 2G si et seulement
si ils sont conjugue´s dans G.
De´monstration Reprenons les notations de la de´finition III.9. La premie`re asser-
tion provient clairement de la de´finition. Puisque G se plonge dans 2G, si u et v
sont conjugue´s dans G, alors ils sont conjugue´s dans 2G. Montrons la re´ciproque.
Supposons que u et v soient conjugue´s dans 2G. Puisque u et v sont dans le sous-
groupe de sommet Gs = G, avec le the´ore`me 3.2.2, il existe un trajet re´duit C de u
a` v. Si C est trivial, alors u et v sont conjugue´s dans G, aussi on peut supposer que
C est non trivial. Puisque u et v sont dans le meˆme groupe de sommet Gs, que X
n’a que deux sommets s,s′, et que toute areˆte αi a pour origine s et pour extre´mite´
s′, le chemin sous-jacent a` C est ne´cessairement de longueur paire. De plus, si p est
la longueur du chemin, il existe une application de {1, . . . ,p} dans {1, · · · ,n} (on
note σi l’image de i), telle que le chemin sous-jacent a` C soit :
(ασ1 ,− ασ2 , . . . ,ασ2i−1 ,− ασ2i , . . . ,ασp−1 ,− ασp)
Ainsi, ne´cessairement, C est de la forme C0.C1 avec C0 :
u 	
k1
u−1
ασ1−→ u+1 	
h′
u−2
−ασ2−→ u+2 = u+2
ou` u,u−1 ,u
+
2 ,k1 ∈ G, u+1 ,u−2 ,h′ ∈ G′. Puisque u+1 = ϕ(u−1 ),u−2 = ϕ(u+2 ), et h′ = ϕ(h)
pour un certain h ∈ G, alors u−1 = hu+2 h−1 dans G. Ainsi on a le trajet trivial D de
u a` u+2
u 	
k1h
u+2
dans Gs = G. Conside´rons le trajet D.C1. Il va de u a` v, et a pour chemin sous-jacent :
(ασ3 ,− ασ4 , . . . ,ασ2i−1 ,− ασ2i , . . . ,ασp−1 ,− ασp)
qui est de longueur p − 2. Ainsi en appliquant le meˆme argument a` D.C1, puis,
successivement, a` tous les trajets de u a` v obtenus, on finit par construire un trajet
trivial de u a` v. Ainsi u et v sont conjugue´s dans G. 
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3.2.5 Proprie´te´s alge´briques d’un graphe de groupe sans cir-
cuit
Apre´s l’e´tude faite tout au long de cette section, nous nous proposons de mettre
en e´vidence que la ((complexite´)) alge´brique de pi1(G,X) re´sulte pour une part si-
gnificative, de la ((complexite´)) des circuits de (G,X). Nous commenc¸ons par nous
inte´resser dans cette partie au cas limite, ou` (G,X) ne contient pas de circuits, dans
un sens que nous allons commencer par de´finir. Cette e´tude sera poursuivie, dans un
cadre plus large, dans le chapitre 6. Avertissons tout de meˆme le lecteur, du fait que
cette section n’est pas ne´cessaire a` l’e´tablissement du re´sultat principal, et qu’elle
admet, avec le chapitre 6, une lecture inde´pendante.
De´finition III.10. Nous aurons besoin dans la pratique de parler de sous-trajet
d’un trajet T . Si T est donne´ par,
u 	 c−1
a1−→ · · · ai−→ c+i 	
hi
c−i+1
ai+1−→ · · · an−→ c+n 	 v
pour conside´rer un sous-trajet de T , on conside`re un sous-chemin (ap, . . . ,aq) de
(a1, . . . ,an). On restreint alors le trajet a` ce sous-chemin. On a plusieurs fac¸ons de
proce´der, qui sont de´signe´es par les notations :
u 	 c−1
a1−→ · · · c+p−1 	
hp−1
c−p
ap−→ · · · aq−→ c+q 	
hq
c−q+1︸ ︷︷ ︸
D
· · · an−→ c+n 	 v
dans ce cas, le sous-trajet D, est le trajet :
c+p−1 	
hp−1
c−p
ap−→ · · · aq−→ c+q 	
hq
c−q+1
ou
u 	 c−1
a1−→ · · · c+p−1 	
hp−1
c−p
ap−→ · · · aq−→ c+q︸ ︷︷ ︸
D
	
hq
c−q+1 · · · an−→ c+n 	 v
dans ce cas, le sous-trajet D, est le trajet :
c+p−1 	
hp−1
c−p
ap−→ · · · aq−→ c+q = c+q
ou
u 	 c−1
a1−→ · · · c+p−1 	
hp−1
c−p
ap−→ · · · aq−→ c+q︸ ︷︷ ︸
D
	
hq
c−q+1 · · · an−→ c+n 	 v
dans ce cas, le sous-trajet D, est le trajet :
c−p = c
−
p
ap−→ · · · aq−→ c+q = c+q
Le lecteur de´duira sans peine le quatrie`me et dernier cas.
Plutoˆt que d’utiliser cette notation utilisant des accolades, nous pourrons aussi
de´signer un sous-trajet par l’utilisation de pointille´s, comme dans la de´finition qui
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suit.
De´finition III.11. Un trajet est dit re´duit, lorsqu’il ne contient pas de sous-trajet
de la forme suivante, avec h ∈ G+a = G−−a :
· · · c1 a−→ c2 	
h
c3︸ ︷︷ ︸
dans G+a
−a−→ c4 · · ·
Si un trajet C n’est pas re´duit, on peut proce´der a` la substitution dans C, consistant
a` remplacer
· · · a0−→ u 	
hu
c1
a−→ c2 	
h
c3
−a−→ c4 	
hv
v
a1−→ · · ·
par
· · · a0−→ u 	
huϕ−a(h)hv
v
a1−→ · · ·
Une telle ope´ration est appele´e une re´duction de C. Il est clair que tout trajet peut
eˆtre transforme´ par une suite finie de re´ductions, en un trajet re´duit, de meˆme label.
Il est moins clair que l’ordre des re´ductions n’importe pas, i.e. que le trajet re´duit
obtenu est unique. Il est e´le´mentaire, mais fastidieux, de ve´rifier que c’est bien le cas.
De´finition III.12. Un graphe de groupe de´compose´ est dit sans circuit, si pour
tout u 6= 1, tout circuit re´duit en u est trivial. Nous pourrions remarquer que l’ad-
jectif de´compose´ est redondant.
Exemple Conside´rons un graphe de groupe (G,X), dont les groupes de sommets Gs
ve´rifient tous la proprie´te´ suivante : si G1,G2, . . . Gn sont les sous-groupes d’areˆte de
Gs, alors si i,j = 1,2, . . . ,n, et i 6= j, aucun e´le´ment non trivial de Gi n’est conjugue´
a` un e´le´ment de Gj, et si deux e´le´ments c,c
′ de Gi, sont conjugue´s par un e´le´ment
hi dans Gs, alors c = c
′ et hi ∈ Gs. Alors (G,X) est sans circuit. Avec la proposition
4.3.1, c’est le cas pour le graphe associe´ a` une de´composition minimale d’une varie´te´
Haken a` bord torique ou vide, dont toutes les pie`ces e´le´mentaires sont des varie´te´s
hyperboliques de volume fini.
Le groupe fondamental d’un graphe de groupe sans circuit ve´rifie des proprie´te´s
alge´briques particulie`rement simples.
The´ore`me 3.2.3 Soit (G,X) un graphe de groupe de´compose´ sans circuit. Soit u 6=
1 un e´le´ment de pi1(G,X) et Z(u) le centralisateur de u dans pi1(G,X).
Alors, soit :
(i) Si u est dans un sous-groupe de sommet Gs, Z(u) est le centralisateur de u
dans Gs.
(ii) u est dans un conjugue´ d’un sous-groupe de sommet.
(iii) Si u n’est pas dans le conjugue´ d’un sous-groupe de sommet, alors Z(u) est
cyclique infini.
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De´monstration Cas (i) Avec le the´ore`me 3.2.1, si x est dans un groupe de sommet,
et si y commute avec x, alors y est le label d’un circuit trivial, et donc y est dans
Gs.
Cas (iii) Supposons que y soit dans Z(u), et que x ne soit pas dans le conjugue´
d’un facteur. Avec le the´ore`me 3.2.1, x = ghg−1W r et y = gh′g−1W s, et ghg−1,-
gh′g−1,W commutent deux a` deux. Ainsi, soit h = h′ = 1, soit g−1Wg commute
avec un e´le´ment non trivial d’un sous-groupe d’areˆte G−a . Ainsi g
−1Wg est le label
d’un circuit re´duit, et donc puisque (G,X) est sans circuit, g−1Wg est dans le groupe
de sommet Gs, contenant G
−
a , avec s = o(a). Ainsi x ou y est dans gGsg
−1. Mais
avec le (i), ceci implique que x est dans gGsg
−1, ce qui est contradictoire. Ainsi,
h = h′ = 1, et x et y sont dans le groupe cyclique engendre´ par W . Ne´cessairement,
W n’est pas dans le conjugue´ d’un sous-groupe de sommet, et est donc sans torsion.
Rappelons qu’un groupe G est dit avoir une structure de racines triviale
(SRT), si pour tout g ∈ G, l’ensemble {x ∈ G ; ∃n ∈ Z∗,xn = g} est inclus dans un
sous-groupe cyclique.
The´ore`me 3.2.4 Soit (G,X) un graphe de groupe muni d’une de´composition, sans
circuit. Soient g et x des e´le´ments non triviaux de pi1(G,X).
Si x est une racine de G, alors soit x et g sont dans un meˆme conjugue´ d’un sous-
groupe de sommet, soit x est dans le sous-groupe cyclique infini Z(g). En d’autres
termes, pi1(G,X) est SRT, si et seulement si tous ses groupes de sommet sont SRT.
De´monstration il suffit de remarquer que sous ces hypothe`ses, x et g commutent,
et d’appliquer le the´ore`me pre´ce´dent. 
Il est clair que la proprie´te´ d’eˆtre sans circuit est tre`s restrictive. Les graphes
de groupe qui nous inte´resseront ne la ve´rifieront en ge´ne´ral pas. Seulement, nous
verrons au chapitre 6 qu’il suffit de la ge´ne´raliser le´ge`rement, pour contenir la classe
des graphes associe´s a` la de´composition mimimale d’une varie´te´ Haken.
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3.3 De´monstrations des the´ore`mes 3.1.3 et 3.1.4
De´monstration du the´ore`me 3.1.3
Nous montrons d’abord que γ est conjugue´ a` un e´le´ment cycliquement re´duit.
Nous proce´dons par l’absurde. Supposons que γ ne soit pas conjugue´ a` un e´le´ment
cycliquement re´duit. Soit K la classe des conjugue´s de γ, et soit µ un e´le´ment de
K de longueur minimale dans K. Puisque µ n’est pas cycliquement re´duit, alors
ne´cessairement |µ| > 1.
L’e´le´ment µ s’e´crit sous forme re´duite µ = µ1t
ε1 · · ·µntεnµn+1, et quitte a` conju-
guer µ par µn+1, on peut supposer que µn+1 = 1, c’est a` dire que µ = µ1t
ε1 · · ·µntεn .
Puisque µ n’est pas cycliquement re´duit, |µ| > 2, et tεnµ1tε1 est un pinch, et alors :
µnt
εn µ t−εnµ−1n = µnt
en .µ1t
ε1µ2 · · · tεn−1µntεn .t−εnµ−1n
= (µnφ
−εn(µ1)µ2). tε2µ2 · · ·µn−1tεn−1
En posant µ′1 = µnφ
−εn(µ1)µ2
= µ′1t
ε2 · · ·µn−1tεn−1
qui est dans K, et de longueur strictement infe´rieure a` |µ|, ce qui est contradictoire.
cas (i) Si γ est conjugue´ a` un e´le´ment c ∈ C+1 ∪ C−1.
γ = h c h−1 ou` h = h1tε1 · · ·hptεphp+1
et h est re´duit. Nous raisonnons par induction sur |h|.
Si |h| = 1, γ est conjugue´ a` c par l’e´le´ment h = h1, qui est dans A, et la conclusion
est donc ve´rifie´e.
Supposons que |h| > 1.
γ = h c h−1
= h1t
ε1 · · ·hptεphp+1 c h−1p+1t−εp · · · t−ε1h−11
Le membre de droite n’est pas re´duit, et donc contient un pinch. Puisque h est
re´duit, tεp hp+1 c h
−1
p+1 t
−εp est un pinch, i.e. hp+1 c h−1p+1 ∈ Cεp On pose c2p = c, et
c2p−1 = hp+1 c h−1p+1. Alors :
γ = h1t
ε1 · · ·hptεpc2p−1t−εph−1p · · · t−ε1h−11
= h1t
ε1 · · ·hpφ−εp(c2p−1)h−1p · · · t−ε1h1−1
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en posant c2p−2 = φ−εp(c2p−1) ∈ C−εp
γ = h1t
ε1 · · · tεp−1hp c2p−2 h−1p t−εp−1 · · · t−ε1h−11
= h′ c2p−2 h′
−1
en posant h′ = h1tε1 · · · tεp−1hp. On a obtenu la suite (c2p−2,c2p−1,c2p = c), d’e´le´ments
de C+1 ∪ C−1, ou`
c2p−2 = φ−εp(c2p−1)
c2p−1 = hp+1.c2p.h−1p+1
Puisque γ = h′c2p−2h′
−1, ou` |h′| < |h|, on peut proce´der a` l’induction, et ce
faisant on construira la suite c0,c1, . . . c2p, d’e´le´ments de C+1 ∪ C−1, ve´rifiant les
conclusions du the´ore`me. 
cas (ii) Si γ est conjugue´ a` un e´le´ment γ′ ∈ A, et n’est pas conjugue´ a` un
e´le´ment de C+1 ∪ C−1.
γ′ = h γ h−1
= h1 · · · tεnhn+1 γ h−1n+1t−εn · · ·h−11
qui est dans A, et donc soit n = 0, soit l’e´criture n’est pas re´duite. Or h est re´duit,
et donc, si n 6= 0 , tεn hn+1γh−1n+1 t−εn est un pinch, ce qui est impossible, puisque
γ n’est pas conjugue´ a` un e´le´ment de C+1 ∪ C−1. Donc n = 0, c’est a` dire γ est
conjugue´ a` γ′ dans A. 
cas(iii) Si γ est conjugue´ a` un e´le´ment cycliquement re´duit γ′ = u1tµ1 · · ·umtµm
γ = hγ′h−1 = h1tε1 · · · tεnhn+1 γ′ h−1n+1t−εn · · · t−ε1h−11
ou` h est re´duit. Nous proce´dons par induction sur |h|.
Si |h| = 1.
γ = h1 γ
′ h−11 = h1 u1t
µ1 · · ·umtµm h−11
Le membre de droite est re´duit (car γ′ est re´duit), tandis que le membre de gauche
γ est cycliquement re´duit. Alors h−11 , et donc h1, est dans Cµm , et la conclusion est
ve´rifie´e.
Si |h| > 1.
γ = h1t
ε1 · · · tεnhn+1 γ′ h−1n+1t−εn · · · t−ε1h−11
= h1t
ε1 · · · tεnhn+1 u1tµ1 · · ·umtµm h−1n+1t−εn · · · t−ε1h−11
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et le membre de droite est de longueur supe´rieure a` |γ|, et donc contient un pinch.
Puisque h et γ′ sont re´duits, ce ne peut-eˆtre que tεnhn+1u1tµ1 ou tµmh−1n+1t
−εn .
Si tεnhn+1 u1 t
µ1 est un pinch.
Alors εn = −µ1 et hn+1 u1 = α ∈ Cεn
γ = h1t
ε1 · · · tεnhn+1u1tµ1 · · ·untµmh−1n+1t−εn · · · t−ε1h−11
en remplacant hn+1 u1 par α, et h
−1
n+1 par u1α
−1
γ = h1t
ε1 · · ·hntεnαtµ1 · · ·umtµmu1α−1t−εnh−1n · · · t−ε1h−11
= h1t
ε1 · · · tεn−1hnφ−εn(α)u2 · · ·umtµmu1t−εnφ−εn(α−1)h−1n t−εn−1 · · · t−ε1h−11
= h1t
ε1 · · · tεn−1hnφ−εn(α)u2 · · ·umtµmu1t−εnφ−εn(α)−1h−1n t−εn−1 · · · t−ε1h−11
puisque εn = −µ1,
γ = h1t
ε1 · · · tεn−1hnφµ1(α)u2tµ2 · · ·umtµmu1tµ1φµ1(α)−1h−1n t−εn−1 · · · t−ε1h−11
en posant h′n = hnφ
µ1(α),
γ = h1t
ε1 · · · tεn−1h′nu2tµ2 · · ·umtµmu1tµ1h′n−1t−εn−1 · · · t−ε1h−11
et en posant h′ = h1tε1 · · · tεn−1h′n
γ = h′ (u2tµ2 · · ·umtµmu1tµ1) h′−1
Et alors γ s’obtient en conjuguant un conjugue´ cyclique de γ′ par un e´le´ment re´duit,
h′, avec |h′| < |h|.
Si tµm h−1n+1 t
−εn est un pinch, alors hn+1 ∈ Cµm , et εn = µm.
γ = h1t
ε1 · · · tεnhn+1 u1tµ1 · · ·umtµm h−1n+1t−εn · · · t−ε1h−11
apre´s re´duction
γ = h1t
ε1 · · · tεnhn+1 u1tµ1 · · ·umφ−µm(hn+1)−1h−1n · · · t−ε1h−11
γ = h1t
ε1 · · ·hnφ−εn(hn+1)tεnu1tµ1 · · ·umφ−µm(hn+1)−1h−1n · · · t−ε1h−11
en posant h′n = hnφ
−µm(hn+1)
γ = h1t
ε1 · · ·h′ntεnu1tµ1 · · · tµm−1umh′n−1 · · · t−ε1h−11
et h′ = h1tε1 · · · tεn−1h′n
γ = h′ tµmu1 · · · tµm−1um h′−1
3.3. De´monstration des the´ore`mes 3.1.3 et 3.1.4 71
Remarquer que l’on a |h′| < |h|. Seulement tµmu1 · · · tµm−1um n’est pas un conju-
gue´ cyclique de γ′, au sens ou` nous l’entendons. On distingue maintenant deux cas,
selon si n = 1, ou n > 1.
Si n = 1. Puisque γ′ est cycliquement re´duit, l’e´le´ment h′ tµmu1 · · · tµm−1um h′−1
est re´duit. Or il est e´gal a` γ qui est cycliquement re´duit, et donc, um h
′−1 = β est
un e´le´ment de Cµm−1 , ainsi,
γ = h′ tµmu1 · · · tµm−1um h′−1 = β−1um tµmu1 · · · tµm−1 β
Et alors γ est conjugue´ a` un conjugue´ cyclique de γ′ par un e´le´ment de Cµm−1 .
Si n > 1.
γ = h1t
ε1 · · · tεn−1h′ntµmu1tµ1 · · · tµm−1umh′n−1t−εn−1 · · · t−ε1h−11
Le membre de droite est de longueur supe´rieure a` |γ|, et donc contient un pinch.
Puisque h′, et u1tµ1 · · · tµm−1um sont re´duits, ce ne peut eˆtre que, tεn−1h′ntµm , ou
tµm−1umh
′
n
−1t−εn−1 . Or, tεn−1h′nt
µm ne peut pas eˆtre un pinch. En effet, si c’est le
cas, alors on a h′n = hnφ
−µm(hn+1) ∈ C−µm , et donc, puisque φµm(hn+1) ∈ C−µm ,
hn ∈ C−µm . En se rappelant que µm = εn, on obtient que tεn−1hntεn est un pinch, ce
qui contredit le fait que h soit re´duit.
Ainsi tµm−1umh
′
n
−1t−εn−1 est un pinch. C’est a` dire, µm−1 = εn−1, et umh′n
−1 =
β ∈ Cµm−1 .
γ = h1t
ε1 · · · tεn−1h′ntµmu1tµ1 · · · tµm−1βt−εn−1 · · · t−ε1h−11
en remplacant h′n par β
−1um
γ = h1t
ε1 · · · tεn−1β−1umtµmu1tµ1 · · · tµm−1βt−εn−1 · · · t−ε1h−11
γ = h1t
ε1 · · ·hn−1φ−εn−1(β)−1tεn−1umtµm · · · tµm−2um−1φ−µm−1(β)h−1n−1 · · · t−ε1h−11
avec εn−1 = µm−1
γ = h1t
ε1 · · ·hn−1φ−µm−1(β)−1tεn−1(umtµm · · · tµm−2um−1tµm−1)
t−εn−1φ−µm−1(β)h−1n−1 · · · t−ε1h−11
et finalement, en posant h′′ = h1tε1 · · ·hn−1φ−µm−1(β)−1tεn−1
γ = h′′(umtµm · · · tµm−2um−1tµm−1)h′′−1
et donc γ est conjugue´, a` un conjugue´ cyclique de γ′, par un e´le´ment h′′, re´duit,
et |h′′| < |h|.
Ainsi, dans tous les cas, γ s’obtient a` partir d’un conjugue´ cyclique de γ′, en
conjuguant par un e´le´ment re´duit, h′ ou h′′, de longueur strictement infe´rieure a` |h|,
ce qui nous permet d’appliquer l’induction. 
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De´monstration du the´ore`me 3.1.4
cas (i) Il suffit d’appliquer le corollaire 3.1.2, ape`s avoir remarque´ que y conjugue
x en x. 
cas (i’) Il n’y a rien a` prouver dans ce cas. 
cas (ii) On suppose que x est dans A. On a encore
x = y x y−1
x = y1t
ε1y2 · · · yntεnyn+1 x y−1n+1t−εn · · · y−12 t−ε1y−11
qui est dans A, et donc le membre de droite n’est pas re´duit. Or puisque x n’est pas
conjugue´ a` un e´le´ment de C+1 ∪ C−1, tεnyn+1 x y−1n+1t−εn ne peut pas eˆtre un pinch,
et donc, puisque y est re´duit, la seule possibilite´ est n = 0, c’est a` dire y ∈ A.
Si x est conjugue´ a` un e´le´ment x0 ∈ A, x = h x0 h−1, alors h−1 y h commute avec
x0, et est donc dans A. 
Pour achever la de´monstration, nous proce´dons par contradiction. Nous suppo-
sons qu’il existe x,y ∈ G, qui commutent, et qui ne ve´rifient pas les conclusions de
la proposition. Alors, avec tout ce qui pre´ce`de, ni x ni y n’est dans un conjugue´ de
A. En particulier, x et y sont de longueur supe´rieure a` 1.
On conside`re un e´le´ment x ∈ G, de longueur minimale, pour lequel il existe y ∈
G, tel que x et y commutent et ne ve´rifient pas les conclusions de la proposition. On
prend y de longueur minimale dans l’ensemble des e´le´ments ve´rifiant cette condition.
On pose r + 1 = |x|,s+ 1 = |y|; x et y s’e´crivent sous forme re´duite :
x = x1t
ε1x2 · · ·xrtεrxr+1
y = y1t
µ1y2 · · · ystµsys+1
Bien suˆr, 0 < r ≤ s.
Remarquons tout d’abord, que tεrxr+1x1t
ε1 n’est pas un pinch. En effet, dans le
cas contraire, tεrxr+1 x x
−1
r+1t
−εr est de longueur infe´rieure a` |x|, et tεrxr+1 x x−1r+1t−εr
et tεrxr+1 y x
−1
r+1t
−εr commutent, et ne ve´rifient pas les conclusions de la proposition,
ce qui est contradictoire, puisque l’on a suppose´, que x e´tait de longueur minimale.
Maintenant, soit xy, soit xy−1, est sous forme re´duite de longueur r + s + 1.
Dans le cas contraire, tεrxr+1y1t
µ1 et t−ε1x−11 y1t
µ1 sont des pinchs. Alors, εr = −ε1,
et xr+1y1,x
−1
1 y1 ∈ Cεr , et donc
xr+1y1 = c x
−1
1 y1
ou` c ∈ Cεr , et alors
xr+1x1 = c
et tεrxr+1x1t
ε1 est un pinch, ce qui est contradictoire.
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Sans perte de ge´ne´ralite´, on peut supposer que xy est sous forme re´duite de
longueur r + s+ 1. Ainsi,
xy = x1t
ε1 · · · tεrxr+1 y1tµ1 · · · tµsys+1 (∗)
= yx
= y1t
µ1 · · · tµsys+1 x1tε1 · · · tεrxr+1 (∗∗)
et (∗) et (∗∗) sont deux e´critures re´duites de xy = yx. Avec le lemme de Britton,
en supposant s ≥ r,
tµq+1yq+2 · · · tµsys+1 = c tε1x2 · · · tεrxr+1
ou` q = s− r, et c ∈ C−ε1 . Alors,
yx−1 = y1tµ1 · · · tµqyq+1 c x−11
est de longueur q + 1 = s − r + 1. Or, x et yx−1 commutent, et donc, puisque
|yx−1| < |y|, avec le choix que nous avons fait de x et y, ne´cessairement x et yx−1
ve´rifient les conclusions de la proposition.
Si yx−1 est conjugue´ a` un e´le´ment c ∈ C+1 ∪ C−1,
yx−1 = gcg−1
et donc,
y = gcg−1 x
et puisque x = g1g−1 x, x et y ve´rifient (iii), ce qui est contradictoire.
Si yx−1 est dans un conjugue´ de A, et n’est pas conjugue´ a` un e´le´ment de C+1 ∪
C−1, avec (ii), x et y sont dans le meˆme conjugue´ de A, et ve´rifient donc (ii), ce qui
est contradictoire.
Si yx−1 = gcg−1 W j, et x = gc′g−1 W k, ve´rifient la conclusion (iii), alors
y = yx−1 x = gcg−1 W j gc′g−1 W k
= gcg−1 gc′g−1 W jW k
= gcc′g−1 W j+k
et puisque gcg−1,gc′g−1,W commutent deux a` deux, gc′g−1,gcc′g−1 et W commutent
deux a` deux. De plus c,c′ sont dans C+1 (respectivement C−1), et donc cc′ est dans
C+1 (respectivement C−1). Ainsi, x et y ve´rifient la conclusion (iii), ce qui est contra-
dictoire. Il n’existe donc pas d’e´le´ments x,y ∈ G, qui commutent et ne ve´rifient pas
les conclusions de la proposition. Ceci termine la de´monstration. 
Chapitre 4
Algorithmes dans le cas
hyperbolique
Nous donnons dans ce chapitre, une solution aux algorithmes e´le´mentaires dans
le cas du groupe d’une varie´te´ hyperbolique de volume fini M . Nous utilisons princi-
palement pour cela, la the´orie des groupes hyperboliques de Gromov, et le the´ore`me
de chirurgie hyperbolique de Thurston.
La strate´gie va consister a` re´duire les algorithmes dans les groupes fondamentaux
de deux varie´te´s hyperboliques ferme´es N1, N2, obtenues par obturation de Dehn
sur M . Les groupes pi1(N1) et pi1(N2) e´tant hyperboliques au sens de Gromov, ils
se preˆtent particulie`rement a` la re´solution d’algorithmes. L’obtention d’une solution
dans pi1(M), ne´cessite en outre que pi1(N1) et pi1(N2) ve´rifient certaines conditions
techniques supple´mentaires. L’existence de telles varie´te´s obtenues par obturation
de Dehn sur M provient du the´ore`me de chirurgie hyperbolique de Thurston, qui
e´tablit l’existence d’une suite de varie´te´s hyperboliques ferme´es, convergeant vers
M pour la topologie ge´ome´trique.
Dans la premie`re section, nous rappelerons, le the´ore`me de chirurgie hyperbo-
lique de Thurston (the´ore`me 4.1.2), et la de´finition de la topologie ge´ome´trique. Dans
la deuxie`me section, nous de´montrerons les algorithmes qui nous seront ne´cessaires,
dans un groupe hyperbolique au sens de Gromov. Enfin, nous re´soudrons dans la
dernie`re section, les algorithmes e´le´mentaires dans le groupe d’une 3–varie´te´ hyper-
bolique de volume fini.
4.1 Convergence ge´ome´trique
Nous rappelons dans cette section, la construction de la topologie ge´ome´trique, et
le the´ore`me de chirurgie hyperbolique de Thurston. Pour tous les faits e´nonce´s non
de´montre´s, ou pour de plus amples de´tails, nous renvoyons le lecteur aux ouvrages
de re´fe´rence [BP], [CEG], et [Th1].
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4.1.1 De´finition de la topologie ge´ome´trique
De´finition 1 Soit X un espace topologique. On note F (X) l’ensemble des ferme´s
de X. La topologie de Chabauty, sur F (X), est la topologie admettant pour sous-
base les ensembles de la forme suivante :
1) O1(K) = {A ∈ F (X) |A ∩K = ∅} pour un compact K.
2) O2(U) = {A ∈ F (X) |A ∩ U 6= ∅} pour un ouvert U .
La topologie de Chabauty ve´rifie de jolies proprie´te´s.
Proposition 4.1.1 Soit X un espaces topologique quelconque. On munit F (X) de
la topologie de Chabauty. Alors,
1) F (X) est compact.
2) Si X est Hausdorff, localement compact, et a une base de´nombrable d’ouverts,
alors F (X) a une base de´nombrable d’ouverts, et est me´trisable (et donc Haus-
dorff).
3) Si X est compact et me´trique, la topologie de chabauty sur F (X) est e´quivalente
a` la topologie induite par la distance de Hausdorff.
Cette topologie peut a` premie`re vue, sembler abstraite. La partie 3), de la pro-
position pre´ce´dente, la rend de´ja` plus concre`te. En outre, sous des hypothe`ses suffi-
santes, le re´sultat suivant montre que la notion de convergence dans cette topologie
est tre`s naturelle.
Proposition 4.1.2 Soit X un espace me´trisable, localement compact. Une suite
(Fn)n de F (X) converge vers F ∈ F (X) pour la topologie de Chabauty, si et seule-
ment si :
1) Si x ∈ X est la limite d’une suite (xn)n, avec pout tout n ∈ N,xn ∈ Fn, alors
x ∈ F .
2) Donne´ x ∈ F , il existe une suite (xn)n, telle que pour tout n ∈ N,xn ∈ Fn, qui
converge vers x.
SiG est un groupe de Lie, alorsG est un espace Hausdorff, localement compact, et
me´trisable. On munit F (G) de la topologie de Chabauty. On note C(G) l’ensemble
des sous-groupes ferme´s de G, et D(G) l’ensemble des sous-groupes discrets de G.
Bien suˆr, D(G) ⊂ C(G) ⊂ F (G). On peut conside´rer les topologies induites par
F (G) sur C(G) et D(G). On ve´rifie alors, que C(G) est un ferme´ dans F (G), et
que D(G) est un ouvert dans C(G). Ainsi C(G) est compact me´trisable, muni d’une
base de´nombrable d’ouverts, et D(G) est localement compact, me´trisable et muni
d’une base de´nombrable d’ouverts.
Cette topologie est tre`s usuelle lorsque l’on conside`re des repre´sentations dans
un groupe de Lie. Soit (Γn)n une suite de sous-groupes ferme´s d’un groupe de Lie, on
dit que (Γn)n converge ge´ome´triquement vers Γ, si elle converge pour la topologie de
Chabauty. Une suite de repre´sentations discre`tes dans G, converge ge´ome´triquement,
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lorsque la suite de D(G) constitue´e de leur image, converge pour la topologie de Cha-
bauty.
Nous nous restreignons maintenant au cas ou` G = PSL(2,C) = Isom+(H3). On
note D∗(PSL(2,C)), ou plus simplement D∗(I+(H3)), l’ensemble des sous-groupes
discrets sans torsion de PSL(2,C). On munit D∗ de la topologie induite par la topo-
logie de Chabauty sur F (PSL(2,C)). On note τC cette topologie. On construit une
topologie pour les 3–varie´te´s hyperboliques (comple`tes), en utilisant l’identification
de D∗(I+(H3)) et de l’ensemble des 3–varie´te´s hyperboliques (comple`tes), munies
d’un repe`re. Nous ne pouvons pas proce´der directement pour les 3-varie´te´s hyper-
boliques, car la repre´sentation d’holonomie n’est de´finie qu’au choix d’un repe`re pre`s.
Nous avons besoin d’introduire les notations qui suivent. Soit H l’espace des
3–varie´te´s hyperboliques comple`tes. On note :
H∗ = {(M,x) ∈ H ×M}/∼
ou` (M,x) ∼ (M ′,x′) si il existe une isome´trie φ : M −→M ′, telle que φ(x) = x′.
H∗∗ = {(M,x,b)}/∼
ou`M ∈ H,x ∈M , et b est une base orthonormale de TxM , et ou` (M,x,b) ∼ (M ′,x′,b′)
si il existe une isome´trie φ : M −→ M ′, telle que φ(x) = x′, et b′ est l’image de b
par dφx : TxM −→ Tx′M ′.
On a les surjections naturelles :
H∗∗ f1−→ H∗ f2−→ H
Pour de´finir une topologie ge´ome´trique, on utilise le fait ce´le`bre suivant :
Proposition 4.1.3 Fixons un point de base z0 de H3, et un repe`re orthonormal b0
de Tz0H3. alors l’application :
Λ : D∗(I+(H3)) 3 Γ −→ (H3/Γ,pi(z0),dz0pi(b0)) ∈ H∗∗
(ou` pi de´signe l’application de reveˆtement), est une bijection.
De´finition 2 La topologie ge´ome´trique pour H∗∗, est la topologie τ qui fait de
Λ : (D∗(I+(H3)),τC) −→ (H∗∗,τ)
un home´omorphisme.
Les topologies ge´ome´triques pour H∗ et H sont les topologies les plus fines, pour
lesquelles f1 et f2 sont continues.
Remarques : – Il faut garder a` l’esprit, qu’avec cette topologie, une suite (Mn)n
de H converge vers M0, si et seulement il existe (xn)n tel que la suite (Mn,xn) de
H∗ converge vers (M0,x0), si et seulement si il existe (xn)n, et (bn)n tels que la suite
(Mn,xn,bn) de H∗∗ converge vers (M0,x0,b0).
– On peut montrer que munis de ces topologies, H∗∗ est localement compact et
Hausdorff, H∗ est Hausdorff, alors que H n’est pas Hausdorff.
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4.1.2 Caracte´risation ge´ome´trique
Nous commenc¸ons par donner une caracte´risation forte de la convergence ge´ome´-
trique. Soient x,y ∈ H3, on note Py,x : TyH3 −→ TxH3, le transport paralle`le le
long du segment [y,x], c’est a` dire la valeur de la diffe´rentielle en y, de l’isome´trie
hyperbolique d’axe (x,y), qui se de´compose en une translation qui envoie y sur x, et
une rotation d’axe (x,y) d’angle 0.
Soit K un compact de H3, et f,g des applications C∞ sur un voisinage de K. On
note dn la n-ie`me diffe´rentielle, et pour x ∈ K, et n ≥ 1, on conside`re l’application
suivante :
Pf(x),x ◦ dnf(x)− Pg(x),x ◦ dng(x)
On peut de´finir une distance entre f et g sur K, par :
D(f,g)K = max
x∈K
d(f(x),g(x))
+
∞∑
n=1
2−n.min{1,max
x∈K
‖Pf(x),x ◦ dnf(x)− Pg(x),x ◦ dng(x)‖}
On peut ve´rifier le re´sultat suivant :
Proposition 4.1.4 Pour toute boule ferme´e B, la topologie induite par DB sur
I+(H3) = PSL(2,C) est e´quivalente a` la topologie usuelle.
Soient (M,x0,b) ∈ H∗∗, et R,ε > 0, on de´finit V ((M,x0,b),R,ε) comme l’ensemble
des varie´te´s (N,y0,c) ∈ H∗∗ ve´rifiant les proprie´te´s suivantes. Si
piM : (H3,z0) −→ (M,x0) piN : (H3,z0) −→ (N,y0)
sont les applications de reveˆtement donne´es par la proposition 4.1.3, Il existe une
application f , lisse dans un voisinage U de B(z0,R) ⊂ H3, a` valeur dans H3, telle
que :
(i) f(z0) = z0
(ii) f est e´quivariante, i.e.
∀z1,z2 ∈ U, piM(z1) = piM(z2) ⇐⇒ piN(f(z1)) = piN(f(z2))
(iii) D(f,Id)B(z0,R) < ε
On de´finit la topologie τG sur H∗∗ comme la topologie admettant comme sous-
base la classe des ensembles des la forme V ((M,x0,b),R,ε). On peut de´montrer que
{V ((M,x0,b),R,ε)|R,ε > 0} est une base de voisinage de (M,x0,b) dans (H∗∗,τG).
Proposition 4.1.5 La topologie τG sur H∗∗ est e´quivalente a` la topologie ge´ome´-
trique.
Afin de mieux appre´hender la signification ge´ome´trique de cette convergence,
remarquons que la boule centre´e en x0, de rayon R dans M est l’image par piM de
la boule de centre z0 et de rayon R, et que par e´quivariance, f passe au quotient en
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une application φ de´finie sur B(x0,R) ⊂M , a` valeurs dans N , qui est k-bilipschitz,
ou` k ne de´pend que de ε, et k(ε)−→1+ quand ε −→ 0. L’application φ envoie x0 sur
y0 et b ((pre`s)) de c, dans un sens fort.
Remarquons de plus que l’on peut montrer que si f est une application lisse sur
un voisinage de B = B(z0,R), telle que f(z0) = z0 et D(f,Id)B < ε, alors pour ε
suffisament petit f−1 est bien de´finie et lisse sur un voisinage de B′ = B(z0,R′), et
D(f−1,Id)B′ < ε
′, pour ε′,R′ ne de´pendant que de R et ε, et ve´rifiant R′ −→ R et
ε′ −→ 0, quand ε −→ 0.
On peut utiliser f et f−1 pour montrer qu’il existe R > 0, tel que B(x0,R) ⊂M
et B(y0,R) ⊂ N sont (k,0)-quasi-isome´triques, avec k qui ne de´pend que de ε, et
k −→ 1+ quand ε −→ 0.
Cela permet d’introduire une de´finition (a` priori plus faible) d’une topologie sur
H∗∗. Il s’ave`re (cf. [CEG]) que la topologie obtenue est encore e´quivalente a` la topo-
logie ge´ome´trique. Ainsi on aurait pu adopter une de´finition plus faible. Cependant,
il est important de garder a` l’esprit que ces applications bilipschitziennes, sont en
fait induites par des applications e´quivariantes C∞-proches de l’identite´ sur B(z0,R).
4.1.3 Interpre´tation topologique de la convergence
Nous nous restreignons dans cette partie, au cas des varie´te´s hyperboliques de
volume fini. Nous rappelons le fait ce´le`bre suivant (cf. [Ra]).
Proposition 4.1.6 Une varie´te´ hyperbolique M , est de volume fini, si et seulement
si ∂M est soit vide, soit une re´union de tores.
Nous noterons respectivement F ,F∗,F∗∗, les restrictions deH,H∗,H∗∗, aux varie´-
te´s hyperboliques de volume fini. C’est a` dire, F est l’ensemble des 3–varie´te´s hyper-
boliques de volume fini, F∗ l’ensemble des 3–varie´te´s hyperboliques de volume fini
munies d’un point de base, et F∗∗ l’ensemble des 3–varie´te´s hyperboliques munies
d’un point de base x et d’un repe`re orthonormal de leur espace tangent en x. On
munit ces ensembles des topologies induites par H,H∗,H∗∗.
Si M est une 3–varie´te´ hyperbolique comple`te, on peut fixer un repe`re, de fac¸on
a` ce que M = Λ(Γ) avec les notations de la proposition 4.1.3. Rappelons que pour
ε > 0 donne´, on de´finit la partie e´paisse de M , note´e M[ε,∞], comme l’image par
piM de {x ∈ H3 | ∀ γ ∈ Γ,d(x,γ.x) ≥ ε}. La partie fine de M , note´e M[0,ε], est le
comple´mentaire de M[ε,∞] dans M . Il existe une constante uniforme (sur l’ensemble
des 3–varie´te´s hyperboliques), µ, appele´e constante de Margulis, telle que si ε < µ,
alors M[0,ε] consiste en un nombre fini de Z ⊕ Z-cusps et de tubes de Margulis (cf.
[Ra]).
Proposition 4.1.7 Soit (Mn,xn) une suite d’e´le´ments de F∗, convergeant vers
(M0,x0) ∈ F∗. Alors pour ε > 0 suffisament petit, et pour n 0, xn ∈Mn[ε,∞]. Soit
un ε > 0 fixe´ ; alors pour n 0, il existe :
– Une suite de re´els strictement positifs, (σn)n, t.q. σn −→ 0.
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– Une suite de re´els, (kn)n, kn > 1, t.q. kn −→ 1.
– Pour tout n, une application kn-bilipschitzienne,
φn : M0[ε,∞] −→Mn
qui ve´rifie les proprie´te´s suivantes :
(i) φn est la restriction d’une application lisse sur un voisinage de M0[ε,∞];
induite par une application e´quivariante C∞ proche de l’identite´.
(ii) fn(x0) = xn.
(iii) Mn[ε+σn,∞] est contenu dans l’inte´rieur de φn(M0[ε,∞]), et φn(M0[ε,∞]) est
contenu dans l’inte´rieur de Mn[ε−σn,∞].
Donne´e M , on peut choisir α(M),avec0 < α(M) < µ, suffisament petit, de fac¸on
a` ce que pour tout ε < α(M), la partie ε-fine de M consiste en un nombre d ≥ 0 de
Z⊕Z-cusps. Ils sont en correspondance bi-univoque avec les composantes (toriques)
de ∂M . En fait, pour ε < α(M), M est home´omorphe a` M[0,ε].
Pour ε suffisament petit, et n suffisament grand, le comple´mentaire de φn(M0[ε,∞])
dans Mn, est contenu dans la partie µ-fine de Mn, qui consiste en des Z ⊕ Z-cusps
et des tubes. Une e´tude topologique et ge´ome´trique simple, permet d’arriver aux
re´sultats suivants :
The´ore`me 4.1.1 Soit (Mn)n une suite de F∗∗,F∗, ou F , convergeant vers M dans
le meˆme espace, ayant k Z⊕Z-cusps. Soit ε > 0 suffisament petit, alors, pour n 0,
la partie ε-e´paisse de Mn est home´omorphe a` M . La suite Mn est partitionne´e en
k+1 sous-suites (e´ventuellement finies), (M
(h)
n )n, pour h = 0 . . . k, ou` M
(h)
n a k−h
Z⊕Z-cusps et h tubes dans sa partie fine. De plus la longueur des ge´ode´siques axiales
des h tubes tend vers 0 quand n tend vers l’infini.
On peut remarquer que la suite (M
(0)
n )n est stationnaire, e´gale a` M . En particu-
lier, les points de F correspondant aux varie´te´s ferme´es, sont isole´s.
Sous une version corollaire, on obtient une interpre´tation topologique de la
convergence ge´ome´trique.
Corollaire 4.1.1 Sous les meˆme hypothe`ses, pour n  0, M (h)n est obtenu par h
obturations de Dehn sur M .
4.1.4 Convergence de repre´sentation
Par de´finition, la suite (Mn)n de F converge vers M ∈ F si il existe une suite
(Mn,xn,bn)n de F∗∗ qui converge vers (M,x0,b0). Si l’on note Γn = Λ−1((Mn,xn,bn))
et Γ = Λ−1(M,x0,b0), alors par de´finition de la convergence ge´ome´trique, la suite
(Γn)n ⊂ PSL(2,C) converge ge´ome´triquement vers Γ ∈ PSL(2,C). On de´sire pre´ci-
ser cette notion de convergence.
Conside´rons une suite (Mn,xn) de F∗ convergeant vers (M,x0). Alors pour n 0,
on a le plongement
ψn : (M,x0) −→ (Mn,xn)
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donne´ par le corollaire 4.1.1, ll n’est bien de´fini, qu’a` homotopie pre`s. On conside`re
l’homomorphisme (bien de´fini),
ψn∗ : pi1(M,x0) −→ pi1(Mn,xn)
Puisque Mn\ψn(M) est constitue´ de tores solides, avec le the´ore`me de Van-Kampen,
ψn∗ est surjectif, et son noyau est normalement engendre´ par les classes des pentes
de chirurgies.
Pour tout n, on a (donne´ bn), la repre´sentation d’holonomie,
pn : pi1(Mn,xn) −→ PSL(2,C)
dont l’image est Γn. On conside`re (donne´ b0), la repre´sentation d’holonomie,
P : pi1(M,x0) −→ PSL(2,C)
dont l’image est Γ. La suite (Γn)n converge ge´ome´triquement vers Γ. On construit
la suite de repre´sentations (non fide`les) (Pn)n,
Pn : pi1(M,x0) −→ PSL(2,C)
en posant Pn = pn ◦ ψn∗.
Proposition 4.1.8 Soit (Mn)n une suite de F , F∗,F∗∗, convergeant vers M . La
suite (Pn)n, converge alge´briquement vers P . C’est a` dire, que pour tout e´le´ment
γ ∈ pi1(M,x0), la suite (Pn(γ))n converge vers P (γ) dans PSL(2,C).
On savait de´ja` que pour γ ∈ pi1(M,x0), il existe une suite (γn)n ou` γn ∈ Γn =
Pn(pi1(m,x0)) qui converge vers P (γ). Cette proposition montre, que la suite (Pn(γ))n
converge vers P (γ).
De´monstration Conside´rons une suite ((Mn,xn,bn))n de F∗∗ convergeant vers
((M,x0,b0)). Fixons un repe`re de H3, et conside´rons les applications de reveˆtement
donne´es par la proposition 4.1.3,
pi : (H3,z0) −→ (M,x0)
pin : (H3,z0) −→ (Mn,xn)
et les repre´sentations d’holonomie associe´es,
P : pi1(M,x0) −→ PSL(2,C)
pn : pi1(Mn,xn) −→ PSL(2,C)
Comme pre´ce´demment, on note Γn = pn(pi1(Mn,xn)), et Γ = P (pi1(M,x0)).
Soit γ ∈ Γ, on pose R > 2d(z0,γ.z0). Soit γ˜ un arc ge´ode´sique de z0 a` γ.z0. Alors
pi(γ˜) est un lacet ferme´ base´ en x0, de classe c dans pi1(M,x0), et γ = P (c). Pour
tout n, il existe une application fn de´finie sur un voisinage de B(z0,R), a` valeur
dans H3, e´quivariante, proche de l’identite´, qui fixe z0. Posons γ˜n = fn(γ˜) ; alors,
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par e´quivariance, pin(γ˜n) est un lacet ferme´ de Mn, base´ en xn. Notons cn sa classe
dans pi1(Mn,xn), et γn = pn(cn). Alors, on ve´rifie sur un voisinage de z0,
fn ◦ γ = γn ◦ fn
et puisque fn −→ Id; γn −→ γ sur B(z0,R) pour la topologie C∞, et donc, avec la
proposition 4.1.4, γn −→ γ pour la topologie usuelle de PSL(2,C).
Pour ε > 0 donne´, il existe R assez grand, tel que pi(B(z0,R)) ⊃M[ε,∞]. On prend
ε suffisament petit pour que, M[ε,∞] soit home´omorphe a` M . Avec le notations du
paragraphe pre´ce´dent, on a un plongement (bilipschitzien), ψn de M[ε,∞] dans Mn,
induit par fn. Ainsi le lacet ψn(pi(γ˜)) est bien de´fini, et il s’agit en fait du lacet
pin(γ˜n). Remarquons que cn = ψn∗(c), et qu’alors Pn(c) = pn ◦ ψn∗(c) = γn converge
vers P (c) = γ. 
4.1.5 The´ore`me de chirurgie hyperbolique de Thurston
Dans la section pre´ce´dente, nous avons de´duit des conditions ne´cessaires, pour
qu’une suite de varie´te´s hyperboliques de volume fini converge, mais nous ne nous
sommes pas assure´ de leur existence. Pour cela`, nous disposons du the´ore`me de
chirurgie de Thurston.
Rappelons que pour des entiers naturels, on note p∧q = 1 si, soit p et q sont non
nuls, et premiers entre eux, soit l’un est nul, et l’autre est e´gal a` ±1. Soit M une
3-varie´te´ a` bord non vide, et T ⊂ ∂M un tore. Une fois fixe´e une base de pi1(T ), la
classe d’home´omorphisme de la varie´te´ obtenue par obturation de Dehn sur T , ne
de´pend que des coefficients (p,q) de chirurgie ou pente de chirurgie), ou` p ∧ q = 1.
Posons que la chirurgie sur T de coefficient ∞ consiste a` retirer la composante au
bord T . Posons D = {(p,q)|p∧ q = 1} et D = D ∪ {∞} ; D peut eˆtre vu comme un
sous-ensemble de S2. En effet D est un sous-ensemble de R × R, et en conside´rant
la compactification de R2 en S2 par projection ste´re´ographique qui envoie le poˆle
nord sur ∞, D se plonge dans S2. Remarquons, qu’avec la topologie usuelle de S2,
si U est un voisinage de ∞, alors tous les points de D, a` l’exception d’un nombre
fini, sont dans U . On munit D de la topologie induite.
Si M a q composantes toriques au bord, T1, . . . ,Tq, une obturation de Dehn (au
sens large) sur T1, . . . ,Tq, est de´termine´e par un e´le´ment de Dq = D × · · · ×D. On
munit cet espace de la topologie produit.
The´ore`me 4.1.2 Soit M une varie´te´ hyperbolique de volume fini, ayant k compo-
santes (toriques) au bord, k ≥ 1. Il existe un voisinage U de (∞, . . . ,∞) dans Dk,
tel que si (d1, . . . ,dk) ∈ U , alors M(d1,... ,dk) est hyperbolique de volume fini. De plus
l’ensemble de toutes les 3-varie´te´s hyperboliques obtenues de cette fac¸on, contient
des sous-suites non triviales convergeant vers M .
Remarques : – Par une suite non triviale, nous entendons une suite qui n’est pas
stationnaire au bout d’un certain rang.
– La premie`re partie de ce re´sultat est souvent re´sume´e sous la forme ((presque
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toutes)) les 3-varie´te´s obtenues par chirurgie sur une varie´te´ hyperbolique sont hy-
perboliques. Mais attention au sens de ((presque toutes)). Si M n’a qu’une compo-
sante au bord (le comple´ment d’un noeud dans une varie´te´ ferme´e), alors ((presque
toutes)) signifie ((toutes sauf un nombre fini)) ; mais si M a plusieurs composantes, le
comple´mentaire de U peut eˆtre de cardinalite´ infinie.
Corollaire 4.1.2 Soit M une 3-varie´te´ hyperbolique de volume fini, a` bord non vide.
Il existe une suite non triviale (Mn)n∈N de varie´te´s hyperboliques ferme´es convergeant
vers M , ve´rifiant les proprie´te´s suivantes :
– Pour tout n ∈ N, Mn s’obtient par obturation de Dehn sur M .
– Si T est un composante de ∂M , li,lj les pentes respectives sur T pour Mi,Mj,
alors si i 6= j, li 6= lj.
Remarque : Si M est ferme´e, toute suite (Mn)n, convergeant vers M est station-
naire au bout d’un certain rang.
De´monstration Nous commenc¸ons par montrer l’existence d’une suite de varie´te´s
hyperboliques ferme´es, obtenues par obturation de Dehn sur M , convergeant vers
M . Nous proce´dons par re´currence sur le nombre k de composantes au bord de M .
Si k = 1, le the´ore`me de chirurgie hyperbolique fournit une suite (Mn)n conver-
geant vers M . La sous-suite (Mn)
(0)
n (avec les notations du the´ore`me 4.1.1) est sta-
tionnaire, or, puisque (Mn)n est non triviale, la suite (M
(1)
n )n est infinie, c’est donc
une suite extraite et donc elle converge vers M .
Supposons que la proprie´te´ soit vraie jusqu’au rang k. Soit M ∈ F ayant k +
1 composantes au bord, et (Mn)n une suite de F convergeant vers M . Comme
pre´ce´demment, en conside´rant une suite extraite, on peut supposer que (M
(0)
n )n est
vide. Soit (Mφn)n la sous-suite de (Mn)n constitue´e des e´le´ments Mn non ferme´s.
Par hypothe`se de re´currence, pour chaque n, Mφn est la limite d’une suite de
varie´te´s ferme´es de F , (F np )p.
En remplac¸ant dans (Mn)n, pour tout n, Mφn par un F
n
p suffisament proche, il est
aise´ de construire (abstraitement), une suite de varie´te´s ferme´es de F , convergeant
vers M .
Soit maintenant T une composante au bord de M . On note ln la pente de chi-
rurgie sur T pour Mn. Donne´e une pente l de T , il existe un nombre fini de pentes
ln e´gales a` l. En effet supposons le contraire, alors il existe une suite extraite Mσ(n),
dont toutes les pentes de chirurgie sur T sont e´gales a` l. On fixe [l], la classe de l
dans pi1(M). Avec les notations de la proposition 4.1.8, la suite Pσ(n)([l]) converge
vers P ([l]) dans PSL(2,C). Or, par de´finition d’une obturation de Dehn, pour tout
n Pσ(n)([l]) = 1 dans PSL(2,C), ainsi P ([l]) = 1 dans PSL(2,C). Alors, puisque P
est une repre´sentation fide`le, [l] = 1 dans pi1(M), ce qui est impossible puisque T
est incompressible.
Nous allons maintenant construire une suite extraite de Mn, ve´rifant pour T fixe´
les conclusions du corollaire. Soit p ≥ 1, tel que toutes les pentes l1, . . . ,lp sur T
soient distinctes. Avec ce qui pre´ce`de, il existe µ tel que pour tout n ≥ µ, ln est
distinct de l1, . . . ,lp. Posons N1 = M1, . . . ,Np = Mp, Np+1 = Mµ. En re´pe´tant ce
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proce´de´ on montre l’existence d’une suite extraite ve´rifiant pour T fixe´, les conclu-
sions du corollaire. On proce`de de la meˆme fac¸on pour toutes les composantes au
bord de M , et on obtient ainsi la suite extraite de´sire´e. 
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4.2 Algorithmes dans un groupe δ-hyperbolique
4.2.1 De´finition d’un groupe hyperbolique au sens de Gro-
mov
Nous commenc¸ons par de´finir la notion de groupe hyperbolique selon Gromov (cf.
[Gr], [CDP], [GdlH], [GHVS]). Pour cela nous e´quipons un groupe arbitraire d’une
me´trique, appele´e me´trique du mot. Cette me´trique de´pend d’une famille ge´ne´ratrice
du groupe. Ne´anmoins, pour des groupes de type fini, nous verrons que la proprie´te´
d’hyperbolicite´ ne de´pend pas d’une famille ge´ne´ratrice finie. Pour cette raison, nous
nous restreindrons dans la suite a` des groupes de type fini.
Il existe de multiples fac¸on e´quivalentes de de´finir la notion de groupe hyper-
bolique. Initialement, M.Gromov de´finit sa notion d’hyperbolicite´ pour un espace
me´trique quelconque, en introduisant un produit (appele´ depuis produit de Gro-
mov). Il dit alors qu’un groupe est hyperbolique, si muni de la me´trique du mot,
il est hyperbolique en tant qu’espace me´trique. Il ge´ne´ralise ainsi le cas du groupe
fondamental d’une varie´te´ riemanienne compacte de courbure strictement ne´gative.
Nous avons choisi d’utiliser la caracte´risation de l’hyperbolicite´ dans un espace
ge´ode´sique, par des ((triangles fins)). Nous devons de`s lors, pour de´finir l’hyperboli-
cite´ d’un groupe, le plonger isome´triquement dans un espace me´trique ge´ode´sique.
Nous introduisons pour cela la notion de graphe de Cayley d’un groupe. C’est un
espace ge´ode´sique propre, sur lequel le groupe agit par isome´trie de fac¸on propre-
ment discontinue et cocompacte.
Soit G un groupe de type fini, et S une famille ge´ne´ratrice finie pour G. On
de´finit une distance sur G, appele´e me´trique du mot, de la manie`re suivante :
Soit ω un mot sur S, i.e. ω ≡ a1 · · · ai · · · an, avec pour tout i = 1 · · ·n, ai ∈
S ∪S−1, nous notons lgrS(ω), la longueur de ω en tant que mot, c’est a` dire l’entier
n.
Soit g un e´le´ment de G. On de´finit l’entier |g| par,
|g| = inf{lgrS(ω)|ω est un mot repre´sentant g}
Remarquons que puisque l’on conside`re la borne infe´rieure d’un sous-ensemble non
vide de N, cette borne est atteinte, c’est a` dire qu’il existe un mot ω de longueur |g|,
repre´sentant g (il n’est en ge´ne´ral pas unique). Nous de´finissons alors une distance
sur G, en posant pour tout g1,g2 ∈ G,
dS(g1,g2) = |g−11 g2|
Il est trivial de ve´rifier les axiomes de syme´trie, de se´paration, et l’ine´galite´ trian-
gulaire. Il faut remarquer que cette de´finition de´pend d’une famille ge´ne´ratrice.
Lorsqu’une famille ge´ne´ratrice S sera suppose´ fixe´e, nous aurons coutume de
noter lgr et d au lieu de lgrS et dS. Nous commettrons aussi l’abus de langage
consistant a` noter |ω| pour un mot ω. Plus ge´ne´ralement, donne´ un mot, nous le
confondrons souvent avec l’e´le´ment qu’il repre´sente dans le groupe.
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Soit G un groupe muni d’une famille ge´ne´ratrice finie. On de´finit un graphe
oriente´, localement fini, appele´ le graphe de Cayley, note´ Γ(G,S) de la fac¸on
suivante :
– Les sommets de Γ(G,S) sont en bijection avec les e´le´ments de G. Si g ∈ G, on
note g le sommet de Γ(G,S) lui correspondant.
– Il existe une areˆte ayant pour origine g1 et pour extre´mite´ g2, lorsque il existe
s ∈ S ∪ S−1 tel que g2 = g1.s dans G. On munit alors cette areˆte du label s.
Trivialement, si une areˆte α est labelle´e par s, son areˆte oppose´e −α sera labelle´e
par s−1.
Etant donne´ deux sommets g1,g2, un chemin de g1 a` g2 est une suite fini d’areˆtes
α1, . . . ,αn, telle que g1 est l’origine de α1, g2 est l’extre´mite´ de αn, et pour tout i =
1, . . . ,n−1, l’extre´mite´ de αi est l’origine de αi+1. Un chemin est alors naturellement
muni d’un label. C’est le mot ω sur S obtenu par concate´nation des labels des areˆtes
α1, . . . ,αn, i.e. ω ≡ s1 · · · si · · · sn, ou` si est le label de αi. On a alors dans G la
relation g2 = g1ω. Il faut remarquer que donne´ un sommet, l’ensemble des chemins
ayant pour origine ce sommet est en bijection avec l’ensemble des mots sur S.
Un chemin bi-infini, est une suite (αn)n∈Z d’areˆtes, telle que pour tout i ∈ Z,
l’extre´mite´ de αi est l’origine de αi+1.
On munit Γ(G,S) d’une me´trique simpliciale, en imposant que la longueur d’une
areˆte soit e´gale a` 1. Cela fait de Γ(G,S) un espace me´trique ge´ode´sique propre. Avec
cette me´trique, l’ensemble des sommets muni de la me´trique induite, est naturelle-
ment isome´trique a` (G,dS). Si un chemin ayant pour label ω est une ge´ode´sique, on
dira que ω est un mot ge´ode´sique.
Soit g ∈ G. Si h est un sommet, on de´finit g.h comme le sommet gh, et si α est
l’areˆte de label s, entre h1 et h2, g.α est l’areˆte de label s entre g.h1 et g.h2. On
de´finit ainsi une action G×Γ(G,S) −→ Γ(G,S). Cette action se fait par isome´trie. Si
l’on conside`re un chemin C, son image sous l’action de g ∈ G est encore un chemin,
que l’on note g.C. Si C est un chemin de g1 a` g2, alors g.C va de gg1 a` gg2 et a meˆme
label que C.
Le graphe de Cayley d’un groupe peut aussi se de´finir de manie`re plus concre`te.
Soit G un groupe admettant la pre´sentation finie < S | R >. Il existe une fac¸on stan-
dard de construire un 2-complexe simplicial fini, ayant un sommet, une areˆte pour
chaque e´le´ment de S, et pour groupe fondamental G. Conside´rons son reveˆtement
universel K˜, et fixons un point de base. Alors le 1-squelette K1 de K˜ est naturel-
lement isomorphe au graphe de Cayley Γ(G,S). L’action pre´ce´demment de´finie, est
la restriction sur K1 de l’action de G sur K˜ comme groupe d’automorphisme du
reveˆtement. Il est alors clair que G agit de fac¸on libre et proprement discontinue sur
Γ(G,S). L’action est cocompacte, car l’espace quotient est le 1-squelette de K.
Nous en arrivons maintenant a` la de´finition de l’hyperbolicite´ selon Gromov.
Soit E un espace me´trique ge´ode´sique. Nous appelons triangle ge´ode´sique [x,y,z], la
donne´e de 3 points distincts x,y,z de E, et de ge´ode´siques les reliant deux a` deux,
[x,y],[y,z],[x,z] (elles ne sont en ge´ne´ral pas uniques).
Etant donne´ un triangle ge´ode´sique [x,y,z] de E, on peut toujours le plonger
isome´triquement dans un triangle [A,B,C] de l’espace euclidien 2-dimensionnel. Ap-
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pelons Ψ l’isome´trie Ψ : [x,y,z] −→ [A,B,C], telle que Ψ(x) = A,Ψ(y) = B,Ψ(z) =
C.
Fig. 4.1 – Le tripoˆde ∆ et l’application Θ ◦Ψ.
Notons I le centre du cercle inscrit dans [A,B,C], et a,b,c ses points de contact
(voir la figure 5.1). Conside´rons le tripoˆde ∆ constitue´ des segments [A,I],[B,I],
[C,I]. On construit l’application continue Θ de [A,B,C] dans ∆ de la fac¸on sui-
vante : la restriction de Θ sur [A,c] est l’unique application affine qui pre´serve A, et
qui envoie c sur I. De la meˆme fac¸on, la restriction de Θ sur [A,b] est l’application
affine qui pre´serve A et envoie b sur I. On de´finit de fac¸on similaire Θ sur [C,b],[C,a],
[B,a], [B,c]. Ceci de´finit Θ sur [x,y,z]. Remarquons que Θ est bijective sur A,B,C,
la pre´-image de I est {a,b,c}, et que tout autre point admet deux pre´-images. On
construit ainsi l’application Θ ◦Ψ de [x,y,z], qui est unique, a` composition par une
isome´trie du plan, pre`s. Soit δ ∈ R+. Nous dirons que E est δ-hyperbolique, si
pour tout triangle ge´ode´sique, et pour tout point m ∈ ∆ (ou` ∆ est obtenu par cette
construction), le diame`tre de (Θ ◦ Ψ)−1(m) dans E est majore´ par δ. Nous dirons
que E est hyperbolique si il existe δ ∈ R+, tel que E soit δ-hyperbolique.
Un groupe de type fini G, muni d’une famille ge´ne´ratrice S sera dit δ-hyperboli-
que, si son graphe de Cayley Γ(G,S) est δ-hyperbolique. Cette de´finition de´pend
du choix de S. Ne´anmoins, si S ′ est une autre famille ge´ne´ratrice finie pour G, et
si Γ(G,S) est δ-hyperbolique, alors Γ(G,S ′) est δ′-hyperbolique pour un certain δ′.
Nous dirons qu’un groupe est hyperbolique si pour une (toute) famille ge´ne´ratrice
S finie, il existe un re´el positif δ tel que Γ(G,S) soit δ-hyperbolique. Ainsi eˆtre hy-
perbolique ne de´pend pas du choix d’une famille ge´ne´ratrice finie.
Conside´rons un groupe δ-hyperbolique G, et Γ(G,S) son graphe de Cayley pour
cette famille ge´ne´ratrice. Soit [x,y,z] un triangle ge´ode´sique dans Γ(G,S). Soit ∆ le
tripoˆde, et l’application Θ ◦ Ψ, comme de´finis plus haut. Par de´finition, si u,v sont
deux sommets dans [x,y,z], ayant meˆme image par Θ ◦ Ψ, alors ils sont relie´s dans
Γ(G,S) par un chemin de longueur au plus δ. La donne´e d’un chemin ge´ode´sique
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Fig. 4.2 – Foliation d’un triangle ge´ode´sique dans le graphe de Cayley.
pour tout couple de sommet de [x,y,z] ayant meˆme image par Θ ◦ Ψ, s’appelle une
foliation de [x,y,z].
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4.2.2 Premie`res proprie´te´s
Nous avons de´fini dans la section pre´ce´dente, les groupes hyperboliques. Nous ne
rappelerons pas leurs proprie´te´s e´le´mentaires. Concernant leur e´tude, et toutes les
proprie´te´s utilise´es dans cette section, nous renvoyons l’inte´re´sse´ aux ouvrages de
re´fe´rences [CDP], [GdlH]. Nous citons ne´anmoins le re´sultat suivant, qui sera utilise´
tout au long de cette section.
Proposition 4.2.1 Dans un groupe hyperbolique, les proble`mes du mot et de la
conjugaison sont re´solubles.
Rappelons maintenant la de´finition d’une quasi-ge´ode´sique. Soit c un chemin
(fini ou infini) dans le graphe de Cayley. Soient des re´els λ ≥ 1, ε ≥ 0. Nous dirons
que c est une (λ,ε)-quasige´ode´sique, si pour tout sous-chemin c′ de c, si u est le
label de c′, alors,
lgr(u) ≤ λ|u|+ ε
Un chemin sera dit quasige´ode´sique si c’est une (λ,ε)-quasige´ode´sique, pour λ ≥
1,ε ≥ 0. Nous appelerons quasige´ode´sique infinie, un chemin bi-infini, qui est une
quasige´ode´sique.
Nous commencerons par de´montrer la proprie´te´ alge´brique majeure des groupes
hyperboliques. Elle nous sera utile tout au long de cette section.
Proposition 4.2.2 Soit G un groupe hyperbolique et h ∈ G un e´le´ment sans tor-
sion. Supposons qu’il existe a ∈ G et p,q ∈ Z, tels que
hq = ahpa−1 dans G
Alors p = ±q. De plus, < a >G est une extension finie d’un sous-groupe de
< h >G.
De´monstration Montrons tout d’abord, que pour tout n ∈ Z, hqn = anhpna−n.
anhp
n
a−n = an−1(aha−1)p
n
a1−n
= an−1(ahpa−1)p
n−1
a1−n
= an−1hq×p
n−1
a1−n
= an−2(ahpa−1)q×p
n−2
a2−n
= an−2hq
2×pn−2a2−n
= · · ·
= an−k(ahpa−1)q
k−1×pn−kak−n
= an−khq
k×pn−kak−n
= · · ·
= ahq
n−1×pa−1
= (ahpa−1)q
n−1
= hq
n
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On se place maintenant dans le graphe de Cayley Γ(G,S), pour S une famille
ge´ne´ratrice. On suppose que pour cette famille G est δ-hyperbolique.
Notons [1,h], un chemin ge´ode´sique entre 1 et h, et conside´rons le chemin infiniH
de´fini par H = ⋃n∈Z hn.[1,h]. Remarquons que les sommets hn sont dans H. Puisque
h est sans torsion, avec le lemme 10.6.5 de [CDP], H est une (λ,ε)-quasige´ode´sique,
avec λ,ε ne de´pendant que de h. Ainsi H admet deux points limites h− et h+, et si
nous notons [h−,h+] une ge´ode´sique de h− a` h+, alors [h−,h+] est dans le K-voisinage
de H, avec K ne de´pendant que de λ,ε et δ (the´ore`me 3.3.1 de [CDP]).
Pour n ∈ Z, conside´rons Hn = an.H, image de H sous l’action de an ∈ G.
Puisque G agit par isome´trie,Hn est une (λ,ε)-quasige´ode´sique, pour tout n. Puisque
hp
n
= anhq
n
a−n dans G, les quasi-ge´ode´siques H et Hn restent a` une distance borne´e
(de´pendant de p,q,n,|a|,|h|). Avec le corollaire 2.1.3 de [CDP],Hn a alors pour points
limites h− et h+, et avec le the´ore`me 3.3.1 de [CDP], pour tout n, [h−,h+] est dans
le K-voisinage de Hn.
Conside´rons un point x de [h−,h+]. Pour tout n ∈ Z, il existe un chemin de x a`
un point de Hn, de longueur au plus K ; et donc pour tout n, il existe un entier i, et
un chemin de x a` anhi, de longueur au plus K + |h|. Ainsi la boule ferme´e centre´e
en x de rayon K + |h|, contient pour tout entier n, un sommet de la forme anhi,
pour un certain i ∈ Z. Puisque le graphe est localement fini, une boule contient un
nombre fini de sommets. Ainsi, il existe n,m,i,j, avec n 6= m, tels que anhi = amhj
dans G. Et donc, il existe r ∈ Z∗,s ∈ Z, tels que
ar = hs
Il est alors clair que < hs >G est un sous-groupe d’indice fini de < a >G. De
plus, ar et h commutent, et donc,
hp
r
= arhp
r
a−r = hq
r
ce qui, puisque h est sans torsion, n’est possible que si p = ±q. 
Remarques : – On obtient alors le corollaire suivant : un groupe hyperbolique ne
peut pas contenir Z ⊕ Z, et plus ge´ne´ralement, aucun groupe de Baumslag-Solitar
< a,b | abpa−1 = bq >, pour p,q ∈ Z (si p = ±q on peut facilement montrer — en
utilisant par exemple la structure d’extension HNN — que l’on n’a pas an = bm
pour n,m ∈ Z).
– On peut montrer sur le meˆme mode`le que l’ensemble C des e´le´ments de G qui
pre´servent l’ensemble {h−,h+} est une extension finie de < h >. En particulier, le
centralisateur d’un e´le´ment h sans torsion, contient le sous-groupe cyclique infini
engendre´ par h comme sous-groupe d’indice fini.
4.2.3 Les algorithmes
L’argument utilise´ dans la de´monstration de la proposition 4.2.2, pour montrer
que [h−,h+] est dans le K-voisinage de Hn (les deux premiers paragraphes du se-
cond argument) sera re´current tout au long de cette section. Il nous permettra de
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de´terminer des bornes sur la longueur d’e´le´ments ve´rifiant les relations alge´briques
e´tudie´es. Ces bornes seront calculables, et ne de´pendront que de grandeurs lie´es au
groupe, et de parame`tres de quasige´ode´sicite´. Le proble`me qui se pose est alors le
suivant : si h est un e´le´ment sans torsion de G hyperbolique, alors le chemin bi-
infini H = ⋃n∈Z hn.[1,h] est une quasige´ode´sique. Peut-on, donne´ un mot sur les
ge´ne´rateurs repre´sentant h, de´terminer algorithmiquement les parame`tres λ,ε de
quasige´ode´site´ de H?
Fig. 4.3 – La (λ,ε)-quasi-ge´ode´sique H. Elle admet deux points limites h−,h+ dans
∂Γ(G,S), et reste a` distance de Hausdorff au plus k de toute ge´ode´sique [h−,h+], ou`
k ne de´pend que de δ,λ,ε.
L’approche que nous emploierons sera inverse. Donne´ un e´le´ment h sans torsion,
nous le transformerons en un e´le´ment h′ sans torsion tel que
⋃
n∈Z(h
′)n.[1,h′] soit
une (λ,ε)-quasige´ode´sique pour λ,ε connus, et tel que h ve´rifie une proprie´te´ P
recherche´e, si et seulement si h′ ve´rifie une proprie´te´ P ′ analogue. Nous introduirons
pour cela la notion de mot C-re´duit.
De´finition Conside´rons un groupe G, δ-hyperbolique pour une famille ge´ne´ratrice
finie, S donne´e. Soit C > 0 une constante. Un mot sur S, ω sera dit C-re´duit, si
lgr(ω) > C, et si ω et tous ses conjugue´s cycliques sont des mots ge´ode´siques.
Proposition 4.2.3 Soit G un groupe muni de la famille ge´ne´ratrice finie S, de
fac¸on a` ce que (G,dS) soit δ-hyperbolique. Il existe des constantes calculables, C > 0,
λ ≥ 1, ε ≥ 0, telles que si ω est un mot C-re´duit sur S, alors le chemin infini W =⋃
n∈Z ω
n.[1,ω] de Γ(G,S) est une (λ,ε)-quasi-ge´ode´sique (en particulier, ω repre´sente
un e´le´ment sans torsion de G).
De´monstration Si ω est C-re´duit, alors le chemin infini W = ⋃n∈Z ωn.[1,ω] est
une (1,0,C)-quasi-ge´ode´sique locale (cf. [CDP]). Avec le the´ore`me III.1.4 de [CDP]
(quasi-ge´ode´site´ locale implique quasi-ge´ode´site´ globale), il existe C > 0, λ ≥ 1 et
ε ≥ 0, tels que toute (1,0,C)-quasi-ge´ode´sique locale soit une (λ,ε)-quasi-ge´ode´sique.

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Conside´rons un groupe G, δ-hyperbolique, muni de la famille ge´ne´ratrice finie
S. Fixons durant la fin de cette section, la constante C provenant de la proposition
pre´ce´dente. Nous de´crivons maintenant la proce´dure permettant donne´ un mot sur
S repre´sentant un e´le´ment h sans torsion de G, de lui associer un mot C-re´duit
repre´sentant un conjugue´ d’une puissance de h.
Proce´dure de C-re´duction : Conside´rons un mot ω sur S, repre´sentant un e´le´ment
sans torsion h ∈ G. La proce´dure de C-re´duction permet de de´terminer un mot a
sur S, un entier non nul n, et un mot C-re´duit h1, tels que h1 = ah
na−1 dans G.
Etape 1 : Avec l’algorithme du mot, on peut supposer que ω est un mot ge´ode´sique.
Supposons maintenant qu’un conjugue´ cyclique de ω ne soit pas ge´ode´sique. Par
exemple ω ≡ ωiωt et il existe un mot ge´ode´sique ω1, tel que
ωtωi = ω1 dans G
et
lgr(ω1) < lgr(ωtωi) = lgr(ωt) + lgr(ωi) = lgr(ω)
On peut utiliser l’algorithme du mot pour de´cider si le mot ωtωi est ou non ge´ode´si-
que, et le cas e´che´ant de´terminer ω1. On conside`re de`s lors le mot ω1, il repre´sente
dans G le conjugue´ de ω par ω−1i . On applique alors cette proce´dure a` ω1, pour ob-
tenir ω2, et ainsi de suite. Puisque la longueur des mots diminue strictement, cette
proce´dure s’arreˆte, et on obtient un mot ω0 non vide, et un mot α, tels que tous les
conjugue´s cycliques de ω0 soient ge´ode´siques, et tels que α conjugue ω en ω0 dans
G. Si ω0 est de longueur au moins C, la proce´dure s’arreˆte et on pose h1 ≡ ω0, sinon
on applique l’e´tape 2 a` w0.
Etape 2 : Si ω est un mot de longueur infe´rieure a` C, alors on conside`re un entier
n, tel que le mot ωn soit de longueur au moins C. On applique alors l’e´tape 1 a` ωn.
Montrons que si h est d’ordre infini la proce´dure s’arreˆte. Si ce n’est pas le cas,
alors il existe une suite strictement croissante d’entiers positifs (un), telle que pour
tout entier n > 0, il existe un conjugue´ de hun qui s’e´crit comme un mot de longueur
infe´rieure a` C. Puisque dans (G,dS), la boule centre´e en 1, de rayon C contient un
nombre fini d’e´le´ments, il existe une suite extraite (uϕ(n))n (strictement croissante),
telle que pour tout n1,n2 ∈ N∗, huϕ(n1) ∼ huϕ(n2) . Avec la proposition 4.2.2, ceci n’est
possible que si h est de torsion. On en de´duit imme´diatement le re´sultat suivant.
Proposition 4.2.4 (De´terminer la torsion) Soit G un groupe muni d’une fa-
mille ge´ne´ratrice finie S, telle que (G,dS) soit δ-hyperbolique. Il existe une proce´dure
qui, donne´ un mot sur les ge´ne´rateurs de´cide s’il repre´sente un e´le´ment de torsion
dans G.
De´monstration D’une part on e´nume`re les entiers n ∈ N, et pour chacun on uti-
lise l’algorithme du mot pour de´cider si hn = 1 dans G. D’autre part on applique la
proce´dure de C-re´duction a` h. Au bout d’un temps fini, l’un des proce´de´s s’arreˆtera
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et nous fournira une re´ponse. 
Dans le cas ou` nous traiterons avec deux constantes h,h′, nous aurons besoin de
raffiner la proce´dure de C-re´duction.
Proce´dure de C-re´ductions jumele´es : Si l’on conside`re deux mots h,h′ repre´-
sentant des e´le´ments sans torsion de S, et qu’on leur applique la proce´dure de C-
re´duction, on obtient deux mots h1,h
′
1 et deux entiers n,m, tels que dans G, h1 soit
conjugue´ a` hn, et h′1 soit conjugue´ a` h
′m. Dans le cas de deux e´le´ments, cette dernie`re
approche s’ave`re eˆtre souvent insuffisante pour de´duire d’une relation alge´brique por-
tant sur h et h′, une relation portant sur h1,h′1. Aussi, nous modifions la proce´dure
de fac¸on a` obtenir h1,h
′
1 et N ∈ N∗, tels que h1,h′1 soient les conjugue´s respectifs de
hN ,h′N . Pour cela` nous re´duisons h et h′ simultane´ment, de la fac¸on suivante :
Etape 1 : On applique l’e´tape 1 de la proce´dure de C-re´duction a` h et h′. Si l’on
obtient h1,h
′
1 tous deux de longueur au moins C, alors la proce´dure s’arreˆte. Sinon
on passe a` l’e´tape 2.
Etape 2 : On y de´termine N ∈ N∗, tel que lgr(hN) et lgr(h′N) soit au moins C. On
reprend alors la proce´dure a` l’e´tape 1.
Si h et h′ sont sans torsion, le meˆme argument que dans de le cas de la C-
re´duction, permet de montrer que cette proce´dure s’arreˆte.
Maintenant que nous avons de´fini, les notions d’e´le´ment C-re´duit, et de proce´dure
de C-re´duction, nous allons donner des solutions aux proble`mes algorithmiques qui
nous inte´ressent, dans un groupe hyperbolique. Nous utiliserons de fac¸on syste´ma-
tique, les solutions aux proble`mes du mot et de la conjugaison, combine´ a` l’argument
e´voque´ au de´but de cette section (il utilise les proprie´te´s de stabilite´ des quasi-
ge´ode´siques dans un espace hyperbolique). Rappelons que notre objectif, est de
re´soudre les algorithmes de de´termination des 2-cosets, et des classes pe´riphe´rales
dans Γ, groupe d’une varie´te´ hyperbolique de volume fini. Pour cela nous aurons
besoin de de´terminer un (nombre fini de) groupe Γ1, quotient de Γ, qui soit δ-
hyperbolique, et soit ((acceptable)), dans un sens que nous expliquerons plus tard.
Les algorithmes de cette section, sont scinde´s en deux classes. la premie`re, constitue´e
de la proposition 4.2.4, et des corollaires 4.2.2, 4.2.4, 4.2.5, sert a` de´terminer si Γ1 est
((acceptable)). La deuxie`me classe, constitue´e des corollaires 4.2.1, 4.2.3, sert a` donner
une solution aux algorithmes dans Γ1, obtenus comme l’((image)) des algorithmes
conside´re´s dans Γ. Nous verrons a` la fin de ce chapitre, comment une solution dans
(deux tels) Γ1 peut nous permettre de de´terminer une solution dans Γ.
Rappelons, que durant toute cette section, nous conside´rons un groupe G muni
d’une famille ge´ne´ratrice finie S, avec (G,dS) δ-hyperbolique, et nous fixons les
constantes C,λ,ε, provenant de la proposition 4.2.3.
Proposition 4.2.5 Soit G un groupe δ-hyperbolique, muni de la famille ge´ne´ratrice
finie, S. Soient δ ≥ 1, ε ≥ 0, et C comme dans la proposition 4.2.3. Soient h et
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ω deux mots sur S, C-re´duits. Si ω est conjugue´ dans G a` hn, alors il existe une
constante calculable L = L(δ,ε,λ,|ω|,|h|), tel que n ≤ L.
De´monstration On se place dans le graphe de Cayley. On note [1,h] le chemin
ge´ode´sique de label h, et H le chemin bi-infini :
H =
⋃
n∈Z
hn.[1,h]
Puisque h est C-re´duit, avec la proposition 4.2.3, H est une (λ,ε)-quasige´ode´sique
de Γ(G,S). Avec le the´ore`me III.3.1 de [CDP], (the´ore`me de stabilite´ des quasi-
ge´ode´siques de longueur infinie), H a exactement deux points d’accumulation, h−
et h+ dans ∂Γ(G,S), et il existe une constante calculable k, ne de´pendant que de
δ,λ,ε, telle que H est dans un k-voisinage de toute ge´ode´sique joignant h− a` h+, et
inversement, toute ge´ode´sique joignant h− a` h+ est dans le k-voisinage de H.
Notons [1,ω], le chemin ge´ode´sique de label ω. Supposons que hn = uωu−1 dans
G. Puisque ω est C-re´duit, et queG agit par isome´trie sur Γ(G,S), le chemin bi-infini,
W = u.(
⋃
n∈Z
ωn.[1,ω])
est une (λ,ε)-quasi-ge´ode´sique, et a donc deux points d’accumulation dans ∂Γ(G,S).
Maintenant, puisque hn = uωu−1, H et W restent a` distance de Hausdorf borne´e.
Avec le corollaire II.1.3 de [CDP],W a donc h− et h+ comme points d’accumulation.
Conside´rons maintenant, [h−,h+], une ge´ode´sique reliant h− et h+. Avec ce qui
pre´ce`de, H est dans le k-voisinage de [h−,h+] qui est elle-meˆme dans le k-voisinage
de W . Ainsi il existe un chemin reliant 1 a` un point de W , de longueur infe´rieure
Fig. 4.4 –
a` 2k (cf. figure 5.4). Notons v le label de ce chemin. Alors, il existe p ∈ Z, tel que
dans G,
v = uωpωi
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ou` ωi est un sous-mot initial de ω, i.e. ω ≡ ωi.ωt. Ainsi, u = vω−1i ω−p, et puisque
hn = uωu−1,
hn = vω−1i ω
pωω−pωiv−1
= (vω−1i )ω(vω
−1
i )
−1
= v′ωv′−1
On obtient donc un e´le´ment v′ = vω−1i de longueur majore´e par 2k + |w|, qui
conjugue ω en hn. Maintenant, puisque H est une (λ,ε)-quasi-ge´ode´sique,
lgr(hn) ≤ λ|hn|+ ε
nlgr(h) ≤ λ(4k + 3|ω|) + ε
n ≤ 1
lgr(h)
(λ(4k + 3|ω|) + ε)
et ainsi, n est majore´ par une constante L, ne de´pendant que de δ,λ,ε,|ω|,|h|. 
Corollaire 4.2.1 (De´termination des classes pe´riphe´rales) Soit G un groupe
δ-hyperbolique sur une famille ge´ne´ratrice S, et h ∈ G un e´le´ment d’ordre infini.
Donne´ un e´le´ment ω ∈ G, on peut de´cider si ω est conjugue´ dans G a` un e´le´ment
de < h >. De plus, si c’est le cas, ω est conjugue´ a` au plus deux e´le´ments de < h >.
De´monstration On suppose h et ω donne´s par des mots sur S. On fixe λ ≥ 1
et ε ≥ 0, et C donne´s par la proposition 4.2.3. Si les mots h et ω sont C-re´duits,
alors la proposition 4.2.5 nous donne une borne calculable L, ne de´pendant que de
δ,λ,ε,|ω|,|h|, telle que si ω est conjugue´ a` hn, pour n ∈ Z, alors |n| ≤ L. On utilise
ensuite l’algorithme de la conjugaison pour de´cider si ω est conjugue´ a` hp, pour tout
entier p ve´rifiant −L ≤ p ≤ L. On de´termine ainsi tous les e´le´ments p ∈ Z, tels que
ω soit conjugue´ a` hp (avec la proposition 4.2.2, il y en a au plus deux).
Si h ou ω ne sont pas C-re´duits, alors on leur applique la proce´dure de C-
re´duction jumele´e, d’une part, et d’autre part, on utilise l’algorithme du mot pour
tester si une puissance de ω repre´sente l’identite´ de G. Si ω est de torsion, cet
algorithme finit par le de´terminer, et ω ne peut de´finitivement pas eˆtre conjugue´ a`
une puissance non triviale de h. Sinon, on finit par obtenir les mots h1,ω1 C-re´duits,
conjugue´s respectifs de hN et ωN pour un certain N .
Si ω est conjugue´ a` hn, alors ω1 est conjugue´ a` h
n
1 . En utilisant la proposition
4.2.5, on de´termine au plus deux e´le´ments n ∈ Z tel que ω1 soit conjugue´ a` hn1 . Il
suffit pour conclure d’utiliser l’algorithme de la conjugaison, pour de´cider si ω est
conjugue´ a` hn pour un tel n. 
Corollaire 4.2.2 (Proble`me du mot ge´ne´ralise´ de Z dans G) Soient G un
groupe δ-hyperbolique sur une famille ge´ne´ratice S, et h ∈ G un e´le´ment d’ordre
infini. Donne´ ω ∈ G on peut de´cider si ω ∈< h >.
De´monstration Appliquer l’algorithme du mot, pour de´cider si ω est e´gal a` un des
e´le´ments de < h > qui lui sont conjugue´s, fournis par le corollaire 4.2.1. 
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Proposition 4.2.6 Soit G un groupe δ-hyperbolique, muni d’une famille ge´ne´ratrice
finie S. Soient λ ≥ 1, ε ≥ 0, et C la constante dont l’existence provient de la
proposition 4.2.3. Soient h1 et h2 des mots sur S, C-re´duits, et u et v des e´le´ments
de G.
Supposons qu’il existe n1,n2 ∈ Z tels que u = hn11 vhn22 dans G. Alors il existe une
constante calculable K > 0, ne de´pendant que de δ,λ,ε,|u|,|v|,|h1|,|h2| et du cardinal
de S, et deux entiers m1,m2 avec |m1| < K ,|m2| < K, tels que u = hm11 vhm22 dans
G.
De´monstration On se place dans le graphe de Cayley Γ(G,S), et on suppose que
u = hn11 vh
n2
2 . Notons [1,h1], et [1,h2] les chemins ge´ode´siques de labels respectifs
h1,h2. On note
H1 = [1,h1] ∪ h1.[1,h1] ∪ · · · ∪ hn1−11 .[1,h1]
H2 = [1,h−12 ] ∪ h−12 .[1,h−12 ] ∪ · · · ∪ h1−n22 .[1,h−12 ]
Puisque h1 et h2 sont des mots C-re´duits, avec la proposition 4.2.3, ce sont des
chemins (λ,ε)-quasige´ode´siques de longueur finie. Puisque G agit par isome´trie sur
Γ(G,S), le chemin u.H1 est aussi une (λ,ε)-quasi-ge´ode´sique.
Fig. 4.5 –
Avec le the´ore`me de stabilite´ des quasi-ge´ode´siques de longueur finie (the´ore`me
III.1.3 de [CDP], il existe une constante calculable k ne de´pendant que de δ,λ,ε, telle
que u.H1, est dans le k-voisinage de toute ge´ode´sique joignant u a` uhn11 .
Conside´rons un quadrilate`re ge´ode´sique Q, de sommets 1,u,uhn11 ,h
−n2
2 . Soit 0 ≤
n ≤ n1, et notons Hn le point uhn1 . Il existe un chemin de Hn a` la ge´ode´sique
[u,uhn11 ]. Appelons H
1
n son extre´mite´. En conside´rant une ge´ode´sique de 1 a` uh
n1
1 ,
puis une foliation des deux triangles ge´ode´siques obtenus a` partir de Q et de cette
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ge´ode´sique, on peut construire un chemin reliantH1n a` [1,h
−n2
2 ], de longueur infe´rieure
a` k1 = 3δ + max{|u|,|v|}. Appelons H2n son extre´mite´. Puisque H2 est une (λ,ε)-
quasi-ge´ode´sique, avec le the´ore`me de stabilite´ des quasi-ge´ode´siques de longueur
finie, il existe un chemin de H2n a` H2, de longueur infe´rieure a` k. Ainsi, on peut
trouver 0 ≤ m ≤ n2, et un chemin de H2n a` h−m2 , de longueur infe´rieure a` k + |h2|.
Et finalement, pour tout n,0 ≤ n ≤ n1, On peut trouver un chemin de Hn a` h−m2 de
longueur majore´e par K1 = 2k + 3δ + max{|u|,|v|}+ |h2| (cf. figure 5.5.).
Il existe au plus card(S)K1 e´le´ments de G pouvant s’e´crire en un mot de longueur
au plus K. Supposons que n1 > card(S)
K1 . Alors il existe c ∈ G, 0 < r < n1, et s ∈ Z
tels que hr1 = ch
s
2c
−1 dans G. Ainsi u = hn1−r1 vh
n2+s
2 , avec n1 − r < n1 (cf. figure
5.6). Ainsi on peut trouver m1,m2, avec m1 ≤ card(S)K1 , tels que u = hm11 vhm22 .
Il ne reste plus qu’a` majorer m2 (on ne peut pas utiliser un argument par
syme´trie, car lorsque n1 diminue, n2 peut augmenter, et re´ciproquement). Le chemin
[1,h−12 ] ∪ · · · ∪ h1−n22 [1,h−12 ] est une (λ,ε)-quasi-ge´ode´sique, ainsi,
lgr(hm22 ) ≤ λ|h−m22 |+ ε
m2|h2| ≤ λ(|u|+ |v|+m1|h1|) + ε
m2 ≤ 1|h2|(λ(|u|+ |v|+m1|h1|) + ε)
Fig. 4.6 –
Ainsi m2 est majore´ par une constante K2 ne de´pendant que de δ,λ,ε,|u|,|v|,|h1|,
et |h2|. Maintenant on pose K = max{card(S)K1 ,K2}. 
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Corollaire 4.2.3 (De´termination des 2-cosets) Soit G un groupe δ-hyperboli-
que, sur la famille ge´ne´ratrice S. Soient h1 et h2 des e´le´ments de G d’ordre infini.
Donne´s u,v ∈ G, on peut de´cider si il existe n1,n2 ∈ Z tels que u = hn11 vhn22 , et le
cas e´che´ant donner un tel couple (n1,n2)
De´monstration On se donne λ ≥ 1 et ε ≥ 0, et C comme dans la proposition 4.2.3.
On se donne h1,h2,u,v par des mots sur S. Si h1 et h2 sont C-re´duits, la proposition
4.2.6 nous donne une constante calculable K, et on peut alors utiliser l’algorithme
du mot pour de´terminer, si il existe, deux entiers m1,m2, avec |m1| < K, |m2| < K,
tels que u = hm11 vh
m2
2 .
Si h1 ou h2 n’est pas C-re´duit, on applique le proce´de´ de C-re´duction jumele´e a`
h1 et h2. On obtient des mots H1,H2, C-re´duits, les mots a1,a2, et N ∈ N, tels que
H1 = a1h
N
1 a
−1
1 et H2 = a2h
N
2 a
−1
2 dans G. Alors, n1 = q1N + r1 et n2 = q2N + r2,
pour q1,q2 ∈ Z, et r1,r2 ∈ {0, . . . ,N − 1}, et
u = hn11 vh
n2
2
= hq1N+r11 vh
q2N+r2
2
⇔ uh−r22 = (hN1 )q1hr11 v(hN2 )q2
⇔ a1uh−r22 a−12 = a1(hN1 )q1a−11 a1hr11 va−12 a2(hN2 )q2a−12
⇔ a1uh−r22 a−12 = H1q1(a1hr11 va−12 )H2q2
Pour 0 ≤ i < N , on pose
Ui = a1uh
−i
2 a
−1
2
Vi = a1h
i
1va
−1
2
Ainsi il existe n1,n2 ∈ Z∗, tels que u = hn11 vhn22 , si et seulement si il existe
q1,q2 ∈ Z, et i,j ∈ {0, . . . ,N − 1} tels que Ui = h′1q1Vjh′2q2 , ce dont on peut de´cider
puisque {0, . . . ,N − 1} est fini, et que H1,H2 sont C-re´duits. 
Proposition 4.2.7 Soit G un groupe δ-hyperbolique muni d’une famille ge´ne´ratrice
S. Soient δ,ε et C comme dans la proposition 4.2.3, et soient h1,h2 des mots sur S,
C-re´duits. Si un e´le´ment non trivial de < h1 > est conjugue´ dans G a` un e´le´ment
de < h2 >, alors il existe une constante L = L(δ,ε,λ,|h1|,|h2|), et n1,n2 ∈ Z∗ tels
que |n1| ≤ L, |n2| ≤ L, et hn11 est conjugue´ a` hn22 .
De´monstration Supposons qu’il existe u ∈ G, qui conjugue hp11 en hp22 . Notons
[1,h1] et [1,h2] les chemins ge´ode´siques de labels respectifs h1,h2. Avec la propo-
sition 4.2.3, puisque h1,h2 sont C-re´duits, les chemins bi-infinis de Γ(G,S), H1 =⋃
n∈Z h
n
1 .[1,h1], et H2 =
⋃
n∈Z h
n
2 .[1,h2] sont des (λ,ε)-quasi-ge´ode´siques. Puisque u
conjugue hp11 en h
p2
2 , H1 et H2 sont a` distance de Hausdorff borne´e, et donc avec le
the´ore`me III.3.1, et le corollaire II.1.3 de [CDP], elles ont meˆme points d’accumula-
tion dans le bord du graphe de Cayley, h− et h+. Avec le the´ore`me III.3.1 de [CDP]
elles sont dans un 2k-voisinage l’une de l’autre, ou` k ne de´pend que de δ,λ,ε. De la
meˆme fac¸on que dans la de´monstration de la proposition 4.2.5, on peut alors trouver
un e´le´ment v ∈ G de longueur infe´rieure a` 2k+|h1|+|h2|, qui conjugue hp11 en hp22 . En
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appliquant la proposition 4.2.6 il existe donc une constante L = L(δ,ε,λ,|h1|,|h2|),
et n1,n2 ∈ Z tels que |n1| ≤ L, |n2| ≤ L, et hn11 est conjugue´ a` hn22 . 
Corollaire 4.2.4 (Conjugaisons pe´riphe´rales I) Soit G un groupe δ-hyperboli-
que, et h un e´le´ment d’ordre infini de G. Il existe un algorithme permettant de
de´cider s’il existe un e´le´ment de G− < h > qui conjugue deux e´le´ments non triviaux
de < h >.
De´monstration Commenc¸ons par remarquer, bien que cela ne soit pas ne´cessaire,
qu’avec la proposition 4.2.2, si a conjugue hp en hq, alors ne´cessairement p = ±q et
ar = hs.
Supposons tout d’abord que h soit C-re´duit. Avec la proposition 4.2.7, on peut
prendre 0 < p ≤ L ou` L est un entier calculable ne de´pendant que de δ,λ,ε,|h|.
Reprenons la de´monstration de la proposition 4.2.5. Si u conjugue hp en hq, alors il
existe v′ qui conjugue hp en hq ve´rifiant en outre |v′| ≤ 2k + |h| (ou` k ne de´pend
que de δ,λ,ε). De plus, u = v′ht, et ainsi, u ∈< h > ⇐⇒ v′ ∈< h >. Ainsi il suffit
d’utiliser l’algorithme du mot pour de´cider si hp = uhqu−1, pour 0 < p ≤ L, p = ±q,
et |u| ≤ 2k + |h|, et le corollaire 4.2.2 pour de´cider si u ∈< h >, pour conclure.
Si h n’est pas C-re´duit, on le re´duit en un e´le´ment h′ = ahna−1 C-re´duit. Il est
aise´ de ve´rifier que s’il existe un e´le´ment hors de < h >, qui conjugue deux e´le´ments
non triviaux de < h >, alors il existe un e´le´ment hors de < aha−1 >⊃< h′ > (de lon-
gueur borne´e), qui conjugue deux e´le´ments non triviaux de < h′ >. Re´ciproquement,
s’il existe un e´le´ment ω hors de < h′ > qui conjugue deux e´le´ments non triviaux de
< h′ >, alors soit ω ∈< aha−1 >, soit il existe un e´le´ment hors de < h > conjuguant
deux e´le´ments non triviaux de < h >. Ainsi il suffit pour en de´cider de combiner
l’algorithme du corollaire 4.2.2, a` une re´solution pour h′. 
Corollaire 4.2.5 (Conjugaisons pe´riphe´rales II) Soit G un groupe δ-hyperboli-
que, et h1,h2 ∈ G des e´le´ments d’ordre infini. On peut de´cider si il existe un e´le´ment
non trivial de < h1 > conjugue´ a` un e´le´ment de < h2 >.
De´monstration On se donne λ ≥ 1,ε ≥ 0, et C comme dans la proposition 4.2.3.
Si h1 et h2 sont des mots C-re´duits, la proposition 4.2.7 donne une constante
calculable L, telle que si un e´le´ment non trivial de < h1 > est conjugue´ a` un e´le´ment
de h2, il existe n1,n2 ∈ Z∗, tels que |n1| < L,|n2| < L, et hn1 est conjugue´ a` hn2 . On
peut alors utiliser l’algorithme de la conjugaison pour de´cider si c’est ou non le cas.
Si h1 ou h2 n’est pas C-re´duit. On applique le proce´de´ de C-re´duction jumele´e,
pour obtenir les mots C-re´duits H1,H2, conjugue´s respectifs de h
N
1 et h
N
2 pour un
certain N . Clairement, un e´le´ment non trivial de < h1 > est conjugue´ a` un e´le´ment
de < h2 > si et seulement si un e´le´ment non trivial de < H1 > est conjugue´ a` un
e´le´ment de < H2 >. On peut donc conclure. 
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4.3 Algorithmes dans le cas hyperbolique de vo-
lume fini
4.3.1 Comportement alge´brique asymptotique
Si M est une varie´te´ hyperbolique de volume fini, ∂M est incompressible ([Sc]), et
les composantes de ∂M sont des tores T1, . . . ,Tp. On appelle composante pe´riphe´-
rale l’image Ti d’un plongement de pi1(Ti) dans pi1(M). Il est bien connu que Ti
est un sous-groupe parabolique maximal, isomorphe a` Z ⊕ Z (cf. Chap. 12, [Ra]).
Le re´sultat suivant, est une version alge´brique (forte), du fait topologique ce´le`bre,
qu’une varie´te´ hyperbolique de volume fini, n’admet pas d’anneaux essentiels (cf.
[Th1]).
Proposition 4.3.1 (Anneaux essentiels) Soit M une 3–varie´te´ hyperbolique de
volume fini, a` bord non vide. Si T est une composante pe´riphe´rale, T est caracte´rise´
par un point fixe P ∈ ∂H3, i.e. tout e´le´ment de pi1(M) fixant P est dans T . De plus
a) Soit T une composante pe´riphe´rale, si u ∈ pi1(M) conjugue deux e´le´ments de
T , alors u ∈ T .
b) Si T1,T2 sont deux composantes pe´riphe´rales distinctes, aucun e´le´ment non
trivial de T1 n’est conjugue´ a` un e´le´ment de T2.
De´monstration Sous ces hypothe`ses, pi1(M) est un sous-groupe discret sans torsion
de PSL(2,C) agissant par isome´trie sur H3, et dont le quotient est isome´trique
a` Int(M). Cette action se´tend naturellement en une action de pi1(M) sur H3 =
H3 ∪ ∂H3.
La composante pe´riphe´rale T consiste en un sous-groupe parabolique maxi-
mal, de point limite P , i.e. T est constitue´ d’e´le´ments paraboliques fixant P , et
re´ciproquement tout e´le´ment parabolique de pi1(M) fixant P est dans T . Le point P
est appele´ point cusp (cf. [Ra], §12.2). Supposons qu’un e´le´ment u non trivial quel-
conque de pi1(M) fixe le point P . Alors, puisque pi1(M) est un sous-groupe discret
de PSL(2,C), avec le the´ore`me 5.5.4 de [Ra], u ne peut pas eˆtre loxodromique, et
donc u est parabolique, et u ∈ T , ce qui de´montre la premie`re assertion.
Si u conjugue deux e´le´ment de T , alors u fixe P , et donc u est dans T . Ceci
de´montre la partie a). Reste a` de´montrer b).
Soient T1 et T2 deux composantes pe´riphe´rales distinctes, caracte´rise´es par deux
points cusps distincts, P1,P2 ∈ ∂H3. Si un e´le´ment u conjugue deux e´le´ments non tri-
viaux de T1,T2, alors u(P1) = P2. Ainsi, la conclusion b) est un corollaire imme´diat,
du fait bien connu, que pour une varie´te´ M hyperbolique de volume fini, les compo-
santes connexes de ∂M , sont en correspondance bi-univoque, avec les orbites sous
l’action de pi1(M), de l’ensemble des points cusps (cf. [Ra], chap. 12). 
Conside´rons (Mn)n une suite non triviales de varie´te´s hyperboliques, obtenues par
obturation de Dehn sur la varie´te´ hyperbolique de volume fini M , convergeant vers
M au sens de la topologie ge´ome´trique. Nous e´tablissons maintenant deux re´sultats
essentiels concernant le comportement alge´brique asymptotique du groupe pi1(Mn),
4.3. Algorithmes dans le cas hyperbolique de volume fini 100
lorsque n −→ ∞. Ces re´sultats e´tablissent l’existence de ((bons)) quotients pi1(Mn)
de pi1(M), dans le sens ou` nous pourrons e´tablir des algorithmes dans pi1(M), en
travaillant dans de tels quotients.
Proposition 4.3.2 (Comportement alge´brique asymptotique I) Soit M une
3–varie´te´ hyperbolique de volume fini, a` bord non vide. Soit (Mn)n∈N une suite de
varie´te´s hyperboliques ferme´es obtenues par obturation de Dehn sur M , convergeant
vers M . On note ρn : pi1(M) −→ pi1(Mn) les surjections canoniques.
Alors pour n >> 0, et pour toute composante pe´riphe´rale T de pi1(M),
a) ρn(T ) est un sous-groupe loxodromique cyclique infini maximal de pi1(Mn).
b) Si v ∈ pi1(Mn) conjugue deux e´le´ments t,t′ de ρn(T ), alors t = t′ et v ∈ ρn(T ).
c) Si T1,T2 sont deux composantes pe´riphe´rales distinctes de pi1(M), aucun e´le´-
ment non trivial de ρn(T1) n’est conjugue´ a` un e´le´ment de ρn(T2).
De´monstration On prend ε > 0, avec ε < µ ou` µ est la constante de Margulis (cf
[Ra]), et la partie ε-fine de M ne consiste qu’en des Z⊕Z-cusps. Notons p le nombre
de composantes (toriques) de ∂M . Avec la proposition 4.1.1, pour n >> 0 les parties
ε-e´paisses de M et Mn sont home´omorphes. On peut donc conside´rer un plongement
de M dans Mn, tel que le comple´mentaire de M dans Mn consiste en la partie ε-
fine de Mn, constitue´e de p tubes de Margulis. De tels tubes sont home´omorphes
a` S1 ×D2. Si T est un composante de ∂M asocie´e a` une composante pe´riphe´rale
T , et si l est la pente de chirurgie sur T permettant d’obtenir Mn, alors pour toute
pente m de T ve´rifiant m∧ l = 1, m est homotope dans Mn a` l’aˆme du tube de bord
T . Ainsi, a` conjugaison pre`s, ρn(T ) est engendre´ par la classe de l’aˆme de ce tube.
On note pi : H3 −→ Mn l’application de reveˆtement. Un tube de Margulis est
l’image par pi d’un voisinage tubulaire d’une ge´ode´sique infinie A, appele´e axe.
L’image de l’axe, pi(A), est une ge´ode´sique ferme´e de Mn, homotope a` l’aˆme du
tube. Avec le the´ore`me 9.6.2 de [Ra], il existe un e´le´ment h ∈ pi1(Mn) agissant de
fac¸on pi-e´quivariante sur H3 comme un e´le´ment loxodromique, d’axe A, tel que l’aˆme
du tube repre´sente a` conjugaison pre`s, cet e´le´ment h. Puisque h est loxodromique,
h engendre un sous-groupe cyclique infini de pi1(Mn). Supposons que h = x
n pour
un certain x ∈ pi1(Mn). Alors x agit sur H3 comme un e´le´ment loxodromique d’axe
A, et alors x est repre´sente´ par une puissance de l’aˆme du tube, et ainsi n = ±1.
Puisque ρn(T ) est conjugue´ a` < h >, on obtient a).
Avec ce qui pre´ce`de, ρn(T ) est un sous-groupe loxodromique cyclique maximal.
Un sous-groupe loxodromique cyclique maximal H, est caracte´rise´ par les points
limites h−,h+, i.e., u ∈ H, ssi u est un e´le´ment ayant pour points fixes h− et h+.
Ainsi, les e´le´ments de ρn(T ) sont caracte´rise´s par leurs deux points limites, t
−,t+.
Si un e´le´ment v conjugue deux e´le´ments de ρn(T ), alors cet e´le´ment a pour points
fixes t−,t+, et il appartient donc a` ρn(T ). Ceci de´montre la partie b).
Soient T1,T2 deux composantes pe´riphe´rales de M . Elles correspondent a` deux
composantes au bord distinctes de M , et donc, si n >> 0, a` deux tubes de Margulis
distincts de Mn. Si un e´le´ment non trivial de ρn(T1) est conjugue´ a` un e´le´ment de
ρn(T2), alors il existe un e´le´ment u ∈ pi1(M), dont l’action sur H3 envoie l’axe A1
de h1 sur l’axe A2 de h2. Ceci contredit le fait que les tubes soient distincts, ce qui
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de´montre c). 
Nous aurons besoin du lemme suivant :
Lemme 4.3.1 Soit (γn)n∈N une suite d’e´le´ments loxodromiques de PSL(2,C), con-
vergeant vers un e´le´ment parabolique γ de PSL(2,C). Notons pour tout n ∈ N, γ−n ,γ+n
les points fixes de γn, et θ le point fixe de γ. Alors, dans ∂H3 muni de sa topologie
usuelle, les suites (γ−n )n et (γ
+
n )n convergent toutes deux vers θ.
De´monstration Commenc¸ons par rappeler la de´finition de la topologie usuelle de
PSL(2,C) (cf. §5.1, [Ra]) :
– Le groupe ge´ne´ral line´aire GL(2,C) des matrices 2 × 2, inversibles, a` coefficients
complexes admet pour norme :
|(aij)i,j=1,2| =
(
2∑
i,j=1
|aij|2
) 1
2
ce qui permet de le munir naturellement d’une me´trique d, par d(A,B) = |A − B|.
Remarquons qu’il s’agit de la me´trique euclidienne sur GL(2,C) vu comme sous-
ensemble de l’espace hermitien C4. On munit alors GL(2,C) de la topologie me´trique
(ce qui en fait un groupe topologique).
– Le groupe spe´cial line´aire SL(2,C), des matrices 2 × 2, a` coefficients complexes,
de de´terminant 1. C’est un sous-groupe de GL(2,C), que l’on munit de la topologie
induite.
– Soit N le sous-groupe normal de SL(2,C) engendre´ par Id et −Id, N = {Id,− Id}.
Alors, le groupe projectif unimodulaire PSL(2,C), est de´fini par :
PSL(2,C) = SL(2,C)/N
On munit PSL(2,C) de la topologie quotient. On peut ve´rifier que SL(2,C) et
PSL(2,C) munis de ces topologies, sont des groupes topologiques, et que la surjec-
tion canonique de SL(2,C) sur PSL(2,C) est un reveˆtement d’indice 2.
On se donne l’espace hyperbolique H3 par le mode`le du demi-plan supe´rieur, ou`
les points sont vus comme des quaternions x + yi + zj, avec x,y ∈ R, z ∈ R∗+. Le
bord de H3 peut-eˆtre vu comme la sphe`re de Riemann, CP1 = Ĉ = C ∪ {∞}, et le
groupe des isome´tries pre´servant l’orientation, peut-eˆtre identifie´ au groupe LF (Ĉ)
des transformations de Moebius de Ĉ, c’est a` dire, des homographies :
z −→ az + b
cz + d
avec a,b,c,d ∈ C,et ad− bc 6= 0
Clairement, si l’on multiplie a,b,c,d par un meˆme nombre complexe, on ne modifie
pas f . Aussi, on pourra supposer que ad − bc = 1. Ces transformations s’e´tendent
naturellement en des diffe´omorphismes conformes de H3, en associant a` w ∈ H3,
4.3. Algorithmes dans le cas hyperbolique de volume fini 102
l’e´le´ment (aw+b)(cw+d)−1 de H3. Il existe un isomorphisme naturel φ de PSL(2,C)
sur LF (Ĉ), donne´ par :
φ
((
a b
c d
))
=
(
z −→ az + b
cz + d
)
(si LF (Ĉ) est muni de la topologie compact-ouverte, φ s’ave`re eˆtre un isomorphisme
de groupe topologique).
Conside´rons un e´le´ment f de LF (2,C),
f(z) =
az + b
cz + d
avec a,b,c,d ∈ C, et ad − bc = 1. L’isome´trie f est elliptique si a + d ∈ R et
(a + d)2 < 4, parabolique si (a + d)2 = 4, et loxodromique si a + d 6∈ R, ou si
(a+ d)2 > 4 (cf. proposition A.5.18 de [BP]). Maintenant, f fixe le point z du bord,
si et seulement si, z est solution de l’e´quation :
cz2 + (d− a)z − b = 0
Si c = 0, alors f fixe ∞, sinon on a un trinoˆme qui admet pour discriminant
∆ = (a+ d)2 − 4. Lorsque f n’est pas elliptique, conside´rons arbitrairement δ ∈ C,
tel que δ2 = ∆, alors f admet pour points fixes, les e´le´ments z1,z2 ∈ C ⊂ Ĉ,
z1,z2 =
a− d± δ
2c
Venons-en a` la de´monstration proprement dite. Conside´rons une suite (γn)n
d’e´le´ments loxodromiques de PSL(2,C) convergeant vers l’e´le´ment parabolique γ.
Notons,
γ =
(
a b
c d
)
et ∀n ∈ N, γn =
(
an bn
cn dn
)
Puisque la surjection canonique de SL(2,C) sur PSL(2,C) est un reveˆtement,
pour n >> 0, γ et γn se rele`vent dans SL(2,C). Aussi, on supposera que γ et la
suite (γn)n sont dans SL(2,C), et par de´finition de la topologie quotient, la suite
(γn)n converge vers γ dans SL(2,C). En particulier, par de´finition de la topologie
de SL(2,C), on a convergence dans C, des suites suivantes :
an −→
n−→∞
a, bn −→
n−→∞
b, cn −→
n−→∞
c, dn −→
n−→∞
d
Quitte a` composer par une isome´trie, on pourra supposer que les e´le´ments γ et γn,
n’ont pas∞ pour point fixe. L’e´le´ment γ a un point fixe θ = (a−d)/2c, et l’e´le´ment
γn a deux points fixes γ
−
n ,γ
+
n ,
γ−n =
an − dn − δn
2cn
γ+n =
an − dn + δn
2cn
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Or la suite (∆n)n converge vers 0, et donc (δn)n converge aussi vers 0 (en posant
∆n = (an + dn)
2 − 4, et δ2n = ∆n). Ainsi les suites (γ−n )n et (γ+n )n convergent toutes
deux vers θ, dans C, et donc dans ∂H3. 
Proposition 4.3.3 (Comportement alge´brique asymptotique II) Soit M
une 3–varie´te´ hyperbolique de volume fini, ouverte. Soit (Mn)n∈N une suite de varie´-
te´s hyperboliques ferme´es obtenues par obturation de Dehn sur M , convergeant vers
M . On note ρn : pi1(M) −→ pi1(Mn) les surjections canoniques.
Soit T une composante pe´riphe´rale de M . Alors, si u 6∈ T , pour n >> 0, ρn(u) 6∈
ρn(T ).
De´monstration Avec les notations du paragraphe 4.1.4, la suite de repre´sentations
Pn : pi1(M) −→ PSL(2,C) congerge alge´briquement vers P : pi1(M) −→ PSL(2,C).
On veut montrer que si P (u) 6∈ P (T ) alors pour n >> 0, Pn(u) 6∈ Pn(T ). Puisque
P est une repre´sentation fide`le, u ∈ T ssi P (u) ∈ P (T ). De plus, puisque par
construction (cf. §4.1.4), Pn = pn ◦ ρn, si l’on a ρn(u) ∈ ρn(T ), alors Pn(u) ∈ Pn(T ).
On aura alors de´montre´ la proposition.
Nous montrons la contrapose´e. Supposons qu’il existe une suite extraite
(Pσn(u))n, de la suite (Pn(u))n∈N de PSL(2,C), telle que pour tout n, Pσn(u) ∈
Pσn(T ). Avec la proposition 4.3.2 a), pour n >> 0, Pn(T ) est un sous-groupe loxo-
dromique cyclique maximal de Pn(pi1(M)) ∼= pi1(Mn), ayant pour points limites
t−n ,t
+
n . Puisque, la suite de repre´sentations (Pn)n converge alge´briquement vers P
(proposition 4.1.8), avec le lemme 4.3.1, les suites de points (t−n )n,(t
+
n )n convergent
vers un meˆme point θ ∈ ∂H3, point cusp du sous-groupe parabolique maximal
P (T ). La suite de PSL(2,C) (Pn(u))n converge vers P (u), et donc la suite extraite
(Pσn(u))n converge aussi vers P (u). Or, puisque Pσn(u) ∈ Pσn(T ), Pσn(u) a pour
points fixes t−σn ,t
+
σn , et donc avec le lemme 4.3.1, P (u) a pour point fixe θ. Ainsi,
puisque P (T ) est un sous-groupe parabolique maximal, P (u) ∈ P (T ). 
Remarque : La proposition affirme que si u 6∈ T , il existe une constante N(u) ∈ N,
tel que ∀n > N(u), ρn(u) 6∈ ρn(T ). La constanteN(u) n’est pas uniforme, elle de´pend
de u (en effet, pour tout n, ker(ρn) 6⊂ T ). A de´faut d’une constante uniforme, il nous
aurait e´te´ utile de ve´rifier la proprie´te´ suivante, ce pour des questions de comple´xite´
de l’algorithme de de´termination des 2-cosets I, dans le cas hyperbolique (prop.
4.3.9) :
– Si (Mn)n est une suite convergeant vers M , il existe une constante N ∈ N∗, telle
que la famille finie {M1,M2, . . . ,MN} ve´rifie que pour toute composante pe´riphe´rale
T ⊂ pi1(M), et tout e´le´ment u ∈ pi1(M), si u 6∈ T , alors il existe i ∈ {1, . . . ,N}, tel
que ρi(u) 6∈ ρi(T ) dans pi1(Mi). C’est a` dire, dans un sens heuristique, on peut se
donner un ensemble fini de telles varie´te´s, tel que si u 6∈ T , alors ρi(u) 6∈ ρi(T ), pour
au moins une de ces varie´te´s.
Malheureusement, cette proposition s’ave`re eˆtre toujours fausse. Fixons un entier
N > 0, et une composante pe´riphe´rale T ⊂ pi1(M), provenant d’une composante T
de ∂M . Notons respectivement l1,l2, . . . ,lN les classes dans pi1(M), des pentes de
chirurgie sur T de M1,M2, . . . ,MN . Alors ρi(li) = 1 dans pi1(Mi). Donnons nous un
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e´le´ment x ∈ pi1(M), ve´rifiant x 6∈ T . Puisque M est hyperbolique, x est d’ordre
infini. Conside´rons dans pi1(M), l’e´le´ment
[ l1,xl2x
−1] = l1.xl2x−1.l−11 .xl
−1
2 x
−1
C’est un produit de conjugue´s de l±11 , mais c’est aussi un produit de conjugue´s de
l±12 . Ainsi, ρ1([ l1,xl2x
−1]) = 1 dans pi1(M1), et ρ2([ l1,xl2x−1]) = 1 dans pi1(M2). De
plus, avec la proposition 4.3.1 a),
[ l1,xl2x
−1] ∈ T ⇐⇒ xl2x−1.l−11 .xl−12 x−1 ∈ T ⇐⇒ xl2x−1 ∈ T ⇐⇒ x ∈ T
ainsi, puisque x 6∈ T , [ l1,xl2x−1] 6∈ T . Sur le meˆme mode`le, notons pour tout i =
1, . . . ,N , λi = x
i−1lix1−i, et conside´rons l’e´le´ment de pi1(M),
h(N) = [[· · · [[· · · [[λ1,λ2],λ3] · · · ],λi] · · · ],λN ]
alors, avec les meˆme arguments, il est facile de ve´rifier, que pour i = 1, . . . ,N ,
ρi(h(N)) = 1 dans pi1(Mi), et que h(N) 6∈ T . Ainsi, on pourra prendre N aussi
grand que l’on veut, il existera toujours un e´le´ment de pi1(M)− T , qui est tue´ dans
pi1(Mi) pour i ≤ N (et donc qui vit dans ρi(T )!).
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4.3.2 Ve´rifier l’hyperbolicite´
Pour re´soudre les algorithmes e´le´mentaires dans le groupe d’une varie´te´ M hy-
perbolique de volume fini, la state´gie consiste a` effectuer des obturations de Dehn
sur toutes les composantes (toriques) de ∂M . Avec le the´ore`me de chirurgie hyper-
bolique de Thurston (the´ore`me 4.1.2), ((presque toutes)) les varie´te´s obtenues sont
ferme´es hyperboliques, et dans ce cas, leur groupe est Gromov-hyperbolique. On
peut de`s lors espe´rer se donner un nombre fini de telles varie´te´s, afin de re´soudre des
proble`mes algorithmiques dans leur groupe, (les groupes hyperboliques s’y preˆtent
particulie`rement bien, cf. section 4.2), ce qui permettrait de donner une solution aux
proble`mes conside´re´s dans pi1(M).
Les deux premiers proble`mes auxquels nous sommes confronte´, afin de trouver
de tels bons candidats, sont les suivants : d’une part, si Γ est Gromov-hyperbolique,
nous devons en de´cider, d’autre part nous avons besoin pour travailler algorithmique-
ment sur Γ de connaˆıtre sa constante d’hyperbolicite´ δ, ou du moins une majoration
de celle-ci.
Avec le travail duˆ a` Markov, Adjan, et Rabin (cf. [Mi2]), il est clair que dans
la classe des pre´sentations finies de groupes la proprie´te´ d’eˆtre hyperbolique est
re´cursivement inreconnaissable. Il s’agit en effet d’une proprie´te´ dite de Markov (un
groupe hyperbolique ne peut contenir Z ⊕ Z). Nous travaillons cependant, dans la
classe des groupes de 3–varie´te´s, et nous devons prendre garde de ne pas en de´duire
que dans cette classe eˆtre hyperbolique est inreconnaissable. En effet la proprie´te´
d’eˆtre un groupe de 3–varie´te´, est e´galement une proprie´te´ de Markov (le groupe
d’une 3–varie´te´ ne peut contenir Z ⊕ Z ⊕ Z ⊕ Z (cf. [He]). De toute fac¸on, nous
n’avons pas besoin de de´cider de l’hyperbolicite´, mais de le le de´terminer lorsque
c’est le cas, i.e., que la sous-classe des groupes hyperboliques, dans la classe des
groupes de 3–varie´te´s soit re´cursivement e´nume´rable.
Nous donnons deux approches diffe´rentes pour re´soudre ces proble`mes. La pre-
mie`re utilise des me´thodes e´labore´es par D.epstein et D.Holt, utilisant la notion
d’automaticite´ d’un groupe. La seconde utilise la structure plus restrictive de groupe
de 3–varie´te´ hyperbolique ferme´e, et les travaux de R.Riley, (snap-pea) (cf. [Th2]).
Dans le premier cas, nous n’avons besoin que d’une pre´sentation finie du groupe,
alors que dans le second cas, il est ne´cessaire de se donner la varie´te´, par une triangu-
lation, une de´composition de Heegard, ou une chirurgie sur un entrelac. Cependant,
dans la pratique, on se donnera souvent – sinon toujours – une varie´te´ avant de se
donner un groupe de 3–varie´te´. Dans les deux cas, les algorithmes s’ave`rent eˆtre ef-
ficients, sur des machines de capacite´s relativement modestes, dans des cas simples.
Seule une e´tude de la complexite´ - que nous ne ferons pas - pourraˆıt nous permettre
d’en dire davantage.
Nous commenc¸ons par exposer la me´thode due a` D.Epstein et D.Holt. Concer-
nant les notions d’automaticite´s (que nous noterons en italique), et tous les faits
e´nonce´s, nous renvoyons le lecteur a` l’ouvrage de re´fe´rence [CEHLPT]. Tous les algo-
rithmes sont imple´mentables avec le logiciel KBMAG [Ho]. Un groupe hyperbolique
est automatique. De plus, pour toute famille finie de ge´ne´rateurs, il est short-lex auto-
4.3. Algorithmes dans le cas hyperbolique de volume fini 106
matique. Donne´e un pre´sentation finie, d’un groupe, s’il est short-lex automatique,
il existe un algorithme qui permet de se donner des automates de´finissant cette
structure (la pratique, montre meˆme une e´tonnante efficience de cet algorithme).
P.Papasoglu, a re´cemment de´montre´ l’e´quivalence entre la proprie´te´ d’eˆtre Gromov-
hyperbolique, et la proprie´te´ d’eˆtre strongly geodesically automatic ([Pa]). Il suffit
ainsi de de´cider si l’on a une telle structure. Ceci peut-eˆtre re´alise´, en utilisant les
algorithmes donne´s dans [EH1] et [EH2]. Dans le cas ou` le groupe conside´re´ n’est
pas hyperbolique, cette proce´dure tourne inde´finiment, sans donner aucune re´ponse,
mais dans le cas ou` le groupe est hyperbolique, cette proce´dure s’arreˆte. On peut
alors utiliser l’algorithme figurant dans [EH1] et [EH2] pour de´terminer la constante
δ d’hyperbolicite´ (ou une majoration de celle-ci). Nous re´sumons ces faits dans la
proposition suivante.
Proposition 4.3.4 Soit Γ un groupe finiment pre´sente´ donne´ par une pre´sentation
finie. Il existe un algorithme, qui, si Γ est hyperbolique, en de´cide, et explicite une
constante d’hyperbolicite´ δ de Γ pour cette pre´sentation.
Nous donnons maintenant la deuxie`me approche. Elle est base´e sur une proce´-
dure, due a` R.Riley, permettant, donne´e une varie´te´ hyperbolique de volume fini, par
une triangulation (par exemple), de de´terminer une structure hyperbolique comple`te.
Bien qu’efficient que dans des cas relativement simple (snap-pea), il s’ave`re qu’une
telle proce´dure est toujours the´oriquement re´alisable. L’algorithme fournit un polye`-
dre fondamental fini et les applications de recollement (applications de pairage de
face). Rappelons qu’une 3–varie´te´ hyperbolique de volume fini, admet toujours un
polye`dre fondamental convexe, exact, fini (cf [Ra]). Nous re´sumons cette discussion
dans la proposition suivante (cf. [Th2]).
Proposition 4.3.5 Donne´e une varie´te´ hyperbolique de volume finie (par une tri-
angulation par ex.), il existe un algorithme qui fournit une stucture hyperbolique,
ainsi qu’un polye`dre fondamental fini.
Une varie´te´ hyperbolique ferme´e, est le quotient de H3 par un sous-groupe dis-
cret sans torsion de PSL(2,C), agissant de manie`re cocompacte. Le re´sultat suivant,
de´ja` remarque´ par Milnor, permet de de´duire que son groupe fondamental est hy-
perbolique au sens de Gromov.
The´ore`me 4.3.1 Soit X un espace ge´ode´sique propre, et Γ un groupe discret d’iso-
me´trie de X. Si X/Γ est compact, alors Γ est de type fini, et Γ muni de la me´trique
du mot (pour une famille ge´ne´ratrice quelconque), est quasi-isome´trique a` X.
En affinant ce re´sultat, on peut, donne´ un polye`dre fondamental fini, estimer la
constante d’hyperbolicite´ δ.
Proposition 4.3.6 Soit Γ un sous-groupe discret de PSL(2,C), agissant par iso-
me´trie, de fac¸on cocompacte sur H3. Alors Γ est Gromov-hyperbolique. Si l’action
de Γ sur H3 admet un polye`dre fondamental fini P , et si l’on munit Γ de la famille
ge´ne´ratrice associe´e aux pairages de faces, alors Γ est δ-hyperbolique, et connaissant
P , on peut trouver m,M > 0, tels que m < δ < M .
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De´monstration La premie`re partie de la proposition provient du the´ore`me 4.3.1.
On suppose que l’on connaˆıt un polye`dre fini P , et les applications de pairage de face,
donnant une structure hyperbolique pour H3/Γ. Si l’on conside`re le sous-ensemble
S de Γ, obtenu a` partir des pairages de face, il est facile de ve´rifier que S est une
famille ge´ne´ratrice (finie) pour Γ. Posons,
R = max{d(x0,x)|x ∈ P}
m = min{d(x0,x)|x ∈ ∂P}
Si A et B sont des faces de P , on pose ](A,B) qui est soit pi si A et B n’ont
pas d’areˆte en commun, soit, si A et B ont une areˆte e en commun, l’angle die´dral
entre A et B en e. Remarquer que A et B ne peuvent pas avoir plus d’une areˆte en
commun. On pose
α = min{](A,B)|A,B faces de P}
On pose
S = {γ ∈ Γ| γ.P ∩ P 6= ∅}
Puisque Γ est discret, S est fini, et bien suˆr, S ⊂ S. Soit N le plus petit entier tel
que N.α ≥ 2pi. Alors il est facile de voir qu’un e´le´ment de S se de´compose en un
produit de moins de N e´le´ments de S.
On pose r = inf{d(P,γ.P )|γ ∈ Γ\S}. Alors, on a m ≤ r ≤ R. On pose λ =
min{d(x0,γ.x0)|γ ∈ S}, alors 2m ≤ λ ≤ 2R.
La de´monstration du the´ore`me 4.3.1 consiste en fait a` montrer (sous l’hypothe`se
plus faible que P est une boule ferme´e de rayon R), que
(a) S engendre Γ, et que pour tout γ ∈ Γ, dS(1,γ) ≤ 1r |x0 − γ.x0|+ 1
(b) |x0 − γ.x0| ≤ λdS(1,γ) pour tout γ ∈ Γ.
(c) l’injection Γ.x0 −→ H3 est R-quasi-surjective.
Nous renvoyons le lecteur a` [GdlH] pour une de´monstration de ces re´sultats.
Puisque
dS(1,γ) ≤ dS(1,γ) ≤ N.dS(1,γ)
on a
1
2R
|x0 − γ.x0| ≤ dS(1,γ) ≤ N
m
|x0 − γ.x0|+N
Ainsi l’application (Γ,S) −→ H3 donne´e en c) est une quasi-isome´trie, dont on peut
exprimer les coefficients en fonction de R,N,m. Connaissant P , on peut de´terminer
R,N,m, et alors , sachant que H3 est log 2-hyperbolique, de´terminer δ tel que (Γ,S)
soit δ-hyperbolique (cf [GdlH]) 
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4.3.3 Algorithmes pour des varie´te´s hyperboliques de vo-
lume fini
Les proble`mes du mot et de la conjugaison dans le groupe d’une 3–varie´te´ hy-
perbolique de volume fini, peuvent eˆtre re´solus en utilisant la the´orie des groupes
automatiques ([CEHLPT]). Ainsi le re´sultat suivant est un corollaire imme´diat du
the´ore`me 11.4.1 de [CEHLPT].
Proposition 4.3.7 Le groupe fondamental d’une varie´te´ hyperbolique de volume
fini est biautomatique. En particulier les proble`mes du mot et de la conjugaison sont
re´solubles.
Ceci nous permet de donner une solution simple au proble`me du mot ge´ne´ralise´
d’une composante pe´riphe´rale T dans pi1(M).
Proposition 4.3.8 (De´termination des e´le´ments pe´riphe´raux) Soit M une
3–varie´te´ hyperbolique, de volume fini, ouverte, et soit T une composante pe´riphe´rale.
Donne´ u ∈ pi1(M), on peut de´cider si u ∈ T .
De´monstration Avec la proposition 4.3.1, le centralisateur d’un e´le´ment non tri-
vial de T est T . Pour de´cider si u ∈ T , il suffit donc de de´cider avec l’algorithme du
mot si utu−1t−1 = 1 pour un e´le´ment non trivial t ∈ T . 
Nous souhaitons maintenant re´soudre les algorithmes de de´termination des 2-
cosets, et des classes pe´riphe´rales dans le groupe d’une varie´te´ hyperbolique de vo-
lume fini M , a` bord non vide. Pour cela, nous allons devoir utiliser toutes les notions
pre´ce´demment e´tablies durant ce chapitre. La strate´gie consiste a` travailler dans des
groupes fondamentaux de varie´te´s hyperboliques ferme´es obtenues par obturation
de Dehn sur M , l’avantage e´tant que de tels groupes sont hyperboliques au sens de
gromov. Ces groupes doivent en outre, pour donner une solution dans pi1(M), ve´rifier
certaines conditions supple´mentaires (dans un sens, eˆtre alge´briquement ((suffisament
proches)) de pi1(M)). Commenc¸ons par voir comment se donner de tels groupes.
Conside´rons une 3–varie´te´ M hyperbolique de volume fini, a` bord non vide.
Soient T1,T2, . . . ,Tn les composantes (toriques, incompressibles) de ∂M . On suppose
donne´s, une pre´sentation finie de pi1(M), et un syste`me pe´riphe´ral, i.e. les mono-
morphismes :
i1∗ : Z⊕ Z ↪→ pi1(M)
i2∗ : Z⊕ Z ↪→ pi1(M)
...
in∗ : Z⊕ Z ↪→ pi1(M)
ou` ij de´signe le plongement de Tj dans M . Pour tout j = 1, . . . ,n, on notera mj =
ij∗((1,0)), lj = ij∗((0,1)), et Tj = ij∗(Z⊕ Z).
Une varie´te´ ferme´e N obtenue par chirurgie sur M est de´termine´ par n e´le´ments
de Z ⊕ Z, (a1,b1), . . . ,(aj,bj), . . . (an,bn), ve´rifiant en outre, pour tout j, que aj,bj
sont premiers entre eux, ou aj = 0,bj = 1, ou aj = 1,bj = 0. Le groupe fondamental
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de N est obtenu a` partir d’une pre´sentation de pi1(M), en ajoutant les relations
m
aj
j l
bj
j = 1 pour tout j = 1, . . . ,n.
On e´nume`re les groupes des 3–varie´te´s ferme´es obtenues par obturation de Dehn
surM , en e´nume´rant les pentes de chirurgie. Pour chaque pre´sentationG ∼=< S |R >
obtenue, on utilise la proposition 4.3.4, pour de´terminer — lorsque c’est le cas —
si < S |R > est une pre´sentation de groupe hyperbolique, et une constante δ ≥ 0,
telle que (G,dS) soit δ-hyperbolique. On souhaite de´terminer deux varie´te´s ferme´es
obtenues par obturation de Dehn sur M , dont les groupes sont hyperboliques, et
ve´rifient certaines proprie´te´s.
Supposons que l’on ait de´termine´ que pour une varie´te´ N1 obtenue par obturation
de Dehn sur M , (pi1(N1),dS) soit δ-hyperbolique. Notons ρ1 : pi1(M) −→ pi1(N1) la
surjection canonique. On souhaite avoir les conditions suivantes portant sur les sous-
groupes images par ρ1 des sous-groupes pe´riphe´raux de pi1(M) :
1) Pour tout j = 1, . . . ,n, ρ1(Tj) est un sous-groupe cyclique infini de pi1(N1).
2) Si u ∈ pi1(N1) conjugue deux e´le´ments t,t′ de ρ1(Tj), alors t = t′ et u ∈ ρ1(Tj).
3) Pour i 6= j, aucun e´le´ment non trivial de ρ1(Ti) n’est conjugue´ a` un e´le´ment de
ρ1(Tj).
Si (aj,bj) est la pente de chirurgie sur Tj, et si cj,dj sont des entiers tels que
ajdj−bjcj = 1, alors ρ1(mcjj ldjj ) engendre ρ1(Tj). Puisque pi1(N1) est δ-hyperbolique,
on peut appliquer la proposition 4.2.4 (de´terminer la torsion) a` ρ1(m
cj
j l
dj
j ) pour
de´cider de la condition 1), et le corollaire 4.2.4 (conjugaisons pe´riphe´rales I) pour
de´cider de la condition 2). Pour la condition 3), on appliquera le corollaire 4.2.5
(conjugaisons pe´riphe´rales II) a` ρ1(m
ci
i l
di
i ) et ρ1(m
cj
j l
dj
j ). Avec le corollaire 4.1.2 du
the´ore`me de chirurgie de Thurston, et la proposition 4.3.2 (comportement alge´brique
asymptotique I), on sait que l’on finira par trouver deux varie´te´s hyperboliques
ferme´es N1, N2, dont les groupes fondamentaux ve´rifient ces conditions, et ve´rifiant
en outre que pour chaque composante T de ∂M , les pentes de chirurgie associe´es a`
N1 et N2 sur T sont distinctes. La donne´e de N1 et N2, nous permettra d’appliquer
une re´solution dans pi1(M) aux algorithmes de de´termination des 2-cosets II, et de
de´termination des classes pe´riphe´rales (cf. propositions 4.3.10 et 4.3.11).
L’algorithme de de´termination des 2-cosets I, apporte une difficulte´ supple´men-
taire, et ne peut eˆtre re´solu a` ce stade. Cela provient du fait que si l’on conside`re
les varie´te´s N1,N2, comme de´termine´es ci-dessus, et un e´le´ment x ∈ pi1(M), on peut
avoir x 6∈ T et ρ1(x) ∈ ρ1(T ) ⊂ pi1(N1), ρ2(x) ∈ ρ2(T ) ⊂ pi1(N2) (cf. remarque
p.103). Notre technique consistant a` chercher des solutions dans pi1(N1) et pi1(N2)
ne s’applique plus, car les algorithmes ne sont plus a` meˆme de fournir d’uniques
solutions. Aussi, pour de´terminer pour une composante T , et u,v ∈ pi1(M)− T , les
e´le´ments t1,t2 ∈ T , tels que u = t1.v.t2, il nous faut de´terminer les varie´te´s N1,N2,
ayant des groupes Gromov-hyperboliques, ve´rifiant les conditions 1) et 2) ainsi que
la condition supple´mentaire :
4) Si u,v 6∈ T , alors on n’a pas ρ1(u),ρ1(v) ∈ ρ1(T ) ⊂ pi1(N1), ou ρ2(u),ρ2(v) ∈
ρ2(T ) ⊂ pi1(N2).
Ceci est possible, avec la proposition 4.3.3 (comportement alge´brique asymptotique
II), en appliquant le meˆme raisonnement que pre´ce´demment, et le corollaire 4.2.2
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(proble`me du mot ge´ne´ralise´ de Z dans G). Ce qui est pre´judiciale, c’est que les
varie´te´s N1 et N2 de´pendent de u et v. Ainsi pour chaque couple d’e´le´ments u,v,
il faudra de´terminer des varie´te´s N1 et N2, ce qui augmente conside´rablement la
complexite´ de l’algorithme. Nous reviendrons sur ce point dans la remarque qui
cloˆture cette section.
Proposition 4.3.9 (De´termination des doubles cosets I) Soit M une 3–var-
ie´te´ hyperbolique de volume fini, a` bord non vide, et T une composante pe´riphe´rale.
Donne´ u,v ∈ pi1(M) − T , on peut de´cider si il existe t,t′ ∈ T , tels que u = tvt′. Si
un tel couple existe, il est unique, et l’algorithme peut le de´terminer.
De´monstration L’unicite´ provient de la proposition 4.3.1a). On se donne u et v
dans pi1(M). Comme de´crit ci-dessus, on de´termine les varie´te´s N1,N2. Elles ont des
groupes fondamentaux hyperboliques au sens de Gromov, qui ve´rifient les conditions
1), 2), 4).
Dans pi1(N1) (respectivement (pi1(N2)), si il existe t,t
′ ∈ ρ1(T ) tels que ρ1(u) =
tρ1(v)t
′, alors ils sont uniques. En effet, sinon, ρ1(v) conjugue deux e´le´ments non
triviaux de ρ1(T ). Alors, avec la proposition 4.3.1a), ρ1(v) ∈ ρ1(T ), cas que l’on a
exclu.
Prenons m,l une base pour T dans pi1(M). On se donnera un e´le´ment de T ,
ma,lb par le couple d’entiers (a,b). Supposons que N1 soit obtenu par une obturation
de pente (m1,l1) sur la composante au bord de M associe´e a` T , et que N2 soit
obtenue par une obturation de pente (m2,l2). On prend (a1,b1),(a2,b2), de fac¸on a`
ce que (m1,l1),(a1,b1) d’une part, (m2,l2),(a2,b2) d’autre part soient une base de T .
C’est possible puisque m1 ∧ l1 = 1 et m2 ∧ l2 = 1. On note h1 = ρ1(ma1lb1) et
h2 = ρ2(m
a2lb2). Ce sont les ge´ne´rateurs respectifs de ρ1(T ),ρ2(T ).
Si
u = mrlsvmr
′
ls
′
dans pi1(M)
alors
ρ1(u) = h
n1
1 ρ1(v)h
n′1
1 dans pi1(N1)
et
ρ2(u) = h
n2
2 ρ2(v)h
n′2
2 dans pi1(N2)
et si (r,s),(r′,s′) existent, alors (n1,n′1) et (n2,n
′
2) existent et sont uniques.
On a d’une part
(r,s) = n1(a1,b1) + x1(m1,l1)
(r′,s′) = n′1(a1,b1) + y1(m1,l1)
et d’autre part
(r,s) = n2(a2,b2) + x2(m2,l2)
(r′,s′) = n′2(a2,b2) + y2(m2,l2)
On obtient le syste`me a` deux inconnues x1,x2{
m1x1 −m2x2 = n2a2 − n1a1
l1x1 − l2x2 = n2b2 − n1b1
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ainsi que le syste`me d’inconnues y1,y2{
m1y1 −m2y2 = n′2a2 − n′1a1
l1y1 − l2y2 = n′2b2 − n′1b1
On rappelle (corollaire 4.1.2) que l’on a construit N1,N2 avec des pentes de chi-
rurgie distinctes, et donc le de´terminant des deux vecteurs de R2, (m1,l1) et (m2,l2)
est non nul. Les syste`mes ci dessus admettent donc d’uniques couples solutions
(x1,x2),(y1,y2), rationnels. Si x1,x2,y1,y2 ne sont pas entiers, alors il n’existe pas
t,t′ ∈ T tels que u = tvt′. Sinon, on peut de´terminer d’uniques couples (r,s),(r′,s′),
et il suffit alors d’utiliser l’algorithme du mot dans pi1(M) pour de´terminer si u =
mrlsvmr
′
ls
′
. 
Proposition 4.3.10 (De´termination des double-cosets II) Soit M une 3–var-
ie´te´ hyperbolique, de volume fini, ouverte, et soient T,T ′ deux composantes pe´riphe´-
rales distinctes. Donne´s u,v ∈ pi1(M), on peut de´cider si il existe t ∈ T,t′ ∈ T ′,
tel que u = tvt′ dans pi1(M). Si un tel couple (t,t′) existe, alors il est unique et
l’algorithme peut le de´terminer.
De´monstration L’unicite´ provient de la proposition 4.3.1 b).
On se donne deux varie´te´s ferme´es N1,N2, obtenues par obturation de Dehn sur
M , et ρi : pi1(M) −→ pi1(Ni) pour i = 1,2, tels que :
(i) On dispose d’une constante δ > 0, et de familles ge´ne´ratrices finies, S1, S2,
respectivement pour pi1(N1) et pi1(N2), de fac¸on ce que (pi1(N1),ds1) et (pi1(N2),dS2)
soient δ-hyperboliques.
(ii) Les groupes ρi(T ) et ρi(T
′) sont cycliques infinis.
(iii) Aucun e´le´ment non trivial de ρi(T ) n’est conjugue´ a` un e´le´ment de ρi(T
′) pour
i = 1,2.
(iv) Pour toute composante au bord T de M , N1 et N2 ont des pentes de chirurgies
sur T , distinctes.
Notons m,l une base pour T et µ,λ une base pour T ′, dans pi1(M). Dans la suite,
un e´le´ment de T (respectivement T ′), malb (respectivement µaλb) sera donne´ par
(a,b). On suppose que N1 est obtenu sur M , avec pour pentes de chirurgie (m1,l1)
sur T et (µ1,λ1) sur T
′, et que N2 est obtenu avec pour pentes (m2,l2) sur T et
(µ2,λ2) sur T
′.
On note (a1,b1) un couple d’entiers tel que m1b1 − l1a1 = 1 (un tel couple existe
puisque m1 ∧ l1 = 1), et (α1,β1) un couple tel que µ1β1 − λ1α1 = 1. Alors (m1,l1) et
(a1,b1) constituent une base de T et (µ1,λ1) et (α1,β1) constituent une base de T
′.
On note h1 = ρ1(m
a1lb1),ξ1 = ρ1(µ
α1λβ1), les e´le´ments d’ordre infini de pi1(N1).
Si
u = mrlsvµρλσ dans pi1(M)
alors
ρ1(u) = h
n1
1 ρ1(v)ξ
η1
1 dans pi1(N1)
Puisque aucun e´le´ment non trivial de ρ1(T ) n’est conjugue´ a` un e´le´ment de ρ1(T
′),
s’il existe, le couple (n1,η1) est unique. On peut appliquer le corollaire 4.2.3 pour le
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de´terminer. On a alors,
(r,s) = n1(a1,b1) + x1(m1,l1)
(ρ,σ) = η1(α1,β1) + y1(µ1,λ1)
Si l’on conside`re, de meˆme, les couples (a2,b2),(α2,β2) tels que m2b2− l2a2 = 1 et
µ2β2 − λ2α2 = 1, en appliquant le meˆme proce´de´, on de´termine, s’il existe, l’unique
couple (n2,η2) tel que
ρ2(u) = h
n2
2 ρ2(v)ξ
η2
2 dans pi1(N2)
et alors
(r,s) = n2(a2,b2) + x2(m2,l2)
(ρ,σ) = η2(α2,β2) + y2(µ2,λ2)
On obtient le syste`me a` deux inconnues x1,x2{
m1x1 −m2x2 = n2a2 − n1a1
l1x1 − l2x2 = n2b2 − n1b1
Les deux e´quations sont line´airement inde´pendantes si et seulement si (m1,l1) 6=
±(m2,l2). Puisque N1,N2 sont obtenues par des pentes de chirurgie sur T , distinctes,
on obtient un unique couple de rationnels (x1,x2).
De la meˆme fac¸on, on obtient le syste`me line´airement inde´pendant , d’inconnues
y1,y2, {
µ1y1 − µ2y2 = η2α2 − η1α1
λ1y1 − λ2y2 = η2β2 − η1β1
et l’unique couple de solutions, (y1,y2). Si x1,x2,y1,y2 ne sont pas des entiers, alors
il n’existe pas t ∈ T,t′ ∈ T ′, tels que u = tvt′, sinon on de´termine d’uniques
couples (r,s),(ρ,σ), et il suffit alors d’utiliser l’algorithme du mot, pour de´cider si
u = mrlsvµρλσ dans pi1(M). 
Proposition 4.3.11 (de´termination des classes pe´riphe´rales) Soit M une 3–
varie´te´ hyperbolique, de volume fini, a` bord non vide, et soit T une composante
pe´riphe´rale. Donne´ u ∈ pi1(M), on peut de´cider si u est conjugue´ a` un e´le´ment de
T . Si c’est le cas,il existe un unique conjugue´ de u dans T , et l’algorithme peut le
de´terminer.
De´monstration Avec la proposition 4.3.1, deux e´le´ments distincts de T , ont des
classes de conjugaison distinctes, et donc dans le cas ou` u est conjugue´ a` un e´le´ment
de T , cet e´le´ment est unique.
On proce`de comme pre´ce´demment, en se donnant deux varie´te´s ferme´es N1,N2,
obtenues par chirurgie sur M , telles que pi1(N1),pi1(N2) soient δ-hyperboliques, et si
ρ1 : pi1(M) −→ pi1(N1) et ρ2 : pi1(M) −→ pi1(N2) sont les surjections canoniques,
pi(T1),pi(T2) sont cycliques infinis, pour i = 1,2.
Soit m,l une base pour T dans pi1(M). On suppose que N1,N2 ont pour pentes
respectives sur T , (m1,l1),(m2,l2). On rappelle que l’on peut supposer ces pentes
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distinctes. On note (a1,b1) un couple d’entier tel que m1b1 − l1a1 = 1. Alors les
pentes (m1,l1) et (a1,b1) constituent une base de T . On note h1 = ρ1(a1,b1). Cet
e´le´ment engendre ρ1(T ).
Si
u = vmrlsv−1 dans pi1(M)
alors
ρ1(u) = ρ1(v)h
n1
1 ρ1(v)
−1 dans pi1(N1)
Puisque pi1(N1) est δ-hyperbolique, on peut utiliser le corollaire 4.2.1 pour de´cider
si ρ1(u) est conjugue´ a` une puissance de h1. On obtient au plus deux entiers n tels
que hn1 soit conjugue´ a` ρ1(u); notons les n
1
1,n
2
1. On obtient au plus deux e´quations,
d’inconnues r,s,x1,x2
(r,s) = n11(a1,b1) + x1(m1,l1)
(r,s) = n21(a1,b1) + x2(m1,l1)
On proce`de de fac¸on analogue pour N2. On pose (a2,b2) un couple tel que m2b2−
l2a2 = 1. On obtient au plus deux entiers n
1
2,n
2
2, et deux e´quations, d’inconnues
r,s,y1,y2
(r,s) = n12(a2,b2) + y1(m2,l2)
(r,s) = n22(a2,b2) + y2(m2,l2)
On obtient alors au plus 4 syste`mes de deux e´quations line´airement inde´pendantes,
a` deux inconnues xi,yj, {
m1xi −m2yj = nj2a2 − nj1a1
l1xi − l2yj = nj2b2 − nj1a2
pour i = 1,2, j = 1,2. On obtient ainsi, au plus 4 couples (r,s), e´ventuellement
conjugue´s a` u. Il suffit alors de leur appliquer l’algorithme de la conjugaison pour
de´terminer, s’il existe, un tel e´le´ment conjugue´ a` u. 
Remarque : Pour re´soudre les algorithmes de de´termination des 2-cosets II, et
de de´termination des classes pe´riphe´rales, on trouve deux varie´te´s N1,N2, dont les
groupes sont hyperboliques et ve´rifient les conditions 1), 2), 3). Certes, de´terminer
de telles varie´te´s constitue un algorithme complexe, peu efficient dans la pratique.
Mais une fois que les varie´te´s N1,N2 (ou plutoˆt des coefficients de chirurgie) ont
e´te´ de´termine´es, elles sont fixe´es, et la comple´xite´ des algorithmes de de´termination
des 2-cosets II, et des classes pe´riphe´rales, est fonction line´aire de la comple´xite´
des algorithmes analogues dans un groupe Gromov-hyperbolique, ce qui constitue
le meilleur re´sultat que nous eussions pu escompter. Cet argument n’est plus valide,
quant a` la comple´xite´ de l’algorithme de de´termination des 2-coset I. A chaque
imple´mentation, il pourra eˆtre ne´cessaire de trouver des varie´te´s N1,N2 satisfaisants
1), 2), 3) et surtout 4). Ce fait accroˆıt – semble-t-il – conside´rablement la comple´xite´
de l’algorithme, et marque une contrainte importante a` l’efficience de cet algorithme,
contrastant avec les autres cas.
Pour contourner cette difficulte´, tout en gardant la meˆme strate´gie, il aurait e´te´
ne´cessaire d’avoir pour une suite (Np)p de varie´te´s hyperboliques ferme´es, conver-
geant vers M , l’existence d’une constante N > 0, telle que si u ∈ pi1(M) − T , il
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existe i, 0 < i ≤ N , tel que ρi(u) 6∈ ρi(T ), dans pi1(Ni). Comme nous le montrons
dans la remarque p.103, une telle constante N ne peut jamais exister.
Chapitre 5
Le cas des fibre´s de Seifert
Ce chapitre est consacre´ au cas des espaces fibre´s de Seifert. Nous y re´solvons
les algorithmes e´le´mentaires pour le groupe d’un fibre´ de Seifert.
Nous commenc¸ons par rappeler dans les trois premie`res sections les notions qui
nous seront ne´cessaires. Dans la premie`re section, nous rappelons ce qu’est une fibra-
tion de Seifert, le syste`me d’invariants d’une fibration, ainsi que des proprie´te´s to-
pologiques ge´ne´rales ve´rifie´es par les espaces fibre´s de Seifert. Dans la deuxie`me sec-
tion, nous donnons une pre´sentation canonique pour le groupe fondamental d’une 3–
varie´te´ munie d’une fibration de Seifert. Nous rappelons la caracte´risation alge´brique
du groupe pi1(M) d’un fibre´ de Seifert M : il contient un sous-groupe normal cyclique,
que nous appelerons la fibre N . Le quotient de pi1(M)/N est un groupe Fuchsien, que
nous e´tudierons plus en de´tail dans la troisie`me section. Ce fait servira d’approche
a` l’e´tude du groupe pi1(M) qui sera poursuivie dans la suite de ce chapitre. Nous
nous restreindrons au cas ou` pi1(M) est infini.
Dans la quatrie`me section (§5.4), nous e´tablissons des proprie´te´s alge´briques de
pi1(M) : structure du centralisateur d’un e´le´ment de pi1(M), et surtout caracte´risation
alge´brique des anneaux essentiels dans un fibre´ de Seifert (anneaux essentiels dans
un Seifert, proposition 5.4.2), qui nous sera utile dans les chapitre 6 et 7.
Les deux dernie`res sections sont consacre´es a` la re´solution des algorithmes e´le´-
mentaires. L’ide´e consiste a` re´duire ces algorithmes a` des algorithmes dans le groupe
Fuchsien pi1(M)/N . Les algorithmes de de´termination des 2-cosets, et des classes
pe´riphe´rales ne pre´sentent aucune difficulte´, — car lorsque M est a` bord non vide,
pi1(M)/N est un produit libre de groupes cycliques —, et il seront re´solus dans la
dernie`re section (§5.6).
L’algorithme de la conjugaison dans pi1(M), est lui bien plus de´licat a` traiter.
Sa re´solution occupera toute la section §5.5. Notons ρ : pi1(M) −→ pi1(M)/N la sur-
jection canonique. Si u ∼ v dans pi1(M), alors ρ(u) ∼ ρ(v) dans pi1(M)/N , ce
dont on peut de´cider. Si l’on sait que ρ(u) ∼ ρ(v) dans pi1(M)/N , peut-on de´cider
si u ∼ v dans pi1(M)?... Oui, si lon connait pre´cise´ment le centralisateur de ρ(v)
dans pi1(M)/N (cf. proposition 5.5.1). Dans la plupart des cas, pi1(M)/N est hy-
perbolique au sens de Gromov, et le traitement des groupes hyperboliques dans la
section 4.2 nous permet de de´terminer le centralisateur d’un e´le´ment dans pi1(M)/N
et donc de re´soudre le proble`me de la conjugaison dans pi1(M). Seulement 7 cas
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sont re´calcitrants, les groupes Fuchsiens cristallographiques. Nous sommes amene´s
a` de´terminer se´pare´ment pour chacun d’entre eux, le centralisateur d’un e´le´ment
arbitraire, ce qui ne´cessite malheureusement de nombreuses pages de calculs. Mais,
pourrait-on dire, le jeu en vaut la chandelle, car les re´sultats sont consigne´s sous
forme d’un tableau fournissant pre´cise´ment le centralisateur d’un e´le´ment arbitraire
de l’un de ces groupes, de sorte qu’un algorithme n’est plus ne´cessaire (proposition
5.5.2).
5.1 De´finition et proprie´te´s topologiques
On se donne le disque D2 comme le disque complexe D2 = {z ∈ C ; |z| ≤ 1}. Un
tore solide fibre´, d’indice (p,q), ou` p,q sont des entiers premiers entre eux, est le
quotient de D2×I par l’application de D2×{−1} dans D2×{1}, qui a` (z,−1) associe
(exp(2ipip/q).z,1) . L’image de {0}× I est une courbe ferme´e simple, appele´e axe du
tore. Si z 6= 0, l’image de z×I∪· · ·∪exp(2ipikp/q).z×I∪· · ·∪exp(2ipi(q−1)/q).z×I
est une courbe ferme´e simple. Ainsi, un tore solide fibre´, est re´union disjointe de
courbes ferme´es simples, que l’on appelera les fibres. L’axe du tore, est un fibre dite
exceptionnelle, si p n’est pas un multiple de q.
A home´omorphisme pre´servant les fibres pre`s, on peut supposer que q > 0 et
que 0 < p ≤ q/2. De plus si T est un tore solide fibre´ de type (p,q), et T ′ est un
tore solide fibre´ de type (p′,q′), avec 0 < p ≤ q/2, et 0 < p′ ≤ q′/2, alors il existe
un home´omorphisme pre´servant les fibres entre T et T ′, si et seulement si p = p′ et
q = q′. Ainsi, dans la suite, nous ne conside´rerons que (p,q) avec 0 < p ≤ q/2.
Un fibre´ de Seifert (orientable), est une 3–varie´te´ compacte (orientable) M ,
qui est re´union disjointe de courbes ferme´es simples, appele´es les fibres, de fac¸on a`
ce que toute fibre c admette dans M un voisinage ferme´ Vc constitue´ de fibres, qui
est l’image d’un tore solide fibre´, par un home´omorphisme φ pre´servant les fibres.
On peut ve´rifier que pour une fibre c donne´e, le type (p,q) du tore solide fibre´
ne de´pend pas du choix du voisinage Vc. Ainsi on pourra parler du type (p,q) d’une
fibre, mais on parlera surtout de l’indice q de la fibre c. On dira que c est une fibre
re´gulie`re (respectivement exceptionnelle), si q = 1 (respectivement q > 1). Dans
un voisinage fibre´ d’une fibre exceptionnelle, toutes les autres fibres sont re´gulie`res.
L’ensemble des voisinages fibre´s des fibres de M , donnant un recouvrement de M ,
par compacite´ il y a un nombre fini de fibres exceptionnelles.
Si on identifie dans M , chaque fibre en un point, on obtient un espace quotient,
qui est une surface B (e´ventuellement non-orientable), appele´e la base. On de´note
l’application d’identification par p : M −→ B, et on l’appelle projection canonique.
La base B est a` bord non vide, si et seulement si M est a` bord non vide. Par
de´finition, le bord d’un fibre´ de Seifert M est re´union disjointe de fibres re´gulie`res
de la fibration. Ainsi, on peut munir toute composante connexe de ∂M d’une struc-
ture de S1-fibre´ sur le cercle, dont la projection canonique, est la restriction de la
projection canonique p : M −→ B. Les composantes de ∂M sont donc des tores,
fibre´s en fibres re´gulie`res.
On munit implicitement un fibre´ de Seifert M , d’une fibration de Seifert, c’est
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a` dire d’une partition de M en fibres, pour laquelle M est un fibre´ de Seifert.
Deux fibre´s de Seifert M et M ′ sont dit e´quivalents, s’il existe un home´omorphisme
pre´servant les fibres entre M et M ′. Si M = M ′ on dira que les fibrations sont
e´quivalentes. Un fibre´ de Seifert peut eˆtre muni de plusieurs fibrations non e´quiva-
lentes.
La premie`re question que l’on peut se poser, est la suivante : peut-on de´terminer
un syste`me d’invariants complet, d’home´omorphisme pre´servant les fibres, d’une
fibration de Seifert d’une varie´te´ M ? Clairement le type (p,q) d’une fibre, est in-
variant par home´omorphisme pre´servant les fibres, et donc le nombre de fibres ex-
ceptionnelles aussi ; la classe d’home´omorphisme de la base, est aussi invariant a`
home´omorphisme pre´servant les fibres pre`s. La re´ponse est affirmative, de´montre´e
par Seifert (cf. [Sei]). Un espace fibre´ de Seifert muni d’une fibration est unique-
menent de´termine´ par le syste`me d’invariants (the´ore`me 5, [Sei]) :
(o,g,p,b | α1,β1,α2,β2, . . . ,αq,βq)
(n,g,p,b | α1,β1,α2,β2, . . . ,αq,βq)
Le premier cas a lieu lorsque la base B est orientable (o pour orientable), et le
second lorsque B est non-orientable (n pour non-orientable). L’entier g est le genre
de la base, p est le nombre de composantes au bord, q est le nombre de fibres
exceptionnelles, αi est l’indice de la i
e`me fibre exceptionnelle, 0 < βi < αi, et (αi,βi)
de´terminent uniquement son type. Si dans M on retire un voisinage Vc home´omorphe
a` un tore solide, de chaque fibre exceptionnelle c, la varie´te´ M obtenue est un S1-
fibre´. Sa structure de S1-fibre´ est caracte´rise´e par sa base, et son nombre d’Euler
(ou indice de recollement). L’entier b caracte´rise cet indice de recollement.
La seconde question que l’on peut se poser, est la suivante : quand une varie´te´
M peut-elle admettre plusieurs fibrations non e´quivalentes? Par exemple, un tore
solide admet une infinite´ de fibrations non e´quivalentes, ayant pour base un disque
et au plus une fibre exceptionnelle. De tels espaces sont connus et classifie´s, et en
fait, repre´sentent une exception (the´ore`me VI.17, [Ja]).
The´ore`me 5.1.1 (non-unicite´ d’une fibration de Seifert) Soient M et N des
fibre´s de Seifert, et f : M −→ N un home´omorphisme. Soit il existe un home´o-
morphisme qui pre´serve les fibres, de M dans N , soit M et N sont home´omorphes
a` l’une des varie´te´s suivantes :
(i) Un tore solide.
(ii) Un espace lenticulaire.
(iii) Un I-fibre´ non trivial, sur la bouteille de Klein.
(iv) Le double d’un I-fibre´ non trivial, sur la bouteille de Klein.
(v) Une varie´te´ prisme, i.e. un fibre´ de Seifert ayant pour base S2, et 3 fibres ex-
ceptionnelles d’indices 2,2 et α > 1.
Dans la suite, nous conside´rerons un fibre´ de Seifert M muni d’une fibration. La
proposition suivante constitue le lemme VI.7 de [Ja].
Proposition 5.1.1 Un fibre´ de Seifert, est soit irre´ductible soit home´omorphe a`
S1 × S2 ou a` P3#P3.
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Puisque toute 3–varie´te´ irre´ductible, a` bord torique est soit un tore solide, soit a`
bord incompressible, on obtient :
Proposition 5.1.2 Pour un fibre´ de Seifert M , χ(M) = 0 ; de plus, soit M est un
tore solide, soit ∂M = ∅, soit ∂M est incompressible.
Ainsi, tout fibre´ de Seifert M a` bord non vide, est Haken, et soit M est un tore
solide, soit M est ∂-irre´ductible. Dans le cas ge´ne´ral, on a le re´sultat qui suit.
The´ore`me 5.1.2 A l’exception des espaces lenticulaires, et de P3#P3, un fibre´ de
Seifert M , est soit Haken, soit a pour base S2 et exactement 3 fibres exceptionnelles.
Dans ce dernier cas, M est Haken ssi H1(M,Z) est infini.
Ainsi, la plupart des espaces fibre´s de Seifert sont Haken. C’est la raison pour
laquelle le syste`me d’invariants de Seifert est devenu quelque peu de´suet, au profit
du groupe fondamental et d’un syste`me pe´riphe´ral.
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5.2 Le groupe d’un fibre´ de Seifert
Le groupe fondamental d’un espace fibre´ de Seifert M , muni d’une fibration,
admet une pre´sentation canonique, caracte´rise´e par les invariants de Seifert de M .
Le the´ore`me qui suit est un re´sultat bien connu, qui constitue sous diverses formes
les re´sultats VI.9 et VI.10 de [Ja], le the´ore`me 12.1 de [He], le §10 de [Sei], ou le §5.3
de [Or].
The´ore`me 5.2.1 Soit M un espace fibre´ de Seifert, orientable, ayant q fibres ex-
ceptionnelles, p composantes au bord, et dont la base a pour genre g. Alors pi1(M)
admet la pre´sentation (1) ou (2), suivant si la base est orientable ou non.
< a1,b1, . . . ,ag,bg,c1, . . . ,cq,d1, . . . ,dp,h |
[ai,h],[bi,h],[cj,h],[dk,h]; c
αj
j = h
βj ;hb = (
g∏
i=1
[ai,bi])c1 · · · cqd1 · · · dp > (1)
< a1, . . . ,ag,c1, . . . ,cq,d1, . . . ,dp,h |
aiha
−1
i = h
−1; [cj,h]; [dk,h]; c
αj
j = h
βj ;hb = (
g∏
i=1
a2i )c1 · · · cqd1 · · · dp > (2)
ou` 1 ≤ i ≤ g, 1 ≤ j ≤ q, 1 ≤ k ≤ p, ou` αj est l’indice de la jie`me fibre exceptionnelle,
0 < βj < αj, b ∈ Z, et b et β1, . . . ,βq sont caracte´rise´s par les invariants de la
fibration de M .
De plus, on peut choisir des repre´sentants, de fac¸on a` ce que h soit la classe de
n’importe quelle fibre re´gulie`re, et si Tk est la k
ie`me composante de ∂M , i∗(pi1(Tk))
soit engendre´ par dk et h.
Remarque 1 : Au vuˆ de ces pre´sentations, il apparaˆıt que h engendre un sous-
groupe normal N de pi1(M). On appelle N la fibre de pi1(M). Si de surcroˆıt B est
orientable, alors N est dans le centre de pi1(M).
Si pi1(M) est infini, alors h est d’ordre infini (lemme II.4.2 (i), [JS]). Dans ce cas,
on a la suite exacte :
1 −→ Z −→ pi1(M) −→ pi1(M)/N −→ 1
La proprie´te´ d’avoir un groupe fondamental contenant un sous-groupe normal
cyclique caracte´rise les espaces fibre´s de Seifert dans la classe des varie´te´s Haken
(the´ore`me VI.24, [Ja]). Il a e´te´ longtemps conjecture´ — sous le nom de conjecture
de Seifert — qu’il s’agirait en fait d’une caracte´risation des espaces fibre´s de Seifert,
dans la classe entie`re des 3–varie´te´s. Ce re´sultat aurait e´te´ re´cemment montre´ (mais
non encore publie´) par G.Mess.
Le groupe quotient pi1(M)/N fait partie d’une classe de groupes largement e´tudie´e,
la classe des groupes fuchsiens, que nous examinerons plus en de´tail dans le para-
graphe suivant.
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Remarque 2 : Le groupe pi1(M) est soit Z, ou Z2 ∗ Z2, soit fini ssi pi1(M)/N est
fini. Avec le the´ore`me 5.3.1, pi1(M) est fini, si M n’est pas home´omorphe a` S
1 × S2
ou P3#P3, et si une des conditions suivantes est ve´rifie´e :
(i) B = S2, et soit q ≤ 2 soit q = 3 et 1/α1 + 1/α2 + 1/α3 > 1. Dans le premier
cas, M est un espace lenticulaire, dans le second cas les seuls tri-uplets (α1,α2,α3)
satisfaisant la condition 1/α1 + 1/α2 + 1/α3 > 1, sont (2,3,3),(2,3,4),(2,3,5), ou
(2,2,α3) (varie´te´s prismes).
(ii) B = P2, et q ≤ 1. Ce sont les espaces lenticulaires L(4n,2n − 1), ou les
varie´te´s prismes.
Il est inte´ressant de remarquer qu’il s’agit d’une liste exhaustive des 3–varie´te´s mo-
dele´es sur la ge´ome´trie S3 (cf. [Sc]).
Remarque 3 : Rappelons qu’il existe une application surjective de pi1(M) sur le pre-
mier groupe d’homologie a` coefficients entiers de M , H1(M,Z), appele´e application
de Hurewicz, dont le noyau est le sous-groupe commutateur de pi1(M). Ainsi tout
e´le´ment de pi1(M), peut aussi se voir dans H1(M,Z). Si la base B est non orientable,
h est d’ordre 2 en homologie. Si la base est orientable, h peut eˆtre d’ordre fini ou
infini. Si B est a` bord non vide, alors h est d’ordre infini dans H1(M,Z). Si B est
ferme´e, alors h peut-eˆtre d’ordre fini ou infini dans H1(M,Z) (cf. [Or] §7.2, pour une
formule caracte´risant l’ordre de h dans H1(M,Z) dans ce dernier cas).
Le reste de cette section sera consacre´ a` l’introduction du concept essentiel de
sous-groupe canonique du groupe d’un Seifert. Pour cela, on commence par se
placer dans le cas ou` la base B est non-orientable. On conside`re le groupe F , libre
sur les ge´ne´rateurs a1, . . . ,ag,c1, . . . ,cq,d1, . . . ,dp,h, et la surjection canonique pi :
F −→ pi1(M).
Donne´ un mot ω sur a1, . . . ,ag,c1, . . . ,cq,d1, . . . ,dp,h, et leur inverse, on dit que ω
est A-pair, si le nombre d’occurence dans ω, d’e´le´ments de la forme a±1i , est pair, et
A-impair sinon. Ainsi on parlera de A-parite´ de ω. Clairement, si le mot ω repre´sente
un e´le´ment u de F , tous les mots repre´sentant u ont meˆme A-parite´. Ainsi on parlera
aussi de A-parite´ d’un e´le´ment de F . De meˆme, avec la pre´sentation donne´e par le
the´ore`me 5.2.1, puisque les relations de pi1(M) sont des mots A-pairs, si pi(u) = pi(v),
alors u et v ont meˆme A-parite´. Ainsi on peut de´finir la notion de A-parite´ pour
un e´le´ment α de pi1(M) ; si α = pi(ω), α est A-pair si ω est A-pair, et A-impair si
ω est A-impair. L’ensemble des e´le´ments A-pairs de pi1(M), forme un sous-groupe
de pi1(M), que l’on note Π.
Proposition 5.2.1 Ainsi de´fini, Π est un sous-groupe d’indice 2 de pi1(M).
De´monstration Si u 6∈ Π, alors a1u ∈ Π. Ainsi l’ensemble des cosets a` droite
pi1(M) mod Π est constitue´ de deux e´le´ments, [1], et [a
−1
1 ], et donc Π est d’indice 2
dans pi1(M). 
Si M est un espace fibre´ de Seifert, muni d’une fibration ayant pour base B,
on appelle sous-groupe canonique de pi1(M), le sous-groupe de´fini comme e´tant
pi1(M) si B est orientable, et Π sinon.
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Notre de´finition est en fait une version combinatoire de la de´finition plus topo-
logique de [JS]. Leur de´finition est la suivante. La surjection canonique p de M sur
sa base, induit l’e´pimorphisme p∗ : pi1(M) −→ pi1(B). Le sous-groupe d’orientation
de pi1(B) (i.e. celui associe´ au reveˆtement d’orientation de B), est un sous-groupe
d’indice 1 ou 2 de pi1(B), que l’on note Ω. Alors p
−1
∗ (Ω) = Π. Cela est facile a` e´tablir,
de`s que l’on a remarque´ que lorsque B est non orientable, parmi les ge´ne´rateurs ca-
noniques de pi1(B), images par p∗ des ge´ne´rateurs canoniques de pi1(M), seuls ceux
de la forme p∗(ai) ont pour repre´sentant un lacet de B qui renverse l’orientation de B.
Remarque : Les notions de fibres et de sous-groupe canonique de pi1(M) de´pendent
d’une fibration de M , puisqu’elle de´pendent d’une pre´sentation donne´e par le the´ore`-
me 5.2.1. Ainsi, lorsque nous les emploierons, nous supposerons fixe´e une fibration
de Seifert de M .
Le sous-groupe canonique peut aussi eˆtre caracte´rise´ alge´briquement, comme
centralisateur d’un e´le´ment non trivial de la fibre N . C’est le re´sultat qu’e´nonce la
proposition suivante.
Proposition 5.2.2 (Centralisateur d’un e´le´ment de la fibre) Soient M un
fibre´ de Seifert, N la fibre et Π le sous-groupe canonique de pi1(M). Si pi1(M) est
infini, soit α ∈ N un e´le´ment non trivial de la fibre, alors Π est le centralisateur de
α dans pi1(M), et si ω 6∈ Π, alors ωαω−1 = α−1.
De´monstration Si la base B de M est orientable, Π = pi1(M), et puisque la fibre
est dans le centre de pi1(M), et que Π = pi1(M), le re´sultat est clair. On suppose
donc que B est non orientable.
Soit un e´le´ment α = hp dans la fibre N . On veut de´montrer que si u ∈ pi1(M),
uαu−1 = αε, ou` ε = 1 si u ∈ Π, et ε = −1 sinon. On proce`de par induction sur
la longueur d’un mot sur les ge´ne´rateurs, repre´sentant u. Si u peut eˆtre repre´sente´
par un mot de longueur nulle, alors u = 1, u ∈ Π, et uαu−1 = α. Si u peut eˆtre
repre´sente´ par un mot de longueur n + 1, u = pi(u1 · · ·un+1) = pi(u1)pi(u2 · · ·un+1).
On note v1 = pi(u1), et v = pi(u2 · · ·un+1). Alors v1 est un ge´ne´rateur de pi1(M),
et v est repre´sente´ par le mot u2 · · ·un+1 de longueur n. En appliquant l’hypothe`se
d’induction,
uαu−1 = v1vαv−1v−11
= v1α
εv−11
ou` ε = 1 si v ∈ Π, et ε = −1 sinon. Si v1 n’est pas de la forme a±1i , alors u et v ont
meˆme A-parite´, et avec la pre´sentation (2) donne´e par le the´ore`me 5.2.1,
uαu−1 = v1αεv−11 = v1h
ε pv−11 = h
ε p = αε
Si v1 = a
±1
i , alors
uαu−1 = v1hε pv−11 = h
−ε p = α−ε
de plus, v et u sont de A-parite´ diffe´rente, et donc u ∈ Π si et seulement si u 6∈ Π.
Ceci conclut l’induction.
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Ainsi, Π ⊂ Z(α). Si u 6∈ Π, avec ce qui pre´ce`de, uαu−1 = α−1, et donc u ∈ Z(α)
si et seulement si α2 = 1. Or, si pi1(M) est infini, h est d’ordre infini (remarque 1,
the´ore`me 5.2.1), et dans ce cas, si α 6= 1, u 6∈ Z(α), et donc Z(α) ⊂ Π. 
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5.3 Groupes Fuchsiens
Etant donne´e une fibration de M , et N la fibre, N est un sous-groupe distingue´
de pi1(M), et on peut conside´rer le quotient pi1(M)/N . C’est un groupe qui fait
partie d’une classe de groupes appele´s groupes Fuchsiens, bien connus des analystes
complexes, des ge´ome`tres et des topologues, et largement e´tudie´s. Aussi, pour une
introduction aux groupes Fuchsiens, ade´quate a` l’e´tude des espaces fibre´s de Seifert,
nous renvoyons le lecteur aux ouvrages de re´fe´rence [JS] et [He]. Nous rappelerons
les re´sultats qui nous serons utiles dans la suite.
Sous les hypothe`ses du the´ore`me 5.2.1, on peut donner a` pi1(M)/N la pre´sentation
(1) ou (2), selon si B est ou non orientable,
< a1,b1, . . . ,ag,bg,c1, . . . ,cq,d1, . . . ,dp | cαjj = 1, (
g∏
i=1
[ai,bi])c1 · · · cqd1 · · · dp = 1 >
ou
< a1, . . . ,ag,c1, . . . ,cq,d1, . . . ,dp | cαjj = 1, a21 · · · a2gc1 · · · cqd1 · · · dp = 1 >
et l’on note ρ : pi1(M) −→ pi1(M)/N la surjection canonique. Si u ∈ pi1(M), on
notera u au lieu de ρ(u).
Dans le cas ou` M a un bord non vide, la dernie`re relation peut eˆtre transforme´e
en
d−1j = dj+1 · · · dp.(
g∏
i=1
[ai,bi]).c1 · · · cqd1 · · · dj−1
ou
d−1j = dj+1 · · · dp.(
g∏
i=1
a2i ).c1 · · · cqd1 · · · dj−1
pour tout j = 1 · · ·n. Un changement de Tietze permet donc de supprimer cette
relation et le ge´ne´rateur dj. Ceci montre que pi1(M)/N est le produit libre des
groupes cycliques engendre´s par les ge´ne´rateurs ai, bj(e´ventuellement), ck, et dl, a`
l’exception de l’un des dl.
Il est bien connu, qu’un produit libre de groupes cycliques contient un sous-
groupe libre d’indice fini. En particulier, si ∂M 6= ∅, alors pi1(M)/N contient le
groupe d’une surface a` bord non vide, comme sous-groupe d’indice fini. C’est un fait
remarquable, que ce re´sultat reste vrai dans le cas ou` M est a` bord vide. C’est le
the´ore`me suivant, qui constitue le the´ore`me 12.2 de [He].
The´ore`me 5.3.1 (Sous-groupe de surface d’indice fini) Soit M un espace fi-
bre´ de Seifert ferme´. Si pi1(M)/N admet pour pre´sentation :
< a1,b1, . . . ,ag,bg,c1, . . . ,cq | cαjj = 1, (
g∏
i=1
[ai,bi])c1 · · · cq = 1 > (1)
ou
< a1, . . . ,ag,c1, . . . ,cq | cαjj = 1, a21 · · · a2gc1 · · · cq = 1 > (2)
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alors, pi1(M)/N contient le groupe d’une surface ferme´e F , comme sous-groupe d’in-
dice fini, λ. De plus la caracte´ristique d’Euler de F , est donne´e par la formule sui-
vante :
χ(F ) =
{
λ(2− 2g −∑qi=1(1− 1αi )) dans le cas (1)
λ(2− g −∑qi=1(1− 1αi )) dans le cas (2)
En particulier, χ(F ) > 0 ssi,
Cas (1) : g = 0, et soit q ≤ 2 soit q = 3 et 1/α1 + 1/α2 + 1/α3 > 1.
Cas (2) : g = 1 et q = 0 ; ou q = 1 et α1 = 2.
et χ(F ) = 0 seulement dans les cas suivants :
Cas (1) : g = 1 et q = 0 ; ou g = 0, q = 3, d’indices (3,3,3),(2,4,4) ou (2,3,6) ; ou
g = 0, q = 4, d’indices (2,2,2,2).
Cas (2) : g = 2 et q = 0 ; ou g = 1, q = 2, d’indices (2,2).
Remarque 1 : Si χ(F ) ≤ 0, alors pi1(F ) est infini. Ainsi, si M est ferme´e, pi1(M)/N
est fini ssi χ(F ) > 0. Si ∂M 6= 0, alors soit M est home´omorphe a` un tore solide,
soit pi1(M)/N est infini.
Remarque 2 : Si ∂M est non vide, pi1(M)/N est un produit libre de groupes cy-
cliques, c’est en particulier un groupe Gromov-hyperbolique. Si ∂M = ∅, et si
χ(F ) < 0, pi1(M)/N contient le groupe d’une surface hyperbolique comme sous-
groupe d’indice fini, et est donc Gromov-hyperbolique. Si χ(F ) > 0, pi1(M)/N est
un groupe fini. Si χ(F ) = 0, pi1(M)/N contient Z⊕ Z comme sous-groupe d’indice
fini. Avec le the´ore`me de Bieberbach (cf. [Ra]), pi1(M)/N est un groupe cristallogra-
phique, i.e. un sous-groupe discret de Isom(E2). En particulier, c’est un groupe biau-
tomatique (cf. [CEHLPT]). Ainsi, dans tous les cas, un groupe Fuchsien, pi1(M)/N ,
a un proble`me de la conjugaison re´soluble.
Topologiquement, le groupe Fuchsien pi1(M)/N , est le groupe fondamental de
l’espace topologique K que l’on obtient en retirant q disques disjoints sur la surface
B, et en recollant sur les q composantes au bord de la surface obtenue, des disques,
par des applications de degre´s respectifs α1,α2, . . . ,αq. Ainsi, dans un sens, un groupe
Fuchsien est un (( groupe de surface avec torsion )). Notons B la surface obtenue en
retirant q disques disjoints sur B. Clairement, si D est une composante de ∂B le
long duquel on a recolle´ un disque, alors un e´le´ment de pi1(D) ⊂ pi1(B) est de torsion
dans pi1(M)/N . La proposition suivante, e´nonce que si pi1(M)/N est infini, les seuls
e´le´ments de torsion, sont a` conjugaison pre`s, ceux ainsi obtenus. C’est la proposition
6.2 de [LS], ou sous une forme plus re´duite, la proposition II.3.6 de [JS].
Proposition 5.3.1 (Torsion dans un groupe Fuchsien infini) Soit pi1(M)/N ,
donne´ par une des pre´sentations (1) ou (2) figurant plus haut. Si pi1(M)/N est in-
fini, alors tout e´le´ment u non trivial, de torsion, est dans un conjugue´ d’un des
sous-groupes < cj >, pour j = 1, . . . ,q. De plus il s’e´crit de fac¸on unique sous la
forme u = vcnj v
−1, avec 0 < n < αj, i.e., si il s’e´crit aussi u = wcmk w
−1, avec
0 < m < αk, alors j = k, n = m, et w = vc
t
j, pour t ∈ Z.
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Si la surface B est non orientable, alors clairement la surface B sera aussi non
orientable. Conside´rons le reveˆtement d’orientation de B. Puisque tout lacet de ∂B
pre´serve l’orientation, ce reveˆtement s’e´tend a` un reveˆtement a` deux feuillets K˜ de
K. Le groupe pi1(K˜) s’injecte dans pi1(K) = pi1(M)/N , nous noterons Θ son image.
C’est un sous-groupe d’indice 2 de pi1(M)/N .
Ce sous-groupe Θ peut aussi se de´finir combinatoirement. Supposons encore que
la base B de M soit non orientable, et conside´rons la pre´sentation (2) de pi1(M)/N
donne´e ci-dessus. Un e´le´ment g de pi1(M)/N sera dit A-pair, si un mot le repre´sentant
contient un nombre pair d’occurences de lettres a1,a
−1
1 , . . . ,ag,a
−1
g . Puisque les rela-
teurs de pi1(M)/N contiennent un nombre pair d’occurences de telles lettres, cette
notion est bien de´finie. On peut aussi voir cela, en remarquant qu’un e´le´ment A-pair
est l’image par ρ d’un e´le´ment A-pair de pi1(M), et que le noyau de ρ, N , est constitue´
d’e´le´ments A-pairs. Notons Π le sous-ensemble de pi1(M)/N constitue´ des e´le´ments
A-pairs. Il est facile de ve´rifier que Π est un sous-groupe d’indice 2 de pi1(M)/N .
En fait, Π = Θ. Pour voir cela, il suffit de remarquer que parmi les ge´ne´rateurs de
pi1(M)/N (donne´s par la pre´sentation (2) figurant plus haut), seuls les ai ont pour
repre´sentants des lacets qui renversent l’orientation de K. Si B est orientable, on
pose Π = pi1(M)/N . Dans tous les cas, Π = ρ
−1(Π).
Nous disposons maintenant du vocabulaire ne´cessaire pour e´noncer le re´sultat
caracte´risant le centralisateur d’un e´le´ment dans un groupe Fuchsien infini.
Proposition 5.3.2 (Centralisateurs dans un groupe Fuchsien infini)
Soient pi1(M)/N un groupe Fuchsien infini, et u ∈ pi1(M)/N . Si u est d’ordre
infini, alors son centralisateur Z(u) est soit isomorphe au groupe de la bouteille de
klein, soit libre abe´lien de rang 1 ou 2. Si de plus u 6∈ Π, alors Z(u) est cyclique
infini.
Si u est d’ordre fini, alors son centralisateur est cyclique fini. Plus pre´cise´ment
(cf. proposition 5.3.1), pour i = 1, . . . ,q, et 0 < n < αi, Z(cni ) =< ci >.
Remarque : Si pi1(M)/N est fini, le centralisateur d’un e´le´ment n’est pas ne´cessai-
rement cyclique. Ainsi par exemple si B = S2, q = 3 d’indices (2,2,2), pi1(M)/N
admet la pre´sentation :
< x,y | x2 = y2 = (xy)2 = 1 >
Alors xyxy = 1 implique xyx = y−1, et donc xyx−1 = y, et pi1(M)/N est abe´lien. Le
centralisateur de x est le groupe pi1(M)/N ∼= Z2 × Z2. Cet exemple peut aise´ment
se ge´ne´raliser aux cas des groupes die`draux B = S2, q = 3, d’indices (2,2,2n).
De´monstration Notons Π le sous-groupe canonique de pi1(M)/N . Conside´rons le
centralisateur Z(u) d’un e´le´ment u de pi1(M)/N .
Si u est d’ordre infini, puisque u ∈ Z(u), Z(u) est un groupe infini. De plus son
centre est non trivial, puisqu’il contient u.
Maintenant, d’une part tout sous-groupe d’un groupe Fuchsien est un groupe
Fuchsien (cf. §3 de [JS]), et ainsi Z(u) est un groupe Fuchsien. d’autre part, un
groupe Fuchsien infini G, ayant un centre non trivial C est soit le groupe de la
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bouteille de Klein, soit libre abe´lien de rang 1 ou 2. Si le centre C n’est pas dans
le sous-groupe canonique de G, alors G est cyclique infini (cf. proposition II.3.11,
[JS]). Le sous-groupe canonique de Z(u) est Z(u)∩Π, et ainsi si u 6∈ Π, alors Z(u)
est cyclique infini. Ceci de´montre la premie`re partie de la proposition.
Si u est d’ordre fini, alors Z(u) ne peut pas contenir d’e´le´ment d’ordre infini. En
effet, dans le cas contraire Z(u) contiendrait le sous-groupe Z×Zn, qui n’est pas un
groupe Fuchsien (lemme II.3.10 [JS]), ce qui est contradictoire. Avec la proposition
5.3.1, si u est d’ordre fini, u est conjugue´ a` cni , pour 1 ≤ i ≤ q et n ∈ Z∗, et nous
pouvons donc supposer que u = uni . Si nous conside´rons un e´le´ment non trivial
v ∈ Z(u), il est de torsion, et donc avec la proposition 5.3.1,
v = acmj a
−1
et puisque u et v commutent,
u = cni = ac
m
j a
−1cni ac
−m
j a
−1
et donc, avec la proposition 5.3.1, il existe k 6= 0,
v = acmj a
−1 = cki
et donc v ∈< ci >. Ainsi, pour n 6= 0, Z(cni ) =< ci >. 
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5.4 Certaines proprie´te´s alge´briques
Nous commenc¸ons par achever la caracte´risation du centralisateur d’un e´le´ment
dans un groupe de Seifert infini pi1(M) (avec la proposition 5.2.2, nous avons de´ja`
caracte´rise´ le centralisateur d’un e´le´ment de la fibre). Nous aurons besoin pour cela,
du lemme alge´brique qui suit.
Lemme 5.4.1 Soit G un groupe, et N un sous-groupe cyclique infini du centre de
G. Si G/N est libre abe´lien de rang 2, alors soit G est abe´lien, soit N est le centre
de G.
De´monstration Notons h un ge´ne´rateur de N , et conside´rons deux e´le´ments a,b ∈
G, tels que a.N et b.N forment une base de G/N . En particulier, a,b, et h engendrent
G. Puisque G/N est abe´lien, on a la relation aba−1b−1 = hn dans G, pour un certain
n ∈ Z. Si n = 0, alors a et b commutent, et puisque h commute avec a et b, G
est abe´lien. Aussi nous pouvons supposer que n 6= 0, et montrer qu’alors, N est le
centre de G.
Avec la relation aba−1b−1 = hn, et le fait que h soit dans le centre de G, tout
e´le´ment de G peut s’e´crire sous la forme apbqhr, avec p,q,r ∈ Z. Conside´rons donc
un e´le´ment de G, g = apbqhr, et supposons que g soit dans le centre de G. Alors apbq
est aussi dans le centre de G, ce qui implique que ap commute avec b et bq commute
avec a. On a la relation aba−1 = bhn, et donc b = apba−p = bhnp. Ainsi, puisque h
est d’ordre infini, et n 6= 0, alors p = 0. De la meˆme fac¸on, ba−1b−1 = a−1hn, et donc
a−1 = bqa−1b−q = a−1hnq, et ne´cessairement q = 0. Ainsi g = hr ∈ N , et donc N est
le centre de G. 
Proposition 5.4.1 (Centralisateurs dans un groupe de Seifert infini)
Soient M un fibre´ de Seifert, dont le groupe pi1(M) est infini, et N la fibre
de pi1(M), pour une certaine fibration de M . Soit u un e´le´ment de pi1(M), qui n’est
pas dans la fibre N . Alors le centralisateur de u, Z(u) contient un groupe abe´lien
comme sous-groupe d’indice 1 ou 2. Plus pre´cisemment, Z(u) ∩ Π est abe´lien. De
plus, si u 6∈ Π, alors son centralisateur est cyclique infini.
De´monstration Conside´rons u ∈ pi1(M) − N , et notons Z = Z(u) son centrali-
sateur dans pi1(M). Notons u = ρ(u), et Z = ρ(Z), ou` ρ : pi1(M) −→ pi1(M)/N .
Puisque u 6∈ N = ker ρ, u est non trivial dans pi1(M)/N .
Si u 6∈ Π, alors u 6∈ Π. Avec la proposition 5.3.1, ne´cessairement u est d’ordre
infini. De plus, avec la proposition 5.2.2, N ∩Z = {1}. Ainsi, la restriction de ρ a` Z
est un isomorphisme sur Z. Or Z est un sous-groupe non trivial (puisque u ∈ Z) du
centralisateur Z(u) de u dans pi1(M)/N . Avec la proposition 5.3.2, Z(u) est cyclique
infini. Ainsi, Z est cyclique infini, et donc Z aussi.
Conside´rons maintenant le cas ou` u ∈ Π, alors u ∈ Π. Supposons d’abord que
u soit de torsion. Dans ce cas, avec la proposition 5.3.1, Z(u) est un sous-groupe
cyclique fini de Π. Si a ∈ Z(u) − Π, alors a ∈ Z(u) − Π. Ainsi, en particulier,
Z(u) ⊂ Π, et donc, avec la proposition 5.2.2, N est dans le centre de Z(u). De plus,
on a Z(u)/N ∼= Z. Or Z est un sous-groupe non trivial de Z(u), et est donc cyclique
(fini). Ainsi, Puisque N est central dans Z(u), clairement, Z(u) est abe´lien.
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Supposons maintenant, que u soit d’ordre infini. Alors, puisque Z∩Π contient u,
dans son centre, c’est un groupe Fuchsien infini, ayant un centre non trivial. Avec la
proposition II.3.11 de [JS], Z ∩Π est isomorphe au groupe de la bouteille de Klein,
ou a` un groupe libre abe´lien de rang 1 ou 2. Or, avec la proposition II.3.7 de [JS], le
sous-groupe d’orientation Π d’un groupe Fuchsien ne peut pas contenir le groupe de
la bouteille de Klein comme sous-groupe. Ainsi, Z ∩ Π est un groupe libre abe´lien
de rang 1 ou 2.
Nous souhaitons montrer que Z ∩ Π est abe´lien. Puisque u ∈ Π, N est dans le
centre de Z∩Π, et de plus, (Z∩Π)/N ∼= Z∩Π. Si Z∩Π est cyclique, il est facile de
ve´rifier, puisque N est central, que Z∩Π est abe´lien. Si Z∩Π est libre abe´lien de rang
2, alors avec le lemme 5.4.1, soit Z∩Π est abe´lien, soit N est le centre de Z∩Π. Or u
est dans le centre de Z∩Π, et n’est pas dans N . Ainsi, on a la conclusion souhaite´e.
Nous caracte´risons maintenant les e´le´ments pe´riphe´raux conjugue´s dans un es-
pace fibre´ de Seifert a` bord non vide. Ce re´sultat est essentiel dans notre e´tude.
Combine´ aux propositions 2.1.2 et 4.3.1, il nous permettra de montrer que le graphe
de groupe associe´ a` la de´composition minimale d’une varie´te´ Haken, ve´rifie une pro-
prie´te´ inte´ressante (eˆtre presque sans cycle ; cf. chap. 6), ce qui simplifie grandement
son groupe fondamental.
Topologiquement, le re´sultat suivant affirme que dans un fibre´ de Seifert M a`
bord non vide, a` l’exception des cas M ∼= S1 ×D2 et M ∼= S1 × S1 × I, un anneau
essentiel est sature´ en fibres re´gulie`re, dans toute fibration de Seifert de M .
Proposition 5.4.2 (Anneaux essentiels dans un Seifert) Soit M un espace
fibre´ de Seifert, a` bord non vide, qui n’est pas S1 × D2 ou S1 × S1 × I. Avec les
notations du the´ore`me 5.2.1, nous notons Ti =< di,h > et Tj =< dj,h >, avec
1 ≤ i,j ≤ p (e´ventuellement i = j). Soient a ∈ Ti et b ∈ Tj, et u qui conjugue a en
b dans pi1(M).
Alors soit i = j, a = b,et u ∈ Ti, soit a = hn et b = hn, ou`  = ±1. De plus,
ε = 1 si et seulement si u est dans le sous-groupe canonique de pi1(M).
De´monstration Conservons les notations du paragraphe 5.3. Conside´rons une
fibration de M , notons B sa base, et N la fibre. Puisque M est a` bord non vide
(notons p le nombre de composantes de ∂M), pi1(M)/N est le produit libre des
groupes cycliques engendre´s par les ge´ne´rateurs de pi1(M)/N , a` l’exception de l’un
d’entre eux, dp.
pi1(M)/N = F∗ < c1 > ∗ · · · ∗ < cq > ∗ < d1 > ∗ · · · ∗ < dp−1 >
ou` F est le groupe libre engendre´ par a1,b1, . . . agbg, ou par a1, . . . ag, selon si B est
ou non orientable. L’image de dp par ρ, est donne´e par la formule :
ρ(dp) = dp = ((
g∏
i=1
[ai,bi])c1 · · · cqd1 · · · dp−1)−1
ρ(dp) = dp = (a
2
1 · · · a2gc1 · · · cqd1 · · · dp−1)−1
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selon si B est ou non orientable.
Puisque M n’est pas home´omorphe a` un tore solide, toutes les composantes de
∂M sont incompressibles. Avec le the´ore`me 5.2.1, a` conjugaison pre`s, les plongements
des groupes du bord dans pi1(M) peuvent eˆtre pris comme e´tant Ti =< di,h > pour
i variant de 1 a` p. Ainsi, ρ(Ti) est engendre´ par di.
Si la fibration de M a pour base un disque ou un anneau, et aucune fibre ex-
ceptionnelle, alors on a la relation d1 = 1, ou d2 = d
−1
1 . Dans ce cas, M est fibre´
en cercles sur le disque, ou l’anneau. Puisque M est orientable, ne´cessairement M
est home´omorphe a` S1 ×D2 ou S1 × S1 × I. Dans le cas contraire, les images des
Ti par ρ sont non triviales, et ρ(Ti) ∩ ρ(Tj) = {1}, si i 6= j. De plus, les classes de
conjugaison de deux e´le´ments non triviaux v ∈ ρ(Ti), w ∈ ρ(Tj), avec i 6= j, sont
disjointes, et il en est de meˆme pour deux e´le´ments distincts de ρ(Ti). Si u conjugue
a en b dans pi1(M), alors u conjugue a en b dans pi1(M)/N , et donc, soit i = j,
a = b = d ti , et u = d
r
i , pour t,r ∈ Z, soit a = b = 1.
Dans le premier cas, puisque ker ρ = N ⊂ Ti, u ∈ Ti, et a = bhn, pour n ∈ Z.
Mais Ti est abe´lien, et donc u commute avec a,b, et h, ainsi,
b = uau−1 = ubhnu−1 = bhn
et donc hn = 1. Or puisque M est a` bord non vide, pi1(M) est infini, et donc h est
d’ordre infini (cf. remarque 1, the´ore`me 5.2.1). Donc n = 0, et a = b.
Dans le second cas, a = hn, et b = hm. Puisque pi1(M) est infini, on peut
appliquer la proposition 5.2.2, et alors,
b = hm = uhnu−1 = hn
ou`  = ±1 et  = 1 si et seulement si u est dans le sous-groupe canonique. De plus,
puisque h est d’ordre infini, m = εn. 
On obtient imme´diatement le corollaire,
Corollaire 5.4.1 Sous ces hypothe`ses, dans pi1(M), le centralisateur d’un e´le´ment
de Ti −N est Ti. De plus Ti est son propre normalisateur.
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5.5 Solution au proble`me de la conjugaison
Le but de cette section sera d’e´tablir le re´sultat suivant :
The´ore`me 5.5.1 Soit M un espace fibre´ de Seifert. Son groupe pi1(M) a un proble`me
de la conjugaison re´soluble.
Le proble`me du mot dans un fibre´ de Seifert, se re´sout dans la plupart des cas par
la the´orie des groupes automatiques. Plus pre´cisemment, D.Epstein et W.Thurston
ont montre´ que le groupe d’un fibre´ de Seifert M a une structure automatique, a`
l’exception du cas ou` M est ferme´ et modele´ sur la ge´ome´trie Nil. Dans ce dernier
cas, pi1(M) est virtuellement nilpotent (cf. [Sc]), et admet donc une solution au
proble`me du mot (cf. [Mi2]).
The´ore`me 5.5.2 Le groupe d’un fibre´ de Seifert, a un proble`me du mot re´soluble.
Un groupe fini admet une solution au proble`me de la conjugaison, aussi nous
pourrons supposer que M est un espace fibre´ de Seifert ayant un groupe pi1(M)
infini. Le re´sultat suivant va nous permettre de re´soudre le proble`me de conjugaison.
Proposition 5.5.1 (Proble`me de la conjugaison) Soit M un espace fibre´ de
Seifert tel que pi1(M) soit infini, muni d’une fibration. Soient N la fibre dans pi1(M),
et Π le sous-groupe canonique. Notons ρ : pi1(M) −→ pi1(M)/N , et conservons les
notations des sections pre´ce´dentes. Soient u et v des e´le´ments de pi1(M), qui ne sont
pas dans la fibre N , et supposons qu’il existe a ∈ pi1(M)/N qui conjugue u en v,
a u a−1 = v dans pi1(M)/N
Alors, dans pi1(M) conside´rons un e´le´ment arbitraire a ∈ ρ−1(a). On a la relation
(ou` n de´pend de a) :
aua−1 = vhn dans pi1(M)
Notons Z(v), le centralisateur de v dans pi1(M)/N . Avec la proposition 5.3.2, Z(v)
est cyclique ou isomorphe a` Z ⊕ Z ou au groupe de la bouteille de Klein, et admet
donc au plus deux ge´ne´rateurs.
Si Z(v) est cyclique fini, (c’est le cas ou` u et v sont d’ordre fini), alors u ∼ v
ssi n = 0.
Si Z(v) est cyclique infini, engendre´ par x, conside´rons un e´le´ment arbitraire
x ∈ ρ−1(x). Alors, dans pi1(M),
xvx−1 = vhm
Sous ces conditions, u ∼ v dans pi1(M), ssi, une des conditions (symbolise´es par le
tableau suivant), est ve´rifie´e :
x ∈ Π x 6∈ Π
v ∈ Π m divise n n = 0 ou m = n
v 6∈ Π n(n+m) est pair
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Si Z(u) n’est pas cyclique, il admet deux ge´ne´rateurs x1,x2. Si Z(u) est iso-
morphe au groupe de la bouteille de Klein, on prend x1,x2 comme les ge´ne´rateurs
canoniques, i.e. ceux ve´rifiant la relation x2x1x
−1
2 = x
−1
1 . Conside´rons arbitrairement
x1 ∈ ρ−1(x1) et x2 ∈ ρ−1(x2). Avec le choix des ge´ne´rateurs de Z(u), ne´cessairement
x1,x2 ne sont pas tous deux A-impairs, et donc x1,x2 ne sont pas tous deux hors de
Π.
Alors, dans pi1(M), on a les relations
x1ux
−1
1 = uh
m1
x2ux
−1
2 = uh
m2
Sous ces conditions, u ∼ v dans pi1(M), ssi une des conditions suivantes est ve´rifie´e :
x1,x2 ∈ Π x1 ∈ Π, x2 6∈ Π
v ∈ Π ppcm(m1,m2)/n
m1/n
ou
m1/(n−m2)
v 6∈ Π n(n+m1)(n+m2) est pair
De´monstration Supposons donc qu’il existe un e´le´ment a ∈ pi1(M)/N qui conjugue
u en v. Remarquons, que sous cette condition, u ∈ Π ssi v ∈ Π. Si Z(v) de´note le cen-
tralisateur de v dans pi1(M)/N , l’ensemble des e´le´ments de pi1(M)/N qui conjuguent
u en v, est non vide, e´gal a` Z(v).a.
{g ∈ pi1(M)/N | v = gug−1} = Z(v).a
Si un e´le´ment b ∈ pi1(M), conjugue v en u dans pi1(M), alors b conjugue v en u dans
pi1(M)/N . Ainsi, ne´cessairement, b ∈ ρ−1(Z(v).a). Nous allons ve´rifier sous quelles
conditions (arithme´tiques) portant sur n,m,m1,m2, et la A-parite´ de u,x,x1,x2, un
e´le´ment de Z(v.a) conjugue u en v. Rappelons que ker ρ = N =< h >, que h est
d’ordre infini, puisque pi1(M) est infini, que h a pour centralisateur Π, et que les
e´le´ments de pi1(M)− Π ((anticommutent)) avec h.
Dans le cas ou` Z(v) est cyclique fini, ne´cessairement, puisque v ∈ Z(v), v est
d’ordre fini . Puisque u et v sont conjugue´s, leurs centralisateurs sont isomorphes,
et donc u est aussi d’ordre fini. Avec la proposition 5.3.1, u et v sont tous deux
conjugue´s a` un unique e´le´ment de la forme cpi , avec 0 < p ≤ αi, pour la pre´sentation
canonique de pi1(M)/N donne´e dans la section 5.3. Sans perte de ge´ne´ralite´, nous
pourrons supposer que v = cpi . En effet, si v est conjugue´ a` c
p
i dans pi1(M)/N , alors
il existe un automorphisme inte´rieur de pi1(M) qui envoie v sur c
p
ih
q pour un certain
q ∈ Z, et la relation aua−1 = vhn est change´e en aua−1 = vh±n.
Avec la proposition 5.3.2, Z(v) =< ci >. Ainsi, ρ−1(Z(v).a) = N. < ci > .a. Or
N et < ci > sont inclus dans le centralisateur de aua
−1 = vhn = cpih
n+q, et donc si
b ∈ ρ−1(Z(v).a),
b.u.b−1 = a.u.a−1 = vhn
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Ainsi, u et v sont conjugue´s dans pi1(M) ssi n = 0.
Dans la cas ou` Z(v), est cyclique infini, engendre´ par x, on conside`re x ∈ ρ−1(x) ;
on ve´rifie alors pour un certain entier m,
xvx−1 = vhm
Observons que tout e´le´ment de ρ−1(Z(v).a) s’e´crit de fac¸on unique sous la forme
hq.xp.a, ou` p,q ∈ Z si x est sans torsion.
Si x ∈ Π et p ∈ N, alors
xpvx−p = xp−1vhmx1−p
= xp−1vx1−phm
=
...
= vhpm
En conjuguant par x−p, on ve´rifie que l’identite´ reste vraie si p ∈ Z. ainsi, pour
p ∈ Z,
xpaua−1x−p = xpvhnx−p
= xp−1vx1−phn
= vhn+pm
Si v ∈ Π, alors,
hqxpaua−1x−ph−q = vhn+pm
Donc, si x ∈ Π et v ∈ Π, u et v sont conjugue´s dans pi1(M), ssi ∃ p ∈ Z,n+ pm = 0
ssi m/n.
Si v 6∈ Π, alors
hqxpaua−1x−ph−q = vhn+pm−2q
Donc, dans ce cas, u et v sont conjugue´s dans pi1(M) ssi il existe des entiers p,q tels
que n + pm − 2q = 0, ssi ∃ p ∈ Z,n + pm est pair. Regardons de plus pre`s cette
assertion. Si n est pair, alors ∃ p = 0,n + pm est pair. Si n est impair, l’assertion
devient ∃ p ∈ Z,pm est impair, ce qui est e´quivalent a` la condition m impair. Ainsi,
u ∼ v ssi n pair ou n + m pair, ce qui est e´quivalent a` la condition n(n + m) est
pair.
Si x 6∈ Π, alors
x2vx−2 = xvhmx−1
= xvx−1h−m
= vhmh−m
= v
de meˆme, x−2vx2 = v, et donc si p ∈ Z,
xpvx−p =
{
v si p est pair
vhm si p est impair
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on obtient, en remarquant que xp ∈ Π ssi p est pair,
xpau(xpa)−1 =
{
vhn si p est pair
vhm−n si p est impair
Si v ∈ Π, alors
hqxpau(hqxpa)−1 =
{
vhn si p est pair
vhm−n si p est impair
Ainsi, si x 6∈ Π, et v ∈ Π, u ∼ v dans pi1(M), ssi n = 0 ou m = n.
Si v 6∈ Π, alors
hqxpau(hqxpa)−1 =
{
vhn−2q si p est pair
vhm−n−2q si p est impair
et dans ce cas, u ∼ v dans pi1(M), ssi n est pair ou m − n est pair, ce qui est
e´quivalent a` la condition n(m+ n) pair. Ceci ache`ve le cas ou` Z(v) est cyclique.
Conside´rons maintenant le cas ou` Z(u) n’est pas cyclique. Alors, il est isomorphe
a` Z⊕Z ou au groupe de la bouteille de Klein. Avec le choix que nous avons fait de
x1 et x2, dans le cas ou` Z(u) est le groupe de la bouteille de Klein, il est clair, que
tout e´le´ment de Z(u) s’e´crit de fac¸on unique sous la forme xp11 xp22 , avec p1,p2 ∈ Z.
Alors, tout e´le´ment de ρ−1(Z(v)a) s’e´crit de fac¸on unique sous la forme hqxp11 xp22 a,
avec q,p1,p2 ∈ Z.
Si x1,x2 ∈ Π.
xp11 x
p2
2 .v.(x
p1
1 x
p2
2 )
−1 = xp11 vh
p2m2x−p11
= xp11 vx
−p1
1 h
p2m2
= vhp1m1hp2m2
= vhp1m1+p2m2
Ainsi,
xp11 x
p2
2 a.u.(x
p1
1 x
p2
2 a)
−1 = xp11 x
p2
2 vh
n(xp11 x
p2
2 )
−1
= xp11 x
p2
2 v(x
p1
1 x
p2
2 )
−1hn
= vhn+p1m1+p2m2
Si v ∈ Π,
hqxp11 x
p2
2 a.u.(h
qxp11 x
p2
2 a)
−1 = vhn+p1m1+p2m2
Et donc, dans ce cas, u ∼ v ssi ∃ p1,p2 ∈ Z,− n = p1m1 + p2m2. Or {p1m1 + p2m2 |
p1,p2 ∈ Z} est le sous-groupe cyclique de Z, engendre´ par ppcm(m1,m2). Ainsi, u ∼ v
ssi ppcm(m1,m2)/n.
Si v 6∈ Π.
hqxp11 x
p2
2 a.u.(h
qxp11 x
p2
2 a)
−1 = vhn+p1m1+p2m2−2q
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et alors, u ∼ v ssi ∃ p1,p2 ∈ Z, n+p1m1 +p2m2 est pair. Regardons de plus pre`s cette
dernie`re condition. Si n est pair elle est ve´rifie´e. Si n est impair, elle est e´quivalent
a` la condition ∃ p1,p2 ∈ Z,p1m1 + p2m2 impair. Or ∃ p1,p2 ∈ Z, p1m1 + p2m2 impair
ssi ppcm(m1,m2) est impair, ssi m1 ou m2 est impair. Ainsi la condition ∃ p1,p2, tels
que n+ p1m1 + p2m2 est pair est e´quivalente a` la condition n(n+m1)(n+m2) pair.
Ainsi, u ∼ v ssi n(n+m1)(n+m2) est pair.
Si x1 ∈ Π,x2 6∈ Π. Alors pour p2 ∈ Z,
xp22 vx
−p2
2 =
{
v si p2 est pair
vhm2 si p2 est impair
En remarquant que xp22 ∈ Π ssi p2 est pair,
xp22 a.u.(x
p2
2 a)
−1 =
{
vhn si p2 est pair
vhm2−n si p2 est impair
et donc,
xp11 x
p2
2 a.u.(x
p1
1 x
p2
2 a)
−1 =
{
vhn+p1m1 si p2 est pair
vhm2−n+p1m1 si p2 est impair
Si v ∈ Π,
hqxp11 x
p2
2 a.u.(h
qxp11 x
p2
2 a)
−1 =
{
vhn+p1m1 si p2 est pair
vhm2−n+p1m1 si p2 est impair
et donc, dans ce cas, u ∼ v ssi m1/n ou m1/(n−m2).
Si v 6∈ Π,
hqxp11 x
p2
2 a.u.(h
qxp11 x
p2
2 a)
−1 =
{
vhn+p1m1−2q si p2 est pair
vhm2−n+p1m1−2q si p2 est impair
Dans ce cas, u ∼ v ssi ∃ p1 ∈ Z,n + p1m1 est pair ou m2 − n + p1m1 est pair. Or
∃ p1,n + p1m1 est pair ssi n est pair ou n + m1 est pair, et ∃p1,m2 − n + p1m1 est
pair, ssi m2 − n pair ou m2 − n et m1 impairs, ssi m2 + n est pair ou m2 + n et m1
impairs. Si m2 + n est pair, trivialement n(n + m1)(n + m2) est pair. Si m2 + n et
m1 sont impairs, alors n ou m2 est pair, et alors n(n+m1)(n+m2) est pair. Ainsi,
dans tous les cas, si u ∼ v alors n(n+m1)(n+m2) est pair.
Re´ciproquement, si n(n+m1)(n+m2) est pair, un des facteurs n,(n+m1),(n+m2)
est pair. Si n est pair, alors h
n
2 a conjugue u en v. Si (n+m1) est pair, alors h
n+m1
2 x1a
conjugue u en v. Si (n+m2) est pair, alors (m2−n) est pair, et h
m2−n
2 x2a conjugue
u en v. Ainsi, u ∼ v ssi n(n+m1)(n+m2) est pair. 
Ce re´sultat s’exprime sous une forme particulie`rement simple, dans le cas ou` M
est a` bord non vide. Cela provient du fait que dans le groupe d’un fibre´ de Seifert
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a` bord non vide, et a` base orientable, la classe h d’une fibre re´gulie`re a une image
d’ordre infini dans H1(M,Z), par l’homomorphisme de Hurewicz.
Proposition 5.5.2 Soit M un espace fibre´ de Seifert, a` bord non vide, et ayant un
groupe infini. Nous conservons les notations pre´ce´dentes. Soient u et v, des e´le´ments
de pi1(M) qui ne sont pas dans la fibre N , et supposons qu’il existe a ∈ pi1(M)/N ,
qui conjugue u en v dans pi1(M)/N . Alors, si a ∈ ρ−1(a), est un e´le´ment arbitraire,
a.u.a−1 = vhn dans pi1(M)
ou` n ∈ Z, et u ∼ v dans pi1(M), ssi l’on ve´rifie l’une des conditions suivantes :
– la base est non-orientable et :
– (i) v 6∈ Π, et n est pair.
– (ii) v ∈ Π, et soit n = 0, soit n est pair et Z(vhn2 ) 6⊂ Π.
– la base est orientable, et n = 0.
De´monstration Reprenons les notations de la proposition pre´ce´dente. Puisque
pi1(M)/N est un produit libre de groupes cycliques, le centralisateur de tout e´le´ment
de pi1(M)/N est cyclique.
Supposons tout d’abord que la base soit orientable. Alors h est d’ordre infini en
homologie. Ainsi la relation,
[x,v] = hm dans pi1(M)
implique m = 0 (rappelons que le noyau de l’application de Hurewicz est le sous-
groupe commutateur [pi1(M),pi1(M)] de pi1(M)). Ainsi, avec la proposition 5.5.1,
u ∼ v ssi 0/n, ssi n = 0.
Supposons maintenant que la base soit non orientable. Dans cas, h est d’ordre
2 en homologie. La relation pre´dente implique donc que m est pair. Si v 6∈ Π, alors
avec la proposition 5.5.1, u ∼ v ssi n est pair.
Si v ∈ Π. Si x ∈ Π, alors la relation [x,v] = hm a lieu dans Π. Or Π est le groupe
fondamental du reveˆtement d’ordre 2 M˜ dit ((d’orientation)) (cf. [JS]), de M , qui
admet une fibration de Seifert ayant pour base un (vrai) reveˆtement d’orientation
de la base de M , et pour laquelle h se rele`ve en la classe d’une fibre re´gulie`re dans
pi1(M˜). Ainsi, le meˆme argument que dans le cas ou` la base est orientable permet
de montrer que m = 0, et donc, avec la proposition 5.5.1, u ∼ v ssi n = 0.
Si x 6∈ Π. Si n 6= 0, avec la proposition 5.5.1, u ∼ v ssi n = m = 2k. Ainsi, n est
pair. Alors,
xvx−1 = vhn
⇐⇒ xvx−1h−n2 = vhn2
⇐⇒ xvhn2 x−1 = vhn2
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Ainsi, si u ∼ v, alors x ∈ Z(vhn2 ), et donc Z(vhn2 ) 6⊂ Π. Re´ciproquement, soit
y ∈ Z(vhn2 )− Π, alors,
yvh
n
2 y−1 = vh
n
2
⇐⇒ yvy−1h−n2 = vhn2
⇐⇒ yvy−1 = vhn
et donc, avec la proposition 5.5.1, u ∼ v. 
La proposition 5.5.1 nous permet de´ja` de re´soudre le proble`me de la conju-
gaison, pour la plupart des espaces fibre´s de Seifert. Nous pouvons supposer que
pi1(M) est infini. Alors M est a` bord non vide, ou contient le groupe d’une surface
ferme´e F comme sous-groupe d’indice fini, verifiant χ(F ) ≤ 0. Supposons que soit
M n’est pas ferme´e, soit χ(F ) < 0. Alors pi1(M)/N est un groupe hyperbolique
au sens de Gromov. Dans un groupe hyperbolique, le centralisateur d’un e´le´ment
est virtuellement cyclique (corollaire 7.2, [CDP]), ainsi avec la proposition 5.3.2,
le centralisateur d’un e´le´ment dans pi1(M)/N est cyclique. Donne´ un e´le´ment infini
de pi1(M)/N , on peut algorithmiquement de´terminer son centralisateur (par l’obten-
tion d’un ge´ne´rateur). On se servira pour cela du corollaire 4.2.4, qui utilise´ plusieurs
fois permet de de´terminer une racine maximale d’un e´le´ment d’ordre infini, dans un
groupe hyperbolique.
Conside´rons deux e´le´ments u,v ∈ pi1(M), donne´s par des mots sur les ge´ne´rateurs
d’une pre´sentation canonique de pi1(M). On veut de´cider si u,v sont conjugue´s dans
pi1(M). On commence par de´cider avec l’algorithme de conjugaison dans un groupe
hyperbolique (ou dans un groupe Fuchsien), si u et v sont conjugue´s dans pi1(M)/N .
Si ce n’est pas le cas, alors u et v ne sont pas conjugue´s dans pi1(M). Si u et v sont
conjugue´s dans pi1(M)/N , alors, on de´termine un e´le´ment a qui conjugue u en v (en
ge´ne´ral un algorithme de conjugaison explicite un tel e´le´ment ). Si ce n’est pas le cas,
on pourra toujours en de´terminer un, en utilisant l’algorithme du mot). On utilise
ensuite la proposition 4.2.4 pour de´terminer si v est de torsion. Alternativement,
si un e´le´ment v est de torsion, avec la proposition 5.3.1, son ordre divise l’indice
d’une des fibres exceptionnelles. Il suffit alors d’appliquer l’algorithme du mot dans
pi1(M)/N , a` v
α1 , . . . ,vαq , pour de´cider si v est de torsion. Si v est d’ordre infini, on
de´termine un ge´ne´rateur x du centralisateur Z(v). Enfin, on se donne arbitrairement
des repre´sentants a ∈ ρ−1(a), et x ∈ ρ−1(x), et on utilise l’algorithme du mot dans
pi1(M), pour de´terminer n et m, tels que aua
−1 = vhn, et xvx−1 = vhm. Il suffit
alors d’utiliser la proposition 5.5.1, pour de´cider si u ∼ v dans pi1(M).
Les cas restant correspondent a` M ferme´e, et pi1(M)/N contenant un sous-groupe
d’indice fini, isomorphe au groupe d’une surface F avec χ(F ) = 0. Il existe 7 groupes
Fuchsiens ve´rifiant ces conditions, ils sont caracte´rise´s dans le the´ore`me 5.3.1. Dans
ce cas, pi1(M)/N contient Z ⊕ Z comme sous-groupe d’indice fini, c’est donc un
groupe euclidien de dimension 2, et alors il est biautomatique, mais non hyperbo-
lique (car contenant Z⊕Z). Le centralisateur d’un e´le´ment n’est plus ne´cessairement
cyclique, et nous ne disposons pas a` priori, d’algorithme pouvant le de´terminer,
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a` l’exception du cas de Z ⊕ Z, qui se re´sout trivialement. Les deux lemmes sui-
vants permettent de lever cette difficulte´. Le premier fournit une pre´sentation plus
ade´quate pour chacun de ces groupes, en ceci qu’elle explicite le sous-groupe libre
abe´lien de rang 2 d’indice fini, et une de´composition en un produit semi-direct d’un
groupe de surface euclidienne par un groupe fini. Le second, permet connaissant un
e´le´ment de de´terminer pre´cisemment son centralisateur dans pi1(M)/N , par l’obten-
tion de ge´ne´rateurs canoniques. Ceci, combine´ avec l’algorithme de la conjugaison
dans pi1(M)/N , l’algorithme du mot dans pi1(M), et la proposition 5.5.1, nous per-
met de re´soudre le proble`me de conjugaison, dans ces derniers cas.
Lemme 5.5.1 (Pre´sentation pour un groupe Fuchsien cristallographique)
Conside´rons les groupes Fuchsiens suivants :
G1 =< a1,a2 | a21a22 = 1 >
G2 =< c1,c2,c3 | c21 = c21 = c23 = (c1c2c3)2 = 1 >
G3 =< c1,c2 | c31 = c32 = (c1c2)3 = 1 >
G4 =< c1,c2, | c41 = c42 = (c1c2)2 = 1 >
G5 =< c1,c2, | c61 = c32 = (c1c2)2 = 1 >
G6 =< a,c, | c2 = (a2c)2 = 1 >
Ils admettent aussi pour pre´sentations :
G1 ∼=< a1,t1,t2 | a12 = t1, [t1,t2] = 1, a1t2a−11 = t−12 >
G2 ∼=< c,t1,t2 | c2 = 1, [t1,t2] = 1, ct1c−1 = t−11 , ct2c−1 = t−12 >
G3 ∼=< c,t1,t2 | c3 = 1, [t1,t2] = 1, ct1c−1 = t2, ct2c−1 = t−11 t−12 >
G4 ∼=< c,t1,t2 | c4 = 1, [t1,t2] = 1, ct1c−1 = t2, ct2c−1 = t−11 >
G5 ∼=< c,t1,t2 | c6 = 1, [t1,t2] = 1, ct1c−1 = t2, ct2c−1 = t−11 t2 >
G6 ∼=< a,c,,t1,t2 | a2 = t1, [t1,t2] = 1, at2a−1 = t−12 ,
c2 = 1,ct1c
−1 = t−11 , ct2c
−1 = t−12 ,c a c
−1 = t2a−1 >
Remarques : – Il ne manque que Z ⊕ Z pour obtenir une liste exhaustive des
groupes Fuchsiens contenant Z ⊕ Z comme sous-groupe – de surcroˆıt d’indice fini
–, les groupes Fuchsiens cristallographiques. Bien suˆr G1 est le groupe de la bou-
teille de Klein. Il est sans torsion, et contient Z⊕ Z comme sous-groupe d’indice 2.
G2,G3,G4,G5 sont des produits semi-directs de Z ⊕ Z, respectivement par Z2, Z3,
Z4, Z6. Quant a` G6, c’est un produit semi-direct du groupe de la bouteille de Klein
par Z2. C’est aussi une extension finie de Z⊕ Z par Z2 ⊕ Z2.
– L’inte´reˆt des pre´sentations que nous obtenons, est qu’elles explicitent le sous-
groupe Z⊕ Z d’indice 2, et la structure de produit semi-direct, pour chacun de ces
groupes.
– Remarquons que si Π1,Π6 sont les sous-groupes d’orientation respectifs de
G1,G6, alors ils sont engendre´s pour ces nouvelles pre´sentations, respectivement par
a21,t1,t2 et a
2,c,t1,t2.
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De´monstration Proce´der par changements de Tietze. Nous n’indiquons que les
points importants.
Pour G1. Poser t1 = a
2
1, et t2 = a
−1
1 a
−1
2 . Remarquons que a
2
1 = a
−2
2 engendre le
centre. On a alors :
a1t2a
−1
1 = a1a
−1
1 a
−1
2 a
−1
1 = a
−1
2 a
−1
1 = a
−2
2 .a2a1.a
−2
1 = a2a1.a
−2
2 a
−2
1 = t
−1
2 .1 = t
−1
2
Comme conse´quence, on a la relation [t1,t2] = 1. 
Pour G2. Posons c = c1, t1 = c2c1, et t2 = c2c3. Les e´le´ments c1,c2,c3 sont d’ordre
2. On obtient les relations :
ct1c
−1 = c1c2c1c
−1
1 = c1c2 = c
−1
1 c
−1
2 = t
−1
1
ct2c
−1 = c1c2c3c
−1
1
= (c1c2c3)
2(c1c2c3)
−1c−11
= (c1c2c3)
−1c−11
= c−13 c
−1
2 c
−2
1
= c−13 c
−1
2
= t−12
[t1,t2] = c2c1.c2c3.c
−1
1 c
−1
2 .c
−1
3 c
−1
2
= c2c1c2c3c
−1
1 c
−1
2 c
−1
3 c
−1
2
= c2c1c2c3c1c2c3c2
= c2(c1c2c3)
2c2
= c22
= 1

Pour G3. Posons c = c
−1
1 , t1 = c
−1
1 c2, et t2 = c1c2c1. Remarquons que c
−2
1 = c1 et
c−22 = c2. On obtient alors les relations :
ct1c
−1 = c−11 c
−1
1 c2c1 = c
−2
1 c2c1 = c
−3
1 .c1c2c1 = 1.t2 = t2
ct2c
−1 = c−11 c1c2c1c1 = c2c
2
1 = c
−2
2 c
2
1 = c
−1
2 c1c
−1
1 c
−1
2 c
2
1 = c
−1
2 c1.c
−1
1 c
−1
2 c
−1
1 = t
−1
1 t
−1
2
[t1,t2] = c
−1
1 c2.c1c2c1.c
−1
2 c1.c
−1
1 c
−1
2 c
−1
1
= c−11 c2.c1c2c1.c
−2
2 c
−1
1
= c21c2.c1c2c1.c2c
−1
1
= c1.(c1c2)
3.c−11
= 1
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
Pour G4. Posons c = c1, t1 = c2c
−1
1 , et t2 = c1c2c
2
1. On obtient les relations :
ct1c
−1 = c1c2c
−1
1 c
−1
1 = c1c2c
−2
1 = c1c2c
2
1 = t2
ct2c
−1 = c1c1c2c
2
1c
−1
1
= c21c2c1
= c1.c1c2.c1c2.c
−1
2
= c1(c1c2)
2c−12
= c1c
−1
2
= t−11
[t1,t2] = c2c
−1
1 .c1c2c
2
1.c1c
−1
2 .c
−2
1 c
−1
2 c
−1
1
= c22c
3
1c
−1
2 c
−2
1 c
−1
2 c
−1
1
= c22c
3
1c
−1
2 c
−1
1 c2c
−1
2 c
−1
1 c
−1
2 c
−1
1
= c22c
3
1c
−1
2 c
−1
1 c2(c1c2)
−2
= c22c
3
1c
−1
2 c
−1
1 c2
= c−22 c
−1
1 c
−1
2 c
−1
1 c2
= c−12 .(c1c2)
−2.c2
= 1

Pour G5. Posons c = c1, t1 = c
−2
1 c2, et t2 = c
−1
1 c2c
−1
1 . On a alors,
ct1c
−1 = c1c
−2
1 c2c
−1
1 = c
−1
1 c2c
−1
1 = t2
ct2c
−1 = c1c
−1
1 c2c
−1
1 c
−1
1
= c2c
−2
1
= c22c
−1
2 c
−2
1
= c22(c1c2)
2c−12 c
−2
1
= c22c1c2c1c
−2
1
= c22c1c2c
−1
1
= c−12 c1c2c
−1
1
= c−12 c
2
1.c
−1
1 c2c
−1
1
= t−11 t2
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[t1,t2] = c
−2
1 .c
−1
1 c2c
−1
1 .c
−1
2 c
2
1.c1c
−1
2 c1
= c−21 c2c
−1
1 c2c
−1
1 c
−1
2 c
3
1c
−1
2 c1
= c−21 c2c
−1
1 c
2
2c
−1
2 c
−1
1 c
−1
2 c
−1
1 c
4
1c
−1
2 c1
= c−21 c2c
−1
1 c
2
2(c1c2)
−2c41c
−1
2 c1
= c−21 c2c
−1
1 c
2
2c
4
1c
−1
2 c1
∼ c−11 c2c−11 c22c41c−12
= c−11 c2c
−1
1 c
−1
2 c
−1
1 c
5
1c
−1
2
= c−11 c
2
2(c1c2)
−2c51c
−1
2
= c−11 c
2
2c
5
1c
−1
2
= c−11 c
−1
2 c
−1
1 c
−1
2
∼ (c1c2)−2
= 1

Pour G6. Posons c = c, t1 = a
2, et t2 = (ca)
2. Il est clair que c est d’ordre
2. Remarquons que a2 engendre un sous-groupe normal cyclique dans G6, et que
c a2c−1 = a−2. On obtient,
[t1,t2] = a
2.(c a)2.a−2.(c a)−2
= a2c a c a a−2a−1c−1a−1c−1
= a2c a c a−2c−1a−1c−1
= a2c a a2a−1c−1
= a2c a2c−1
= a2a−2
= 1
at2a
−1 = a c a c a a−1
= a c a c
= a−2a a2c a c
= a−2a c a−2a c
= a−1c a−1c
= a−1c−1a−1c−1
= t−12
ct1c
−1 = c a2c−1 = a−2 = t−11
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ct2c
−1 = c c a c a c−1
= a c a c
= a−2a a2c a c
= a−2a c a−2a c
= a−1c−1a−1c−1
= t−12
cac−1 = c a c
= c a c a a−1
= t2a
−1

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Lemme 5.5.2 (Centralisateurs des groupes Fuchsiens cristallographiques)
Conside´rons les groupes G1,G2,G3,G4,G5 et G6 apparaissant dans le lemme 5.5.1,
et munissons-les des pre´sentations que le lemme nous fournit. Elles explicitent pour
chacun des Gi un sous-groupe d’indice fini, libre abe´lien de rang 2, engendre´ par
t1,t2; notons le Hi. Nous de´crivons le centralisateur d’un e´le´ment quelconque de ces
groupes. Si u ∈ Gi, notons Z(u) son centralisateur dans Gi.
Pour G1: Tout e´le´ment de G1 s’e´crit de fac¸on unique, sous la forme t
n1
1 t
n2
2 ou t
n1
1 t
n2
2 a.
Le centralisateur d’un e´le´ment non trivial u ∈ G1, est de´crit par :
u ∈ H1
u = tn11 t
n2
2
Z(u) =
{
G1 ∼= pi1(KB2) si u ∈< t1 >
H1 ∼= Z⊕ Z si u 6∈< t1 >
u ∈ H1.a
u = tn11 t
n2
2 a
Z(u) =< tn22 a >
Pour G2: Tout e´le´ment de G2 s’e´crit de fac¸on unique sous la forme t
n1
1 t
n2
2 ou t
n1
1 t
n2
2 c.
Le centralisateur d’un e´le´ment non trivial u de G2 est de´crit par :
u ∈ H2
u = tn11 t
n2
2
Z(u) = H2 ∼= Z⊕ Z
u ∈ H2.c
u = tn11 t
n2
2 c
Z(u) =< u >
Pour G3: Tout e´le´ment de G3 s’e´crit de fac¸on unique sous la forme t
n1
1 t
n2
2 , ou t
n1
1 t
n2
2 c,
ou tn11 t
n2
2 c
2. Le centralisateur d’un e´le´ment non trivial u de G3 est de´crit par :
u ∈ H3
u = tn11 t
n2
2
Z(u) = H3 ∼= Z⊕ Z
u ∈ H3.c
u = tn11 t
n2
2 c
Z(u) =< u >
u ∈ H3.c2
u = tn11 t
n2
2 c
2 Z(u) =< tn21 tn2−n12 c >
Pour G4: Tout e´le´ment de G4 s’e´crit de fac¸on unique sous la forme t
n1
1 t
n2
2 , ou t
n1
1 t
n2
2 c,
ou tn11 t
n2
2 c
2, ou tn11 t
n2
2 c
3. Le centralisateur d’un e´le´ment non trivial u de G4 est de´crit
par :
u ∈ H4
u = tn11 t
n2
2
Z(u) = H4 ∼= Z⊕ Z
u ∈ H4.c
u = tn11 t
n2
2 c
Z(u) =< u >
u ∈ H4.c2
u = tn11 t
n2
2 c
2 Z(u) =
{
< t
n1+n2
2
1 t
n2−n1
2
2 c > si n1 + n2 pair
< u > sinon
u ∈ H4.c3
u = tn11 t
n2
2 c
3 Z(u) =< tn21 t−n12 c >
Pour G5: Tout e´le´ment de G5 s’e´crit de fac¸on unique sous la forme t
n1
1 t
n2
2 , ou t
n1
1 t
n2
2 c,
ou tn11 t
n2
2 c
2, ou tn11 t
n2
2 c
3, ou tn11 t
n2
2 c
4, ou tn11 t
n2
2 c
5. Le centralisateur d’un e´le´ment non
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trivial u de G5 est de´crit par :
u ∈ H5
u = tn11 t
n2
2
Z(u) = H5 ∼= Z⊕ Z
u ∈ H5.c
u = tn11 t
n2
2 c
Z(u) =< u >
u ∈ H5.c2
u = tn11 t
n2
2 c
2 Z(u) =
{
< t
2n1+n2
3
1 t
n2−n1
3
2 c > si 3/(n1 − n2)
< u > sinon
u ∈ H5.c3
u = tn11 t
n2
2 c
3 Z(u) =
{
< t
n1+n2
2
1 t
−n1
2
2 c > si n1 et n2 pairs
< u > sinon
u ∈ H5.c4
u = tn11 t
n2
2 c
4 Z(u) =
{
< t
n1+2n2
3
1 t
− 2n1+n2
3
2 c > si 3/(n1 − n2)
< tn1+n21 t
−n1
2 c
2 > sinon
u ∈ H5.c5
u = tn11 t
n2
2 c
5 Z(u) =< tn21 t−(n1+n2)2 c >
Pour G6: Tout e´le´ment de G6 s’e´crit uniquement sous la forme t
n1
1 t
n2
2 ou t
n1
1 t
n2
2 a,
ou tn11 t
n2
2 c, ou t
n1
1 t
n2
2 a c. Notons K6 le sous-groupe de G6 engendre´ par a,t1,t2; il est
isomorphe au groupe de la bouteille de Klein. Le centralisateur d’un e´le´ment non
trivial u de G6 est de´crit par :
u ∈ H6
u = tn11 t
n2
2
Z(u) =

< ac ,t1 >∼= pi1(KB2) si u ∈< t2 >
K6 ∼= pi1(KB2) si u ∈< t1 >
H6 ∼= Z⊕ Z sinon
u ∈ H6.a
u = tn11 t
n2
2 a
Z(u) =< tn22 a >
u ∈ H6.c
u = tn11 t
n2
2 c
Z(u) =< u >
u ∈ H6.ac
u = tn11 t
n2
2 ac
Z(u) =< tn11 ac >
De´monstration Nous de´montrerons se´pare´ment les six cas. Pour chacun des grou-
pes conside´re´s, nous travaillerons avec la pre´sentation fournie par le lemme 5.5.1.
Pour G1. Le groupe G1 est le groupe de la bouteille de Klein. Avec les relations de
G1, il est clair que tout e´le´ment de G1 s’e´crit de fac¸on unique sous une des formes
fournies par le lemme. Notons v1 = t
m1
1 t
m2
2 a.
Si u ∈ H1, alors u s’e´crit u = tn11 tn22 . Puisque H1 est abe´lien, H1 ⊂ Z(u). De
plus,
u.v1 = t
n1
1 t
n2
2 t
m1
1 t
m2
2 a = t
n1+m1
1 t
n2+m2
2 a
v1.u = t
m1
1 t
m2
2 at
n1
1 t
n2
2 = t
n1+m1
1 t
m2−n2
2 a
Ainsi u.v1 = v1.u ssi n2 = 0. Donc, si u ∈< t1 >, alors Z(u) = G1 ∼= pi1(KB2). Si
u ∈ H1− < t1 >, alors Z(u) = H1.
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Si u ∈ H1.a, alors u s’e´crit u = tn11 tn22 a. Avec ce qui pre´ce`de, les seuls e´le´ments
de H1 qui commutent avec u, sont les e´le´ments de < t1 >. De plus,
u.v1 = t
n1
1 t
n2
2 at
m1
1 t
m2
2 a
= tn1+m11 t
n2−m2
2 a
2
= tn1+m11 t
n2−m2
2 t1
= tn1+m1+11 t
n2−m2
2
v1.u = t
m1+n1+1
1 t
m2−n2
2
Ainsi, u et v1 commutent ssi m2 = n2. Dans ce cas, v1 = u.t
m1−n1
1 . Donc si u ∈ H1.a,
Z(u) est engendre´ par t1 et u. En particulier, Z(u) admet aussi pour ge´ne´rateurs
tn22 a et t1. Or,
(tn22 a)
2 = tn22 at
n2
2 a
= tn2−n22 a
2
= t1
Ainsi, si u ∈ H1.a, alors Z(u) =< tn22 a >. 
Pour G2. Le groupe G2 est un produit semi-direct de Z⊕ Z = H2 par Z2 =< c >.
On a alors l’existence et l’unicite´ de l’e´criture de tout e´le´ment sous une des formes
de´crites. Notons v1 = t
m1
1 t
m2
2 c ∈ H2.c.
Si u ∈ H2, notons u = tn11 tn22 . Il est clair que H2 ⊂ Z(u). de plus,
u.v1 = t
n1
1 t
n2
2 t
m1
1 t
m2
2 c = t
n1+m1
1 t
n2+m2
2 c
v1u = t
m1
1 t
m2
2 ct
n1
1 t
n2
2 = t
m1−n1
1 t
m2−n2
2 c
Et donc, u et v1 commutent ssi n1 = n2 = 0. Ainsi, si u est un e´le´ment non trivial
de H2, alors Z(u) = H2.
Si u ∈ H2.c, alors u s’e´crit u = tn11 tn22 c. Comme nous venons de le voir, u ne
commute pas avec un e´le´ment non trivial de H2. De plus,
u.v1 = t
n1
1 t
n2
2 ct
m1
1 t
m2
2 c = t
n1−m1
1 t
n2−m2
2
v1.u = t
m1−n1
1 t
m2−n2
2
et donc, u et v1 commutent ssi m1 = n1,m2 = n2, i.e., u = v1. Ainsi, si u ∈ H2.c,
alors Z(u) =< u >. 
Pour G3. Le groupe G3 est un produit semi-direct de Z⊕ Z = H3 par Z3 =< c >.
On a l’existence et l’unicite´ de l’e´criture de u sous une des formes de´crites. Notons
v1 = t
m1
1 t
m2
2 c ∈ H3.c et v2 = tm11 tm22 c2 ∈ H3.c2. Commenc¸ons par e´tablir les relations :
c2t1c
−2 = ct2c−1 = t−11 t
−1
2
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c2t2c
−2 = ct−11 t
−1
2 c
−1 = t−12 t2t1 = t1
Si u ∈ H3, notons u = tn11 tn22 . Puisque H3 est abe´lien, H3 ⊂ Z(u). De plus,
u.v1 = t
n1
1 t
n2
2 t
m1
1 t
m2
2 c
= tn1+m11 t
n2+m2
2 c
v1.u = t
m1
1 t
m2
2 ct
n1
1 t
n2
2
= tm11 t
m2
2 t
n1
2 (t
−1
1 t
−1
2 )
n2c
= tm1−n21 t
m2+n1−n2
2 c
u.v1 = v1.u ⇐⇒
{
m1 + n1 = m1 − n2
m2 + n1 − n2 = m2 + n2 ⇐⇒ n1 = n2 = 0
Ainsi, u ne commute pas avec un e´le´ment de H3.c. On a aussi,
u.v2 = t
n1
1 t
n2
2 t
m1
1 t
m2
2 c
2
= tn1+m11 t
n2+m2
2 c
2
v2.u = t
m1
1 t
m2
2 c
2tn11 t
n2
2
= tm11 t
m2
2 (t
−1
1 t
−1
2 )
n1tn21 c
2
= tm1+n2−n11 t
m2−n1
2 c
2
u.v2 = v2.u ⇐⇒
{
m1 + n1 = m1 + n2 − n1
m2 + n2 = m2 − n1 ⇐⇒ n1 = n2 = 0
Ainsi, si u est un e´le´ment non trivial de H3, alors Z(u) = H3.
Si u ∈ H3.c, u s’e´crit u = tn11 tn22 c. Comme nous l’avons vu pre´ce´demment, u ne
commute pas avec un e´le´ment non trivial de H3. De plus,
u.v1 = t
n1
1 t
n2
2 ct
m1
1 t
m2
2 c
= tn11 t
n2
2 t
m1
2 (t
−1
1 t
−1
2 )
m2c2
= tn1−m21 t
n2+m1−m2
2 c
2
v1.u = t
m1
1 t
m2
2 ct
n1
1 t
n2
2 c
= tm1−n21 t
m2+n1−n2
2 c
2
u.v1 = v1.u ⇐⇒
{
n1 −m2 = m1 − n2
n2 +m1 −m2 = m2 + n1 − n2 ⇐⇒
{
m1 = n1
m2 = n2
Ainsi, si v1 et u commutent, alors v1 = u. On a aussi,
u.v2 = t
n1
1 t
n2
2 ct
m1
1 t
m2
2 c
2
= tn11 t
n2
2 t
m1
2 (t
−1
1 t
−1
2 )
m2c3
= tn1−m21 t
n2+m1−m2
2 c
2
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v2.u = t
m1
1 t
m2
2 c
2tn11 t
n2
2 c
= tm11 t
m2
2 (t
−1
1 t
−1
2 )
n1tn21 c
3
= tm1−n1+n21 t
m2−n1
2
u.v2 = v2.u ⇐⇒
{
n1 −m2 = m1 − n1 + n2
n2 +m1 −m2 = m2 − n1 ⇐⇒
{
m1 = n1 − n2
m2 = n1
Notons w2 l’e´le´ment de H3.c
2 qui commute avec u, w2 = t
n1−n2
1 t
n1
2 . Or,
u2 = tn11 t
n2
2 ct
n1
1 t
n2
2 c
= tn11 t
n2
2 t
n1
2 (t
−1
1 t
−1
2 )
m
2 c
2
= tn1−n21 t
n1
2
= w2
Ainsi, si u ∈ H3.c, alors Z(u) =< u >.
Si u ∈ H3.c2, u s’e´crit u = tn11 tn22 c2. Avec ce que nous avons de´ja` vu, u ne
commute pas avec un e´le´ment non trivial de H3, et u commute avec un e´le´ment
w ∈ H3.c, ssi w2 = u. Or,
(tn21 t
n2−n1
2 c)
2 = tn21 t
n2−n1
2 ct
n2
1 t
n2−n1
2 c
= tn21 t
n2−n1
2 t
n2
2 (t
−1
1 t
−1
2 )
n2−n1c2
= tn11 t
n2
2 c
2
c’est a` dire que tout e´le´ment de H3.c
2 admet une (unique) racine carre´e. De plus,
u.v2 = t
n1
1 t
n2
2 c
2tm11 t
m2
2 c
2
= tn11 t
n2
2 (t
−1
1 t
−1
2 )
m1tm21 c
4
= tn1−m1+m21 t
n2−m1
2 c
v2.u = t
m1−n1+n2
1 t
m2−n1
2 c
u.v2 = v2.u ⇐⇒
{
n1 −m1 +m2 = m1 − n1 + n2
n2 −m1 = m2 − n1 ⇐⇒
{
m1 = n1
m2 = n2
Ainsi, si u ∈ H3.c2, alors Z(u) =< tn21 tn2−n12 c >. 
Pour G4. Le groupe G4 est un produit semi-direct de Z⊕ Z = H4 par Z4 =< c >.
Ainsi, on a l’existence et l’unicite´ de l’e´criture d’un e´le´ment u ∈ G4, sous une des
formes de´crites. Notons v1 = t
m1
1 t
m2
2 c ∈ H4.c, v2 = tm11 tm22 c2 ∈ H4.c2, v3 = tm11 tm22 c3 ∈
H4.c
3. Commenc¸ons par e´tablir les relations suivantes :
c2t1c
−2 = ct2c−1 = t−11 c
3t1c
−3 = ct−11 c
−1 = t−12
c2t2c
−2 = ct−11 c
−1 = t−12 c
3t2c
−3 = ct−12 c
−1 = t1
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Si u ∈ H4, alors u s’e´crit u = tn11 tn22 . Puisque H4 est abe´lien, H4 ⊂ Z(u). On a,
u.v1 = t
n1
1 t
n2
2 t
m1
1 t
m2
2 c
= tn1+m11 t
n2+m2
2 c
v1.u = t
m1
1 t
m2
2 ct
n1
1 t
n2
2
= tm11 t
m2
2 t
n1
2 t
−n2
1 c
= tm1−n21 t
m2+n1
2 c
u.v1 = v1.u ⇐⇒
{
n1 +m1 = m1 − n2
n2 +m2 = m2 + n1
⇐⇒ n1 = n2 = 0
Ainsi, u ne commute pas avec un e´le´ment de H4.c. De plus,
u.v2 = t
n1
1 t
n2
2 t
m1
1 t
m2
2 c
2
= tn1+m11 t
n2+m2
2 c
2
v2.u = t
m1
1 t
m2
2 c
2tn11 t
n2
2
= tm11 t
m2
2 t
−n1
1 t
−n2
2 c
2
= tm1−n11 t
m2−n2
2 c
2
et donc u.v2 = v2.u ssi n1 = n2 = 0, ainsi u ne commute pas avec un e´le´ment de
H4.c
2. On a aussi,
u.v3 = t
n1
1 t
n2
2 t
m1
1 t
m2
2 c
3
= tn1+m11 t
n2+m2
2 c
3
v3.u = t
m1
1 t
m2
2 c
3tn11 t
n2
2
= tm11 t
m2
2 t
−n1
2 t
n2
1 c
3
= tm1+n21 t
m2−n1
2 c
3
et donc u et v3 commutent ssi n1 = n2 = 0. Ainsi, dans le cas ou` u ∈ H4, Z(u) = H4.
Si u ∈ H4.c, alors u s’e´crit u = tn11 tn22 c. Nous venons de voir, que u ne commute
pas avec un e´le´ment non trivial de H4. On a,
u.v1 = t
n1
1 t
n2
2 ct
m1
1 t
m2
2 c
= tn11 t
n2
2 t
m1
2 t
−m2
1 c
2
= tn1−m21 t
n2+m1
2 c
2
v1.u = t
m1−n2
1 t
m2+n1
2 c
2
u.v1 = v1.u ⇐⇒
{
n1 −m2 = m1 − n2
n2 +m1 = m2 + n1
⇐⇒
{
m1 = n1
m2 = n2
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et donc, si v1 commute avec u, alors v1 = u.
u.v2 = t
n1
1 t
n2
2 ct
m1
1 t
m2
2 c
2
= tn11 t
n2
2 t
m1
2 t
−m2
1 c
3
= tn1−m21 t
n2+m1
2 c
3
v2.u = t
m1
1 t
m2
2 c
2tn11 t
n2
2 c
= tm11 t
m2
2 t
−n1
1 t
−n2
2 c
3
= tm1−n11 t
m2−n2
2 c
3
u.v2 = v2.u ⇐⇒
{
n1 −m2 = m1 − n1
n2 +m1 = m2 − n2 ⇐⇒
{
m1 = n1 − n2
m2 = n1 + n2
Ainsi, u commute avec w2 = t
n1−n2
1 t
n1+n2
2 c
2. Or,
u2 = tn11 t
n2
2 ct
n1
1 t
n2
2 c
= tn11 t
n2
2 t
n1
2 t
−n2
1 c
2
= tn1−n21 t
n1+n2
2 c
2
= w2
On a aussi,
u.v3 = t
n1
1 t
n2
2 ct
m1
1 t
m2
2 c
3
= tn11 t
n2
2 t
m1
2 t
−m2
1 c
4
= tn1−m21 t
n2+m1
2
v3.u = t
m1
1 t
m2
2 c
3tn11 t
n2
2 c
= tm11 t
m2
2 t
−n1
2 t
n2
1 c
4
= tm1+n21 t
m2−n1
2
u.v3 = v3.u ⇐⇒
{
n1 −m2 = m1 + n2
n2 +m1 = m2 − n1 ⇐⇒
{
m1 = −n2
m2 = n1
Et donc, u et w3 = t
−n2
1 t
n1
2 c
3 commutent. Or,
u3 = tn11 t
n2
2 ct
n1
1 t
n2
2 ct
n1
1 t
n2
2 c
= tn11 t
n2
2 t
n1
2 t
−n2
1 c
2tn11 t
n2
2 c
= tn1−n21 t
n1+n2
2 t
−n1
1 t
−n2
2 c
3
= t−n21 t
n1
2 c
3
= w3
Ainsi, si u ∈ H4.c, alors Z(u) =< u >.
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Si u ∈ H4.c2, alors u s’e´crit u = tn11 tn22 c2. Nous avons vu que u ne commute pas
avec un e´le´ment non trivial de H4, et que u commute avec un e´le´ment w ∈ H4.c ssi
w2 = u. Dans quels cas, u admet-il une racine carre´e?
Notons w = tp11 t
p2
2 c et supposons que w
2 = 1. Alors,
w2 = tp11 t
p2
2 ct
p1
1 t
p2
2 c
= tp11 t
p2
2 t
p1
2 t
−p2
1 c
2
= tp1−p21 t
p1+p2
2 c
2
= tn11 t
n2
2 c
2
et donc u admet une racine carre´e ssi le syste`me suivant admet deux solutions p1,p2
entie`res : {
n1 = p1 − p2
n2 = p1 + p2
⇐⇒
{
2p1 = n1 + n2
2p2 = n2 − n1
c’est a` dire lorsque n1 + n2 est pair. Dans ce cas,
w = t
n1+n2
2
1 t
n2−n1
2
2 c
De plus, on ve´rifie,
u.v2 = t
n1
1 t
n2
2 c
2tm11 t
m2
2 c
2
= tn11 t
n2
2 t
−m1
1 t
−m2
2 c
4
= tn1−m11 t
n2−m2
2
v2.u = t
m1−n1
1 t
m2−n2
2
et donc u et v2 commutent lorsque v2 = u. On a aussi,
u.v3 = t
n1
1 t
n2
2 c
2tm11 t
m2
2 c
3
= tn11 t
n2
2 t
−m1
1 t
−m2
2 c
5
= tn1−m11 t
n2−m2
2 c
v3.u = t
m1
1 t
m2
2 c
3tn11 t
n2
2 c
2
= tm11 t
m2
2 t
−n1
2 t
n2
1 c
5
= tm1+n21 t
m2−n1
2 c
u.v3 = v3.u ⇐⇒
{
n1 −m1 = m1 + n2
n2 −m2 = m2 − n1 ⇐⇒
{
2m1 = n1 − n2
2m2 = n1 + n2
Si n1 + n2 est impair, u et v3 ne commutent pas ; dans le cas contraire, u commute
avec w3 ∈ H4.c3, ou`
w3 = t
n1−n2
2
1 t
n1+n2
2
2 c
3
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Or, si n1 + n2 est pair, u admet une racine carre´e w, et
w3 = w.u
= t
n1+n2
2
1 t
n2−n1
2
2 ct
n1
1 t
n2
2 c
2
= t
n1+n2
2
1 t
n2−n1
2
2 t
n1
2 t
−n2
1 c
3
= t
n1−n2
2
1 t
n1+n2
2
2 c
3
= w3
Ainsi, si u ∈ H4.c2, alors si n1 + n2 est pair,
Z(u) =< w >=< t
n1+n2
2
1 t
n2−n1
2
2 c >
et sinon, Z(u) =< u >.
Si u ∈ H4.c3, alors u s’e´crit u = tn11 tn22 c3. Nous avons vu que u ne commute
pas avec un e´le´ment non trivial de H4. De plus, u admet une racine cubique w1 =
tn21 t
−n1
2 c, en effet,
(w1)
3 = tn21 t
−n1
2 ct
n2
1 t
−n1
2 ct
n2
1 t
−n1
2 c
= tn21 t
−n1
2 ct
n2
1 t
−n1
2 t
n2
2 t
n1
1 c
2
= tn21 t
−n1
2 ct
n1+n2
1 t
n2−n1
2 c
2
= tn21 t
−n1
2 t
n1+n2
2 t
n1−n2
1 c
3
= tn11 t
n2
2 c
3
et le seul e´le´ment de H4.c qui commute avec u est w1, le seul e´le´ment de H4.c
2 qui
commute avec u est (w1)
2. De plus,
u.v3 = t
n1
1 t
n2
2 c
3tm11 t
m2
2 c
3
= tn11 t
n2
2 t
−m1
2 t
m2
1 c
6
= tn1+m21 t
n2−m1
2 c
2
v3.u = t
m1+n2
1 t
m2−n1
2
u.v3 = v3.u ⇐⇒
{
n1 +m2 = m1 + n2
n2 −m1 = m2 − n1 ⇐⇒
{
m1 = n1
m2 = n2
Ainsi, si u ∈ H4.c3, alors Z(u) =< tn21 t−n12 c >. 
Pour G5. Le groupe G5 est un produit semi-direct de Z ⊕ Z = H5 par Z6, ainsi
tout e´le´ment de G5 s’e´crit uniquement sous une des formes fournies par le lemme.
Notons v1 = t
m1
1 t
m2
2 c ∈ H5.c, v2 = tm11 tm22 c2 ∈ H5.c2, v3 = tm11 tm22 c3 ∈ H5.c3,
v4 = t
m1
1 t
m2
2 c
4 ∈ H5.c4, et v5 = tm11 tm22 c5 ∈ H5.c5. Commenc¸ons par e´tablir les
relations suivantes :
c2t1c
−2 = ct2c−1 = t−11 t2 c
3t1c
−3 = ct−11 t2c
−1 = t−11
c2t2c
−2 = ct−11 t2c
−1 = t−11 c
3t2c
−3 = ct−11 c
−1 = t−12
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c4t1c
−4 = ct−11 c
−1 = t−12 c
5t1c
−5 = ct−12 c
−1 = t1t−12
c4t2c
−4 = ct−12 c
−1 = t1t−12 c
5t2c
−5 = ct1t−12 c
−1 = t1
Si u ∈ H5, alors u s’e´crit u = tn11 tn22 . Puisque H5 est abe´lien, H5 ⊂ Z(u). De
plus,
u.v1 = t
n1
1 t
n2
2 t
m1
1 t
m2
2 c
= tn1+m11 t
n2+m2
2 c
v1.u = t
m1
1 t
m2
2 ct
n1
1 t
n2
2
= tm11 t
m2
2 t
n1
2 (t
−1
1 t2)
n2c
= tm1−n21 t
m2+n1+n2
2
ainsi, u et v1 commutent ssi n1 = n2 = 0. Donc, puisque u est non trivial, u ne
commute pas avec un e´le´ment de H5.c.
u.v2 = t
n1
1 t
n2
2 t
m1
1 t
m2
2 c
2
= tn1+m11 t
n2+m2
2 c
2
v2.u = t
m1
1 t
m2
2 c
2tn11 t
n2
2
= tm11 t
m2
2 (t
−1
1 t2)
n1t−n21 c
2
= tm1−n1−n21 t
m2+n1
2 c
2
u.v2 = v2.u ⇐⇒
{
n1 +m1 = m1 − n1 − n2
n2 +m2 = m2 + n1
⇐⇒ n1 = n2 = 0
Ainsi u ne commute pas avec un e´le´ment de H5.c
2.
u.v3 = t
n1
1 t
n2
2 t
m1
1 t
m2
2 c
3
= tn1+m11 t
n2+m2
2 c
3
v3.u = t
m1
1 t
m2
2 c
3tn11 t
n2
2
= tm11 t
m2
2 t
−n1
1 t
−n2
2 c
3
= tm1−n11 t
m2−n2
2 c
3
Ainsi, puisque u est non trivial, u ne commute pas avec un e´le´ment de H5.c
3.
u.v4 = t
n1
1 t
n2
2 t
m1
1 t
m2
2 c
4
= tn1+m11 t
n2+m2
2 c
4
v4.u = t
m1
1 t
m2
2 c
4tn11 t
n2
2
= tm11 t
m2
2 t
−n1
2 (t1t
−1
2 )
n2c4
= tm1+n21 t
m2−n2−n1
2 c
4
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u.v4 = v4.u ⇐⇒
{
n1 +m1 = m1 + n2
n2 +m2 = m2 − n2 − n1 ⇐⇒ n1 = n2 = 0
Ainsi, u ne commute pas avec un e´le´ment de H5.c
4.
u.v5 = t
n1
1 t
n2
2 t
m1
1 t
m2
2 c
5
= tn1+m11 t
n2+m2
2 c
5
v5.u = t
m1
1 t
m2
2 c
5tn11 t
n2
2
= tm11 t
m2
2 (t1t
−1
2 )
n1tn21 c
5
= tm1+n1+n21 t
m2−n1
2 c
5
Ainsi, u et v5 commutent seulement dans le cas n1 = n2 = 0, que nous avons exclu.
Ainsi u ne commute pas avec un e´le´ment de H5.c
5. En collectant ces re´sultats, si
u ∈ H5, alors Z(u) = H5.
Si u ∈ H5.c, alors u s’e´crit u = tn11 tn22 c. Nous avons vu que u ne commute pas
avec un e´le´ment non trivial de H5. De plus,
u.v1 = t
n1
1 t
n2
2 ct
m1
1 t
m2
2 c
= tn11 t
n2
2 t
m1
2 (t
−1
1 t2)
m2c2
= tn1−m21 t
n2+m2+m1
2 c
2
v1.u = t
m1−n2
1 t
m2+n2+n1
2 c
2
u.v1 = v1.u ⇐⇒
{
n1 −m2 = m1 − n2
n2 +m2 +m1 = m2 + n2 + n1
⇐⇒
{
m1 = n1
m2 = n2
Ainsi, si u et v1 commutent, alors u = v1.
u.v2 = t
n1
1 t
n2
2 ct
m1
1 t
m2
2 c
2
= tn11 t
n2
2 t
m1
2 (t
−1
1 t2)
m2c3
= tn1−m21 t
n2+m1+m2
2 c
3
v2.u = t
m1
1 t
m2
2 c
2tn11 t
n2
2 c
= tm11 t
m2
2 (t
−1
1 t2)
n1t−n21 c
3
= tm1−n1−n21 t
m2+n1
2 c
3
u.v2 = v2.u ⇐⇒
{
n1 −m2 = m1 − n1 − n2
n2 +m1 +m2 = m2 + n1
⇐⇒
{
m1 = n1 − n2
m2 = 2n2 + n1
Ainsi, u commute avec w2 = t
n1−n2
1 t
2n2+n1
2 c
2. Or,
u2 = tn11 t
n2
2 ct
n1
1 t
n2
2 c
= tn11 t
n2
2 t
n1
2 (t
−1
1 t2)
n2c2
= tn1−n21 t
2n2+n1
2 c
2
= w2
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On a aussi,
u.v3 = t
n1
1 t
n2
2 ct
m1
1 t
m2
2 c
3
= tn11 t
n2
2 t
m1
2 (t
−1
1 t2)
m2c4
= tn1−m21 t
n2+m1+m2
2 c
4
v3.u = t
m1
1 t
m2
2 c
3tn11 t
n2
2 c
= tm11 t
m2
2 t
−n1
1 t
−n2
2 c
4
= tm1−n11 t
m2−n2
2 c
4
u.v3 = v3.u ⇐⇒
{
n1 −m2 = m1 − n1
n2 +m1 +m2 = m2 − n2 ⇐⇒
{
m1 = −2n2
m2 = 2(n1 + n2)
Ainsi, u et w3 = t
−2n2
1 t
2(n1+n2)
2 c
3 commutent. Or,
u3 = u2u
= tn1−n21 t
2n2+n1
2 c
2tn11 t
n2
2 c
= tn1−n21 t
2n2+n1
2 (t
−1
1 t2)
n1t−n21 c
3
= t−2n21 t
2(n1+n2)
2 c
3
= w3
De plus,
u.v4 = t
n1
1 t
n2
2 ct
m1
1 t
m2
2 c
4
= tn11 t
n2
2 t
m1
2 (t
−1
1 t2)
m2c5
= tn1−m21 t
n2+m1+m2
2 c
5
v4.u = t
m1
1 t
m2
2 c
4tn11 t
n2
2 c
= tm11 t
m2
2 t
−n1
2 (t1t
−1
2 )
n2c5
= tm1+n21 t
m2−n1−n2
2 c
5
u.v4 = v4.u ⇐⇒
{
n1 −m2 = m1 + n2
n2 +m1 +m2 = m2 − n1 − n2 ⇐⇒
{
m1 = −(n1 + 2n2)
m2 = 2n1 + n2
Ainsi, u et w4 = t
−(n1+2n2)
1 t
2n1+n2
2 c
4 commutent. Or,
u4 = u3u
= t−2n21 t
2(n1+n2)
2 c
3tn11 t
n2
2 c
= t−2n21 t
2(n1+n2)
2 t
−n1
1 t
−n2
2 c
4
= t−2n2−n11 t
2n1+n2
2 c
4
= w4
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Et finalement,
u.v5 = t
n1
1 t
n2
2 ct
m1
1 t
m2
2 c
5
= tn11 t
n2
2 t
m1
2 (t
−1
1 t2)
m2c6
= tn1−m21 t
n2+m1+m2
2
v5.u = t
m1
1 t
m2
2 c
5tn11 t
n2
2 c
= tm11 t
m2
2 (t1t
−1
2 )
n1tn21 c
6
= tm1+n1+n21 t
m2−n1
2
u.v5 = v5.u ⇐⇒
{
n1 −m2 = m1 + n1 + n2
n2 +m1 +m2 = m2 − n1 ⇐⇒
{
m1 = −(n1 + n2)
m2 = n1
Ainsi, u et w5 = t
−(n1+n2)
1 t
n1
2 c
5 commutent. Or,
u5 = u4u
= t−2n2−n11 t
2n1+n2
2 c
4tn11 t
n2
2 c
= t−2n2−n11 t
2n1+n2
2 t
−n1
2 (t1t
−1
2 )
n2c5
= t−n2−n11 t
n1
2 c
5
= w5
Ainsi, avec tout ce qui pre´ce`de, si u ∈ H5.c, alors Z(u) =< u >.
Si u ∈ H5.c2, alors u s’e´crit u = tn11 tn22 c2. Nous avons vu que u ne commute pas
avec un e´le´ment non trivial de H2, et que u commute avec w1 ∈ H5c ssi w21 = u.
dans quels cas, u admet-il une racine carre´e?
Supposons que w1 = t
p1
1 t
p2
2 c soit une racine carre´e de u. Alors,
(w1)
2 = tp11 t
p2
2 ct
p1
1 t
p2
2 c
= tp11 t
p2
2 t
p1
2 (t
−1
1 t2)
p2c2
= tp1−p21 t
p1+2p2
2 c
2
Ainsi u admet une racine carre´e, w1 = t
p1
1 t
p2
2 c, lorsque le syste`me suivant admet des
solutions entie`res p1,p2.{
n1 = p1 − p2
n2 = 2p2 + p1
⇐⇒
{
p1 =
1
3
(2n1 + n2)
p2 =
1
3
(n2 − n1)
c’est a` dire lorsque 3 divise (n2 − n1). Dans ce cas,
w1 = t
1
3
(2n1+n2)
1 t
1
3
(n2−n1)
2
De plus,
u.v2 = t
n1
1 t
n2
2 c
2tm11 t
m2
2 c
2
= tn11 t
n2
2 (t
−1
1 t2)
m1t−m21 c
4
= tn1−m1−m21 t
n2+m1
2 c
4
v2.u = t
m1−n1−n2
1 t
m2+n1
2 c
4
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u.v2 = v2.u ⇐⇒
{
n1 −m1 −m2 = m1 − n1 − n2
n2 +m1 = m2 + n1
⇐⇒
{
m1 = n1
m2 = n2
On a aussi,
u.v3 = t
n1
1 t
n2
2 c
2tm11 t
m2
2 c
3
= tn11 t
n2
2 (t
−1
1 t2)
m1t−m21 c
5
= tn1−m1−m21 t
n2+m1
2 c
5
v3.u = t
m1
1 t
m2
2 c
3tn11 t
n2
2 c
2
= tm11 t
m2
2 t
−n1
1 t
−n2
2 c
5
= tm1−n11 t
m2−n2
2 c
5
u.v3 = v3.u ⇐⇒
{
n1 −m1 −m2 = m1 − n1
n2 +m1 = m2 − n2 ⇐⇒
{
m1 =
2
3
(n1 − n2)
m2 =
2
3
n1 +
4
3
n2
Ainsi, lorsque 3/(n1−n2), u commute avec w3 = t
2
3
(n1−n2)
1 t
2
3
n1+
4
3
n2
2 ∈ H5.c3. Or, dans
ce cas, u admet pour racine carre´e w1, et
(w1)
3 = w.u
= t
1
3
(2n1+n2)
1 t
n2−n1
3
2 ct
n1
1 t
n2
2 c
2
= t
1
3
(2n1+n2)
1 t
n2−n1
3
2 t
n1
2 (t
−1
1 t2)
n2c3
= t
2
3
(n1−n2)
1 t
2
3
(2n2+n1)
2 c
3
= w3
On a aussi,
u.v4 = t
n1
1 t
n2
2 c
2tm11 t
m2
2 c
4
= tn11 t
n2
2 (t
−1
1 t2)
m1t−m21 c
6
= tn1−m1−m21 t
n2+m1
2
v4.u = t
m1
1 t
m2
2 c
4tn11 t
n2
2 c
2
= tm11 t
m2
2 t
−n1
2 (t1t
−1
2 )
n2c6
= tm1+n21 t
m2−n1−n2
2
u.v4 = v4.u ⇐⇒
{
n1 −m1 −m2 = m1 + n2
n2 +m1 = m2 − n1 − n2 ⇐⇒
{
m1 = −n2
m2 = n1 + n2
Ainsi, u et w4 = t
−n2
1 t
n1+n2
2 c
4 commutent. Or
u2 = tn11 t
n2
2 c
2tn11 t
n2
2 c
2
= tn11 t
n2
2 (t
−1
1 t2)
n1t−n21 c
4
= t−n21 t
n1+n2
2
= w4
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Et finalement,
u.v5 = t
n1
1 t
n2
2 c
2tm11 t
m2
2 c
5
= tn11 t
n2
2 (t
−1
1 t2)
m1t−m21 c
7
= tn1−m1−m21 t
n2+m1
2 c
v5.u = t
m1
1 t
m2
2 c
5tn11 t
n2
2 c
2
= tm11 t
m2
2 (t1t
−1
2 )
n1tn21 c
7
= tm1+n1+n21 t
m2−n1
2 c
u.v5 = v5.u ⇐⇒
{
n1 −m1 −m2 = m1 + n1 + n2
n2 +m1 = m2 − n1 ⇐⇒
{
m1 = −13(n1 + 2n2)
m2 =
1
3
(2n1 + n2)
qui admet des solutions entie`res m1,m2 ssi 3/(n1−n2). Dans ce cas u commute avec
w5, ou`
w5 = t
− 1
3
(n1+2n2)
1 t
1
3
(2n1+n2)
2 c
5
Or, si 3/(n1 − n2), alors u admet pour racine carre´e w1, avec
w1 = t
1
3
(2n1+n2)
1 t
n2−n1
3
2 c
et dans ce cas,
(w1)
5 = w1u
2
= t
1
3
(2n1+n2)
1 t
n2−n1
3
2 ct
−n2
1 t
n1+n2
2 c
4
= t
1
3
(2n1+n2)
1 t
n2−n1
3
2 t
−n2
2 (t
−1
1 t2)
n1+n2c5
= t
− 1
3
(n1+2n2)
1 t
1
3
(2n1+n2)
2 c
5
= w5
Ainsi, avec tout ce qui pre´ce`de, si u ∈ H5.c2, alors, si 3/(n1 − n2), alors
Z(u) =< w1 >=< t
1
3
(2n1+n2)
1 t
n2−n1
3
2 c >
et sinon, Z(u) =< u >.
Si u ∈ H5.c3, alors u s’e´crit tn11 tn22 c3. Nous avons vu que u ne commute pas avec
un e´le´ment non trivial de H5 et que u commute avec un e´le´ment w1 de H5.c, lorsque
w31 = u. Dans quels cas u admet-il une racine cubique?
Supposons que w1 = t
p1
1 t
p2
2 c, soit une racine cubique de u. Alors,
(w1)
3 = tp11 t
p2
2 ct
p1
1 t
p2
2 ct
p1
1 t
p2
2 c
= tp11 t
p2
2 ct
p1
1 t
p2
2 t
p1
2 (t
−1
1 t2)
p2c2
= tp11 t
p2
2 ct
p1−p2
1 t
p1+2p2
2 c
2
= tp11 t
p2
2 t
p1−p2
2 (t
−1
1 t2)
p1+2p2c3
= t−2p21 t
2(p1+p2)
2 c
3
= tn11 t
n2
2 c
3
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Ainsi, u admet une racine cubique lorsque le syste`me suivant admet des solutions
entie`res p1,p2 : {
n1 = −2p2
n2 = 2(p1 + p2)
⇐⇒
{
p1 =
n1+n2
2
p2 = −n12
c’est a` dire lorsque n1 et n2 sont pairs, et dans ce cas u admet pour racine cubique
w1, avec :
w1 = t
n1+n2
2
1 t
−n1
2
2 c
Nous avons vu aussi, que u commute avec un e´le´ment w2 ∈ H5.c2 lorsque u admet
une racine cubique w1, et qu’alors, w2 = w
2
1. En outre,
u.v3 = t
n1
1 t
n2
2 c
3tm11 t
m2
2 c
3
= tn11 t
n2
2 t
−m1
1 t
−m2
2 c
6
= tn1−m11 t
n2−m2
2
v3.u = t
m1−n1
1 t
m2−n2
2
ainsi, u et v3 commutent lorsque m1 = n1 et m2 = n2, c’est a` dire lorsque v3 = u.
On a aussi,
u.v4 = t
n1
1 t
n2
2 c
3tm11 t
m2
2 c
4
= tn11 t
n2
2 t
−m1
1 t
−m2
2 c
7
= tn1−m11 t
n2−m2
2 c
v4.u = t
m1
1 t
m2
2 c
4tn11 t
n2
2 c
3
= tm11 t
m2
2 t
−n1
2 (t1t
−1
2 )
n2c7
= tm1+n21 t
m2−n1−n2
2 c
Les e´le´ments u et v4 commutent lorsque le syste`me suivant admet des solutions
entie`res m1,m2,{
n1 −m1 = m1 + n2
n2 −m2 = m2 − n1 − n2 ⇐⇒
{
m1 =
n1−n2
2
m2 =
n1+2n2
2
c’est a` dire lorsque n1 et n2 sont pairs, et dans ce cas u commute avec w4 ou`
w4 = t
n1−n2
2
1 t
n1+2n2
2
2 c
4
Or, si n1 et n2 sont pairs, alors u admet pour racine cubique w1, et on ve´rifie,
(w1)
4 = w1u
= t
n1+n2
2
1 t
−n1
2
2 ct
n1
1 t
n2
2 c
3
= t
n1+n2
2
1 t
−n1
2
2 t
n1
2 (t
−1
1 t2)
n2c4
= t
n1−n2
2
1 t
n1
2
+n2
2 c
4
= w4
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Et pour finir,
u.v5 = t
n1
1 t
n2
2 c
3tm11 t
m2
2 c
5
= tn11 t
n2
2 t
−m1
1 t
−m2
2 c
8
= tn1−m11 t
n2−m2
2 c
2
v5.u = t
m1
1 t
m2
2 c
5tn11 t
n2
2 c
3
= tm11 t
m2
2 (t1t
−1
2 )
n1tn21 c
8
= tm1+n1+n21 t
m2−n1
2 c
2
Ainsi, u et v5 commutent lorsque le syste`me suivant admet des solutions entie`res
m1,m2, {
n1 −m1 = m1 + n1 + n2
n2 −m2 = m2 − n1 ⇐⇒
{
m1 =
−n2
2
m2 =
n1+n2
2
c’est a` dire, lorsque n1 et n2 sont pairs, et dans ce cas u commute avec w5,
w5 = t
−n2
2
1 t
n1+n2
2
2 c
5
Or, lorsque n1 et n2 sont pairs, nous avons vu que u admet w1 comme racine cubique.
Or,
(w1)
5 = (w1)
2u
= t
n1+n2
2
1 t
−n1
2
2 ct
n1+n2
2
1 t
−n1
2
2 ct
n1
1 t
n2
2 c
3
= t
n1+n2
2
1 t
−n1
2
2 t
n1+n2
2
2 (t
−1
1 t2)
−n1
2 c2tn11 t
n2
2 c
3
= t
n1+
n2
2
1 t
n2−n1
2
2 c
2tn11 t
n2
2 c
3
= t
n1+
n2
2
1 t
n2−n1
2
2 (t
−1
1 t2)
n1t−n21 c
5
= t
−n2
2
1 t
1
2
(n1+n2)
2 c
5
= w5
Ainsi, avec tout ce qui pre´ce`de, si u ∈ H5.c3, alors si n1 et n2 sont pairs,
Z(u) =< w1 >=< t
n1+n2
2
1 t
−n1
2
2 c >
et sinon, Z(u) =< u >.
Si u ∈ H5.c4, alors u s’e´crit u = tn11 tn22 c4. Nous avons vu pre´ce´demment, que u ne
commute pas avec un e´le´ment non trivial de H5 ; que u commute avec un e´le´ment
v1 ∈ H5.c ssi u admet une racine d’ordre 4 w1 ∈ H5.c, et w1 = v1 ; que u commute
avec un e´le´ment v2 ∈ H5.c2 ssi u admet une racine d’ordre 2 w2 ∈ H5.c, et w2 = v2 ;
et que u commute avec un e´le´ment v3 ∈ H5.c3 ssi u admet une racine d’ordre 4
w1 ∈ H5.c, et (w1)3 = v3. A quelles conditions u admet-il une racine d’ordre 2,
d’ordre 4?
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Notons w2 = t
p1
1 t
p2
2 c
2, et supposons que (w2)
2 = u. Alors,
(w2)
2 = tp11 t
p2
2 c
2tp11 t
p2
2 c
2
= tp11 t
p2
2 (t
−1
1 t2)
p1t−p21 c
4
= t−p21 t
p1+p2
2 c
4
ainsi, w22 = u ssi le syste`me suivant admet des solutions entie`res p1,p2,{ −p2 = n1
p1 + p2 = n2
⇐⇒
{
p1 = n1 + n2
p2 = −n1
et donc tout e´le´ment de H5.c
4 admet une racine carre´e; u admet pour racine carre´e
w2 = t
n1+n2
1 t
−n1
2 c
2.
Notons w1 = t
p1
1 t
p2
2 c, et supposons que (w1)
4 = u. Dans ce cas, on a (w1)
2 = w2.
Ainsi, on a,
(w1)
2 = tp11 t
p2
2 ct
p1
1 t
p2
2 c
= tp11 t
p2
2 t
p1
2 (t
−1
1 t2)p2c
2
= tp1−p21 t
p1+2p2
2 c
2
et donc, (w1)
4 = u ssi le syste`me suivant admet des solutions entie`res p1,p2,{
p1 − p2 = n1 + n2
p1 + 2p2 = −n1 ⇐⇒
{
p1 =
1
3
(n1 + 2n2)
p2 = −13(2n1 + n2)
ce qui n’est le cas que lorsque 3/(n1 + 2n2) et 3/(2n1 + n2), ce qui e´quivalent a` la
condition 3/(n1 − n2). Dans ce cas, u admet pour racine d’ordre 4, w1 avec
w1 = t
1
3
(n1+2n2)
1 t
− 1
3
(2n1+n2)
2 c
On ve´rifie,
u.v4 = t
n1
1 t
n2
2 c
4tm11 t
m2
2 c
4
= tn11 t
n2
2 t
−m1
2 (t1t
−1
2 )
m2c8
= tn1+m21 t
n2−m1−m2
2 c
2
v4.u = t
m1+n2
1 t
m2−n1−n2
2 c
2
u.v4 = v4.u ⇐⇒
{
n1 +m2 = m1 + n2
n2 −m1 −m2 = m2 − n1 − n2 ⇐⇒
{
m1 = n1
m2 = n2
et donc, u commute avec v4 ssi v4 = u. On a aussi,
u.v5 = t
n1
1 t
n2
2 c
4tm11 t
m2
2 c
5
= tn11 t
n2
2 t
−m1
2 (t1t
−1
2 )
m2c9
= tn1+m21 t
n2−m1−m2
2 c
3
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v5.u = t
m1
1 t
m2
2 c
5tn11 t
n2
2 c
4
= tm11 t
m2
2 (t1t
−1
2 )
−n1tn21 c
9
= tm1+n1+n21 t
m2−n1
2 c
3
u.v5 = v5.u ⇐⇒
{
n1 +m2 = m1 + n1 + n2
n2 −m1 −m2 = m2 − n1 ⇐⇒
{
m1 =
1
3
(n1 − n2)
m2 =
1
3
(n1 + 2n2)
ce qui ne peut-eˆtre le cas que lorsque 3/(n1− n2). Dans ce cas, u commute avec w5,
ou`
w5 = t
1
3
(n1−n2)
1 t
1
3
(n1+2n2)
2 c
Or, u admet une racine d’ordre 4, w1, et
(w1)
5 = w1u
= t
1
3
(n1+2n2)
1 t
− 1
3
(n1+2n2)
2 ct
n1
1 t
n2
2 c
4
= t
1
3
(n1+2n2)
1 t
− 1
3
(n1+2n2)
2 t
n1
2 (t
−1
1 t2)
n2c5
= t
1
3
(n1−n2)
1 t
1
3
(n1+2n2)
2 c
5
= w5
Ainsi, en re´sumant tout ce qui pre´ce`de, si u ∈ H5.c4, alors, si 3/(n1 − n2) on a,
Z(u) =< w1 >=< t
1
3
(n1+2n2)
1 t
− 1
3
(2n1+n2)
2 c >
et sinon,
Z(u) =< w2 >=< tn1+n21 t−n12 c2 >
Si u ∈ H5.c5, alors u s’e´crit u = tn11 tn22 c5. Avec tout ce qui pre´ce`de, u ne commute
pas avec un e´le´ment non trivial de H5, et u commute avec un e´le´ment de H5.c,H5.c
2,
H5.c
3, ou H5.c
4 seulement lorsque u admet une racine d’ordre 5 w1 ∈ H5.c, et dans
ce cas u commute seulement avec les puissances de w1. Dans quels cas, u admet-il
une racine d’ordre 5?
supposons que w1 = t
p1
1 t
p2
2 c soit racine d’ordre 5 de u. alors,
(tp11 t
p2
2 c)
5 = tp1−p21 t
p1+2p2
2 c
2tp1−p21 t
p1+2p2
2 c
2tp11 t
p2
2 c
= tp1−p21 t
p1+2p2
2 (t
−1
1 t2)
p1−p2(t−11 )
p1+2p2c4tp11 t
p2
2 c
= t
−(p1+2p2)
1 t
2p1+p2
2 c
4tp11 t
p2
2 c
= t
−(p1+2p2)
1 t
2p1+p2
2 t
−p1
2 (t1t
−1
2 )
p2c5
= t
−(p1+p2)
1 t
p1
2 c
5
= tn11 t
n2
2 c
5
⇐⇒
{
n1 = −(p1 + p2)
n2 = p1
⇐⇒
{
p1 = n2
p2 = −(n1 + n2)
Ainsi tout e´le´ment de H5.c
5 admet une racine d’ordre 5. Pour u, sa racine est w1 =
tn21 t
−(n1+n2)
2 .
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Finalement,
u.v5 = t
n1
1 t
n2
2 c
5tm11 t
m2
2 c
5
= tn11 t
n2
2 (t1t
−1
2 )
m1tm21 c
10
= tn1+m1+m21 t
n2−m1
2 c
4
v5.u = t
m1+n1+n2
1 t
m2−n1
2 c
4
u.v5 = v5.u ⇐⇒
{
n1 +m1 +m2 = m1 + n1 + n2
n2 −m1 = m2 − n1 ⇐⇒
{
m1 = n1
m2 = n2
ainsi, si u ∈ H5.c5, alors
Z(u) =< w1 >=< tn21 t−(n1+n2)2 c >

Pour G6. Notons K6 le sous-groupe de G6 engendre´ par a,t1 et t2. Avec les rela-
tions fournies par le lemme 5.5.1, il existe un morphisme naturel ϕ du groupe de
la bouteille de Klein G1 sur K6. L’e´le´ment c ∈ G6 est d’ordre 2, et agit par conju-
gaison sur K6, par un automorphisme pe´riodique de pe´riode 2. Il est alors clair que
ϕ est un isomorphisme, et que G6 se de´compose en un produit semi-direct de K6
par < c >. Puisque l’on a une e´criture sous forme normale d’un e´le´ment de K6,
on obtient l’existence et l’unicite´ de l’e´criture d’un e´le´ment u ∈ G6, sous une des
formes de´crites par le lemme. Notons va = t
m1
1 t
m2
2 a ∈ H6.a, vc = tm11 tm22 c ∈ H6.c, et
vac = t
m1
1 t
m2
2 ac ∈ H6.ac. Remarquons, que si u ∈ K6, nous connaissons de´ja`, (voir le
cas de G1), le centralisateur de u dans K6, c’est a` dire Z(u) ∩K6.
Si u ∈ H6, u s’e´crit u = tn11 tn22 . Son centralisateur dans K6, Z(u) ∩K6, est soit
K6 si u ∈< t1 >, soit H6 sinon. De plus,
u.vc = t
n1+m1
1 t
n2+m2
2 c
vc.u = t
m1
1 t
m2
2 ct
n1
1 t
n2
2
= tm11 t
m2
2 t
−n1
1 t
−n2
2 c
= tm1−n11 t
m2−n2
2 c
Ainsi, u et vc commutent ssi n1 = n2 = 0. Puisque u est non trivial, u ne commute
pas avec un e´le´ment de H6.c. On a aussi,
u.vac = t
n1+m1
1 t
n2+m2
2 ac
vac.u = t
m1
1 t
m2
2 act
n1
1 t
n2
2
= tm11 t
m2
2 at
−n1
1 t
−n2
2 c
= tm11 t
m2
2 t
−n1
1 t
n2
2 ac
= tm1−n11 t
m2+n2
2 ac
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et donc u et vac commutent ssi n1 = 0. Donc, avec tout ce qui pre´ce`de, si n1 = 0,
i.e, u ∈< t2 >, alors Z(u) est le plus petit groupe contenant H6 et H6.ac, c’est le
sous-groupe de G6 engendre´ par t1,t2, et ac. Remarquons que,
(ac)2 = acac
= acac−1
= at2a
−1
= t−12
act1(ac)
−1 = at−11 a
−1 = t−11
act2(ac)
−1 = at−12 a
−1 = t2
Il est isomorphe au groupe de la bouteille de Klein.
Si u ∈ H6, et u 6∈< t2 >, alors si u ∈< t1 >, Z(u) = K6, et si u 6∈< t1 >,
Z(u) = H6.
Si u ∈ H6.a, alors u s’e´crit u = tn11 tn22 a. Le centralisateur de u dans K6 est (voir
le cas de G1),
Z(u) ∩K6 =< tn22 a >
On ve´rifie,
u.va = t
n1
1 t
n2
2 at
m1
1 t
m2
2 a
= tn1+m11 t
n2−m2
2 a
2
= tn1+m1+11 t
n2−m2
2
va.u = t
m1+n1+1
1 t
m2−n2
2
Ainsi u et va commute ssi m2 = n2. Dans ce cas, va ∈ u. < t1 >. Puisque (tn22 a)2 = t1,
si va commute avec u, alors va ∈< tn22 a >.
On a,
u.vc = t
n1
1 t
n2
2 at
m1
1 t
m2
2 c
= tn1+m11 t
n2−m2
2 ac
vc.u = t
m1
1 t
m2
2 ct
n1
1 t
n2
2 a
= tm1−n11 t
m2−n2
2 ca
= tm1−n11 t
m2−n2
2 t2a
−1c
= tm1−n11 t
m2−n2
2 t2t
−1
1 ac
= tm1−n1−11 t
m2−n2+1
2 ac
u.vc = vc.u ⇐⇒
{
n1 +m1 = m1 − n1 − 1
n2 −m2 = m2 − n2 + 1 ⇐⇒
{
2n1 = −1
2(m2 + n2) = 1
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qui n’admet pas de solutions entie`res. On a aussi,
u.vac = t
n1
1 t
n2
2 at
m1
1 t
m2
2 ac
= tn11 t
n2
2 t
m1
1 t
−m2
2 a
2c
= tn1+m11 t
n2−m2
2 t1c
= tn1+m1+11 t
n2−m2
2
vac.u = t
m1
1 t
m2
2 act
n1
1 t
n2
2 a
= tm11 t
m2
2 at
−n1
1 t
−n2
2 ca
= tm11 t
m2
2 t
−n1
1 t
n2
2 aca
= tm1−n11 t
m2+n2
2 at2a
−1c
= tm1−n11 t
m2+n2
2 t
−1
2 c
= tm1−n11 t
m2+n2−1
2 c
u.vac = vac.u ⇐⇒
{
n1 +m1 + 1 = m1 − n1
n2 −m2 = m2 + n2 − 1 ⇐⇒
{
2n1 = −1
2m2 = 1
qui n’admet pas de solutions entie`res. Ainsi u n’est pas conjugue´ a` un e´le´ment de
H6.ac. Avec tout ce qui pre´ce`de, si u ∈ H6.a, alors Z(u) =< tn22 a >.
Si u ∈ H6.c, alors u s’e´crit u = tn11 tn22 c. Nous avons vu que u ne commute pas
avec un e´le´ment non trivial de K6. De plus,
u.vc = t
n1
1 t
n2
2 ct
m1
1 t
m2
2 c
= tn1−m11 t
n2−m2
2
vc.u = t
m1−n1
1 t
m2−n2
2
et donc, u et vc commutent seulement si u = vc. On a aussi,
u.vac = t
n1
1 t
n2
2 ct
m1
1 t
m2
2 ac
= tn11 t
n2
2 t
−m1
1 t
−m2
2 cac
= tn1−m11 t
n2−m2
2 t2a
−1c2
= tn1−m11 t
n2−m2
2 t2t
−1
1 a
= tn1−m1−11 t
n2−m2+1
2 a
vac.u = t
m1
1 t
m2
2 act
n1
1 t
n2
2 c
= tm11 t
m2
2 at
−n1
1 t
−n2
2 c
2
= tm11 t
m2
2 t
−n1
1 t
n2
2 a
= tm1−n11 t
m2+n2
2 a
u.vac = vac.u ⇐⇒
{
n1 −m1 − 1 = m1 − n1
n2 −m2 + 1 = m2 + n2 ⇐⇒
{
2(n1 −m1) = 1
2m2 = 1
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ainsi, u ne commute pas avec un e´le´ment de H6.ac. En collectant ces re´sultats, on
obtient que si u ∈ H6.c, alors Z(u) =< u >.
Si u ∈ H6.ac, alors u s’e´crit u = tn11 tn22 ac. Nous avons vu pre´ce´demment que les
seuls e´le´ments de K6 qui commutent avec u, sont dans < t2 >, et que u ne commute
pas avec un e´le´ment de H6.c. En outre,
u.vac = t
n1
1 t
n2
2 act
m1
1 t
m2
2 ac
= tn11 t
n2
2 t
−m1
1 t
m2
2 acac
= tn11 t
n2
2 t
−m1
1 t
m2
2 at2a
−1c2
= tn11 t
n2
2 t
−m1
1 t
m2
2 t
−1
2
= tn1−m11 t
n2+m2−1
2
vac.u = t
m1−n1
1 t
m2+n2−1
2
u.vac = vac.u ⇐⇒
{
n1 −m1 = m1 − n1
n2 +m2 − 1 = m2 + n2 − 1 ⇐⇒ m1 = n1
Ainsi, dans le cas, ou` u et vac commutent, on a vac ∈ u. < t2 >. Avec tout ce qui
pre´ce`de, le centralisateur de u est le sous-groupe de G6 engendre´ par u et t2. En
particulier, il contient tn11 ac, et t
n1
1 ac et t2 engendrent Z(u). Or,
(tn11 ac)
2 = tn11 act
n1
1 ac
= tn11 t
−n1
1 acac
= at2a
−1c2
= t−12
et donc, si u ∈ H6.ac, alors Z(u) =< tn11 ac >. 
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5.6 Derniers algorithmes
Pour conclure avec le cas des fibre´s de Seifert, il ne nous reste plus qu’a` re´soudre
les algorithmes de de´termination des e´le´ments pe´riphe´raux, des classes pe´riphe´rales,
et de de´termination des 2-cosets, dans le groupe d’un espace fibre´ de Seifert M , ap-
paraissant comme pie`ce e´le´mentaire dans une de´composition minimale non triviale,
d’une varie´te´ Haken. Dans ce cas, M n’est home´omorphe ni a` S1×D2, ni a` S1×S1×I.
De plus, M est a` bord non vide. Or, comme nous avons pu le constater tout au long
de ce chapitre, les fibre´s de Seifert a` bord non vide sont conside´rablement plus
simples a` e´tudier, que ceux a` bord vide. C’est la raison pour laquelle, la re´solution
de ces algorithmes ne pre´sente aucune difficulte´.
Dans la suite, nous supposerons que M est un espace fibre´ de Seifert a` bord
non vide, qui n’est pas home´omorphe a` S1 ×D2, ou a` S1 × S1 × I. On suppose en
outre que M est muni d’une fibration, et nous notons N la fibre, et Π le sous-groupe
canonique de pi1(M).
Proposition 5.6.1 (De´termination des e´le´ments pe´riphe´raux) Soit T une
composante pe´riphe´rale de pi1(M). Il existe un algorithme permettant de de´cider
pour tout e´le´ment arbitraire u ∈ pi1(M), si u ∈ T .
De´monstration On se donne un e´le´ment quelconque t de T −N . Le centralisateur
de t dans pi1(M) est T (corollaire 5.4.1). Pour de´cider si u ∈ T , il suffit de de´cider
avec l’algorithme du mot (proposition 5.5.2) si utu−1t−1 = 1. 
Proposition 5.6.2 (De´termination des classes pe´riphe´rales) Soient T une
composante pe´riphe´rale de pi1(M), et u un e´le´ment de pi1(M).
L’ensemble des e´le´ments de T conjugue´s a` u est soit vide, soit un singleton, soit
de la forme {u,u−1} dans le cas ou` u ∈ N et ou` la base est non orientable. Il existe
un algorithme qui permet de le de´terminer.
De´monstration Commenc¸ons par la premie`re partie de l’assertion. Supposons que
u soit conjugue´ a` deux e´le´ments de t,t′ ∈ T , alors t,t′ sont conjugue´s et la proposition
5.4.2 permet de conclure.
Pour construire un algorithme on conside`re la pre´sentation donne´ par le the´ore`me
5.2.1. Supposons que T soit engendre´ par d1,h, et que u soit conjugue´ a` l’e´le´ment d
p
1h
q
de T . Alors dans pi1(M)/N , u est conjugue´ d
p
1. Puisque M n’est pas home´omorphe
a` S1 ×D2, d1 est sans torsion dans pi1(M)/N .
On conside`re l’e´le´ment u ∈ pi1(M)/N . Puisque M est a` bord non vide, pi1(M)/N
est un produit libre de groupes cycliques. L’algorithme consiste d’abord a` de´cider
dans pi1(M)/N si u est conjugue´ a` un e´le´ment de < d1 >, et le cas e´che´ant, a`
de´terminer un e´le´ment a ∈ pi1(M)/N qui le conjugue. Si u n’est pas conjugue´ a` un
e´le´ment de < d1 >, alors u n’est pas conjugue´ a` un e´le´ment de T , dans pi1(M).
Si pour un certain a ∈ pi1(M),
u = a dpi a
−1 dans pi1(M)/N
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alors pour a ∈ r−1(a),
u = adpi a
−1hq = adpih
εqa−1 dans pi1(M)
pour un certain q ∈ Z et ε = ±1, selon si a ∈ Π ou non. L’algorithme du mot dans
pi1(M) (proposition 5.5.2), nous permet de de´terminer cet entier q, et donc l’e´le´ment
dpih
εq ∈ T auquel u est conjugue´. Si p 6= 0, ou si la base B de la fibration de M est
orientable, c’est l’unique e´le´ment de T conjugue´ a` u. Si p = 0, et si la base B est
non orientable, alors u est conjugue´ a` deux e´le´ments de T , hq et h−q. 
Proposition 5.6.3 (De´termination des doubles-cosets I) Soient T une com-
posante pe´riphe´rale de pi1(M), et u,v des e´le´ments de pi1(M), avec v 6∈ T .
L’ensemble des couples (t1,t2) ∈ T ×T , tels que u = t1vt2 est soit vide, soit d’une
des formes suivantes:
(i) {(µ1.hn,h−n.µ2) |n ∈ Z} pour µ1,µ2 ∈ T , si v ∈ Π
(ii) {(µ1.hn,hn.µ2) |n ∈ Z} pour µ1,µ2 ∈ T , si v 6∈ Π
Il existe un algorithme qui permet de le de´terminer.
De´monstration Nous commenc¸ons par de´montrer la premie`re partie de l’e´nonce´.
Supposons que pour µ1,µ2,µ
′
1,µ
′
2 ∈ T , dans pi1(M)
u = µ1vµ2
u = µ′1vµ
′
2
alors,
v−1(µ−11 µ
′
1)v = µ2µ
′
2
−1
et avec la proposition 5.4.2
µ′1 = µ1.h
n et µ′2 = h
−εnµ2
avec n ∈ Z, et ε = 1 si v ∈ Π, ε = −1 sinon.
Re´ciproquement, si u = µ1vµ2, alors
µ1h
nvh−εnµ2 = µ1hnhε(−εn)vµ2 = µ1hnh−nvµ2 = µ1vµ2 = u
Ceci de´montre la premie`re partie de l’e´nonce´.
On veut construire un algorithme qui permette de de´terminer, s’il existe, un
couple (µ1,µ2) ∈ T × T tel que u = µ1vµ2. Par de´finition du sous-groupe canonique
Π, on peut alors de´cider si v ∈ Π, et ainsi de´terminer l’ensemble de tels couples.
On suppose que pour la pre´sentation canonique donne´e par le the´ore`me 5.2.1, T
est engendre´ par d1,h. Si u = µ1vµ2 pour µ1 = d
n
1h
p,µ2 = d
m
1 h
q, alors dans pi1(M)/N ,
u = dn1v d
m
1
Or puisque M n’est pas home´omorphe a` S1 ×D2, d1 est sans torsion. De plus,
aucune puissance de v n’est dans le groupe engendre´ par d1. En effet, d1 n’a pas
5.6. Derniers algorithmes 167
de racine non triviale, et v 6∈ T . Ainsi, puisque pi1(M)/N se de´compose en produits
libres de groupes cycliques, on peut de´cider dans pi1(M)/N si un tel couple (n,m)
existe, le cas e´che´ant il est unique, et l’on peut le de´terminer.
Si on a de´termine´ un tel couple (n,m), alors, dans pi1(M),
u = dn1vd
m
1 h
r
pour un certain r ∈ Z, et donc (µ1,µ2) existe, avec µ1 = dn1 , µ2 = dm1 hr. Il suffit
alors d’utiliser l’algorithme du mot dans pi1(M) pour de´terminer r, et ainsi tous les
couples (t1,t2) ve´rifiant u = t1vt2. 
Proposition 5.6.4 (De´termination des doubles-cosets II) Soient T1,T2 des
composantes pe´riphe´rales diffe´rentes de pi1(M), et u,v des e´le´ments de pi1(M).
L’ensemble des couples (t1,t2) ∈ T1 × T2, tels que u = t1vt2 est soit vide, soit
d’une des formes suivantes:
(i) {(µ1.hn,h−n.µ2) |n ∈ Z} pour µ1 ∈ T1,µ2 ∈ T2, si v ∈ Π
(ii) {(µ1.hn,hn.µ2) |n ∈ Z} pour µ1 ∈ T1,µ2 ∈ T2, si v 6∈ Π
Il existe un algorithme qui permet de le de´terminer.
De´monstration La de´monstration de la premie`re partie de la proposition 5.6.3
reste valable pour ce cas. Quant a` l’algorithme nous le traitons de fac¸on analogue.
Supposons que T1 soit engendre´ par (d1,h) et T2 par (d2,h). Alors puisque M
n’est pas S1×D2 ou S1×S1×I, d1,d2 sont sans torsion, et aucune puissance de l’un
n’est conjugue´ a` une puissance de l’autre. Alors, on peut de´terminer dans pi1(M)/N ,
s’il existe, un unique couple (n,m) tel que
u = dn1v d
m
2
Le reste de la de´monstration est identique a` celle de la proposition 5.6.3. 
Chapitre 6
Circuits et groupe d’une varie´te´
Haken
Nous poursuivons l’e´tude faite dans le §3.2.5, en ge´ne´ralisant la notion de graphe
de groupe sans circuit, en graphe de groupe presque sans circuit. L’intereˆt pro-
vient du fait que cette notion recouvre le cas du graphe de groupe associe´ a` la
de´composition minimale d’une varie´te´ Haken ∂-irre´ductible a` bord torique ou vide
(ce re´sultat reste en fait vrai, meˆme lorsque le bord est non torique). Cela nous
permettra de caracte´riser le centralisateur d’un e´le´ment dans le groupe d’une telle
3–varie´te´ (the´ore´me 6.2.1), ce qui nous sera utile dans le chapitre suivant, pour
re´soudre le proble`me du mot ge´ne´ralise´ dans le groupe d’une varie´te´ Haken.
Pour en arriver a` ces re´sultats, nous classifions les trajets et les circuits dans le
graphe de groupe associe´ a` la de´composition minimale d’une telle varie´te´ (propo-
sition 6.2.1). Ce re´sultat, qui montre qu’il y a ((tre`s peu)) de trajets et de circuits
possibles, sera lui aussi essentiel pour la re´solution des algorithmes du prochain
chapitre.
6.1 Graphe de groupe presque sans circuit
Cette section constitue la suite de la section §3.2.5. Aussi nous conseillons au
lecteur d’avoir pre´alablement pris connaissance de cette dernie`re section, et plus
ge´ne´ralement de tout le chapitre 3.
6.1.1 De´finitions
De´finition VI.1. Un circuit non trivial est dit cycliquement re´duit, lorsqu’il est
re´duit (cf. de´finition III.10), et n’est pas de la forme suivante :
u 	
h1
c1
a−→ · · · −a−→ c2 	
h2
u
avec h2h1 ∈ G−a
Conside´rons un circuit re´duit non cycliquement re´duit C, que l’on note :
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u 	
h0
c−1
a−→ c+1 	
h1
c−2
β−→ · · · γ−→ c+n−1︸ ︷︷ ︸
C1
	
hn−1
c−n
−a−→ c+n 	
hn
u
avec hnh0 ∈ G−a ; et C1 le sous-trajet comme de´signe´ ci dessus. Sous ces conditions,
c+n−1 = hn−1 c
−
n h
−1
n−1
= hn−1t−a c+n t
−1
−ah
−1
n−1
= hn−1t−ahn u h−1n t
−1
−ah
−1
n−1
= hn−1t−ahnh0 c−1 h
−1
0 h
−1
n t
−1
−ah
−1
n−1
= hn−1t−ahnh0ta c+1 t
−1
a h
−1
0 h
−1
n t
−1
−ah
−1
n−1
= hn−1t−1a hnh0ta c
+
1 t
−1
a h
−1
0 h
−1
n tah
−1
n−1
et puisque hnh0 ∈ G−a ,
c+n−1 = hn−1ϕa(hnh0) c
+
1 (hn−1ϕa(hnh0))
−1
avec hn−1ϕa(hnh0) ∈ Ge(a), puisque hn−1 ∈ Ge(a) et ϕa(hnh0) ∈ G+a ⊂ Ge(a). Ainsi,
on peut construire le circuit en c+1 suivant C ′ :
c+1 	
h1
c−2
β−→ · · · γ−→ c+n−1︸ ︷︷ ︸
C1
	
hn−1ϕa(hnh0)
c+1
Puisque C1 est re´duit, C ′ est aussi re´duit. Une telle ope´ration est appele´e une
re´duction cyclique de C en C ′. Le label de C ′ est le conjugue´ cyclique du label
de C.
label(C ′) = (h0ta)−1 .label(C). h0ta
= (h0ta)
−1 .h0tah1 · · ·hn−1t−ahn. h0ta
= h1 · · ·hn−1ϕa(hnh0)
Si l est la longueur du chemin sous-jacent a` C, le chemin sous-jacent a` C ′ est de
longueur l−2. Dans la suite nous parlerons de longueur du trajet au lieu de longueur
du chemin sous-jacent a` ce trajet.
On peut construire le circuit suivant en u, ayant meˆme label que C, et meˆme longueur
l.
u 	
h0
c−1
a−→ c+1 	
h1
c−2
β−→ · · · γ−→ c+n−1 	
hn−1ϕa(hnh0)
c+1︸ ︷︷ ︸
C′
−a−→ c−1 	
h−10
u
Il est important de remarquer qu’il est re´duit. En effet, dans le cas contraire, on
aurait ne´cessairement hn−1 ∈ G+a et γ = a, ce qui contredirait le fait que C soit
re´duit. Il n’est cependant clairement pas cycliquement re´duit.
Si le circuit C ′ n’est pas re´duit, on lui applique une re´duction cyclique, pour
obtenir un nouveau circuit re´duit de longueur strictement infe´rieure. Par applications
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successives de re´ductions cycliques, on obtient un circuit cycliquement re´duit C ′′, en
c+i . Si l’on note T le sous-trajet de C, de u a` c+i suivant :
u 	
h0
c−1
a−→ c+1 	
h1
c−2 −→ · · · −→ c+i−1 	
hi−1
c−i
ai−→ c+i = c+i
on peut construire le circuit re´duit en u, T C ′′T −1, ayant meˆme label (et meˆme
longueur) que C :
u 	
h0
c−1
a−→ · · · c+i−1 	
hi−1
c−i
ai−→︸ ︷︷ ︸
T
c+i 	
hi
· · · 	 c+i︸ ︷︷ ︸
C′′
−ai−→ c−i 	
h−1i−1
c+i−1 · · · −a−→ c−1 	
h−10
u︸ ︷︷ ︸
T −1
Le label de C ′′ est le conjugue´ cyclique du label de C, donne´ par
label(C ′′) = label(T )label(C)label(T −1)
Ainsi, pour tout e´le´ment u d’un sous-groupe de sommet, et pour tout circuit
re´duit, non cycliquement re´duit C en u, il existe un circuit re´duit en u, ayant meˆme
label que C, qui s’e´crit T .D.T −1, ou` T est un sous-trajet initial de C, et D est un
circuit cycliquement re´duit.
De´finition VI.2. Un graphe de groupe de´compose´ est dit presque sans circuit
si pour tout e´le´ment non trivial u, d’un sous-groupe de sommet, tout circuit cycli-
quement re´duit en u est trivial.
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6.1.2 Proprie´te´s alge´briques
Nous avons de´ja` remarque´ que dans un graphe de groupe sans circuit le cen-
tralisateur d’un e´le´ment est particulie`rement simple. Nous souhaitons ge´ne´raliser ce
re´sultat au cas d’un graphe de groupe presque sans circuit. Ce cas fait apparaˆıtre une
difficulte´ : les re´sultats se ge´ne´ralisent bien, sauf dans le cas d’e´le´ments de groupes de
sommets, conjugue´s a` certains e´le´ments particuliers, les e´le´ments dits exceptionnels.
Rappelons que si deux e´le´ments u,v sont conjugue´s, leur centralisateur sont iso-
morphes, et l’on peut construire un isomorphisme en conside´rant la restriction d’un
automorphisme inte´rieur envoyant u sur v.
De´finition VI.3. Soit (G,X) un graphe de groupe de´compose´. Un e´le´ment u de
pi1(G,X) est appele´ un e´le´ment exceptionnel si u est dans un sous-groupe d’areˆte
G+a d’un sous-groupe de sommet Gs, et s’il existe une suite (un)n∈N d’e´le´ments de
G−a , avec u0 = u, ve´rifiant les proprie´te´s suivantes :
(i) Pour tout n ∈ N, il existe un trajet re´duit non trivial Cn de un a` un+1. En notant
γn = label(Cn), on a un = γnun+1γ−1n .
(ii) Pour tout n ∈ N, il existe hn ∈ Gs, tel que [hn,un] = 1, hn 6∈ G+a , et
γ−1n hnγn ∈ G+a .
Exemple 1 : Conside´rons le groupe Γ de pre´sentation :
Γ ∼=< a1,a2,b1,b2,k,h | [a1,b1] = [a2,b2] = [a2,h] = 1 , ka21k−1 = a2 , kb1k−1 = h >
C’est un extension HNN de lettre stable k du groupe Γ1 de pre´sentation :
Γ1 ∼=< a1,a2,b1,b2,h | [a1,b1] = [a2,b2] = [a2,h] = 1 >
et l’abe´lianise´ de Γ1 est libre abe´lien sur les ge´ne´rateurs a1,a2,b1,b2,h. Ainsi, premie`-
rement Γ est non trivial, deuxie`ment h 6∈< a2,b2 >Γ. Les sous-groupes < a1,b1 >Γ et
< a2,b2 >Γ de Γ sont libres abe´liens de rang 2. Conside´rons l’isomorphisme
ϕ :< a1,b1 >Γ−→< a2,b2 >Γ de´fini par ϕ(a1) = ϕ(a2),ϕ(b1) = ϕ(b2). Construisons
le graphe de groupe (G,X) ayant un sommet s, et une areˆte α, tel que Gs = Γ,
G−α =< a1,b1 >Γ, G
+
α =< a2,b2 >Γ, et ϕα = ϕ. Avec le the´ore`me 2.2.3, pi1(G,X)
admet pour pre´sentation :
Γ˜ = pi1(G,X) ∼=< a1,a2,b1,b2,k,h | [a1,b1] = [a2,b2] = [a2,h] = 1 ,
ka21k
−1 = a2 , kb1k−1 = h , tαa2t−1α = a1 , tαb2t
−1
α = b1 >
Montrons que l’e´le´ment a2 est un e´le´ment exceptionnel. Conside´rons la suite (un)n≥0,
d’e´le´ments de G+a , de´finie par un = a
2n
2 . La relation a
2n
2 = ktαa
2n+1
2 t
−1
α k
−1, fournit
pour tout n ≥ 0, le trajet re´duit :
un = a
2n
2 	
k
a2
n+1
1
α−→ a2n+12 = un+1
de label ktα. Pour tout n ≥ 0, [h,un] = 1, et (ktα)−1hktα = b2 ∈< a2,b2 >Γ. Ainsi
u2 est un e´le´ment exceptionnel. Dans Γ, le centralisateur ZΓ(a2) de a2 est engendre´
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par a2,b2,h. Dans pi1(G,X), le centralisateur ZΓ˜(a2) de a2 contient ZΓ(a2) comme
sous-groupe propre. Il contient aussi, par exemple, tous les mots (re´duits) de la
forme (ktα)
ph(ktα)
−p, pour p ≥ 0, et ainsi, ZΓ˜(a2) n’est pas dans un conjugue´ du
groupe de sommet Gs = Γ. Remarquons que (G,X) n’est pas presque sans circuit,
puisque hb2(ktα)
ph(ktα)
−p ∈ ZΓ˜(a2) est le label d’un circuit en a2, et est un mot cy-
cliquement re´duit de longueur supe´rieure a` 1, au sens de la de´composition HNN de Γ˜.
Exemple 2 : Conside´rons le groupe G, produit libre de deux copies du groupe libre
abe´lien de rang infini Z∞. Alors G admet la pre´sentation (infinie) suivante :
G ∼=< a0,a1,b1,a2,b2, . . . ,an,bn, . . . | ∀i ∈ N [a0,ai] = 1,
∀i,j ∈ N∗ [ai,aj] = [bi,bj] = 1 >
Conside´rons les sous-groupes suivants de G, isomorphes a` Z∞,
A0 =< a0,a1, . . . ,an, . . . >G
A1 =< a1,a2, . . . ,an, . . . >G
B1 =< b1,b2, . . . ,bn, . . . >G
Conside´rons le graphe de groupe (G,X) de´fini de la fac¸on suivante : X a un sommet
s et deux areˆtes α,β, avec Gs = G, G
−
α = A0, G
+
α = B1, et
ϕα : G
−
α −→ G+α
ai −→ bi+1
et G−β = B1, G
+
β = A1
ϕβ : G
−
β −→ G+β
bi −→ ai
Avec le the´ore`me 2.2.3, Γ = pi1(G,X) admet pour pre´sentation :
Γ˜ ∼=< tα,tβ,a0,a1,b1, . . . ,an,bn, . . . | ∀i ∈ N [a0,ai] = 1 ,
∀i,j ∈ N∗ [ai,aj] = [bi,bj] = 1 ,
∀i ∈ N∗, tαbit−1α = ai−1 , tβait−1β = bi >
Montrons que a1 est un e´le´ment exceptionnel. Pour cela conside´rons la suite
(un)n de G
+
β , de´finie par ∀n ≥ 1,un = an. Dans (G,X), on a pour tout n un trajet
de un a` un+1, de label tαtβ :
un = an
α−→ bn+1 = bn+1 β−→ an+1 = un+1
De plus, a0 6∈ A1, [a0,a1] = 1 dans Gs = G, et (tαtβ)−1a0 tatβ = t−1β b1tβ = a1 ∈ G+β .
Ainsi a1 est un e´le´ment exceptionnel. Bien suˆr ZG(a1) = A0, et on a :
ZΓ(a1) =
⋃
p≥0
(tαtβ)
pA0 (tαtβ)
−p
6.1. Graphe de groupe presque sans circuit 173
On peut remarquer que tous les ai,bj sont conjugue´s dans Γ a` a1, ce qui caracte´rise
leur centralisateur. Il est facile de ve´rifier qu’en fait tout e´le´ment de A1 est un
e´le´ment exceptionnel, et a meˆme centralisateur que a1. Mais un e´le´ment de G qui
n’est pas dans A0∪B1 n’est pas conjugue´ a` un e´le´ment exceptionnel. Un tel e´le´ment
a son centralisateur dans G, il est cyclique infini.
Il est facile de voir que (G,X) est presque sans circuit. Les seuls circuits re´duits
ont pour label un e´le´ment de la forme (tαtβ)
pa(tαtβ)
−p, ou tβ(tαtβ)pa(tαtβ)−pt−1β ,
avec p ≥ 0 et a ∈ A0 − A1. Ainsi tout circuit cycliquement re´duit est trivial.
Proble`me : Construire un exemple de graphe de groupe presque sans circuit, ayant
un e´le´ment exceptionnel, dont les groupes de sommets sont finiment pre´sente´s, et
(surtout !) les groupes d’areˆtes de type fini (nous pensons que c’est possible). Peut-on
trouver des conditions suffisantes ((inte´ressantes)) sur les groupes d’areˆtes et de som-
mets, pour qu’un graphe de groupe presque sans circuit ne contienne pas d’e´le´ment
exceptionnel?
Le re´sultat suivant, affirme que dans un graphe de groupe presque sans circuit, a`
l’exception du cas d’un e´le´ment conjugue´ a` un e´le´ment exceptionnel, le centralisateur
a une structure tre`s simple.
The´ore`me 6.1.1 Soit (G,X) un graphe de groupe de´compose´, presque sans circuit.
Soient u un e´le´ment non trivial de pi1(G,X), et Z(u) le centralisateur de u dans
pi1(G,X). Alors,
– (i) Si u est dans un sous-groupe d’areˆte, et h commute avec u, alors u et h
sont dans un meˆme conjugue´ d’un sous-groupe de sommet. De plus, soit u est
conjugue´ a` un e´le´ment exceptionnel, soit u est conjugue´ dans pi1(G,X) a` un
e´le´ment v dans un sous-groupe d’areˆte G−a d’un sous-groupe de sommet Gs′,
et Z(v) ⊂ Gs′.
– (ii) Si u est dans un sous-groupe de sommet Gs, et n’est pas dans le conjugue´
dans Gs d’un sous-groupe d’areˆte de Gs, alors Z(u) est le centralisateur de u
dans Gs.
– (iii) Si u n’est pas dans le conjugue´ d’un sous-groupe de sommet, alors Z(u)
est cyclique infini.
De´monstration Nous de´montrons se´pare´ment les conclusions (i),(ii),(iii).
Cas (i) Fixons u 6= 1 dans un sous-groupe d’areˆte de pi1(G,X). Soit h un e´le´ment
de pi1(G,X) qui commute avec u dans pi1(G,X). Avec le the´ore`me 3.2.1, h est le label
d’un circuit re´duit en u. Avec la de´finition VI.1, on peut alors construire un circuit
en u, C, de label h, qui est soit cycliquement re´duit, soit de la forme T C1T −1, ou` T
est un trajet de u a` u1 ∈ G+α , et C1 est un circuit cycliquement re´duit en u1. Ainsi,
puisque (G,X) est presque sans circuit, C est soit trivial, soit de la forme :
u · · · α−→︸ ︷︷ ︸
T
u1 	
h′
u1︸ ︷︷ ︸
C1
−α−→ · · ·u︸ ︷︷ ︸
T −1
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avec h′ 6∈ G+α
et donc, u et h sont conjugue´s par label(T ), respectivement a` u1 et h′, tous deux
e´le´ments d’un meˆme sous-groupe de sommet. Ceci de´montre la premie`re conclusion
de (i).
Pour achever la de´monstration du cas (i), nous commenc¸ons par e´tudier la struc-
ture des circuits en un e´le´ment u 6= 1. Conside´rons deux circuits re´duits, non cy-
cliquement re´duits, en u, que l’on peut supposer sous la forme (cf. de´finition VI.1)
T1C1T −11 , T2C2T −12 , ou` T1,T2 sont les trajets re´duits suivants :
T1 : u 	
k1
d−1
a1−→ d+1 · · · ai−→ d+i 	
ki+1
d−i+1
ai+1−→ · · · d−n an−→ u1 = u1
T2 : u 	
l1
e−1
b1−→ e+1 · · ·
bj−→ e+j 	
lj+1
e−j+1
bj+1−→ · · · e−m bm−→ u2 = u2
et C1, C2 sont les circuits cycliquement re´duits en u1,u2 6= 1 (et donc triviaux),
C1 : u1 	
h1
u1 avec h1 6∈ G+an
C2 : u2 	
h2
u2 avec h2 6∈ G+bm
En particulier, tout circuit re´duit en u 6= 1 est de longueur paire. On forme le circuit
D en u1,
D = C1T −11 T2C2T −12 T1
Puisque h1 6∈ G+an , il est clair qu’ainsi de´fini, si le circuit D est re´duit, il est aussi
cycliquement re´duit. Ainsi, puisque D n’est pas trivial, D n’est pas re´duit. En
tant que sous-trajets de trajets re´duits, C1T −11 et T2C2T −12 sont re´duits, et donc
ne´cessairement T −11 T2 n’est pas re´duit.
T −11 T2 : u1 = u1 −an−→ d−n · · · −a1−→ d−1︸ ︷︷ ︸
T −11
	
k−11 l1
e−1
b1−→ · · · e−m bm−→ u2 = u2︸ ︷︷ ︸
T2
Puisque T −11 et T2 sont re´duits, alors ne´cessairement a1 = b1, et k−11 l1 ∈ G−a1 = G−b1 .
On re´duit T −11 T2. Le meˆme argument s’applique, tant que le trajet obtenu a des
sous-trajets pre´fixes et suffixes de la forme :
u1 = u1
−an−→ d−n · · · · · · e−m bm−→ u2 = u2
Ainsi en proce´dant au meˆme raisonnement sur le trajet obtenu et successivement, on
finit par obtenir l’un des trajets T suivants de u1 a` u2, ayant pour label,
label(T −11 T2) = label(T1)−1.label(T2), selon si n = m, n < m ou n > m.
Premier cas : C’est le cas ou` n = m ; on note l = label(T −11 T2). Ne´cessairement
l ∈ G+an = G+bm , car an = bm et l est l’image par ϕan d’un e´le´ment de G−an .
T : u1 	
l
u2 avec l ∈ G+an = G+bm
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Deuxie`me cas : C’est le cas ou` n < m.
T : u1 	
k
e−n+1
bn+1−→ · · · bm−→ u2 = u2
Troisie`me cas : C’est le cas ou` n > m.
T : u1 = u1 −an−→ · · · −am+1−→ d−m+1 	
k′
u2
Dans le premier cas, on pose L1 = T1, et l’on note C ′2 le circuit en u1 de´fini par
C ′2 = T .C2.T −1,
C ′2 : u1 	
lh2l−1
u1
Puisque l ∈ G+an et h2 6∈ G+an , alors label(C ′2) = lh2l−1 6∈ G+an . Ainsi le circuit L1C ′2L−11
est re´duit, et a meˆme label que T2C2T −12 , tandis que L1C1L−11 est re´duit et a meˆme
label que T1C1T −11 .
Dans le second cas, on note L1 = T1, et L2 = T . Les circuits T2C2T −12 et
L1L2C2L−12 L−11 ont meˆme label. Nous affirmons que L1L2 est re´duit. En effet, si
ce n’est pas le cas, alors bn+1 = −an et k ∈ G+an . Conside´rons le circuit en u1,
D1 = C1L2C2L−12 . Puisque L2C2L−12 est re´duit, et que C1 est un circuit trivial, D1
est re´duit, et non trivial. Ainsi ne´cessairement, D1 n’est pas cycliquement re´duit, ce
qui implique que k−1h1k ∈ G+an , et donc h1 ∈ G+an , ce qui est contradictoire. Ainsi,
L1L2 est re´duit, et donc L1L2C2L−12 L−11 aussi. Les circuits T1C1T −11 et T2C2T −12 on
respectivement meˆme label que les trajets re´duits en u, L1C1L−11 et L1L2C2L−12 L−11 .
Le troisie`me cas se traite de fac¸on entie`rement analogue au deuxie`me.
Cette e´tude permet de mieux comprendre la structure des circuits en u. Notons
v0 = u. L’ensemble C0 des circuits cycliquement re´duits en u co¨ıncide avec l’ensemble
des circuits triviaux en u. Rappelons que tout cycle re´duit est ne´cessairement de
longueur paire. Conside´rons (s’il est non vide), l’ensemble C1 des circuits re´duits en
u, de longueur 2 (sinon, on note C1 l’ensemble des circuits re´duits de longueur 4,
etc...). Tout e´le´ment de C1 a meˆme label qu’un circuit en u sous la forme PCP−11 ,
ou` P est de longueur 1, et C est un circuit cycliquement re´duit et donc trivial (cf.
de´finition VI.1). On conside`re arbitrairement un e´le´ment de C1, qui s’e´crit sous la
forme T1C1T −11 . On note L1 = T1, et v1 le point de base du circuit C1. Alors, L1 est
un trajet de v0 a` v1, et tout e´le´ment de C1 s’e´crit sous la forme re´duite L1CL−11 ou`
C est un circuit trivial en v1.
En continuant a` proce´der ainsi, On construit une suite (vn)n∈I , pour un ensemble
I ⊂ N fini ou infini, ve´rifiant les proprie´te´s suivantes : les e´le´ments vn sont dans des
sous-groupes d’areˆte, et v0 = u; pour tout i ∈ I on a un trajet re´duit Li de vi−1 a` vi
et LiLi+1 est re´duit ; si h ∈ pi1(G,X) commute avec u, alors il existe j, et un circuit
trivial C en vj, tel que h soit le label du circuit re´duit suivant en u :
L1 · · · LjCL−1j · · · L−11
Le comportement du centralisateur de u va alors de´pendre du fait que la suite (vn)n
soit ou non infinie. Supposons que la suite (vn)n soit infinie. Alors ne´cessairement,
il existe un areˆte a, d’extre´mite´ s, et un suite strictement croissante de N, φn,
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telle que tous les trajets Lφn aient pour dernie`re areˆte a. Ainsi, on a une suite
(vφn)n∈N d’e´le´ments de G
+
a , et pour tout vφn , un e´le´ment hφn ∈ Gs qui commute
avec vφn , et qui n’est pas dans G
+
a (hφn est le label d’un circuit trivial en vφn). Le
trajet Pφn = Lφn+1 · · · Lφn+1 est re´duit et non trivial, et va de vφn a` vφn+1 . Notons,
Cφn le circuit trivial en vφn de label hφn . Formons le circuit Dn, en vφn , de´fini par
Dn = CφnPφnCφn+1P−1φn . Rappelons que Pφn se termine par :
a−→ vφn+1 = vφn+1 . Ainsi,
puisque hφn+1 6∈ G+a , Dn est re´duit. Ainsi, Dn se re´duit cycliquement en un circuit
trivial, et alors ne´cessairement, label(Pφn)−1hφn label(Pφn) ∈ G+a . Ce raisonnement
est valide pour tout n, et ainsi, vφ0 est un e´le´ment exceptionnel, conjugue´ a` u.
Ainsi, si u n’est pas conjugue´ a` un e´le´ment exceptionnel, on obtient la suite fi-
nie v0,v1, . . . ,vr, avec v0 = u. Notons pour tout i = 0, . . . ,r, Gai le groupe d’areˆte
contenant vi, si l’origine de ai, et li = label(Li). Soit g un e´le´ment de pi1(G,X)
qui commute avec vr, et soit C, un circuit re´duit en vr, de label g. Si C est trivial,
alors vr,g ∈ Gsr . Supposons que C ne soit pas trivial. Alors on peut supposer que
C = LC ′L−1 est re´duit, ou` L est un trajet re´duit de vr a` w, et C ′ est un circuit
trivial en w. Ne´cessairement, par construction de la suite v0, . . . ,vr, pour un certain
i ∈ {0, . . . ,r − 1}, w = vi, et l’on peut supposer que L = (Li+1 · · · Lr)−1. Soit C ′′,
un circuit en vr, ayant un label hors de G
+
ar (par construction un tel circuit existe !),
formons D′′ = C ′′LC ′L−1. C’est un circuit non trivial, cycliquement re´duit, ce qui
est contradictoire. Ainsi, si g commute avec vr, alors g ∈ Gsr , i.e., Z(vr) ⊂ Gsr . Et
bien suˆr, u et vp sont conjugue´s par l1 · · · lr. Ceci ache`ve la de´monstration du cas
(i).
Cas (ii) Si u est dans un groupe de sommet Gs, et h commute avec u dans
pi1(G,X), alors avec la proposition 3.2.2, h est le label d’un circuit en u. Puisque u
n’est pas conjugue´ dans Gs a` un e´le´ment d’un sous-groupe d’areˆte, tout circuit en
u est trivial, ainsi h ∈ Gs.
Cas (iii) Supposons que u ne soit pas dans le conjugue´ d’un groupe de sommet,
et que u et v commutent. Alors, avec le the´ore`me 3.2.1,
u = gcg−1W s
v = gc′g−1W t
ou` c,c′ sont dans un sous-groupe d’areˆte, et gcg−1,gc′g−1,W commutent deux a` deux.
Ainsi, en particulier, c et g−1Wg commutent, et donc g−1Wg est le label d’un circuit
C en c. Le trajet C est de la forme T C ′T −1, ou` C ′ est un circuit cycliquement re´duit.
Si c 6= 1, alors C ′ est un circuit trivial, et donc il existe un groupe de sommet Gs et
k ∈ pi1(G,X), tel que c et g−1Wg sont dans kGsk−1. Ainsi,
u = gcg−1W s
= g (cg−1W sg) g−1
= gk (k−1ck k−1g−1W sgk) k−1g−1
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Mais alors u est dans un conjugue´ du groupe de sommet Gs, ce qui est contradictoire.
Ainsi, c = 1.
De la meˆme fac¸on, si c′ 6= 1, alors v est dans le conjugue´ d’un groupe de sommet.
Mais avec (i) et (ii), u est alors aussi dans le conjugue´ d’un groupe de sommet.
Ainsi, c = c′ = 1, et Z(u) est un conjugue´ du groupe cyclique engendre´ par W .
Puisque W n’est pas dans le conjugue´ d’un groupe de sommet, il est sans torsion,
et donc Z(u) est cyclique infini. 
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6.2 Le groupe d’une varie´te´ Haken ferme´e
Le re´sultat principal de cette section est la proposition 6.2.1 qui caracte´rise les
trajets et circuits dans le graphe de groupe (G,X) associe´ a` la de´composition mi-
nimale d’une varie´te´ Haken M a` bord torique ou vide. Elle permet tout d’abord
de montrer que (G,X) est presque sans cycle et sans e´le´ment exceptionnel, ce qui
avec l’e´tude de la section pre´ce´dente (the´ore`me 6.1.1), nous permettra d’en de´duire
la structure du centralisateur d’un e´le´ment dans le groupe d’une varie´te´ Haken
(The´ore`me 6.2.1). Mais la proposition 6.2.1 se montrera surtout utile dans le pro-
chain chapitre, pour de´cider de l’existence d’un trajet entre deux e´le´ments.
6.2.1 Circuits et trajets pour une varie´te´ Haken
Le re´sultat suivant classifie les circuits et trajets dans le graphe de groupe associe´
a` la de´composition minimale d’une varie´te´ Haken.
Proposition 6.2.1 (Trajets dans le graphe d’une varie´te´ Haken) Soit une
3–varie´te´ M Haken orientable, a` bord torique ou vide. Soient W une de´composition
minimale de M , et (G,X) le graphe de groupe associe´. Alors,
(i) Si la de´composition de M est triviale, ou si M est un S1 × S1 fibre´ sur S1,
alors dans les deux cas, (G,X) est sans circuit.
(ii) Sinon, notons S1, . . . ,Sq les composantes connexes de la sous-varie´te´ de Seifert
caracte´ristique de M . Pour i = 1, . . . ,q, notons Γi le sous-groupe de sommet
correspondant a` Si, et Ni,Πi sa fibre, et son sous-groupe canonique (cf. §5.2).
Alors, les trajets re´duits dans (G,X) d’origine u 6= 1, sont soit triviaux, soit
d’une des formes suivantes :
u 	
k1
c− a−→ c+ 	
k2
v
ou
u 	
k1
c1
a1−→ h 	
k
hε︸ ︷︷ ︸
dans Γj
a2−→ c2 	
k2
v
pour j ∈ {1, . . . ,q}, avec h,k ∈ Γj, h ∈ Nj, et ε = 1 ou ε = −1, selon si
k ∈ Πj ou k 6∈ Πj.
De plus, les seuls circuits re´duits en u 6= 1, sont soit triviaux, soit de la forme :
u 	
k1
c1
a1−→ h 	
k
h︸ ︷︷ ︸
dans Γj
−a1−→ c1 	
ck−11
u
pour j ∈ {1, . . . ,q}, avec h,k ∈ Γj, h ∈ Nj, k ∈ Πj, et de plus, c ∈ G−a1.
En particulier, (G,X) est presque sans circuit, et sans e´le´ment exceptionnel.
De´monstration Cas (i) Si la de´composition est triviale, le graphe de groupe se
re´duit a` un seul groupe de sommet et aucun groupe d’areˆte. Il est clair que tout
circuit est trivial.
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Si M est un S1×S1 fibre´ sur S1, alors M est obtenu a` partir de S1×S1× I, en
identifiant S1×S1×{0} et S1×S1×{1} le long d’un home´omorphisme φ. Notons,
pi : S1 × S1 × I −→M .
A isotopie pre`s, φ est caracte´rise´ par φ∗ : Z ⊕ Z −→ Z ⊕ Z, qui, une fois fixe´e
une base de Z⊕Z, est dans SL2(Z). Alors, φ est soit pe´riodique, soit re´ductible, soit
Anosov, selon si les valeurs propres de φ∗ sont complexes, entie`res ou irrationnelles
(cf. [FLP]).
Si φ est pe´riodique de pe´riode p, alors M est un fibre´ de Seifert. Chaque fibre est
l’image par pi d’une re´union de p fibres de la forme x × I, avec x ∈ S1 × S1. Ainsi
W n’est pas minimale.
Si φ est re´ductible, les valeurs propres de φ∗ sont λ1 = 1, λ2 = 1, ou
λ1 = −1, λ2 = −1, et a` changement de base pre`s, φ est un twist de Dehn. Ainsi, φ
pre´serve (globalement) une courbe ferme´e simple essentielle α de S1 × S1. On note
[α] la classe d’homotopie de α dans pi1(M). Il est facile de voir que [α] engendre
un sous-groupe normal cyclique infini dans pi1(M). En outre, M est Haken. En effet
l’image de α×I est un tore incompressible a` deux faces. Ainsi avec le the´ore`me VI.24
de [Ja], M est un fibre´ de Seifert, et donc la de´composition n’est pas minimale.
Si φ est Anosov, φ∗ admet deux valeurs propres irrationnelles distinctes. Le
graphe de groupe (G,X) a un sommet s et une areˆte a. De plus,
G−a = G
+
a = Gs = Z⊕ Z
Ainsi, si C est un trajet re´duit non trivial, C, ou son inverse est de la forme :
u 	 c−1
a−→ c+1 · · · a−→ · · · c−n a−→ c+n 	 v
Alors, puisque Gs est abe´lien, u = c
−
1 , c
+
n = v, et pour tout i, c
+
i = c
−
i+1. Ainsi,
v = φn∗ (u). Et si C est un circuit,
u = φn∗ (u)
Ainsi, u est un vecteur propre de φn∗ , de valeur propre 1. Puisque φ∗ a deux valeurs
propres distinctes, λ1,λ2, φ∗ est diagonalisable, et donc φn∗ a pour valeurs propres
λn1 ,λ
n
2 . Ainsi, λ1 ou λ2 est une racine n-ie`me de l’unite´, ce qui est impossible, puisque
λ1 et λ2 sont irrationnelles. Ainsi, (G,X) ne contient de circuit re´duit non trivial.
Cas (ii) Supposons que l’on ait un trajet re´duit non trivial C, de u a` v,
u 	 c−1
a1−→ c+1 · · · ai−→ c+i 	
ki
c−i+1
ai+1−→ · · · c−n an−→ c+n 	 v
Conside´rons :
· · · ai−→ c+i 	
ki
c−i+1
ai+1−→ · · ·
on a ainsi l’e´galite´ :
c+i = hic
−
i+1h
−1
i dans Gsi
Le groupe de sommet Gsi est le groupe fondamental d’une pie`ce e´le´mentaire Mi, qui
est soit un fibre´ de Seifert (l’un des Si), soit une varie´te´ hyperbolique de volume fini,
et c+i ,c
−
i+1 sont dans des sous-groupes pe´riphe´raux de pi1(Mi) = Gsi .
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Si Gsi est le groupe d’une varie´te´ hyperbolique de volume fini, alors avec la
proposition 4.3.1 (anneaux essentiels), ne´cessairement ai+1 = −ai, c+i = c−i+1, et
hi ∈ G+ai = G−ai+1 , ce qui contredit le fait que C soit re´duit.
Ainsi, Gsi = Γj pour j ∈ {1, . . . ,q}, i.e. Gsi est le groupe d’un fibre´ de Seifert Sj.
Ne´cessairement, Sj est ∂-irre´ductible et n’est donc pas home´omorphe a` D2 × I. De
plus, avec la proposition 2.1.1, aucun des Si n’est home´omorphe a` S1 × S1 × I. On
peut donc appliquer la proposition 5.4.2 (anneaux essentiels dans un Seifert). Ainsi,
puisque C est re´duit, c+i ,c−i+1 sont dans la fibre Nj, et
c+i = c
−
i+1 si hi ∈ Πj
c+i = c
−
i+1
−1
sinon
Montrons maintenant que ne´cessairement n ≤ 2. Supposons que l’on ait :
· · · ai−→ c+i 	
ki
c−i+1
ai+1−→ c+i+1 	
ki+1
c−i+2
ai+2−→ · · ·
Alors, comme pre´ce´demment, c+i+1 ⊂ Nk ⊂ Γk, pour Sk un fibre´ de Seifert. Or, avec
la proposition 2.1.2, ϕa+1 ne peut envoyer un e´le´ment non trivial de la fibre Nj sur
un e´le´ment de la fibre Nk. Ainsi, n ≤ 2, et l’on ne peut avoir que les trajets figurant
dans la conclusion du (ii).
De´terminons maintenant, les circuits re´duits non triviaux. Puisqu’un circuit est
un trajet, on n’a que les deux cas suivants :
u 	
k1
c− a−→ c+ 	
k2
u
dans ce cas, a est un areˆte ayant meˆme origine et extre´mite´ s, et k2k1 conjugue c
+
en c−. Avec les propositions, 4.3.1 et 5.4.2, ne´cessairement Gs = Γj est le groupe
d’un fibre´ de Seifert Sj, et c+,c− sont dans la fibre Nj. Or ceci, avec la proposition
2.1.2, est impossible. Dans le deuxie`me cas,
u 	
k1
c1
a1−→ h 	
k
hε︸ ︷︷ ︸
dans Γj
a2−→ c2 	
k2
u
puisque h est dans la fibre Nj, avec la proposition 2.1.2, ni c1, ni c2 n’est dans la fibre
Nk d’un groupe de Seifert Sk. Ainsi, avec les propositions 4.3.1 et 5.4.2, puisque,
c1,c2 sont dans des composantes pe´riphe´rales, d’un meˆme sous-groupe de sommet,
et sont conjugue´s dans ce sous-groupe, alors ne´cessairement a1 = −a2, et c1 = c2.
Ainsi, ε = 1. De plus, k2k1 ∈ G−a1 . On obtient ainsi, le circuit souhaite´. 
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6.2.2 Proprie´te´ alge´brique
Comme conse´quence imme´diate, on obtient le the´ore`me suivant.
The´ore`me 6.2.1 (Centralisateur dans le groupe d’une varie´te´ Haken)
Soit M une varie´te´ Haken a` bord torique ou vide. Soient W une de´composition
minimale de M , et (G,X) le graphe de groupe associe´. On note S1, . . .Sp les com-
posantes connexes de la sous-varie´te´ de Seifert de M , Γ1, . . .Γp les sous-groupes de
sommets respectifs Γi = pi1(Si), et pour tout i, Ni la fibre, et Πi le sous-groupe
canonique de Γi.
Soit u un e´le´ment non trivial de pi1(M), et Z(u) son centralisateur. Alors soit
Z(u) est cyclique infini, soit, a` conjugaison pre`s, u est dans un groupe de sommet
Γi. Dans ce cas, soit Z(u) est le centralisateur de u dans Γi, soit u est conjugue´ a`
un e´le´ment de la fibre Ni. Le centralisateur d’un e´le´ment de Ni est Πi.
De´monstration il suffit d’appliquer le the´ore`me 6.1.1 et la proposition 6.2.1. 
Remarque 1 : La proposition 6.2.1 reste vraie pour une varie´te´ Haken M quel-
conque. Nous pouvons en donner une preuve simple. En effet, dans ce cas M se
de´compose le long de tores et d’anneaux, en fibre´s de Seifert, en I-fibre´s, et en
varie´te´s ve´rifiant certaines proprie´te´s topologiques (atoro¨ıdales et ((pas trop)) d’an-
neaux essentiels). On peut montrer simplement par des arguments topologiques, que
les conclusions de la proposition 4.3.1 restent vraies dans les deux derniers cas. Ainsi,
le the´ore`me 6.2.1 reste vrai dans le cas d’une varie´te´ Haken quelconque.
Remarque 2 : C’est aussi le the´ore`me VI.1.6 de [JS], ou plutoˆt une version de ce
re´sultat dans le cas ou` le bord est torique ou vide. Remarquer que ce que nous
entendons par sous-varie´te´ de Seifert, ne correspond pas tout a` fait a` la notion de
sous-varie´te´ de Seifert caracte´ristique de Jaco et Shalen.
Chapitre 7
Solution au proble`me de la
conjugaison
Nous donnons dans ce chapitre une solution au proble`me de la conjugaison dans
le groupe d’une varie´te´ Haken ferme´e, ce qui conclut notre travail. Remarquons, bien
que cela ne soit pas ne´cessaire, que tous les raisonnements restent valides dans le
cas ou` M est Haken, a` bord torique.
Avec les the´ore`mes 4.3.7 et 5.5.1, qui re´solvent le proble`me de la conjugaison
pour le groupe d’une varie´te´ hyperbolique de volume fini, ou le groupe d’un fibre´
de Seifert, nous pourrons supposer que M admet une de´composition minimale non
triviale. Nous traitons alors se´pare´ment, le cas ou` M est un S1 × S1-fibre´ sur S1.
Dans ce cas, M est un espace fibre´ de Seifert, ou modele´ sur la ge´ome´trie Sol. Le
cas des fibre´s de Seifert ayant de´ja` e´te´ traite´ (the´ore`me 5.5.1), il ne reste plus qu’a`
conside´rer le cas restant de la ge´ome´trie Sol, ce qui sera fait dans la premie`re section
de ce chapitre.
Dans le cas ou` M n’est pas S1×S1-fibre´ sur S1, M s’obtient en recollant sur leur
bord des fibre´s de Seifert et des varie´te´s hyperboliques de volume fini. La varie´te´
S1×S1×I n’apparaˆıt pas comme pie`ce e´le´mentaire dans une de´composition minimale
de M (proposition 2.1.1). Ce cas recouvre les deux dernie`res sections de ce chapitre.
C’est le cas ge´ne´rique, et la plupart du travail que nous avons effectue´ jusqu’ici est
de´voue´ a` sa re´solution.
7.1 Le cas de la ge´ome´trie Sol
Des huit ge´ome´tries 3-dimensionnelles, Sol a la particularite´ d’eˆtre celle pre´sen-
tant le moins de syme´trie (le stabilisateur d’un point est trivial). Une 3–varie´te´
ferme´e modele´e sur Sol, est caracte´rise´e topologiquement par le fait d’eˆtre finiment
reveˆtue par un S1 × S1 fibre´ sur S1 ayant une application de recollement Anosov
([Sc], the´ore`me 5.3). On peut alors e´tablir le re´sultat suivant (the´ore`me 5.3, [Sc]).
The´ore`me 7.1.1 Soit M une 3–varie´te´ ferme´e modele´e sur la ge´ome´trie Sol. Alors
M est soit un S1 × S1-fibre´ sur S1, soit obtenu en identifiant deux I-fibre´s non
triviaux a` base un tore ou une bouteille de Klein, sur leur bord.
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Il est alors facile de ve´rifier, que sous ces hypothe`ses, M est irre´ductible, et
contient un tore essentiel. Ainsi toute 3–varie´te´ modele´e sur Sol est Haken.
The´ore`me 7.1.2 (Algorithme de la conjugaison) Le groupe d’une 3–varie´te´
ferme´e, orientable, modele´e sur la ge´ome´trie Sol, a un proble`me de la conjugaison
re´soluble.
De´monstration Nous conside´rerons se´pare´ment les cas ou` M est fibre´ en tores sur
le cercle, et ou` M est obtenu en identifiant deux I-fibre´s non triviaux.
Premier cas : M est fibre´ en tores sur le cercle. Notons I l’intervalle [0,1]; M est
obtenu a` partir de (S1 × S1) × I, en identifiant S1 × S1 × {0} et S1 × S1 × {1}
le long de l’home´omorphisme ϕ˜ : (S1 × S1) × {0} −→ (S1 × S1) × {1}, de´fini
par ϕ˜(x,0) = (ϕ(x),1) pour tout x ∈ S1 × S1, ou` ϕ est un home´omorphisme de
S1 × S1 dans lui-meˆme, qui pre´serve l’orientation. A isotopie pre`s, ϕ peut eˆtre vu
comme un e´le´ment de SL(2,Z). Les e´le´ments de SL(2,Z) sont classifie´s en fonction
de leurs valeurs propres en e´le´ments pe´riodiques, re´ductibles ou Anosov (cf. [FLP]).
Ne´cessairement, ϕ est Anosov (deux valeurs propres irrationnelles distinctes). En
effet, si ϕ est pe´riodique de pe´riode p (deux valeurs propres complexes conjugue´es,
racines p-ie`mes de l’unite´), alors M est un fibre´ de Seifert, dont les fibres sont les
images par la surjection canonique pi : (S1 × S1)× I −→ M , de x× I ∪ ϕ(x)× I ∪
· · · ∪ϕp−1(x)× I, pour tout x ∈ S1×S1. Si ϕ est re´ductible (une valeur propre 1 ou
−1), alors ϕ pre´serve une courbe ferme´e simple essentielle α. Ainsi, puisque pi1(M)
est l’extension HNN du groupe abe´lien Z⊕ Z, par ϕ∗, [α] engendre dans pi1(M) un
sous-groupe normal cyclique infini. Puisque M est compact, Haken et orientable,
avec le the´ore`me VI.24 de [Ja], M est un fibre´ de Seifert. Or, avec les the´ore`mes
5.2 et 5.3 (classification des 3–varie´te´s ferme´es modele´es sur une ge´ome´trie), une
3–varie´te´ ferme´e ne peut a` la fois eˆtre un fibre´ de Seifert, et eˆtre modele´e sur Sol.
Ainsi ϕ est Anosov.
L’home´omorphisme ϕ induit un automorphisme ϕ∗ de Z⊕ Z = pi1(S1 × S1). Le
groupe fondamental Γ de M est l’extension HNN, Γ = (Z⊕ Z)∗ϕ∗ de G = Z⊕ Z le
long de ϕ∗ : G −→ G. Il admet pour pre´sentation (en conside´rant une base a,b de
Z⊕ Z) :
< a,b,t | [a,b] = 1,tat−1 = ϕ∗(a),tbt−1 = ϕ∗(b) >
Ainsi, tout e´le´ment u de Γ admet pour forme normale :
u = Utp avec U ∈ G, et p ∈ Z
Connaissant ϕ∗, on peut effectivement — en utilisant les relations de Γ— mettre
tout mot sur les ge´ne´rateurs, sous forme normale. Puisque le proble`me du mot est
re´soluble dans G, on dispose d’une solution au proble`me du mot pour Γ.
Conside´rons maintenant deux e´le´ments u,v de Γ, que l’on peut supposer eˆtre
donne´s par une forme normale cycliquement re´duite. On veut de´cider s’ils sont
conjugue´s dans Γ. Si c’est le cas, alors avec le the´ore`me 3.1.3, ne´cessairement ils
ont meˆme longueur. S’il sont de longueur supe´rieure a` 1
u = Utp
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v = V tp
avec U,V ∈ G, et p ∈ Z∗. Avec le the´ore`me 3.1.3, ils sont conjugue´s, s’il existe un
e´le´ment c ∈ G, qui conjugue u en un conjugue´ cyclique de v.
Commenc¸ons par voir comment de´terminer s’il existe un e´le´ment c de G, conju-
guant u en v. C’est le cas lorsque :
v = V.tp = cuc−1
= cUtpc−1
= cUϕp∗(c)
−1tp
= Ucϕp∗(c)
−1tp
Ainsi, cette condition est e´quivalente a` l’existence d’un e´le´ment c ∈ G, tel que :
U−1V = cϕp∗(c)
−1
On cherche a` re´soudre cette e´quation d’inconnue c. Remarquons que puisque ϕ∗ est
Anosov, ϕp∗ est aussi Anosov (ses valeurs propres sont de module 6= 1). Notons M
la matrice de SL(2,Z) associe´e a` ϕp∗ pour la base B = {a,b}.
M = Mat(ϕp∗,B) =
(
α β
γ δ
)
avec α,β,γ,δ ∈ Z, et αδ − βγ = 1.
Puisque U−1V ∈ G, U−1V = an1bn2 , avec n1,n2 ∈ Z. Posons, c = axby, pour x,y ∈ Z.
Alors,
U−1V = cϕp∗(c)
−1 ⇐⇒
(
n1
n2
)
=
(
x
y
)
+
(
α β
γ δ
)
.
( −x
−y
)
⇐⇒
{
n1 = (1− α)x− βy
n2 = −γx+ (1− δ)y
Ce syste`me a pour de´terminant, det(Id−M), valeur polynoˆmiale en 1, du polynoˆme
caracte´ristique de M . Ainsi, puisque ϕp∗ n’admet pas 1 pour valeur propre, il existe
un unique couple solution (c1,c2), avec c1,c2 ∈ Q ; et c1,c2 ∈ Z si et seulement si
∃ c ∈ G,U−1V = cϕp∗(c)−1, c’est a` dire si et seulement si u et v sont conjugue´s dans
Γ par un e´le´ment de G. Il suffit donc de de´terminer les solutions de ce syste`me pour
en de´cider. Pour de´cider si u et v sont conjugue´s, il suffit d’appliquer plusieurs fois
ce meˆme proce´de´, en ne conside´rant non plus v, mais tous ses conjugue´s cycliques
(ils s’e´crivent sous la forme ϕk∗(V )t
p, pour k variant de 1 a` p).
Si u et v sont de longueur 1. En appliquant le the´ore`me 3.1.3 dans ce cas, u et
v sont conjugue´s si et seulement si il existe n ∈ Z, tel que u = ϕn∗ (v). Puisque ϕ∗
est Anosov, ses valeurs propres sont irrationnelles distinctes. Plus pre´cise´ment, si
PM ∈ Q[X], est le polynoˆme caracte´ristique de M , les valeurs propres λ1,λ2 de ϕ∗,
sont dans le corps de de´composition Q(
√
∆) de PM sur Q, ou` ∆ est le discriminant
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de PM . On peut conside´rer une base B1 de R×R, constitue´e de vecteurs propres de
ϕ∗. Dans cette base,
u =
(
u1
u2
)
B1
v =
(
v1
v2
)
B1
Mat(ϕ∗,B1) =
(
λ1 0
0 λ2
)
ou` u1,u2,v1,v2,λ1,λ2 sont dans Q(
√
∆). Puisque λ1 et λ2 sont de module 6= 1, le
syste`me d’e´quations {
u1 = λ
n
1v1
u2 = λ
n
2v2
nous permet de de´terminer aise´ment si un tel n existe, et donc si u et v sont conjugue´s
dans pi1(M). 
Deuxie`me cas :M est obtenu en identifiant sur leur bord, deux I-fibre´s non triviaux
a` base le tore ou la bouteille de Klein. Puisque M est orientable, chacun des I-fibre´s
est aussi orientable, et ne peut donc eˆtre que le I-fibre´ ayant pour base la bouteille
de Klein, et dont le S0-fibre´ associe´ (i.e. ∂M) est un tore. Ainsi, si l’on appelle N1,N2
les deux I-fibre´s,
pi1(N1) =< a,b | aba−1 = b−1 > pi1(∂N1) =< a2,b >pi1(N1)C
2
pi1(N1)
pi1(N2) =< c,d | cdc−1 = d−1 > pi1(∂N2) =< c2,d >pi1(N2)C
2
pi1(N2)
et pi1(M) est le produit amalgame´ de pi1(N1) et pi1(N2), le long dun isomorphisme
ϕ : pi1(∂N1) −→ pi1(∂N2). Remarquons que si ϕ(b) = d±1, alors b engendre dans
pi1(M) un sous-groupe normal cyclique infini, et dans ce cas M est un fibre´ de
Seifert, aussi on pourraˆıt e´liminer ce cas. Cela ne nous sera pas utile.
On peut donner une de´finition combinatoire des sous-groupes pi1(∂N1), pi1(∂N2).
Soit ω un mot sur les ge´ne´rateurs a,b. On dit que ω est a-pair, si la somme des
nombres d’occurence de a et a−1 dans ω est paire, et que ω est a-impair sinon.
Puisque la relation aba−1b, ainsi que les relations triviales, sont des mots a-pairs, tous
les mots repre´sentant un e´le´ment de pi1(N1) ont meˆme a-parite´. Ainsi, un e´le´ment de
pi1(N1) sera dit a-pair, si un (tout) mot le repre´sentant est a-pair, et a-impair sinon. Il
est clair que tout e´le´ment de pi1(∂N1) est a-pair. Re´ciproquement, on peut utiliser la
relation aba−1 = b−1, pour e´crire tout e´le´ment de pi1(N1) sous la forme anbm, et voir
ainsi, que pi1(∂N1) est exactement le sous-groupe de pi1(N1) constitue´ des e´le´ments
a-pairs. L’ensemble des cosets pi1(N1)/pi1(∂N1) est repre´sente´ par les e´le´ments 1
et a. De la meˆme fac¸on, on de´finit l’ensemble des e´le´ments c-pairs de pi1(N2), qui
n’est autre que le sous-groupe pi1(∂N2). L’ensemble des cosets pi1(N2)/pi1(∂N2) est
repre´sente´ par les e´le´ments 1 et c.
En particulier, on dispose d’une proce´dure pour de´cider des proble`mes du mot
ge´ne´ralise´s de pi1(∂N1) dans pi1(N1) et de pi1(∂N2) dans pi1(N2). Ainsi, puisque pi1(N1)
et pi1(N2) ont un proble`me du mot re´soluble (e´crire tout e´le´ment sous la forme a
nbm,
ou cpdq), on peut re´soudre le proble`me du mot dans pi1(M) en e´crivant tout e´le´ment
sous forme normale, dans la de´composition de pi1(M) en amalgame de pi1(N1) et
pi1(N2).
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Puisque pi1(∂N1) est un sous-groupe d’indice 2 de pi1(N1), il est distingue´ dans
pi1(N1) (cf. [Ro]). Ainsi on peut de´finir l’action de pi1(N1) sur pi1(∂N1) par conjugai-
son. Puisque pi1(∂N1) est abe´lien, si g,g
′ sont deux e´le´ments d’une meˆme classe de
pi1(N1)/pi1(∂N1), g,g
′ ope`rent de la meˆme fac¸on sur pi1(∂N1). Ainsi, cette action est
uniquement de´termine´e connaissant
ha : pi1(∂N1) −→ pi1(∂N1)
g −→ a−1ga
en posant pour tout (u,x) ∈ pi1(N1)×pi1(∂N1), u.x = x si u est a-pair, et u.x = ha(x)
si u est a-impair. de la meˆme fac¸on, on a une action par conjugaison de pi1(N2) sur
pi1(∂N2), ve´rifiant pour tout (u,x) ∈ pi1(N2) × pi1(∂N1), u.x = x si u est c-pair, et
u.x = hc(x) si u est c-impair, avec :
hc : pi1(∂N2) −→ pi1(∂N2)
g −→ c−1gc
Conside´rons les isomorphismes suivants :
f1 : pi1(∂N1) −→ Z⊕ Z
f1(a
2) = (1,0) f1(b) = (0,1)
f2 : pi1(∂N2) −→ Z⊕ Z
f2(c
2) = (1,0) f2(d) = (0,1)
et conside´rons h˜a = f1 ◦ ha ◦ f−11
pi1(∂N1)
ha−−−→ pi1(∂N1)
f1
y yf1
Z⊕ Z h˜a−−−→ Z⊕ Z
et h˜c = f2 ◦ hc ◦ f−12
pi1(∂N2)
hc−−−→ pi1(∂N2)
f2
y yf2
Z⊕ Z h˜c−−−→ Z⊕ Z
alors, si C de´signe la base canonique de Z⊕ Z,
Mat(h˜a,C) = Mat(h˜c,C) =
(
1 0
0 −1
)
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Conside´rons aussi l’automorphisme ϕ˜ de Z ⊕ Z qui fait commuter le diagramme
suivant :
pi1(∂N1)
ϕ−−−→ pi1(∂N2)
f1
y yf2
Z⊕ Z ϕ˜−−−→ Z⊕ Z
On se donne ϕ˜ ∈ SL(2,Z) par sa matrice sur la base canonique C de Z⊕ Z,
Mat(ϕ˜,C) =
(
α β
γ δ
)
avec αδ − βγ = 1
Revenons-en au proble`me de la conjugaison. Conside´rons un e´le´ment u ∈ pi1(M),
et cherchons un repre´sentant u′ cycliquement re´duit de sa classe de conjugaison.
Alors, soit u′ est dans un des facteurs pi1(N1) ou pi1(N2), soit u′ peut s’e´crire :
u′ = (ac)nU avec n ∈ Z et U ∈ pi1(∂N1)
Conside´rons deux e´le´ments u,v ∈ pi1(M), que l’on peut supposer cycliquement
re´duits. On veut de´cider si u et v sont conjugue´s. Si c’est le cas, ne´cessairement
ils ont meˆme longueur (the´ore`me 3.1.1).
Commenc¸ons par supposer que u et v sont tous deux de longueur 1. Regardons
pi1(M) comme le groupe fondamental du graphe de groupe ayant deux sommets
S1,S2, et une areˆte ε de S1 a` S2. Avec la proposition 3.2.2, u et v sont conjugue´s
si et seulement si il existe un trajet re´duit de u a` v. Commenc¸ons par conside´rer
le cas ou` il existe un trajet trivial de u a` v, i.e. le cas ou` u et v sont conjugue´s
dans un des facteurs. Dans ce cas, une solution au proble`me de la conjugaison dans
pi1(N1) ∼= pi1(N2) nous permet de conclure. Il est facile de re´soudre ce proble`me.
Tout e´le´ment de pi1(N1) admet une e´criture unique sous la forme a
nbm. Conside´rons
deux e´le´ments de pi1(N1), que l’on e´crit sous la forme
u = an1bm1 v = an2bm2
alors il est facile de ve´rifier (nous le laisserons comme exercice au lecteur), que
u ∼ v dans pi1(N1) ⇐⇒
 n1 = n2n1 est pair
m1 = ±m2
 ou
 n1 = n2n1 est impair
m1 ≡ m2 mod 2

ce qui fournit une solution au proble`me de la conjugaison dans pi1(N1) et pi1(N2).
Conside´rons maintenant le cas ou` u et v ne sont pas conjugue´s dans un fac-
teur. Si u et v sont conjugue´s, ne´cessairement chacun est conjugue´ a` un e´le´ment de
pi1(∂N1) = pi1(∂N2). Puisque pi1(∂N1), pi1(∂N2) sont distingue´s respectivement dans
pi1(N1) et pi1(N2), ce ne peut eˆtre le cas, que si u et v sont dans pi1(∂N1) = pi1(∂N2).
Ainsi, dans la suite u et v seront suppose´s eˆtre des e´le´ments de pi1(∂N1).
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Avec les proprie´te´s des actions de pi1(N1),pi1(N2), respectivement sur pi1(∂N1),
et sur pi1(∂N2), et quitte a` changer u en ha(u) ou v en hc(v), s’il existe un trajet
re´duit non trivial de u a` v, alors, il en existe un de la forme suivante :
u 	
a
u−1
ε−→ u+1 	
c
u−2
−ε−→ · · ·u+n−2 	
a
u−n−1
ε−→ u+n−1 	
c
u−n
−ε−→ u+n = v
Notons hac : pi1(∂N1) −→ pi1(∂N1), l’automorphisme de´fini par hac(e) = (ac)−1eac.
En terme de trajets, on a :
e 	
a
e−1
ε−→ e+1 	
c
e−2
−ε−→ e+2 = hac(e)
Ainsi u et v sont conjugue´s si et seulement si il existe n ∈ N∗, tel que v = hnac(u).
On peut conside´rer l’automorphisme h˜ac de Z⊕ Z qui fait commuter le diagramme
suivant :
pi1(∂N1)
hac−−−→ pi1(∂N1)
f1
y yf1
Z⊕ Z h˜ac−−−→ Z⊕ Z
Puisque h˜ac = ϕ˜
−1 ◦ h˜c ◦ ϕ˜◦ h˜a, on peut de´terminer la matrice M de h˜ac dans la base
canonique C, par
M = Mat(h˜,C) = Mat(ϕ˜−1,C).
(
1 0
0 −1
)
.Mat(ϕ˜,C).
(
1 0
0 −1
)
=
(
δ −β
−γ α
)
.
(
1 0
0 −1
)
.
(
α β
γ δ
)
.
(
1 0
0 −1
)
=
(
αδ + βγ −2βδ
−2αγ αδ + βγ
)
qui a pour polynoˆme caracte´ristique PM(λ) = λ
2−2λ(αδ+βγ)+1. Le discriminant de
PM est ∆ = 4[(αδ+βγ)
2−1]. On ve´rifie alors, que pour α,β,γ,δ ∈ Z, ne´cessairement
∆ ≥ 0 (i.e. h˜ac n’est pas pe´riodique), et que ∆ = 0 (i.e. h˜ac re´ductible), si et
seulement si βγ = 0 ou βγ = −1.
Si h˜ac est Anosov (i.e. ∆ > 0), on peut conside´rer une base dans laquelle la matrice
de h˜ac est diagonale, et comme dans le cas ou` M est fibre´ en tores sur le cercle et
ou` u et v sont de longueur 1, de´terminer s’il existe n tel que v = hn(u).
Si h˜ac est re´ductible. La condition βγ = 0 ou −1, impose que M soit triangulaire.
Sa diagonale consiste en des 1 ou des −1. Ainsi, par exemple si M est diagonale
supe´rieure,
M =
(
1 A
0 1
)
Mn =
(
1 nA
0 1
)
ou
M =
( −1 A
0 −1
)
Mn =
(
(−1)n (−1)n−1nA
0 (−1)n
)
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Si f1(u) = (u1,u2), f1(v) = (v1,v2), alors u et v sont conjugue´s si et seulement si il
existe n > 0, tel que : (
v1
v2
)
= Mn
(
u1
u2
)
Un tel syste`me nous permet aise´ment de de´terminer si un tel n existe. Ceci ache`ve
le cas ou` u et v sont de longueur 1.
Conside´rons maintenant le cas ou` u et v sont de longueur supe´rieure a` 1
u = (ac)nU v = (ac)nV
avec U,V ∈ pi1(∂N1). Avec le the´ore`me 3.1.1, u et v sont conjugue´s si et seulement si
il existe e ∈ pi1(∂N1), qui conjugue u en un conjugue´ cyclique de v. Rappelons que
nous avons note´ hac : pi1(∂N1) −→ pi1(∂N1), l’automorphisme de´fini par hac(e) =
(ac)−1e ac. Les conjugue´s cycliques de v, susceptibles d’eˆtre conjugue´s a` u par un
e´le´ment de pi1(N1), s’e´crivent sous la forme (ac)
nϕpac(v) pour p variant de 0 a` n.
Commenc¸ons par voir comment de´terminer si u et v sont conjugue´s par un
e´le´ment e ∈ pi1(∂N1). Dans ce cas,
v = (ac)nV = e(ac)nUe−1
= (ac)nhnac(e)Ue
−1
= (ac)nhnac(e)e
−1U
Ainsi cette condition est e´quivalente a` l’existence de e ∈ pi1(∂N1) tel que :
V U−1 = hnac(e)e
−1
Nous souhaitons re´soudre cette e´quation d’inconnue e ∈ pi1(∂N1). Notons dans la
base canonique C,
f1(V U
−1) = f1(V )− f1(U) =
(
c1
c2
)
Alors il existe e ∈ pi1(∂N1) tel que : V U−1 = hnac(e)e−1, si et seulement si, il existe
(x,y) ∈ Z⊕ Z, tel que : (
c1
c2
)
= Mn.
(
x
y
)
+
( −x
−y
)
Notons :
Mn = Mat(h˜nac,C) =
(
A B
C D
)
alors u et v sont conjugue´s par un e´le´ment de pi1(∂N1) si et seulement si le syste`me
suivant : {
c1 = (A− 1)x+By
c2 = Cx+ (D − 1)y
admet un couple de solutions entie`res. Le de´terminant de ce syste`me est la valeur
polynoˆmiale en 1, du polynoˆme caracte´ristique de Mn. Ainsi si Mn n’admet pas
pour valeur propre 1, on peut de´terminer un unique couple solution (x0,y0) dans Q,
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et u et v sont conjugue´s par un e´le´ment de pi1(∂N1), si et seulement si x0,y0 sont
des entiers, ce dont on peut de´cider. En re´solvant de la meˆme fac¸on, les e´quations
ϕpac(V )U
−1 = hnac(e)e
−1
d’inconnues e, pour p variant de 1 a` n, on peut de´cider si u et v sont conjugue´s dans
pi1(M).
Si Mn admet 1 pour valeur propre, alors M a une racine n-ie`me de l’unite´ comme
valeur propre. Puisque M n’est pas pe´riodique, ne´cessairement M est re´ductible et
admet donc une valeur propre 1 ou −1. Si M a pour valeur propre 1 (c’est le cas ou`
βγ = 0) alors M est triangulaire, et a des 1 sur sa diagonale. Si M a pour valeur
propre −1 (c’est le cas ou` βγ = −1) alors αδ = 0, et M est triangulaire, et a des
−1 sur sa diagonale. De plus, n est pair. Ainsi, Mn est triangulaire, et admet des 1
sur sa diagonale. Donc le syste`me devient :{
c1 = By
c2 = 0
ou
{
c1 = 0
c2 = Cx
Ainsi u et v sont conjugue´s si et seulement si c2 = 0 et c1/B ∈ Z dans le cas ou` M
est triangulaire supe´rieure, et c1 = 0 et c2/C ∈ Z dans le cas ou` M est triangulaire
infe´rieure. Ceci permet de conclure. 
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7.2 Le cas Haken, non fibre´ en tores sur le cercle
Nous conside´rerons maintenant une 3–varie´te´ orientable M , Haken, ferme´e, dont
la de´composition minimale est non triviale, et qui n’est pas un S1×S1 fibre´ sur S1.
Remarquons, bien que cela ne soit pas ne´cessaire, que tout ce que nous dirons reste
valide, si M est a` bord non vide, constitue´ de tores.
Notons W une de´composition minimale de M . Les composantes connexes de
σW (M) sont des 3–varie´te´s a` bord non vide, ∂-irre´ductibles, qui admettent soit une
fibration de Seifert, soit une structure hyperbolique de volume fini (the´ore`me 2.1.1),
et aucune d’entre-elles n’est home´omorphe a` S1 × S1 × I (proposition 2.1.1).
Notons (G,X) le graphe de groupe associe´ a` la de´composition W de M ; bien suˆr,
pi1(G,X) ∼= pi1(M). On conside`re une pre´sentation finie du groupe de chacune des
pie`ces e´le´mentaires. Chaque fibre´ de Seifert sera suppose´ eˆtre muni d’une fibration,
et la pre´sentation de son groupe fondamental sera sa pre´sentation canonique pour
cette fibration (the´ore`me 5.2.1). Pour un choix d’un arbre maximal T de X (que
nous fixons dans la suite), on peut donner a` pi1(G,X) une pre´sentation canonique
(cf. the´ore`me 2.2.3, remarque 5). Rappelons que la famille ge´ne´ratrice donne´e par
cette pre´sentation, est note´e Gen(X).
Si la varie´te´ M est donne´e par une triangulation (ou une de´composition de Hee-
gard, ou une chirurgie sur un entrelacs,...), il existe une proce´dure permettant de
de´terminer une de´composition minimale W pour M (cf. [JT]). Cet algorithme est
base´ sur la the´orie des surfaces normales due a` Haken (cf. [Ha]), les de´veloppements
poste´rieurs de Jaco, Oertel ([JO]). Remarquons que cette proce´dure permet de
de´terminer la sous-varie´te´ de Seifert caracte´ristique de M , et une fibration de cette
dernie`re. Ainsi, on peut constructivement se donner le graphe de groupe (G,X), et
une pre´sentation canonique de pi1(G,X).
Dans toute la suite, M de´signera une 3–varie´te´ orientable Haken ferme´e, qui
n’est pas fibre´e en tores sur le cercle. On de´signera par (G,X) le graphe de groupe
associe´ a` la de´composition minimale de M , ainsi obtenu, que l’on supposera muni
d’une de´composition T , et d’une pre´sentation canonique. Nous nous donnerons un
e´le´ment de pi1(G,X) sous la forme d’un mot sur la famille ge´ne´ratrice Gen(X).
Avant de re´soudre l’algorithme de la conjugaison — ce que nous ferons dans la
dernie`re section — nous devons commencer par e´tablir dans la section qui suit, des
proce´dures de ((re´duction)) de mots.
7.2.1 Proce´dures de re´duction de mots
Dans un produit amalgame´, ou une extension HNN, tout mot sur les ge´ne´rateurs
peut eˆtre re´duit, ou cycliquement re´duit, de`s lors que l’on dispose d’une solution au
proble`me de l’appartenance dans les sous-groupes, le long duquel se de´compose le
groupe. Il n’est pas e´tonnant, que dans le cas du groupe d’un graphe de groupe, les
proce´dures de re´duction de mots se re´duisent au proble`me de l’appartenance dans
les sous-groupes d’areˆte. Nous commencerons donc par e´tablir, sous les hypothe`ses
que nous avons fixe´es :
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Proposition 7.2.1 (Proble`me du mot ge´ne´ralise´) Soit G−α un sous-groupe
d’areˆte de pi1(G,X). Le proble`me du mot ge´ne´ralise´ de G−α dans pi1(G,X) est re´soluble.
De´monstration Commenc¸ons par montrer que l’on peut se donner un e´le´ment de
G−α , dont le centralisateur dans pi1(G,X) est G−α .
Par construction, a` (G,X) est associe´e une de´composition minimale non triviale
de la 3–varie´te´ M . Le groupe G−α est un sous-groupe libre abe´lien de rang 2, d’un
sous-groupe de sommet Gs de pi1(G,X) ; Gs est isomorphe au groupe fondamen-
tal d’une 3–varie´te´ M1, admettant soit une structure hyperbolique de volume fini,
soit une fibration de Seifert, et l’image de G−α dans pi1(M1) est une composante
pe´riphe´rale.
Conside´rons un e´le´ment c ∈ G−α , non trivial, et notons Z(c) son centralisateur
dans pi1(G,X). Avec la proposition 6.2.1, soit Z(c) est aussi le centralisateur de c
dans Gs, soit c est conjugue´ a` un e´le´ment de la fibre Ni d’un groupe de sommet
Gsi , groupe fondamental d’un fibre´ de Seifert. En particulier, dans ce dernier cas, il
existe un trajet de c, a` un e´le´ment de Ni. Avec la proposition 6.2.1, qui caracte´rise
les trajets de (G,X), soit le trajet est trivial, soit si = e(α).
Si Gs est le groupe d’un fibre´ de Seifert. On choisit c ∈ G−α , qui n’est pas dans
la fibre N de Gs, et tel que si si = e(α), et Gsi est le groupe d’un fibre´ de Seifert,
alors ϕα(c) 6∈ Ni. Puisque la fibre est un sous-groupe cyclique infini, du groupe libre
abe´lien de rang 2, G−α , et que ϕα est un isomorphisme, un tel choix est possible.
Avec ce choix, et la proposition 6.2.1, il n’existe pas de circuit non trivial en c, et
donc Z(c) est aussi le centralisateur de c dans Gs, c’est a` dire, avec la proposition
5.4.2, Z(c) = G−α .
Dans le cas ou` Gs est le groupe d’une varie´te´ hyperbolique de volume fini, et
si Gsi (ou` si = e(α)) est le groupe d’un fibre´ de Seifert, on prend c ∈ G−α tel que
ϕα(c) 6∈ Ni, sinon, on prend pour c n’importe quel e´le´ment de G−α . Alors, avec
la proposition 6.2.1, il n’existe pas de circuits non triviaux en c, Z(c) est donc le
centralisateur de c dans Gs, c’est a` dire, avec la proposition 4.3.1, Z(c) = G−α .
Puisque M est Haken, avec la proposition 1.4.5, pi1(G,X) a un proble`me du mot
re´soluble. Avec le choix que nous avons fait de l’e´le´ment c ∈ G−α , pour de´cider si un
e´le´ment ω ∈ pi1(G,X) est dans G−α , il suffit de de´cider avec l’algorithme du mot si
[ω,c] = 1 dans pi1(G,X). 
Il est alors facile d’e´tablir,
Proposition 7.2.2 (Ecriture sous forme re´duite) Soit (G,Y ) un sous-graphe de
groupe de (G,X). Si l’on de´compose (G,Y ) le long d’une areˆte α ∈ AY , pi1(G,Y ) se
de´compose en une extension HNN ou un produit amalgame´, le long de Z⊕ Z. Dans
les deux cas, donne´ un mot ω sur les ge´ne´rateurs de pi1(G,Y ), il existe une proce´dure
permettant de donner une e´criture sous forme normale pour ω et une e´criture cycli-
quement re´duite pour un repre´sentant de la classe de conjugaison de ω.
De´monstration Remarquons tout d’abord que puisque (G,Y ) est un sous-graphe
de (G,X), la proposition 7.2.1 fournit dans pi1(G,Y ) une solution au proble`me du
mot ge´ne´ralise´ pour tout sous-groupe d’areˆte G−α , avec α ∈ AY .
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Supposons d’abord que α soit T -se´parante, et notons (G,Y1) et (G,Y2) les graphes
de groupe obtenus en de´composant (G,Y ) le long de α. La famille ge´ne´ratrice S =
Gen(Y ) de pi1(G,Y ) donne´e par sa pre´sentation canonique, se partitionne en S1 =
Gen(Y1) et S2 = Gen(Y2), familles ge´ne´ratrices respectives de pi1(G,Y1) et pi1(G,Y2).
Conside´rons un e´le´ment de pi1(G,Y ), donne´ par un mot ω (non trivial) sur l’al-
phabet S∪S−1. Alors ω s’e´crit ω = ω1ω2 · · ·ωn ou` les ωi sont des mots non triviaux,
soit sur l’alphabet S1 ∪S−11 , soit sur l’alphabet S2 ∪S−12 , et les mots successifs ωi et
ωi+1 s’e´crivent sur des alphabets diffe´rents.
On peut supposer que l’origine de α est un sommet de Y1. On transforme alors le
mot w de la fac¸on suivante. Si ωi est un mot sur S1 ∪ S−11 . On utilise la proposition
7.2.1, pour de´cider si ωi ∈ G−1α . Si c’est le cas on change le sous-mot ωi−1ωiωi+1 de ω
par le mot ω′i = ωi−1ϕα(ωi)ωi+1 ; ce dernier s’e´crivant sur l’alphabet S2 ∪S−12 . Sinon
on passe au sous-mot suivant ωi+1. En re´pe´tant ce proce´de´ on obtient une e´criture
ω′ = ω′1ω
′
2 · · ·ω′p, avec p < n, sous forme re´duite, les mots ω et ω′ repre´sentant le
meˆme e´le´ment de pi1(G,Y ).
Si ω′1 et ω
′
p sont dans des facteurs distincts, alors ω
′ est cycliquement re´duit.
Sinon on conside`re le mot ω′′ = (ω′pω
′
1)ω
′
2 · · ·ω′p, que l’on re´duit, on obtient un mot
de longueur au plus p − 1. Si le mot obtenu n’est pas cycliquement re´duit, on lui
applique le meˆme proce´de´, et successivement, jusqu’a` obtenir un mot cycliquement
re´duit. Il repre´sente un conjugue´ de ω dans pi1(G,X).
Si α est T -se´parante, alors pi1(G,Y ) est une extension HNN de pi1(G,Y1), de lettre
stable tα, et S = S1 ∪ {tα}, ou` S1 = Gen(Y1) est une famille ge´ne´ratrice de (G,Y1).
Un mot ω sur S ∪ S−1, s’e´crit ω = ω1tp1α ω2tp2α · · · tpnα ωp, ou` les ωi sont des mots sur
S1 ∪ S−11 , et ∀ i = 1, . . . ,n,pi ∈ Z∗.
On transforme le mot ω de la fac¸on suivante. Si pi < 0 et pi+1 > 0, On utilise
la proposition 7.2.1, pour de´cider si ωi+1 ∈ G−α . Si c’est le cas on change le sous-
mot tpiα ωi+1t
pi+1
α en t1+piα ϕα(ωi+1)t
−1+pi+1
α . Si pi > 0 et pi+1 < 0, On utilise encore la
proposition 7.2.1, pour de´cider si ωi+1 ∈ G+α . Si c’est le cas on change le sous-mot
tpiα ωi+1t
pi+1
α en t−1+piα ϕ−α(ωi+1)t
1+pi+1
α . On obtient un mot de longueur strictement
infe´rieure. Dans tous les autres cas, on laisse ce sous-mot inchange´. En re´pe´tant
ce proce´de´ tant que cela est possible, on finira par trouver un mot re´duit, ω′ =
ω′1t
q1
a ω
′
2 · · · tqmα ωm+1 repre´sentant dans pi1(G,Y ), le meˆme e´le´ment que ω. Si ω′ n’est
pas cycliquement re´duit, alors un de ses conjugue´s cycliques n’est pas re´duit, et on le
re´duit. Soit le mot obtenu est cycliquement re´duit, soit on poursuit le meˆme proce´de´.
On finira par trouver le conjugue´ souhaite´, et son e´criture cycliquement re´duite. 
Enfin, si l’on conside`re un ordre de de´composition de (G,X), on peut e´tablir une
proce´dure de re´ductions cycliques successives (cf. §3.2.3).
Proposition 7.2.3 (Re´ductions cycliques successives) Donne´ un ordre de de´-
composition de (G,X), on peut algorithmiquement appliquer la proce´dure de re´duc-
tions cycliques successives.
De´monstration Pour eˆtre applique´e, la proce´dure de´compose le graphe de groupe
successivement le long d’areˆtes, et ne´cessite a` chaque de´composition, d’e´crire un mot
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sous forme cycliquement re´duite (cf. §3.2.3). On peut faire cela avec la proposition
7.2.2. 
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7.2.2 L’algorithme de la conjugaison
Nous conservons les notations du paragraphe pre´ce´dent. Nous pouvons main-
tenant e´tablir l’algorithme de la conjugaison dans pi1(G,X). La proce´dure s’appuie
essentiellement sur le the´ore`me de conjugaison dans un graphe de groupe (the´ore`me
3.2.2), les algorithmes de de´termination des classes pe´riphe´rales (propositions 4.3.8
et 5.6.1), les algorithmes de de´termination des 2-cosets (propositions 4.3.9, 4.3.10,
et 5.6.3, 5.6.4), et l’algorithme du mot dans pi1(M) = pi1(G,X).
Pour appliquer ces algorithmes nous devons remarquer, que si s ∈ SX est un
sommet de X, alors le groupe de sommet Gs est le groupe fondamental d’une 3–
varie´te´ Ms qui admet soit une fibration de Seifert soit une structure hyperbolique de
volume fini, et qui n’est home´omorphe ni a` S1×D2, ni a` S1×S1×I. Les composantes
pe´riphe´rales T1, . . . ,Tr de pi1(Ms) sont en bijection avec les areˆtes α1, . . . αr ∈ AX
d’origine s, et l’isomorphisme naturel de pi1(Ms) dans Gs envoie chaque composante
pe´riphe´rale Ti sur le sous-groupe d’areˆte G−αi de Gs.
Nous noterons Γ = pi1(G,X). Les e´le´ments de G sont donne´s par des mots (libre-
ment re´duits) sur la famille ge´ne´ratrice Gen(X). Donne´s deux e´le´ments g1,g2 ∈ Γ,
on veut de´cider si g1 ∼ g2 dans Γ. On commence par appliquer la proce´dure qui
suit :
Proce´dure initiale
On applique a` g1 et g2 la proce´dure de re´ductions cycliques successives (cf. §3.2.3),
en utilisant la proposition 7.2.3. On obtient deux mots u et v, dans les classes de
conjugaison respectives de g1 et g2, dans Γ. On se trouve alors ne´cessairement dans
l’un des cas suivants :
– 1er cas Il existe des sommets s1,s2 ∈ SX , tels que u soit un mot sur Gen(s1), et
v soit un mot sur Gen(s2) ; en particulier u ∈ Gs1 , et v ∈ Gs2 .
– 2e`me cas Les mots u et v s’e´crivent sur les ge´ne´rateurs Gen(Y ) de pi1(G,Y ), ou`
(G,Y ) est un sous-graphe de groupe ≺-occurent de (G,X). Si l’on de´compose le
graphe Y le long de l’areˆte α = min≺(A+X ∩ AY ), le groupe pi1(G,Y ) se de´compose
en une extension HNN ou en produit amalgame´. Au sens de cette de´composition, u
et v sont des mots cycliquement re´duits, de meˆme longueur strictement supe´rieure
a` 1.
– 3e`me cas C’est le cas ou` l’on ne ve´rifie ni le 1er, ni le 2e`me cas.
Avec le the´ore`me 3.2.2, dans le 3e`me cas, g1 et g2 ne sont pas conjuge´s. Dans le
1er cas, on passe a` la proce´dure 1, et dans le 2e`me cas a` la proce´dure 2.
Proce´dure 1
Si les sommets s1 et s2 sont identiques, s1 = s2 = s, alors u et v sont dans un
meˆme groupe de sommet Gs, et on commence par de´cider si u et v sont conjugue´s
dans Gs. Puisque Gs est le groupe fondamental d’un fibre´ de Seifert, ou d’une varie´te´
hyperbolique de volume fini, on peut utiliser pour cela les the´ore`mes 5.5.1 et 4.3.7,
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qui re´solvent l’algorithme de conjugaison dans le groupe fondamental de telles 3–
varie´te´s. Si u et v sont conjugue´s dans Gs, alors g1 et g2 sont conjugue´s dans Γ et
la proce´dure s’arreˆte.
Si u et v ne sont pas conjugue´s dans Gs, ou si s1 6= s2, alors u et v sont conjugue´s
dans Γ, si et seulement si il existe un trajet non trivial de u a` v (proposition 3.2.2.
Il suffit donc pour conclure de de´cider de l’existence d’un tel trajet. Pour cela, nous
commenc¸ons par utiliser les propositions 5.6.2, et 4.3.11 (de´termination des classes
pe´riphe´rales), pour de´cider si u est dans le conjugue´ dans Gs1 , d’un sous-groupe
d’areˆte G−a1 ⊂ Gs1 , et si v est dans le conjugue´ dans Gs2 , d’un sous-groupe d’areˆte
G−a2 ⊂ Gs2 . On proce`de ainsi pour tous les sous-groupes d’areˆte de Gs1 et Gs2 . Avec
les propositions 5.4.2 et 4.3.1 (anneaux essentiels), u et v ne peuvent eˆtre conjugue´s
qu’a` un nombre fini (au plus deux), d’e´le´ments de sous-groupes d’areˆtes. On peut
donc les de´terminer tous. Maintenant, avec la proposition 6.2.1, qui caracte´rise les
trajets non triviaux de (G,X), u et v sont conjugue´s, si et seulement si, on peut
trouver des areˆtes a1,a2 ∈ AX , d’origines respectives s1,s2, et des e´le´ments c1 ∈
G−a1 ⊂ Gs1 conjugue´ de u dans Gs1 , et c2 ∈ G−a2 ⊂ Gs2 conjugue´ de v dans Gs2 , qui
ve´rifient l’une des conditions suivantes :
– a1 = −a2, et ϕa1(c1) = c2,
– e(a1) = e(a2) = s, et Gs est le groupe d’un Seifert, de fibre N , et ϕa1(c1),ϕa2(c2) ∈
N , et ϕa1(c1) = ϕa2(c2)
±1.
Ayant de´termine´ tous les conjugue´s pe´riphe´raux a` u et v dans Gs1 et Gs2 , on
peut de´terminer, si elles existent, les areˆtes a1,a2, et avec l’algorithme du mot dans
un groupe de sommet, donne´ par les the´ore`mes 5.5.1 et 4.3.7, ceci nous permet de
de´cider si g1 et g2 sont conjugue´s dans G.
Proce´dure 2
Dans un soucis de clarte´, nous commencerons par le cas particulier ou` Y est un
arbre. Le cas ge´ne´ral sera traite´ plus loin.
Le cas d’un arbre
Notons Γ′ = pi1(G,Y ). Lorsque l’on de´compose Y le long de l’areˆte α, on obtient
deux graphes connexes, que l’on notera Y1 et Y2. Ainsi, Γ
′ se de´compose en un
produit amalgame´ de Γ1 = pi1(G,Y1) et Γ2 = pi1(G,Y2), le long de l’isomorphisme
ϕα : G
−
α −→ G+α . Dans Γ′, les sous-groupes d’areˆtes G−α et G+α sont confondus, et
nous noterons Gα = G
−
α = G
+
α ⊂ Γ′.
Pour cette de´composition, les e´le´ments u et v de Γ′ s’e´crivent sous forme cycli-
quement re´duite,
u = u1u2 · · ·un−1un
v = v1v2 · · · vn−1vn
avec n > 1. Avec les the´ore`mes 3.2.2 et 3.1.1, u et v sont conjugue´s dans Γ si et
seulement si u et v sont conjugue´s dans Γ′, si et seulement si u est conjugue´ a` un
conjugue´ cyclique de v par un e´le´ment de Gα.
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La me´thode consiste a` chercher un ensemble fini, exhaustif, de candidats dansGα,
susceptibles de conjuguer un conjugue´ cyclique de v en u. Pour cela, nous montrons
que si c conjugue (par exemple), v en u, alors ne´cessairement c ve´rifie un syste`me
d’e´quations dans des sous-groupes de sommets. La re´solution de ces e´quations graˆce
aux algorithmes de de´termination des 2-cosets, de´ja` e´tablis, nous permet, s’il existe,
de de´terminer un unique candidat c ∈ Gα.
Etape initiale : Sans perte de ge´ne´ralite´ on suppose que u1,v1 ∈ Γ1. Alors, puisque
u et v sont cycliquement re´duits, un,vn ∈ Γ2. Supposons que u et v soient conjugue´s
dans Γ′. Soit c ∈ Gα, tel que dans Γ′,
u = c v c−1
u1u2 · · ·un−1un = c v1v2 · · · vn−1vn c−1
ainsi, avec la proposition 2.2.1,
u1 = c v1 c
′ dans Γ1
et
un = c
′′ vn c−1 dans Γ2
pour c′,c′′ ∈ Gα. Si Γ1 et Γ2 sont des groupes de sommet (i.e. Y1 et Y2 sont re´duits
a` un sommet), alors on passe a` l’e´tape finale. Sinon, on passe a` l’e´tape inductive.
Etape inductive : Si Γ1 = pi1(G,Y1) n’est pas un groupe de sommet, alors ne´cessai-
rement, le graphe Y1 contient une areˆte (T -se´parante) β ∈ A+Y , qui de´compose Y1
en deux graphes connexes Y 11 et Y
2
1 , et Γ1 se de´compose en produit amalgame´ de
pi1(G,Y 11 ) et pi1(G,Y 21 ), le long de l’isomorphisme ϕβ : G−β −→ G+β . Notons Γ11 =
pi1(G,Y 11 ) et Γ21 = pi1(G,Y 21 ). Dans Γ1, les sous-groupes d’areˆtes G−β et G+β sont
confondus ; on notera Gβ = G
−
β = G
+
β ⊂ Γ1.
Puisque u1 = cv1c
′ dans Γ1, u1 et cv1c′ ont meˆme longueur pour la de´composition
de Γ1 en amalgame. Avec la proposition 7.2.2, on peut leur donner une e´criture sous
forme normale (non ne´cessairement cycliquement re´duite). Si ils sont de longueur
supe´rieure a` 1, alors dans Γ1,
u1 = u
1
1u
2
1 · · ·up1
v1 = v
1
1v
2
1 · · · vq1
et
u11u
2
1 · · ·up1 = c v11v21 · · · vq1 c′
En remarquant que Gα ⊂ Γ11 ou Gα ⊂ Γ21, les e´le´ments c,c′ sont de longueur 1, et on
ve´rifie avec la proposition 2.2.1 ,
u11 = c v
1
1 d
ou
u11 = c d
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dans Γ11 ou Γ
2
1, pour d ∈ Gβ. Sinon, si u1 et cv1c′ sont de longueur 1, alors
u1 = c v1 c
′
dans Γ11 ou Γ
2
1.
En re´pe´tant ce proce´de´, on obtient finalement dans un sous-groupe de sommet
Gs, contenant les sous-groupes d’areˆte Gα,Gγ, des e´le´ments u0,v0 ∈ Gs et l’e´quation
u0 = c v0 d dans Gs
avec c ∈ Gα et d ∈ Gγ. Il est important de remarquer que si α = γ (c’est le cas
ou` l’on ne passe pas par l’e´tape inductive), alors u0 = u1,v0 = v1, et donc v0 6∈ Gα.
Cela est ne´cessaire pour appliquer les algorithmes de de´termination des 2-cosets I
(propositions 4.3.9, 4.3.10).
On proce`de de la meˆme fac¸on dans Γ2, avec l’e´quation un = c
′′vn c−1, pour obtenir
dans un groupe de sommet Gs′ , contenant les groupes d’areˆte Gα,Gδ, des e´le´ments
u′0,v
′
0 ∈ Gs′ et l’e´quation
u′0 = e v
′
0 c
−1 dans Gs′
avec c ∈ Gα, et e ∈ Gδ. Comme pre´cedemment, si α = δ, alors v′0 6∈ Gα. Il faut
remarquer que ne´cessairement, les sommets s,s′ sont distincts.
Une fois de´termine´es ces deux e´quations dans Gs,Gs′ , d’inconnue c ∈ Gα, on
passe a` l’e´tape finale.
Etape finale Sans perte de ge´ne´ralite´ on peut supposer que soit Gs est le groupe
fondamental d’une varie´te´ hyperbolique de volume fini, soit Gs,Gs′ sont groupes
fondamentaux de fibre´s de Seifert.
1er cas : Gs est le groupe d’une varie´te´ hyperbolique
On utilise les algorithmes de de´termination des 2-cosets dans Gs, propositions
4.3.9 et 4.3.10 (selon si α = γ ou non), pour trouver les uniques e´le´ments c ∈ Gα,d ∈
Gγ tels que u0 = c v0 d. On de´termine alors au plus un candidat c ∈ Gα.
2e`me cas : Gs et Gs′ sont des groupes de fibre´s de Seifert
On applique dans Gs et Gs′ , les algorithmes de de´termination des 2-cosets, pro-
positions 5.6.3 et 5.6.4 selon si α = γ ou non, α = δ ou non, pour de´terminer les
solutions c ∈ Gα des e´quations
u0 = c v0 d dans Gs
u′0 = e v
′
0 c
−1 dans Gs′
Pour chaque e´quation on obtient soit aucune, soit une infinite´ de solutions c ∈ Gα.
Supposons que l’on ait obtenu pour chacune une infinite´ de solutions. Notons, pour
certaines fibrations, N la fibre de Gs, et N
′ la fibre de Gs′ . Les algorithmes de
de´termination des 2-cosets, permettent de fournir deux e´le´ments µ1,µ
′
1 ∈ Gα, tels
que tous les candidats pour c dans Gs sont de la forme µ1N , et tous les candidats
pour c dans Gs′ sont de la forme µ
′
1N
′.
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Supposons que N soit engendre´ par h. Cet e´le´ment est repre´sente´ par une fibre
re´gulie`re, donc par une courbe ferme´e simple, et on peut comple´ter h en une base
ω,h du groupe libre abe´lien de rang 2, Gα dans Gs. Par abus de notation, ω,h pourra
aussi eˆtre vue comme une base de Gα dans Gs′ . Supposons que µ1 = ω
ahb, alors,
c = ωahb+x
pour une inconnue x ∈ Z.
La fibre N ′ de Gs′ est engendre´ par un e´le´ment ωphq. Supposons que µ′1 = ω
fhg.
Alors,
c = ωf+yphg+yq
pour une inconnue y ∈ Z, et ainsi,{
a = f + yp
b+ x = g + yq
Puisque la de´composition W de M est minimale, p 6= 0 (proposition 2.1.2. Ainsi,
ce syste`me d’e´quation nous fournit un rationnel x, et si x ∈ Z, un unique candidat
c ∈ Gα.
On obtient ainsi, par ce proce´de´ au plus un candidat e´ventuel c ∈ Gα, susceptible
de conjuguer v en u. On utilise alors l’algorithme du mot dans Γ = pi1(G,X), pour
de´cider si u = c v c−1 dans Γ.
On proce`de de la meˆme fac¸on avec tous les conjugue´s cycliques de v dans Γ′.
Si l’on ne parvient pas de la sorte a` trouver un e´le´ment c ∈ Gα qui conjugue un
conjugue´ cyclique de v en u, alors g1 et g2 ne sont pas conjugue´s dans Γ. Dans le
cas contraire, clairement, g1 et g2 sont conjugue´s.
Le cas ge´ne´ral
Supposons que Y ne soit pas un arbre. Alors α = min≺(A+X ∩AY ), est une areˆte
non T -se´parante de Y . Notons Y1 le graphe obtenu en de´composant Y le long de α.
Alors, Γ′ = pi1(G,Y ) se de´compose en une extension HNN du groupe Γ1 = pi1(G,Y1),
le long de l’isomorphisme ϕα : G
−
α −→ G+α . Nous noterons G−1α = G−α et G1α = G+α ;
cela nous permettra d’employer la notation Gεα pour ε = ±1. La lettre stable est
de´signe´e par tα.
Pour cette de´composition, u et v s’e´crivent sous forme cycliquement re´duite :
u = u1t
ε1
α · · ·untεnα
v = v1t
ε1
α · · · vntεnα
avec n ≥ 1, et εi = ±1. Avec les the´ore`mes 3.2.2 et 3.1.3, u et v sont conjugue´s dans
Γ si et seulement ils le sont dans Γ′, si et seulement si un e´le´ment c ∈ Gεnα conjugue
un conjugue´ cyclique de v en u. On proce`de de la meˆme fac¸on que dans le cas d’un
arbre, en cherchant un ensemble fini de tels candidats dans Gεnα .
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Etape initiale Supposons qu’il existe c ∈ Gεnα , tel que dans Γ′
u = c v c−1
soit
u1t
ε1
α · · ·untεnα = c v1tε1α · · · vntεnα c−1
alors
u1t
ε1
α · · · tεn−1α un = c v1tε1α · · · tεn−1α vn ϕ−εnα (c−1)
On notera c˜ = ϕ−εnα (c) ; c’est un e´le´ment de G
−εn
α . Nous distinguerons deux cas :
1er cas Si n = 1, alors :
u1 = c v1 c˜
−1 dans Γ1
avec c ∈ Gεnα ,c˜ ∈ G−εnα .
2e`me cas Si n > 1, alors dans Γ1 on dispose des deux e´quations :
u1 = cv1c
′
un = c
′′vnc˜−1
pour certains c′ ∈ G−ε1α , c′′ ∈ Gεn−1α , et bien suˆr, c ∈ Gεnα , et c˜ ∈ G−εnα . Puisque u
et v sont cycliquement re´duits, si ε1 = −εn, alors v1 6∈ Gεnα , i.e. si c,c′ sont dans
le meˆme sous-groupe d’areˆte Gεα, alors v1 6∈ Gεα. De la meˆme fac¸on, si εn−1 = −εn,
alors vn 6∈ Gεn−1α .
Dans les deux cas, si Γ1 est un sous-groupe de sommet, on passe a` l’e´tape finale,
sinon on passe a` l’e´tape inductive.
Etape inductive Si Γ1 = pi1(G,Y1) n’est pas un sous-groupe de sommet, Y1 n’est
pas restreint a` un sommet. Soit Y1 est un arbre, soit il contient une areˆte non T -
se´parante β ∈ A+Y1 .
Si Y1 est un arbre, on proce`de a` l’e´tape inductive dans le cas de´ja` traite´ d’un
arbre, en prenant ne´anmoins quelques pre´cautions dans le premier cas. Dans le
second cas, en appliquant normalement la proce´dure, on finit par de´terminer dans
deux sous-groupes de sommet Gs,Gs′ , deux e´quations :
u0 = c v0 d dans Gs
u′0 = e v
′
0 c˜
−1 dans Gs′
Dans le premier cas, la particularite´ provient du fait que l’on ne dispose plus que
d’une seule e´quation, mais ce que l’on perd en quantite´, on le retrouve en qualite´,
puisque cette e´quation a pour inconnues c,c˜, et que c = ϕεnα (c˜). En proce´dant a`
l’e´tape inductive, on peut de´terminer soit deux e´quations du type pre´ce´dent, soit
une seule e´quation dans un groupe de sommet Gs, de la forme suivante :
u0 = c v0 c˜
−1 dans Gs
On passe alors a` l’e´tape finale (du cas ge´ne´ral).
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Si Y1 n’est pas un arbre, notons Y2 le graphe obtenu en retirant l’areˆte non
T -se´parante β de Y1. Alors, le groupe Γ1 se de´compose en une extension HNN de
Γ2 = pi1(G,Y2), le long de l’isomorphisme ϕβ : G−β −→ G+β . Notons tβ la lettre stable,
et comme pre´cedemment, on commet l’abus de noter Gεβ pour ε = ±1.
On dispose dans Γ1 soit, dans le premier cas, de l’e´quation :
u1 = c v1 c˜
−1
soit, dans le second cas, des deux e´quations :
u1 = c v1 c
′
un = c
′′ vnc˜−1
Ne´cessairement, les deux termes de chaque e´galite´ ont meˆme longueur pour cette
de´composition de Γ1.
On utilise la proposition 7.2.2 pour e´crire u1 et v1 sous forme normale pour cette
de´composition HNN de Γ1. Si u1 et v1 sont dans Γ2 alors, on doit avoir la meˆme
e´quation dans Γ2. Sinon,
u1 = u
1
1t
µ1
β · · ·up1tµpβ up+11
v1 = v
1
1t
µ1
β · · · vp1tµpβ vp+11
et ainsi, dans le premier cas,
u11t
µ1
β · · ·up1tµpβ up+11 = c v11tµ1β · · · vp1tµpβ vp+11 c˜−1
et dans le second cas,
u11t
µ1
β · · ·up1tµpβ up+11 = c v11tµ1β · · · vp1tµpβ vp+11 c′
Puisque c,c′,c˜ sont de longueur 1, on obtient dans le premier cas, deux e´quations
dans Γ2,
u11 = c v
1
1 d ou u
1
1 = c d
et
up+11 = e v
p+1
1 c˜
−1 ou up+11 = e c˜
−1
pour certains d ∈ G−µ1β , et e ∈ Gµpβ .
Dans le second cas on obtient dans Γ2 l’e´quation :
u11 = c v
1
1 d ou u
1
1 = c d
et on proce`de de la meˆme fac¸on avec la seconde e´quation de Γ1 invoquant un et vn,
pour obtenir u1n,v
1
n ∈ Γ2 et l’e´quation de Γ2 :
u1n = fv
1
nc˜
−1
pour f ∈ G±1β .
Dans tous les cas, si Γ2 est un groupe de sommet, on passe a` l’e´tape finale.
Sinon, on re´pe`te ce proce´de´ en de´composant Γ2. On commence par de´composer le
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long des areˆtes non T -se´parantes, puis de`s que l’on a obtenu un arbre (maximal), on
continue en utilisant l’e´tape inductive du cas de´ja` traite´ d’un arbre, avec les meˆmes
pre´cautions que pre´ce´demment. Finalement, on finira par obtenir :
Dans le premier cas, soit deux groupes de sommet Gs, Gs′ , les e´le´ments u0,v0 ∈ Gs
et u′0,v
′
0 ∈ Gs′ et deux e´quations :
u0 = c v0 d dans Gs
u′0 = e v
′
0 c˜
−1 dans Gs′
d’inconnues c ∈ Gεnα ,c˜ ∈ G−εnα ,d ∈ G−γ ,e ∈ G−δ , pour certaines areˆtes γ,δ, d’origines
s,s′ ; soit une seule e´quation dans Gs,
u0 = c v0 c˜
−1 dans Gs
Dans le second cas, on de´termine deux groupes de sommet Gs, Gs′ , les e´le´ments
u0,v0 ∈ Gs et u′0,v′0 ∈ Gs′ et deux e´quations ;
u0 = c v0 d dans Gs
u′0 = e v
′
0 c˜
−1 dans Gs′
d’inconnues c ∈ Gεnα ,c˜ ∈ G−εnα ,d ∈ G−γ ,e ∈ G−δ , pour certaines areˆtes γ,δ, d’origines
s,s′.
On peut alors passer a` l’e´tape finale. Remarquons que dans les deux cas, si α = γ,
et εn = −1, alors v0 6∈ G−α , et de meˆme, si α = δ et εn = −1, alors v′0 6∈ G−α .
Etape finale Cette e´tape se scinde en quatre cas.
1er cas : Gs est le groupe d’une varie´te´ hyperbolique.
On dispose dans Gs d’une e´quation de la forme u0 = c v0 d, d’inconnues (c,d).
On peut appliquer les algorithmes de de´termination des 2-cosets (propositions 4.3.9
ou 4.3.10), pour de´terminer au plus un couple solution. On obtient ainsi au plus un
candidat c ∈ Gεnα susceptible de conjuguer v en u.
2e`me cas : Gs′ est le groupe d’une varie´te´ hyperbolique.
On dispose dans Gs′ d’une e´quation de la forme u
′
0 = e v
′
0 c˜
−1, d’inconnues (e,c˜).
On utilise encore les propositions 4.3.9 ou 4.3.10 pour de´terminer au plus un couple
solution, et donc au plus un e´le´ment c˜ ∈ G−εnα . On peut alors de´terminer un candidat
e´ventuel c = ϕεnα (c˜).
3e`me cas : Gs est le groupe d’un fibre´ de Seifert, et l’on a l’e´quation :
u0 = c v0c˜
−1 dans Gs
d’inconnues (c,c˜) ∈ Gεnα × G−εnα . Notons N la fibre de Gs. N est engendre´ par un
e´le´ment h, et l’on peut conside´rer une base ω,h de Gεnα . Posons µ = 1 si v0 est pair,
et µ = −1 sinon. Avec les propositions 5.6.3 ou 5.6.4, on peut de´terminer l’ensemble
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des couples solutions. Il est soit vide, soit de la forme {(c0hx,h−µxc˜0) | x ∈ Z}. Dans
le dernier cas, puisque c˜ = ϕ−εnα (c) = h
−µxc˜0,
c = ϕεnα (c˜) = ϕ
εn
α (h
−µxc˜0) = (ϕεnα (h))
−µxϕεnα (c˜0)
Dans la base ω,h,
c0 = (a,b), ϕ
εn
α (c˜0) = (c,d), ϕ
εn
α (h) = (p,q)
et puisque la de´composition W de M est minimale, avec la proposition 2.1.2, p 6= 0.
On obtient ainsi,
(a,b+ x) = (c,d)− µx(p,q)
et donc x = µ1
p
(c− a). Si x ∈ Z, ceci de´termine uniquement c = c0hx.
4e`me cas : Gs,Gs′ sont des groupes de fibre´s de Seifert, et l’on a les e´quations :
u0 = c v0 d dans Gs
u′0 = e v
′
0 c˜
−1 dans Gs′
Notons N =< h >, et N ′ =< h′ > les fibres respectives de Gs et Gs′ . On applique les
algorithmes de de´termination des 2-cosets (propositions 5.6.3 et 5.6.4). On de´termine
alors des e´le´ments c0 ∈ Gεnα ,c˜0 ∈ G−εnα , tels que
c = c0h
x dans Gs
c˜ = c˜0h
′y dans Gs′
Dans la base ω,h de Gεnα ,
c0 = (a,b), ϕ
εn
α (c˜0) = (c,d), ϕ
εn
α (h
′) = (p,q)
et puisque la de´composition W de M est minimale, avec la proposition 2.1.2, p 6= 0.
Ainsi, puisque c = ϕεnα (c˜),
(a,b+ x) = (c,d) + y(p,q)
On obtient ainsi le syste`me d’inconnues x,y,{
a = c+ py
b+ x = d+ qy
qui, puisque p 6= 0, admet un unique couple de solutions, rationnelles (x,y). Si x ∈ Z,
alors on obtient le candidat c = c0h
x ∈ Gεnα .
Une fois de´termine´ un candidant e´ventuel c, susceptible de conjuguer v eu u, on
utilise l’algorithme du mot (the´ore`me 1.4.5) pour de´cider si u = c v c−1 dans Γ. On
proce`de de la meˆme fac¸on avec tous les conjugue´s cycliques de v. Si l’on de´termine
ainsi, un e´le´ment conjuguant un conjugue´ cyclique de v en u, alors g1 ∼ g2 dans Γ.
Dans le cas contraire, g1 et g2 ne sont pas conjugue´s dans Γ. 
Nous venons de montrer :
The´ore`me 7.2.1 Soit M une 3–varie´te´ Haken, orientable, ferme´e, qui n’est pas
fibre´e en tores sur le cercle. Il existe une proce´dure permettant de de´cider pour deux
e´le´ments de pi1(M), si ils sont ou non conjugue´s.
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Avec les the´ore`mes 7.1.2 et 1.5.2,
The´ore`me 7.2.2 Soit M une 3–varie´te´ Haken orientable. Alors pi1(M) a un proble`me
de la conjugaison soluble.
Avec les propositions 7.1.2, 5.5.1, et 1.5.1
The´ore`me 7.2.3 Soit M une 3–varie´te´ orientable, ve´rifiant l’hypothe`se de Thurs-
ton. Alors pi1(M) a un proble`me de la conjugaison re´soluble
On obtient alors aise´ment le corollaire suivant :
Corollaire 7.2.1 Soit M une 3–varie´te´ orientable a` bord non vide. Le proble`me de
la conjugaison est re´soluble dans pi1(M). Si N est une composante connexe de ∂M ,
et si T est l’image de pi1(N) dans pi1(M), alors le proble`me consistant a` de´cider
si un e´le´ment arbitraire arbitraire de pi1(M) est conjugue´ a` un e´le´ment de T est
re´soluble. Sous sa forme topologique, donne´ un lacet l de M , on peut de´cider si M
est librement homotope a` un lacet de N .
De´monstration La premie`re partie de l’e´nonce´ est claire, puisque toute 3–varie´te´ a`
bord non vide ve´rifie l’hypothe`se de ge´ome´trisation de Thurston. Pour e´tablir la se-
conde partie de l’e´nonce´ doublons la varie´te´ M le long de N , pour obtenir la varie´te´
2M . Notons G = pi1(M), et conside´rons une copie isomorphe G
′ de G, et l’isomor-
phisme ϕ : G −→ G′. L’image de T par ϕ sera note´e T ′. Alors pi1(2M) est le produit
amalgame´ de G et G′ le long de la restriction de ϕ a` T . Si M ve´rifie l’hypothe`se
de ge´ome´trisation, alors il en est de meˆme de la varie´te´ 2M . Ainsi pi1(2M) = 2G
a un proble`me de la conjugaison re´soluble. Afin de conclure, nous montrons qu’un
e´le´ment u ∈ G est conjugue´ a` un e´le´ment de T , si et seulement si, u et ϕ(u) sont
conjugue´s dans 2G.
Si u est conjugue´ a` t ∈ T , par g, u = g t g−1, alors clairement, ϕ(g)g−1 conjugue
u en ϕ(u) dans 2G.
Conside´rons le graphe de groupe (G,X) associe´ a` la de´composition en produit
amalgame´ de 2G. Il a deux sous-groupes de sommet G,G′, et un sous-groupe d’areˆte
T . Si u et ϕ(u) sont conjugue´s dans 2G, avec la proposition 3.2.2, il existe un trajet
de u a` ϕ(u) dans (G,X). Puisque u et ϕ(u) sont dans des sous-groupes de sommet
distincts, ce trajet peut-eˆtre suppose´ non trivial. Ainsi, u est conjugue´ a` un e´le´ment
d’un sous-groupe d’areˆte, c’est a` dire a` un e´le´ment de T .
Ainsi, pour de´cider si u est conjugue´ a` un e´le´ment de T dans G, il suffit de
de´cider avec l’algorithme de la conjugaison dans 2G, si u ∼ ϕ(u). 
C.Q.F.D.
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Re´sume´ : Nous donnons une solution comple`te au proble`me de conjugaison dans
le groupe d’une 3–varie´te´ orientable ve´rifiant la conjecture de ge´ome´trisation de
Thurston. On montre aise´ment que ce proble`me se re´duit au cas d’une 3–varie´te´
ferme´e irre´ductible, qui est soit Haken, soit un espace fibre´ de Seifert. La plupart de
ce travail est de´voue´ au cas haken.
Nous utilisons principalement la strate´gie utilise´e par Z.Sela dans le cas d’un
groupe de noeud. Nous coupons la varie´te´ le long de tores essentiels, afin d’obtenir
des pie`ces qui soient hyperboliques de volume fini, ou des espaces fibre´s de Seifert.
Nous montrons alors comment re´duire le proble`me de conjugaison a` des proble`mes
algorithmiques plus de´licats, dans les groupes des pie`ces obtenues.
Dans le cas d’un pie`ce admettant une fibration de Seifert, son groupe fondamental
Γ contient un sous-groupe normal cyclique N . Le groupe quotient Γ/N est Fuchsien.
La re´solution d’algorithmes dans Γ/N fournira les algorithmes ne´cessaires dans Γ.
Dans le cas d’une pie`ce M admettant une structure hyperbolique de volume
fini, nous utilisons le the´ore`me de chirurgie hyperbolique de Thurston pour montrer
comment obtenir deux ((bonnes)) varie´te´s hyperboliques M1, M2, obtenues par obtu-
ration de Dehn sur M . Les algorithmes ne´cessaire dans pi1(M) peuvent eˆtre re´duits a`
des couples d’algorithmes analogues dans pi1(M1) et pi1(M2), qui peuvent eˆtre re´solus
avec la the´orie des groupes hyperboliques de Gromov ; ce qui fournit une solution
dans pi1(M).
Mots-clefs : Proble`mes de Dehn, groupe fondamental, de´composition JSJ, gra-
phes de groupe, varie´te´ hyperbolique, the´ore`me de chirurgie hyperbolique de Thurs-
ton, topologie ge´ome´trique, espaces fibre´s de Seifert, groupes δ-hyperboliques,
groupes Fuchsiens.
Abstract : We give a complete solution for the conjugacy problem in oriented
compact 3–manifold satisfying Thurston geometrization conjecture, groups. It is ea-
silly shown, that this problem reduces to the case of a closed irreducible oriented
manifold, wich is either Haken or a Seifert fibered space. The main part of this work,
is devoted to the Haken closed case.
We essentially make use of the strategy used by Z.Sela in the case of a knot
group. We cut the manifold along essential tori, to obtain pieces which are either
hyperbolic of finite volume, or Seifert fibered spaces. We show how to reduce the
conjugacy problem to (harder) algorithmic problems in the groups of the pieces
obtained.
In the case of a piece admitting a Seifert fibration, its fundamental group Γ,
contains a cyclic normal subgroup N , and the quotient group Γ/N is Fuchsian.
Algorithms in Γ/N will supply solutions in Γ.
In the case of a finite volume hyperbolic piece M , we make use of the Thurston
hyperbolic surgery theorem to show how one can obtain two ”good” closed hyper-
bolic manifolds M1,M2 by surgery on M . The algorithms needed in pi1(M) can be
reduced two couples of similar algorithms in pi1(M1) and pi1(M2), wich can be solved
using Gromov’s word-hyperbolic group theory ; giving solutions in pi1(M).
Key-words : Dehn Problems, fundamental group, JSJ decomposition, graph of
groups, hyperbolic manifold, Thurston’s hyperbolic surgery theorem, geometric to-
pology, Seifert fibered spaces, word-hyperbolic groups, Fuchsian groups.
