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Abstract
In this paper we study the global stability, the permanence, and the oscillation character of the recursive
sequence
xn+1 = α + xn−1
xn
, n = 0,1, . . . ,
where α is a negative number and the initial conditions x−1 and x0 are negative numbers.
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1. Introduction
The stability of the recursive sequence
xn+1 = α + xn−1
xn
, n = 0,1, . . . , (1.1)
was investigated when α is an arbitrary non-negative real number and the initial conditions x−1
and x0 are positive real numbers (see A.M. Amleh et al. [1]). The case α = −1 was considered
in [2]. In this case it was shown that Eq. (1.1) has a unique three cycle, and a region of existence
of solutions was given. In [2] several open problems about the existence and behavior of solutions
of Eq. (2.9) were stated. One of these problems is the following:
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(1) Find the good set G of Eq. (2.9).
(2) Find the basin of attraction of the equilibrium point x¯ = α + 1 of Eq. (2.9) when α < −2 or
α > 1.
The existence of periodic solutions of this equation was shown in [3]. Also, in this paper,
a region of existence for solutions of Eq. (2.9) was exhibited in the case where p < −2. In [4]
the existence of a solution which decreases to zero, was shown. The problem of stability of
this equation and finding the largest domain of existence of solutions is still open. This paper is
devoted to the investigation of the stability and the oscillation of Eq. (1.1) when α is negative
and the initial conditions are negative. Also we find a basin of attraction when α < −2. For
the terminology used here, we refer the reader to V.L. Kocic and G. Ladas [5,6], Walter G.
Kelley and Allan C. Peterson [7] and S.N. Elaydi [8]. In this paper, we prove the asymptotic
stability of the unique equilibrium point x¯ = α + 1 when α < −2 and the unstability of x¯ when
α ∈ (−2,0) \ {−1}. Also, we show that x¯ is a global attractor with a basin that depends on α.
2. Linearized stability analysis
In this section we study the asymptotic stability for the recursive sequence
xn+1 = α + xn−1
xn
, n = 0,1, . . . , (2.1)
where α < 0.
The linearized equation associated with (2.1) about the equilibrium point x¯ = α + 1 is
yn+1 + 1
α + 1yn −
1
α + 1yn−1 = 0, n = 0,1, . . . . (2.2)
The characteristic equation of (2.2) is
λ2 + θλ − θ = 0, (2.3)
where θ = 1/(α + 1).
Equation (2.3) has two roots
λ1,2 = θ2
(
−1 ±
√
1 + 4
θ
)
.
We summarize the results of this section in the following
Theorem 2.1.
(1) If α ∈ (−1,0), then x¯ is unstable.
(2) If α ∈ (−2,−1), then x¯ is unstable.
(3) If α < −2, then x¯ is locally asymptotically stable.
Proof. (1) Let α ∈ (−1,0). Then −1 − √5 < −1 − √1 + (4/θ) < −2 and θ/2 > 1/2 whence
|λ2| = θ2
(
1 +
√
1 + 4
θ
)
> 1.
Hence x¯ is unstable.
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cases.
Case 1: 0 1 + (4/θ) < 1. In this case we have
|λ1| = −θ2
(
1 −
√
1 + 4
θ
)
> 1.
Hence x¯ is unstable.
Case 2: −3 < 1 + (4/θ) < 0. In this case we have
|λ1,2|2 = −θ > 1.
Hence x¯ is unstable.
Let α < −2. Then −1 < θ < 0. Hence |λ1,2|2 = −θ < 1 and x¯ is asymptotically stable. 
3. Global attractivity
In this section we study the global attractivity of the equilibrium point x¯ = α + 1 of the
recursive sequence
xn+1 = α + xn−1
xn
, n = 0,1, . . . ,
where α < −1 and the initial conditions are negative.
Definition 3.1. [5,6] An interval I of real numbers is said to be invariant under a real function
G(x,y) if G(x,y) ∈ I ∀x,y ∈ I .
We need the following lemmas to prove the main result of this section.
Lemma 3.1. [9] Let I = [a, b] be an invariant interval under a continuous function G(x,y)
which is nonincreasing in x for each y ∈ I and nondecreasing in y for each x ∈ I . Assume that
y¯ ∈ I is a unique equilibrium point of the equation
yn+1 = G(yn, yn−1), n = 0,1, . . . . (∗)
If the system
x = G(y,x) and y = G(x,y) (3.1)
has exactly one solution in I 2, then y¯ is a global attractor with basin I 2.
Proof. Let {yn}n0 be a solution of (∗) with initial conditions y−1, y0 ∈ I , λ = lim infn→∞ yn
and Λ = lim supn→∞ yn. Take U1 = G(λ,Λ) and L1 = G(Λ,λ). For every  ∈ (0, λ− a), there
exists n0 ∈N such that
λ −  < yn < Λ +  ∀n n0.
Then
L1  λΛU1.
Set Un+1 = G(Ln,Un) and Ln+1 = G(Un+1,Ln), n = 1,2, . . . . One can see that
a  · · ·L2 L1  λΛU1 U2  · · · b.
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creasing to a number say L ∈ I . This implies that (U,L) ∈ I 2 is a solution of system (3.1).
Therefore, U = L = y¯ = λ = Λ. 
Corollary 3.1. Let I = [a, b] be an invariant interval under a continuous function G(x,y) which
is nonincreasing in x for each y ∈ I and nondecreasing in y for each x ∈ I . Assume that y¯ ∈ I is
a unique equilibrium point of Eq. (∗). Assume that J is a closed interval such that G(x,y) ∈ I
∀x, y ∈ J . If the system
x = G(y,x) and y = G(x,y)
has exactly one solution in I 2, then y¯ is a global attractor with basin J 2.
Suppose that there exist m,M ∈ (0,1) such that α satisfies the following condition:
−m
M(1 − M)  α 
−M
m(1 − m). (3.2)
Lemma 3.2. If there exist m,M ∈ (0,1) such that mM and condition (3.2) holds, then I0 =
[αM,αm] contains x¯ = α + 1 and invariant under the function
G(x,y) = α + x
y
. (3.3)
Moreover,
∀x, y ∈ Jk = [kαM,kαm] G(x,y) ∈ I0 for any k ∈N.
Proof. Condition (3.2) implies that x¯ ∈ I0. Let x, y ∈ [αM,αm], then αy  α2M and
x/(1 − M)  αm/(1 − M). By condition (3.2), we get αy + (x/(1 − M))  0 whence
(1 − M)α + (x/y)  0 and G(x,y)  αM . Similarly, we can see that G(x,y)  αm. Now
let k ∈N and x, y ∈ Jk . We have αy  kα2M and x/(1 −M) αkm/(1 −M). Again by condi-
tion (3.2), we get
αy + x
1 − M  kα
2M + αkm
1 − M  0
whence (1−M)α+(x/y) 0 and G(x,y) αM . Similarly, we can see that G(x,y) αm. 
Lemma 3.3. If α = 1, then the system
α + x
y
= x and α + y
x
= y
has exactly one solution (x, y) = (x¯, x¯).
Proof. Let (x, y) be a solution of the system. Then (x − y)(1 − α) = 0 whence x = y = α + 1.
We combine Corollary 3.1, Lemmas 3.2 and 3.3 to obtain the following result:
Theorem 3.1. If there exist m,M ∈ (0,1) such that mM and condition (3.2) is satisfied, then
x¯ = α + 1 is a global attractor to Eq. (3.1) with basin⋃
k1
[kαM,kαm]2.
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∀m,M ∈
(
2
3
,1
) (
mM ⇒ −m
M(1 − M) 
−M
m(1 − m)
)
.
In the following theorem, we assume that α < −3 and θ is a positive number such that
0 < θ < min
{
−2
(
α
9
+ 1
3
)
,
1
2
−
√
1
α
+ 1
4
}
, if α −4, (3.4)
and
0 < θ < −2
(
α
9
+ 1
3
)
, if −4 < α < −3. (3.5)
We denote by
f (x) = x2 − x − 1
α
(θ + x), x  0.
We see that θ < −2((α/9) + 1/3) ⇔ f (2/3) < 0. Also f (1) = −(θ + 1)/α > 0. Then f has a
zero m0 ∈ (2/3,1) which is given by the relation
m0 = 12
(
1 + 1
α
)
+
√
θ
α
+ 1
4
(
1 + 1
α
)2
.
Theorem 3.2. Assume that θ satisfies inequality (3.4) when α −4 and satisfies inequality (3.5)
when −3 > α > −4. If m0 ∈ (2/3,1) is the zero of the function defined by
f (x) = x2 − x − 1
α
(θ + x), x  0, (3.6)
then x¯ = α + 1 is a global attractor of Eq. (3.1) with basin⋃
k∈N
[
kα(m0 + θ),αkm0
]2
. (3.7)
Proof. We show that M0 = m0 + θ < 1. We have
M0 − 1 =
(
m20 − m0
)
α − 1 = α
(
m20 − m0 −
1
α
)
= α
((
m0 − 12
)2
−
(
1
α
+ 1
4
))
.
When −4 < α, then M0 < 1. When −4  α, condition (3.4) implies that f ((1/2) +√
(1/α) + (1/4)) < 0. Hence m0 > (1/2) + √(1/α) + (1/4) and M0 < 1. Hence m0,M0 ∈
(2/3,1) and satisfy condition (3.2). By Theorem 3.1, we get the result. 
4. Oscillation property
Our aim of this section is to investigate the oscillation property of the recursive sequence
xn+1 = α + xn−1
xn
, n = 0,1, . . . , (4.1)
when α < −1.
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statements are true:
(1) If there exists n0 ∈N such that xn  α + 1 ∀n n0 − 1, then it is monotonically convergent
to 0.
(2) If there exists n0 ∈N such that xn < α + 1 ∀n n0 − 1, then it is decreasing to −∞.
Proof. (1) Assume that there exists n0 ∈N such that
xn  x¯ = α + 1 ∀n n0 − 1.
We have xn0+1 = α + (xn0−1/xn0)  α + 1. Then xn0−1/xn0  1. We have the following two
cases.
Case 1: xn0−1 > 0. In this case 0 < xn0  xn0−1. By induction we can see that
xn0−1  xn0  xn0+1  · · · > 0.
Hence {xn} is decreasing to 0.
Case 2: xn0−1 < 0. In this case 0 > xn0  xn0−1. By induction we get
α + 1 xn0−1  xn0  · · · < 0.
Hence {xn} is increasing to 0.
(2) Assume that there exists n0 ∈N such that
xn < x¯ = α + 1 ∀n n0 − 1.
We have xn0+1 = α + (xn0−1/xn0) < α + 1. Then xn0−1/xn0 < 1 whence xn0 < xn0−1 < α + 1.
By induction we get
α + 1 > xn0−1 > xn0 > xn0+1 > · · · .
Hence {xn} is decreasing to −∞. 
Theorem 4.1. Assume that θ satisfies inequality (3.4) when α  −4 and satisfies (3.5) when
−3 > α > −4. If m0 ∈ (2/3,1) is the zero of the function defined by
f (x) = x2 − x − 1
α
(θ + x), x  0,
then every nontrivial solution of Eq. (4.1), with initial conditions x−1, x0 such that
(x−1, x0) ∈
⋃
k∈N
[
kα(m0 + θ),αkm0
]2
,
is oscillatory.
Proof. Assume for the sake of contradiction that {xn} is a nonoscillatory solution. Then by
Lemma 4.1, {xn} is convergent to either 0 or −∞ which is impossible by Theorem 3.2. 
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