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Abstract
This paper is devoted to a study of linear, differential and topological classifications for
linear controlled systems governed by ordinary differential equations. The necessary and
sufficient conditions for the linear and topological equivalence are given. It is also shown
that the differential equivalence is the same as the linear equivalence for the linear con-
trolled systems.
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1 Introduction
In this paper, we study the classification problems for the following time-invariant linear
controlled system
·
x (t) = Ax(t) +Bu(t), t ≥ 0, (1.1)
where
·
x = dx
dt
, x(t) ∈ Rn is the state variable, u(t) ∈ Rm is the control variable, and A and B
are real matrices of dimensions n × n and n ×m, respectively. The admissible control set is
chosen to be L1loc(R
+;Rm). Since (1.1) is uniquely determined by the pair of matrices A and
B, we denote it simply by (A,B).
Classification is a basic problem in science. Elements in the same equivalent class have
some similar properties (such as controllability and the number of the efficient controls of
controlled systems in our case). Thus, in order to know the properties of all elements in
the same class, we only need to study some special one (for example, the system with the
canonical form that will be introduced later).
Consider now the following two systems
·
x (t) = A1x(t) +B1u(t) (1.2)
and
·
y(t) = A2y(t) +B2v(t). (1.3)
Here, x(t), y(t) ∈ Rn are state variables, u(t), v(t) ∈ Rm are control variables, and Ai, Bi
(i = 1, 2) are real matrices of dimensions n × n and n ×m, respectively. We introduce the
following:
Definition 1.1 1) Systems (1.2) and (1.3) are called topologically equivalent if there exists a
(vector-valued) function F (x, u) ≡ (H(x, u), G(x, u)), where H(x, u) ∈ C(Rn × Rm;Rn) and
G(x, u) ∈ C(Rn × Rm;Rm), such that
i) F (·, ·) is a homeomorphism from Rn×Rm to Rn×Rm (henceforth we denote the inverse
function of F (x, u) by F−1(y, v) ≡ (Z(y, v),W (y, v)));
ii) The transformation (y(t), v(t)) = (H(x(t), u(t)), G(x(t), u(t))) brings (1.2) to (1.3), and
the transformation (x(t), u(t)) = (Z(y(t), v(t)),W (y(t), v(t))) brings (1.3) to (1.2).
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2) Systems (1.2) and (1.3) are called differentially equivalent if F (x, u) is an C1 diffeomor-
phism from Rn × Rm to Rn × Rm.
3) Systems (1.2) and (1.3) are called linearly equivalent if F (x, u) is a linear isomorphism
from Rn × Rm to Rn ×Rm.
Several remarks are in order.
Remark 1.1 The transformation (y(t), v(t)) = (H(x(t), u(t)), G(x(t), u(t))) brings (1.2) to
(1.3) means that: if x(t) is the solution of (1.2) with the initial datum x(0) = x0 and the
control u(·) ∈ C([0,+∞);Rm), then by the transformation F (·, ·), y(t) = H(x(t), u(t)) is the
solution of (1.3) with the initial datum y(0) = H(x(0), u(0)) = H(x0, u(0)) and the control
v(t) = G(x(t), u(t)).
Remark 1.2 It is easy to check that the linear, differential and topological equivalence are
actually equivalence relations, by which we mean, as usual, they are symmetric, reflexive and
transitive. In the sequel, we call (H(x, u), G(x, u)) the equivalence transformation from system
(1.2) to system (1.3).
Remark 1.3 It is clear that the following relation holds:
Linear equivalence⇒ Differential equivalence⇒ Topological equivalence.
Remark 1.4 Since any ordinary differential equation can be regarded as a controlled system
without effective control (i.e. B = 0 in (1.1)), the classification results in this paper also apply
to ordinary differential equations (ODEs for short). For autonomous linear ODEs, our result
coincides with those in [8].
The classification problem for the linear completely controllable system was studied by
Brunovsky [2]. In [2], Brunovsky introduced the concept of feedback equivalence and showed
that there are only finitely many feedback equivalence classes and each of which can be
represented by a simple canonical form. Later, Liang ([5]) extended this result to the general
controlled linear system.
There exist extensive works on the classification of controlled systems by means of linear
equivalence transformations (cf. [1, 2, 5, 6, 7]). As for the nonlinear transformations, we
refer to [3] and [9] for some results on nonlinear controlled system
·
x = f(x)+ g(x)u with C∞
smooth transformation y = φ(x), v = α(x)+β(x)u. In this paper, we will adopt the methods
introduced in [8] (which is addressed to the classifications of ordinary differential equations)
and our transformations are neither necessarily linear nor need high regularity.
We claim that the function H(x, u) in Definition 1.1 has the following fundamental prop-
erty.
Proposition 1.1 If F (x, u) = (H(x, u), G(x, u)) is a topological equivalence transformation
from system (1.2) to system (1.3), then H(x, u) is independent of u and we can simply write
it as H(x). Furthermore, H(x) is a homeomorphism from Rn to Rn.
We refer the reader to Appendix A for a proof of Proposition 1.1. It follows from Propo-
sition 1.1 that Definition 1.1 can be reduced to the following simpler one.
Definition 1.2 1) Systems (1.2) and (1.3) are called topologically equivalent if there exists
a (vector-valued) function F (x, u) ≡ (H(x), G(x, u)), where H(x) ∈ C(Rn;Rn) and G(x, u) ∈
C(Rn × Rm;Rm), such that
3
i) F (·, ·) is a homeomorphism from Rn×Rm to Rn×Rm (henceforth we denote the inverse
function of F (x, u) by F−1(y, v) ≡ (H−1(y),W (y, v)));
ii) The transformation (y(t), v(t)) = (H(x(t)), G(x(t), u(t))) brings (1.2) to (1.3), and the
transformation (x(t), u(t)) = (H−1(y(t)),W (y(t), v(t))) brings (1.3) to (1.2).
2) Systems (1.2) and (1.3) are called differentially equivalent if F (x, u) is an C1 diffeomor-
phism from Rn × Rm to Rn × Rm.
3) Systems (1.2) and (1.3) are called linearly equivalent if F (x, u) is a linear isomorphism
from Rn × Rm to Rn ×Rm.
In what follows, we discuss the equivalence classes of system (1.1) in the sense of Definition
1.2. The main results of this paper are follows. First, it is shown that the linear equivalence
given in Definition 1.2 coincides with the feedback equivalence which will be recalled later.
Next, we study the differential classification of system (1.1). Since the differential equivalence
transformation F (x, u) is an C1 diffeomorphism, we can find a linear isomorphism with the
aid of the derivative of F . It turns out that the differential classification is the same as
the linear classification. Finally, we address to the topological classification of system (1.1).
Technically, the discussion is reduced to the classification for a completely controllable system
and an ODE, respectively. The crucial point is to classify linear completely controllable
systems in our sense of topological equivalence. The difficulty consists in the fact that very
little is known about the properties of the equivalence transformation. Thus, it is hard to find
a homeomorphism. To overcome this, we study the canonical form and use the contradiction
argument to avoid constructing the equivalence transformation directly. Our result read: once
two linear completely controllable systems are topologically equivalent, then they are linearly
equivalent.
The rest of this paper is organized as follows. Some preliminary knowledge are recalled
in Section 2. In Section 3, we discuss the linear classification for system (1.1). Section 4 is
devoted to analyzing the differential classification for system (1.1). In Section 5, we study the
topological classification and give a necessary and sufficient condition for this classification.
Section 6 and Appendix A are devoted respectively to prove Proposition 5.5 and Proposition
1.1.
2 Some preliminaries
In this section, we present some preliminary results, which will play a role in the sequel.
2.1 Feedback classification of linear controlled systems
In [5], Liang extended the concept of feedback equivalence which was introduced by Brunovsky
for linear completely controllable systems to general controlled linear systems.
Definition 2.1 Systems (1.2) and (1.3) are called feedback equivalent if there exist matrices
O, Q and L of dimensions n × n, m × m and m × n, respectively, with O and Q being
nonsingular, such that
A2 = O
−1A1O +O
−1B1L, B2 = O
−1B1Q.
Put k = rank
(
B,AB, · · · , An−1B
)
. Clearly, k ≤ n. It is well-known that system (1.1) is
completely controllable if and only if k = n.
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Following Brunovsky ([2]), we introduce two sequences for linear controlled systems. Put
r0 = rankB and rj = rank
(
B,AB, · · · , AjB
)
− rank
(
B,AB, · · · , Aj−1B
)
for 1 ≤ j ≤ n − 1.
Define R(A,B) ≡ {rj}
n−1
j=0 . Denote by Lj the linear subspace of R
n spanned by the column
vectors of
(
B,AB, · · · , AjB
)
. Denote by Aj the orthogonal complement of Lj−1 in Lj and
by πj(b) the orthogonal projection of a vector b ∈ Lj into Aj . One can choose k linear
independent vectors from the column vectors of
(
B,AB, · · · , An−1B
)
to construct a set S,
such that the vectors
{
πj(A
jbi); A
jbi ∈ S, j fixed
}
span Aj and if A
jbi 6∈ S, then A
j+1bi 6∈ S,
where bi ∈ R
n is the i-th column of B. Associate every column bi with a number pi, such that
Ajbi ∈ S for 0 ≤ j ≤ pi − 1, but A
pibi 6∈ S. By re-ordering suitably the columns of B, one
can achieve that p1 ≥ p2 ≥ · · · ≥ pm. Define P (A,B) ≡ {pi}
m
i=1.
It is easy to deduce from Lemma 1 in Section 2 of [2] that
Lemma 2.1 The finite sequences R(A,B) = {rj}
n−1
j=0 and P (A,B) = {pi}
m
i=1 have the fol-
lowing properties:
1) 0 ≤ rj ≤ m, r0 ≥ r1 ≥ · · · ≥ rp1−1 > 0, rj = 0 for j ≥ p1,
n−1∑
j=0
rj = k;
2) 0 ≤ pi ≤ n, p1 ≥ p2 ≥ · · · ≥ pr0 > 0, pi = 0 for i > r0,
m∑
i=1
pi = k;
3) P (A1, B1) = P (A2, B2) if and only if R(A1, B1) = R(A2, B2).
Lemma 2.2 (Theorem 1 in Section 2 of [2]) Assume that systems (1.2) and (1.3) are com-
pletely controllable. Then they are feedback equivalent if and only if R(A1, B1) = R(A2, B2)
(or equivalently P (A1, B1) = P (A2, B2)).
We derive from [5] the following result.
Theorem 2.1 Any system (A,B) is feedback equivalent to a system (A˜, B˜) of the form:
A˜ =
[
C 0
0 M
]
, B˜ =
[
D
0
]
,
where M is an (n−k)×(n−k) Jordan matrix of the form (recall k = rank
(
B,AB, · · · , An−1B
)
)
M =
 M− 0 00 M+ 0
0 0 M0
 , (2.1)
for which the real parts of eigenvalues of M−, M+ and M0 are negative, positive and zero,
respectively; C and D are respectively k × k and k ×m matrices of the forms
C =

Jp1 0 · · · 0
0 Jp2 · · · 0
...
...
. . .
...
0 0 · · · Jpr0
 , D =

ep1 0 · · · 0 0 · · · 0
0 ep2 · · · 0 0 · · · 0
...
...
. . .
...
...
...
0 0 · · · epr0 0 · · · 0
 ,
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where {pi}
m
i=1 = P (A,B), Jq and eq are q × q and q × 1 matrices, respectively
Jq =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 0 0 · · · 0
 , eq =

0
...
0
1
 .
Remark 2.1 In the sequel, we call the pair (A˜, B˜) in Theorem 2.1 the canonical form of
(A,B).
2.2 Classification of autonomous linear ordinary differential equations
Consider the following two autonomous linear ordinary differential equations
·
x (t) = A1x(t) (2.2)
and
·
y(t) = A2y(t), (2.3)
where x(t), y(t) ∈ Rn, and A1, A2 are real matrices of dimensions n× n.
Definition 2.2 (Definition 6.1 in Chapter 2 of [8, p. 26]) Systems (2.2) and (2.3) are called
topologically equivalent if there exists a (vector-valued) function H(x) ∈ C(Rn;Rn) such that
the transformation y(t) = H(x(t)) brings (2.2) to (2.3).
Denote by n−, n+ and n0 respectively the numbers of matrixM ’s eigenvalues with negative
real parts, positive real parts and zero real parts (similar notations n−i , n
+
i and n
0
i are for
matrix Mi (i = 1, 2)).
Lemma 2.3 (Theorem 11.1 in Chapter 3 of [8, p. 49]) ODEs (M1, 0) and (M2, 0) are topo-
logically equivalent if and only if (n−1 , n
+
1 , n
0
1) = (n
−
2 , n
+
2 , n
0
2) and the matrices M
0
1 and M
0
2
are similar. Here, Mi (i = 1, 2) are matrices in the form (2.1).
2.3 Lebesgue covering theorem
For any topological space, the Lebesgue covering dimension is defined to be n if n is the
smallest integer for which the following holds: any open cover has a refinement (a second
cover where each element is a subset of an element in the first cover) such that no point is
included in more than n+ 1 elements. If no such n exists, then the dimension is infinite.
Theorem 2.2 (Lebesgue covering theorem, c.f. [4]) The Lebesgue covering dimension coin-
cides with the affine dimension of a finite simplicial complex.
Theorem 2.2 indicates that the dimension do not change via a homeomorphism transfor-
mation.
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3 Linear classification
This section is addressed to the linear classification of system (1.1). The main result in this
section is stated as follows.
Theorem 3.1 Systems (1.2) and (1.3) are linearly equivalent if and only if there are matrices
O, Q and L of dimensions n × n, m × m and m × n, respectively, with O and Q being
nonsingular, such that
A2 = O
−1A1O +O
−1B1L, B2 = O
−1B1Q. (3.1)
Proof. Sufficiency. It is easy to check that[
y
v
]
=
[
H(x)
G(x, u)
]
=
[
O−1 0
−Q−1LO−1 Q−1
] [
x
u
]
is the equivalence transformation from system (1.2) to system (1.3). Therefore these two
systems are linearly equivalent.
Necessity. Assume systems (1.2) and (1.3) are linearly equivalent and denote the equiva-
lence transformation by[
y
v
]
=
[
H(x)
G(x, u)
]
=
[
ℓ1 0
ℓ2 ℓ3
] [
x
u
]
,
where
[
ℓ1 0
ℓ2 ℓ3
]
is a nonsingular (n +m) × (n +m) constant matrix. Hence ℓ1 and ℓ3 are
nonsingular. Set
O = ℓ−11 , Q = ℓ
−1
3 , L = −ℓ
−1
3 ℓ2ℓ
−1
1 ,
then Ai, Bi (i=1, 2) satisfy relation (3.1).
Remark 3.1 Theorem 3.1 shows that linear equivalence defined in this paper is actually the
same as feedback equivalence introduced in [2] (recall Definition 2.1 for feedback equivalence).
The novelty in our Definition 1.2 for the linear equivalence is that we discuss the equiv-
alence by the property of transformation and define three types of classifications in a unified
way.
4 Differential classification
This section is devoted to the differential classification of system (1.1). The main result in
this section is as follows.
Theorem 4.1 Systems (1.2) and (1.3) are differentially equivalent if and only if they are
linearly equivalent.
Proof. By Remark 1.3, it suffices to show the “ only if ” part.
Denote by (H(x), G(x, u)) the differential equivalence transformation from system (1.2)
to system (1.3). The solutions of systems (1.2) and (1.3) can be expressed respectively as
x(t) = eA1tx0 +
∫ t
0
eA1(t−s)B1u(s)ds
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and
y(t) = H(x(t)) = eA2ty0 +
∫ t
0
eA2(t−s)B2G(x(s), u(s))ds. (4.1)
Taking t = 0 in (4.1) gives H
(
x0
)
= y0. Hence, (4.1) can be rewritten as
H(x(t)) = eA2tH
(
x0
)
+
∫ t
0
eA2(t−s)B2G(x(s), u(s))ds. (4.2)
Setting u ≡ 0, differentiating (4.2) with respect to x0, and then setting x0 = 0, we arrive at
DxH(0)e
A1t = eA2tDxH(0) +
∫ t
0
eA2(t−s)B2DxG(0, 0)e
A1sds. (4.3)
Furthermore, differentiating (4.3) with respect to t and setting t = 0, we get
DxH(0)A1 = A2DxH(0) +B2DxG(0, 0). (4.4)
Similarly, setting x0 = 0 and u ≡ u0, differentiate (4.2) with respect to t, and then setting
t = 0, it follows
DxH(0)B1u
0 = A2H(0) +B2G
(
0, u0
)
.
Differentiating the above formula with respect to u0 and setting u0 = 0, we find
DxH(0)B1 = B2DuG(0, 0). (4.5)
Since F (x, u) is a diffeomorphism from Rn×Rm to itself, we see that F−1(F (x, u)) = (x, u).
Consequently,
D(y,v)F
−1(F (x, u))D(x,u)F (x, u) = I,
which implies
detD(y,v)F
−1(F (x, u))detD(x,u)F (x, u) = 1.
From this formula, we deduce that
D(x,u)F (0, 0) =
[
DxH(0) 0
DxG(0, 0) DuG(0, 0)
]
is nonsingular. Thus, DxH(0) and DuG(0, 0) are nonsingular. Therefore, (4.4) and (4.5) yield
A1 = DxH(0)
−1A2DxH(0) +DxH(0)
−1B2DxG(0, 0), (4.6)
and
B1 = DxH(0)
−1B2DuG(0, 0). (4.7)
Combining (4.6) and (4.7), and noting Theorem 2.1, we arrive at the desired result. This
completes the proof of Theorem 3.1.
Remark 4.1 Theorem 3.1 indicates that for system (1.1), its differential classification is the
same as its linear classification. However, as we will show later, its linear classification is
different from its topological classification. Indeed, Example 5.1 in Section 5 gives two systems,
which are not linearly equivalent but topologically equivalent.
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5 Topological classification
This section is devoted to the topological classification of system (1.1).
To begin with, let us introduce some notations. Put
ki = rank
(
Bi, AiBi, · · · , A
n−1
i Bi
)
, i = 1, 2.
In virtue of Theorem 2.1, systems (Ai, Bi) are linearly equivalent to their canonical forms
(A˜i, B˜i) =
( [
Ci 0
0 Mi
]
,
[
Di
0
] )
, i = 1, 2, (5.1)
with Ci, Di and Mi being ki×ki, ki×m and (n−ki)× (n−ki) matrices, respectively. Denote
r = rankB1, s = rankB2, {pi}
m
i=1 = P (A1, B1) and {qi}
m
i=1 = P (A2, B2) Then Ci and Di can
be expressed as follows (recall that Jq and eq are defined in Theorem 2.1)
C1 =

Jp1 0 · · · 0
0 Jp2 · · · 0
...
...
. . .
...
0 0 · · · Jpr
 , D1 =

ep1 0 · · · 0 0 · · · 0
0 ep2 · · · 0 0 · · · 0
...
...
. . .
...
...
...
0 0 · · · epr 0 · · · 0
 , (5.2)
and
C2 =

Jq1 0 · · · 0
0 Jq2 · · · 0
...
...
. . .
...
0 0 · · · Jqs
 , D2 =

eq1 0 · · · 0 0 · · · 0
0 eq2 · · · 0 0 · · · 0
...
...
. . .
...
...
...
0 0 · · · eqs 0 · · · 0
 . (5.3)
Remark 5.1 For any topological equivalence transformation (H(x), G(x, u)) from system
(1.2) to system (1.3), without loss of generality, we can always assume H(0) = 0 in the
following discussion. Otherwise, one may choose (H(x) −H(0), G(x, u) − G(0, 0)) to be the
new topological equivalence transformation.
The main result in this section is stated as follows.
Theorem 5.1 Assume that the canonical forms of systems (1.2) and (1.3) are respectively
(A˜i, B˜i) =
( [
Ci 0
0 Mi
]
,
[
Di
0
] )
, i = 1, 2,
given by (5.1). Then, systems (1.2) and (1.3) are topologically equivalent if and only if
k1 = k2, (5.4)
R(A1, B1) = R(A2, B2) (or equivalently P (A1, B1) = P (A2, B2)), (5.5)
(n−1 , n
+
1 , n
0
1) = (n
−
2 , n
+
2 , n
0
2), (5.6)
and the matrices M01 and M
0
2 are similar.
For better orientation, we divide the proof of this theorem into several propositions which
concern with the necessary conditions for the topological equivalence.
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Proposition 5.1 If systems (1.2) and (1.3) are topologically equivalent, then k1 = k2.
Proof. We use the contradiction argument and assume that k1 > k2.
By Theorem 2.1, systems (Ai, Bi) are linearly equivalent to systems (A˜i, B˜i) (i = 1, 2).
Hence, by Remark 1.3, without loss of generality, we assume that systems (Ai, Bi) (i = 1, 2)
are in the canonical form (5.1).
Denote by (H(x), G(x, u)) the topological equivalence transformation from (1.2) to (1.3).
Let x(0) = 0 and fix a t0 > 0. Since system (1.2) is composed by a completely controllable
system (C1,D1) and an ODE (M1, 0), it is easy to see that
Θ1 := {x (t0; 0, u(·)) ; u(·) ∈ C([0,+∞);R
m)} = Rk1 × {0} ⊂ Rn.
Similarly, for any initial datum y0 ∈ Rn, one finds
Θ2 :=
{
y(t0; y
0, v(·)); v(·) ∈ C ([0,+∞);Rm)
}
= Rk2 ×
{
a fixed point in Rn−k2
}
⊂ Rn.
Thanks to Theorem 2.2, we see that H(Θ1) is a k1-dimensional topological manifold
since H(x) is a homeomorphism from Rn to Rn. On the other hand, since transformation
(y(t), v(t)) = (H(x(t), G(x(t), u(t))) brings (1.2) to (1.3), one has H(Θ1) ⊂ Θ2. Noting the
dimension of Θ2 is k2, we conclude that the dimension of H(Θ1) is at most k2. Noting however
that k1 > k2, we arrive at a contradiction. This completes the proof of Proposition 5.1.
Proposition 5.2 Let Ei, Ki and Ni be real matrices of dimensions k × k, k ×m and (n −
k)× (n− k), respectively. Assume that system[
·
x1(t)
·
x2(t)
]
=
[
E1 0
0 N1
] [
x1(t)
x2(t)
]
+
[
K1
0
]
u(t) (5.7)
is topologically equivalent to system[
·
y1(t)
·
y2(t)
]
=
[
E2 0
0 N2
] [
y1(t)
y2(t)
]
+
[
K2
0
]
v(t), (5.8)
and the topological equivalence transformation from (5.7) to (5.8) is
y1 = h1(x1, x2),
y2 = h2(x1, x2),
v = G(x1, x2, u).
And assume systems
·
x1(t) = E1x1(t) +K1u(t) and
·
y1(t) = E2y1(t) +K2v(t) are completely
controllable. Then, y2 = h2(x1, x2) is independent of x1 and h2(x2) is a homeomorphism from
R
n−k to Rn−k.
Proof. The proof is divided into several steps.
Step 1. We show that h2(x1, x2) is independent of x1, that is
h2(x1, x2) ≡ h2(x2), ∀x1 ∈ R
k, ∀x2 ∈ R
n−k.
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In fact, assuming this is not the case, we deduce that there exist a0, b0 ∈ Rk and x¯2 ∈ R
n−k
such that
h2
(
a0, x¯2
)
6= h2
(
b0, x¯2
)
. (5.9)
We use (x1(t), x2(t)) to denote the solution of (5.7) with initial datum
(
x01, x
0
2
)
and control
u(t). Denote by (xˆ1(t), xˆ2(t)) the solution of (5.7) with initial datum
(
xˆ01, xˆ
0
2
)
and control uˆ(t).
Similar notations are for system (5.8).
Fix a t0 > 0 and a x
0
1 ∈ R
k. Taking xˆ01 = x
0
1 and xˆ
0
2 = x
0
2 = e
−N1t0 x¯2, one finds
xˆ2(t0) = e
N1t0 xˆ02 = x¯2 = e
N1t0x02 = x2(t0). (5.10)
Since system
·
x1(t) = E1x1(t)+K1u(t) is completely controllable, there exist two controls u(t)
and uˆ(t) such that x1(t0) = a
0 and xˆ1(t0) = b
0. Hence, combining (5.9) and (5.10), it follows
yˆ2(t0) = h2 (xˆ1(t0), xˆ2(t0)) = h2
(
b0, x¯2
)
6= h2
(
a0, x¯2
)
= h2 (x1(t0), x2(t0)) = y2(t0). (5.11)
However, by
yˆ02 = h2
(
xˆ01, xˆ
0
2
)
= h2
(
x01, x
0
2
)
= y02 ,
we obtain
yˆ2(t0) = e
N2t0 yˆ02 = e
N2t0y02 = y2(t0),
which contradicts (5.11). Therefore, h2(x1, x2) is independent of x1 and henceforth we simply
denote it by h2(x2).
Step 2. We now show that h2(x2) is a homeomorphism from R
n−k to Rn−k.
First of all, we prove that h2 is invertible. Indeed, we denote the inverse function of
(h1(x1, x2), h2(x2)) by (z1(y1, y2), z2(y1, y2)) (recall that, by Proposition 1.1, (h1(x1, x2), h2(x2))
is invertible). Similar to Step 1, one finds
z2(y1, y2) ≡ z2(y2), ∀y1 ∈ R
k, ∀y2 ∈ R
n−k.
Therefore,
(x1, x2) = (z1(h1(x1, x2), h2(x2)), z2(h2(x2))), ∀x1 ∈ R
k, ∀x2 ∈ R
n−k,
which yields
x2 = z2(h2(x2)), ∀x2 ∈ R
n−k.
Similarly, we have
y2 = h2(z2(y2)), ∀y2 ∈ R
n−k.
Hence h−12 = z2.
Next, noting h2 and z2 are continuous functions, we conclude that h2(x2) is a homeomor-
phism from Rn−k.
Proposition 5.3 Under the assumption of Proposition 5.2, systems
·
x1(t) = E1x1(t) +K1u(t) (5.12)
and
·
y1(t) = E2y1(t) +K2v(t) (5.13)
are topologically equivalent, and ODEs
·
x2(t) = N1x2(t) (5.14)
and
·
y2(t) = N2y2(t) (5.15)
are topologically equivalent as well.
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Proof. It is easy to see that the transformation y2(t) = h2(x2(t)) brings (5.14) to (5.15).
Consequently, y2 = h2(x2) is an equivalence transformation from system (5.14) to system
(5.15), and therefore these two ODEs are topologically equivalent.
We show that system (5.12) is topologically equivalent to system (5.13).
From Proposition 5.2, the inverse function of (h1(x1, x2), h2(x2);G(x1, x2, u)) is of the form
(z1(y1, y2), z2(y2);W (y1, y2, v)).
First of all, we claim that (h1(x1, 0);G(x1, 0, u)) is a homeomorphism from R
k×Rm to Rk×
R
m and its inverse function is (z1(y1, 0);W (y1, 0, v)). Indeed, Remark 5.1 implies h2(0) = 0.
Since h2(x2) is one-to-one, x2 = 0 if and only if y2 = 0. Noting (h1(x1, x2), h2(x2);G(x1, x2, u))
is a homeomorphism of Rn × Rm, we see that (h1(x1, 0), h2(0);G(x1, 0, u)) is a homeomor-
phism of Rk × {0} × Rm and its inverse function is (z1(y1, 0), z2(0);W (y1, 0, v)). There-
fore, (h1(x1, 0);G(x1, 0, u)) is a homeomorphism of R
k × Rm and its inverse function is
(z1(y1, 0);W (y1, 0, v)).
Next, for any (x1(t), u(t)) satisfying system (5.12), it is easy to see that (x1(t), 0, u(t))
satisfies system (5.7). Since the transformation (h1(x1, x2), h2(x2);G(x1, x2, u)) brings (5.7) to
(5.8), we conclude that (h1(x1(t), 0), h2(0), G(x1(t), 0, u(t)) satisfies (5.8). Hence (h1(x1(t), 0),
G(x1(t), 0, u(t))) satisfies (5.13), which yields that the transformation (h1(x1, 0);G(x1, 0, u))
brings (5.12) to (5.13).
Similarly, the inverse transformation (z1(y1, 0);W (y1, 0, v)) of (h1(x1, 0);G(x1, 0, u)) brings
(5.13) to (5.12).
Thus, (y1, v) = (h1(x1, 0);G(x1, 0, u)) is an equivalence transformation from system (5.12)
to system (5.13), and therefore these two controlled systems are topologically equivalent.
Remark 5.2 Theorem 2.1 indicates that in the sense of linear equivalence, system (1.1) can
be reduced to a completely controllable system
·
ξ(t) = Cξ(t)+Du(t) and an ODE
·
η(t) =Mη(t)
(i.e. a controlled system without effective control).
Moreover, by Proposition 5.3, it suffices to study the topological classification of the com-
pletely controllable system and the ODE, respectively.
Next, we will discuss some other necessary conditions for the topological equivalent with
the aid of the following two lemmas.
Lemma 5.1 If (H(x), G(x, u)) is a topological equivalence transformation from system (A˜1, B˜1)
to system (A˜2, B˜2), and
x¯ =
( p1 times︷ ︸︸ ︷
x¯1, 0, · · · , 0,
p2 times︷ ︸︸ ︷
x¯p1+1, 0, · · · , 0, · · · ,
pr times︷ ︸︸ ︷
x¯Pr−1
j=1 pj+1
, 0, · · · , 0,
n−k1 times︷ ︸︸ ︷
0, · · · , 0
)⊤
,
then the corresponding point y¯ = H (x¯) has the following form
y¯ =
( q1 times︷ ︸︸ ︷
y¯1, 0, · · · , 0,
q2 times︷ ︸︸ ︷
y¯q1+1, 0, · · · , 0, · · · ,
qs times︷ ︸︸ ︷
y¯Ps−1
j=1
qj+1
, 0, · · · , 0,
n−k2 times︷ ︸︸ ︷
0, · · · , 0
)⊤
. (5.16)
Here, x⊤ denotes the transpose of a vector (or matrix) x and (A˜i, B˜i) (i = 1, 2) are canonical
forms given by (5.1).
Proof. Noting the special form of matrices A˜1 and B˜1, the solution of system (A˜1, B˜1)
associated to x(0) = x¯ and u(t) ≡ 0 is
x(t) ≡ x¯, ∀t ≥ 0.
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Therefore, the corresponding y(t) = H(x(t)) ≡ H (x¯) and v(t) = G(x(t), u(t)) ≡ G(x¯, 0)
are two constants. We denote y¯ = (y¯1, · · · , y¯n)
⊤ = H (x¯) = (h1(x¯), · · · , hn(x¯))
⊤ and v(t) ≡
(v01 , · · · , v
0
m)
⊤.
Substituting ξ(t) ≡ (y¯1, · · · , y¯Ps
j=1 qj
)⊤ and v(t) ≡ (v01 , · · · , v
0
m)
⊤ into system
·
ξ(t) =
C2ξ(t) +D2v(t), we deduce that
(0, · · · , 0)⊤ =
( q1 times︷ ︸︸ ︷
y¯2, · · · , y¯q1 , v
0
1 ,
q2 times︷ ︸︸ ︷
y¯q1+2, · · · , y¯q1+q2 , v
0
2 , · · · ,
qs times︷ ︸︸ ︷
y¯Ps−1
j=1 qj+2
, · · · , y¯Ps
j=1 qj
, v0s
)⊤
,
which gives
(
y¯1, · · · , y¯Ps
j=1 qj
)⊤
=
( q1 times︷ ︸︸ ︷
y¯1, 0, · · · , 0,
q2 times︷ ︸︸ ︷
y¯q1+1, 0, · · · , 0, · · · ,
qs times︷ ︸︸ ︷
y¯Ps−1
j=1 qj+1
, 0, · · · , 0
)⊤
. (5.17)
By Proposition 5.2, we see that (y¯Ps
j=1 qj+1
, · · · , y¯n)
⊤ is independent of (x¯1, · · · , x¯Pr
j=1 pj
)⊤.
Hence(
y¯Ps
j=1 qj+1
, · · · , y¯n
)⊤
=
(
hPs
j=1 qj+1
(x¯), · · · , hn(x¯)
)⊤
=
(
hPs
j=1 qj+1
(0), · · · , hn(0)
)⊤
.
Since Remark 5.1 implies H(0) = 0, the above formula yields(
y¯Ps
j=1 qj+1
, · · · , y¯n
)⊤
= (0, · · · , 0)⊤ . (5.18)
Combining (5.17) and (5.18) we arrive at the desired (5.16). This completes the proof of
Lemma 5.1.
Lemma 5.2 Assume that (H(x), G(x, u)) is a topological equivalence transformation from
(A˜1, B˜1) to (A˜2, B˜2), where (A˜i, B˜i) (i = 1, 2) are canonical forms given by (5.1). Suppose
x(0) = 0 and u(t) is continuous. Then
1) the solution x(t) = (x1(t), · · · , xn(t))
⊤ and the control u(t) = (u1(t), · · · , um(t))
⊤ of
system (A˜1, B˜1) satisfy
ui =
dxPi
j=1 pj
dt
=
d2xPi
j=1 pj−1
dt2
= · · · =
dpixPi−1
j=1 pj−pi+1
dtpi
, i = 1, · · · , r;
2) the corresponding solution y(t) = H(x(t)) and the corresponding control v(t) = G(x(t), u(t))
of system (A˜2, B˜2) satisfy
vi =
dyPi
j=1 qj
dt
=
d2yPi
j=1 qj−1
dt2
= · · · =
dqiyPi
j=1 qj−qi+1
dtqi
, i = 1, · · · , s.
Proof. From x(0) = 0, noting the special structure of matrices A˜1 and B˜1, we have
xPi
j=1 pj
(t) =
∫ t
0
ui(τ)dτ, xPi
j=1 pj−1
(t) =
∫ t
0
∫ τ
0
ui(ς)dςdτ, · · · ,
xPi
j=1 pj−pi+1
(t) =
∫ t
0
∫ τ
0
· · ·
∫ ̺
0
ui(ν)dν · · · dςdτ, i = 1, · · · , r,
which yields the first conclusion.
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By Remark 5.1 we have y(0) = H(x(0)) = H(0) = 0. Similar to the above, noting
v(t) = G(x(t), u(t)) is continuous, we see that
yPi
j=1 qj
(t) =
∫ t
0
vi(τ)dτ, yPi
j=1 qj−1
(t) =
∫ t
0
∫ τ
0
vi(ς)dςdτ, · · · ,
yPi
j=1 qj−qi+1
(t) =
∫ t
0
∫ τ
0
· · ·
∫ ̺
0
vi(σ)dσ · · · dςdτ, i = 1, · · · , s,
which gives the second conclusion.
Proposition 5.4 If systems (1.2) and (1.3) are topologically equivalent, then rankB1 =
rankB2.
Proof. We use the contradiction argument. If rankB1 6= rankB2, we denote rankB1 = r,
rankB2 = s and assume r > s.
By Theorem 2.1 and Remark 1.3, without loss of generality, we assume systems (Ai, Bi)
(i = 1, 2) are in the canonical form (5.1).
Denote by (H(x), G(x, u)) the equivalence transformation from (1.2) to (1.3). Set
Θ :=
{(
x01, 0, · · · , 0;x
0
p1+1
, 0, · · · , 0; · · · ;x0Pr−1
j=1 pj+1
, 0, · · · , 0; 0, · · · , 0
)⊤
;
x01, x
0
p1+1 , · · · , x
0Pr−1
j=1 pj+1
∈ R
}
.
Thanks to Lemma 5.1, we have
H(Θ) =
{(
y01, 0, · · · , 0; y
0
q1+1, 0, · · · , 0; · · · ; y
0Ps−1
j=1 qj+1
, 0, · · · , 0; 0, · · · , 0
)⊤}
. (5.19)
By Theorem 2.2, H(Θ) is a r-dimensional topological manifold since Θ is a r-dimensional
topological manifold. On the other hand, (5.19) gives y0 is at most a s-dimensional topological
manifold, which contradicts the fact r > s. This completes the proof of Proposition 5.4.
Remark 5.3 Proposition 5.4 guarantees that the numbers of the effective controls of two
equivalence systems coincide. Therefore, an ODE (rankB1 = 0) can not be topologically
equivalent to any controlled system with effective control (rankB2 6= 0).
Proposition 5.5 If systems
·
x(t) = C1x(t) +D1u(t) and
·
y(t) = C2y(t) +D2v(t) are topolog-
ically equivalent, then they are linearly equivalent. Here, Ci and Di (i = 1, 2) are k × k and
k ×m matrices given by (5.2) and (5.3), respectively.
The proof of Proposition 5.5 will be given in Section 6.
Remark 5.4 It is a direct consequence Proposition 5.5 that if systems (1.2) and (1.3) are
completely controllable, then they are topologically equivalent if and only if they are linearly
equivalent. However, as shown in Example 5.1, this is not always the case for general con-
trolled systems.
Proof of Theorem 5.1. Without loss of generality, we assume
Ai =
[
Ci 0
0 Mi
]
, Bi =
[
Di
0
]
, i = 1, 2.
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Sufficiency. By (5.4) and (5.5), the completely controllable systems (C1,D1) and (C2,D2)
are linearly equivalent follows directly from Lemma 2.2.
By (5.6) and noticing thatM01 is similar toM
0
2 , from Lemma 2.3 we see that ODEs (M1, 0)
and (M2, 0) are topologically equivalent.
Therefore, system (1.2) is topologically equivalent to system (1.3).
Necessity. If systems (1.2) and (1.3) are topologically equivalent, then Proposition 5.1
guarantees that (5.4) holds. Furthermore, Proposition 5.3 implies that the completely con-
trollable systems (C1,D1) and (C2,D2) are topologically equivalent, and ODEs (M1, 0) and
(M2, 0) are topologically equivalent. By Proposition 5.5 and Lemma 2.2, it is easy to see that
condition (5.5) holds. Thanks to Lemma 2.3, we get that (5.6) holds and M01 is similar to
M02 .
Theorem 5.1 shows that the ODE part brings difference between the topological classifi-
cation and the linear classification. Let us consider a example which support this point of
view.
Example 5.1 Systems
·
x(t) =
[
0 0
0 a
]
x(t) +
[
1
0
]
u(t) (5.20)
and
·
y(t) =
[
0 0
0 −1
]
y(t) +
[
1
0
]
v(t) (5.21)
are topologically equivalent, but not linearly equivalent. Here a < 0 and a 6= −1.
Proof. By Theorem 5.1, it is easy to check that these two systems are topologically
equivalent.
Now, we prove that systems (5.20) and (5.21) are not linearly equivalent. Otherwise, due
to Theorem 3.1, there exist two nonsingular matrices O =
[
o1 o2
o3 o4
]−1
, Q = [q], and a
matrix L = [l1, l2] such that[
0 0
0 −1
]
=
[
o1 o2
o3 o4
] [
0 0
0 a
] [
o1 o2
o3 o4
]−1
+
[
o1 o2
o3 o4
] [
1
0
] [
l1 l2
]
(5.22)
and [
1
0
]
=
[
o1 o2
o3 o4
] [
1
0
]
[q]. (5.23)
From (5.23), we get o3 = 0. Thus, the identity (5.22) gives[
0 0
0 −1
]
=
[
o1l1
ao2
o4
+ o1l2
0 a
]
,
which contradicts the fact a 6= −1. Hence (5.20) and (5.21) are not linearly equivalent.
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6 Proof of Proposition 5.5
This section is addressed to a proof of Proposition 5.5. To begin with, we consider the following
lemma, which is a special case of Proposition 5.5 with rankD1 = rankD2 = 2.
Lemma 6.1 If p1 + p2 = q1 + q2 and p2 < q2, then the two completely controllable systems
·
x(t) =
[
Jp1 0
0 Jp2
]
x(t) +
[
ep1 0
0 ep2
]
u(t) (6.1)
and
·
y(t) =
[
Jq1 0
0 Jq2
]
y(t) +
[
eq1 0
0 eq2
]
v(t) (6.2)
are not topologically equivalent (recall that Jq and eq are defined in Theorem 2.1).
Clearly, this lemma is a special case of Proposition 5.5.
Proof. We use the contradiction argument and divide the proof into several steps.
Step 1. Assume that (6.1) is topologically equivalent to (6.2) and the equivalence trans-
formation is (H(x), G(x, u)).
For any u2(t) ∈ C([0,+∞);R
1), the solutions of system (6.1) associated to x(0) = 0 and
u(t) = (0, u2(t))
⊤ is
x(t) =
( p1 times︷ ︸︸ ︷
0, · · · , 0,
p2 times︷ ︸︸ ︷
xp1+1(t), · · · , xp1+p2(t)
)⊤
=
( p1 times︷ ︸︸ ︷
0, · · · , 0,
p2 times︷ ︸︸ ︷∫ t
0
· · ·
∫ ς
0
u2(̺)d̺ · · · dτ, · · · ,
∫ t
0
u2(τ)dτ
)⊤
, ∀t ≥ 0
(6.3)
Denote by H(x(t)) = y(t) = (y1(t), · · · , yp1+p2(t))
⊤ the corresponding solution of system (6.2)
via the transformation H(x) = (h1(x), · · · , hp1+p2(x))
⊤. It is obvious that y(t) only depends
on xp1+1(t), xp2+2(t), · · · , xp1+p2(t). Define
Φi(λ1, · · · , λp2) = hq1+i(
p1 times︷ ︸︸ ︷
0, · · · , 0,
p2 times︷ ︸︸ ︷
λ1, · · · , λp2), i = 1, · · · , q2.
Clearly, Φi (i = 1, · · · , q2) are continuous functions in (λ1, · · · , λp2) ∈ R
p2 and
yq1+i(t) = Φi (xp1+1(t), xp1+2(t), · · · , xp1+p2(t)) , i = 1, · · · , q2. (6.4)
Step 2. We claim that: for any (λ1, · · · , λp2) ∈ R
p2 , it holds
Φp2(λ1, · · · , λp2−1, λp2) ≡ Φp2(λ1, · · · , λp2−1, 0). (6.5)
In fact, assuming this is not the case, we conclude that there exist a1, · · · , ap2−1 ∈ R and
ap2 ∈ R\{0} such that
Φp2(a1, · · · , ap2−1, ap2) 6= Φp2(a1, · · · , ap2−1, 0).
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Denote b = Φp2(a1, · · · , ap2−1, ap2)−Φp2(a1, · · · , ap2−1, 0). Since Φp2 is continuous, there exists
a constant d > 0 such that for any (λ1, · · · , λp2−1) ∈ [a1−d, a1+d]×· · ·× [ap2−1−d, ap2−1+d],
we have
|Φp2(λ1, · · · , λp2−1, ap2)− Φp2(a1, · · · , ap2−1, ap2)| ≤
|b|
2
. (6.6)
Since Φp2+1 is continuous and [a1−d, a1+d]×· · ·× [ap2−1−d, ap2−1+d]× [−|ap2|, |ap2 |] ⊂ R
p2
is a compact set, there exists a constant c > 0 such that for any (λ1, · · · , λp2−1, λp2) ∈
[a1 − d, a1 + d]× · · · × [ap2−1 − d, ap2−1 + d]× [−|ap2 |, |ap2 |], it holds
|Φp2+1(λ1, · · · , λp2−1, λp2)| ≤ c. (6.7)
Put
t0 = min
{
2, 1 +
d
|a2|+ |a3|+ · · ·+ |ap2 |
, 1 +
|b|
4c
}
.
Choose a C∞ function ϕ satisfying that: for 0 ≤ t ≤
1
4
, ϕ(t) ≡ 0, and for t ≥
1
2
,
ϕ(t) = a1 + a2(t− 1) +
a3
2!
(t− 1)2 + · · ·+
ap2−1
(p2 − 2)!
(t− 1)p2−2 +
ap2(t− 1)
p2
p2!(t0 − 1)
. (6.8)
Setting u2(t) = ϕ
(p2)(t) and recalling x(0) = 0, by Lemma 5.2 and (6.4), we obtain that for
t ≥
3
4
,
xp1+1(t) = ϕ(t),
xp1+2(t) =
·
ϕ(t)
= a2 + a3(t− 1) + · · ·+
ap2−1
(p2 − 3)!
(t− 1)p2−3 +
ap2(t− 1)
p2−1
(p2 − 1)!(t0 − 1)
,
· · ·
xp1+p2−1(t) = ϕ
(p2−2)(t) = ap2−1 +
ap2(t− 1)
2
2!(t0 − 1)
,
xp1+p2(t) = ϕ
(p2−1)(t) =
ap2(t− 1)
t0 − 1
;
(6.9)
and
Φp2+1
(
ϕ(t),
·
ϕ(t), · · · , ϕ(p2−1)(t)
)
= yq1+p2+1(t) =
·
yq1+p2(t)
=
dΦp2
(
ϕ(t),
·
ϕ(t), · · · , ϕ(p2−1)(t)
)
dt
.
(6.10)
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From (6.8), (6.9) and the choice of t0 we get that for 1 ≤ t ≤ t0
|ϕ(t)− a1| =
∣∣∣∣a2(t− 1) + a32! (t− 1)2 + · · ·+ ap2−1(p2 − 2)! (t− 1)p2−2 + ap2(t− 1)
p2
p2!(t0 − 1)
∣∣∣∣
≤ |a2|(t− 1) + |a3|(t− 1) + · · · + |ap2−1|(t− 1) +
|ap2 |(t− 1)
2
t0 − 1
≤ (|a2|+ |a3|+ · · ·+ |ap2 |)(t0 − 1) ≤ d,
· · ·∣∣∣ϕ(p2−2)(t)− ap2−1∣∣∣ = ∣∣∣∣ap2(t− 1)22!(t0 − 1)
∣∣∣∣ ≤ |ap2 |(t0 − 1) ≤ d,∣∣∣ϕ(p2−1)(t)∣∣∣ = ∣∣∣∣ap2(t− 1)t0 − 1
∣∣∣∣ ≤ |ap2 |,
which gives that
|ϕ(t)− a1| ≤ d, · · · , |ϕ
(p2−2)(t)− ap2−1| ≤ d, |ϕ
(p2−1)(t)| ≤ |ap2 |, ∀1 ≤ t ≤ t0. (6.11)
Combining (6.7) and (6.11), one has∣∣∣Φp2+1 (ϕ(t), · · · , ϕ(p2−2)(t), ϕ(p2−1)(t))∣∣∣ ≤ c, ∀1 ≤ t ≤ t0. (6.12)
However, by (6.6) and (6.11), and setting t = t0, we arrive at∣∣∣Φp2 (ϕ(t0), · · · , ϕ(p2−2)(t0), ap2)−Φp2(a1, · · · , ap2−1, ap2)∣∣∣ ≤ |b|2 . (6.13)
Recalling b = Φp2(a1, · · · , ap2−1, ap2) − Φp2(a1, · · · , ap2−1, 0), from (6.8) and (6.13), we con-
clude that∣∣∣Φp2 (ϕ(t0), · · · , ϕ(p2−2)(t0), ϕ(p2−1)(t0))− Φp2 (ϕ(1), · · · , ϕ(p2−2)(1), ϕ(p2−1)(1))∣∣∣
=
∣∣∣Φp2 (ϕ(t0), · · · , ϕ(p2−2)(t0), ap2)− Φp2 (a1, · · · , ap2−1, 0)∣∣∣
≥ |Φp2(a1, · · · , ap2−1, ap2)− Φp2(a1, · · · , ap2−1, 0)|
−
∣∣∣Φp2 (ϕ(t0), · · · , ϕ(p2−2)(t0), ap2)− Φp2(a1, · · · , ap2−1, ap2)∣∣∣
≥ |b| −
|b|
2
=
|b|
2
.
(6.14)
By (6.4) and (6.9), one finds yq1+p2(t) = Φp2
(
ϕ(t),
·
ϕ(t), · · · , ϕ(p2−1)(t)
)
, which is the (q1+p2)-
th component of y(t). Since u(t) =
(
0, ϕ(p2)(t)
)
is C∞ in t, the solution x(t) of (6.1) is also
C∞. Hence the corresponding control v(t) = G(x(t), u(t)) of (6.2) is continuous, and therefore
Φp2
(
ϕ(t),
·
ϕ(t), · · · , ϕ(p2−1)(t)
)
is differential with respect to t. By Differential Mean Value
Theorem, there is a ξ ∈ (1, t0) such that
dΦp2
(
ϕ(t),
·
ϕ(t), · · · , ϕ(p2−1)(t)
)
dt
∣∣∣∣∣∣
t=ξ
=
Φp2
(
ϕ(t0),
·
ϕ(t0), · · · , ϕ
(p2−1)(t0)
)
− Φp2
(
ϕ(1),
·
ϕ(1), · · · , ϕ(p2−1)(1)
)
t0 − 1
.
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Combining the above formula and (6.14), recalling the definition of t0, we find∣∣∣∣∣∣
dΦp2
(
ϕ(t),
·
ϕ(t), · · · , ϕ(p2−1)(t)
)
dt
∣∣∣∣∣∣
t=ξ
∣∣∣∣∣∣ ≥ |b|2(t0 − 1) ≥ 2c > c. (6.15)
By (6.10) and (6.15), it follows∣∣∣∣Φp2+1 (ϕ(t), · · · , ϕ(p2−2)(t), ϕ(p2−1)(t))∣∣∣
t=ξ
∣∣∣∣ > c,
which contradicts (6.12). Hence, (6.5) holds.
Step 3. From the definition of Φp2(λ1, · · · , λp2) and noting (6.5), we get
hq1+p2(
p1 times︷ ︸︸ ︷
0, · · · , 0,
p2 times︷ ︸︸ ︷
λ1, · · · , λp2−1, λp2) ≡ hq1+p2((
p1 times︷ ︸︸ ︷
0, · · · , 0,
p2 times︷ ︸︸ ︷
λ1, · · · , λp2−1, 0).
Similarly,
hq1+p2−1(0, · · · , 0, λ1, · · · , λp2−1, λp2) ≡ hq1+p2−1(0, · · · , 0, λ1, · · · , λp2−1, 0),
· · ·
hq1+1(0, · · · , 0, λ1, · · · , λp2−1, λp2) ≡ hq1+1(0, · · · , 0, λ1, · · · , λp2−1, 0).
Thus, yq1+1(t), yq1+2(t), · · · , yq1+p2(t) only depend on xp1+1(t), xp1+2(t), · · · , xp1+p2−1(t).
Similar to the above, we deduce that
hq1+p2−1(0, · · · , 0, λ1, · · · , λp2−2, λp2−1, λp2) ≡ hq1+p2(0, · · · , 0, λ1, · · · , λp2−2, 0, 0),
· · ·
hq1+1(0, · · · , 0, λ1, · · · , λp2−2, λp2−1, λp2) ≡ hq1+1(0, · · · , 0, λ1, · · · , λp2−2, 0, 0).
Using the same method, we see that for i = 0, 1, · · · , p2 − 2, it holds
hq1+p2−i(0, · · · , 0, λ1, · · · , λp2−i−1, λp2−i, · · · , λp2−1, λp2)
≡ hq1+p2−i(0, · · · , 0, λ1, · · · , λp2−i−1, 0, · · · , 0),
· · ·
hq1+1(0, · · · , 0, λ1, · · · , λp2−i−1, λp2−i, · · · , λp2−1, λp2)
≡ hq1+1(0, · · · , 0, λ1, · · · , λp2−i−1, 0, · · · , 0).
For i = p2 − 2, we have
hq1+2(0, · · · , 0, λ1, · · · , λp2) ≡ hq1+2(0, · · · , 0, λ1, 0, · · · , 0),
which leads to
yq1+2(t) ≡ hq1+2(0, · · · , 0, xp1+1(t), 0, · · · , 0).
Then it follows from Lemma 5.1 that yq1+2(t) ≡ 0. By Lemma 5.2 and keeping in mind that
y(0) = H(x(0)) = 0, we obtain
yq1+1(t) =
∫ t
0
yq1+2(τ)dτ ≡ 0,
yq1+3(t) =
·
yq1+2(t) ≡ 0, · · · , yq1+q2(t) = y
(q2−2)
q1+2
(t) ≡ 0, ∀t ≥ 0.
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Step 4. Similar to Step 2 and Step 3, we can prove that
y1(t) = y2(t) = · · · = yq1(t) ≡ 0, ∀t ≥ 0.
Therefore, y(t) ≡ 0. That is, the corresponding solution of (6.2) is a fixed point in Rq1+q2
(= Rp1+p2). But from (6.3), we see that the solution of (6.1) is a curve in Rp1+p2 , which
contradicts the fact that H(x) is a homeomorphism from Rp1+p2 to Rp1+p2 .
Proof of Proposition 5.5. It follows from Proposition 5.4 that r = rankD1 = rankD2 = s.
Denote {pi}
m
i=1 = P (C1,D1) and {qi}
m
i=1 = P (C2,D2). By Lemma 2.2, it suffices to prove
that P (C1,D1) = P (C2,D2), i.e.
pi = qi, i = 1, · · · , r. (6.16)
We use the contradiction argument and suppose that (6.16) is false. Due to Lemma 2.1,
there exists a integer ℓ > 0 such that
0 < pr = qr ≤ pr−1 = qr−1 ≤ · · · ≤ pr−ℓ−1 = qr−ℓ−1, pr−ℓ 6= qr−ℓ. (6.17)
Without loss of generality, we assume that pr−ℓ < qr−ℓ.
Denote by (H(x), G(x, u)) the topological equivalence transformation from system
·
x(t) = C1x(t) +D1u(t) (6.18)
to system
·
y(t) = C2y(t) +D2v(t). (6.19)
Consider the following two cases: pr−ℓ = 1 and pr−ℓ ≥ 2.
Case 1. pr−ℓ = 1. Then (6.17) leads to
1 = pr = qr = · · · = pr−ℓ−1 = qr−ℓ−1 = pr−ℓ < 2 ≤ qr−ℓ.
It is easy to see that the solutions of system (6.18) associated to x(0) = 0 and
u(t) =
(r−ℓ−1 times︷ ︸︸ ︷
0, · · · , 0 ,
ℓ+1 times︷ ︸︸ ︷
ur−ℓ(t), ur−ℓ+1(t), · · · , ur(t),
m−r times︷ ︸︸ ︷
0, · · · , 0
)
∈ C([0,+∞);Rm)
can be expressed as follows
x(t) = (0, · · · , 0, xk−ℓ(t), xk−ℓ+1(t), · · · , xk(t))
⊤
=
(
0, · · · , 0,
∫ t
0
ur−ℓ(τ)dτ,
∫ t
0
ur−ℓ+1(τ)dτ, · · · ,
∫ t
0
ur(τ)dτ
)⊤
.
Denote by H(x(t)) = y(t) = (y1(t), · · · , yk(t))
⊤ the corresponding solution of (6.19) by the
transformation H(x) = (h1(x), · · · , hk(x))
⊤.
Noting q1 ≥ q2 ≥ · · · ≥ qr−ℓ ≥ 2, from Lemma 5.1, we deduce that
yq1(t) = yq1+q2(t) = · · · = yPr−ℓ
j=1 qj
(t) ≡ 0, ∀t ≥ 0.
Therefore, by Lemma 5.2 and keeping in mind that y(0) = H(x(0)) = 0, we obtain
y1(t) = y2(t) = · · · = yPr−ℓ
j=1 qj
(t) ≡ 0, ∀t ≥ 0. (6.20)
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Since (6.18) is completely controllable, for any fixed t0 > 0, we see that
Θ3 = {x(t0; 0, u(·)); u(t) = (0, · · · , 0, ur−ℓ(t), ur−ℓ+1(t), · · · , ur(t), 0, · · · , 0) ∈ C([0,+∞);R
m)}
is a (ℓ + 1)-dimensional topological manifold contained in Rk. On the other hand, (6.20)
implies that y(t) = H(Θ3) is at most a (
∑r
j=r−ℓ+1 qj)-dimensional topological manifold con-
tained in Rk. Noting
∑r
j=r−ℓ+1 qj = ℓ < ℓ + 1, which contradicts the fact that H(x) is a
homeomorphism.
Case 2. pr−ℓ ≥ 2. For convenience, we assume pr−ℓ = 2 and pr = 1 (for pr−ℓ > 2 or
pr > 1, the proof is similar). Thus, (6.17) gives
1 = pr = qr ≤ pr−1 = qr−1 ≤ · · · ≤ pr−ℓ−1 = qr−ℓ−1 ≤ pr−ℓ = 2 < qr−ℓ.
The solutions of (6.18) associated to u(t) =
(r−ℓ−1 times︷ ︸︸ ︷
0, · · · , 0 ,
ℓ+1 times︷ ︸︸ ︷
ur−ℓ(t), ur−ℓ+1(t), · · · , ur(t),
m−r times︷ ︸︸ ︷
0, · · · , 0
)
∈ C([0,+∞);Rm) and x(0) = 0 is
x(t) =
(
0, · · · , 0,
Pr
j=r−ℓ pj times︷ ︸︸ ︷
xPr−ℓ−1
j=1 pj+1
(t), xPr−ℓ−1
j=1 pj+2
(t), · · · , xk(t)
)⊤
=
(
0, · · · , 0,
∫ t
0
∫ τ
0
ur−ℓ(ς)dςdτ,
∫ t
0
ur−ℓ(τ)dτ, · · · ,
∫ t
0
ur(τ)dτ
)⊤
.
Similar to the proof of Lemma 6.1, we arrive at
yPr−ℓ−1
j=1 qj+2
(t)
= hPr−ℓ−1
j=1 qj+2
(0, · · · , 0, xPr−ℓ−1
j=1 pj+1
(t), xPr−ℓ−1
j=1 pj+2
(t), · · · , xk(t))
= hPr−ℓ−1
j=1 qj+2
(0, · · · , 0, xPr−ℓ−1
j=1 pj+1
(t), 0, · · · , xk(t)),
where (0, · · · , 0, xPr−ℓ−1
j=1 pj+1
(t), 0, · · · , xk(t))
⊤ has the form of x¯ in Lemma 5.1. Applying
Lemma 5.1, one finds
yPr−ℓ−1
j=1 qj+2
(t) = hPr−ℓ−1
j=1 qj+2
(0, · · · , 0, xPr−ℓ−1
j=1 pj+1
(t), 0, · · · , xk(t)) ≡ 0, ∀t ≥ 0.
Then by Lemma 5.2 and noting that y(0) = H(x(0)) = 0, we obtain
yPr−ℓ
j=1 qj
(t) = yPr−ℓ
j=1 qj−1
(t) = · · · = yPr−ℓ−1
j=1 qj+1
(t) ≡ 0, ∀t ≥ 0.
Similarly, for i = 1, · · · , r − ℓ− 1, it holds
yPi
j=1 qj
(t) = yPi
j=1 qj−1
(t) = · · · = yPi−1
j=1 qj+1
(t) ≡ 0, ∀t ≥ 0.
Hence, it is easy to see that
y1(t) = y2(t) = · · · = yPr−ℓ
j=1 qj−1
(t) = yPr−ℓ
j=1 qj
(t) ≡ 0, ∀t ≥ 0. (6.21)
Since (6.18) is completely controllable, for any fixed t0 > 0, we see that
Θ4 = {x(t0; 0, u(·)); u(t) = (0, · · · , 0, ur−ℓ(t), ur−ℓ+1(t), · · · , ur(t), 0, · · · , 0) ∈ C([0,+∞);R
m)}
is a (
∑r
j=r−ℓ pj)-dimensional topological manifold contained in R
k. On the other hand, (6.21)
implies that y(t) = H(Θ4) is at most a (
∑r
j=r−ℓ+1 qj)-dimensional topological manifold con-
tained in Rk. Noting
∑r
j=r−ℓ+1 qj =
∑r
j=r−ℓ+1 pj <
∑r
j=r−ℓ pj , which contradicts the fact
that H(x) is a homeomorphism.
21
7 Appendix A: Proof of Proposition 1.1
This section is devoted to a proof of Proposition 1.1. The proof is divided into several steps.
Step 1. We use the contradiction argument to prove that H(x, u) is independent of u.
Assume that there exist a x0 ∈ Rn and a u0 ∈ Rm\{0} such that
H
(
x0, u0
)
6= H
(
x0, 0
)
.
Denote ε0 =
∣∣H (x0, u0)−H (x0, 0)∣∣. It suffices to find a x1 ∈ Rn satisfying the following
two estimates (the existence of x1 will be proved in Step 2)∣∣H (x1, u0)−H (x0, u0)∣∣ < ε0
3
, (7.1)
∣∣H (x1, u0)−H (x0, 0)∣∣ < ε0
3
. (7.2)
Indeed, by (7.1) and (7.2), it follows∣∣H (x0, u0)−H (x0, 0)∣∣
≤
∣∣H (x0, u0)−H (x1, u0)∣∣+ ∣∣H (x1, u0)−H (x0, 0)∣∣
<
2ε0
3
,
which contradicts the fact that
∣∣H (x0, u0)−H (x0, 0)∣∣ = ε0.
Step 2. We now show that there exists a x1 ∈ Rn such that (7.1) and (7.2) hold simulta-
neously.
Recalling that H(x, u) is continuous in x, we conclude that there exists a constant δ > 0
such that for any
∣∣x− x0∣∣ < δ, it holds∣∣H (x, u0)−H (x0, u0)∣∣ < ε0
3
. (7.3)
Construct a control as follows
u(t) =

tu0
t0
, 0 ≤ t ≤ t0,
u0, t > t0,
where t0 > 0 will be given later. Clearly,
|u(t)| ≤
∣∣u0∣∣ , ∀t ≥ 0. (7.4)
The solution of system (1.2) associated to x(0) = x0 and u(t) is expressed as follows
x(t) = eA1tx0 +
∫ t
0
eA1(t−s)B1u(s)ds. (7.5)
By (7.4), one can find a t1 > 0 (which is independent of t0) small enough such that∣∣x(t)− x0∣∣ < δ, ∀0 ≤ t ≤ t1. (7.6)
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By (7.3) and (7.6), we obtain∣∣H (x(t), u0)−H (x0, u0)∣∣ < ε0
3
, ∀0 ≤ t ≤ t1. (7.7)
On the other hand, from (7.6), we get
|x(t)| <
∣∣x0∣∣+ δ, ∀0 ≤ t ≤ t1. (7.8)
Since G(x, u) maps a bounded set in Rn × Rm to a bounded set in Rn × Rm, (7.4) and (7.8)
imply that there exists a constant c > 0 satisfying
|v(t)| = |G(x(t), u(t))| < c, ∀0 ≤ t ≤ t1. (7.9)
The solution of system (1.3) corresponding to x(t) and u(t) is expressed as follows
H(x(t), u(t)) = y(t) = eA2ty0 +
∫ t
0
eA2(t−s)B2v(s)ds. (7.10)
Taking t = 0 in (7.10), we see that H
(
x0, u(0)
)
= y0. Recalling u(0) = 0, (7.10) can be
rewritten as:
H(x(t), u(t)) = eA2tH
(
x0, 0
)
+
∫ t
0
eA2(t−s)B2v(s)ds.
The above formula and (7.9) imply that there exists a t2 ∈ (0, t1) (which is independent of
t0) such that ∣∣H(x(t), u(t)) −H (x0, 0)∣∣ < ε0
3
, ∀0 ≤ t ≤ t2. (7.11)
Setting t0 = t2/2, from the construction of u(t) we have u(t2) = u
0. Taking t = t2,
x1 = x(t2) in (7.7) and (7.11), we obtain that inequalities (7.1) and (7.2) hold simultaneously.
Step 3. Since H(x, u) is independent of u, we simply denote it as H(x). We show that
H(x) is a homeomorphism from Rn to Rn.
Recall the inverse transformation of F (x, u) is F−1(y, v) = (Z(y, v),W (y, v)). Similar to
Step 1, we see that
Z(y, v) ≡ Z(y), ∀y ∈ Rn, ∀v ∈ Rm.
We claim that H(x) is invertible and H−1 = Z. In fact, since F (·, ·) is a homeomorphism
from Rn × Rm to Rn × Rm, we obtain
(x, u) = F−1(F (x, u)) = (Z(H(x)),W (H(x), G(x, u))), ∀x ∈ Rn, ∀u ∈ Rm,
which yields
x = Z(H(x)), ∀x ∈ Rn.
Similarly, we have
y = H(Z(y)), ∀y ∈ Rn.
Hence, H−1 = Z.
Furthermore, noting H and Z are continuous functions, we conclude that H(x) is a home-
omorphism from Rn to Rn.
Remark 7.1 Proposition 1.1 shows that the state variable and the control variable play dif-
ferent roles in the topological transformation function. This is mainly due to the formulae
(7.5) and (7.10), which show the relations among the variables x, u and y. More precisely,
if u change a lot in a very short time duration, by (7.5) (resp. (7.10)), x (resp. y) might
change little. This inspire us to guess that y do not depend on u.
Remark 7.2 To prove Proposition 1.1, we only need that G(x, u) maps a bounded set in
R
n × Rm to a bounded set in Rn × Rm and H(x, u), Z(y, v) are continuous on the first
variable.
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