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Modelos de Regresión Simple  
•  Que tipo de relación existe entre 2 variables 
•  Predicción de valores a partir de una de ellas 
•  Variable Explicativa, Predictor o Independiente  
•  Variable Dependiente 
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Estudio conjunto de dos variables 
•  Datos de dos variables de una muestra. 
–  En cada fila tenemos los datos de un individuo 
–  Cada columna representa los valores que toma una 
variable sobre los mismos. 
–  Las individuos no se muestran en ningún orden 
particular. 
•  Las observaciones pueden ser representadas en un 
diagrama de dispersión 
•  Nuestro objetivo será intentar reconocer a partir del 
mismo si hay relación entre las variables, de qué tipo, 
y si es posible predecir el valor de una de ellas en 
función de la otra. 
Altura 
en cm. 
Peso en 
Kg. 
162 61 
154 60 
180 78 
158 62 
171 66 
169 60 
166 54 
176 84 
163 68 
... ... 
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Diagramas de dispersión o nube de puntos 
M
id
e 
18
7 
cm
. 
Mide 161 cm. 
Pesa 76 kg. 
Pesa 50 kg. 
Tenemos las alturas y los pesos de 30 individuos representados en un diagrama de 
dispersión. 
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Relación entre variables 
Tenemos las alturas y los pesos de 30 individuos representados en un diagrama de 
dispersión. 
Par
ece
 que
 el p
eso
 aum
enta
 con
 la a
ltura
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Predicción de una variable en función de la otra 
Aparentemente el peso aumenta 10Kg por cada 10 cm de altura... o sea, 
el peso aumenta en una unidad por cada unidad de altura. 
10 cm. 
10 kg. 
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Incorrelación 
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Relación directa e inversa 
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Para valores de X por encima de la media 
tenemos valores de Y por encima y por 
debajo en proporciones similares. 
Incorrelación. 
Para los valores de X mayores que la 
media le corresponden valores de Y 
menores. Esto es relación inversa o 
decreciente. 
• Para los valores de X mayores que la media le 
corresponden valores de Y mayores también. 
• Para los valores de X menores que la media le 
corresponden valores de Y menores también. 
Esto se llama relación directa. 
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¿Cuándo es bueno un modelo de regresión? 
•  Lo adecuado del modelo depende de la 
relación entre: 
–   la dispersión marginal de Y 
–   La dispersión de Y condicionada a X 
•  Es decir, fijando valores de X, vemos cómo 
se distribuye Y 
–  La distribución de Y, para valores fijados de 
X, se denomina distribución condicionada. 
–  La distribución de Y, independientemente 
del valor de X, se denomina distribución 
marginal. 
•  Si la dispersión se reduce notablemente, el 
modelo de regresión será adecuado. 
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Interpretación de la variabilidad en Y 
Y En primer lugar olvidemos que existe la 
variable X. Veamos cuál es la variabilidad 
en el eje Y. 
 
La franja sombreada indica la zona donde 
varían los valores de Y. 
 
Proyección sobre el eje Y = olvidar X 
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Interpretación del residuo 
Y 
 
Miremos ahora los errores de predicción (líneas 
verticales). Los proyectamos sobre el eje Y. 
 
Se observa que los errores de predicción, 
residuos, están menos dispersos que la 
variable Y original. 
 
Cuanto menos dispersos sean los residuos,  
mejor será la bondad del ajuste. 
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Ejemplos de correlaciones positivas 
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Ejemplos de correlaciones negativas 
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Regresion Lineal 
Estadística Aplicada:   Modelos lineales - Regresión!
Asociación entre variables continuas 
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Regresion Lineal 
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Medidas de Bondad de ajuste 
 
•  Coeficiente de correlación 
El coeficiente de correlación (r) es una medida de la intensidad de la relación entre 
dos variables 
     -1 <= r <= 1 
 
•  Coeficiente de determinación 
Es la proporción de la varianza de la variable dependiente que está explicada por 
una variable independiente en un modelo estadístico. 
 
      0 <= r2 <= 1 
 
•  Pendiente y constante 
Regresión lineal 
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Modelo de regresión lineal simple 
•  En el modelo de regresión lineal simple, dado dos variables 
–  Y (dependiente) 
–  X (independiente, explicativa, predictora) 
•  buscamos encontrar una función de X muy simple (lineal) 
que nos permita aproximar Y mediante 
–  Ŷ = b0 + b1X 
•  b0 (ordenada en el origen, constante) 
•  b1 (pendiente de la recta) 
•  Y e Ŷ rara vez coincidirán por muy bueno que sea el modelo 
de regresión. A la cantidad 
–   e = (Y-Ŷ) se le denomina residuo o error residual. 
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•  El modelo lineal de regresión se construye utilizando la técnica de 
estimación mínimo cuadrática: 
–  Buscar b0, b1 de tal manera que se minimice la cantidad 
•  Σi ei2 
•  Se comprueba que para lograr dicho resultado basta con elegir: 
•  Se obtiene además otras ventajas 
–  El error residual medio es nulo 
–  La varianza del error residual es mínima para dicha estimación. 
–  Traducido: En término medio no nos equivocamos. Cualquier otra estimación 
que no cometa error en término medio, si es de tipo lineal, será peor por 
presentar mayor variabilidad con respecto al error medio (que es cero). 
Regresión lineal 
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Modelos de Regresión Simple 
 
•  Modelo Lineal o Recta de Regresión 
XY βγ +=
Método de Mínimos Cuadrados 
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Modelos de Regresión Simple 
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Fórmula para la estimación por Mínimos Cuadrados 
Varianza Residual de Y para cada valor de X 
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Regresion Lineal Múltiple 
Supuestos de la Regresión Lineal 
 
•  No debe existir ninguna relación exacta entre cualesquiera de las 
variables independientes. 
•  Cuando el modelo tiene dos variables explicativas se habla de colinealidad, 
si hay más de dos variables explicativas, entonces, hablamos de 
multicolinealidad. 
•  La multicolinealidad es una cuestión de grado no de existencia. 
•  Se supone que es un problema de la muestra y no de la población. 
 
 
Si en un modelo de RLM alguna variable independiente es combinación lineal 
de otras, el modelo es irresoluble, debido a que, en ese caso, la matriz X'X es 
singular, es decir, su determinante es cero y no se puede invertir. 
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Regresion Lineal 
Supuestos de la Regresión Lineal 
 
•  Multicolinealidad: ¿cómo detectarla? 
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Regresion Lineal 
Supuestos de la Regresión Lineal 
 
•  Multicolinealidad: Soluciones 
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Regresion Lineal 
Supuestos de la Regresión Lineal 
 
Variabilidad de los valores de X 
 
No todos los valores de X en una muestra dada 
deben ser iguales. 
  
La varianza de (X) debe ser un número positivo finito. Gujarati (1997) 
 
La variación en Y al igual que en X es esencial para utilizar el análisis de 
regresión como herramienta de investigación.  
 
                      las variables deben variar!!! 
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Regresion Lineal 
Supuestos de la Regresión Lineal 
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Regresion Lineal 
Supuestos de la Regresión Lineal 
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Regresion Lineal 
Supuestos de la Regresión Lineal 
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Regresion Lineal 
Heterocedasticidad 
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Regresion Lineal 
Supuestos de la Regresión Lineal 
 
Heterocedasticidad 
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Regresion Lineal 
Supuestos de la Regresión Lineal 
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Regresion Lineal 
Supuestos de la Regresión Lineal 
 
 
 
Estadística Aplicada:   Modelos lineales - Regresión!
Regresion Lineal 
Supuestos de la Regresión Lineal:  AUTOCORRELACIÓN 
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Regresion Lineal 
Supuestos de la Regresión Lineal 
 
AUTOCORRELACIÓN 
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Regresion Lineal 
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Regresion Lineal 
OTROS Supuestos de la Regresión Lineal 
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Regresion Lineal 
OTROS Supuestos de la Regresión Lineal 
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Regresion Lineal 
OTROS Supuestos de la Regresión Lineal: Valores atípicos 
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Regresion Lineal 
OTROS Supuestos de la Regresión Lineal: Valores atípicos 
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Regresion Lineal 
Puntos Influyentes 
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Regresion Lineal 
Puntos Influyentes 
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Regresion Lineal 
Supuestos de la Regresión Lineal:  NORMALIDAD 
 
Normalidad 
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Regresion Lineal Múltiple 
RESUMEN 
 
Supuestos de la Regresión Lineal 
 
•  No debe existir ninguna relación exacta entre cualesquiera de las 
variables independientes. Multicolinealidad 
•  Independencia de los Residuos (ausencia de autocorrelación) 
•  Normalidad de los Residuos 
•  Homocedasticidad de los Residuos 
 
Otros requisitos 
•  Las variables deben variar!! 
•  Número suficiente de muestras  
•  Variables NO incluidas en el modelo NO afectan sistemáticamente  
•  Linealidad (en caso de NO linealidad es un error de especificación) 
•  Ausencia de outliers y puntos influyentes 
 
 
 
