Abstract-In this paper, a (2 4) scheme of the finite-difference time-domain (FDTD) method is proposed, in which the time differential is of the fourth order and the spatial differential using the discrete singular convolution is of order 2 . Compared with the standard FDTD and the scheme of (4, 4), the scheme of (2 4) has much higher accuracy. By choosing a suitable 2, the (2 4) scheme can arrive at the highest accuracy. In addition, an improved approximation of the symplectic integrator propagator is presented for the time differential. On one hand, it can directly simulate unlimited conducting structures without the air layer between the perfectly matched layer and inner structure; on the other hand, it needs only a quarter of the memory space required by the Runge-Kutta time scheme and requires one third of the meshes in every direction of the standard FDTD method. By choosing suitable meshes and bandwidth , our scheme not only retains higher accuracy but also saves memory space and CPU time. Numerical examples are provided to show the high accuracy and effectiveness of proposed scheme.
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I. INTRODUCTION
T HE finite-difference time-domain (FDTD) [1] method is a full-wave approach to the analysis of various electromagnetic problems, such as integrated transmission lines, discontinuities, scattering by intricate objects, and radiation from antennas. Although the FDTD method can analyze various electromagnetic problems, its accuracy is lower than integral methods. It is desirable to find a method that can not only retain the flexibility of the FDTD, but also achieve the higher accuracy of integral methods. During the past few years, many researchers have proposed a number of techniques to improve its accuracy. The scheme of (4, 4) was proposed by Young et al. [2] , Zingg [3] , Turkel and Yefet [4] , based on the Runge-Kutta time scheme, and by Hirono et al. [5] , [6] , using the symplectic integrator propagator, which is basically a time-integration method for Hamiltonian systems [7] , [8] . However, it has been observed that these schemes of (4, 4) cannot increase the accuracy significantly. More importantly, these schemes [5] , [6] cannot directly extend conductors to the perfectly matched layer (PML) boundary. In order to include conductors in the PML boundary for the Runge-Kutta time scheme, the PML condition must be treated specially [9] . In this paper, a generalized FDTD method based on the scheme is presented using the discrete singular convolution (DSC) and symplectic integrator propagator, where is the bandwidth. The DSC algorithm was proposed as a potential approach for the computer realization of singular integrations. The theory of distribution and wavelet analysis form the mathematical foundation for the DSC. Compared to the multiresolution time-domain (MRTD) method [10] , the expression of arbitrary bandwidth for spatial differential can be obtained more easily. By choosing a suitable , the scheme of can achieve higher accuracy than the standard FDTD method and the scheme of (4, 4) [2] . By choosing the symplectic integrator propagator as the time-domain scheme, the scheme requires much less memory than the standard FDTD method and the scheme of (4, 4) in [2] . This paper is organized as follows. In Section II, the DSC method based on the Lagrange delta kernel (LK) is introduced. An improved symplectic integrator propagator scheme is proposed in Section III. In Section IV, using the generalized FDTD scheme, several numerical examples for two-dimensional (2-D) and three-dimensional (3-D) guided-wave problems are analyzed and the performance of the scheme is also discussed.
II. SPATIAL DISCRETIZATION

A. The DSC Method
Let be a distribution and be an element of the space of test functions. The singular convolution of is defined as
Its DSC can be written as (2) where is the sequence of approximations to is an approximation to , and is a set of discrete points. Unlike the standard FDTD method [1] , in which the center difference for space and time differential is used, the DSC method [11] is used to discretize the spatial difference. When 0018-9480/03$17.00 © 2003 IEEE the standard Yee's cell is used, the th-order spatial differentiation of the electromagnetic field function by the DSC method can be shown as follows: (3) where is the DSC delta kernel, and is the bandwidth. There are many delta kernels, such as Shannon's delta kernel, the LK, and Posisson's delta kernel. In this paper, only the LK is considered. Compared with other delta kernels, the LK needs less bandwidth for the same accuracy.
It is well known that the LK is given as
Its regularized form is
The LK of order and bandwidth can be computed by a recurrence method [12] . For , using the Taylor's expansion and considering the characteristic of the Lagrange polynomial (4), the error term of the LK (4) can be derived as (6)
B. Boundary Conditions
As the DSC kernels are either symmetric or antisymmetric, they require approximating the function values outside the computational domain. Therefore, the following boundary conditions can be used.
For a perfect electric wall, the tangential electric field and the normal magnetic field outside the computational domain are obtained by antisymmetric extensions, whereas, for the normal electric field and the tangential magnetic field , symmetric extensions are used.
For a perfect magnetic wall, the tangential magnetic field and the normal electric field outside the computational domain are obtained by antisymmetric extensions, whereas, for the normal magnetic field and the tangential electric field , symmetric extensions are used.
For a periodic boundary, all electric and magnetic fields outside the computational domain are obtained by periodic extensions.
For an open boundary, the PML condition can be used to determine field values outside the computational domain.
III. IMPROVED PML CONDITION WITH PADE APPROXIMATION
In this paper, the PML condition based on the symplectic integrator propagator [5] , [6] is introduced to truncate the open boundary. However, it is found that the PML condition based on the symplectic integrator propagator in [5] and [6] cannot be used to truncate unlimited conductor boundary directly.
In [5] and [6] , a 3-D fourth-order FDTD scheme using a symplectic integrator propagator was proposed. Its basic idea is briefly reviewed here for clarity.
Maxwell's equations in an isotropic and source-free medium are written in a matrix form as (7) where (8) (9) The solution after a time step is expressed by the exponential operator as (10) where is approximated by the symplectic integrator propagator, which is the multiproduct of the exponential operator of and of . The propagator approximates as (11) where and are real coefficients characterizing the propagator [5] , [6] , is the order of the approximation, and is the stage number of the propagator (12) (13) In [5] and [6] , the following exponential functions are approximated by Padé's approximation of (2, 2):
where or .
In this paper, the quadratic profile of conductivity [13] , [14] is chosen. So, the reflection factor for a PML of thickness is (16) where is the dielectric constant, is the vacuum velocity, and is the angle of incidence. By choosing can be obtained from (16) 
where the condition was invoked for low-loss media. It is seen from (20) that is smaller than . Normally, when for most microstrip circuit problems, is smaller than 12 for lossless and low-loss dielectric media. However, in good conductor and high-loss media , the value of can be very big. Fig. 1 shows the comparison between the right-hand side of (14) and . It is obvious that, when is small, the right-hand side of (14) is a good approximation to However, when is large, the right-hand side of (14) can not approximate well. Fig. 2 shows the comparison between the right-hand side of (15) and . It is seen that, when is small, the right-hand side of (15) is a good approximation to . Similarly, when is large, the right-hand side of (15) cannot approximate well. Because for a good conductor, is very large. Therefore, in the FDTD, (14) and (15) cannot be used for a conductor and extend an unlimited conductor to the PML condition, such as in 3-D microstrip problems. Here, improved approximations are presented according to Padé's approximation of (0, 2) (21) (22) From Fig. 1 , it is seen that, when is small, (21) can give an acceptable approximation to . However, when increases, (21) gives a better approximation to than (14) does. The similar comparison between (15) and (22) is shown in Fig. 2 . In the entire range, (22) has a better approximation to than (16). Combining (3), (12) , (13), (21), and (22) with (11), the scheme of the FDTD method can be constructed. If and the PML scheme uses (14) and (15), the scheme reduces to the fourth-order FDTD scheme using a symplectic integrator propagator [5] , [6] . If and the central difference for the first-order time differentiation is used, it becomes the standard FDTD method. 
IV. EXAMPLES
To illustrate the application of the proposed scheme to electromagnetic wave problems, a 2-D air-filled rectangular waveguide is first considered. The waveguide length and width are both 0.01 m and the cross section is discretized by 51 51 grid points.
is chosen from 1 to 30, and GHz. For every fixed , the DSC parameters can be obtained by the recurrence method starting from . In order to eliminate the error introduced by the time increment, is chosen to be very small . Fig. 3 shows the maximum error between analytical results and numerical results for different values of . The maximum error is defined as where is the numerical field value, is the analytical field value, and is the interior domain. It is seen that when varies from 1 to 4, the maximum error will decrease about 65 dB for every increment of . This result is in agreement with (6) . Therefore, we can choose a suitable (14) and (15) and (b) the scheme of (21) and (22).
from (6) according to the required accuracy. However, when is bigger than 4, the maximum error almost keeps constant. In the examples that follow, is used to obtain a higher accuracy. Tables I and II compare the maximum error (for  s) and CPU time between the scheme and the standard FDTD method. If using the same mesh in every direction, the scheme needs more CPU time than the standard FDTD for any bandwidth . It is seen from Table II that, for the same meshes, the scheme can achieve a higher accuracy with a slight increase in CPU time by increasing the bandwidth . However, If choosing much smaller meshes -in every direction and a larger bandwidth , the scheme can obtain a higher accuracy with less CPU time.
The second example is a rectangular waveguide partially loaded with a slab of dielectric material [15] , as shown in Fig. 4 . This problem is selected to verify that the improved scheme of (21) and (22) has the same accuracy as that of (14) and (15) for lossless dielectric media. Meshes are chosen to be and . Two PML conditions are added in the direction to terminate the computational domain.
is , and the factor in the conductivity relation (17) is 3. Table III shows the comparative results of the cutoff frequencies from the standard FDTD method, the scheme of (14) and (15), and the scheme of (21) and (22). From the table, it is seen that the scheme of (21) and (22) produces the same results as the scheme of (14) and (15) . For every TM mode, the DSC method has very lower relative errors analytical result-numerical result analytical result than the standard FDTD method, and the difference between them is from 6 to 25 dB.
The determination of mode cutoff frequencies based on the time-domain DSC method and the improved PML is generalized to a shielded microstrip line, as shown in Fig. 5 . This problem is slightly more complicated than the previous two examples and it does not have an exact solution. The strip line is assumed to be a good conductor with parameters , and S/m. The interior region of the square cross section is discretized into many small square cells and the time increment is . In order to excite every possible mode in the cavity-type structure, the following electric field distribution is used [15] in the transverse face:
for (23) where is the center node of interior domain. Fig. 6 shows the comparison of the scheme (21) and (22) with the scheme (14) and (15) . It is obvious that the solution of the scheme of (14) and (15) diverges after 1600 time steps. However, the solution of the scheme of (21) and (22) is very stable in all calculated time steps. Therefore, it can be concluded that the scheme (21) and (22) can deal with conductor problems very well. Table IV shows the comparison of the cutoff frequencies calculated by the DSC method based on an improved symplectic scheme and those obtained by Ansoft's High-Frequency Structure Simulator (HFSS). It is seen that they are in good agreement. Therefore, the improved symplectic scheme can be used to extend conductors to the PML boundary directly without any modification.
V. CONCLUSION
In this paper, a generalized time-domain higher order finite-difference method, based on the LK of DSC (TD-DSC) algorithm, and a modified PML absorbing boundary condition, is introduced to analyze 3-D guided-wave problems. The presented scheme has the same flexibility as the standard FDTD method in handling homogeneous and inhomogeneous microwave problems. Its accuracy can be much higher than the standard FDTD method by choosing a suitable bandwidth. The higher order Langrage scheme can achieve a satisfactory accuracy with three to six points per wavelength, whereas the standard FDTD scheme usually requires 12-18 points per wavelength. Due to its high accuracy, the higher order Langrage method is more efficient than the standard FDTD method for a given simulation, though this scheme requires a longer computational time than the standard FDTD method over a given grid. Based on the symplectic integrator propagator and its improved approximation, the higher order Langrage method requires not only less memory than the standard FDTD method and the scheme of (4, 4), but the PML condition can also be extended to directly truncate microstrip lines. Therefore, the combination of the higher order Langrage scheme and the modified PML absorbing boundary condition provides improvements in memory saving and achieving higher accuracy.
