W e study a problem where a new, unfamiliar group of agents has to decide how a joint reward should be shared among them. We focus on settings where the share that each agent receives depends on the evaluations of its peers concerning that agent's contribution to the group. We introduce a mechanism to elicit and aggregate evaluations as well as for determining agents' shares. The intuition behind the proposed mechanism is that each agent has its expected share maximized to the extent that it is well evaluated by its peers and that it is truthfully reporting its evaluations. For promoting truthfulness, the proposed mechanism uses a peerprediction method built on strictly proper scoring rules. Under the assumption that agents are Bayesian decision makers, we show that our mechanism is incentive compatible and budget balanced. We also provide sufficient conditions under which the proposed mechanism is individually rational, resistant to some kinds of collusion, and fair.
Introduction
Understanding how agents can work together to achieve some common goal is a central research topic when dealing with multiagent systems (Shoham and Leyton-Brown 2009) . Questions that are typically analyzed include how and which groups of agents should form (Rahwan et al. 2009 ); how agents should coordinate their actions once they have agreed to work together (Grosz and Kraus 1996) ; how to ensure that the group, once formed, does not disintegrate (Conitzer and Sandholm 2006) ; and how a joint reward should be divided among the group members (Moulin 2004) . It is this last question that we address in this paper.
Commonly called fair division, the problem of dividing one or several goods among a set of agents, in a way that satisfies a suitable fairness criterion, has been studied in many literatures. In decision analysis, several fairness factors and practical issues are taken into account before constructing a decision analysis model for allocating goods (Keller et al. 2010 ), e.g., how uniform the allocation is, its impact on future generations, etc. In economics, the collective welfare approach is arguably the most influential application of the economic analysis to fair division. It uses the concepts of collective utility functions, in its cardinal interpretation, and social welfare orderings, in its ordinal interpretation, for deciding what makes a reasonable division (Moulin 2004) . In computer science and, more specifically, artificial intelligence, the fair division problem is traditionally studied in settings where the underlying agents not only have preferences over alternative allocations of goods, but also actively participate in computing an allocation (Chevaleyre et al. 2006) .
In this paper, we propose a game-theoretic model for sharing a joint, homogeneous reward based on the idea of peer evaluations. In detail, we consider scenarios where an unfamiliar group has been formed and has accomplished a task for which it is granted a reward, which in turn must be shared among the group members. In some sense, our work can be seen as a complement of the ongoing research on ad hoc teams (e.g., Stone et al. 2010 ). In such ad hoc team settings, an agent must be prepared to cooperate with previously unfamiliar teammates. Thus, team 254 Decision Analysis 9(3), pp. 253-273, © 2012 INFORMS strategies cannot be developed a priori. Rather than focusing on the formation process of ad hoc teams, we propose a way of sharing rewards that might result from that collaboration.
After observing the individual contributions of the peers in accomplishing the joint task, each agent in the group is asked to evaluate the others. These evaluations are elicited and aggregated by a central, trusted entity called the mechanism, which is also responsible for sharing the joint reward. The share received by each agent from our proposed mechanism has two major components. The first one reflects the evaluations received by that agent. The second one is a truth-telling score, which is used to encourage agents to truthfully report their evaluations. For computing such scores, the mechanism uses a novel peer-prediction method built on strictly proper scoring rules. Under our method, truth-telling maximizes agents' expected scores when they do not have informative prior knowledge about the capabilities of their peers.
Thus, the intuition behind the proposed mechanism is that each agent has its expected share maximized to the extent that it is well evaluated and that it is telling the truth. Under the assumption that agents are Bayesian decision makers, we show that our mechanism is incentive compatible and budget balanced, and we present sufficient conditions under which it is individually rational, resistant to some kinds of collusion, and fair.
The rest of this paper is organized as follows. We review the literature related to our work in §2. In §3, we describe the basic model and concepts used throughout the paper. In §4, we introduce our mechanism and show that it satisfies important properties. In §5, we investigate the influence of the mechanism's parameter on agents' shares. In §6, we discuss some practical issues regarding our model and mechanism. We conclude in §7.
Related Work
Several resource allocation models have been proposed in the decision analysis literature, ranging from resource allocation in the development of military countermeasures (Golany et al. 2012) to resource allocation in healthcare (Griffin et al. 2008) . A wellknown resource allocation model is attributable to Pratt and Zeckhauser (1990) . They described how to fairly divide a number of silver heirlooms among agents, where each agent's preferences for objects are represented by its utility function. Then, allocations to different agents are made as they would be in a market for probability shares in the objects, where each agent is assumed to have a fixed and equal budget for making purchases, and the objects' prices are the market-clearing equilibrium prices in a second-price auction. We observe that such an auction-based approach is unfeasible in our setting because the underlying object (reward) is homogeneous and divisible. Several fairness factors and practical issues are also studied in decision analysis. Questions concerning whether or not it matters what different agents get, or how uniform the allocation is, are often taken into account before constructing decision analysis models and processes for allocating resources (Keller et al. 2010) .
From a more theoretical perspective, the concept of fair division has long been studied in cooperative game theory. The Shapley (1953) value is a key concept in this field used to distribute a joint surplus (or cost) among a set of agents. Roughly speaking, the Shapley value assigns a share to each agent equal to that agent's marginal contribution to the group. We note that sharing schemes based on marginal contributions, like the Shapley value, are not appropriate in our setting. The idea of marginal contribution is not objectively defined in our model because individual contributions are subjective information.
Recent work in microeconomics has addressed the issue of sharing a value based on peer evaluations. Slightly different from our model, agents are asked to report the relative contributions of their peers in accomplishing a joint task; e.g., agent 1 might report that agent 3 deserves 10 times as much as agent 2. Three properties of mechanisms are very often studied: budget balance, impartiality, and consensuality. A mechanism is budget balanced if it neither takes a loss nor makes a profit. A mechanism is impartial if the amount paid to every agent is independent of that agent's report. A mechanism is consensual if the amount paid to agents respect the peer evaluations whenever they are consistent. With exactly three agents, de Clippel et al. (2008) show that there is a unique impartial and consensual mechanism, and that it is only budget balanced when agents' evaluations 255 are consistent. Those authors also propose a family of mechanisms that satisfies the aforementioned properties whenever there are four or more agents. The follow-up paper by Tideman and Plassmann (2008) elaborates on the numerical and statistical properties of that family of mechanisms. Knoblauch (2009) determined the extent to which an impartial, budget balanced mechanism must deviate from consensuality in the three-agent case.
A crucial assumption in the aforecited works is that the underlying agents are not strategic. The rationale behind such an assumption is that because the evaluations reported by an agent do not affect its share of the joint reward (impartiality), then that agent should have no incentive to lie. First, we note that this assumption makes the resulting mechanisms extremely susceptible to collusive behavior. Furthermore, it does not help to prevent situations where agents are not willing to exert the required effort to evaluate their peers, or when agents' evaluations are biased.
This last point is illustrated in the work done by Kaufman et al. (2000) . These authors use a peerrating system to account for individual performance in teams of students. In detail, each team member initially receives a common grade as the result of a joint academic work. Later, each grade is weighted by a weighting factor, which is equal to the average evaluation received by the underlying student divided by the team average. This peer-rating system was used in assignments of two sophomore-level courses. The results strongly suggest that both gender and racial bias might influence the reported ratings. Furthermore, several cases of collusion between students are reported, i.e., team members agreeing to give each other identical ratings.
We believe that the above-mentioned problems might be even worse in our scenario because the joint reward must be shared among the agents. Hence, the truth-telling score is an essential component of our mechanism because it encourages rational agents to truthfully reveal their evaluations. To the best of our knowledge, the first mechanism that explicitly deals with strategic agents when sharing rewards based on peer evaluations is attributable to Carvalho and Larson (2011) . For promoting truthfulness, they use the "Bayesian truth serum method" proposed by Prelec (2004) . This method brings two major drawbacks. First, it requires the population of agents to be large. Second, besides reporting evaluations, agents must also make predictions about how their peers are evaluated.
In this work, we eliminate both problems by using a novel peer-prediction method built on strictly proper scoring rules. The first of such methods is attributable to Miller et al. (2005) . In their work, a number of agents experience a product and rate its quality. A mechanism then collects the ratings and makes the payments based on them. This method makes use of the stochastic correlation between the signals observed by the agents from the product to achieve a Bayes-Nash equilibrium where every agent tells the truth. Jurca and Faltings (2009) extended the original method by also considering several kinds of collusion.
The major problem with the original peer-prediction method when applied to our setting is that it depends on previous, historical data. In detail, after agent i reports its evaluation of agent j, say s j i , the mechanism estimates agent i's prediction of the evaluation reported by another agent k, P s j k s j i , which is then evaluated and rewarded using a scoring rule and agent k's actual reported evaluation. The mechanism needs to have a history of previous evaluations for computing P s j k s j i . In our scenario, this is unreasonable to assume whenever an agent is being evaluated for the first time. Witkowski and Parkes (2011) proposed a way to circumvent this problem by removing some crucial common knowledge assumptions. In their model, agents possess private beliefs regarding both the quality of the product and the likelihood of a positive experience given a particular quality. Agents are required to report their beliefs before and after experiencing the product. A mechanism estimates the perceived quality from the direction of the belief change. Each estimation is used as the observed outcome ("ground truth") when rewarding another agent's report. This approach might create many practical problems in our setting. First, it implies that agents have to evaluate their peers before working together, which is a troublesome situation whenever they are working together for the first time. Furthermore, they have to report their entire beliefs (probability distributions) twice. Finally, the estimated perceived quality is binary, which implies that an agent could only do a good job or a poor one. We balance the budget of our peer-prediction method by using an adaptation of the technique proposed by Goel et al. (2009) , which in turn is based on competitive scoring rules (Kilgour and Gerchak 2004) . Goel et al. (2009) also proposed a peer-prediction method called the "collective revelation mechanism," which not only admits a truth-telling Bayes-Nash equilibrium, but also weights agents' ratings by their relative information content. The major drawback of that mechanism is that agents must provide an extra piece of information for the mechanism, namely, their willingness to update their believes in light of hypothetical new evidence.
Finally, we note that our setting bears a tenuous relation to bargaining games (Nash 1950) , cost-sharing schemes from the mechanism design literature (Moulin 1999, Moulin and Shenker 2001) , and the cake-cutting problem (Brams and Taylor 1996, Robertson and Webb 1998) , where different fairness criteria are studied (e.g., proportionality, equitability, and envy freeness).
Model and Background
A set of unknown agents 1 N = 1 n , for n ≥ 4, has accomplished a task for which it is granted a reward V ∈ + . Every agent is assumed to want more of the reward. Therefore, we can identify an agent's share with its welfare. We are interested in settings where the share of V that an agent receives depends on the evaluations of its peers concerning that agent's contribution to the group.
We model the private information of each agent as n − 1 private signals that that agent observes from its peers. These signals are direct assessments of the peers' performance in accomplishing the joint task. We call them truthful evaluations. To avoid a biased selfjudgment, agents do not do self-evaluations. Formally, given a positive integer parameter M ≥ 1 and for each agent j ∈ N , let j be a multinomial distribution 2 with unknown parameter j ∈ M (a unit simplex in M ) that represents the truthful evaluations for agent j. The signals observed by agent i are represented by the vector t i = t M represents the signal observed by agent i coming from agent j, i.e., t j i ∼ j . Therefore, t i is the vector with the truthful evaluations made by agent i regarding the contributions of its peers in accomplishing the joint task.
The parameter M represents the top possible evaluation that an agent can give or receive, and we assume that its value is common knowledge. Intuitively, as M increases, the evaluations might be more fine grained in that small differences between agents can be recognized by their peers. However, this increased expressivity might be burdensome for some agents because they will have more freedom to evaluate their peers, which can make the evaluation process more challenging. We argue that the underlying application might help to determine appropriate settings for M. By assuming that the lowest possible evaluation that an agent can receive is equal to 1, we implicitly assume that every agent contributed to the task. Thus, agents who did not contribute at all must not participate in the sharing process. We make the following additional assumptions in our model:
1. Self-interest. Agents act to maximize their expected shares.
2. Common prior. For all j ∈ N , there exists a common prior distribution over j , P j . We assume that this distribution is a noninformative Dirichlet distribution.
3. Rationality. Every agent i ∈ N , with truthful evaluation t j i , forms a posterior by applying Bayes' rule to the common prior P j , i.e., P j t j i . 4. Independent signals. The signals observed by an agent are independent of each other. Formally, given i j k ∈ N , and x y ∈ 1 M P t
The first assumption means that agents are risk neutral (Mas-Colell et al. 1995) . The second assumption implies that agents have common prior distributions over distributions of truthful evaluations. We discuss the meaning and validity of the assumption of noninformative Dirichlet priors in §3.5. The third 257 assumption means that the posterior distributions are consistent with Bayesian updating, i.e.,
where K is a normalizing constant that ensures that the posterior adds up to 1. The first three assumptions are traditional in both game theory and multiagent systems literature (Osborne and Rubinstein 1994, Shoham and Leyton-Brown 2009) . Together, they imply that agents are Bayesian decision makers. Finally, the last assumption implies that the truthful evaluation of an agent for a peer does not influence that agent's truthful evaluation of other peers. A consequence of self-interest is that agents may deliberately lie when reporting their evaluations. For example, an agent might intentionally give all other agents a low evaluation so that, in comparison, it looks good and receives a greater share of V . Therefore, we distinguish between the truthful evaluations made by each agent i ∈ N , t i , and the evaluations that agent i reports, s i t i = s . We call s i t i the strategy of agent i. For clarity's sake, we use s i to represent agent i's strategy when t i is irrelevant or clear from the context. S i is the set of strategies available to agent i, and S = S 1 × · · · × S n . Each vector s = s 1 t 1 s n t n ∈ S is a strategy profile. As customary, let the subscript "−i" denote a vector without agent i's component, e.g.,
If the evaluations reported by agent i are equal to its truthful evaluations, i.e., s i t i = t i , then we say that agent i's strategy is truthful. If for all i ∈ N s i t i = t i then we say that s is the collective truth-telling strategy profile. We represent it by * s. Evaluations are elicited and aggregated by a central, trusted entity called the mechanism, which is also responsible for sharing the reward among the agents. Formally:
Definition 1 (Mechanism). A mechanism is a sharing function, S → n , which maps each strategy profile to a vector of shares.
Given the strategy profile s, we denote the share of V given to agent i by i s . We use i when s is either irrelevant or clear from the context. Throughout this paper, we use the solution concept called BayesNash equilibrium.
Definition 2 (Bayes-Nash Equilibrium). A strategy profile s is a Bayes-Nash equilibrium if for each agent i and strategy
In words, for each agent i ∈ N , s i t i is the best response, in an expected sense, that agent i has to s −i t −i given its truthful evaluations t i . The expectation is taken with respect to the posterior predictive distributions, discussed in §3.5. When the inequality in Definition 2 holds strictly (with ">" instead of "≥"), then we say that the strategy profile s is a strict Bayes-Nash equilibrium.
Numerical Example
In this subsection, we illustrate some of the concepts defined so far. The same example will be extended in subsequent sections to illustrate new concepts and results. Consider four agents indexed by the letters A B C D, a joint reward V = 100, and the parameter M = 10. Furthermore, suppose that the truthful evaluations are the ones shown in Table 1 , where each numeric cell can be interpreted as the signal observed by the agent in the row coming from the agent in the column, e.g., the emphasized number 2 represents t B A , i.e., the signal observed by agent A coming from agent B. Now, suppose that agent A wants to downgrade others' contributions. Hence, it could report the vector s A = 1 1 1 instead of telling the truth and reporting s A = t A = 2 9 6 .
Properties
There are several key properties we wish mechanisms to have. We introduce them in this section. . Then, we say that a mechanism is fair if i s > j s . Table 1 Truthful Evaluations
Reported evaluations In words, if an agent unanimously receives better evaluations than a peer, then that agent should also receive a greater share of the joint reward than its peer.
Definition 4 (Budget Balance). If ∀ s ∈ S, n i=1 i s = V , then the mechanism is budgetbalanced.
In words, a budget-balanced mechanism allocates the entire reward V back to the agents. As stated, this is a strong definition because we do not put constraints on s, e.g., we do not require s to be an equilibrium strategy profile.
Definition 5 (Individual Rationality). A mechanism is individually rational if
This condition requires the share received by each agent to be greater than or equal to zero. In other words, all agents are weakly better off participating in the sharing process than not participating at all.
Definition 6 (Incentive Compatibility).
A mechanism is incentive compatible if collective truth-telling is an equilibrium strategy profile.
Because we are working with Bayes-Nash equilibria, an incentive-compatible mechanism implies that it is best, in an expected sense, for each agent to tell the truth provided that the others are also doing so.
Definition 7 (Collusion Resistance).
A mechanism is collusion resistant if agents have no incentive to enter into a priori agreements to undermine the mechanism.
In the following subsection, we extend our discussion on collusions. By no means do we argue that the properties defined in this section are exhaustive. However, we believe that they are among the most desirable ones in practical applications.
Collusion
We consider that collusion occurs when a group of agents agree to deliberately lie about their evaluations of each other. Formally:
Definition 8 (Collusion). Consider a group of agents G so that G = x, for 2 ≤ x ≤ n. We say that an x y -collusion occurs when
In words, an x y -collusion means that x agents deviate from the collective truth-telling strategy profile by giving the evaluation y to each other. For the discussion in this section, lets be the strategy profile after a collusion among a group of agents G ⊆ N . Because of the self-interest assumption, an agent will only collude if its expected share increases by doing so. Consequently, a collusion will only happen if E i∈G i s > E i∈G i * s . Now, we are ready to formally define the collusion-resistance property.
Definition 9 (Collusion Resistance). Let * s be the collective truth-telling strategy profile, and lets be any strategy profile resulting from an x y -collusion among a group of agents G, for x = G and y ∈ 1 M . We say that a mechanism is x -collusion resistant if E i∈G i s ≤ E i∈G i * s .
We can strengthen the above definition by saying that a x y -collusion, for any y ∈ 1 M , will never be profitable, i.e., i∈G i s ≤ i∈G i * s . If a mechanism satisfies this inequality, then we say that it is ex post x -collusion resistant. There is an interesting relationship between budget balance and ex post collusion resistance, as shown in the following proposition.
Proposition 1. If a mechanism is budget balanced, then it is ex post n -collusion-resistant.
Proof. If a mechanism is budget balanced, then ∀ s ∈ S n i=1 i s = V . Consequently, a budgetbalanced mechanism is trivially ex post n -collusion resistant because no strategy profile different from the collective truth-telling strategy profile can make some agent better off without making some other agent worse off.
Incentive compatibility and collusion resistance are complementary to each other: whereas the former deals with single agents deviating from the collective truth-telling strategy profile, the latter deals with groups of agents. When collective truth telling is a Bayes-Nash equilibrium, our definition of collusion resistance is similar to the concept of resilient equilibrium, e.g., we say that an equilibrium strategy profile is k-resilient if it tolerates deviations by collusions of up to k agents (Halpern 2008) . In this paper, we focus on collusions of size 2 because they are more tractable (from a mathematical point of view) and, arguably, more likely to occur than bigger ones.
An interesting point to discuss is the relationship between the collusion-resistance property defined in this paper and the group strategy-proof concept from the mechanism design literature (e.g., Moulin and Shenker 2001) . Roughly speaking, a group strategyproof mechanism in our setting implies that there is no collusion G, of any size, such that every agent in G is at least as well off as when it truthfully reports its evaluations, and at least one agent in G is strictly better off. Although both concepts deal with a group of colluders deviating from the collective truth-telling strategy profile, group strategy-proofness is stronger in a sense that a group strategy-proof mechanism prevents any coalition of agents to gain by lying.
Scoring Rules
A crucial component of the proposed mechanism is a scoring method for promoting truthfulness, which is based on strictly proper scoring rules. Consider an uncertain quantity with possible outcomes o 1 o M and a probability vector q = q 1 q M . A scoring rule R q e is a function that provides a score for the assessment q upon observing the event o e . A scoring rule is called strictly proper when an agent receives its maximal expected score if and only if its stated assessment q corresponds to its true assessment z = z 1 z M (Savage 1971) . The expected score of q at z for a real value scoring rule R q e is
and the expected score loss is defined by the equation
Arguably, the best-known strictly proper scoring rules, together with their scoring ranges, are logarithmic:
A well-known property of strictly proper scoring rules is that they are still strictly proper under positive affine transformations (for example, see Gneiting and Raftery 2007) . Lemma 1. If R q e is a strictly proper scoring rule, then a positive affine transformation of R, i.e., R q e + , for > 0 and ∈ , is also strictly proper.
Dirichlet Distributions
An important assumption in our model is that agents have noninformative Dirichlet priors over distributions of truthful evaluations. A Dirichlet distribution can be seen as a continuous distribution over parameter vectors of a multinomial distribution. Because j , ∀ j ∈ N , is the unknown parameter of the multinomial distribution that describes the truthful evaluations for agent j, then it is natural to consider a Dirichlet distribution as a prior for j . Let j = j 1 j M . Given a vector of positive reals, = 1 M , that determines the shape of the Dirichlet distribution, the probability density function of the Dirichlet distribution over j is Figure 1 shows the above probability density when M = 3 for various parameter vectors . For the Dirichlet distribution in Equation (5), the expected value of, say, j i is
An interesting property of the Dirichlet distribution is that it is the conjugate prior of the multinomial distribution (Bernardo and Smith 1994) , i.e., the posterior distribution P j t j i , for i = j, is itself a Dirichlet distribution. This relationship is often used in Bayesian statistics to estimate the hidden parameters of a multinomial distribution. To illustrate this point, suppose that agent i observes the signal t j i = 1 from agent j. After applying Bayes' rule to its prior (Equation (1)), agent i's posterior distribution is P j t j i = 1 = P j 1 + 1 2 M . Consequently, the new expected distribution is
We call the above probability vector agent i's posterior predictive distribution regarding j because it . In this way, we can regard the parameters 1 M as "pseudocounts" from "pseudodata," where each k can be interpreted as the number of times that the j k -probability event has been observed before. We say that the Dirichlet distribution is noninformative (or uniform) when all of the elements making up the vector have the same value (for simplicity's sake, we assume that this value is equal to 1). Noninformative priors are used when there is no prior knowledge favoring one probability event over another.
In our scenario, a noninformative prior means that before observing, say, agent j's performance in accomplishing the joint task, the initial belief of each agent i regarding the evaluation deserved by agent j is unbiased. Mathematically, this means that the expected distribution, E j , is uniform over the set 1 M . Consequently, the posterior distribution of agent i, P j t j i , indicates that t j i is the evaluation most likely to be deserved by agent j because
In short, the assumption of noninformative Dirichlet priors means that each agent's relevant information consists exclusively of its assessments of the peers' performance in accomplishing the joint task. Intuitively, this assumption makes sense because in our model agents are strangers to each other before working together.
We note that other priors could have been used. However, the inference process would not necessarily be analytically tractable. 
The Mechanism
In this section, we propose a mechanism for sharing rewards based on peer evaluations. For each vector with evaluations, s i , the mechanism creates a second vector, i = This simple preprocessing step ensures that the sum of the resulting shares is not orders of magnitude less (or greater) than the reward V . Furthermore, it helps to avoid some deceptive strategies, e.g., when an agent, aiming to look better than its peers and thus to receive a greater share of the joint reward, always gives the lowest possible evaluation to the others. Because the reported evaluations are always scaled to sum up to V , such a deceptive strategy might be ineffective.
The share received by each agent i from the mechanism has two major components. The first one,¯ i , reflects agent i's received evaluations. It is calculated by summing the scaled evaluations received by agent i and dividing the sum by the total number of agents n:
The second component of agent i's share is a truthtelling score i . The intuition behind such scores is that agents maximize their expected values by telling the truth. We provide details about how these scores are calculated in §4.1. Finally, the share of agent i is a linear combination of¯ i and i :
where the constant , for > 0, fine-tunes the weight given to the truth-telling score i . Thus, the intuition behind the proposed mechanism is that agents have their expected shares maximized to the extent that they are well evaluated and that they truthfully report their evaluations.
Truth-Telling Scores
Our scoring method is built on scoring rules. As shown in §3.4, scoring rules require an outcome, or a "reality," to score an assessment. If the mechanism knew a priori agents' truthful evaluations, it could compare them to the reported ones and reward agreement. However, because of the subjective nature of the evaluations, we are facing a situation where this objective truth is practically unknowable. Our solution to this issue is to compare reported evaluations and reward agreement. This type of solution is commonly called the peer-prediction method (Miller et al. 2005) . In the following subsection, we restrict our discussion on truth-telling scores to how to compute a single peer-prediction score, 
Peer-Prediction Scores
To compute peer-prediction scores based on evaluations for agent j, consider a random ordering of all agents, except agent j. This ordering is known only by the mechanism. For ease of exposition, suppose that agent i is in position i, and that agents i +1 and i −1 are, respectively, right after and right before agent i in the ordering. Furthermore, consider that agents wrap around for i +1 > n−1 and i −1 < 1. Intuitively, we use the evaluation given by agent i +1 to agent j as a reference when computing the peer-prediction score
M be the estimated posterior predictive distribution of agent i regarding j . It is calculated by the mechanism based on agent i's reported evaluation s j i , i.e.,
In short, our peer-prediction method uses the evaluation given by agent i +1 to agent j as the realized outcome of an uncertain event (the evaluation deserved by agent j) and rewards agent i's estimated posterior predictive distribution by using a strictly proper scoring rule, i.e., Technically, R can be any bounded strictly proper scoring rule. Because it has impact on some properties of the proposed mechanism, from now on we assume that R is the quadratic scoring rule 4 shown in Equation (4). The final step toward computing 
that is, we normalize agent i's score by using the original scores of other agents that cannot be affected by agent i's report (that is why we require n ≥ 4). In some sense, we are taking into account the group's performance when rewarding agent i. The main reason for doing this is that we can "balance the budget" of our peer-prediction method, as proved in the following proposition. An important property of our scoring method is that under the assumptions of self-interest, common prior, and rationality, agents maximize their expected peer-prediction scores by telling the truth, as proved in the following lemma.
Lemma 2. Under the assumptions of self-interest, a common prior, and rationality, each agent i = j strictly maximizes its expected peer-prediction score, E 4 The proof that the quadratic scoring rule is indeed strictly proper as well as some of its interesting properties can be seen in the paper by Selten (1998) .
cannot be affected by the evaluation s Another way to interpret the above result is to imagine that agent i is betting on the evaluation deserved by agent j. Because the only relevant information available to agent i is the signal t j i , its best strategy (in an expected sense) is to bet on that signal, i.e., to bet on its truthful evaluation. In what follows, we provide bounds for the scores returned by the proposed peer-prediction method. We note that this result does not depend on the assumptions made in our model.
Proposition 3. For each agent
Proof. See the appendix.
Numerical Example
Proceeding with the previous example, assume that = 50. Furthermore, assume that all agents are telling the truth, i.e., the reported evaluations are the ones shown in Table 1 . The first step taken by the mechanism for sharing V = 100 is to scale the reported evaluations of each agent so that they sum up to V (see Equation (6)). For example, the scaled evaluation Table 2 .
After that, the mechanism computes the original, nonnormalized peer-prediction scores (Equation (9)). For illustration's sake, consider the original score received by agent C, R
, calculated based 
which results in the probability vector D C = 1/11 1/11 1/11 1/11 1/11 2/11 1/11 1/11 1/11 1/11 because s D C = 6. Now, consider the random orderings in Table 3 . Each one is indexed by the agent not included in the ordering. According to Table 3 , the agent right after agent C in the random ordering indexed by D is agent A. Thus, the mechanism scores the estimated posterior predictive distribution where R is the quadratic scoring rule shown in Equation (4). The resulting original, nonnormalized peerprediction scores can be seen in Table 4 , where each numeric cell can be interpreted as the score received by the agent in the row based on its evaluation of the agent in the column.
In the following step, the mechanism computes the peer-prediction scores by normalizing the original scores (Equation (10)). The peer-prediction score received by agent C, D C , based on its evaluation of agent D, s D C , is equal to its original score minus the mean of the original scores that are based on evaluations given to agent D and whose values cannot be Table 4 Original and Normalized Peer-Prediction Scores Table 4 , the agent right before agent C in the random ordering indexed by D is agent B. Consequently, s D C can affect agent B's original peer-prediction score because it is used as a reference when computing that score. In this way, agent C's normalized score is
The resulting normalized peer-prediction scores are also shown in Table 4 . Finally, the mechanism computes agents' shares. For doing this, it aggregates the scaled evaluations received by each agent (Equation (7)), e.g.,¯ A = 29 63 + 38 89 + 38 89 /4 ≈ 26 86. Thereafter, the mechanism computes agents' truth-telling scores as the average of their peerprediction scores, e.g., A = 0 − 0 182 + 0 /3 ≈ −0 061. Finally, the share of each agent is a linear combination of the aggregation of the scaled evaluations received by that agent and its truth-telling score, e.g., A = A + A ≈ 23 81. The resulting shares and their major components can be seen in Table 5 .
Properties
The proposed mechanism satisfies important properties. We start by stating our main result. Theorem 1. Under the assumptions of self-interest, a common prior, rationality, and independent signals, truth telling strictly maximizes agents' expected shares. for > 0. Because of the assumption of independent signals, we can restrict ourselves to analyze a single evaluation reported by agent i, say, its evaluation of agent j. Consequently, we can restrict our analysis to the expression¯ i + j i . Now, we note that j i can be seen as a positive affine transformation of a strictly proper scoring rule (see the proof of Lemma 2). Furthermore, we observe that agent i's reported evaluations cannot affect¯ i (see Equation (7)). Consequently, i + j i can be seen as another positive affine transformation of a strictly proper scoring rule. We show in Lemma 2 that if we take the expectation with respect to A straightforward corollary of Theorem 1 is that the collective truth-telling strategy profile is a strict BayesNash equilibrium. In other words, the proposed mechanism is incentive compatible. The theorem itself is stronger because, under the assumptions of the proposed model, it says that each agent strictly maximizes its expected share by following the truth-telling strategy, and the evaluations reported by others do not matter. However, it is not as strong as ex post equilibrium, which means that no agent would ever want to deviate from the collective truth-telling strategy profile even if it knew the truthful evaluations of its peers.
It is also interesting to note that by setting = 0, the collective truth-telling strategy profile becomes a weak dominant-strategy equilibrium, i.e., each agent weakly maximizes its share by following the truthtelling strategy. In this case, given a fixed vector s −i , agent i always receives the same share, no matter what it reports. In other words, although agents do not have direct incentives for misreporting evaluations, they also do not have incentives for telling the truth. Consequently, several problems may arise, e.g., collusions, biased evaluations, etc. That is why we require to be strictly greater than zero. By doing this, rational agents are encouraged to disclose their truthful evaluations. Interestingly, Theorem 1 holds for any > 0, i.e., the weight of the truth-telling scores on agents' shares does not compromise the incentivecompatibility property of the mechanism.
Proposition 4. The proposed mechanism is budget balanced.
Because agents' truth-telling scores can be negative (see Proposition 3), their shares can also be negative. In the following proposition, we present a scheme for avoiding negative shares. Intuitively, it means that the resulting shares can always be positive, regardless of the reported evaluations, if we reduce the influence of the truth-telling scores on agents' shares.
Proposition 5. If ≤ V / 2n , then the proposed mechanism is individually rational.
Related to the fairness criterion (Definition 3), we note that there are two major issues with our mechanism. First, by using truth-telling scores, we employ part of the joint reward to promote truthfulness. Consequently, an agent that unanimously receives better evaluations than a peer will not necessarily receive a greater share of the reward than its peer because that agent's truth-telling score can be lower. Intuitively, we need to reduce the weight of the truth-telling scores on agents' shares for making the proposed mechanism fair, so that those shares will depend almost entirely on the reported evaluations.
The second issue is about scaling evaluations. Because we take into account the evaluations given by two agents to each other in our fairness criterion, then an agent that universally receives better evaluations than a peer will not necessarily have all scaled evaluations greater than its peer's scaled evaluations. In other words, given two agents i and j, where s . Thus, an agent that unanimously receives better evaluations than a peer will not necessarily receive a greater share Notes. Agent B receives a greater share of the joint reward than agent A, even though agent A unanimously receives better evaluations than agent B. The parameters V = 100 M = 10, and = 50 are used as well as the random permutations in Table 3 .
of the joint reward than its peer because the aggregation of the scaled evaluations received by that agent can be lower.
To illustrate this last point, consider the evaluations shown in Table 6 . Thus, agent A unanimously receives better evaluations than agent B. Consequently, for the mechanism to be fair, the share received by agent A must be greater than the share received by agent B, i.e., A > B . However, if we use the random orderings in Table 3 , B turns out to be greater than A . Because agent A and B's truth-telling scores are the same ( A = B = −0 06), the major reason for the difference in their shares is that the scaled evaluation In what follows, we present a sufficient condition under which the proposed mechanism is fair.
, then the mechanism is fair.
Next, we propose a scheme to avoid collusions of size 2. Intuitively, it means that if truth-telling scores have a high weight on agents' shares, then those agents will not have strong incentives to collude.
Proposition 7. If ≥ V M + 1 3 / 2n , then the proposed mechanism is 2 -collusion-resistant.
Because the proposed mechanism is budget balanced, it is also ex-post n -collusion resistant (Proposition 1). From Propositions 5-7, we can see that there is a major trade-off between individual rationality/fairness and collusion resistance. Actually, it is impossible to set in such a way that the proposed mechanism always satisfies all properties (we skip the proof because it can be easily deduced from the proofs of the aforementioned propositions). In other words, for any value of , we can always come up with a scenario (reported evaluations, reward, etc.) in which the proposed mechanism does not simultaneously satisfy all properties.
Finally, we note that the proofs of the aforementioned propositions are based on worst-case scenarios, which we believe are fairly unlikely to happen in practice. In other words, they provide sufficient, but not necessary, conditions. We argue that it is possible to use higher (respectively, lower) values for than the ones suggested in Propositions 5 and 6 (respectively, Proposition 7) and still be able to obtain individual rationality and fairness (respectively, collusion resistance) in practice, as we empirically show in the following section.
Simulation Results
The parameter of the proposed mechanism finetunes the weight given to the truth-telling scores. To better understand its influence on agents' shares, we performed the following experiment. We shared the reward V = 100 among 100 agents using the proposed mechanism and M = 10 as the top possible evaluation that an agent can give or receive. A large population was intentionally used to decrease the average share. We chose values for from the set 1, 10, 25, 50, 75, 100, 250, 500 .
We ran this experiment 100 independent times. At each simulation step, we randomly generated permutations of agents and truthful evaluations. In detail, for each agent i ∈ N , we drew n − 1 samples from a normal distribution, and rounded each of them to the nearest integer. These rounded samples were the signals (truthful evaluations) observed by agent i's peers regarding its performance in accomplishing the joint task. The mean of each normal distribution was uniformly selected from the set 1 M . The variance of each of them was set to 1. Each rounded sample less than 1 or greater than M was discarded and a new one was drawn.
After generating evaluations, we computed the resulting shares when all agents were telling the truth and when there was a 2 M -collusion between two fixed agents, i.e., when they always gave the top possible evaluation to each other. Thereafter, we calculated the loss by lying, i.e., the difference between the sum of the shares received by the fixed agents when they were telling the truth and when they were colluding. To show the statistical significance of the obtained results, we performed the directional t-test. Our null hypothesis was that the average joint share when the fixed agents were telling the truth was equal to the average joint share when they were colluding. Our alternative hypothesis was that the former was greater than the latter, i.e., the average loss by lying was greater than zero. Because each noncolluder was always telling the truth, then the joint share when the fixed agents were telling the truth and the joint share when they were colluding were correlated. Because of that, we used the t-test for correlated samples (also known as paired t-test). This test allowed us to remove irrelevant, extraneous information from the analyzed shares. Table 7 presents the results of the experiment. We start by noting that if ≥ 666, then we can guarantee that the proposed mechanism is 2 -collusion resistant (Proposition 7). The experimental results show that even using much lower values for (e.g., = 25), the average joint share can be greater when the fixed agents are telling the truth than when they are colluding. When the value of increases, the mechanism becomes stronger against 2 M -collusions, i.e., the average loss by lying increases. The standard deviation also increases because the range of the shares becomes larger.
In our experiments, we also calculated the average number of negative and unfair shares returned by the mechanism when all agents were telling the truth. An agent's share is considered unfair if that agent unanimously receives better evaluations than a peer, but its share is smaller than the peer's share. Thus, a mechanism is fair if it does not return any unfair shares (see Definition 3). To compute the number of unfair shares, we made pairwise comparisons at each simulation step where each returned share was compared to the others for determining whether or not it was unfair. Table 8 presents the experimental results related to fairness and individual rationality. We first note that we need to set ≤ 0 0025 to theoretically ensure that the proposed mechanism is always fair (Proposition 6). The experimental results show that even with much higher values for (e.g., = 10), the mechanism might still be fair. Similar results occur with the individual-rationality property. Proposition 5 says that we must set ≤ 0 5 to guarantee that the shares returned by the mechanism are always greater than or equal to zero. From Table 8 , we can see that even with much higher values for (e.g., = 10), the shares returned by the mechanism might be nonnegative. As expected, the average number of unfair and negative shares increase as the value of increases.
Summarizing, this experiment helps to illustrate two important points. First, it shows the trade-off between fairness/individual rationality and collusion resistance. We show that when increases, the mechanism becomes stronger against 2 M -collusions, but at the expense of increasing the number of unfair and negative shares. Intuitively, this happens because the mechanism is putting more weight on the truthtelling scores. Second, because Propositions 5-7 are based on worst-case scenarios, this experiment highlights that we can set values for in a different way than suggested by those propositions and still be able to obtain the underlying properties. These points are rather general. They also appear in different scenarios (i.e., different values for V , n, and M) as well as when using some other distributions of truthful evaluations (e.g., U-shaped distributions).
Discussion
We discuss in this section some practical considerations regarding our mechanism and model as well as an extension of them to scenarios where agents observe their peers' performance several times before evaluating them.
Deployment
The intuition behind the proposed mechanism is pretty clear: Each agent has its expected share maximized to the extent that it is well evaluated by its peers and that it is truthfully reporting its evaluations. When it comes to the mathematics behind the proposed mechanism, the first component of agents' shares (Equation (7)) is also very intuitive: It is a normalized value proportional to the received evaluations. Therefore, agents can be informed that the higher their received evaluations are, the greater this first component will be. However, it might be difficult to explain to the agents how the peer-prediction scores are calculated. But if we look closely, Equation (9) works by making pairwise comparisons between two reported evaluations. Therefore, instead of teaching agents the complex mathematics behind the peer-prediction scores, one can simply show a flowchart that summarizes how the method works, as in Figure 2 , and honestly suggest that truthful reporting is the best strategy for three reasons: (1) the reported evaluations will be rewarded based on whether or not they are in agreement with other reported evaluations; (2) each agent does not know against whom its reported evaluations will be compared to; and (3) even if it knew the identity of the other agent, the former would not necessarily know about the latter's reported evaluations.
Multiple Signals
We consider an extension of our model where agents may observe their peers' performance several times before evaluating them. Let 
The basic assumptions (self-interest, commonprior, rationality, and independent signals) are still the same. As a way to abstract agents' private information, the mechanism only elicits the most common signals observed by each agent. In detail, let H x k be an indicator function, i.e.,
We say that agent i is truthfully reporting its evaluation of agent j when
In words, agent i reports the most common signal coming from agent j. Ties are broken randomly. In this new model, agent i's posterior predictive distribution regarding j , j i , is defined as
Once again, we assume that k = 1, for k ∈ 1 M (noninformative priors). For illustration's sake, consider that agent i observes five signals from agent j ( Step 1:
Randomly select a subset of agents
Reward agreement Compare reported evaluations
Step 2:
Step 3:
agent j is 5 because this is the most common signal from agent j. Interestingly, the proposed mechanism still satisfies important properties under this new model, even without knowing a priori the number of observed signals. First, because Propositions 4-6 do not depend on agents' private information, the proposed mechanism is still budget balanced, and the sufficient conditions under which it is fair and individually rational are still the same. To show that each agent strictly maximizes its expected share by telling the truth, we can restrict ourselves to show that truth-telling strictly maximizes the expected peer-prediction scores. By showing this, the proof of Theorem 1 can be used to show that expected shares are also strictly maximized. Finally, we note that Proposition 7 does not hold anymore. Collusion resistance depends on the expected scoring loss when an agent is lying instead of telling the truth (see Equation (16) in the proof of Proposition 7). From Proposition 8, we can deduce that the expected scoring loss is always nonnegative. However, it is easy to show that the loss can be arbitrarily small as the number of observed signals increases. Therefore, an arbitrarily large part of the joint reward must be used as truth-telling scores to avoid collusions of size 2.
Random Orderings
The computation of the peer-prediction scores is highly dependent on the underlying ordering of the agents. For example, even though an agent's reported evaluation is in agreement with the majority of other reported evaluations, that agent can receive a low peer-prediction score because of a single "unlucky" pairwise comparison. This fact can generate a sense of unfairness because agents can lose a decent payoff due to an unfavorable ordering. A simple way to circumvent the above problem is by using more than one agent as reference when scoring a reported evaluation. For example, the peer-prediction method can independently use the evaluations given by agents i +1 and i +2 to agent j as the outcomes of an uncertain event (the evaluation deserved by agent j) and reward agent i's estimated posterior predictive distribution as follows:
Then, the normalized peer-prediction score (Equation (10)) becomes
for n ≥ 5. The above change has no impact on Theorem 1 and Proposition 4, i.e., the proposed mechanism is still incentive compatible and budget balanced. The mechanism can use the reports from up to k < n/2 + 1 agents as reference and those properties are still valid. However, this approach has impact on the range of the peer-prediction scores (Proposition 3). In the above example, the new range is − 4/ M + 1 4/ M + 1 , i.e., two times the old range. Because the scoring range has changed, the sufficient conditions under which the proposed mechanism is individually rational, fair, and resistant to collusions of size 2 also change. The new conditions can be easily obtained by updating both the lower bound and the upper bound of the peer-prediction scores in the proofs of Propositions 5-7.
Scoring Rules Sensitive to Distance
Scoring rules, as defined in §3.4, are used to both provide an ex ante incentive for truthful reporting and to measure how informative the probabilities look ex post, i.e., after the true outcome is observed. However, the canonical definition of scoring rules does not take into account any ordering of the underlying outcomes. In our setting, this implies that any two different reported evaluations will receive the same score from Equation (9) whenever they are not similar to the evaluation used as reference.
That happens because, as noted before, the proposed peer-prediction method essentially works by making pairwise comparisons, i.e., an agent's score is high when its reported evaluations are equal to the evaluations used as reference. This approach can be too restrictive and, to some degree, unfair when the top possible evaluation is high. For example, when M = 10 and the evaluation used as reference is also equal to 10, a reported evaluation equal to 9 seems to be more accurate than a reported evaluation equal to 1. One effective way to deal with this issue is by using a strictly proper scoring rule in Equation (9) that is sensitive to distance.
Using the notation from §3.4, recall that given M possible outcomes, q = q 1 q M is some reported probability distribution. Given that the outcomes are ordered, we denote the cumulative probabilities by a capital letter: Q i = j≤i q j . We first define the notion of distance between two probability vectors. We say that a probability vector q is more distant from the jth outcome than a probability vector q, for q = q , if Staël von Holstein 1970) . Intuitively, the above definition means that q can be obtained from q by successively moving probability mass towards the jth outcome from other outcomes more distant from the jth outcome. A scoring rule R is said to be sensitive to distance if R q j > R q j whenever q is more distance from q for all j. Epstein (1969) introduces the ranked probability score (RPS), a strictly proper scoring rule that is sensitive to distance. Using Murphy's (1970) formulation, we have Figure 3 illustrates the scores returned by Equation (9) for different reported evaluations and reference evaluations (outcomes) when M = 5 and R is equal to the above equation. When using the RPS as the scoring rule, agents are rewarded based on how close their reported evaluations are to the evaluations used as reference: The closer one reported evaluation is, the higher its score will be. For example, when the evaluation used as reference is equal to 1 (see the dotted line with squares in Figure 3) , the returned score monotonically decreases as the reported evaluation increases. Because RPS is strictly proper, Theorem 1 is still valid, i.e., the proposed mechanism is still incentive compatible. It can be easily seen that the RPS scoring range is −M + 1 0 . Because it is bounded, the proposed mechanism is still budged balanced (Proposition 4) when using RPS. Furthermore, the new sufficient conditions under which the proposed mechanism is individually rational, fair, and resistant to collusions of size 2 can be easily obtained by updating the lower bound and the upper bound of the peerprediction scores in the proofs of Propositions 5-7.
Conclusion
We proposed a game-theoretic model for sharing a joint, homogeneous reward among an unfamiliar group of agents based on peer evaluations. We introduced a mechanism to elicit and aggregate evaluations as well as for determining agents' shares. The intuition behind the proposed mechanism is that each agent has its expected share maximized to the extent that it is well evaluated by its peers and that it is truthfully reporting its evaluations. For promoting truthfulness, we proposed a peer-prediction method built on strictly proper scoring rules. Under the main assumptions that agents are Bayesian decision makers and that they do not have informative prior knowledge about the competence of their teammates, we showed that our mechanism is incentive compatible and budget balanced. We also provided sufficient conditions under which the mechanism is individually rational, resistant to collusions of size 2, and fair.
An interesting point regarding our mechanism is the trade-off between fairness/individual rationality and collusion resistance; that is, if we overly promote truthfulness, then the mechanism becomes stronger against collusions, but at the expense of increasing the number of unfair and negative shares. A major reason for this fact is that avoiding collusions is expensive, i.e., a large part of the joint reward must be used to promote truthfulness. Thus, an exciting direction for extending this work is to study new schemes that guarantee collusion resistance, but using less of the joint reward. Another interesting line of research is to investigate other kinds of collusive behavior that might arise and how to prevent them.
Proof of Proposition 4
The sum of the shares received by the agents is equal to The last equality follows from the fact that the scaled evaluations sum up to V (Equation (6)). From Proposition 2, we know that i =j j i = 0, thus completing the proof.
Proof of Proposition 5
We start the proof by observing that ∀ i ∈ N ¯ i > 0 (Equation (7)). Consequently, if agents' truth-telling scores are positive, then their shares will also be positive (recall that i =¯ i + i ). In this way, we restrict ourselves to the scenario where the truth-telling scores are negative. In detail, for the proposed mechanism to be individually rational, the following inequality must be true for every agent i ∈ N and
In what follows, we compute a lower-bound for the fraction in (12). Starting with the numerator, we havē The inequalities follow from the fact that ∀ i j s j i ∈ 1 M . Focusing on the denominator of the fraction in (12), because i is the average of n − 1 peer-prediction scores, we can restrict ourselves to find the lowest negative score that can be returned by our peer-prediction method. From Proposition 3, we know that this value is equal to −2/ M + 1 , which is greater than −2/M. Thus, we conclude that if In what follows, we compute a lower bound for the above fraction. Starting with the numerator, we havē
