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ABSTRACT
Network representation learning has aroused widespread interests
in recent years. While most of the existing methods deal with edges
as pairwise relationships, only a few studies have been proposed
for hyper-networks to capture more complicated tuplewise rela-
tionships among multiple nodes. A hyper-network is a network
where each edge, called hyperedge, connects an arbitrary number of
nodes. Different from conventional networks, hyper-networks have
certain degrees of indecomposability such that the nodes in a subset
of a hyperedge may not possess a strong relationship. That is the
main reason why traditional algorithms fail in learning representa-
tions in hyper-networks by simply decomposing hyperedges into
pairwise relationships. In this paper, we firstly define a metric to
depict the degrees of indecomposability for hyper-networks. Then
we propose a new concept called hyper-path and design hyper-
path-based random walks to preserve the structural information of
hyper-networks according to the analysis of the indecomposability.
Then a carefully designed algorithm, Hyper-gram, utilizes these
random walks to capture both pairwise relationships and tuplewise
relationships in the whole hyper-networks. Finally, we conduct
extensive experiments on several real-world datasets covering the
tasks of link prediction and hyper-network reconstruction, and
results demonstrate the rationality, validity, and effectiveness of
our methods compared with those existing state-of-the-art models
designed for conventional networks or hyper-networks.
CCS CONCEPTS
• Mathematics of computing → Hypergraphs; • Computing
methodologies→ Learning latent representations.
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1 INTRODUCTION
Networks or graphs are data structures to model the relationships
between objects in a system. There are a large number of networks
presenting different types of relationships in various domains, and
examples include social networks, biological networks, brain net-
works, etc. Due to the importance of networks, many methods
are proposed for network analysis tasks such as link prediction
[15] and similarity search [14, 22]. Among these methods, network
representation learning methods [5, 8, 11, 19, 23] which aim to
learn the low-dimensional representations of nodes in networks
have aroused widespread interest in recent years. Most of the ex-
isting network representation learning methods are designed for
conventional networks, where each edge represents a pairwise
relationship between two nodes. However, relationships among
objects are much more complex in the real world. In particular, it
is hard to represent such a connection (user, drug, reaction) in a
conventional network, which corresponds to a record that a user
produces a specific side effect after taking a kind of drug. In this
case, it is more reasonable to consider the interactions among these
objects as tuplewise relations, where each tuplewise relation in-
volves more than two nodes. Such complex tuplewise relations are
usually modeled as hyperedges which indicate relationships among
an arbitrary number of nodes, and such systems are modeled as
hyper-networks (refer to Fig. 1 as an example).
A typical way to analyze hyper-networks is to decompose hyper-
edges into pairwise edges by clique expansion [21] or star expansion
[1], and then apply traditional network representation learning
methods. This way assumes that hyperedges are decomposable.
However, there is no theory or proof to support the correctness.
Tu et al. [26] investigate the indecomposability of heterogeneous
hyper-network: the indecomposability of hyper-networks means
that a set of nodes in a hyperedge has a strong tuplewise relation-
ship, while the nodes in a subset of the hyperedge do not necessarily
have a strong relationship. Besides, they prove that for an indecom-
posable hyper-network, any linear tuplewise similarity function
cannot satisfy the indecomposable property. Their work implies
the analysis of hyper-networks should take the indecomposability
into consideration, but they simply agree that homogeneous hyper-
networks are usually decomposable and heterogeneous ones are
indecomposable. This trend is true in some cases, but not for all
cases. There is no doubt that some negative bias will be introduced
in algorithms if we simply treat hyper-networks as indecomposable
or decomposable ones.
Different hyper-networks have different degrees of indecompos-
ability. For a (user, drug, reaction) hyper-network, it is not convinc-
ing to establish a relationship between a user and a drug reaction
without information about a kind of drug, and it is also meaning-
less to connect a user and a kind of drug without a drug reaction.
However, considering a (user, movie, tag) hyper-network, relations
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Figure 1: An illustration of a 3-uniform heterogeneous
hyper-network. In this hyper-network, there are three types
of nodes (e.g., ϕ(a1) = a,ϕ(b1) = b,ϕ(c1) = c) and three hyper-
edges (e1 = {a1,b1, c1}, e2 = {a2,b1, c1}, e3 = {a3,b2, c1}).
between movies and tags can appear independently apart from
users if we assume the tags of one movie are mainly determined by
its content, relations between users and movies can be separated
from tags because each user has a preference for a specific movie
type, and relations between users and tags can also be independent
due to user habits. Besides, the degrees of indecomposability of dif-
ferent types of subsets in a hyper-network may vary. For instance,
the (user, drug) and (user, reaction) pairs cannot be independent in
the (user, drug, reaction) hyper-network described above, but drugs
and reactions do have some relationships because a kind of drug
usually has some common side effects. Under the circumstance,
(drug, reaction) can be independent to a certain degree.
On the other hand, network representation learning methods
based on random walks play an important role in the community.
Inspired by Word2vec [16], DeepWalk [19] firstly treats the random
walk sequences in networks as the sentences in documents and
learns the representations for nodes in a similar way of learning
representations for words. Node2vec [11] is then proposed to make
random walks more flexible by introducing two parameters. Ad-
ditionally, there are some random walk-based methods designed
for networks with special structures. Among them, BiNE [10] is
proposed for bipartite network representation learning and Metap-
ath2vec [9] is proposed for heterogeneous network representation
learning. However, these existing random walk-based methods do
not take advantage of the indecomposability of the hyper-networks
thus cannot generate randomwalks that well preserve the structural
information of hyper-networks.
Based on the above considerations, we firstly define a metric,
named indecomposable factor, to depict the degrees of indecompos-
ability for hyper-networks. Especially for uniform heterogeneous
hyper-networks, our metric is a good measurement for each node
type of indecomposability. In order to preserve such complex infor-
mation about the indecomposability, we further introduce a new
concept called hyper-path that we select the next node according
to some special rules on each step of the random walks. With a
good assessment of the indecomposability of hyper-networks, we
design a flexible hyper-path-based random walk model to generate
random walks for hyper-networks with different degrees of inde-
composability. Finally, we propose a deep model called Hyper-gram
to capture both pairwise and tuplewise relationships in the hyper-
path-based random walks, and low-dimensional representations
and a nonlinear tuplewise similarity function are produced at the
same time.
Extensive experiments on several real-world hyper-networks
with different degrees of indecomposability are conducted. There
are two well-known tasks in our experiments: link prediction,
where we predict the unobserved hyperedges of the original hyper-
network, and hyper-network reconstruction, where we reconstruct
the hyper-network with the low-dimensional vector representa-
tions of nodes. Experimental results demonstrate that our proposed
model can well mine the hidden tuplewise relationships of original
hyper-networks and reconstruct hyper-networks with a minimum
error compared with the existing state-of-the-art methods.
Our main contributions are as follows:
• We define a metric called indecomposable factor to depict
the degrees of indecomposability for hyper-networks and
apply it on several real-world hyper-networks.
• We introduce a new concept called hyper-path and design
a flexible hyper-path-based random walk model to preserve
the complex information about indecomposability and local
structure for hyper-networks.
• We propose a deep model called Hyper-gram to learn the
representations of nodes in hyper-networks which preserves
both pairwise similarity and tuplewise similarity of hyper-
networks meanwhile training a tuplewise similarity function
to evaluate the tuplewise relationships among nodes.
• We conduct experiments on four real-world hyper-networks
in different domains. Results show that our model achieves
the state-of-the-art performance in two important tasks com-
pared with network representation learning methods on
conventional networks and hyper-networks.
The remainder of this paper is organized as follows. In Section 2,
we review the related work. In Section 3, we delve into details of the
proposed methods. In Section 4, we perform extensive empirical
studies. We conclude our work in Section 5. The code and data are
available at https://github.com/HKUST-KnowComp/HPHG/.
2 RELATEDWORK
Our work is related to network representation learning methods
on conventional networks. Some classical networks representation
learning methods are based on matrix factorization, such as Isomap
[25], Local Linear Embedding [20] and Laplacian Eigenmaps [3].
There are twomain problems in these methods. First, these methods
are hard to apply to large-scale networks due to the computationally
expensive eigendecomposition operations [28, 29]. Second, these
models are not flexible and are sensitive to the predefined proximity
measures which make strong assumptions about the relationship
between the network structure and the prediction task. Recently,
DeepWalk [19] and Node2vec [11] introduce random walk model
to expand the neighborhood of nodes of networks with the help
of Word2vec [16]. Besides, LINE [23] designs and optimizes the
objective function to preserve both the first order and second or-
der proximities of networks. Beyond first order and second order
proximities, AROPE [34] is a model that supports shifts across ar-
bitrary order proximities based on SVD framework. In addition,
there are some deep neural network based methods such as SDNE
[27], SDAE [6], and SiNE [30], which introduce deep models to fit
network data. The methods described above are mainly designed
for homogeneous networks where the types of nodes are the same.
There are also some methods such as HNE [7], EOE [32], and Meta-
path2vec [9] proposed for heterogeneous network representation
learning.
However, these network representation learning methods only
consider the pairwise relationships between nodes in conventional
networks. In the real world, some problems are required to consider
the complex interactions amongmore than two nodes, where hyper-
networks are used to model such tuplewise relationships. In fact,
hyper-networks are common in the real world, but only several ex-
isting representation learningmethods are designed for them. There
are somemethods [18, 31, 36] based on spectral clustering, but these
methods make a strong homophily assumption that graph cuts will
be useful for classification [24]. Such assumptions are not reason-
able in all scenarios so that the performance is not satisfactory in
most cases. There are also several methods proposed recently for
hyper-network representation learning. Among them, DHNE [26]
is a deep model to learn a nonlinear tuplewise similarity function
for link prediction, where the authors take the indecomposability
of hyperedges into account. With a similar idea, HHNE [2] is a deep
model based on the graph convolutional network, which integrates
the features of nodes. Hyper2vec [13] introduce a flexible random
walk model on hyper-networks in a semi-supervised setting. HHE
[37] utilizes eigenvectors to find the optimal solution and learn
the subspace representations, but the computational cost is a vital
problem. HGE [33] designs an objective function for hyperedges
to make involved node representations close to each other, but the
model is not flexible for hyper-networks with different structures.
Besides, both HHE and HGE do not combine a tuplewise similarity
function to evaluate the tuplewise relationships of nodes.
3 METHODLOGY
In this section, we introduce the background of hyper-network
representation learning at the beginning. For our methods, we first
define the indecomposable factor to evaluate the degrees of inde-
composability for hyper-networks, then introduce the definitions of
the hyper-path and the hyper-path-based random walk, and finally
propose the Hyper-gram model which learns the final representa-
tions of nodes by integrating the pairwise and tuplewise similarities
contained in the generated hyper-path-based random walks.
3.1 Background
Hyper-network. A hyper-network is defined as a hypergraph
G(V, E) with a node type mapping function ϕ : V → A, where
each node v ∈ V belongs to one particular node type ϕ(v) ∈ A. A
hyperedge e ∈ E which is a subset ofV indicates the tuplewise
relationship among an arbitrary number of nodes. The neighbors of
a nodev is a node setNG(v) = {u |∃e ∈ E (v ∈ e)∧(u ∈ e)}. Given
a set S, |S| denotes the cardinality of S. In particular, the hyper-
network is called homogeneous when |A| = 1 and heterogeneous
when |A| > 1. And a hyper-network is called uniform when all the
hyperedges contain the same number of nodes. An illustration of a
3-uniform heterogeneous hyper-network is shown in Fig. 1.
Hyper-network Representation Learning. Hyper-network repre-
sentation learning aims to learn a low-dimensional representation
for each node in the hyper-network while preserving the global
and local network structures. In this paper, the objective of hyper-
network representation learning is to learn a node vector mapping
function f : V → X ∈ R |V |×d and a tuplewise similarity function
stuple : T → s ∈ [0, 1], where d is the dimension of the low-
dimensional vectors and T is the set of possible tuples containing
several nodes inV .
3.2 Hyper-Network Indecomposability
The most important property of hyper-network is the indecom-
posability of hyperedges, which is different from the conventional
network in which there are only pairwise relationships. For an in-
decomposable hyperedge which represents a tuplewise relationship
of a set of nodes, the nodes in the subset of the hyperedge do not
necessarily have a strong relationship.
However, as discussed above, different hyper-networks have
different degrees of indecomposability, and even the indecompos-
ability of different subsets of a hyperedge is also different. In order
to make the model suitable for hyper-networks with different de-
grees of indecomposability, a metric to evaluate the degrees of
indecomposability for hyper-networks is necessary.
The metric we proposed is based on the statistical analysis of
hyperedges. For a specific hyperedge e , there are two events related
to e:
• event A: e ∈ E;
• event Bt : ∃e ′ ∈ E,∃v ∈ e (ϕ(v) = t)∧(e ′ , e)∧(e−{v} ⊆
e ′),
where e−{v} is the subset of e withoutv . Given a hyperedge e , event
Bt indicates whether there exists another hyperedge e ′ containing
a particular subset of it. Given the hyper-network illustrated in
Fig. 1 as an example, for e1 = {a1,b1, c1}, event A is true because
e1 ∈ E and event Ba is true because ∃e2 ∈ E,∃a1 ∈ e1 (ϕ(a1) =
a) ∧ (e2 , e1) ∧ (e1 − {a1} = {b1, c1} ⊆ e2). However, event Bb and
event Bc are not true because there are no other hyperedges that
meet the requirements. After a good understanding of event A and
event Bt , we define the indecomposable factor ξt as follows:
Definition 1. (Indecomposable Factor)
ξt =
p(Bt )
p(Bt |A) . (1)
The idea of the indecomposable factor is based on the fact that for
a hyperedge e , event Ameans that there is a tuplewise relationship
among the nodes in e . If e is decomposable, the nodes in the subset
of e also possess some relationships. Therefore, when event A is
true, event Bt is more likely to be true, which means that p(Bt |A) is
larger than p(Bt ). On the other hand, if e is indecomposable, which
means that Event A and Event Bt are not associated, thus we have
p(Bt |A) ≈ p(Bt ). In general, the larger the factor, the stronger the
indecomposability of the hyper-network, and if a hyper-network
is randomly generated, the value of the indecomposable factor is
close to 1.
To calculate the indecomposable factor, we need to calculate
p(Bt ) and p(Bt |A) respectively. Approximately, we calculate ξt as
follows:
ξt =
1
|Erandom |
∑
e ∈Erandom δ1(e)
1
|E |
∑
e ∈E δ1(e)
, (2)
where Erandom is an edge set generated randomly from the node
set and the distribution of edge degree according to the distribution
of edge degree in E. |Erandom | depends on the number of edges,
e.g., 10 × |E|, and we can sample more random edges to make the
results more accurate for small hyper-networks. δ1(·) is an indicator
function defined as follows:
δ1(e) =
{
1, event Bt is true
0, otherwise
. (3)
3.3 Hyper-Path-Based RandomWalk
The traditional random walk models which simply select the next
node from the neighbors of the current node at random or based
on the previous transition probability described in [36] cannot
capture the indecomposability of hyper-networks. Using the hyper-
network illustrated in Fig. 1 as an example, we assume that the
hyperedges are highly indecomposable, which implies that without
type b nodes, there is no strong correlation between a type a node
and a type c node. In this case, the similarity between a1 and a2 are
much higher than the similarity between a1 and a3. However, the
traditional random walk models also give a high probability for a1
to include a3 in its context (e.g., path a1-c1-b2-a3), and the meta-
path-based model also generates paths like a1-b1-c1-b2-a3 to close
the relationship between a1 and a3. Thus none of the traditional
models can capture the indecomposability of hypergraphs well.
To this end, a new concept called hyper-path is introduced in our
work. Before introducing the hyper-path, we first talk about the
Path Order (PO) which is defined as follows:
Definition 2. (Path Order) For a path P , the path order of node
v is calculated as follows:
PO(v |P) = maxk
s.t. 1.∃e ∈ E (P[−k], · · · , P[−1] ∈ e) ∧ (v ∈ e)
2.P[−k] , · · · , P[−1] , v, (4)
where P[−k] is the last k-th element of path P .
Given a node and a path, the path order of the node depends
on whether there is a hyperedge containing the node and the last
k different nodes of the path at the same time. Take Fig. 1 as an
example, when path P = a1-b1-c1, we have PO(a2 |P) = 2 and
PO(a3 |P) = PO(b2 |P) = 1. With the definition of path order, our
proposed hyper-path is defined as follows:
Definition 3. (Hyper-path) A hyper-path is a path which is
generated based on the following rule: starting from node vs , select a
node from the nodes with the largest path order as the next node of
the current path.
Hyper-paths can well preserve the tuplewise relationships of
nodes in hyper-networks. Furthermore, hyper-paths can also better
enhance the pairwise relationships between nodes compared to tra-
ditional paths. Take Fig. 1 as an example, four hyper-paths with the
same start point and length, a1-b1-c1-a1, a1-b1-c1-a2, a1-c1-b1-a1
and a1-c1-b1-a2, are able to imply the strong pairwise relationship
between a1 and a2. But they do not support the correlation between
a1 and a3. Additionally, sub-paths such as a1-b1-c1 and b1-c1-a2 can
provide signals of tuplewise relationships of nodes in the hyper-
network with high confidence.
As discussed above, different hyper-networks have different
degrees of indecomposability, and different types of subsets of a
hyperedge also have different indecomposable factors. On one hand,
we need to generate random walks with the property of hyper-
path to preserve the indecomposability of hyper-networks to some
extent; on the other hand, the random walker should have some
exploration ability to mine more potential relationships. Based
on the above-mentioned proposes, we use the indecomposable
factor defined before as a measurement to guide random walks.
The unnormalized transition probability of the hyper-path-based
random walks is calculated as follows:
π2(v |P) = π1(v |P[−1]) · exp(α · ξϕ(v) · (PO(v |P) − 1)), (5)
where α is a coefficient to control the tendency toward hyper-path
and π1(v |P[−1]) is the first order transition probability which can
be simply defined as follows:
π1(v |P[−1]) =
{
1, v ∈ NG(P[−1])
0, otherwise
. (6)
Based on the transition probability, if the indecomposable factor is
large, the generated random walks are close to hyper-paths. Oth-
erwise, the generated random walks will not have too much bias,
which is close to the traditional random walks.
To explain the principle of the hyper-path-based random walks,
we use a 3-uniform hyper-network with types (a, b, c) as an example.
Assuming ϕ(P[−2]) = a and ϕ(P[−1]) = b, if ξc is large, which
means that the relationship between a type a node and a type
b node cannot exist independently of the type c nodes, thus we
select the next nodes which possess a higher path order with a
higher probability; if ξc is small, which means that the relationship
between a type a node and a type b node can exist independently
of the type c nodes, thus we do not give too much priority to the
type c nodes with a higher path order, but let the random walker
explore more possible neighbors.
3.4 Hyper-Gram Model
For hyper-networks with large indecomposable factors, hyper-path-
based random walks have advantages as follows:
• For two nodes close to each other in the hyper-path-based
random walks, the pairwise relationship of these two nodes
is stronger than that in the traditional random walks.
• Several consecutive nodes in the hyper-path-based random
walks may possess a strong tuplewise relationship.
In order to learn the representations for nodes from random
walks, a traditional way is to use the Skip-gram model. Skip-gram
[16] is originally designed for language modeling. It learns low-
dimensional distributed representations of words by maximizing
the pairwise co-occurrence probabilities among words that appear
within a window in a sentence. Inspired by the Skip-gram model,
DeepWalk [19] replaces sentences in documents with randomwalks
in networks to learn representations of nodes in networks efficiently.
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Figure 2: An illustration of the Hyper-gram model. In this case, the hyper-network is 4-uniform and the window size is 8.
There are two possible tuples (a2,b2, c2,a3) and (a3,b3, c3,d4) possessing tuplewise relationships, but the former is not in line
with the property of the hyper-network (there is no node with type d), so the model filters it out.
Skip-gram can well capture the pairwise relationships in the tradi-
tional random walks, but it is not able to gain from the tuplewise
relationships in our designed hyper-path-based random walks. Be-
sides, in order to evaluate the tuplewise relationship of several
nodes, a nonlinear tuplewise similarity function is necessary.
Based on the above considerations, we propose a deep model
called Hyper-gram to learn the representations for nodes in hyper-
networks based on the hyper-path-based random walks. The frame-
work of Hyper-gram is shown in Fig. 2.
Unlike the Skip-gram model which only considers pairwise re-
lationships, Hyper-gram tries to maximize the pairwise similarity
and the tuplewise similarity jointly.
Pairwise Similarity. Inspired by DeepWalk and Node2vec, we
want to combine the idea of Skip-gram and hyper-path-based ran-
dom walks to optimize the pairwise similarity between two nodes.
Skip-gram aims to maximize the log-probability of observing con-
text words for a center word. Since random walks are generated
based on the connectivity structure among nodes in conventional
networks or hyper-networks, we can regard random walks as sen-
tences and maximize the log-probability of observing nodes in a
context window for a center node. Given a specific node u and a
specific node v , we want to calculate p(u |v), which is the proba-
bility that u is a context node for v . In Skip-gram, the conditional
probability distribution is given by taking vector dot-products and
applying the softmax function:
p(u |v) = exp(f (v) · f
′(u))∑
w ∈V exp(f (v) · f ′(w))
, (7)
where f (·) is the center embedding layer and f ′(·) is the context
embedding layer,V is the set of nodes in the hyper-networks. We
can further define a pairwise similarity function between two nodes
v1,v2 based on Eq. (7) as follows:
spair (v1,v2) =
∏
w ∈V
p(w |v1)p(w |v2). (8)
spair (v1,v2) is large when v1 and v2 share similar context nodes.
The logarithm of spair (v1,v2) is easier to optimize:
log spair (v1,v2) =
∑
w ∈V
(
logp(w |v1) + logp(w |v2)
)
=
∑
w ∈V
(
f (v1) · f ′(w) − logZv1 + f (v2) · f ′(w) − logZv2
)
, (9)
whereZv1 =
∑
w ∈V exp(f (v1)·f ′(w)) andZv2 =
∑
w ∈V exp(f (v2)·
f ′(w)). However, Zv1 and Zv2 are expensive to compute, and we
approximate Eq. (9) using negative sampling [16] and add an acti-
vation function:∑
w ∈V
(
logσ (f (v1) · f ′(w)) −
∑
wn1∈Vn1
logσ (f (v1) · f ′(wn1))
+ logσ (f (v2) · f ′(w)) −
∑
wn2∈Vn2
logσ (f (v2) · f ′(wn2))
)
,
(10)
where σ (·) is the sigmoid function,Vn1 is the set of negative sam-
ples forv1,Vn2 is the set of negative samples forv2. In practice, not
all nodes are required to participate in the calculation, we can focus
on the union of context nodes of v1 and v2. Finally, the objective
function of the pairwise similarity model can be concluded as:
Jpair = − 1|P |
∑
x ∈P
(
logσ (f (v) · f ′(u))
−
∑
xn ∈Pn
logσ (f (vn ) · f ′(un ))
)
, (11)
where P is the set of positive pairs, x = (v,u) is a positive pair
where v is the center node of a window and u is a context node in
the window, Pn is the set of negative pairs and xn = (vn ,un ) is a
negative pair, where vn is the center node and un is a random node.
The negative sampling for pairs follows the negative sampling of
Skip-gram [16]: for each positive pair, we pick out the center word
v , and then randomly sample five other nodes to construct five
negative samples.
Tuplewise Similarity. As discussed above, several consecutive
nodes in a hyper-path may possess a tuplewise relationship, thus
for a target node, we sample two tuples containing it (one in the
left-hand side and one in the right-hand side). However, not all
consecutive nodes have a tuplewise relationship, for instance, in a
k-uniform heterogeneous hyper-network, each hyperedge contains
k nodes with k different types, so we can filter out tuples that do not
satisfy this property. A hyperedge can be considered as a sequence
of nodes, where the order of the nodes does not carry information.
And the 1D Convolutional Neural Networks (1D ConvNet) are
a good choice for handling such data. The 1D ConvNet denoted
as cnn(·) consists of a 1D convolution layer and a max-pooling
layer. Basically, the 1D ConvNet takes the vector representations
of the nodes in the sequence as input and outputs a latent vector
representation of the sequence. Finally, the latent representation is
entered into the fully connected layer with a nonlinear activation
function. The tuplewise similarity of a tuple y = (y1,y2, · · · ,yk )
can be formulated as follows:
stuple (y) = δ2(y) · σ (W c + b), (12)
whereW and b are the weights and bias of the fully connected layer
respectively, c = cnn([f (y1); f (y2); · · · ; f (yk )]) is the output of the
1D ConvNet, and δ2(y) is an indicator function which is defined as
follows:
δ2(y) =
{
1, if y satisfies the property
0, otherwise
. (13)
Finally, the object function to maximize log stuple (y) for any tuple
y can be concluded as:
Jtuple = −
1
|T |
∑
y∈T
(
log stuple (y) −
∑
yn ∈Tn
log stuple (yn )
)
, (14)
where T is the set of positive tuples, y is a positive tuple generated
from the hyper-path-based random walks, Tn is the set of negative
tuples and yn is a negative tuple. The negative sampling for tuples
follows the rule below: for each positive tuple, we randomly select
one node in it, and then randomly sample other nodes which satisfy
the property of the hyperedge (e.g., the same type) from the node
set five times. This is to say, all properties of the negative samples
are consistent with the positive samples.
Combining the two losses together, the objective function of
Hyper-gram is formulated as follows:
J = Jpair + λJtuple
= − 1|P |
∑
x ∈P
(
logσ (f (v) · f ′(u)) −
∑
xn ∈Pn
logσ (f (vn ) · f ′(un ))
)
− λ|T |
∑
y∈T
(
log stuple (y) −
∑
yn ∈Tn
log stuple (yn )
)
, (15)
where λ is a hyperparameter to balance the pairwise loss and tu-
plewise loss.
ComplexityAnalysis. For a 3-uniform hyper-networkG(V, E),
the complexity of ourmodel can be divided into three parts: calculat-
ing the indecomposable factor, which takesO(|E |) time; generating
random walks, which takes O(r |V|) time, where r is the number
of samples used, and incurs a space complexity of O(|E |2/|V|) to
store the interconnections between the neighbors of each node;
learning the representations, which incurs a time complexity of
O(dr |V|), where d is the dimension of the low-dimensional vectors.
Since hyper-path-based random walks have obvious preferences
for nodes with higher path orders, thus we can pre-sample a certain
number of nodes to reduce the space complexity when stimulating
random walks.
4 EXPERIMENTS
In this section, we conduct experiments to demonstrate the effective-
ness of the hyper-path-based random walks and the performance
boost due to the well designed Hyper-gram model. Besides, we
design several variations of our proposed model to verify the utility
of each part of our model.
4.1 Datasets
We use four different types of datasets, including a GPS network,
a social network, a medicine network and a word network. The
statistics of these datasets are listed in Table 1.
• GPS [35] The GPS dataset records users’ trajectories, points
out meaningful locations for recommendation, and provides
users’ activity annotations for locations. We model the in-
formation in the dataset as a (user, location, activity) hyper-
network.
• MovieLens1 [12] The MovieLens datasets are widely used
in education, research, and industry, which describe member
activities in the MovieLens movie recommendation system.
We model the information in the datasets as a (user, movie,
tag) hyper-network.
• Drugs The FDA Adverse Event Reporting System (FAERS)
is a database that contains information on adverse event and
medication error reports submitted to FDA. We use the data
provided in [26] and model the information in the dataset as
a (user, drug, reaction) hyper-network.
• Wordnet The Wordnet [17] is an online lexical database
designed for producing an intuitively usable dictionary and
thesaurus. Its entities correspond to word senses and rela-
tionships between them. Bordes et al. [4] extract a collection
of triplets (synset, relation, synset) from the Wordnet, thus
we can model the information as a (head entity, relation, tail
entity) hyper-network.
Besides, we construct a random hyper-network with randomly
generated hyperedges. For these five hyper-networks, we calculate
the indecomposable factors defined in Section 3.2, and the results
are listed in Table 2. From Table 2, we find that although MovieLens
is a heterogeneous hyper-network, the indecomposable factors are
very small, which means that we can break down the MovieLens
hyper-network into a conventional network, and tackle it with the
1https://grouplens.org/datasets/movielens/
Table 1: Statistics of the datasets.
Datasets Node Types |V| |E |
Random a b c 1,000 1,000 10 5,000
GPS user location activity 146 70 5 1,436
MovieLens user movie tag 1,943 5,610 8,040 47,957
Drugs user drug reaction 12 1,077 6,398 171,756
Wordnet head relation tail 40,750 18 40,752 146,442
Table 2: Indecomposable factors of the datasets.
Datasets ξa ξb ξc
Random 1.0001 0.9998 1.0221
GPS 0.3897 0.8594 0.09851
MovieLens 0.0036 0.0041 0.0040
Drugs 0.0084 0.2074 0.2602
Wordnet 0.2091 0.0236 0.2097
traditional pairwise methods. This is consistent with our assump-
tions in Section 1, where we think that the (user, movie), (user,
tag) and (movie, tag) relationships can exist independently from
the retaining element. We also find that if a hyper-network is ran-
domly generated, the indecomposable factor is equal to 1, which is
consistent with the fact that if the hyperedges of a hyper-network
are randomly generated, event A and event Bt are irrelevant, thus
P(Bt |A) = P(Bt ).
4.2 Experimental Settings
4.2.1 Baselines. We compare our models with the following base-
lines:
• Traditional network representation learning methods:
– DeepWalk [19] DeepWalk uses local information obtained
from truncated uniform random walks and learns latent
representations by the Skip-gram model [16]. To apply
this algorithm to hyper-networks, we construct pairwise
networks by the clique expansion [21], where any two
nodes in the same hyperedge are connected by an edge.
And this transformation method is also applied to other
traditional baselines.
– Node2vec [11] Node2vec can be considered as an exten-
sion of DeepWalk, where a second order random walk
approach is utilized to capture the structural information
in the conventional networks.
– Metapath2vec [9] Metapath2vec is a meta-path-based
representations learning model for heterogeneous infor-
mation networks. We try all possible meta-path schemes
and report the best result among them. Given the GPS
datasets with (user (U), location (L), activity (A)) relation-
ships as an example, we try schemes "ULALU", "UALAU",
"LUAUL", "LAUAL", "AULUA" and "ALULA".
– LINE [23] LINE introduces an objective function which
preserves both first order and second order proximities in
the conventional networks.
• Hyper-network representation learning methods:
– HHE [37] HHE is designed to exploit various high-order
relationships without information loss. The goal of its cost
function is to optimize all relationships in hyper-networks
jointly.
– HGE [33] HGE aims to make the representations of nodes
contained in a hyperedge close to each other by incorporat-
ing multi-way relationships into an optimization problem
related to geometric mean and arithmetic mean.
– DHNE [26] DHNE is a neural network model designed for
the link prediction task, which aims to learn a nonlinear
tuplewise similarity function for hyperedges and preserve
both local and global proximities in the vector space.
Based on the proposed methods described in the paper, our
models are as follows:
• HPSG (Hyper-path-based randomwalks + Skip-gram): This
model is a combination of the hyper-path-based random
walks (Section 3.3) and the Skip-grammodel. Thismodel only
captures the pairwise relationships in the randomwalks, thus
we use traditional pairwise metrics to evaluate the pairwise
similarity of two nodes. This model is suitable for hyper-
networks with small indecomposable factors.
• HPHG (Hyper-path-based random walks + Hyper-gram):
This model is a combination of the hyper-path-based random
walks (Section 3.3) and the Hyper-gram model (Section 3.4).
This model captures the pairwise and tuplewise relationships
in the random walks at the same time. Besides, this model
combines with a nonlinear tuplewise similarity function as
the metric for tuplewise relationship evaluation.
4.2.2 Parameter Settings. We uniformly set embedding size as 32
for all methods and have a fair parameter tuning for all methods. For
algorithms based on random walks like DeepWalk, Node2vec, and
Metapath2vec, we set window size as 6, walk length as 80, number
of walks as 10. We do grid search over p,q ∈ {0.25, 0.5, 1, 2, 4}
for the second order random walk model of Node2vec. We set the
number of epochs of Skip-gram as 15 for GPS dataset and 5 for
other datasets (GPS is a small dataset that needs more epochs). For
LINE, we set the number of negative samples as 5. For HHE, HGE,
and DHNE, we follow the default setting and turn some important
parameters such as the number of epochs. For our proposed hyper-
path-based random walk model and Hyper-gram model, we set α
as 100 for GPS, MovieLens and Drugs dataset, and 20 for Wordnet
Table 3: AUC scores on link prediction.
GPS MovieLens Drugs Wordnet
L1 L2 COS L1 L2 COS L1 L2 COS L1 L2 COS
DeepWalk 0.7343 0.7413 0.8113 0.9629 0.9643 0.9520 0.8935 0.8994 0.7674 0.8630 0.8675 0.8835
Node2vec 0.7986 0.7996 0.8461 0.9632 0.9645 0.9524 0.8977 0.9013 0.7887 0.8642 0.8684 0.8843
Metapath2vec 0.7951 0.7979 0.8291 0.8981 0.9137 0.9387 0.8527 0.8592 0.8198 0.8554 0.8589 0.8612
LINE 0.7573 0.7520 0.8119 0.9117 0.8844 0.8425 0.8828 0.8391 0.8042 0.7740 0.7606 0.8020
HHE 0.6886 0.6814 0.6843 0.7826 0.7386 0.7325 - - - - - -
HGE 0.7405 0.7413 0.7364 0.8912 0.8904 0.8874 0.9269 0.9248 0.9230 0.6454 0.6461 0.6327
DHNE *0.9336 *0.9307 *0.9498 *0.7512
HPSG 0.8799 0.8845 0.8661 0.9628 0.9649 0.9530 0.9343 0.9357 0.8846 0.8697 0.8716 0.8740
HPHG *0.9463 *0.9475 *0.9678 *0.9012
*DHNE and HPHG combine a tuplewise similarity function as the metric.
Table 4: Pairwise similarity metrics for node pair (v,u) with
embeddings f (v) ∈ Rd and f (u) ∈ Rd respectively. fi (·) de-
notes the i-th element of f (·).
Metric Definition
Weighted-L1 (L1)
∑d
i=1 | fi (v) − fi (u)|
Weighted-L2 (L2)
√∑d
i=1(fi (v) − fi (u))2
Cosine Similarity (COS)
∑d
i=1 fi (v)fi (u)√∑d
i=1 f
2
i (v)·
√∑d
i=1 f
2
i (u)
dataset with a pre-sampling skill. And we set the number of epochs
of Hyper-gram as 5 for GPS dataset and 1 for other datasets, and λ
as 1 for all datasets. Other parameter settings are consistent with
random walk-based models like DeepWalk.
4.3 Link Prediction
Link prediction aims to predict the potential links of a network,
which is a widely-used application in various fields, such as rec-
ommender system, link mining and so forth. In this work, link
prediction is equivalent to hyperedge prediction that we predict
the potential hyperedges of a given hyper-network.
For those traditional models which only consider pairwise re-
lationships, and HHE and HGE which do not train a tuplewise
similarity function, there are some binary operations to measure
the pairwise relationship of two nodes in Table 4. To measure the
tuplewise relationship in hyper-networks, we calculate the mean
among all pairwise relationship metric values in a candidate hy-
peredge. The performance of the three pairwise similarity metrics
varies with models and datasets, so in our experiments, we calculate
all the three metrics for pairwise similarity-based models.
For all datasets, we hide 20% of the known hyperedges during
training and the hidden hyperedges are used as the positive samples
when testing. And the negative test samples are generated by the
following rule: for each positive hyperedge e , we generate a negative
sample which has 90% probability of containing one node in e
and have 10% probability of containing two nodes in e . Besides,
unlike DHNE, our model does not use this prior knowledge (i.e.,
set the training negative samples to the same distribution), because
network representation learning models should not have too much
prior knowledge from the test set when training. Each algorithm
runs five times and the Area Under Curve (AUC) scores are shown
in Table 3, where we have the following key observations:
• For the hyper-networks which have a certain degree of inde-
composability (GPS, Drugs, and Wordnet), the models based
on the tuplewise similarity function (DHNE and HPHG)
outperform the models based on pairwise relationships mod-
eling significantly most of the time. However, for the hyper-
network with small indecomposable factors (MovieLens),
those pairwise specific models such as DeepWalk, Node2vec,
and HPSG perform well.
• HPSG outperforms the baselines based on pairwise relation-
ships modeling on different metrics most of the time, which
demonstrates that our designed hyper-path-based random
walks can well preserve the pairwise relationships of the
original hyper-network.
• HPHG outperforms DHNE and achieves the best perfor-
mances on the hyper-networks with relatively high inde-
composability. This impressive improvement demonstrates
the effectiveness of the Hyper-grammodel and well designed
hyper-path-based random walk model.
4.4 Hyper-Network Reconstruction
Good representations of nodes should well preserve the structural
information of the original network. And a typical way to evalu-
ate the quality of node representations is to reconstruct the net-
work. Specifically, for a conventional network, we learn the low-
dimensional representations of nodes and rank all possible edges
according to the pairwise similarities. For hyper-networks, the
task of network reconstruction converts to hyper-network recon-
struction, where we rank all possible hyperedges according to the
pairwise or tuplewise similarities. Compared to traditional network
reconstruction, hyper-network reconstruction is a quite difficult
task, for the number of possible hyperedges increases exponentially
with the max degree of the hyperedges and positive hyperedges
like {a1,b1, c1} and {a2,b1, c1} are really confused for negative hy-
peredges like {a3,b1, c1} (refer to Fig. 1 to see the hyper-network).
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Figure 3: Results of hyper-network reconstruction on GPS and Drugs datasets.
Among our datasets, GPS and Drugs are dense 3-uniform hyper-
networks with a relatively small number of possible hyperedges,
thus it is possible for us to conduct hyper-network reconstruction
on these two datasets.
A common way to measure the performance of network recon-
struction is to calculate the percentage of hyperedges in the recon-
structed hyper-network that exist in the original hyper-network.
In order to evaluate the performance at different reconstruction
percentages, we define the evaluation metric for network recon-
struction as follows:
ACC(η) = 1
η |E |
η |E |∑
i=1
ri (0 < η ≤ 1), (16)
where ri = 1 means that the i-th candidate hyperedge (the hy-
peredge with the i-th largest tuplewise similarity) exists in the
original hyper-network and ri = 0 otherwise. η is a fraction to
control the percentage of hyperedges reconstructed, for instance,
η = 0.1 means that we only reconstruct 10% of hyperedges, and
η = 1 means that we reconstruct the entire hyper-network. For
the models based on the pairwise similarity function, we conduct
experiments on all the three metrics for each model and select the
best one to report. The results of hyper-network reconstruction are
shown in Fig. 3.
From the results, we find that our proposed model HPHG out-
performs all the baselines significantly, which reconstructs 90% of
hyperedges perfectly and reconstructs the entire hyper-network
with an accuracy of 0.9708 on GPS dataset. Besides, our proposed
model HPSG beats all the pairwise baselines, which demonstrates
that hyper-path-based random walks can well capture the pairwise
relationships in hyper-networks. In addition, the models combining
with a tuplewise similarity function have an impressive perfor-
mance boost, which shows the necessity of the modeling of the
tuplewise similarity.
In conclusion, the above results demonstrate that our models can
better preserve the structural information of hyper-networks by
applying the hyper-path-based random walks and the Hyper-gram
model which combines both pairwise and tuplewise similarities.
4.5 Ablation Study
In this section, we will separate HPHG to verify the utility of the
submodels. We designed several variations of HPHG and conduct
Table 5: AUC scores of link prediction onGPS dataset for the
variations of our model.
Variations AUC score
HPSG 0.8845
HPHG (window = 0) 0.9253
HPHG (α = 0) 0.9060
HPHG 0.9463
experiments in link prediction on GPS dataset. The variations are
designed as follows:
• HPSG: This variation is a combination of the hyper-path-
based random walks and the Skip-gram model, where we do
not capture the tuplewise similarity in the generated random
walks.
• HPHG (window = 0): This variation is equivalent to the
combination of the hyper-path-based random walks and the
tuplewise similarity model, where we do not capture the
pairwise relationships in the random walks.
• HPHG (α = 0): This variation is equivalent to the combina-
tion of the traditional random walks and the Hyper-gram
model.
• HPHG: This model is a combination of the hyper-path-based
random walks and the Hyper-gram model.
The results listed in Table 5 demonstrate that for the hyper-
network with a high degree of indecomposability, both pairwise
similarity and tuplewise similarity are necessary to preserve the
structure of the original hyper-network. When we replace the
Hyper-gram model with Skip-gram model, the tuplewise relation-
ships in the random walks are not captured and the tuplewise
similarity function is replaced by the traditional pairwise similarity
function. When we set window = 0, there are no pairs captured
by the model, and the representations of nodes are only trained
by the tuplewise similarity model. When we set α = 0, the hyper-
path-based random walks decay to traditional random walks, but
benefiting from the filter layer, the model can also capture sev-
eral tuples to train the tuplewise similarity function. In conclusion,
the results well verify the validity of each part of our model and
demonstrate the relevance and complementarity of our submodels.
5 CONCLUSION
In this paper, we firstly investigate that different hyper-networks
have different degrees of indecomposability, and then design the
indecomposable factor to evaluate the indecomposability of hyper-
network. Secondly, we propose the concept of hyper-path which
well implies the pairwise and tuplewise relationships of the nodes
in hyper-networks. Having a good assessment of the indecom-
posability of hyper-network based on the indecomposable factor,
we design the hyper-path-based random walk model to generates
random walks which well preserve the structural information of
hyper-networks. Finally, we propose a deep model called Hyper-
gram which combines both pairwise and tuplewise similarities
contained in the generated random walks meanwhile training a
nonlinear tuplewise similarity function to evaluate the tuplewise
relationships. We conduct extensive experiments on link predic-
tion and hyper-network reconstruction tasks, experimental results
demonstrate that our proposed methods can well discover those un-
observed links and reconstruct the hyper-networks with a minimal
error compared with the state-of-the-art methods. Indeed, there
are more possible applications for the hyper-path-based random
walks and the Hyper-gram model. For instance, we can conduct
search and ranking tasks on hyper-networks via hyper-path-based
random walks or mine the tuplewise relationships for other kinds
of data, e.g., knowledge graph, based on the Hyper-gram model.
ACKNOWLEDGMENTS
This paper was supported by the Early Career Scheme (ECS, No.
26206717) from Research Grants Council in Hong Kong.
REFERENCES
[1] Sameer Agarwal, Kristin Branson, and Serge Belongie. 2006. Higher order learn-
ing with graphs. In ICML. ACM, 17–24.
[2] Inci M Baytas, Cao Xiao, Fei Wang, Anil K Jain, and Jiayu Zhou. 2018. Heteroge-
neous Hyper-Network Embedding. In ICDM. IEEE, 875–880.
[3] Mikhail Belkin and Partha Niyogi. 2002. Laplacian eigenmaps and spectral
techniques for embedding and clustering. In NIPS. 585–591.
[4] Antoine Bordes, Nicolas Usunier, Alberto Garcia-Duran, Jason Weston, and Ok-
sana Yakhnenko. 2013. Translating embeddings for modeling multi-relational
data. In NIPS. 2787–2795.
[5] Hongyun Cai, Vincent W Zheng, and Kevin Chen-Chuan Chang. 2018. A com-
prehensive survey of graph embedding: Problems, techniques, and applications.
IEEE Transactions on Knowledge and Data Engineering 30, 9 (2018), 1616–1637.
[6] Shaosheng Cao, Wei Lu, and Qiongkai Xu. 2016. Deep Neural Networks for
Learning Graph Representations. In AAAI. 1145–1152.
[7] Shiyu Chang, Wei Han, Jiliang Tang, Guo-Jun Qi, Charu C Aggarwal, and
Thomas S Huang. 2015. Heterogeneous network embedding via deep archi-
tectures. In SIGKDD. ACM, 119–128.
[8] Peng Cui, Xiao Wang, Jian Pei, and Wenwu Zhu. 2018. A survey on network
embedding. IEEE Transactions on Knowledge and Data Engineering (2018).
[9] Yuxiao Dong, Nitesh V Chawla, and Ananthram Swami. 2017. metapath2vec:
Scalable representation learning for heterogeneous networks. In SIGKDD. ACM,
135–144.
[10] Ming Gao, Leihui Chen, Xiangnan He, and Aoying Zhou. 2018. BiNE: Bipartite
Network Embedding. In SIGIR. 715–724.
[11] Aditya Grover and Jure Leskovec. 2016. node2vec: Scalable feature learning for
networks. In SIGKDD. ACM, 855–864.
[12] F Maxwell Harper and Joseph A Konstan. 2016. The movielens datasets: History
and context. ACM Transactions on Interactive Intelligent Systems 5, 4 (2016), 19.
[13] Jie Huang, Chuan Chen, Fanghua Ye, Jiajing Wu, Zibin Zheng, and Guohui
Ling. 2019. Hyper2vec: Biased Random Walk for Hyper-network Embedding. In
DASFAA. Springer, 273–277.
[14] Glen Jeh and Jennifer Widom. 2003. Scaling personalized web search. In WWW.
ACM, 271–279.
[15] David Liben-Nowell and Jon Kleinberg. 2007. The link-prediction problem for
social networks. Journal of the Association for Information Science and Technology
58, 7 (2007), 1019–1031.
[16] Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jeff Dean. 2013.
Distributed representations of words and phrases and their compositionality. In
NIPS. 3111–3119.
[17] George A Miller. 1995. WordNet: a lexical database for English. Commun. ACM
38, 11 (1995), 39–41.
[18] Andrew Y Ng, Michael I Jordan, and Yair Weiss. 2002. On spectral clustering:
Analysis and an algorithm. In NIPS. 849–856.
[19] Bryan Perozzi, Rami Al-Rfou, and Steven Skiena. 2014. Deepwalk: Online learning
of social representations. In SIGKDD. ACM, 701–710.
[20] Sam T Roweis and Lawrence K Saul. 2000. Nonlinear dimensionality reduction
by locally linear embedding. science 290, 5500 (2000), 2323–2326.
[21] Liang Sun, Shuiwang Ji, and Jieping Ye. 2008. Hypergraph spectral learning for
multi-label classification. In SIGKDD. ACM, 668–676.
[22] Yizhou Sun, Jiawei Han, Xifeng Yan, Philip S Yu, and Tianyi Wu. 2011. Pathsim:
Meta path-based top-k similarity search in heterogeneous information networks.
Proceedings of the VLDB Endowment 4, 11 (2011), 992–1003.
[23] Jian Tang, Meng Qu, Mingzhe Wang, Ming Zhang, Jun Yan, and Qiaozhu Mei.
2015. Line: Large-scale information network embedding. In WWW. WWW,
1067–1077.
[24] Lei Tang and Huan Liu. 2011. Leveraging social media networks for classification.
Data Mining and Knowledge Discovery 23, 3 (2011), 447–478.
[25] Joshua B Tenenbaum, Vin De Silva, and John C Langford. 2000. A global geometric
framework for nonlinear dimensionality reduction. science 290, 5500 (2000), 2319–
2323.
[26] Ke Tu, Peng Cui, Xiao Wang, Fei Wang, and Wenwu Zhu. 2018. Structural deep
embedding for hyper-networks. In AAAI.
[27] Daixin Wang, Peng Cui, and Wenwu Zhu. 2016. Structural deep network embed-
ding. In SIGKDD. ACM, 1225–1234.
[28] Meng Wang, Weijie Fu, Shijie Hao, Hengchang Liu, and Xindong Wu. 2017.
Learning on big graph: Label inference and regularization with anchor hierarchy.
IEEE Transactions on Knowledge and Data Engineering 29, 5 (2017), 1101–1114.
[29] Meng Wang, Weijie Fu, Shijie Hao, Dacheng Tao, and Xindong Wu. 2016. Scal-
able semi-supervised learning by efficient anchor graph regularization. IEEE
Transactions on Knowledge and Data Engineering 28, 7 (2016), 1864–1877.
[30] Suhang Wang, Jiliang Tang, Charu Aggarwal, Yi Chang, and Huan Liu. 2017.
Signed network embedding in social media. In SDM. SIAM, 327–335.
[31] Fei Wu, Ya-Hong Han, and Yue-Ting Zhuang. 2010. Multiple hypergraph clus-
tering of web images by miningword2image correlations. Journal of Computer
Science and Technology 25, 4 (2010), 750–760.
[32] Linchuan Xu, Xiaokai Wei, Jiannong Cao, and Philip S Yu. 2017. Embedding
of embedding (eoe): Joint embedding for coupled heterogeneous networks. In
WSDM. ACM, 741–749.
[33] Chia-An Yu, Ching-Lun Tai, Tak-Shing Chan, and Yi-Hsuan Yang. 2018. Modeling
Multi-way Relations with Hypergraph Embedding. In CIKM. ACM, 1707–1710.
[34] Ziwei Zhang, Peng Cui, Xiao Wang, Jian Pei, Xuanrong Yao, and Wenwu Zhu.
2018. Arbitrary-Order Proximity Preserved Network Embedding. In SIGKDD.
ACM, 2778–2786.
[35] Vincent W Zheng, Bin Cao, Yu Zheng, Xing Xie, and Qiang Yang. 2010. Collab-
orative filtering meets mobile recommendation: A user-centered approach. In
AAAI.
[36] Denny Zhou, Jiayuan Huang, and Bernhard Schölkopf. 2007. Learning with
hypergraphs: Clustering, classification, and embedding. In NIPS. 1601–1608.
[37] Yu Zhu, Ziyu Guan, Shulong Tan, Haifeng Liu, Deng Cai, and Xiaofei He. 2016.
Heterogeneous hypergraph embedding for document recommendation. Neuro-
computing 216 (2016), 150–162.
