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The study of stability behavior of the canonical system (*) 2 = i]H(t)X is 
closely linked to the geometrical properties of indefinite j-spaces. Using results 
from the theory of indefinite J-spaces and studying the locus of the spectrum 
of the monodromy operator of (*) we provide several new sufficient conditions 
for stability behavior of (*) and its special forms. Moreover, we extend M. G. 
Neigauz and V. B. Lidskii’s criterion to the i&mite-dimensional case. To study 
stability criteria for the system (**) p(D)% + f(t) q(D)x = 0, under suitable 
conditions we transform (**) into a Hamiltonian system and then use stability 
criteria for Hamiltonian systems to obtain several new stability criteria. These 
new stability criteria generalize or are related to R. W. Brockett’s criterion. We 
also give some relationships between system (**) and Hamiltonian systems. 
Moreover, via classical methods we obtain several new stability criteria for (* *) 
which are related to the Nyquist criterion and circle criteria (Brockett). 
1. INTRODUCTION 
The theory of functional analysis and the theory of stability behavior of linear 
systems with periodic coefficients are linked very closely because in general 
stability behavior of these systems is investigated through their transition 
operators. For example, let us consider 
dX(t) ~ = iJff(t) X(t), 
dt O<t<crc, (1.1) 
where J = J*, Ja = 1, H(t + T) = H(t) = H*(t), and H(t) is a B(S, S)-valued 
function continuous in the uniform topology. It is well known (Krein [13]) that 
system (1.1) is stable (strongly stable) if and only if its monodromy operator, 
which is a J-unitary operator, is stable (strongly stable) (for a precise definition 
see Section 2). 
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In 1962 Phillips [16] obtained necessary and sufficient conditions for a 
J-unitary operator to be stable. With the help of Phillip’s theorem, Krein [9, 
131 proved necessary and sufficient conditions for a J-unitary operator to be 
strongly stable. He also obtained a sufficient condition for system (1.1) to be 
strongly stable. In Section 2 we recall these theorems and their main conse- 
quences for use later in Sections 3 and 4. 
There are two parts to be studied in Section 3. The first part deals with 
stability behavior of system (1 .I) while the second part deals with the special 
form of system (1.1) defined by 
d-W) - = f&(t) at>, dt 4w = (&, B;“). 
Introducing a real parameter h in system (1 .l) as below, 
d-W - = hiJH(t) X(t), 
dt 
where iJH(t) is the same as before, let U(h) be its monodromy operator. We 
consider the locus of the spectrum of U(X) to obtain a new sufficient condition 
for all solutions, X(t), of system (1.1) to satisfy 11 X(t)11 = o(exp(olt)) for some 
OL > 0 as t approaches infinity. Similar methods are used to study system (1.2). 
We obtain several new stability criteria for system (1.2) or its special form 
B(t) = 1. In particular, we extend the Neigauz and Lidskii criterion [I51 to the 
infinite-dimensional case. Moreover, we give several new sufficient conditions 
for all solutions, X(t), of system (1.2) or its special form B(t) = I to satisfy 
II x(t)ii = o(exp(4) f or some (Y > 0 as t approaches infinity. 
In Section 4 we obtain stability criteria for the system 
PW + f(t) mx = 09 O<t<co, (1.3) 
where f( t) is a real-valued continuous function and p(s) and n(s) are polynomials 
without common factors and the degree of p(s) is greater than the degree of Q(S). 
It is well known (Kalman [12]) that every function p(s)/p(s) can be expressed as 
q(s)lp(s) = C(ls - A)-lB and system (1.3) is equivalent to 
y = (A -f(t) BC) X(t), O<t<co. (1.4) 
Also, Brockett and Rahimi [4] have proved that p(s)/p(s) = q(--s)/p(--s) if and 
only if A and BC of system (1.4) leave invariant a nondegenerate skew form. 
Here we extend Brockett and Rahimi’s result [4] into the system 
q = (A -f(t) BC) X(t) - ax(t) 
106 KUO-LIANG CHIOU 
with Hamiltonian matrices A and BC. Then we use the criteria from Section 3 to 
obtain the new stability criteria for system (1.3). Furthermore, we use the 
Gronwall inequality to obtain other new stability criteria for system (1.3) which 
are related to the Nyquist criterion and circle criteria (Brockett [3]). 
2. THE GEOMETRY OF INDEFINITE ]-SPACES AND CANONICAL Swrms 
Given a Hilbert space (S, ( , )), let B(S, S) be the set of all bounded linear 
operators acting on S. We consider the system with periodic coefficients of 
period T(>O): 
d-W) ~ = iJH(t) X(t), 
dt 
o<t<m, (2.1) 
where J = J*, J” = 1, H(t + T) = H(t) = H*(t), i = (-1)V2, and H(t) is a 
B(S, S)-valued function continuous in the uniform operator topology. Here H* 
denotes the adjoint operator of H. System (2.1) is called a canonical system. 
DEFINITION 2.1. Suppose that (S, ( , )) is a Hilbert space. If [x, y] = (Jx, y) 
for all X, y E S, (S, [ , 1) is called an indefinite J-space. If U* JU = J, we call 
U a J-unitary operator. 
DEFINITION 2.2. (1) System (2.1) . is called stable if all its solutions are 
bounded as t approaches infinity. 
(2) System (2.1) is called strongly stable if it is stable and if there exists an 
E > 0 such that for any operator G(t) satisfying the condition G(t + T) = 
G(t) = G*(t) and I/ G(t) - H(t)]1 < c, the system 
d-W - = iJG(t) X(t), 
dt 
o<t<oo, 
is stable. Here 11 */I denotes the induced operator norm. 
(3) A J-unitary operator U is said to be stable if 
II unii -cc (n = 1, 2, 3 ,...; c = constant). 
(4) A J-unitary operator U is said to be strongly stable if there exists an 
E > 0 such that all J-unitary operators U, satisfying 11 U, - U 11 < E are stable. 
Denote by U(t) the transition operator of system (2.1), i.e., U(t) satisfies 
system (2.1) with the initial condition U(0) = I. Since U*(t) JU(t) = J, U(t) is 
called a J-unitary operator. From the uniqueness of the solutions of system (2.1) 
we obtain U(t + nT) = U(t) U”(T) with n a positive integer. This suggests 
that we study the bounded solutions of system (2.1) by considering the spectrum 
of its monodromy operator, U(T). 
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It is well known (Krein [13]) that system (2.1) is stable (strongly stable) if and 
only if U(T) is stable (strongly stable). Thus Theorems 2.1 and 2.2 below give 
necessary and sufficient conditions for a J-unitary operator to be stable (strongly 
stable) which were proved by Phillips [16] and KreIn [9, 131. 
Suppose that L is a subset of the Hilbert space S. Let us call L[ll = 
(X E S 1 (Jx, y) = 0 for every y EL}, the j-orthogonal complement of L and 
a(A), the spectrum of A. We also say that L is J-nonnegative if (Jx, X) 3 0 for 
every x EL, J-nonpositive if (Jx, x) < 0 for every x EL. 
THEOREM 2.1 (Phillips [16]). A J-unitury operator U is stable if and on& ;f S 
decomposes into a direct sum of two J-orthogonal subspaces L, andL,: 
s =L,[flL,, 
where the subspaces L, andL, are invariant with respect o U andL, is J-nonnegative 
and L, is J-nonpositive. 
THEOREM 2.2 (Daleckii and Krein [9, 131). 1n order for a J-unitary operator, 
U, to be strongly stable it is necessary and st@cient that S decomposes into a direct 
sum of two J-orthogonal subspaces L, and L,: 
where the subspaces L, and L, are invariant with respect to U, a(U j L,) n 
a( U ) L,) = .@ , andL, is J-nonnegative and L, is J-nonpositive. 
Given the system with real parameter X having the form 
d-W - = XiJH(t) X(t), 
dt O<t<cO, (2.2) 
where iJH(t) is the same as before, let U(t, X) be its transition operator. We shall 
now recall some sufficient conditions for system (2.2) or its special forms to be 
strongly stable as h varies. These results were obtained by KreIn [9, 131 and 
Chiou [7]. 
Let us denote h, the smallest positive real number such that U( T, A,,) + I does 
not have a bounded inverse. The existence of h, has been proved by Krein [9, 131. 
An operator A on S is called uniformly positive (denotes A > 0) if there exists a 
positive number c such that (Ax, x) > c(x, x) for all x E S. 
DEFINITION 2.3. If II(t) > 0 for 0 < t < T and jiH(s) ds > 0, then 
system (2.1) is called of positive type. 
THEOREM 2.3 (Krein [13]). If system (2.2) is of positive type and 0 -=c X < h, , 
then it is strongly stable. 
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Consider a special form of system (2.2) below 
dX(t) - = AN(t) x(t), 
dt fw = (&) Bf)s (2.3) 
where H(t) is defined as before and B(t) is a nonsingular operator. 
DEFINITION 2.4. If (1) either A(t) > 0 for 0 < t < T or B(t) > 0 for 
0 < t < T, and (2) J-i A(s) ds > 0, ji B(s) ds > 0, then system (2.3) with 
h = 1 is called of average positive type. 
THEOREM 2.4 (Chiou [I). If system (2.3) is of average positive type and 
0 < X < A, , then it is strongly stable. 
Given a real Hilbert space S, , let B(S, , S,) be the set of all bounded linear 
operators acting in S, . We consider the system with periodic coefficients of 
period T (>O): 
d-W) - = G(t) X(t), 
dt O<t<q 
where G(t) = G(t + T), WG(t) + G’(t)W = 0, W is an invertible constant 
operator on S, , and G(t) is a B(S, , &)-valued function continuous in the 
uniform operator topology. Here G’ denotes the transpose operator of G and 
system (2.4) is called a self-contragredient system. 
Remark 2.1. The author still can not prove that system (2.4) is a special 
form of system (2.1) or that there is a counterexample to this statement. However 
for the dim(&) = 2 or 3 explicit computations show that system (2.4) is a special 
form of system (2.1). 
3. STABILITY BEHAVIOR FOR CANONICAL SYSTEMS 
3.1. Stability Behavior for First-Order Canonical Systems 
Stability behavior for system (2.1) and its special forms have been studied by 
Chiou [7], Coppel and Howe [8], Daleckil and Kreln [9], Gel’fand and LidskiI 
[lo], Gohberg and Krein [ll], Krein [13], Liapunov [14], Yakubovic and 
Starzinskii [17, 191, and many other mathematicians. In this section we shall 
develop several inequalities, and via these inequalities obtain a sufficient con- 
dition for solutions, X(t), of system (2.1) to satisfy 11 X(t)\1 = o(exp(art)) as t 
approaches infinity. 
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THEOREM 3.1 (Daleckii and Krein [9]). If system (2.1) is of positive type and 
I = II WI ds -=c r?r, 0 
then it is strongly stable. 
LEMMA 3.1. If system (2.2) is of positive type, then 
= < 4) s = II W)ll ds. (3.1) 0 
Proof. If 
x0 I = II @s)l/ ds -=c ~3 0 
then from Theorem 3.1 system (2.2) is strongly stable at h = X, . This is a 
contradiction. Thus (3.1) holds. 
DEFINITION 3.1. Let a? be a positive real number and X, be the smallest 
positive real number greater that /\o such that U(T, &) + exp(or + bi)1 does not 
have a bounded inverse for some real number 6. 
LEMMA 3.2 (Daleckii and Krein [9, p. 1261). Suppose that U(t) is the 
transition operator of 
X(t) = G(t) X(t). 
Then for 0 < s < t, 
II W> W4 -WI G exp (LT II G(s)ll ds) II -VW 
where 
(3.2) 
G(s) = (G(s) + G*(s))/2 
LEMMA 3.3. Suppose that system (2.1) is of positive type and OL is a positive real 
number. Then for an arbitrary E > 0 
01 lJT II fWll exp (aor I’ II fJ&)ll dT) A/-’ < A, - ho’, (3.3) 
0 0 
where A,’ = A,, - E and HR(s) = (JH(s) - H(s)J)/2. 
Proof. For an arbitrary small E > 0 let A,,’ = A, - E and 
Z(t) = u-yt, A;) X(t). 
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Since U(t) is a J-unitary operator, system (2.2) with h = X, becomes 
d-W) - = i& - A,‘) Ju*(t, A,‘) II(t) U(t, A,‘) 2(t). 
dt (3.4) 
Choose Z(0) such that U(T, h,&?(O) = exp(a. + b@(O) for some real number 
b. Since U-l(T, h,‘) is strongly stable and Z(T) = U-‘(T, &,‘) U(T, h&Z(O), we 
obtain 
II W)I/ = expb) II U-V, hWO)ll = exp(4 II -WI. (3.5) 
Applying Lemma 3.2 to system (3.4), from (3.5) we have 
exp(4 G exp [Pa - A,‘) 6 II &II drl, 
where g(s) = (JU*(t, X,,‘) II(t) U(t, A,‘) + U*(t, A,‘) H(t) U(t, X,7./)/2. The 
lemma then follows from Lemma 3.2 and the above inequality. 
THEOREM 3.2. Suppose that system (2.1) is of positive type and 01 is a positive 
real number. If 
5T cs,’ II W4l ds)-’ + a &’ II W)ll exp (2 IO’ II ff&>ll d’) ds/-’ > 1. (3.6) 
where HA(s) = @Y(s) - H(s)J)/2, then I/ X(t)11 = o(exp(ort, T)) as t approaches 
infinity, where X(t) is any solution of system (2.1). 
Proof. Suppose h, < 1 so h,’ < 1. Then for an arbitrary small E > 0, from 
(3.1) and (3.3) we obtain 
1 ( w (s,’ II W4ll ds)-’ + 01 I,,’ II W)ll exp (2 IO’ II f-fddll dT) ds1-l 
< ha, 
which contradicts h, < 1. Therefore h, > 1. From Theorem 2.3 and the 
definition of h, we know that the spectrum of U(T, A) for 0 < h < ha is in the 
circle with center at origin and radius exp(a). Thus we choose h = 1 to obtain 
the desired conclusion. 
3.2. Stability Behavior for Second-Order Linear Systems 
Consider stability behavior for the system 
$ (B-‘(t) qp) + -qt) X(t) = 0, o<t<m, (3.7) 
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where A*(t) = A(t) = A(t + T), B*(t) = B(t) = B(t + T) for 0 < t < T, 
B(t) is nonsingular for 0 < t < T, and A(t) and B(t) are B(S, S)-valued functions 
continuous in the uniform topology. Let 




y”‘, Y(t), o<t<ccL 
By letting 
we see that the above system is a special form of system (2.1). In this section we 
shall develop some stability behavior for system (3.7) by using the results from 
Section 2. 
THEOREM 3.3. Suppose that there exist nonzero real numbers cx and /I such that 
the nonsingular operators D(t) and E(t) satisfy 
(1) D(t) = aA - (/WY?/ T2)1 and E(t) = crlB(t) - @-‘I, 
(2) D(t) 3 0 and E(t) > Ofor 0 < t < T, 
(3) si D(s) ds > 0 and si E(s) ds > 0, and 
(4) Ji max{ll D(s)jl, Ij E(s)ll) ds < r min{pn2r2/T” T2/@?nW)}. 
Then system (3.7) is strongly stable. 
Pvoof. Let us denote a = n2rr2/T2 and b = al/z. Consider for any positive 
numbers 01 and /3 the system 







0 - -$a1 0 II 
W>~ 
Note that 
‘@) = (-;;;“,i”,‘bt 1(/3b)-l sin bt I cos bt 
is the transition operator of the system 
(3.8) 
(3.9) 
d-W) - = dt ( fi;) Z(t). 
505/28/1-8 
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The transformation Y(t) = V-l(t) X(t) gives 
where D(t) and E(t) are as in hypothesis (1). From hypotheses (2) and (3) we 
know that system (3.10) is of positive type. From (3.9) we obtain 
V*(t) V(t) > min{& @z)-~]I. (3.11) 
From (3.11), (3.1), and hypothesis (4) we obtain At, > 1. Furthermore, from 
Theorem 2.3 we know that system (3.10) is strongly stable whenever 0 < h < A,, . 
Therefore we choose X = 1 to obtain the desired conclusion. 
We now apply Theorem 3.3 into a special form of system (3.7) 
d2X(t) 
ygj- + 4) X(t) = 0, O<t<co, (3.12) 
to obtain the stability criterion below. This stability criterion was obtained for 
the case of finite-dimensional Hilbert space by Neigauz and Lid&ii [15] and 
Zubovskii [20] (Cesari [6j). 
COROLLARY 3.1. If 
n27r2 
T2 < A(t) < @ +Ti” n2 I, 0 < t < T, 
where n us a positive integer greater than 1, then system (3.10) is strongly stable. 
Proof. Taking B(t) = I, /3 = T/(m), and 01 = T/((n + l)rr) in Theorem 3.3 
we obtain the desired conclusion. 
Recently, Chiou [7] considered the systems with a positive real parameter X 
having the forms 
-g (B-l(t) -qp) + PA(t) x(t) = 0, O<t<cq (3.13) 
and 
$p + PA(t) X(t) = 0, O<t<oo, (3.14) 
and obtained the following two theorems. 
STABILITY BEHAVIOR OF LINEAR SYSTEMS 113 
THEOREM 3.4 (Chiou [7]). Suppose that system (3.7) is of average positive 
type. Then 
(1) ~,2~=ll~(s)ll~~~~IlB(s)lld. > 4. 
0 0 
(2) If 
j-’ II 44ll ds ST II Wll ds -=c 4, 
0 0 
(3.15) 
then system (3.7) is strongly stable. 
THEOREM 3.5 (Chiou [7]). Suppose that system (3.12) is of average positive 
type. Then 
(1) there exists a positive real number p > 1 such that 
A02 (1’ I/ A(s)/16 ds)“’ k-l’” > 1, 
0 
where 
k =4/T if p=1, 
= (4/T)e((2/3 - 1)/(/3 - l)T)B-’ if j3 > 1; 
(2) if there exists a positive real number /! 3 1 such that 
I = II 4)lIs ds -=c k0 
where k is defined in (l), then system (3.12) is strongly stable. 
LEMMA 3.4. Suppose that system (3.13) is of average positive type, Q is a 
positive real number and y is a nonzero real number. Then for an arbitrary small 
E>O 
01 fj’ II G(4ll exp (2ho’ 1’ II GR(T)I/ dT) dsl < 4 - &‘, (3.17) 
0 0 
where Ao’ = A, - E, GR(t) = (G(t) + G*(t))/2, and 
Y-W) 
G(t) = (-&) 0 1 * 
Proof. Let 
(3.18) 
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Then we write system (3.7) in the form 




W) = L&t) 
Y-W 
0 1 
and y is a positive real number. Therefore we follow the proof of Lemma 3.3 
to obtain the desired conclusion. 
THEOREM 3.6. Suppose that system (3.13) is 0 average positive type and 01 is f 
a positive real number. If for some nonzero real number y such that 
2 (s,’ II44ll ds jo= II Wll ds)-“’ 
+ 01 IloT II WI exp (2 s os II Gt(4ll dT) ds1-l > 1, 
where G(s) is defined in (3.18), then 11 X(t)11 = o(exp(crt/T)) as t approaches 
in.nity, where X(t) is any solution of system (3.13). 
Proof. Suppose A, < 1 so A, < 1. Then for an arbitrary small E > 0 from 
(3.1) and (3.3) we obtain 
1 < 2 (( II 4)ll ds s,r II Wll ds)-l” 
+ 01 &’ II WI exp (2 s os II G(4ll dT) dj-’ < Am 
which contradicts A, < 1. Therefore Aa > 1. From Theorem 2.3 and the 
definition of h, we know that the spectrum of U(T, A) for 0 < h < A, is in the 
circle with center at origin and radius exp(ol). Thus we choose X = 1 to obtain 
the desired conclusion. 
THEOREM 3.7. Suppose that system (3.14) is of average positive type and OL is a 
positive real number. If there exists a nonzero real number y and exists a positive 
real number flgreater than or equal to 1 such that 
@I28 (I II 4w dr)-1’26 + 01 lLT II Wll exp (2 ~‘11 GM d7) h1-l > 1, 
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where G(s) is defined as (3.18) with B(t) = I and k is defined as in Theorem 3.5, 
then 11 X(t)11 = o(exp(&/T)) as t approaches injnity where X(t) is any solution of 
system (3.14). 
Proof. Suppose that A, < 1 so A,,’ < 1. Then for an arbitrary small E > 0 
from (3.1) and (3.3) we obtain 
1 < k1’2e (s,’ II &>lF’ df”” 
+ a 1 joT II GWll exp (2 jos II Gd4ll d7) ds1-l -c A, 
which contradicts A, < 1. Therefore A, > 1. From Theorem 2.3 and the 
definition of A, we know that the spectrum of U(T, h) for 0 < h < A, is in the 
circle with center at origin and radius exp(a). Thus we choose h = 1 to obtain 
the desired conclusion. 
4. HAMILTONIAN SYSTEMS AND THE SYSTEM p(D)x + f(t)q(D)x = 0 
4.1. The Relationships between Hamiltonian Systems and the System 
P(W + f (t) d+ = 0 
Given the system 
Pm w + f(t) PP) x(t) = 0, o<t<m, (4.1) 
where D = d/dt, p(s) and q(s) are real polynomials without common factors, the 
degree of q(s) is less than the degree of p(s), and f (t) is a continuous function for 
O<t<co. 
Let us agree to call a matrix of rational functions G(s) regular if it is square and 
approaches zero as s approaches infinity. Our first point is that it is possible to 
associate a set of matrices with each regular matrix of rational functions in a 
natural way. This correspondence goes as follows. It is well known (Kalman [12]) 
that every regular matrix of rational functions can be expressed as 
G(s) = C(Is - A)-lB 
with C E RmX”, A E Rnxn, B E Rnxm, where R nxm denotes the set of real n by m 
matrices. Moreover it is always possible to pick A, B, and C such that 
rank(B, AB ,..., A+lB) = rank(C; CA; . . . . CA”-l) = n 
where ( , ) denotes a colum partition and ( ; ) a row partition. In this case we say 
that the triple [A, B, C] is a minimal realization of G(s). Now minimal realiza- 
tions are not uniquely determined by G(s), but if [A, B, C] and [F, G, H] are two 
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minimal realizations then there exists a unique nonsingular P such that 
PAP-l = F, PB = G, and CP-l = H. This result first stated by Kalman [12], 
is known in system theory as the state space isomorphism theorem. 
Denote by A’ the symmetric matrix of the matrix A. For an invertible constant 
matrix W let us call matrix A a self-contragredient if WA = -A’W. If 
then matrix A is called Hamiltonian. 
Theorem 4.1 below deals with the necessary and sufficient conditions for the 
existence of a minimal realization [A, B, C] of a regular matrix with Hamiltonian 
matrices A and BC. For a special case of Theorem 4.1, namely, (Y = 0 was 
proved by Brockett and Rahimi [4]. 
THEOREM 4.1. Let A, B, and C belong to Rnxn, Rnxm, IZmXn, respectively, 
and I be the identity matrix in R”Xt where n is an even integer and 21 = II. Suppose 
[A, B, C] is a minimal realization of G(s - a) where 01 is a real number and 
suppose that B and C are of rank m. Then there exists a nonsingular matrix P such 
that PAP-I and PBCP-1 are both Hamiltonian if and only if there exists a non- 
singular symmetric matrix T such that 
TG(s - a) = G’-s - a)T. 
Proof. Suppose that A and BC are Hamiltonian. Then we have J,BC = 
C’B’ J1 where 
J1 = (T1 ;) 
and in view of the rank conditions JIB = CT for T = B’ Jl’C’(CC’)-l. Note 
that T is nonsingular. Clearly C’TC = C’T’C so T is symmetric. Thus (recall 
that JX2 = -I) 
TG(s - a) = TC(I(s - a) - (A - orI))-lB 
= TC(Is - A)-lB 
= TCJ,Vs - hAJPJ3 
= B’(-Is - A’)-V’T 
= B’(I(-s - a) - (A - QI)‘)-lC’T 
= G’(-s - (Y)T. 
On the other hand, suppose that for some symmetric nonsingular T we have 
TG(s - LX) = G’(-s - a)T. Thus 
TC(Is - A)-lB = B’(-Is - A’)-lC’T 
= -B’(Is + A’)-lC’T. 
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Since both sides are minimal realizations it follows from the state space isomor- 
phism theorem referred to above, that there exists a nonsingular matrix P such 
that 
PAP-1 = --A’; PB = CT; TCP-1 = -B’; 
thus upon transposition and rearrangement we get 
p’Ap’-1 = -A’. 9 P’B = -CT; TCp’-1 = B’ . 
Now by uniqueness of P we see that P = -P’. Thus there exists a nonsingular 
Q such that Q’ JIQ = P. Finally we see that [QAQ-‘, QB, CQ-‘1 is a realization 
such that QAQ-l and QBCQ-1 are Hamiltonian. 
From Theorem 4.1 and the results in Refs. [4, 51 it is clear that we have the 
the following corollary. 
COROLLARY 4.1. Suppose that 01 is a real number and q(s - ~)/p(s - a) = 
q(-s - a.)/~(-s - LY), wherep(s) and q( s are as in system (4.1). Then there exist ) 
matrices A, B, and C which belong to Rnxn, Rnxl, and R1xn, respectiwely, such that 
(1) [A - aI, B, C] is a minimal realixation of q(s)/p(s), 
(2) system (5.1) can be reduced to 
y = (A -f(t) BC) X(t) - olX(t), O<t<m, 
where A and BC are both Hamiltonian. 
COROLLARY 4.2. Let A, B, and C belong to Rnxn, Rnxl, and R1xn respectively. 
Suppose 01 is a real number, g(s) is a rational scalar function, and [A - d, B, C] is 
a minimal realization of g(s). If there exists a nonsingular matrix P such that 
PAP-I and PBCP-1 are in L, = (A 1 WA = -A’W, where W is non- 
degenerate and either symmetric OY skew-symmetric), then PAP-l and PBCP-1 are 
both Hamiltonian and g(s - a) = g(-s - a). 
Proof. There are no rank one matrices F which satisfy WF + F’ W = 0 with 
W = w’. Thus W is in the skew symmetric case and then A and BC are 
Hamiltonian. From Theorem 4.1 we obtain g(s - a) = g(-s - a). 
COROLLARY 4.3 (Brockett [5]). Suppose that q(s)/p(s) = q(-s)/P(-s) where 
p(s) and q(s) are defined as in system (4.1). Suppose further that p(s) is a manic 
polynomial. Then the poles and zeros of q(s)/p( s are on the imaginary axis and the ) 
poles and zeros of sq(s)/p(s) interlace if and only if there exists a minimal realization 
of q(s)/p(s) such that 
q(S)/p(s) = C(Is2 - A)-lB 
with symmetric matrices A and BC. 
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4.2. Stability Behavior for the System p(D)x + f (t) q(D)x = 0 
In this section we shall study stability behavior of system (4.1). First under 
suitable conditions we transform system (4.1) to Hamiltonian system and then 
use the stability criteria from Section 3 to obtain several new stability criteria of 
system (4.1). In particular we generalize Brockett’s criterion [5]. Second via 
classical methods we obtain two stability criteria for system (4.1) which are 
related to Willems’ criteria [IS], the Nyquist criterion, and circle criteria 
(Brockett [3]). 
Suppose that 01 is a real number. Let us denote &(t, a) (; = 1, 2,..., 21) be the 
zeros of the polynomial p(s - a) + f (t) q(s - 01), A,(t, a) be the zero of 
p(s - a) + f (t) q(s - a) = 0 which has the largest magnitude, and 21 be the 
degree of p(s), where p(s), q(s), and f (t) are the same as in (4.1). 
THEOREM 4.2. Suppose that 
(1) q(s)/p(s) = q(--s)/p(-s) andf (t) = f (t + T), where T is a positive real 
number, 
(2) the poles and zeros of q(s)/p( ) s are on the imaginary axis and the poles and 
zeros of sq(s)/p(s) interlace, and 
(3) there exists apositive integer ngreater than 1 such thatfor i = 1, 2,..., 21, 
n2m2/T2 < -hi2(t, 0) < (n + 1)23/T2. 
Then system (4.1) is stable. 
Proof. From hypotheses (1) and (2) and C orollary 4.3 we see that there exists 
a triple [A, B, C] which is a minimal realization of q(s)/p(s) and such that 
q(s)/p(s) = C(ls - A)-lB and system (4.1) is equivalent to 
d2X(t) 
dt2 + (--A +f (t) BC) X(t) = 0, O<t<co, (4.2) 
with symmetric matrices A and BC. It is well known (Brockett [3, p. 1181) that 
-Xi2(t, 0) (i = 1,2,..., 21) are the eigenvalues of --A + f(t)BC. Since 
--A + f (t)BC is symmetric, -hi2(t, 0) (i = 1, 2,..., 21) are real. From hypothesis 
(3) we use the Neigauz and Lidskii’s criterion [15] (for n = 2,3,..., see Corollary 
3.1) to obtain that system (4.2) is stable. This implies that system (4.1) is stable. 
THEOREM 4.3. Suppose that 
(1) 01 is a nonnegative real number and T is a positive number, 
(2) ds - 4b(s - 4 = d-s - 4/~(--s - 4 andf(t) = f (t + T), 
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(3) the poles and zeros of q(s - u)/p(s - LX) are on the imaginary axis, the 
poles and zeros of sq(s - a)/p(s - ) 01 in er ace, t 1 and there exists a E > 0 such that 
4 - 4 
p(t - a) S=d > E > O, 
(4) there exists a positive real number /3 greater than OY equal to 1 such that 




MS) = $,y b-b I kds, a>I , Y-V, 
%(4 = 7;: {Y I kds, 41 + r-Y, 
Then 
k =4/T if /3=1, 
= (4/T)O((2/3 - 1)/T@ - l))B-’ ;f /3 > 1. 
(i) for a: > 0 all solutions of system (4.1) approach to zero as t approaches 
inJ;nity ; 
(ii) for 01 = 0 System (4.1) is stable. 
Proof. Let pr(s) and PI(s) be two polynomials with pi(s) = p(s + a) and 
al(s) = q(s + a). Thus from hypothesis (2) we obtain 
Let 
ql(s)/Pl(s) = qd--s)/Pd-4. 
y(t) = exp(at) x(t). 
Thus system (4.1) becomes 
Pm YW + f PI !?m r(t) = 0. 
(4.3) 
From hypotheses (l)-(3) and Corollary 4.3 we see that there exists a triple 
[A, B, C] which is a minimal realization of q,(s)/p,(s) such that qI(s)/pl(s) = 
C(P --IA)-lB and system (4.1) is equivalent to 
d2Y(t) 
7'(-A -tf(t)~C)Y(t) = 0 (4.4) 
with symmetric matrices A and BC. It is well known (Brockett [3, p. 1181) that 
-Xz(t, a) (i = 1, 2 ,..., 21) are the eigenvalues of --A + f (t)BC. Hypothesis (3) 
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shows that system (4.4) is of average positive type. Therefore from Hypothesis (4) 
and Theorem 3.7 we obtain that all solutions, Y(t), of system (4.4) satisfy 
II W)ll = 4expW) (4.5) 
as t approaches infinity if 01 > 0. From (4.3) and (4.5) we obtain that all solutions 
of system (4.1) approach zero as t approaches infinity. For the case OL = 0, from 
the hypotheses and Theorem 3.5 we obtain that system (4.1) is stable. 
Remark 4.1. A special case of Theorem 4.3, namely, 01 = 0 and /3 = 1, was 
proved by Brockett [5]. 
THEOREM 4.4. Suppose that 
(1) iy. is a nonnegative real number and T is a positive real number, 
(2) Q(S - ~/P(s - 4 = d--s - +P(-s - 4 andf(t) = f(t + T), 
(3) for j = 1, 2,..., 21, hj(t, a) (0 < t < T) are pure imaginary andpairwise 
distinct, and there exists un E > 0 such that 1 hj(t, a)it=,, > E > 0, and 
(4) T (ST I h(s)I ds)-’ + 01 II’ I &&)I exp (2 1’ I &&)I a) dfl > 1. 
0 0 0 
Then 
(1) for 01 > 0 all solutions of system (4..1) approach zero as t approaches 
injinity ; 
(2) for 01 = 0 system (4.1) is stable. 
Proof. From Hypotheses (l)-(3) and Corollary 4.1 there exists a triple 
[A, B, C] which is a minimal realization of q(s)/p(s) and system (4.1) is equivalent 
to 
y = (A -f(t) BC) X(t) - &X(t) 
with Hamiltonian matrices A and BC. The transformation Y(t) = exp(olt) X(t) 
gives 
q = (A -f(t) BC) Y(t), (4.6) 
It is well known (Brockett [3, p. 1181) that the zeros of p(s - LX) + f (t) q(s - a) 
are the eigenvalues of A -f (t)BC. From Hypothesis (3) we know that these 
eigenvalues are pure imaginary and pairwise distinct. Thus there exists a non- 
singular matrix P(t) such that P(t)], = JIP(t) and A - f(t)BC = P(t) D(t) P-‘(t), 
where 
w> = (& y ; > E(t) = diag[l h(t, a>I -*- IUt, aIlI; 
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and 
Thus 11 A - f(t)BC I/ = 1 hM(t, a)l. Hypothesis (3) shows that system (4.6) is of 
positive type. Therefore from Corollary 3.2 and Hypothesis (4) we obtain that all 
solutions, Y(t), of system (4.6) satisfy 
II Wll = 4expW (4.7) 
at t approaches infinity if (II > 0. This proves the theorem for the case 01 > 0. 
For the case, 01 = 0, for the hypotheses and Theorem 3.1 we obtain that system 
is stable. 
THEOREM 4.5. Suppose that the zeros of p(s) are on the imaginary axis and 
distinct. Then system (4.1) is stable provided 
s om If(s>l ds < 03. (4.8) 
Proof. Since q(s)&(s) approaches zero as t approaches infinity, there exist 
matrices A, B, and C which belong to RnXn, R”XI, and R1xn, respectively, such 
that 
q(s)/p(s) = C(ls - A)-IB (4.9) 
and n is the degree of p(s). Thus system (4.1) is equivalent to 
y = (A -f(t) BC) X(t). 
From the variation-of-constants formula we know that 
X(t) = exp(At) X(0) - St exp(A(t - s)) f (s) BCX(s) ds. 
0 
Then 
Ii XMl d II exp(At) WO)ll 
+ lo* II w-+V - 4)ll If @>I II BC II II -Wll ds 
< II e+Wll [II -WIl + Jot If WI II BC II II -Wll A/- 
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From Gronwall inequality we obtain 
II X(9 G II expW)ll II X03 exp (It IfWl II BC II II expW)ll ds). (4.10) 
0 
From (4.9) and the hypotheses we see that the eigenvalues of A are on the 
imaginary axis and distinct. Thus II exp(At)lI < co. Then from (4.8) we obtain 
/I X(t)11 is bounded as t approaches infinity. This proves the theorem. 
THEOREM 4.6. Suppose that the realparts of the zeros of p(s) are less than --ol 
(a > 0). Then system (4.1) is stable provided 
E 1: (f(s) exp(---ars) - o> ds < ~0 
for some positive real number t, . 
Proof. From (4.10) we obtain 
II x(t)11 < II expW)ll II -WVll exp 1 f ” If WI II BC II II exMs)ll dsl. (4.11) 
‘0 
Since the real parts of the zeros of p(s) are less than --a (a > 0), there exists an 
E > 0 such that the real parts of the zeros ofp(s) are less than -(a + e) and then 
the above inequality implies 
II W)ll < exd-(~ + c> 4 II XP)ll exp Ijot If (41 II BC II exp(-(a + ~1s) ds/ 
< M exp(-4 - 0 exp (( If WI exd-4 A) (4.12) 
< Mexp [l: (If( exd-4 - 4 dsl. 
Therefore from (4.11) and (4.12) we obtain that 11 X(t)11 is bounded as t approaches 
infinity. 
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