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The current bottleneck in computational discovery of linear sequence motifs is the 
lack of adequate biological knowledge to group protein sequences for motif 
extraction. This thesis describes a novel approach to automate motif discovery from 
protein interaction data to circumvent this bottleneck.  
 
A naïve way to find motifs using existing algorithms with interaction data is (i) group 
the proteins that interact with the same protein; and then (ii) extract motif from each 
set of proteins grouped. In this thesis, we proposed a novel approach of mining motifs 
in pairs from interaction data. The approach can mine motifs in situations where the 
naïve way falls, mainly when a protein has limited binding partners and when prior 
knowledge on motif-containing sequences is not available. In addition, the approach 
has the advantage of finding potential pairs of motifs that are associated biologically. 
Our motif pairs are mined from similar co-occurring subsequences found in pairs of 
interacting sequences and the task is modeled as a double clique finding problem. As 
finding cliques is NP-hard, which become infeasible when the graph and/or clique in 
big, we designed an algorithm (D-STAR) to find some approximate solutions. In 
addition, we devise two scoring schemes to rank the significance of motif pairs 
extracted.  
 
The algorithm was first validated on sets of semi-synthetic data. Compared to MEME, 
a popular motif discovery algorithm within the biology community, the result 
indicates that our algorithm can enhance motif discovery from sparse interaction data 
and is resilient to spurious interactions in input data. We subsequently applied D-
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STAR on some real biological datasets to further validate that it can extract motifs 
automatically without pre-grouping of input sequences required by existing 
algorithms. The results from real datasets also show that the extracted pairs of motifs 




Molecular Biology studies the structure and function of molecular entities that make 
up living systems. The key molecular entities of interest are DNA (deoxyribonucleic 
acid) and proteins: DNA encodes genetic information for making proteins while the 
proteins are the main biological workhorses that carry out most physiochemical 
activities in living systems. Both DNA and proteins are linear biopolymers that are 
made up of finite chemical building blocks, and they can be represented as strings or 
sequences with finite alphabets. Biologists have discovered that short segments in 
these biological sequences often carried out important regulatory and biochemical 
functions [1-3]. A common task in molecular biology is thus the detection of these 
similar short sequence segments as sequence patterns or linear motifs. The biological 
experiments to detect linear motifs are laborious and expensive. This has lead to the 
development of computational tools in form of pattern finding algorithms to aid the 
discovery of linear motifs [4-6]. However, to use these tools, sequences needed to be 
manually grouped but there is a current lack of enough sequence function information 
to group sequences for motif extraction.   
 
In the post-genome era, efforts have been focused on deciphering the molecular 
interactions of novel biological sequences. The interactions between sequences can be 
used to aid in silico motif discovery. In this thesis, we describe how the newly 
available data of protein-protein can be used to circumvent the bottleneck mentioned 
in the previous paragraph. Specifically, this thesis proposes a novel concept of 
exploiting function associations embedded in interaction data that do away with the 
manual pre-grouping of input sequences required by existing algorithms. We model 
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the task of finding motifs from similar co-occurring sequence segments observed in 
pairs of interacting sequences as a novel double cliques finding problem. 
  
1.1 Motivation 
Discovering linear motifs is important for guiding experimental studies in molecular 
biology. They are also valuable for design and discovery of new drug. As such, many 
pattern finding algorithms have been developed to aid the discovery of linear motifs 
from primary sequences of proteins and DNA [4-6]. These algorithms first require 
users to manually group sequences based on some common functions or properties for 
input. They then extract motifs from the grouped sequences using some statistical 
and/or combinatorial methods (The common methodology to find motifs using current 
motif discovery algorithms are outlined in Figure 1). 
 
The discovery of novel linear motifs is currently hampered by the lack of enough 
function information to pre-group sequences correctly for motif extraction  For 
example, in yeast, one of the most well-studied model organisms, ~ 2000 out of its 
6765 proteins to date (according CYGD database as of Sept 2005 [7]) have no 
function information while the annotations for the rest of the proteins are still 
incomplete. Another bottleneck in motif discovery is the detection of motifs that span 
across proteins from different function groups [3]. This class of motif plays important 
roles in many cellular functions such as those in the signaling, protein localization and 
regulation pathways. The conventional approach of mining from functionally pre-
grouped sequences cannot discover this class of motif. 
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In the post-genomic era where the complete genomes of many species are easily 
available, efforts had been directed at elucidating the molecular interactions of both 
known and novel protein sequences. Unlike the traditional function characterization 
experiments which are not easily amenable for large-scale processing, high-
throughput experimental and computational techniques had been developed recently 





Figure 1 A conventional motif discovery process in molecular biology. Sequences are first 
collected by biologist based on some observed function similarities and then submitted to 
computer programs for motif extraction. Due to errors in judgment or incomplete function 
information, not all input sequences may contain motifs of interest; some input sequences 
may contain non-relevant motifs. 
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and employed successfully to detect molecular interactions en masse [8-11]. As result, 
interaction data are now more easily available than function information.  
 
We believe that such interaction data are extra information that could potentially be 
utilized to aid the discovery of motifs. As elementary constituents of biological 
pathways, interactions are the key determinants of cellular functions.  The pairs of 
sequences in interaction data are functionally related by their biological interactions. 
We could exploit such inherent functional associations between the interacting 
sequences to extract biologically significant motifs. As interaction data are becoming 
more easily available than function information, mining motifs from interaction data 
could potentially alleviate the current motif discovery bottleneck caused by lack of 
proteins’ function information.  
 
However, existing motif finding algorithms are not designed to mine the paired 
sequence data directly for motifs. Specifically, not many motif discovery algorithms 
(in fact, only one algorithm to the best of our knowledge) have been designed to mine 
motifs directly from protein-protein interaction data. This thesis work was thus 
motivated to address current gap in this form of pattern discovery which I believe 
could expedite the discovery of novel protein motifs in molecular biology. 
 
1.2 Contributions 
In this thesis, we have defined a new problem of exploiting the interaction association 
information among sequences to discover motifs without the prior groupings of 
sequences required in many existing motif finding algorithms. We then formulated the 
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task as a novel double cliques finding problem to find similar co-occurring 
subsequences embedded in input interacting data. Motifs can then be inferred from 
the similar co-occurring subsequences detected. As the problem is NP-hard, we have 
developed an approximation algorithm that we shown is able to extract good solutions.  
  
A naïve way to use existing algorithms with interaction data to find motifs is (i) group 
the proteins that interact with the same protein; (ii) and then extract motifs from each 
set of proteins grouped. In our work, we adopted a novel approach of mining motifs in 
pairs from similar co-occurring subsequences embedded in pairs of interacting 
sequences. The approach conferred the following advantages over existing 
algorithms: 
• Find associated pairs of motifs directly: Many motifs are actually associated with 
one another by function or interaction. Existing algorithms cannot find pairs of 
associated motifs directly.   
• Mine motifs from noisy interaction data: Many interaction data are known to be 
noisy (meaning they contain many false interactions). Our algorithm was found to 
be robust against noisy data (see Chapter 6) 
• Mine motifs from sparse interaction data: Most proteins have limited binding 
partners. Often, the size of most sequence sets grouped using the naïve way is too 
small for effective pattern discovery. Our algorithm can also address this inherent 




We performed extensive simulation using semi-synthetic data to analyze the behavior 
of our algorithm. We also validated it on real biological datasets. With respect to the 
molecular biology domain, we have made the following contributions: 
• We have enabled the direct use of interaction data to detect novel motifs. Existing 
algorithms cannot fully exploit the new resource to enhance motif discovery. 
Inputs to our algorithm are sets of sequence pairs while existing algorithms can 
only accept sets of individual sequences. 
• We have expedited current motif finding process. A major bottleneck in detecting 
new motifs is the lack of proteins’ function information to group relevant 
sequences for pattern discovery. Our algorithm avoids this bottleneck by making 
use of the extra association information embedded in interacting sequences to 
automatically cluster sequences into meaningful groups for motif discovery.  
• Our algorithm can detect the class of motif found in proteins from diverse 
function groups ─ a task that is harder with conventional approach of finding 
motifs in sets of functionally grouped sequences (Figure 1). 
 
1.3 Organization 
The rest of this thesis is organized as follows: Chapter 2 covers basic biological 
knowledge pertaining to our work while Chapter 3 surveys the various motif 
discovery approaches and algorithms. Chapter 4 describes our problem 
computationally modeled as finding pairs of connected cliques in a graph. In Chapter 
5, we describe an algorithm D-STAR that is designed to find the approximate 
solutions to our problem. In Chapters 6 and 7, we evaluate D-STAR on semi-synthetic 
and real biological datasets respectively. Finally, we suggest some with potential 
further works in Chapter 8. 
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2 Background Knowledge 
2.1 Protein Sequences 
Proteins are the molecular workhorses that carry out the instructions and activities 
encoded in the genome (or genes) of a cell. They are linear molecular chains made 
from the sequential concatenation of chemical building blocks called amino acids. In 
many biological texts, the terms “amino acid” and “residue” are used interchangeably. 
A protein chain is conventionally represented as a string (commonly referred as its 
linear or primary sequence) with an alphabet size of 20 which correspond to the 20 
different amino acids that make up proteins (see Table 1). Figure 2 shows an example 
of a protein sequence where each character corresponds to one amino acid.  
 
A protein chain can contain tens to thousands of amino acids and these amino acids 
can interact with one another in space to adopt a three-dimensional conformation that 
is commonly referred as the tertiary structure or 3D structure of the protein. Different 
combinations of amino acids of different lengths result in proteins with different 










Table 1. The 20 amino acids and their short form notation. 
2.2 Protein-Protein Interactions 
Proteins carry out their biological roles in a cell through interacting with other 
proteins. They can bind permanently with other proteins to form complexes that carry 
out enzymatic reactions or form structural scaffolds in cell. Proteins can also interact 
transiently with one another to form biological pathways and networks. A biological 
pathway or network can be viewed as a graph where the vertices correspond to 
proteins while edges correspond to interactions between proteins. The advancement of 
sequencing technology had lead to the discovery of many proteins. However, the 
interacting partners of these novel proteins cannot be determined fast enough by 
traditional low-throughput detection methods. This has in turn led to the recent 
development of high throughput methods to detect protein-protein interactions (PPI) 
that includes both experimental techniques and computational approaches. Examples 
of high throughput experimental techniques are yeast two-hybrid [12,13], affinity 
Name 3-letter 1-letter  Name 3-letter 1-letter 
Alanine Ala A  Leucine Leu L 
Arginine Arg R  Lysine Lys K 
Asparagine Asn N  Methionine Met M 
Aspartic acid Asp D  Phenylalanine Phe F 
Cysteine Cys C  Proline Pro P 
Glutamine Gln Q  Serine Ser S 
Glutamine acid Gln Q  Threonine Thr T 
Glycine Gly G  Tryptophan Trp W 
Histidine His H  Tyrosine Tyr Y 
Isoleucine Ile I  Valine Val V 
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purification with mass spectrometry [14] and protein chips [15]. The computational 
approaches include gene neighborhood [16], gene fusion [17,18], phylogenetic 
profiles [19] and co-evolution [20,21]. The emergence of these high throughput 
interaction detection methods together with the development of automated extraction 
of interaction data from scientific literatures [22-24] have resulted in an explosion of 
interaction data available for data mining and knowledge discovery.  
 
2.2.1 Protein Interaction Databases 
Informatics studies in molecular biology are facilitated by the availability of many 
large publicly accessible generic databases as well as many smaller specialized 
databases catering to specific domains in the field. The large public databases include 
GenBank [25] that contains known biological sequences, Swiss-Prot [26] that 
contains protein sequences and PDB [27] that contains protein structural data. An 
increasing number of online databases that provide experimental and computationally 
derived interaction data are found in recent years. Table 2 lists the various protein 
interaction databases and their types.  
 
For experimentally detected interactions, the largest set of data can currently be found 
in BIND (Biomolecular Interaction Network Database) which contains bimolecular 
interactions reported in biomedical literatures as well as those derived from high 
throughput experiments. As of August 2005, the database contains ~ 200000 entries 
of protein interactions from various species. More than 50% of the interactions are 
derived from high throughput experimental methods. Another commonly used 
database, The Database of Interacting Protein (DIP), contains data of ~53000 protein 
interactions among ~18000 proteins found across 109 species.  
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For computationally inferred interactions, the ProLINKS database currently contains 
17 million high confidence protein associations detected across 168 genomes using 
gene locality and phylogenetic context information available in complete genomes. 
The growth of these databases has been fast. For example, the number of entries 
reported in DIP had almost doubled from 2002 to 2003 at ~18000 and it currently has 
~53000 entries. 
 
2.3  Linear Sequence Motifs 
A protein sequence may contain tens to thousands of amino acid residues. While most 
residues may be important for the structural conformation of the protein, it is known 
that not every residue is involved in the protein’s biological function [36]. Often, the 
biological functions are carried by some specific sequence segments within a protein. 
Table 2. Various online protein interaction databases and their URLs. Under types, “E” 
refers to interactions in the database are experimentally derived methods whole “C” means 
interactions in the database are computationally derived. 
Database URL Types Refs. 
DIP http://dip.doe-mbi.ucla.edu E [28] 
BIND http://www.bind.ca E [29] 
MINT http://cbm.bio.uniroma2.it/mint E [30] 
GRID http://biodata.mshri.on.ca/grid/servlet/index E [31] 
IntACT http://www.ebi.ac.uk/intact E [32] 
PREDICTOME http://predictome.bu.edu C,E [33] 
STRING http://string.embl.de/ C,E [34] 
ProLINKS http://dip.doe-mbi.ucla.edu/pronav C [35] 
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These sequence segments correspond to the protein’s functional and interaction sites 
[2]. Identifying these short sequence segments is important for understanding the 
biological activities of proteins and is an ongoing task in molecular biology. They are 
routinely identified in biological laboratories using mutagenesis and phage display 
experiments. 
  
Short sequence segments that perform similar functions have been found to be similar 
sequentially (such as same residues at certain positions) and can be expressed as some 
form of string patterns. These similar sequence segments can either be conserved or 
arise spontaneously by mutation during evolution. Biologists are interested to detect 
such short linear sequence patterns, termed linear sequence motifs, to guide 
experimental and functional studies of novel proteins. Note that linear sequence 
motifs are different from structural motifs which are recurring local structures found 
across multiple protein structures 
 
2.3.1 Linear Sequence Motif Representation 
To facilitate the use of linear sequence motifs to guide biological studies, two main 
approaches have been commonly used to represent or describe instances of a motif 
identified from biological experiments and pattern discovery algorithms.  
 
Consensus and Regular Expression 
Consensus or regular expressions are commonly used to report motifs in literature as 
they have the advantage of being easily understood by people. The consensus string is 
simply a string that states the predominant residue that appears at each position of the 
motif. It is a rather inflexible form of representation and omits too much information. 
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A more flexible version allows ambiguity of amino acids at various positions. In this 
form, amino acids that can appear at a position are generally denoted by the list of 
amino acids enclosed by square bracket. For example, in “[IL]VxxP”, [IL] states that 
either isoleucine (I) or leucine (L) can appear at the first position of the motif. Square 
bracket is omitted in cases when there are only one amino acid such as the “V” and 
“P” at the second position and last position of the motif. A wildcard or “x” is often 
used to represent the entire set of amino acid without the square bracket.  The entire 
set of amino acid is also represented by “.” in some databases and algorithms. An 
even more expressive form of representation used is regular expression which permits 
gaps and pattern’s instances of variable length. Gaps or variable length in motif’s 
instances are typically denoted by x(i,j) where x (which can be a single amino acid, 
amino acid subset or a wildcard) can be found i to j times. In example “[IL]V(2,3)P”, 
valine(V) can appear two or three in a row starting from the second position.  
 
Position Weight Matrix 
In regular expressions, amino acids appearing at each position are given equal weight 
although some may occur more frequently. A more expressive and probabilistic way 
to represent a motif is in the form of a position weight or frequency matrix. For 
protein, the matrix is a 20 by m matrix (where m is the length of the motif) recording 
the probability of each amino acid occurring at each position of the motif. 
Representing motifs using frequency matrices has a drawback of the inability to 
incorporate gaps in the motif, unlike regular expression.  In addition, finding instances 
of a motif is not as straightforward since many sequence segments may match to a 
matrix motif to various degrees. The motif instances are usually scored using the 
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weight matrix to determine their statistical significance. For every possible instance, 











where A[xi,i] is the frequency of amino acid xi from position i of frequency matrix A 
and f(xi) is the background frequency of the amino acid in all considered sequences. 
For ease of computing the statistical significance of an instance, the frequency matrix 
is sometime converted into a position specific scoring matrix (PSSM) [37] where 
entries in the scoring matrix A’ is log of A(xi,i)/ f(xi). In this case, a log-odd score is 










3 Literature Survey 
3.1 Motif Discovery Algorithms 
The computational task of finding sequence patterns often turn out to be NP-hard 
problems. An example of a NP-hard task is the Consensus String problem to find a 
string s of length l such that the total hamming distance of it with a substring in every 
input sequence is minimal. The Closest Substring problem in pattern discovery is 
another NP-hard task. As such, many existing pattern discovery algorithms adopt 
some approximation schemes to find good enough motifs in polynomial time. Many 
algorithms also incorporated heuristics into their search process. Algorithms that find 
motifs through exhaustive search coupled with careful pruning strategy are also 
common. Some use randomized algorithms or perform sampling of search space. 
Regardless of the methods, almost all pattern discovery algorithms involve some sort 
of search process that can be broadly classified into the categories of pattern-driven 
and sample-driven approaches.  
 
3.1.1 Pattern-Driven Approaches 
A pattern-driven approach for discovering motifs is concerned with first generating a 
pattern or motif and then checking their significance in the input sequences. 
Algorithms adopting this approach often enumerate all possible patterns to perform 
exhaustive searching. The consensus string and regular expression forms of motif 
representation are often adopted by such algorithms for ease of enumerating motifs. 
The enumerative method is only applicable for finding short and simple motifs as the 
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running time is exponentially proportional to the length of the pattern. The running 
time is worse when amino acid subsets and gaps are allowed in the desired patterns.  
 
While enumerative approach is computationally expensive, the method is generally 
guaranteed to find the best solution. As such, it is adopted by many algorithms. 
Moreover, the running time is linear with the length of the input sequences, so the 
approach is particularly suitable for finding short motifs in a huge sequence set. Many 
current pattern-driven algorithms adopt an enumerative approach but used some 
search space pruning strategies to reduce running time. Examples of such algorithms 
include PRATT [38] and TEIRESIAS [4,39]. 
 
PRATT 
The PRATT algorithm [38] by Jonassen et al. looks for patterns in a search tree in a 
depth-first manner and prunes the search space by extending only patterns that meet 
the minimum support specified. Users need to specify the minimum number of input 
sequence expected (support) to contain the motif of interest. The algorithm first 
generates a set of initial candidate patterns. For every candidate pattern that meet the 
minimum support, every possible amino acid or amino acid subset with variable 
length is appended to its end. Supports for the newly extended patterns are then 
checked. Only the extended patterns that meet the minimum support needed will be 
subjected to the next round of extension. PRATT also further reduces search space by 
extending only the more specific pattern of a set that has occurrences in the same 
sequences. Patterns discovered by the algorithm can consist of amino acids, subsets of 




The TEIRESIAS algorithm [4,39] adopts a pruned exhaustive search much like 
PRATT but has an addition phase that produces longer motifs by combining shorter 
candidate patterns generated in the first phase. Patterns produced by the algorithm 
consist of amino acids separated by variable length (which can be zero) of wildcard 
symbol “.”.  The algorithm is focused on finding <L,W> patterns which are defined as 
follows.  
1. Each  <L,W> pattern must begin and end with a non-wildcard symbol and 
2. All its W-lengths substrings that begin and end with a non-wildcard symbol 
have exactly L non-wildcard symbols (including the two non-wildcard 
symbols at the start and end of the substring). 
Users have to specify L, W and K (the minimum number of sequences containing the 
output patterns). The basic idea of finding long patterns from shorter patterns in 
TEIRESIAS is that a long <L,W> pattern that has K support can be made up of 
similar but shorter <L,W> patterns that have the same support.  
 
The algorithm consists of two phases. The first phase is much like pruned exhaustive 
search in PRATT. All possible <L,W> patterns occurring in at least K sequences are 
identified. The second phase combines candidate patterns from the first phase into 
longer patterns. Two candidate patterns are combined into one if the suffix of one 




The algorithm has been proven to produce the maximal <L,W> patterns or the most 
specific <L,W> patterns that has at least K support. It runs on exponential time but it 
is fast on most input in practice.  
 
3.1.2 Sample-Driven Approaches 
Sequence-driven approach of finding motifs uses substrings found in input sequences 
to direct its search rather than enumerate all possible patterns. Among the sequence-
driven algorithms, there are those, like WINNOWER and WEEDER, who used 
observed substrings coupled with exhaustive search to find motifs. There are also 
those that adopted heuristics sampling techniques to look for motifs. Sampling 
techniques are not guaranteed to find the best patterns but many had been shown to be 
able to extract good enough solutions   
 
WINNOWER 
In this algorithm, Pevzner et al. [40] formulated the problem of  finding motifs inside 
a set of sequences of size K into the problem of finding cliques in a K-partite graph. 
Each substring of predefined length l in each of the K input sequences corresponds to 
a vertex in non-directed graph G and two vertices from two sequences are joined by 
an edge when the corresponding substrings’ hamming distance is at most d. As 
finding cliques is NP-hard, WINNOWER first prunes the search space vastly by 
removing vertices and edges in the graph G that cannot be a part of a maximal clique 
using the notion of expandable cliques and then performs an exhaustive search to find 





Suffix trees have been implemented to find patterns in K sequences where every 
instances of a pattern is less than d hamming distance from each other. A valid pattern 
corresponds to a set of paths with d mismatches that end at a fixed depth of the suffix 
tree. Support for the pattern corresponds to the total numbers of leaves in all subtrees 
rooted at the end nodes. In the WEEDER algorithm [41], Pavesi et al. adopted the 
suffix tree approach but it allowed mismatches proportional to the length of the 
patterns to improve running time.   
 
GIBBS SAMPLER 
Developed by Lawrence et al.[42], the GIBBS SAMPLER algorithm outputs motifs 
in form of weight matrix. It assumes that a motif is found in all input sequences and 
searches patterns using Gibbs sampling techniques. It begin by randomly picking one 
subsequence of length L from each input sequences to assemble a subsequence set A. 
At each iteration, one input sequence (denote as i) is randomly selected from all 
subsequences in A except the one found in i to derive a weight matrix.  Based on the 
weight matrix, a score for every subsequence of length L in i is computed. One of the 
subsequences is then randomly selected with a probability proportional to its score to 
replace its corresponding subsequence in A. The steps are repeated until the solution 
converges. As it is a sampling method, the GIBBS SAMPLER algorithm is not 
guaranteed to find the best solution but often converges to a good solution. 
 
MEME 
MEME [43,44] is an abbreviation for “Multiple EM for Motif Elicitation”. The 
algorithm, developed by Bailey and Elkan, looks for patterns using expectation 
19 
maximization (EM) sampling technique. It consists of a core EM step which is 
iterated during the discovery process. In this EM step, an initial weight matrix is used 
to select the best instances in sequences which are then used to recompute the weight 
matrix.  
 
The MEME algorithm first creates a weight matrix each from every subsequence of 
length L in the input sequences. Each weight matrix is then subjected to one round of 
EM to select best instances in each sequence. A new weight matrix is derived from 
the instance and the EM step is applied iteratively until the weight matrix converges. 
Much like the Gibbs sampling, EM consists of refining a model iteratively based on 
observed likely instances. However, unlike Gibbs sampling which selects a possible 
instance with a probability proportional to the instance’s score, EM chooses the 
highest scoring instance to refine it model. As such, EM is maximizing at each step 
and can be permanently stuck in a local optima. For this reason, MEME is typically 
run many times with different starting configurations (initial weight matrix) to report 
the best solutions. 
 
ANN-Spec 
The ANN-Spec algorithm [45] developed by Workman and Stormo uses a neural 
network to learn a pattern in input sequences. It is much like Gibbs sampler and 
MEME in that the motif (in the form of weight of the network for each position) is 
derived by iteratively estimate good instances from input sequences from an initial 
motif model which are in turn used to refine the model. At each round, weights of the 
network are recomputed based on selected good instances.  
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3.2 Related Works 
It is clear from the description of algorithms that few (if any) works to date have 
exploited the association of sequences in interaction data to discover novel sequence 
patterns from protein sequences. In terms of the exploitation of interaction data, most 
efforts have been focused on finding interaction correlations between predefined 
patterns found in Pfam [46] and SCOP [47] databases. The earliest related work is 
probably that by Wojcik and Schachter [48] who derived novel protein patterns from 
interaction data using sequence alignment and clustering. However, their approach 
was not applicable for finding novel motifs occurring in sequentially diverse proteins.  
 
Another related work by Li et al. [49,50] uses known interacting sequence segment 
pair (as observed from structural data of protein complexes) as seeds to look for 
similar sequence segments in interaction data to detect motifs [49,50]. However, this 
approach is hampered by limited interacting segments that can be found in PDB [27]. 
There are also works that detect local structural motifs from 3D structures of protein 
complexes [51,52]. Again, structural motif discovery will depend on the availability 
of structural data which is not easy to obtain. On the other hand, protein interaction 
data without structural information are more easily available.  
 
Our work is therefore concerned with the discovery of sequence motifs from using 
sequence and interaction data. Our preliminary works were reported in [53] and [54].  
To the best of our knowledge, only one work [55] (other than ours) had developed 
new algorithm to detect linear sequence motifs from interaction data. In their work, 
Reiss et al. exploited the overlap in interacting partners of multiple proteins to 
improve motif discovery through a modified Gibbs sampling algorithm. However, 
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like many existing algorithms, prior knowledge is needed to group sequences for 
motif discovery. It is our main objective in exploiting the underlying association 
correlations in interacting sequences to automatically group sequences for motif 
finding, thereby overcoming the common need of prior knowledge for this task. 
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4 Problem Definition 
4.1 Overview 
As mentioned previously, our main objective is to use interaction data for automated 
motif discovery without the manual pre-grouping of sequences required in many 
existing algorithms (Figure 1; page 3). A naïve approach is as follows: given 
interaction data of proteins, we (i) group the proteins that interact with the same 
protein; (ii) for each group of proteins, extract motifs using motif discovery 
algorithms like MEME, Gibbs sampler, PRATT and TEIRESIAS etc. This approach, 
denoted as One-To-Many (OTM), is outlined in Figure 3.  
 
However, the naïve approach will not always work properly in real life as most 
proteins interact with a very small number of other proteins. Based on statistics in DIP, 
more than 50% proteins in the current most comprehensive protein-protein dataset 
(yeast) interact with less than 4 proteins. As such, the signals from the inherently 
limited motif instances will often be too weak for detection by existing motif 
discovery algorithms. In fact, the situation is much worse since not all the interacting 
partners of a protein will contain the same motif. When a protein has only a single 
binding partner, it is almost impossible to extract any motifs through the naïve 
approach (as in this case, the input to existing algorithms will be a single sequence).  
 
Rather than mining individual motifs, it would be more realistic to assume that a set 
of interacting protein pairs is mediated by the interaction between two motifs Sx and 
Sy found in different proteins. In the extreme case described above where each 
instance of Sx binds only one specific instance of Sy and vice versa, neither motifs can 
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be discovered with any standard motif discovery algorithm using the OTM approach. 
However, if we have prior knowledge on Sx, we can find Sy from all sequences that 
bind proteins containing Sx. (illustrated in Figure 4). Similarly, if we know the 
proteins containing Sy, we can find Sx from all sequences that bind proteins containing 
Sy. We denote this approach as Many-To-Many (MTM).  
 
With the MTM approach, prior knowledge on one of the motifs is needed to enhance 
the discovery of the other motif. However, the approach is not applicable when such 
prior knowledge is not available. Since both motifs co-occur in pairs of interacting 
sequences, we postulate that it is possible to detect both motifs at the same time 




Figure 3. The One-to-Many (OTM) approach to finding motif from interaction data. Dotted 
arrow denotes interaction between two sequences. Motifs are extracted from sequences 
interacting to protein A.   
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is a motif appearing in a subset Px of P, and Sy is a motif appearing in another subset 
Py of P so that many protein pairs between Px and Py are interacting, then it should be 
possible to exploit co-occurrence of Sx and Sy in interaction data to discover both 
motifs. In this thesis, we propose extracting the motifs in pairs, rather than individual 
motifs, from protein-protein interaction data and sequence information. Specifically, 
we aim to find frequently co-occurring pairs of similar amino acid subsequences that 
correspond to the instances of Sx and Sy. The next section outlines how we formulate 
the task into a computational problem. 
 





Figure 4 The Many-to-Many (MTM) approach to finding motif from interaction data. 
Motif Sy can be extracted from sequences interacting with motif Sx even if each instance of 
motif Sx binds only one instance of motif Sy. The OTM approach will not be able extract 
any motif in such scenario.  
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4.2 Problem Formulation 
Biologically, a sequence motif represents a set of sequentially similar sequence 
segments that play similar or related biological roles. Based on this, given a distance 
measure δ and a distance threshold d, we model a biological motif as a string set S = 
{s1, s2… sn} such that for any si, sj ∈S, δ(si, sj) ≤ d. Each string si in S is called an 
instance of S. For simplicity, we define δ to be the Hamming distance and require that 
all instances of motif S to be of fixed length l. Such motifs are commonly known in 
the literature as (l, d) motifs. Note that although here we use Hamming distance, any 
other relevant measure of distance between two strings can be used. 
 
Pevzner et al. [40] has previously modeled finding an (l, d) motif as a graph problem. 
Specifically, every length-l substring in a given input protein sequence set P = {p1, p2 
…pn} is represented as a vertex in graph G. A distance edge exists between two 
vertices if the Hamming distance between the corresponding length-l substrings is ≤ 
d. A clique is a fully-connected graph or subgraph where each of its vertices is 
connected to every other vertex in the graph or subgraph. As such, an (l, d) motif will 
correspond to a clique in G. Although an (l, d) motif will correspond to a clique in G, 
it should be noted that not every clique in G will necessary correspond to a (l, d) motif. 
The latter would actually correspond to one of the largest cliques (if not the only 
largest) in G.  
 
Here, we formally define our motif pair (Sx, Sy) as (i) two (l, d) motifs such that they 
occur in subset Px and subset Py of P respectively, where (ii) every protein in each 
subset interacts with at least one protein from the other subset and (iii) the number of 
interactions between the two subsets is greater than a certain threshold t. Sx and Sy will 
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correspond to two cliques in G but unlike in Penzver’s work, they need not 
correspond to the largest cliques. To identify the potential cliques of both Sx and Sy in 
G, we need to incorporate interaction information into G. Specifically, given a set of 
protein-protein interactions I ⊆  P × P, we connect the vertex of every substring of 
length l in pi to the vertex of every substring of length l in pj in G by an interaction 
edge for all (pi, pj)∈  I, i ≠ j. The resulting new graph G’ will consist of two types of 
edges – distance edge and interaction edge – and hence can be called a two colored-






Figure 5. A pair of cliques connected by interaction edges. Each node represents a 
subtring of a protein sequence. Given distance function δ, a distance edge (in blue)
connects two nodes if their δ is within d. An interaction edge (in red) connects two nodes 
if their corresponding proteins interacting with each other. 
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In G’, Sx and Sy will correspond to a pair of cliques where vertices in each cliques are 
connected by an interaction edge to at least one vertex in the other clique (Figure 5). 
For clarity, the word “clique” hereafter refers to the subgraph that is fully connected 
by distance edges unless stated otherwise. We can therefore model discovering Sx and 
Sy as finding some interaction-connected double cliques in G’. Multiple interaction-
connected double cliques could potentially be found in G’ and we could rate their 
significance using some scoring functions.     
 
It should be noted that the cliques of Sx and Sy need not be maximal in the sense that 
each of it could be a part of a larger clique (as shown in Figure 5). For example, if 
five vertices v1, v2, v3, v4 and v5 form a clique in G’ but only v1, v2, v3 and v4 are 
connected by interaction edges to the vertices of the other clique, our (l, d) motif will 
correspond to the clique formed by v1, v2, v3 and v4 only. Biologically, v5 could 
correspond to a random substring that is very similar to some (l, d) motif but do not 
have biological roles. We defined v5 as a spurious instance of (l, d) motifs meaning it 
form a clique with instances of a (l, d) motif but do not carry out any similar or related 
biological role. By incorporating interaction data into the motif discovery process, 
such spurious instances of (l, d) motifs that can be extracted by mining individual 
clique can be filtered off in our motif pair (or double clique) approach.  
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5 D-STAR Approximation Algorithm 
5.1 Overview 
We model our pair of (l, d) motifs as a pair of connected cliques in a two colored-edge 
graph. However, finding cliques is an NP-hard problem which means that the exact 
approach will be infeasible when the resulting graph and/or cliques are big. In this 
thesis, we propose an approximation algorithm (D-STAR) to look for good enough 
solutions. 
 
First, we define a (l, d)-star in G’ as a set of vertices comprising vertex vi and vertices 
that are connected to vi by distance edges. The vertex vi  is called the centroid of the (l, 
d)-star. Cliques could be found within the subgraph of G’ formed by (l, d)-star. Next, 
we define interaction-connected double (l, d)-star as two (l, d)-star where every vertex 
of each (l, d)-star is connected to at least one vertex of the other (l, d)-star by an 
interaction edge. We approximate finding interaction-connected double cliques in G’ 
to finding some interaction-connected double (l, d)-star in G’ that encompass our 
double cliques. Finding an interaction-connected double (l, d)-star has the advantages 
of being easier to compute and, if desired, the double cliques can be computed from 
the (l, d)-star pair.  
 
Since a star imposes a looser constraint than a clique, vertices that do not belong to a 
clique can be found as part of a double (l, d)-star. We claim here that only a few of 
such spurious vertices will be included as most of them would have been filtered by 
the requirement that each vertex has to be connected to the other star by interaction 
edge. Like double cliques, many double (l, d)-star could be found in G’ but we could 
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rank them using some scoring functions to find the significant one. Our evaluation 
results in Chapter 6 show that our approximation method is able to extract good 
solution most of the time. 
 
Also, constructing G’ will be a memory intensive task. As such, our D-STAR 
algorithm iteratively construct a subgraph of G’ each time to find some significant 




Figure 6. A pair of (l, d)-stars connected by interaction edges. Each node represents a 
subtring of a protein sequence. Given distance function δ, a distance edge (in blue) connects 
two nodes if their δ is within d. An interaction edge (in red) connects two nodes if their 
corresponding proteins interacting with each other. Shaded nodes are the centroids of the (l, 
d)-stars. Within the double (l, d)-star, some double cliques can be found.  
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5.2 Algorithm 
Let s = a1a2a3…an be a string of length n defined over an alphabet set ∑.  As we are 
considering protein sequences in this work, ∑ will be the set of single-character 
representation of the 20 amino acids. s[j, j+l−1] is defined as the substring of the 
string s starting at pos j with length l. We denote the distance function δ between two 
string si and sj as δ(si, sj). In this work, we set δ to be the Hamming distance which 
require |si| = |sj|.   
 
Given a protein sequence set P = {p1, p2, …,pm}, an (l, d)-star in P is defined to be the 
length-l string set S = {s0, s1, s2, …, sn} where s0 is a substring from px, si is a 
substring of py∈P where x ≠ y and δ(s0, si) ≤ d. String s0 is denoted as the centroid of S 
which in turn is called the star of the string s0. Throughout this work, we denote the 
size of any set Z as |Z|.  
 
 Let I = {( 1i ,
'
1i ), ( 2i ,
'
2i ),( 3i ,
'
3i ), …, ( ni ,
'
ni )} be the set of protein interactions over 
protein set P = {p1, p2, …,pm},where for any ( ji ,
'





p are interacting. Let (Sx, Sy) be a double (l, d)-star found in protein 
set Px and Py respectively such that the followings are satisfied.   
1. Px⊆P and Py ⊆P 
2. ,xi Pp ∈∀ yj Pp ∈∃ s.t '),( Ipp ji ∈ , i ≠ j and  
3. ,yi Pp ∈∀ xj Pp ∈∃ s.t '),( Ipp ji ∈ , i ≠ j  where yx PPI ×⊆'  
As in the case of motif finding in protein sequence, we also require Sx and Sy each to 
be found in minimum number of sequence which we denote as kx and ky respectively. 
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We call a (l, d)-star S to be extendable by some sequence p if and only if there exist a 
length-l substring s of p such that the distance δ(s, s0) ≤ d where s0 is the centroid of S. 
Let the subset of the protein sequence set P whose sequences contains some 
extensions of Sx be denoted by 'xP . Next we quantify the significance of the double 
stars (Sx, Sy) with the either of the following scoring functions, 
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),( '' yx PP
E denotes the number of interactions in I expected by random 
between sequences in 'xP  and 
'
yP  and is computed as:   
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Let us now formally state our problem. Suppose we have a fixed motif length l, a 
maximum Hamming distance threshold d and a minimum sequence size thresholds kx 
and ky, and minimum interaction size t. The input of our problem is a protein sequence 
set P and a protein interaction set I ⊆  P × P. Given the inputs and the set of 
parameters, we have to compute all double stars (Sx, Sy) that fulfill kx, ky and t, and 




We could find the (l, d)-star S of every length-l substring in P to retain those where |S| 
≥ min(kx, ky) and then pair each qualifying (l, d)-star to find our double stars. Instead, 
we implemented an algorithm (D-STAR) look for the double star of every pairs of 
substrings observed in input pairs of proteins. The pseudo code for D-STAR is listed 
in Figure 7 below. 
 
D-STAR Algorithm 
For every sequence pair (pi, pj)∈  I, i ≠ j 
 For every length-l substring s[x] ∈  pi and substring s[y] ∈  pj 
  For every sequence pair (pn, pm)∈  I, n ≠ m 
 If δ(s[x], s[n']) ≤ d, s[n'] ∈pn and δ(s[y], s[m']) ≤ d, s[m'] ∈pm 
  Insert pn into set Left[x][y] if pn ∉  Left[x][y] 
  Insert pm into set Right[y][x] if pm ∉  Right[y][x] 
  Insert (pn, pm) into Int[x][y] if  (pm, pn)∉  Int[x][y] 
 /* reverse direction of (pn, pm)*/ 
 If δ(s[x], s[m']) ≤ d, s[m'] ∈pm and δ(s[y], s[n']) ≤ d, s[n'] ∈pn  
  Insert pm into set Left[x][y] if pm ∉  Left[x][y] 
  Insert pn into set Right[y][x] if pn ∉  Right[y][x] 
  Insert (pm, pn) into Int[x][y] if  (pn, pm)∉  Int[x][y] 
For x = 0 to | pi| 
 For y = 0 to | pj|   
If ]][[ yxLeft  ≥ kx and ]][[ xyRight  ≥ ky and |Int[x][y]| ≥ t 
 Construct (l, d)-star Sx of s[x] ∈  pi from every protein in Left[x][y]  
 Construct (l, d)-star Sy of s[y] ∈  pj from every protein in Right[y][x] 
 Find 'xP  of s[x] ∈  pi and 'yP  of s[y] ∈  pj in P 
 Compute Interaction-Ratio(Sx, Sy) or Chi-Square(Sx, Sy)  
 /*given Px = Left[x][y], Py = Left[y][x], I’ = Int[x][y]*/  
 Insert (Sx, Sy) into list D sorted by Interaction-Ratio or Chi-Square 
score 
Figure 7. The pseudo code for D-STAR algorithm. 
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6 Evaluation with Semi-Synthetic Data 
6.1 Overview 
Due to the current lack of gold standards, evaluating motif finding algorithms is not a 
straight forward task. To overcome this, Pevzner et al. planted well-defined (l, d) 
motifs into randomly generated DNA sequences to create synthetic datasets for 
evaluating motif finding algorithms. Although the planted synthetic motifs may not 
entirely reflect real biological motifs, they are well-accepted as a platform for 
evaluating motif finding algorithms. In our evaluation of D-STAR, we also create 
similar planted (l, d) motif sequences in our work but paired them up to create 
synthetic interaction data for testing. To stimulate the real scenarios as close as 
possible, we planted (l, d) motifs in real protein sequences (instead of randomly 
generated sequences) to create sets of semi-synthetic interaction data for testing. To 
stimulate false interactions, we also paired these planted motif sequences to real 
sequences not inserted with any motif. We applied D-STAR on these semi-synthetic 
interaction data. For comparison, we also applied MEME on the same datasets.  
 
6.2 Experiments 
We model protein-protein interactions as mediated by a pair of motifs, each found in 
some proteins. With prior knowledge on one motif, it is possible to adopt the MTM 
approach with existing algorithms to enhance the extraction of the other motif. 
However, existing algorithms with MTM approach may still fail if the input data 
contain too much noise from false interactions. Our motif pair approach could 
potentially reduce the chances of extracting spurious motifs from false interactions. 
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Intuitively, if false interactions arise by random, it is harder to find two spurious 
motifs that co-occur frequently than finding a single frequently occurring spurious 
motif. In addition, if two motifs are truly associated, their co-occurrence rate in true 
interaction data will also be more significant than the co-occurrence of either of them 
with spurious motifs.  
 
In the evaluation that followed, we studied the performance of single motif mining 
approach (using MEME with MTM) and motif pair mining approach (D-STAR with 
both chi-square and interaction-ratio scoring schemes). To allow comparison with 
MEME, our dataset will be sets of sequence pairs such that every sequence pair has at 
least one sequence that contains a planted motif. For MEME, we assume prior 
knowledge on sequences containing the planted motifs is available so that we can 
apply MEME on the datasets with MTM approach. For D-STAR, it was applied 
directly on the same datasets without the prior knowledge. Note that in real situations, 
not every input sequence pair will contain at least one motif of interest; hence, the 
chance of D-STAR of finding one spurious motif and one real motif as a pair is much 
likely in our evaluation datasets than real datasets of similar size. What we had 
created here is a worse case scenario for D-STAR that allows us to gauge the limits of 
its capability.  
 
We used only MEME for comparison because there are not many algorithms that 
extract motifs from protein sequences. For those that do, many output motifs in form 
of some regular expression and is not directly applicable for our (l, d) motif. For the 
few remaining, only MEME has the executable for public downloading. 
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6.2.1 Dataset Creation 
A set of protein-protein interactions is modeled as mediated by a motif pair (Sx, Sy) 
where Sx and Sx are both (l, d) motifs. Given a set of yeast protein sequences, we 
insert 5 instances of Sx randomly. The five sequences with planted motif are denoted 
as sequence set Px. Similarly, we create 5 instances of motif Sy and insert each 
instance in one unique protein sequence to create sequence set Py.  
 
Stimulating Interaction Data 
For each sequence in Px and Py, we then created n “true” interactions and m “false” 
interactions. “True” interactions are stimulated by pairing sequences in Px to 
sequences in Py and vice versa while “false” interaction are stimulated by pairing 
sequences in Px and Py with randomly selected yeast proteins (those without planted 
motif).  
 
For evaluation, we created ten distinct motif pairs (Sx, Sy). For each motif pair, we 
created semi-synthetic interaction datasets with it with different combination of true 
interactions (n = 1, 2, 4) and false interactions (m = 0, 1, 2, 4) per sequence with 
planted motif.  
 
6.2.2 Evaluation Metrics 
We applied D-STAR directly on the semi-synthetic dataset to see whether it can 
extract instances of both Sx and Sy in its highest scoring motif pairs. Based on the 
MTM approach, we submit two groups of sequences (those that bind to sequence in 
Px and those that bind to sequence in Py) separately to MEME and evaluate the result 
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based on the top motif (set of predicted motif instances) extracted from each group. 
From the instances predicted, we compute: 
 
Precision = (TPx + TPy)/(TPx + TPy + FP) 
Recall = (TPx + TPy)/(TPx + TPy + FN) 
F-Measure = (2 × Precision × Recall)/( Precision + Recall) 
 
Where  TPx = true positive of motif Mx,  
TPy = true positive of motif My,  
FP = false positive and  





6.2.3  Results 
(7, 2) planted motif interaction datasets 
We tested MEME (motif length = 4 to 9, ZOOPS option) and D-STAR (using the two 
scoring schemes with l = 7, d = 2, k x= ky = t = 4) on our sets of semi-synthetic 
interaction data each with different number of true (n) and false (m) interactions per 
planted motif sequence. The overall performance of each algorithm is shown in Table 
3. Among the algorithms, D-STAR with interaction-ratio scoring attained the best 
average F-Measure of 0.96 but is followed closely behind by chi-square scoring with 
F-Measure of 0.93. MEME fared worst with a F-Measure of 0.37. Again, note that D-
STAR was able to attain better results even without pregrouping of sequences that 
were done for MEME.      
 
Next, we break down the performance of the algorithms on datasets with different 
number of false interactions per planted motif sequence. Figure 8 shows the overall F-
Measure performance of MEME and D-STAR. The F-Measure of D-STAR in the 
graph is taken over an average of n = 1, 2 and 4. As seen from the figure, it is clear 
that D-STAR performed consistently better than MEME regardless of the number of 
Table 3. The overall performance of MEME and D-STAR on (7, 2) planted motif interaction 
datasets with different number of true (n) and false interactions (m). The result was averaged 
over ten pairs of (7, 2) motifs. 
Algorithm Precision Recall F-Measure 
MEME 0.37 0.37 0.37 
D-STAR (Chi-Square) 0.92 0.94 0.93 
D-STAR (Interaction-Ratio) 0.94 0.98 0.96 
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false interactions in input data. Between the two scoring schemes, interaction-ratio 
scoring performed marginally better than chi-square scoring in all cases.  
 
Although D-STAR had performed better than MEME on our semi-synthetic 
interaction datasets, it is not entirely justifiable to claim that D-STAR is better than 
MEME. This is because the latter is not specially designed to extract (l, d) motifs. 
However, Figure 8 shows that MEME is not very resilient to noisy interactions unlike 
D-STAR. Specifically, the performance of MEME dropped very drastically than D-
STAR when false interactions are introduced into input datasets. For example, when 
one false interaction per planted motif sequence is introduced, the F-Measure of 
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Figure 8. Average performance of MEME and D-STAR on (7, 2) planted motifs 
interaction datasets according to the number of false interactions per sequence with 
planted motif. Legend: CHI =D-STAR(Chi-Square), RATIO=D-STAR(Interaction-
Ratio)
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deterioration in performance when the same number of false interaction is introduced. 
When there are four false interactions per planted motif sequence are added into the 
original datasets, the F-Measure of MEME dropped to 0.05 while D-STAR still 
maintains a high F-Measure of ~0.85. 
 
We then further look into the behavior of chi-square and interaction-ratio scoring 
scheme with different number of true (n) and false (m) interactions in input interaction 
datasets. The result is presented in Figure 9. We are not able to shown similar result 
for MEME since under the MTM approach, input to MEME will always contain 
either Px or Py regardless of how many true interactions are there per sequence with 
planted motif. To be specific, MEME with MTM approach does not allow the 
intensity of interactions between Px and Py to be taken into account for motif 
extraction. A noticeable trend observed from Figure 9 is that when interaction signal 
between the motif pair is fairly strong (like when n > 1), both chi-square and 
interaction-ratio scoring is extremely robust against false interactions in input data. 
With n = 2 or 4, both scoring schemes attain a perfect F-Measure of 1.00 if there is no 
false interactions in input data. When there are 4 false interactions per sequence, the 
F-Measure did not drop more than 0.05 for both scoring schemes. As a whole, the chi-
square scoring performed marginally better than interaction-ratio scoring when n = 2 
or 4. However, when interactions between the motif pair is extremely sparse (n = 1), 
the interaction-ratio scoring attains much better result than chi-square scoring. 
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Performance of D-STAR algorithm on (7, 2) planted motif datasets with  
different number of true and false interaction per sequence with planted motif 
 
A 
4 true interaction per sequence 
B 
2 true interaction per sequence 
C 
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Table 4. Average performance of MEME and D-STAR on (6, 2) planted motif interaction 
datasets with different number of true (n) and false interactions (m). The result was averaged 
over ten pairs of (6, 2) motifs. 
 (6, 2) planted motif datasets 
We tested MEME (motif length = 4 to 9, ZOOPS option) and D-STAR (using two 
scoring schemes with l = 6, d = 2, k x= ky = t = 4) on (6, 2) planted motif datasets. The 
overall performances of both algorithms are presented in Table 4. As expected, both 
MEME and D-STAR performed less satisfactory on the (6, 2) motifs than (7, 2) 
motifs. For example, the highest F-Measure attained for (7, 2) planted motif is 0.96 
while that for (6, 2) planted motif is 0.56. This is because looking for (6, 2) planted 
motifs is less stringent than (7, 2) motif. As result, more spurious instances are 
expected to occur by chance. Among the algorithms, D-STAR with interaction-ratio 
scoring still gives the best result but it is also still marginally better than chi-square 
scoring (0.56 vs. 0.54). Although in both scorings, D-STAR attains an F-Measure of 
only ~0.55, the result is significant when compared to F-Measure of 0.22 by MEME.  
 
If we further break down the performance of MEME and D-STAR according to the 
number of false interactions per planted motif sequence (presented in Figure 10), we 
also observed that both interaction-ratio and chi-square scoring give consistently 
much better result than MEME. Like (7, 2) motif, the performance of MEME 
deteriorates drastically when there are false interactions in input data. When m = 4, 
Algorithm Precision Coverage F-Measure 
MEME 0.22 0.22 0.22 
D-STAR (Chi-Square) 0.52 0.56 0.54 
D-STAR (Interaction-Ratio) 0.51 0.63 0.56 
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MEME completely fail to extract any correct motif (F-Measure = 0.00). 
Comparatively, when m = 4, the F-Measure are 0.37 and 0.51 for D-STAR 
(interaction-ratio) and D-STAR (chi-square) respectively. 
 
Like in (7, 2) motifs, we observed that interaction-ratio scoring gives overall better 
result than chi-square scoring on datasets with no or sparse false interactions (when m 
= 0 or 1). When false interactions are many (like when m = 2 or 4), chi-square scoring 
took over to give better result. However, if we further break down the performance of 
D-STAR according to datasets with different true and false interactions, we noticed 
that chi-square scoring gives better result on noisy datasets only when there are many 
true interactions as well (when n = 2 or 4, Figure 11A and Figure 11B). The chi-
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Figure 10. Average performance of MEME and D-STAR on (6, 2) planted motifs 
interaction datasets according to the number of false interactions per sequence with 
planted motif. 
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11C). On the other hand, interaction-ratio scoring manages to extract some correct 
motifs even when there are little true interactions but many false interactions.  
 
6.2.4 Summary 
On an average, D-STAR performed consistently better than MEME on both (7, 2) and 
(6, 2) planted motif interaction datasets. It is also observed that performance of 
MEME with MTM approach deteriorates drastically when there are false interactions 
in the input data. Comparatively, D-STAR proved to be more resilient against noisy 
data. Overall, interaction-ratio scoring scheme gives slightly better performance 
although chi-square is a slightly more robust scheme for noisy datasets when there are 
sufficient numbers of true interactions. When true interactions are limited or sparse, 
the interaction-ratio scoring seems to give significantly better result than chi-square 
scoring. As such, when input data contain limited true interactions (such as when each 
input sequence has an average of one interacting partners) but many false interactions, 
interaction-ratio is definitely the preferred mode of scoring for our D-STAR algorithm. 
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Performance of D-STAR algorithm on (6, 2) planted motif datasets with  
different number of true and false interaction per sequence with planted motif 
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4 true interaction per sequence 
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2 true interaction per sequence 
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7 Motif Extraction on Real Biological Datasets 
7.1 SH3-PxxP Interaction Datasets 
For further validation, we also tested our D-STAR algorithm on two sets of 
interactions involving proteins containing SH3 domains. For ease of writing, we will 
call proteins that contain SH3 domains as SH3 domain proteins.  Like motifs, SH3 
protein domains are similar sequence segments found across multiple proteins but 
they are much longer (~ 60 amino acids) than motifs. SH3 domains also adopt a 
distinct structural shape. Through various biological experiments, it had been 
determined that almost all sequence segments that bind SH3 domains expressed a 
general “PxxP” sequence consensus [56] with some expressed slightly more specific 
consensus of “PxxPx[RK]” and “[RK]xxPxxP" [57].  
 
The interactions between SH3 domain proteins and “PxxP” motif mirror our motif 
pair (Sx, Sy) although in this case one of the motifs should actually corresponds to 
parts of SH3 domain. Thus if we applied on D-STAR on sets of protein interactions 
involving SH3 domain proteins, we should expect to find some PxxP-like or like 
motifs among the motif pairs extracted. We carried such testing to evaluate D-
STAR’s ability to extract real biological motifs. For comparison, we also tested 
MEME but applied it on all sequences binding to SH3 domain proteins (the MTM 
approach) to extract some PxxP-like motifs. Note that for D-STAR, we applied it on a 
bigger sequence set that consist both SH3 domain proteins and their binding partner; 
we do not differentiate the SH3 domains proteins in our input sequence set but rather 
rely on interactions between the input sequences to automatically detect PxxP-like 
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motifs and motifs in SH3 domain proteins. In other words, we had imposed a harder 
condition to evaluate D-STAR than for MEME.  
 
7.1.1 Datasets 
We tested both D-STAR and MEME on two separate sets of protein interactions 
involving SH3 domain proteins from yeast. The first dataset is from a biological 
experiment specially carried out (by Tong et al. [58]) to find the interacting partners 
of different SH3 domain proteins. The dataset which we called SH3-PxxP-Tong were 
downloaded from BIND (www.bind.ca). It consists of 233 protein-protein interactions 
among 146 yeast proteins of which 23 are SH3 domain proteins. On an average, each 
protein in the dataset has 3.19 binding partners.  
 
The second dataset was a part of a genome-wide interaction data derived by Utez et 
al.[8] and Ito et al. [9] through high-throughputs (HTP) experimental techniques. The 
original dataset (downloaded from BIND) consists of 5228 protein-protein 
interactions among 3589 yeast proteins. Among all the 5228 interactions, 136 of them 
involved SH3 domain proteins. We extracted these 136 interactions to construct our 





We tested D-STAR on the SH3-PxxP-Tong dataset with parameters l = 7, d = 2 and k 
x= ky = t = 4. We use interaction-ratio scoring to rank our motif pair since it had been 
observed to a more robust scoring method (Section 6). For MEME, we set the motif 
length to be between 4 and 9. As the input interaction data could contain noise, we do  
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Table 5. Motifs extracted from PxxP-SH3-Tong dataset by MEME and D-STAR that match 
the known motifs. Regions that match to known biological motifs are highlighted in red.  
MEME  D-STAR Biological 
Motif Rank Extracted Motif  Rank Extracted Motif Pair 




















































       
       






























       
       
[RK]xxPxxP - -  - - - 
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not insist MEME to find a motif instance in every input sequence (through the 
ZOOPS option in MEME: zero-or-one per sequence). We then assessed both MEME 
and D-STAR on their abilities to extract the sequence segments expressing the general 
“PxxP” consensus and its specific versions “PxxPx[RK]” and “[RK]xxPxxP". For 
each of these motifs, we look for our highest ranking motif (motif pair for D-STAR) 
that has majority of its extracted sequence segments (one of the motif for D-STAR) 
expressing the motifs. The result is presented in Table 5.  
 
From the table, it can be seem that “PxxP” motif was expressed in the top segment set 
extracted by both MEME and D-STAR. In addition, the “PxxPx[RK]” motif was 
found as a majority in the 2nd top motif pairs extracted by D-STAR. Comparatively, 
MEME was not able to extract segments expressing the“PxxPx[RK]”motif (at least it 
was not found within the top 50 sets extracted by MEME). This result indicated that 
D-STAR is not only able to extract real biological motifs automatically from 
interaction data but it may be a sensitive method to detect precise motifs. However for 
both MEME and D-STAR, we are not able to extract the “[RK]xxPxxP” motif. We 
speculated that either the motif was not found in the SH3-PxxP-Tong dataset or the 
interactions mediated by the precise motif are too few to be detected by both MEME 
and D-STAR.   
 
After validating D-STAR’s ability to extract some PxxP-like motifs automatically 
from PxxP-SH3-Tong dataset, we went on to analyze the associated sequence 
segment set of “PxxP” motif extracted by D-STAR. As what we had hoped, all the 
extracted associated sequence segments (the other motif of a motif pair) are found 
within SH3 domains. In addition, we observed that all the associated sequence 
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segments actually expressed a “PxNYV” sequence consensus (Table 5). From the 
structural data of an interaction between SH3 domain protein and a protein expressing 
a “PxxPx[KR]” motif, we find out that the sequence segment that express the 
“PxNYV” sequence consensus actually interact with the sequence segment that 
express the “PxxPx[RK]” motif (Figure 12). Based on this, we postulate that 
“PxNYV” may be the corresponding binding motif partner of “PxxPx[RK]” motif.  
 
We detected a total of 23 SH3 domain proteins in PxxP-SH3-Tong dataset but only 
sequence segments of 10 SH3 domain proteins were found in our top motif pairs. 
Moreover, our top motif pair was only extracted from 44 out of 233 protein-protein 





Figure 12. 3D structure (PDB ID: 1AVZ) of a SH3 domain protein in complex with 
another protein. The sequence segments that express the “PxxPxR” motif and “PxNYV” 
motif (detected by D-STAR in this work) are highlighted in orange and blue respectively. 
The two segments correspond to binding sites.
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SH3 domain proteins and interactions, we reapplied D-STAR with a less stringent 
criteria of l = 8 and d = 3. We manage to extract PxxP-like motifs as among our top 
motif pair. However, none of the extracted associated motifs are from SH3 domains. 
We therefore considered all the extracted motif pairs as spurious. In the end, we 
speculated that the limited coverage of D-STAR could be due to the followings: 
• Interactions in PxxP-SH3-Tong dataset may be mediated by some other 
mechanisms other than between SH3 domain and PxxP-like motifs. These 
mechanisms may be extracted by MEME and/or D-STAR but they are beyond 
the scope of this work to validate. 
• Yeast two-hybrid experimental data are known to be highly erroneous [59,60]. 
As such, true motif pairs cannot be mined from many interactions in PxxP-
SH3-Tong dataset. It is also beyond the scope of this work to determine which 
interactions are false. 
• The limited coverage could also due to inherent limitation of our motif and 
motif pair models. 
 
SH3-PxxP-HTP dataset 
Next we applied MEME and D-STAR on SH3-PxxP-HTP dataset but are unable to 
detect any PxxP-like motifs within the top 50 answers extracted by both algorithms. 
However, for D-STAR, we noticed that if we did a post-processing and filtered away 
motif pairs if none of its motifs has all instances from SH3 domain protein, we 
managed to find (PIKPPRP, PIKEERP, PILPPRN, PTLPPRP, PPRPPRP, PIQPPLP) 
and (FPANYVR, FPLNYVT, FPGNYVQ, FPANYVK) as our top motif pair. All 
these segments accept one match either to “PxxP” or “PxNYV” motifs. Hence for 
SH3-PxxP-HTP dataset, in order to extract our desired motif pair, we need to exploit 
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the fact that we know which proteins contain SH3 domains. This suggests that 
although D-STAR can find motif automatically, it is still advisable to incorporate any 
prior knowledge available to find our desired motifs. However, we suspect that the 
top motif pairs before the post-processing may be biologically valid and correspond to 
some other interaction mechanisms. 
 
7.2 NR-Coactivator Dataset 
The other real biological data that we applied D-STAR is the set of interactions 
between nuclear receptors (NR) and its coactivator. Nuclear receptors are 
transcription factors that induce gene expression while coactivators are proteins that 
bind nuclear receptors to activate their transcriptional activities. A consensus motif 
“LxxLL” found in many coactivators is known to mediate interaction between 
coactivators and nuclear receptors [61]. Hence, like SH3-PxxP datasets, the 
interaction between nuclear receptors and “LxxLL” also somehow mirror a motif pair.  
 
7.2.1 Dataset 
We collected a set of 26 interactions between 19 human proteins from BIND using the 
keyword “nuclear receptors” and “coactivator”. We then applied our D-STAR (l = 7, 
d = 2, and k x= ky = t = 4) on the dataset without differentiating the nuclear receptors 
and co-activators to see whether we can extract the motif. For comparison, we applied 





MEME was able to extract the “LxxLL” motif as the top answer. For D-STAR, the 
“LxxLL” motif was extracted in its third high scoring motif pair. The result for both 
MEME and D-STAR is presented in Table 6. We are not able to find structural data to 
validate whether the associated motif of “LxxLL”extracted by D-STAR correspond to 
the binding motif partner of “LxxLL”. However, through other experimental studies, 
the region within nuclear receptor that is involved in binding with co-activator is 
known. Such region is called the ligand-binding domain which spans ~ 200 amino 
acids. To determine the significance of the associated motifs extracted by D-STAR, 
we analyzed whether they are found within ligand-binding domain of nuclear 
hormone receptor. Indeed, six out of the eight sequence segments in associated motif 
extracted by D-STAR can be found within the ligand-binding domain (highlighted in 
blue in Table 6). 
 
 
Table 6. Motifs extracted from NR-Coactivator dataset by MEME and D-STAR that match 
the known motifs.  Regions that match to known biological motif are highlighted in red. 
Sequence segments in nuclear receptor found within region known to bind “LxxLL” motif is 
highlighted in blue. 
MEME  D-STAR Biological 
Motif Rank Extracted Motif  Rank Extracted Motif Pair 
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8 Conclusions 
There is currently a lack of protein function information to manually group sequences 
for in silico discovery of motifs. For this, we propose exploiting the inherent function 
association information embedded in protein-protein interaction data to accelerate 
current motif discovery process. This thesis presented a novel approach of mining 
motifs in pairs from interaction data.  
 
We modeled our solutions as connected double-cliques in a two colored-edge graph. 
Since finding cliques is NP-Hard, we adopted an approximation method to look for 
some connected (l, d)-stars in our two colored-edge graph that contains our connected 
double-cliques. We used Hamming distance as a measure of distance between strings 
but our proposed solution models should allow any relevant distance measure to be 
used. Our D-STAR algorithm has the following advantages: (i) it is resilient to noisy 
interactions in input data, (ii) it enhances the discovery of motifs from sparse 
interaction data, (iii) it detects motifs without prior motif knowledge and manual 
pregrouping of sequences and (iv) it find associated motif pairs that are biologically 
relevant. With further work, several improvements can be made: 
• Current implementation of our D-STAR algorithm is memory intensive which 
limits the potential size of interaction data that can be applied on. More 
memory efficient algorithm should be developed. Eventually, we hope to be to 
apply our motif pair approach on genomic-wide interaction data to extract 
interesting novel motifs and motif pairs for knowledge discovery.  
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• Our two scoring schemes exhibit superiority on different datasets. We hope to 
derive a more robust and consistent scoring scheme that works well on most 
datasets. 
• Quasi-cliques can be extracted instead of (l, d)-star to improve accuracy 
without increasing running time too much.  
• We currently use Hamming distance as a distance measure between two 
strings. Other distance measures that better reflect the biologically similarity 
between two protein sequences can be used. 
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