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L’oggetto e obbiettivo principale di questa tesi consiste nel progetto e nella realizzazione di
un’interfaccia per un’applicazione client/server di analisi di immagini retiniche. Lo studio delle
immagini retiniche preso in considerazione è importante dal punto di vista clinico per la diagnosi
della retinopatia ipertensiva.
La retinopatia ipertensiva è un danno alla retina causato dall’ipertensione arteriosa. La prima
manifestazione e uno dei primi segni più evidenti di tale danno è il restringimento arteriolare
generalizzato, ed è facilmente rilevabile con un esame del fundus oculi.
L’interfaccia è stata creata per completare lo sviluppo di un’applicazione che implementa un
algoritmo per la valutazione del restringimento arteriolare generalizzato su immagini retiniche,
e si sviluppa in due blocchi: il primo blocco è implementato su un client, interagisce con l’utente
e permette la selezione delle immagini e la visualizzazione dei risultati; il secondo blocco è
implementato su un server che dialoga con il client, attraverso le reti di telecomunicazione, ed
esegue l’elaborazione delle immagini ricevute.
Uno dei motivi principali dell’implementazione client/server si basa sulla necessità di rendere
disponibile l’applicazione a molti utenti tramite un servizio di telemedicina, in modo tale da
rendere più facile la diagnosi e separarla dalla fase di acquisizione delle immagini.
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L’immagine retinica come strumento
diagnostico
1.1 La retina
La retina è la membrana più interna all’occhio, ed è la parte fotosensibile adibita alla conver-
sione del segnale luminoso in segnale bioelettrico, che sarà poi trasferito alla corteccia cerebrale
attraverso il nervo ottico. Tra le cellule che compongono la retina, si devono ricordare: i coni
e i bastoncelli. I coni sono responsabili della visione a colori ma sensibili solo a luci piuttosto
intense, mentre i bastoncelli, sono particolarmente sensibili a basse intensità di luce ma non ai
colori.
La retina è vascolarizzata dall’arteria centrale della retina, ramo dell’arteria oftalmica, che è il
primo ramo emesso dalla carotide interna dopo il suo ingresso nella cavità cranica. I vasi retinici
sono dunque vasi cerebrali e, in quanto tali, possono fornire importanti e diretti elementi di
giudizio sullo stato dei vasi del circolo cerebrale anteriore. L’arteria centrale della retina penetra
nel nervo ottico, ne percorre l’asse ed entra nel bulbo al centro della papilla ottica. Da qui si
ramiﬁca sulla superﬁcie retinica di modo da provvedere alla vascolarizzazione della maggior parte
di questa. Dalla trama capillare originano i vasi venosi che conﬂuiscono nella vena centrale della
retina, uscendo quindi dal bulbo ottico attraverso il disco ottico.
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1.1.1 La retinopatia ipertensiva
In presenza di pressione sanguigna elevata si producono nel corso del tempo delle alterazioni
ai vasi sanguigni di tutti i distretti corporei, ma soprattutto nei cosiddetti “organi bersaglio”
dell’ipertensione arteriosa, ovvero: il cuore, il cervello, il rene e l’occhio. Una delle conseguenze
principali provocate dall’ipertensione arteriosa è la retinopatia ipertensiva.
L’ipertensione arteriosa è caratterizzata da un aumento a carattere stabile della pressione
arteriosa nella circolazione sistemica che costringe ad un restringimento arteriolare generaliz-
zato, il quale costituisce la prima manifestazione e uno dei segni più evidenti della retinopatia
ipertensiva.
Poiché la retina è uno degli organi più sensibili a cambiamenti nella microcircolazione, i
singoli segni del danno alla retina, causato dall’ipertensione, hanno un alto valore prognostico
per infarto, sclerosi carotidea e danno coronarico.
Le alterazioni retiniche possono essere individuate direttamente attraverso l’esame del fundus
oculi che consente di esaminare visivamente lo stato di arteriole e venule in maniera non invasiva.
Per questo la retina è determinante in ambito diagnostico anche per il grande vantaggio di essere
facilmente disponibile al controllo.
1.1.2 Esame del fondo oculare
La diagnosi avviene attraverso l’esame del fondo oculare, fundus oculi, previa instillazione di un
collirio midriatico1 per favorire la dilatazione pupillare. È possibile, in questo modo, valutare il
calibro e il decorso dei vasi (arterie e vene) e la presenza di microemorragie.
Uno dei primi strumenti utilizzati per l’osservazione della retina fu l’oftalmoscopio diretto,
formato da una sorgente di luce e da un insieme di lenti. L’oftalmoscopio diretto, utilizzato
tuttora, ha una bassa sensibilità e i risultati dell’indagine dipendono fortemente dall’esperienza
dell’utilizzatore.
Attorno alla seconda metà del ventesimo secolo, l’introduzione della fundus camera ha per-
messo di ottenere immagini della retina di qualità sempre più elevata [1, 2].
1Un collirio midriatico è un farmaco che dilata la pupilla.CAPITOLO 1. L’IMMAGINE RETINICA COME STRUMENTO DIAGNOSTICO 3
Immagine acquisita da fundus camera per il progetto DCCT (Diabetes Control and
Complications Trial).
1.1.3 Diagnosi
Per rilevare i segni della retinopatia in maniera accurata su immagini retiniche, con strumenti
hardware e software, si è elaborato un algoritmo per la valutazione del restringimento arteriolare
generalizzato, tramite il calcolo del parametro AVR, Arteriolar-to-Venule Ratio, la cui stima ne-
cessita la misura del diametro sia delle arteriole sia delle vene presenti nelle immagini retiniche.
Grazie a quest’algoritmo è stato possibile sviluppare un’applicazione in grado di elaborare imma-
gini retiniche, che permette di identiﬁcare e descrivere accuratamente, in maniera automatica, la
rete vascolare retinica, fornendo in particolare una stima aﬃdabile del restringimento arteriolare
generalizzato.
Per rendere sempre più eﬃciente l’analisi delle immagini retiniche, e quindi per sostenere una
continua evoluzione del software di elaborazione, è stato necessario orientare lo sviluppo dell’ap-
plicazione all’architettura client/server.
Un altro motivo dell’implementazione client/server si basa sulla necessità di rendere disponibile
l’applicazione a molti più utenti tramite un servizio di telemedicina, in modo tale da rendere
più facile la diagnosi e separarla dalla fase di acquisizione delle immagini. Uno dei principali
vantaggi della telemedicina è la televideoconsultazione, che si basa sul collegamento a distanza
tra strutture sanitarie, e sulla possibilità di trasmettere, tramite reti di telecomunicazione, dati
biomedici ed immagini diagnostiche in bianco e nero e/o a colori ad alta deﬁnizione. InoltreCAPITOLO 1. L’IMMAGINE RETINICA COME STRUMENTO DIAGNOSTICO 4
grazie a questo sistema si realizza la possibilità di una collaborazione interdisciplinare tra èquipe
mediche, che porta ad una integrazione del patrimonio delle diverse competenze, con l’obbiettivo
ultimo della risoluzione del caso clinico [3].
1.2 Scopo della tesi
L’oggetto ed obbiettivo principale di questa tesi consiste nel progettare e realizzare un’inter-
faccia per un’applicazione client/server2, che implementa un algoritmo3 semiautomatico per la
valutazione del restringimento arteriolare generalizzato su immagini retiniche tramite il parame-
tro AVR. Si ottiene così dalla semplice applicazione stand alone (indipendente), un’applicazione
Web o client/server per l’analisi di immagini retiniche.
La procedura d’analisi è divisa in tre blocchi principali:
 il primo blocco è eseguito nel client, e consiste nella selezione delle immagini retiniche, che
vengono in seguito preelaborate;
 il secondo blocco è eseguito nel server e prevede l’elaborazione vera e propria delle immagini,
che consiste nel tracking automatico dei vasi;
 il terzo blocco, eseguito nel client, prevede il controllo e l’eventuale correzione manuale da
parte dell’utente sulla rete vascolare individuata dall’algoritmo di tracking.
L’interfaccia s’interpone tra i primi due blocchi principali e consente al client ed al server di
comunicare tra loro, in modo da permettere al server d’analizzare le immagini preelaborate ri-
cevute dal client, e di rispedirle all’utente stesso dopo l’elaborazione. La coppia di programmi
client/server, che realizza un servizio di trasporto orientato alla connessione TCP, è stata svilup-
pata in linguaggio Java, un linguaggio di programmazione completamente orientato agli oggetti
che oﬀre i vantaggi d’essere indipendente dalla piattaforma e di contenere strumenti e librerie
per il neworking.
2Un’applicazione client/server è un tipo d’applicazione di rete nella quale un computer client, istanzia
un’interfaccia utente che si connette ad un’applicazione server residente in un altro computer: il server.
3Si dice algoritmo la descrizione di un metodo di soluzione di un problema che sia: eseguibile, priva di
ambiguità, e che arrivi ad una conclusione in un tempo ﬁnito. Un computer può risolvere soltanto quei problemi
per i quali sia noto un algoritmo.CAPITOLO 1. L’IMMAGINE RETINICA COME STRUMENTO DIAGNOSTICO 5
All’avvio dell’applicazione del lato client si apre un’interfaccia che oﬀre all’utente due possibili
opzioni:
1. selezionare nuove immagini retiniche memorizzate localmente, da preelaborare ed inviare al
server per eseguire il tracking automatico dei vasi. In questa operazione l’utente seleziona
nel ﬁle system locale un set di una o più immagini, le quali vengono preelaborate client-side,
preservando l’originale, tramite un eseguibile implementato in matlab e compilato in un
ﬁle stand alone. La preelaborazione prevede un processo di uniformazione dell’illuminazio-
ne sia inter che intra immagine, sviluppato in precedenza, ed un eventuale rescaling per
ridurre le dimensioni del ﬁle alle dimensioni richieste dal modulo di tracking. L’uscita della
preelaborazione viene salvata nel client in una cartella riservata alle immagini preelabora-
te. Ogni immagine preelaborata, poi, viene spedita al server che, dopo un’operazione di
identiﬁcazione dell’utente, salva il ﬁle ricevuto in una speciﬁca cartella. Successivamente
il server lancia un eseguibile che legge in ingresso l’immagine preelaborata ed esegue il
tracking automatico dei vasi. Il risultato del tracking automatico viene salvato in un ﬁle in
formato “.mat” (matlab), in una cartella nel server e poi automaticamente inviato al client
che riceve e salva il ﬁle in una cartella dedicata ai risultati.
2. selezionare immagini già analizzate in precedenza (i cui risultati di tracking sono presenti
localmente) e lanciare l’applicazione per la correzione manuale del tracking client-side.
Questa operazione prevede l’apertura di un’interfaccia graﬁca per la correzione manuale,
che mostra la lista dei ﬁle disponibili nella speciﬁca cartella dedicata ai risultati. L’utente,




In campo medico, nell’ultimo decennio, si è assistito ad un progressivo utilizzo del mezzo in-
formatico in diversi ambiti applicativi. Le innovazioni tecnologiche che hanno condizionato tale
sviluppo sono principalmente due:
 la gestione digitale dell’immagine sui computer, che ha permesso al medico di archiviare
ed elaborare, in tempi e con costi estremamente contenuti, immagini cliniche;
 la possibilità di connettere ﬁsicamente una serie di laboratori in una rete locale per con-
sentire uno scambio continuo di informazioni tra aree funzionali separate con l’evidente
vantaggio di una più analitica e razionale gestione ed utilizzazione del dato archiviato.
Il termine rete locale o LAN, Local Area Network, indica una tipologia di rete informatica con-
traddistinta da un’estensione territoriale relativamente limitata. Essa è costituita da un insieme
di computer, detti nodi, collegati tra loro da elementi di connessione in modo tale per cui i dati
memorizzati in ogni computer sono disponibili a tutte le altre stazioni.
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Per poter comunicare tra loro è necessario che i diversi nodi parlino la stessa “lingua” sia nei
termini del cosiddetto sistema operativo, che nei termini del cosiddetto protocollo di comunica-
zione, che deﬁnisce il formato e l’ordine dei messaggi scambiati tra due o più entità comunicanti,
così come le azioni che hanno luogo a seguito della trasmissione e/o ricezione di un messaggio o
di altri eventi.
Proprio il superamento di queste caratteristiche, che sono state al tempo stesso il presupposto
concettuale, ma anche il limite della comunicazione mediante rete locale, ha reso possibile lo
sviluppo della cosiddetta comunicazione “globale”, in ambiti cioè molto più ampi di quelli di
una rete locale, tra computer che adottano sistemi operativi diﬀerenti, che trova nel fenomeno
“Internet” la massima espressione.
Internet, pertanto, costituisce un insieme estremamente eterogeneo di reti locali e/o di singoli
elaboratori detti host, connessi ﬁsicamente tra loro da un sistema di cablaggio a supporto e
velocità di trasmissione diﬀerenti, nel quale, grazie ad una serie di protocolli di comunicazione
standardizzati, è possibile scambiare dati, quasi in tempo reale ed in formato multimediale.
2.1 Nascita ed evoluzione di Internet
L’origine di Internet risale all’inizio degli anni sessanta. Il progenitore e precursore della rete
Internet è considerato il progetto ARPANET, ﬁnanziato dall’Advanced Research Project Agen-
cy (ARPA), un agenzia del Dipartimento della Difesa statunitense, che vuole realizzare una rete
di comunicazione tra i computer militari che sia ﬂessibile e robusta. La rete venne ﬁsicamente
costruita nel 1969 collegando quattro nodi: l’Università della California di Los Angeles, l’SRI
di Stanford, l’Università della California di Santa Barbara, e l’Università dello Utah. Successi-
vamente nel 1972 APRPANET fu presentata al pubblico, la quale solo cinque anni dopo venne
ampliata connettendo tra loro 111 computer, poi la crescita diventerà inarrestabile.
Da qui la deﬁnizione di Internet come la “Rete delle reti”, in quanto è diventata un sistema
di trasmissioni mondiale, basato sull’utilizzo di standard di comunicazione universali. Le reti
locali vengono collegate a reti regionali e a loro volta connesse a dorsali (dette “backbone”) ad
alta velocità, che garantiscono la comunicazione a livello mondiale.CAPITOLO 2. INTERNET E L’ARCHITETTURA CLIENT/SERVER 8
2.1.1 Proprietà e i protocolli di rete
Una delle principali caratteristiche della rete Internet è quella di essere basata su tecnologie
tra di loro eterogenee, dalle infrastrutture di comunicazione (che possono essere linee telefoniche,
ﬁbre ottiche, collegamenti satellitari), all’hardware e software dei calcolatori che costituiscono le
singole sottoreti, le quali però riescono a interagire tra di loro attraverso delle regole che sono
state concordate da tutti gli utilizzatori e riunite in protocolli.
I protocolli che costituiscono l’infrastruttura di Internet, non si occupano delle singole reti, ma
della comunicazione tra le reti. Ogni rete è dotata di un dispositivo detto router che la connette
con l’esterno. La comunicazione tra un nodo A e un nodo B (appartenenti a due sottoreti diverse)
avviene in tre passi:
1. comunicazione tra il nodo A e il router della sottorete a cui A stesso appartiene;
2. comunicazione tra il router della sottorete a cui appartiene il nodo A, e il router della
sottorete a cui appartiene il nodo B (eventualmente mediata da altri router);
3. comunicazione tra il router 2 e il nodo B.
I protocolli di comunicazione si occupano principalmente del secondo passo, cioè della comunica-
zione tra i router. Il protocollo tipico di Internet è in realtà una famiglia di protocolli che si occupa
dell’indirizzamento dei nodi e dell’instradamento dei messaggi, i cui due esponenti principali so-
no il TCP, Trasmission Control Protocol, e l’IP, Internet Protocol. Questi protocolli, progettati
presso l’University di Berkley in California, hanno avuto con Internet un grande successo, tanto
che gli enti di standardizzazione, di fronte al fatto compiuto della massiccia diﬀusione, li hanno
preferiti allo stack ISO/OSI.
2.1.2 Suite di protocolli Internet
La suite di protocolli Internet è un insieme di protocolli di rete che implementa la pila di
protocolli su cui funziona Internet. È detta anche suite di protocolli TCP/IP, in funzione deiCAPITOLO 2. INTERNET E L’ARCHITETTURA CLIENT/SERVER 9
due più importanti protocolli in cui essa è deﬁnita. Tale suite descrive i quattro livelli della pila
di protocolli:
1. Applicazione, in questo livello si usano diversi protocolli, in dipendenza dell’applicazio-
ne, ad esempio FTP per eﬀettuare il download di un ﬁle, SMTP per scaricare la posta
elettronica;
2. Trasporto, in questo livello vengono messi a disposizione due protocolli, il TCP (Transfer
Control Protocol) e l’UDP (User Datagram Protocol);
3. Internetworking, in questo livello esiste solo il protocollo IP (Internet Protocol), di tipo
datagramma.
4. Collegamento, si decide come fare il trasferimento per ogni singolo tratto del percorso.
Visione dell’architettura Internet
2.1.3 Il protocollo TCP
Il protocollo TCP, Trasmission Control Protocol, è un protocollo di trasporto orientato alla
connessione e un servizio di trasferimento aﬃdabile di dati, che si occupa di stabilire le singole
connessioni tra due nodi, secondo una modalità detta “three-way handshake” (stretta di mano a
tre vie):
 il nodo 1 invia una richiesta di connessione al nodo 2;
 se il nodo 2 accetta la chiamata, invia un segnale di accordo e la connessione è stabilita;
 il nodo 1 può così inviare un ﬂusso di dati (“byte stream”) sul canale appena istituito.CAPITOLO 2. INTERNET E L’ARCHITETTURA CLIENT/SERVER 10
Il modello di servizio TCP comprende un servizio orientato alla connessione e un servizio di
trasferimento aﬃdabile dei dati:
Il servizio orientato alla connessione: TCP eﬀettua lo scambio tra client e server delle in-
formazioni dello strato di trasporto prima che i messaggi del livello di applicazione comincino
a ﬂuire. Questa cosiddetta procedura di “stretta di mano”, hanshake, allerta client e server,
permettendo loro di prepararsi per l’arrivo massiccio di pacchetti. Dopo la fase di hanshake, si
dice che esiste una connessione TCP fra i socket dei due processi. La connessione è di tipo full-
duplex perchè i due processi possono inviare messaggi uno all’altro, contemporaneamente, sulla
connessione. Quando l’applicazione ha terminato l’invio dei dati, essa interrompe la connessione.
Il servizio di trasporto aﬃdabile: i processi di comunicazione possono conﬁdare sul TCP per
il recapito di tutti i dati spediti senza errori e nell’ordine appropriato [5].
2.1.4 Il protocollo IP
L’IP è un protocollo di interconnessione di reti, nato per interconnettere reti eterogenee per
tecnologia, prestazioni, e gestione. All’interno di una rete ad ogni interfaccia viene assegnato un
indirizzo univoco, in modo da rendere possibili le comunicazioni tra un computer e l’altro. Va
considerato, infatti, che non è l’host ad essere connesso ma è l’interfaccia ﬁsica (ad esempio una
scheda di rete). Un router, ad esempio, ha diverse interfacce e per ognuna occorre un indirizzo IP.
Tale protocollo funziona attraverso un meccanismo che è detto di “commutazione di pacchetto”,
caratterizzato dalle seguenti proprietà:
 Ogni computer della rete è identiﬁcato univocamente da un numero, che viene detto indiriz-
zo IP, che è una quantità di 32 bit (più precisamente identiﬁca in modo unico l’interfaccia
di rete che connette quel computer a Internet);
 Non esiste un controllo centralizzato;
 Ogni messaggio in partenza (non importa la sua lunghezza) viene scomposto in una serie
di “pacchetti” a lunghezza ﬁssa, che contengono le informazioni di chi li ha spediti, di chi liCAPITOLO 2. INTERNET E L’ARCHITETTURA CLIENT/SERVER 11
deve ricevere, la parte dati ed eventuali informazioni per ricostruire il messaggio una volta
che tutti i pacchetti sono arrivati a destinazione;
 Il percorso che i vari pacchetti percorrono sulla rete (quali connessioni e quali nodi at-
traversano) non viene stabilito a priori, ma deﬁnito durante il viaggio. Di conseguenza
dal punto di partenza a quello di arrivo i pacchetti possono passare anche attraverso vie
diverse, purché alla ﬁne arrivino tutti a destinazione.
Le caratteristiche speciﬁche dei protocolli IP e TCP fanno sì che la rete basata su questi protocolli
sia una rete molto robusta, in grado cioè di funzionare in modo eﬃciente ed aﬃdabile anche se
una parte di essa dovesse essere danneggiata. In particolare, l’instradamento dinamico garantito
da IP fa sì che l’interruzione di un canale non blocca l’arrivo a destinazione delle informazioni.
Sfruttando questa infrastruttura di rete, basata sul protocollo TCP/IP, che garantisce la
comunicazione di base, è possibile costruire dei servizi accessibili ad utenti che si connettono alla
rete. La possibilità di fruire di tali servizi si basa su un’architettura client/server.
2.2 Architettura client/server
La maggior parte dei servizi telematici oﬀerti da Internet si basa su una particolare modalità di
interazione denominata architettura client/server. Tale nome indica un’architettura software che
è costituita da due moduli integrati ma distinti, residenti generalmente su calcolatori diversi.
In una rete informatica ci si riferisce ai computer ad essa collegati come host o terminali,
perché ospitano programmi di livello applicativo. Gli host, o nodi, sono ulteriormente suddivisi
in due categorie, client e server. La condivisione delle risorse, che generalmente avviene attraverso
la rete, tra i client e i server deﬁnisce l’architettura client/server.
Il server svolge le operazioni necessarie per realizzare un servizio, mentre il client può eﬀettuare
alcune operazioni e quindi richiede un terminale con capacità elaborative. Tipicamente il client
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inviare al server le richieste formulate dall’utente. Inoltre gestisce le risorse locali, come la
tastiera, il monitor, la CPU, e le periferiche.
L’aﬀermazione di questo modello è legata alla disponibilità di reti locali a basso costo ed alla
diﬀusione della rete Internet, in cui i servizi seguono tale struttura.
In un ambiente client/server, sul computer client è in esecuzione un software applicativo detto
programma client, il quale richiede e riceve un servizio da un programma server che viene eseguito
sul computer server. Il programma client e il programma server interagiscono tra loro attraverso
comunicazioni, ovvero scambiandosi messaggi attraverso la rete informatica. Quando un client
si connette ad un server, gli invia una richiesta; il server, essendo in ascolto, la intercetta e
l’interpreta eﬀettuando le elaborazioni necessarie al suo soddisfacimento e restituisce un risultato
sotto forma di risposta al client il quale lo visualizza all’utente [11].
Le applicazioni operanti in rete hanno protocolli di livello di applicazione che deﬁniscono il
formato e l’ordine dei messaggi scambiati fra i processi, così come deﬁniscono le azioni da intra-
prendere alla trasmissione o alla ricezione dei messaggi. A livello di applicazione, un protocollo
deﬁnisce come i processi delle applicazioni, che funzionano su diﬀerenti terminali, si scambiano
i messaggi, in particolare il protocollo speciﬁca:
 i tipi di messaggi scambiati, per esempio, messaggi di richiesta e messaggi di risposta;
 la sintassi dei vari tipi di messaggio, per esempio i campi del messaggio e come questi ultimi
vengono caratterizzati;
 la semantica dei campi, cioè il signiﬁcato dell’informazione nei campi;
 le regole per determinare quando e come un processo invia messaggi o risponde a messaggi.
2.2.1 Classiﬁcazione delle soluzioni client/server rispetto all’allocazio-
ne delle componenti
Prima di parlare dell’evoluzione del client/server è necessario fare una breve introduzione sulle
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Si distinguono tre parti principali di tale architettura: i dati sono la parte legata alla gestione
delle informazioni persistenti, cioè quelle informazioni che si vuole mantenere nel tempo; la logica
applicativa è rappresentata dai programmi veri e propri, ovvero quella parte del software che viene
utilizzato per eﬀettuare le operazioni per cui sono stati scritti; la presentazione, è quella parte
del software che permette la comunicazione con l’utente [7].
L’architettura client/server ha avuto una evoluzione nel tempo che l’ha portata attraverso
vari stadi analizzati di seguito:
Diverse organizzazioni client/server: da sinistra si hanno organizzazioni decentralizzate.
 Timesharing: con questa soluzione, sul server sono presenti tutte e tre le parti fonda-
mentali dell’architettura: dati, logica e presentazione. Il client è rappresentato da un
terminale cosiddetto “stupido” il quale permette l’interazione con il server, senza avere una
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 Client presentation: dai tre livelli iniziali, viene staccata la presentazione che viene
portata sul client, mentre la parte logica e quella dati, continuano a rimanere sul server.
 Application distribution: aumentando la potenza elaborativa dei client, si è pensato
di spostare oltre che alla presentazione anche una parte della logica su quest’ultimo; questo
tipo di operazione ha, da un lato, reso meno gravose le elaborazioni sui server, ma dall’al-
tro ha aumentato i costi a causa dell’introduzione di nuovo software, in quanto necessita
l’aggiornamento su ogni client su cui è installato. La caratteristica principale di questo
stadio è che la parte di logica è distribuita in parte sul client e in parte sul server
 Central database: il passo successivo è stato quello di spostare tutta la logica sul client
insieme alla presentazione, lasciando sul server solo la parte dati. Questo tipo di soluzione
ha il vantaggio di avere una banca dati centralizzata, ma lo svantaggio, per aziende molto
grandi, è quello di avere un grande numero di accessi localizzati in un singolo punto.
 Distribuited database: per ovviare agli svantaggi della soluzione precedente si è pen-
sato di portare sui client anche la parte dati. In questo modo si pone una soluzione al
sovraccarico generato dal gran numero di utenti che si connettono ai dati, ma si crea un
altro problema legato alla sincronizzazione delle banche dati.
2.3 Applicazioni client/server
Un’applicazione client/server è un tipo d’applicazione di rete nella quale un computer client,
istanzia un’interfaccia utente che si connette ad un’applicazione server residente in un altro
computer: il server.
2.3.1 Interfaccia per la programmazione di applicazioni client/server
Il punto da cui è opportuno iniziare quando si realizza un’applicazione di rete è l’interfaccia che
viene resa disponibile dalla rete stessa. I programmi client e server necessitano di un’interfaccia in
grado di gestire la comunicazione: l’astrazione principale dell’interfaccia, è il socket. L’utilizzo di
socket permette a due processi, residenti sulla stessa macchina o molto distanti, di comunicare tra
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locale si collega alla rete per la trasmissione e ricezione di dati. L’interfaccia deﬁnisce le operazioni
per creare un socket, per connetterlo alla rete, per inviare e ricevere messaggi attraverso il socket
e per chiuderlo.
Quindi quando i due programmi sono in esecuzione si creano un processo client e uno server,
e questi due processi comunicano tra loro leggendo da e scrivendo ai socket. Quando un processo
vuole inviare un messaggio a un altro processo su un altro host, esso invia il messaggio fuori dalla
propria porta (socket). Il processo presume che sull’altro lato della porta esista un’infrastruttura
di trasporto che trasporterà il messaggio attraverso la rete ﬁno alla porta del processo destinata-
rio; una volta che il messaggio è arrivato all’host di destinazione, il messaggio attraversa il socket
del processo ricevente ed è reso disponibile a quest’ultimo. Un socket costituisce l’interfaccia tra
i livelli di applicazione e di trasporto all’interno di un terminale. A essa ci si riferisce anche come
all’API1 fra l’applicazione e la rete, poiché una socket è l’interfaccia di programmazione con cui
le applicazioni di rete sono costruite [4, 6].
2.3.2 Indirizzamento dei processi
Perché un processo su un host possa inviare messaggi a un processo su un altro host, il processo
che trasmette deve identiﬁcare il processo ricevente: per l’identiﬁcazione del processo ricevente,
occorre tipicamente speciﬁcare due tipi di informazione: il nome o l’indirizzo della macchina host
e un’identiﬁcazione che speciﬁchi l’identità del processo ricevente sull’host di destinazione. Nelle
applicazioni Internet, l’host di destinazione è speciﬁcato dall’indirizzo IP. Inoltre l’applicazione
trasmittente deve anche speciﬁcare informazioni che permettano all’host ricevente di inviare il
messaggio all’appropriato processo su quell’host; in Internet un numero di porta del lato ricevente
assolve a questo scopo [4].
1L’acronimo API sta per Application Programming Interface, ovvero Interfaccia di Programmazione di un’Ap-
plicazione, e identiﬁca l’insieme di procedure disponibili al programmatore, di solito raggruppate a formare un set
di strumenti speciﬁci per un determinato compito. È un metodo per ottenere un’astrazione tra software a basso
ed alto livello, oppure tra l’hardware e il programmatore.CAPITOLO 2. INTERNET E L’ARCHITETTURA CLIENT/SERVER 16
2.3.3 Programmazione dei socket con TCP
Lo sviluppatore dell’applicazione ha il controllo di qualsiasi cosa sul lato del livello di applicazio-
ne del socket; ma ha solo poco controllo sul lato del livello di trasporto. Il client ha il compito
di iniziare il contatto con il server. Perché il server possa reagire al contatto, deve essere pronto.
Questo implica due cose. Primo il programma del server non deve essere dormiente; deve fun-
zionare come un processo prima che il client tenti di stabilire il contatto. Secondo, il programma
del server deve avere qualche sorta di porta, ovvero un socket, che accoglie i contatti iniziali di
un client in funzione su una macchina arbitraria.
Con il processo server in funzione, il processo client può iniziare una connessione TCP al
server. Questo è realizzato nel programma client con la creazione di un oggetto socket. Quando
il client crea il suo oggetto socket, esso speciﬁca l’indirizzo del processo server, cioè l’indirizzo IP
del server e il numero di porta del processo. Dopo la creazione di un oggetto socket, il TCP nel
client inizia un handshake a tre vie e stabilisce una connessione TCP con il server. L’handshake
a tre vie è completamente trasparente ai programmi client e server.
Durante l’handshake a tre vie, il processo “chiama” il server, quando il server “sente” il client,
crea un nuovo socket dedicato a quel particolare client. Al termine della fase di handshake, esiste
una connessione TCP fra il socket del client e quello nuovo del server.
Dalla prospettiva dell’applicazione, la connessione TCP è una conduttura virtuale che collega
il socket del client al socket di connessione del server. Il processo del client può inviare byte arbi-
trari nel suo socket; il TCP garantisce che il processo del server riceverà ciascun byte nell’ordine
di spedizione. Inoltre, il processo del client può anche ricevere byte dal suo socket e il processo
del server può inviare byte nel suo socket di connessione [4].Capitolo 3
La programmazione orientata agli
oggetti
3.1 La programmazione
La programmazione è un modo per impartire delle istruzioni ad una macchina attraverso dei par-
ticolari linguaggi, detti appunto linguaggi di programmazione. Con l’evoluzione delle macchine,
sia in termini di potenza di elaborazione, sia soprattutto di capacità di memoria, si è passati, da
quelli che venivano chiamati linguaggi di basso livello, attraverso evoluzioni successive, ﬁno ai
cosiddetti linguaggi ad alto livello, che utilizziamo per programmare e che sono molto più vicini
al modo di ragionare dell’uomo rispetto al funzionamento della macchina.
Possiamo deﬁnire la programmazione come un insieme di comandi virtuali che servono ad
impartire degli ordini alla macchina. Tuttavia aﬃnché tali comandi possano essere compresi,
e di conseguenza eseguiti dalla macchina, è necessario che vengano prima tradotti, attraverso
un’operazione che li trasforma in linguaggio macchina. Per eﬀettuare questa operazione vengono
usati dei particolari programmi che, a seconda del tipo di operazione che compiono, prendono il
nome di compilatori o interpreti. Questi software hanno nomi diversi in quanto eﬀettuano il pas-
saggio del linguaggio di programmazione ad alto livello al linguaggio macchina con metodologie
diverse.
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3.1.1 Compilatori
Il compilatore prende il sorgente, scritto nel linguaggio di programmazione prescelto dal pro-
grammatore, lo traduce in linguaggio macchina e salva l’esito della traduzione in un apposito
ﬁle che prende il nome di eseguibile, che risulta pronto all’esecuzione su richiesta dell’utente. In
sintesi, se si è scelto un linguaggio di programmazione che richiede la compilazione, per eseguire
un programma sono necessari due passi:
1. la compilazione (che produce l’eseguibile);
2. l’esecuzione (dell’eseguibile).
La compilazione rende più eﬃciente l’esecuzione, in quanto l’eseguibile, quando viene lanciato,
non necessita di altro tempo se non quello per l’esecuzione dei comandi.
Il principale svantaggio della compilazione è che, quando si deve spostare il programma su
macchine diverse, con sistemi operativi diversi, è necessario ripetere l’operazione di compilazione,
in quanto il risultato della traduzione, il ﬁle eseguibile, è scritto in un linguaggio macchina
speciﬁco e macchine diverse con sistemi operativi diversi, hanno linguaggi macchina diversi.
3.1.2 Interpreti
Anche l’interprete ha come risultato ﬁnale la traduzione del programma in linguaggio macchina,
ma a diﬀerenza del primo la eﬀettua gradualmente partendo dal programma “sorgente” che gli
viene fornito in input. L’interprete quindi prende ogni singola istruzione del programma sorgente
e prima di inviarla alla macchina per l’esecuzione, si preoccupa di tradurla nel linguaggio che
quest’ultima riesce a capire, il linguaggio macchina. In sintesi, se si è scelto un linguaggio di
programmazione che richiede l’interpretazione, per eseguire un programma è suﬃciente un unico
passo (l’invocazione dell’interprete), che però comprende la traduzione e l’immediata esecuzione
di ogni singola istruzione. In questo caso, quindi, non viene prodotto nessun ﬁle eseguibile.
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prodotto da un compilatore: infatti oltre al tempo di esecuzione, per ogni istruzione, è necessario
anche attendere il tempo di traduzione. Tuttavia l’interpretazione ha dei vantaggi intrinseci, in
quanto lo stesso sorgente può essere utilizzato su macchine diverse, a condizione che si possegga
l’interprete, ovvero il traduttore, adatto alla macchina speciﬁca. Quindi a fronte di una maggiore
lentezza si guadagna in portabilità.
3.1.3 Approccio misto
Esiste un terzo modo per tradurre i programmi in linguaggio macchina, che funziona come un
misto dei due precedenti. Viene utilizzato dai linguaggi dell’ultima generazione e in particolare da
Java: si procede ad un primo passo di compilazione in cui il programma sorgente viene tradotto in
un linguaggio intermedio, detto bytecode, che viene interpretato sulle singole macchine sulle quali
si vuole eseguire il programma. In questo modo vengono sommati i vantaggi del compilatore
(l’interpretazione del bytecode è molto più veloce di quanto sarebbe quella dai sorgenti), con
quelli dell’interprete, per esempio, la ﬂessibilità (è suﬃciente che la macchina su cui gira abbia
la disponibilità dell’interprete). Il bytecode è una sorta di linguaggio intermedio che molto si
avvicina a quello che viene utilizzato per inviare le istruzioni alla macchina, ma a diﬀerenza di
quest’ultimo non è ancora specializzato sul singolo sistema operativo e di conseguenza macchina,
quest’ultima operazione verrà eﬀettuata attraverso l’interprete caricato sulla singola macchina.
In questo modo si riesce a creare un codice che funziona indipendentemente dalla macchina su
cui eﬀettivamente verrà fatto girare.
3.2 La programmazione orientata agli oggetti
La programmazione orientata agli oggetti, Object-Oriented Programming (OOP), si basa sui
concetti di classe e istanza (oggetto), ovvero le entità reali o astratte che compongono il problema
vengono rappresentate sotto forma di oggetti istanziati da classi. Gli oggetti sono caratterizzati
da proprietà (deﬁnite variabili o campi di istanza o di esemplare) e da metodi o funzioni applicabili
sugli oggetti stessi, che possono ad esempio modiﬁcarne lo stato o estrarne informazioni.CAPITOLO 3. LA PROGRAMMAZIONE ORIENTATA AGLI OGGETTI 20
In base a quanto detto, una classe è un’astrazione, ovvero un modello che rappresenta le
proprietà comuni (struttura e comportamento) ad un insieme di oggetti concreti (istanze): tutti
i membri (oggetti, istanze) appartenenti ad una classe avranno caratteristiche e comportamenti
comuni, ma saranno caratterizzati da un proprio stato e una propria identità.
Deﬁnizione di una classe
Quando deﬁnisco una classe (un tipo) ne deﬁnisco:
 l’interfaccia: la vista esterna, il comportamento, l’insieme di operazioni che i suoi membri
(le sue istanze) possono fare, l’insieme di richieste che possono gestire;
 l’implementazione: la vista interna, la deﬁnizione dei meccanismi che realizzano le opera-
zioni deﬁnite dall’interfaccia.
3.2.1 Principi fondamentali dell’approccio orientato agli oggetti
Possiamo ora riportare i principi fondamentali dell’approccio orientato agli oggetti [8].
Astrazione
Un’astrazione rappresenta le caratteristiche essenziali e distintive di un oggetto, dal punto di
vista di chi lo guarda.CAPITOLO 3. LA PROGRAMMAZIONE ORIENTATA AGLI OGGETTI 21
Rappresentazione del concetto di astrazione.
Incapsulamento
L’incapsulamento è il principio secondo cui la struttura interna, il funzionamento interno, di
un oggetto non deve essere visibile dall’esterno. Ogni oggetto è infatti costituito da due parti:
 l’interfaccia (vista “esterna”) → visibile
 l’implementazione (vista “interna”) → nascosta
L’incapsulamento (o information hiding) è il processo che nasconde quei dettagli, relativi al
funzionamento di un oggetto, che non costituiscono le sue caratteristiche essenziali e distintive.
L’incapsulamento nasconde i dettagli della realizzazione di un oggetto.CAPITOLO 3. LA PROGRAMMAZIONE ORIENTATA AGLI OGGETTI 22
Modularità
La modularità consiste nella suddivisione di un sistema in una serie di componenti indipen-
denti, che interagiscono tra loro per ottenere il risultato desiderato. La scelta dei moduli e delle
loro interazioni deﬁniscono l’architettura del sistema: ogni oggetto (modulo) è specializzato in un
certo compito: tutti gli altri oggetti (moduli) possono rivolgersi a lui (inviandogli un messaggio)
se hanno bisogno dei suoi servizi (in cui lui è specializzato).
Rappresentazione del concetto di modularità
Struttura gerarchica
Una gerarchia è un ordinamento di astrazioni di classi e sottoclassi. La principale proprietà
di una tale gerarchia è l’ereditarietà: quindi una sottoclasse eredita tutte le caratteristiche della
classe “genitore” (cioè della sopraclasse) e in più ne può deﬁnire di sue. Per meglio spiegare
questo concetto è meglio fare un esempio: supponiamo di avere due classi una che individua gli
impiegati e un’altra che individua le persone, l’impiegato è certamente una persona (ma non
viceversa), quindi la classe Impiegato può essere vista come una sottoclasse della classe Persona
e da questa eredita le sue caratteristiche. Quindi supponendo che la classe Persona (e quindi
tutti i suoi membri) abbia come attributi il nome e la data di nascita, la classe Impiegato (e
quindi tutti i suoi membri), in quanto sottoclasse di Persona, erediterà queste due proprietà e ne
aggiungerà di proprie, quali ad esempio la data di assunzione.CAPITOLO 3. LA PROGRAMMAZIONE ORIENTATA AGLI OGGETTI 23
L’immagine mostra un’altro esempio di ereditarietà. Una sottoclasse può ereditare la struttura e
il comportamento della sua superclasse.
3.2.2 Vantaggi dell’approccio orientato agli oggetti
Questi principi implicano, più o meno indirettamente, una serie di vantaggi:
 Riuso: Con questo termine si intende la possibilità di utilizzare facilmente più volte il
codice già scritto. A diﬀerenza di quanto accadeva nei linguaggi non orientati agli oggetti,
con la tecnologia ad oggetti è suﬃciente fare riferimento all’interno del proprio programma
ad una determinata classe per poterla utilizzare senza dover scrivere del nuovo codice;
 Maggiore leggibilità: Essendo modulare e costituito da classi omogenee la lettura di
un programma è sempliﬁcata; inoltre la corrispondenza tra nome della classe e nome del
ﬁle sempliﬁca ulteriormente l’accesso;
 Estensione e modifica più semplici: Grazie all’organizzazione modulare e alla struttura
gerarchica con ereditarietà un programma è più facilmente estensibile grazie all’aggiunta
di nuovi moduli/classi (o sottoclassi);
 Manutenzione del software semplificata: Per come è strutturato questo approccio,
che ci costringe a creare classi omogenee, con relazioni chiare, la modiﬁca di un programma
è sempliﬁcata in quanto è più semplice individuare il metodo o la classe su cui operare le
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 Maggiore gestione del team di lavoro: Avendo tutto il software ordinato in classi
che a loro volta sono dei ﬁle separati, è suﬃciente organizzare il gruppo di lavoro intorno
alla gestione di speciﬁche classi (moduli);
 Portabilità: Con questo aggettivo si intende la facilità di utilizzo dei programmi su di-
versi sistemi operativi senza eﬀettuare modiﬁche particolari; infatti grazie alla traduzione
in bytecode (che è indipendente dal sistema operativo), il programma potrà funziona-
re su macchine diverse (sarà la Virtual Machine speciﬁca per ogni sistema operativo ad
occuparsene).
Il linguaggio che più si adatta a questo approccio è il linguaggio di programmazione Java, che è
stato creato proprio con l’obbiettivo di utilizzare questi concetti. Di seguito si introduce Java e
le principali caratteristiche che lo deﬁniscono come un linguaggio orientato agli oggetti.
3.3 Il linguaggio Java
Java è un linguaggio di programmazione orientato agli oggetti, nato all’inizio degli anni ’90
presso la Sun Microsystems. È stato pensato sin dall’inizio per Internet ed è quindi particolar-
mente adatto per la programmazione Web. Grazie alla compilazione del codice sorgente in un
linguaggio intermedio, il bytecode, indipendente dal Sistema Operativo, Java è estremamente
portabile, infatti si può sviluppare su Unix ed eseguire su Windows e viceversa. Java possiede
inoltre moltissime librerie, ovvero programmi scritti in Java che implementano varie funzionalità
(graﬁca, interfacce utente, connessioni di rete, sicurezza, ecc...) e che possono essere utilizzati
dai programmatori [9].
I programmi scritti in Java possono essere unicamente orientati agli oggetti, di conseguenza
tutto il codice deve essere necessariamente incluso in una classe. Sebbene Java possa operare
sia su oggetti che su tipi di dati primitivi, è considerato un linguaggio ad oggetti puro, ovvero
nel quale gli oggetti sono le entità di base del linguaggio, anziché essere costruiti partendo da
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3.3.1 Indipendenza dalla piattaforma e la compilazione in tempo reale
L’indipendenza dalla piattaforma signiﬁca che l’esecuzione di programmi scritti in Java deve
avere un comportamento simile su hardware diverso. In linea di principio, si dovrebbe essere in
grado di scrivere il programma una sola volta e di farlo eseguire dovunque (di qui il famoso slogan
di Sun: ”write once, run everywhere”). Questo è possibile con la compilazione del codice di Java
in bytecode, basato su istruzioni sempliﬁcate che ricalcano il linguaggio macchina. Il bytecode
verrà quindi eseguito da una macchina virtuale. Inoltre, vengono fornite librerie standardizza-
te per permettere l’accesso alle caratteristiche della macchina (come graﬁca e networking) in
modo uniﬁcato. Il linguaggio Java include anche il supporto per i programmi con multithread,
necessario per molte applicazioni che usano la rete. La portabilità è un obiettivo tecnicamente
diﬃcile da raggiungere, e il successo di Java in questo ambito è materia di alcune controversie.
Sebbene sia in eﬀetti possibile scrivere in Java programmi che si comportano in modo consistente
attraverso molte piattaforme hardware diverse, bisogna tenere presente che questi poi dipendono
dalle macchine virtuali che sono, a loro volta, programmi a sé e che hanno inevitabilmente i loro
bug (errori), diversi l’una all’altra: per questo è nata una parodia dello slogan di Sun ”Scrivi una
volta, esegui dovunque” (”write once, run everywhere”), che è diventato ”Scrivi una volta, fai il
debug ovunque” (”write once, debug anywhere”).
Le prime implementazioni del linguaggio usavano una macchina virtuale Java, la cosiddetta
JVM, Java Virtual Machine, che interpretava il bytecode per ottenere la massima portabilità,
deﬁnita Architecture Neutral. Questa soluzione si è però rivelata poco eﬃciente, in quanto i
programmi interpretati erano molto lenti. Per questo motivo, tutte le implementazioni recenti
di macchine virtuali Java hanno incorporato un compilatore just-in-time (JIT compiler), cioè un
compilatore interno, che al momento del lancio traduce al volo il programma bytecode Java in un
normale programma nel linguaggio macchina del computer ospite. Inoltre, questa ricompilazione
è dinamica, cioè la macchina virtuale analizza costantemente il modello di esecuzione del codice
(proﬁling), e ottimizza ulteriormente le parti più frequentemente eseguite, mentre il programma è
in esecuzione. Questi accorgimenti, a prezzo di una piccola attesa in fase di lancio del programma,
permettono di avere delle applicazioni Java decisamente più veloci e leggere. Tuttavia, anche
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scontando il fatto di possedere degli strati di astrazione in più, e di implementare una serie
di automatismi, che se da un lato fanno risparmiare tempo ed errori in fase di sviluppo dei
programmi, dall’altro consumano memoria e tempo di CPU in fase di esecuzione del programma
ﬁnito.
3.3.2 Proprietà
Rispetto alla tradizione dei linguaggi a oggetti da cui deriva (e in particolare rispetto al suo diretto
progenitore, il C++), Java ha introdotto una serie di notevoli novità rispetto all’estensione della
sua semantica. Fra le più signiﬁcative si possono citare probabilmente la possibilità di costruire
GUI (interfacce graﬁche) con strumenti standard e non proprietari utilizzando i package1 java.awt
e javax.swing, la possibilità di creare applicazioni multithread, ovvero che svolgono in modo
concorrente molteplici attività, e il supporto per la riﬂessione, ovvero la capacità di un programma
di agire sulla propria struttura e di utilizzare classi caricate dinamicamente dall’esterno. Fra gli
argomenti che depongono spesso a favore di Java nella scelta del linguaggio di implementazione
di un progetto software moderno, inoltre, si deve certamente contare la vastità delle librerie
standard di cui il linguaggio è dotato, e che in particolare contribuiscono a renderlo altamente
integrabile con le altre tecnologie.
3.3.3 Multithreading in Java
Un thread (o processo leggero) è un’attività, descritta da una sequenza di istruzioni, che esegue
indipendentemente da altre, all’interno del contesto di esecuzione di un programma. Un thread
procede nella sua esecuzione per portare a termine un certo obbiettivo “indipendente” dagli altri
thread presenti. I thread interagiscono tra loro poichè possono scambiarsi dei messaggi , in quanto
condividono le risorse del sistema sottostante (come i ﬁle) e gli oggetti dello stesso programma.
Inoltre competono nell’uso della CPU e di altre risorse condivise (ﬁle o oggetti).
1Un package o pacchetto Java, è un meccanismo per organizzare classi Java all’interno di sottogruppi ordinati.
Tali classi deﬁniscono le API per una determinata funzione da svolgere.CAPITOLO 3. LA PROGRAMMAZIONE ORIENTATA AGLI OGGETTI 27
Il linguaggio Java fornisce ai programmatori il supporto per i thread, un potente strumento che
permette di migliorare le applicazioni interattive e le applicazioni graﬁche. I thread rappresentano
un modo veloce per ottenere elaborazioni simultanee in un ambiente a singolo processo, essi sono
anche chiamati processi leggeri o contesti di esecuzione. La libreria di classi Java fornisce la classe
Thread che supporta una ricca collezione di metodi per avviare un thread, eseguirlo, fermarlo e
per tenere traccia dello stato di un thread.
Ogni esecuzione di una JVM dà origine ad un processo. Ogni programma in Java consiste
di almeno un thread, quello che esegue il metodo principale, detto main, della classe fornita alla
JVM in fase di avvio del programma. La JVM ha la libertà sulla mappatura dei thread Java su
quelli del sistema operativo, per cui può sfruttare il supporto multithreading del sistema opera-
tivo sottostante o prendersi carico della gestione dei thread interamente. In quest’ultimo caso
il sistema operativo vede la JVM come un processo con un unico thread. In Java i thread sono
nativi, ovvero supportati a livello di linguaggio e si possono implementare in due modi, crean-
do una sottoclasse della classe Thread, oppure creando una classe che implementa l’interfaccia
Runnable[10].Capitolo 4
Progetto delle classi
In questo capitolo si vogliono descrivere le parti principali delle classi che implementano l’inter-
faccia per l’applicazione Web del progetto. Verrà descritto principalmente come esse si integrano
nell’architettura globale dell’applicativo.
4.1 Funzionalità dell’applicazione client/server
L’applicazione Web si distingue in due parti distinte: il client e il server; tali parti sono a loro
volta composte da classi. Le classi sono state sviluppate in linguaggio Java, e una volta compilate
realizzano un programma client e un programma server.
All’istallazione del programma client, vengono create delle cartelle per mantenere ordinate
le immagini retiniche preelaborate ed elaborate sul ﬁle system che ospita il programma. In
modo analogo il server, per ogni utente e quindi client, riserva delle cartelle per memorizzare le
elaborazioni eﬀettuate.
Quando il programma client viene avviato, l’utente ha a disposizione due opzioni:
1. selezionare nel ﬁle system locale, un set di una o più immagini retiniche da elaborare:
questa scelta necessita la collaborazione del server, poiché l’elaborazione delle immagini
viene fatta sul server. Il procedimento di questa operazione si può dividere in quattro parti
fondamentali:
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(a) acquisizione immagini retiniche, in questa fase vengono selezionate le immagini
retiniche presenti nel computer dell’utente;
(b) preelaborazione delle immagini, le immagini selezionate vengono preparate per
il trasferimento, e vengono ottimizzate per consentire un’eﬃcace elaborazione dell’im-
magine;
(c) connessione e trasferimento, questo passo prevede il collegamento del client con
il server per il trasferimento del ﬁle preelaborato;
(d) elaborazione, il server procede con l’elaborazione dell’immagine e al termine invia
il risultato al client che ha richiesto il servizio.
2. selezionare immagini già analizzate in precedenza (i cui risultati di tracking sono presen-
ti localmente) e lanciare l’applicazione per la correzione manuale del tracking client-side:
questa opzione viene completamente eseguita sul client e non c’è bisogno di eﬀettuare una
richiesta al server. In questo caso il client dispone di un eseguibile installato nel ﬁle system
locale che permette all’utente di visualizzare e di correggere le immagini retiniche prece-
dentemente elaborate dal server, attraverso un’interfaccia graﬁca sviluppata in linguaggio
matlab.
Vengono di seguito descritte le parti fondamentali che compongono la procedura di elaborazione.
4.2 Acquisizione immagini retiniche
L’acquisizione delle immagini avviene mediante un’interfaccia graﬁca per la navigazione nel ﬁle
system locale fornita da Java: il JFileChooser, tale modulo, visualizza una ﬁnestra di dialogo
per selezionare i ﬁle.
Per aprire una ﬁnestra di dialogo si crea un oggetto JFileChooser attraverso la chiamata del
costruttore:
JFileChooser j f c = new JFileChooser () ;
Poiché l’utente deve selezionare solo immagini, è necessario impostare alcuni parametri che
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// f i l t r o per permettere la selezione di più f i l e
j f c . setMultiSelectionEnabled ( true ) ;
// visualizzazione della f i n e s t r a j f c
j f c . addChoosableFileFilter (new FileNameExtensionFilter ("immagini" , "png" , " g i f " , "
jpg" , "jpeg" , " t i f " , " t i f f ") ) ;
int returnVal = j f c . showDialog ( null , " Seleziona ") ;
Immagine del modulo JFileChooser visualizzato dall’utente.
L’utente può quindi navigare all’interno del proprio ﬁle system e cercare i ﬁle attraverso il
modulo graﬁco che compare.
Dopo aver selezionato le immagini, l’oggetto JFileChooser, restituisce un vettore di oggetti
di tipo File:
File [ ] f i l e = j f c . getSelectedFiles () ;
Il vettore ottenuto contiene i ﬁle di tutte le immagini da preelaborare. Il programma del
client ora è in grado di procedere con la preelaborazione delle immagini selezionate.CAPITOLO 4. PROGETTO DELLE CLASSI 31
4.3 Preelaborazione delle immagini
Prima di inviare al server le informazioni per l’elaborazione è utile preparare ogni ﬁle. Si conse-
gue così, per ogni immagine acquisita, un processo di uniformazione dell’illuminazione sia inter
che intra immagine ed un eventuale rescaling per ridurre le dimensioni richieste dal modulo di
tracking. In questo modo vengono trasferiti al server solo i dati necessari per eseguire il tracking
automatico dei vasi.
Per eﬀettuare questa operazione si avvia un eseguibile che crea una nuova immagine man-
tenendo inalterata l’originale. Per poter avviare correttamente il ﬁle eseguibile, è necessario
speciﬁcare il percorso del ﬁle 1 da esaminare per permettere all’eseguibile di trovare l’immagine
su cui eﬀettuare le operazioni previste. Esiste un metodo della classe File, getAbsolutePath(),
che fornisce il path del ﬁle considerato. Dal momento che in fase d’acquisizione si è ottenuto un
vettore di oggetti di tipo File, è possibile quindi ottenere tutti i percorsi delle rispettive immagini
selezionate per mezzo del metodo getAbsolutePath() e memorizzarli in un vettore di stringhe:
String [ ] pathImmagini = new String [ f i l e . length ] ;
for ( int i = 0; i < f i l e . length ; i ++){
pathImmagini [ i ] = f i l e [ i ] . getAbsolutePath () ;
}
1Il percorso o path di un ﬁle, è il nome che contiene in forma esplicita le informazioni sulla posizione del ﬁle
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La preelaborazione dell’immagine prevede un processo di uniformazione dell’ illuminazione sia
inter che intra immagine.
Dopo questo passaggio preliminare per ottenere i path di ogni singola immagine, viene lanciato
l’eseguibile passando come parametro d’ingresso il percorso del ﬁle da preelaborare. Al termine
della preelaborazione si ottiene un nuovo ﬁle, con le caratteristiche richieste per il trasferimento e
l’elaborazione, in una cartella speciﬁca. Tale cartella creata in fase d’installazione del programma
del client, conserva tutti i ﬁle preelaborati in quel computer.
Le immagini preelaborate vengono salvate in una cartella predeﬁnita per i ﬁle preelaborati da
inviare al server.
Il client ora procede con la connessione al server.
4.4 Connessione e trasferimento
Client e server instaurano una connessione che consiste di due ﬂussi di dati, uno per l’input ed
uno per l’output. Le API invocate, dal client e dal server, per instaurare una connessione, sono
diverse e quindi esistono classi di libreria Java diverse. Per la comunicazione si usano i socket
perché oﬀrono elevata aﬃdabilità, e ﬂessibilità idonea per l’architettura che si vuole realizzare.
Dal lato client vi è un processo che vuole instaurare una connessione per inviare e ricevere dati,
mentre dal lato server vi è un processo che attende una richiesta di connessione. La classe JavaCAPITOLO 4. PROGETTO DELLE CLASSI 33
usata dal client è Socket, invece la classe Java che usa il server è ServerSocket. La connessione è
individuata da quattro elementi: indirizzo IP del client, del server e la porta del client e del server.
Quando la connessione è stabilita il client e il server si devono preparare per la comunicazione.
L’astrazione di base per le comunicazioni in Java è lo stream, ovvero il ﬂusso. Le due classi
di base per la gestione dell’I/O, input e output dei dati, sono InputStream ed OutputStream,
contenute nel pacchetto java.io, che rappresentano, rispettivamente, un ﬂusso di dati in ingresso
ed uno in uscita. Gli stream oﬀrono un’interfaccia di comunicazione indipendente dal canale di
comunicazione stesso. Tramite gli stream si realizzano in Java la scrittura e la lettura in modo
sequenziale (il dato di base gestito dagli stream è il byte).
4.4.1 Lato client
Il client invoca il costruttore della classe Socket, per creare la socket, speciﬁcando l’indirizzo
e la porta dove risiede il processo server. L’istanziazione della socket, e quindi la chiamata al
costruttore, instaura la connessione con il server, a patto che il server sia già in esecuzione e
pronto per ricevere questa connessione (l’indirizzo IP del server è svrat.dei.unipd.it, mentre la
porta utilizzata per il client è 2012) :
Socket socket = new Socket ( svrat . dei . unipd . it , 2012) ;
Se la creazione della stream socket ha successo, viene prodotta una connessione bidirezionale
tra i due processi. L’apertura del socket è implicita con la chiamata del costruttore. La chiusura
deve essere chiamata esplicitamente, ed è necessaria per non impegnare troppe risorse di sistema,
ovvero connessioni. Il numero di connessioni che un processo può aprire è limitato, pertanto
conviene mantenere aperte solo le connessioni necessarie. Il metodo della classe Socket per
chiudere la connessione e disconnettere il client dal server è close().
Dopo la connessione, il client crea uno stream di input, tramite il metodo getInputStream(),
con cui può ricevere i dati dal server.
InputStreamReader i s r = new InputStreamReader ( socket . getInputStream () ) ;
La classe InputStreamReader converte un ﬂusso di byte in un ﬂusso di caratteri. Per migliorare
l’eﬃcienza, creiamo un buﬀer che consente di leggere un gruppo di caratteri:
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in questo passaggio applichiamo allo stream del socket i ﬁltri InputStreamReader e BuﬀeredRea-
der.
Per leggere una linea dallo stream di input della socket si utilizza il metodo della classe
BuﬀeredReader, readLine():
String stringa = in . readLine () ;
che restituisce la stringa inviata dal server.
Il client crea anche uno stream di output con cui invierà i dati al server in modo analogo allo
stream di input.
OutputStreamWriter osw = new OutputStreamWriter ( socket . getOutputStream () ) ;
BufferedWriter bw = new BufferedWriter (osw) ;
PrintWriter out = new PrintWriter (bw, true ) ;
Per inviare una stringa s sullo stream di output, si adotta il metodo println() della classe
OutputStreamWriter:
out . println ( stringa ) ;
Quando la connessione non è più necessaria è bene che il client liberi la risorsa “connessione”.
Per fare ciò, chiude la socket con :
out . close () ;
in . close () ;
socket . close () ;
4.4.2 Lato server
Dal lato server, bisogna creare una istanza della classe ServerSocket, in cui la chiamata del
costruttore richiede come parametro d’ingresso il numero della porta su cui il server deve rimanere
in ascolto, nel nostro caso la porta utilizzata per il server è 2012 :
ServerSocket serverSocket = new ServerSocket (2012) ;
successivamente si mette il server in attesa di una connessione per mezzo di:
Socket clientSocket = serverSocket . accept () ;
La chiamata ad accept(), della classe ServerSocket, blocca il server ﬁno a quando un client
non instaura una connessione. Il metodo accept() restituisce un oggetto di tipo Socket, questo
permette al server di usare gli stream che il client ha stabilito, attraverso il metodo:CAPITOLO 4. PROGETTO DELLE CLASSI 35
clientSocket . getInputStream () ;
Il server crea gli stream di input e di output per poter poi ricevere e trasmettere dati. Allo
stream di input del client corrisponderà lo stream di output del server e viceversa. Una volta
instaurata una connessione, la trasmissione dei dati avviene con gli stessi metodi sia nel client
che nel server:
InputStreamReader i s r = new InputStreamReader ( c l i e n t . getInputStream () ) ;
BufferedReader in = new BufferedReader ( i s r ) ;
4.4.3 Identiﬁcazione
A questo punto client e server sono in grado di comunicare tra loro. Successivamente alla crea-
zione degli stream, il client si identiﬁca inviando al server le informazioni dell’utente che utilizza
l’applicazione. In questo modo il server è in grado di gestire correttamente l’archiviazione dei dati.
In caso d’identiﬁcazione fallita, il server disconnette la connessione con conseguente terminazione
della procedura di elaborazione del ﬁle.
4.4.4 Trasferimento delle immagini
Dopo aver stabilito la connessione e creato gli stream di input e di output necessari per la
comunicazione, il client e il server sono pronti per il trasferimento dei ﬁle.
Per poter inviare i ﬁle delle immagini preelaborate, il programma client tiene in memoria i
percorsi di ogni immagine preelaborata in quella sessione. Attraverso il path di ciascuna im-
magine viene creato un nuovo oggetto di tipo File, per poter poi leggere ogni singolo byte che
compone quel ﬁle.
File f i l e = new File ( pathFile ) ;
In questo modo si crea un vettore contenente tanti byte tanto quanto è lungo il ﬁle
byte [ ] mybytearray = new byte [( int ) f i l e . length () ] ;
ilvettore viene, quindi, subito scritto sullo stream di output :
BufferedInputStream bis = new BufferedInputStream (new FileInputStream ( f i l e ) ) ;
bis . read ( mybytearray ,0 , mybytearray . length ) ;
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// s c r i t t u r a del f i l e sullo stream di output
os . write ( mybytearray ,0 , mybytearray . length ) ;
A questo punto si passa al programma del server, il quale prima di riceve la catena di byte
inviati dal client, prepara un vettore di zeri di tipo byte di dimensione ﬁssa.
byte [ ] mybytearray = new byte [15 000 000];
Dopo aver creato il vettore, il programma del server è pronto per la lettura dei byte dallo
stream d’ingresso:
InputStream i s = clientSocket . getInputStream () ;
int bytesRead = i s . read ( mybytearray ,0 , mybytearray . length ) ;
int current = bytesRead ;
do{
bytesRead = i s . read ( mybytearray , current , ( mybytearray . length  current ) ) ;
i f ( bytesRead >= 0){
current += bytesRead ;
}
}while ( bytesRead >  1) ;
Ora il server procede con la conversione del vettore di tipo byte in un ﬁle vero e proprio.
Durante questa fase, il ﬁle viene scritto in una cartella dedicata al quel speciﬁco client in modo
da tenere in modo ordinato le immagini retiniche dei vari client. Il metodo che procede con la
scrittura del ﬁle è write() della classe BuﬀeredOutputStream. Quando viene creato l’oggetto di
tipo BuﬀeredOutputStream, attraverso la chiamata del costruttore, è importante speciﬁcare il
percorso assoluto dove salvare il ﬁle.
BufferedOutputStream bos = new BufferedOutputStream (new FileOutputStream ("
path_nuovo_file") ) ;
bos . write ( mybytearray , 0 , current ) ;
4.5 Elaborazione
Quando il ﬁle preelaborato arriva a destinazione, il server procede con l’elaborazione dell’immagi-
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quale richiede il percorso del ﬁle da esaminare. Come per il client, la procedura dell’avvio dell’e-
seguibile richiede il path del ﬁle da elaborare, a questo scopo assolve il metodo getAbsolutePath(),
della classe File di Java.
Il risultato ottenuto viene archiviato in formato “.mat” (matlab) in una cartella speciﬁca del
client che ha richiesto il servizio.
Ogni volta che il server deve eseguire un’elaborazione, tiene memoria di tutti i preelaborati
e di tutti i risultati in cartelle dedicate per ogni client. È importante quindi che l’operazione
d’identiﬁcazione del client vada a buon ﬁne per garantire la corretta archiviazione dei dati.
Il programma del server al termine dell’elaborazione recupera il ﬁle risultato e lo spedisce al
client, in modo del tutto analogo al trasferimento del ﬁle preelaborato, che provvederà a salvare
il ﬁle ricevuto in una cartella apposita per i risultati. In questo modo i risultati sono sempre
disponibili anche sul client, senza dover ripetere l’operazione elaborazione.
4.6 Gestione di più client
Poiché si vuole che il server sia in grado di gestire più richieste contemporaneamente, la solu-
zione per un server multiclient si trova nell’uso dei thread. In un sistema basato sui thread esiste
la possibilità dal lato server di associare un thread a ciascun client che richiede la connessione.
Per realizzare un server multithreading, è utile dividere l’applicazione in due classi: Ser-
ver.java e ServerProtocol.java. La logica è la seguente: un’applicazione in esecuzione in un
thread sta costantemente in ascolto su di una porta di ogni nuova richiesta di connessione da
parte del client, nel momento in cui vi è una richiesta, questa crea un nuovo thread a cui af-
ﬁda la comunicazione con il client, e ritorna prontamente all’ascolto di una nuova richiesta di
connessione.
Quando un server accetta una connessione esso può generare un nuovo thread per servire
la richiesta, mentre il thread originale continua a stare in attesa (su serverSocket.accept()) di
connessioni da altri client.
Questa soluzione permette di non perdere richieste di connessioni e di servire più client che
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Rappresentazione della gestione dei client: il “thread originale” rimane sempre in ascolto,
quando accetta la connessione di un nuovo client, crea un nuovo thread, lasciando a
quest’ultimo il compito di gestire il servizio.
Quando Server.java riceve una richiesta di connessione, l’accetta e crea un nuovo thread in
cui va in esecuzione la classe ServerProtocol.java che è la vera responsabile della comunicazio-
ne client/server, quindi ServerProtocol.java riceverà da Server.java i parametri necessari per
la comunicazione con il client, in particolare il socket restituito dalla connessione accettata, e
procederà con la trasmissione dei dati con il client a cui è stato assegnato.
In questo modo un server è in grado di rispondere a più richieste contemporaneamente.Capitolo 5
Conclusioni
Al termine dello sviluppo dell’interfaccia per un’applicazione Web si può aﬀermare che gli obbiet-
tivi preﬁssati sono stati raggiunti. Un’applicazione di questo tipo oﬀre notevoli vantaggi rispetto
ad una applicazione stand alone che compie le stesse operazioni.
Per rispondere alla necessità di rendere più facile la diagnosi e di separarla dalla fase di ac-
quisizione delle immagini, si è scelto di fornire i due servizi in modo separato con due opzioni
distinte: una per l’acquisizione ed elaborazione, e una per la visualizzazione. L’utilità di scindere
queste due fasi permette di eﬀettuare le due operazioni in luoghi diﬀerenti attraverso l’applica-
zione Web, poiché i ﬁle elaborati vengono archiviati nel server. Questo tipo d’approccio consente
ad un utente, di accedere ai ﬁle precedentemente elaborati da postazioni diverse, sebbene la fase
di acquisizione fosse stata eseguita da un’altra parte.
La scelta del linguaggio di programmazione Java è stata fondamentale per ottenere un’applica-
zione portabile attraverso più piattaforme, infatti, la connessione tra client e server è supportata
da sistemi operativi diﬀerenti. In questo modo si rende disponibile il servizio a un numero elevato
di persone.
Per rendere più eﬃciente il trasferimento dei dati si è optato per un’architettura client/server
di tipo application distribution. Sebbene la logica dell’applicazione sia distribuita da entrambe le
parti, l’aggiornamento del software, per quanto riguarda l’elaborazione principale, è fatta solo sul
lato server. In questo modo si oﬀre uno strumento per la diagnosi della retinopatia ipertensiva su
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immagini retiniche sempre aggiornato senza dover distribuire ogni volta nuove versioni. Inoltre,
oltre a tener aggiornato il programma in modo veloce si da la possibilità di oﬀrire nuovi servizi.Bibliograﬁa
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