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ABSTRACT
PARAMETRICALLY EXCITED TRANSVERSE PLANE INSTABILITIES ON
HIGH SPEED PLANING HULLS
by
Oscar Dar´ıo Tasco´n Mun˜oz
Co-Chair: Armin W. Troesch
Co-Chair: Kevin J. Maki
Planing hulls sometimes exhibit dynamic instabilities, endangering the safety of pas-
sengers and crew. Most of the efforts in understanding these phenomena have concen-
trated in the vertical plane (e.g., porpoising). Little has been done in the horizontal
plane, where the emphasis has been placed in the understanding of progressive heel-
ing. The physics and conditions under which planing hulls will develop oscillatory roll
instabilities (e.g., chine walking) are still not well understood and therefore there are
not accepted guidelines to prevent them. Consistent with this need of understand-
ing, in this research a method for investigating the conditions under which high-speed
planing hulls can exhibit large oscillatory roll motions parametrically excited by small
heave and pitch motions is proposed.
xxii
A one-way coupling between heave-pitch and roll is assumed, and the roll equation of
motion is written as a Hill’s equation with third order non-linearities. The stability
boundaries in the Ince-Strutt diagram are obtained, the influence of the different terms
in the roll equation of motion on these boundaries is discussed, and conditions to be
satisfied in order to avoid large amplitude periodic roll motions in the vicinity of the
principal parametric resonance are derived. In order to reduce the coefficients for the
roll equation of motion, the generalized forces and moments acting on a planing hull in
asymmetric conditions are obtained by the 2D+t approach. The 2D+t solution cannot
capture some 3-D effects such as the flow separation from the transom; therefore, an
empirical correction is suggested to take this effect into consideration. Non-linear
models are proposed for roll added mass and roll damping, based on Fourier analysis
of the roll moment time series. It is shown that the presence of a third order harmonic
of different sign than the first order harmonic in the out-of-phase component reduces
the linear roll damping, increasing the probability of parametric roll.
Lastly, two of the conditions tested by Professor Judge at the United States Naval
Academy (USNA) are used as case studies. The results show that high-speed planing
hulls running at low mean wetted length and low trim are more prone to develop
parametric roll than planing hulls running at high mean wetted length and high trim.
This is consistent with what is observed in the field where lightly loaded high-speed
planing hulls sometimes exhibit “chine-walking”.
xxiii
CHAPTER 1
Introduction
1.1 Background
Planing hulls due to their characteristics have been built for varied applications in-
cluding recreation, racing, defense, police, search and rescue, among others. Un-
fortunately, sometimes they exhibit dynamic instabilities, endangering the safety of
passengers and crew. Those instabilities have been reported (Cohen and Blount,
1986) in both the vertical and the horizontal plane and they include: rapid loss of
running trim, progressive heeling (or non-oscillatory roll), porpoising, chine walking,
broaching, and sudden combined roll-yaw motion. Most of the efforts in understand-
ing these phenomena have concentrated in the vertical plane (e.g., porpoising) where
Martin (1978), Troesch and Falzarano (1993), and Katayama (2002), among others,
have shown that the onset of the heave and pitch instability can be predicted by
linear theory, (i.e., by knowing the linear hydrodynamic added mass, damping and
stiffness coefficients). However, little has been done in the horizontal plane, where
most of the efforts have concentrated in the understanding of progressive heeling
since it is found in a larger class of vessels (Blount and Codega, 1992). Blount and
Codega (1992) proposed a series of tests in order to identify vessels prone to develop
progressive heeling and provided design guidelines to avoid this type of instability.
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These tests have been adopted in the International Code of Safety for High Speed
Craft (IMO 2000 HSC Code) (IMO, 2008). However, in the same paper Blount and
Codega (1992), referring to the dynamic instabilities that can be found in planing
hulls, stated “The problem is not well understood and accepted guidelines do not exist
which will ensure adequate dynamic stability”. Regarding the roll oscillatory instabil-
ity (chine walking), this is still the case (Judge, 2014a). Therefore, there is a need to
better understand the physics and conditions under which planing hulls will develop
oscillatory roll instabilities.
1.2 Literature Review
The research carried out with the objective of understanding the dynamics of plan-
ing hulls can be traced down to universities and research centers. Therefore, this
literature review has been organized by institutions. This review concentrates on the
investigations carried out with the purpose of understanding dynamic instabilities in
the horizontal plane.
1.2.1 University of Michigan
Fundamental studies have been conducted in the Department of Naval Architecture
and Marine Engineering at the University of Michigan, Ann Arbor, on high speed
planing technology. One of the objectives of those efforts was the development of a
methodology for the prediction of hydrodynamic loads acting on planing hulls. The
development of symmetric and asymmetric impact theories between 1992 and 2000
is clearly aligned with this objective due to the similar features between the impact
flow and the cross sectional behavior of high speed planing. The symmetric impact
theory of Vorus (1996) was extended by Savander et al. (2002) to the solution of
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the problem of a general hull form in steady-planing, via a slender-body (or 2D+t)
transformation. The asymmetric impact theories of Xu et al. (1998) and Judge et al.
(1999) provided the foundation for the development of an asymmetric steady planning
theory, via slender body theory (SBT). Piro and Maki (2011, 2012, 2013) provided the
tools for the evaluation of planing hulls of general shape running with negative pitch
angles, or large amplitude heave/pitch motions, since in the SBT transformation
they will appear as 2D sections exiting the water. On the experimental side, two
apparatuses were designed and constructed in order to carry out single degree of
freedom decrement tests in roll, yaw or sway (Connors, 2001). Arguin Jr. and Troesch
(2001); Arguin Jr. et al. (2001) proposed a methodology for the reduction of the
hydrodynamic coefficients from those tests. A fully prismatic 20 degrees deadrise
model was tested at one trim angle, one load coefficient, and four speeds. All these
studies aimed at the simulation of the maneuvering characteristics of planing hulls,
and the study of their transverse dynamic stability.
1.2.2 United States Naval Academy (USNA)
Extensive experimental work has been recently conducted in the Department of Naval
Architecture and Ocean Engineering at the United States Naval Academy (USNA),
Annapolis, on high-speed boats. The ultimate objective of this effort is a better
understanding of the dynamics and hydrodynamics of the instabilities exhibited by
planing boats. Therefore, the work has concentrated in obtaining information of the
generalized forces acting on scaled planing boats as a function of loading coefficient,
speed coefficient, roll amplitude and frequency when in steady state condition and
when being forced in pure oscillatory motion. The results of these tests in steady
condition have been reported in Judge (2012, 2013). Those corresponding to pure
roll have been reported in Judge (2010, 2012); Judge and Judge (2013) and those
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corresponding to pure oscillatory motion in heave (but with static roll) have been
reported in Judge (2014a). The dependency of the linear added mass and linear
damping coefficients on amplitude, frequency and speed was discussed in Judge and
Judge (2013). Judge (2014a) showed the dependency of the linear heave added mass
on roll displacement for large values of heel. Based on this information, Judge (2014b)
derived empirical expressions for the computation of the lift and the roll moment on
a heeled planing hull.
1.2.3 Osaka Prefecture University
Probably the most extensive experimental investigation into the instabilities of plan-
ing hulls has been conducted at Osaka Prefecture University. This effort started in
1994 with the construction of a high speed towing mechanism for the model basin. The
experiments carried out addressed comprehensively the performance of high speed
vessels including resistance, propulsion, seakeeping, maneuverability and dynamic
instabilities in both the vertical and the horizontal plane. Katayama et al. (2010)
presented a summary of the two-decades effort and highlighted the methods devel-
oped to estimate the onset of dynamic instabilities typical of planing hulls. Only those
relevant to the study of transverse stability are summarized here. Tests were carried
out on fully captive models towed at constant speed and different sinkage and orien-
tation in order to obtain generalized forces and moments acting on planing hulls in
steady asymmetric condition (Ikeda et al., 2000). Katayama and Ikeda (1996) carried
out numerical simulations using a data base of hydrodynamic forces and moments in
three degrees of freedom (heave-roll-pitch) and suggested that unstable roll could be
induced by pitch, when its frequency is twice the roll natural frequency (a paramet-
ric excitation). It is important to mention that for these simulations the linear roll
damping was obtained by Ikeda’s method in its original form (a summary of Ikeda’s
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method for roll damping prediction is presented in Himeno (1981)). Forced roll oscil-
lations tests showed that Ikeda’s method under-predicted the linear roll damping and
therefore a new “vertical lift component” was added to the original formulation. The
rationale and derivation of this component was presented in Ikeda et al. (1998); Ikeda
and Katayama (2000). Forced pure sway and pure yaw oscillatory motions showed
that high amplitude roll motions can be excited by these modes when their frequency
is close to the roll natural frequency. They also showed that high amplitude roll
oscillatory motions can induce heave and pitch motions of twice the roll frequency
(Katayama and Okumura, 2000). The effect of the wetted surface in the roll restoring
moment was investigated in Katayama and Ikeda (2007) and an explanation was pro-
vided for progressive heeling. Katayama (2002) presented a summary of the methods
developed to assess progressive heeling, bow diving, porpoising and transverse por-
poising (chine-walking). In this paper, experimental and numerical time series are
presented for a boat with a drift angle of 30 degrees oscillating in heave, roll and pitch
(where the equilibrium roll angle is approximately 30 degrees and the roll amplitude
is approximately 5 degrees).
1.2.4 Stevens Institute of Technology
An experimental investigation on captive models of idealized patrol boats was carried
out in the Davidson Laboratory at Stevens Institute of Technology. The objective
of this research was to obtain basic hydrodynamic information to be used in the
investigation of maneuverability and dynamic stability of planing hulls. The results
of the tests of three models in steady asymmetric conditions run at three different
speeds were reported in Brown and Klosinski (1994a,b). The results of roll decrement
tests on the same three models were reported in Brown and Klosinski (1995b,a).
From these, empirical expressions for the linear added mass and damping of planing
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hulls were derived. This information was used to develop a four degrees of freedom
(surge-sway-roll-yaw) mathematical model based on hydrodynamics derivatives for
the prediction of the maneuverability of planing hulls (Lewandowski, 1994) and to
evaluate the transverse dynamic stability of planing hulls via linear stability analysis
(Lewandowski, 1997). Also, Lewandowski (1996) derived semi-empirical expressions,
based on the early work of Brown (1971), for the linear roll stiffness coefficient in order
to evaluate the dynamic roll stability of planing hulls via linear stability analysis.
1.2.5 Delft University of Technology
An extensive experimental investigation was conducted at the Ship Hydromechanics
Laboratory at TU Delft between 1995 and 1998. The objective of this effort was the
development of a six degrees of freedom planing hull maneuvering simulator based on
experimentally-obtained hydrodynamic derivatives. The models were initially tested
in asymmetric steady planing conditions and the generalized forces and moments
were measured in all six degrees of freedom (Toxopeus, 1996). Toxopeus et al. (1997)
formulated a mathematical model that was used to investigate the dynamic stability
of planing hulls and highlighted the importance of the pitch and roll damping. Plante
(1998) carried out forced oscillations in sway and yaw and presented a refinement of
Toxopeus model in Plante et al. (1998).
1.2.6 Amirkabir University of Technology
The efforts in the Department of Marine Engineering at Amirkabir University of
Technology have been concentrated in the development of a six degrees of freedom
simulator based on slender body theory, that can be understood as an extension of
Zarnick (1978) model. Approximate solutions to the water impact of 2-D wedges in
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three degrees of freedom, based on high frequency added mass, have been used as
a basis for obtaining the generalized forces and moments acting on a planing hull.
Results in both asymmetric steady planing (heel and sway) and asymmetric unsteady
planing (pure roll and heave-roll-pitch) have been presented. Ghadimi et al. (2016b)
simulated a boat in asymmetric planing conditions (heel and drift). Tavakoli et al.
(2015) simulated a boat running with heel and being forced in roll, and computed
time independent and time dependent linear roll coefficients as a function of some
design parameters. Ghadimi et al. (2015, 2016a) simulated the motions in three
degrees of freedom (heave-roll-pitch) of a planing hull at constant speed in waves,
and preliminarily concluded that larger heave/pitch motions are obtained when the
vessel is free to roll.
1.2.7 University of Naples “Federico II”
A theoretical and experimental study on the transverse stability of planing hulls
was carried out in the Department of Naval Engineering at the University of Naples
Federico II (Milanesi, 2002). Both steady state and oscillatory instabilities were
treated in the study; however, the explanation to the oscillatory ones is given in
terms of the change in pressure distribution when the boat is in asymmetric steady
planing condition, as in Mu¨ller-Graf (1997). The experimental part of the study
consisted of a series of tests on two fully prismatic models with deadrise angles of
10 and 30 degrees. The partly captive models (restrained in sway and yaw) were
run down the tank at different speeds and forced in pure roll via the application of
a harmonic moment. The results were fitted to a single degree of freedom linear roll
equation of motion and conclusions were made with regards to the dependence of
the coefficients (Linear added mass, damping and stiffness) on frequency and speed
Balsamo et al. (2001, 2002).
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1.2.8 University of Genoa
Studies in the Department of Naval Engineering at the University of Genoa have been
conducted in particular connection with the application of the ISO Standard (ISO,
2015) on the stability assessment on small crafts (Ferrando et al., 2009; Ruscelli et al.,
2012). Ruscelli et al. (2012) developed a methodology based on Lewandowski’s for-
mulation (Lewandowski, 1996, 1997, 2004) to assess the transverse dynamic stability
of hard-chine planing hulls at the preliminary design stage. Ruscelli et al. (2012)
validated the results with the experiments of Wellicome and Campbell (1984) and
compared them with the criteria proposed by ISO (2015), obtaining in both cases
satisfactory results. However, Ruscelli et al. (2012) admitted to the limitations of a
methodology based on empirical formulations and linear theory. Ruscelli et al. (2012)
highlighted the need for model and full scale experiments with the aim to develop
more advanced methodologies and provide designers with reliable tools to assess the
transverse dynamic stability of planing hulls. In fact, Ruscelli et al. (2012) suggested
that “a possible way of overcoming the limitations of the present methodologies can
be found in a non-linear analysis of dynamic stability”.
1.3 Research Objectives and Overview
The main objective of this research is to develop a method to investigate the conditions
under which planing hulls can exhibit large oscillatory roll motions excited by small
heave and pitch motions using non-linear stability analysis. To this end, this thesis
is organized as follows:
In Chapter 2, the nonlinear coupled equations of motion for heave, roll and pitch
are derived assuming that the hydrodynamic forces and moments can be written as
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analytical functions of position, velocity and acceleration. By assuming an ordering in
the coefficients, a single-degree-of-freedom reduced order model capable of describing
the dynamics of the heave-roll-pitch system is derived, allowing the roll equation of
motion to be written as a non-linear Hill’s equation.
In Chapter 3, the time dependent and time independent forces and moments required
to obtain the hydrodynamic coefficients in the equations of motion are computed by
the 2D+t approach. The 2-D problems are solved with the commercial RANSE code
Star-CCM+ R© and the results are compared with results obtained by other numerical
methods available in the open literature. The numerical solutions obtained for the 2-
D water entry problem are transformed, via the 2D+t approach, to obtain the forces
and moments acting on constant deadrise planing hulls in steady state condition
and in oscillatory roll motion. The results are validated by comparing them with
experimental results available in the open literature.
In Chapter 4, the time dependent and time independent coefficients for the roll equa-
tion of motion are obtained via regression analysis of the time series of the forces and
moments obtained experimentally and by the 2D+t approach.
In Chapter 5, the solution to the non-linear Hill’s equation, representing the one-way
coupling between heave-pitch and roll, is approximated by the Method of Multiple
Scales in order to investigate the existence of periodic motions (limit cycles) and their
stability.
In Chapter 6, the first order approximation to the non-linear Hill’s equation is used to
investigate conditions that could lead to unstable roll motions parametrically excited
by harmonic pitch and heave motions using a 20 degrees constant deadrise planing hull
as case study. The investigation is carried out in two stages; first, a region of interest
in the design parameter space is identified by using stiffness coefficients obtained
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by the 2D+t approach, together with linear added mass and damping coefficients
derived from semi-empirical formulae available in the open literature; and second, a
particular configuration inside the region of interest, for which experimental results
are available, is investigated using linear and nonlinear added mass and damping
coefficients obtained experimentally and by the 2D+t approach.
In Chapter 7 the work carried out is summarized, the main contributions are high-
lighted and recommendations for future work are suggested.
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CHAPTER 2
Equations of Motion
2.1 Chapter Overview
The fully non-linear equations of motion of a floating rigid body have already been
derived in several references; in this work, the notation in Fossen (1994) is used.
Starting with the six-degrees-of-freedom equations of motion and introducing several
assumptions, a single-degree-of-freedom reduced order model capable of describing the
dynamics of the heave-roll-pitch system in the vicinity of a 2:1 parametric resonance
is obtained.
2.2 Kinematics
Four reference frames are used to describe the geometry and the motions of the vessel
in six-degrees-of-freedom. The geometry of the vessel and in particular the position
of the center of gravity are described in a Geometric Frame fixed to the hull and
oriented forward-starboard-up; the origin of this reference frame coincides with the
intersection of the keel and the transom. The Body-fixed Frame is oriented such
that the x-axis is parallel to the keel and points towards the bow, the y-axis points
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towards port and the z-axis points up; its origin is located at the center of gravity.
The Hydrodynamic Frame is not fixed to the hull but moves at the constant forward
speed of the vessel; its origin coincides with the center of gravity. The position and
orientation of the vessel are described with respect to an Earth-fixed Frame with
origin on the undisturbed free water surface. This frame is assumed to be inertial
since even for high-speed marine vehicles the accelerations of a point on the Earth
surface can be neglected.
The equations of motion are written in the body-fixed frame described above, and
correspond to variational equations, i.e., the motions in the coordinates correspond to
perturbations from the steady state equilibrium. Also, the vessel is assumed to have
port-starboard symmetry, and the axes of the body-fixed frame are assumed to be
principal axes of inertia. With these assumptions the general six-degrees-of-freedom
rigid-body equations of motion take the following form:
m (ut − vr + wq) =X (2.1)
m (vt − wp+ ur) =Y
m (wt − uq + vp) =Z
Ixpt + (Iz − Iy) qr =K
Iyqt + (Ix − Iz) rp =M
Izrt + (Iy − Ix) pq =N
where m is the mass of the vessel, (Ix, Iy, Iz) are the moments of inertia in the
body-fixed frame. The components (u, v, w, p, q, r) correspond to the surge, sway,
heave, roll, pitch and yaw velocities in the body-fixed frame (i.e., the velocities of
the body-fixed frame relative to the Earth-fixed frame but written in the body-fixed
frame), and the t subscript denotes differentiation with respect to time. The compo-
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nents (X, Y, Z) correspond to the surge, sway and heave forces; and the components
(K,M,N) correspond to roll, pitch and yaw moments, all of them defined in the
body-fixed frame.
The right hand side of the equations of motion corresponds to the external forces
including the generalized hydrodynamic forces, the forces generated by the propulsion
system and the control surfaces, all of them described in the body-fixed reference
frame. In this work, following Troesch and Falzarano (1993), only the radiation
forces are taken into consideration. They are incorporated in the form of frequency
independent added mass and damping under the assumption of high Froude number;
i.e., gravity effects are dominated by inertial effects and therefore memory effects are
of high order.
The interest lies in the heave-roll-pitch system; therefore, the vessel is assumed to be
constrained in the lateral direction (sway) with no rotation around the vertical axis
(yaw), so v and r are set equal to zero (v = 0, r = 0). Furthermore, it is assumed
that the boat moves with constant forward velocity and the perturbations in the
surge direction are negligible (i.e., u = 0). With these assumptions the six-degrees-
of-freedom equations of motion reduce to:
mwt = Z (2.2)
Ixpt = K
Iyqt = M
Coordinates are transformed to quasi-coordinates by using the relationship between
the vector of rates of change of the Euler angles [φt, θt, ψt ] and the vector of angular
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velocities in the body-fixed coordinate system [ p, q, r ]:
p = φt − ψt sin θ (2.3)
q = θt cosφ+ ψt cos θ sinφ
r = −θt sinφ+ ψt cos θ cosφ
where the components (φ, θ, ψ) correspond to the roll, pitch and yaw angles respec-
tively.
Setting r = 0 in Eq. (2.3) yields the following relationships and approximations for
small angles up to third order:
ψt =
tanφ
cos θ
θt ≈ φ θt (2.4)
p = φt − tan θ tanφ θt ≈ φt − φθθt
q =
1
cosφ
θt ≈
(
1 +
φ2
2
)
θt
2.3 Non-dimensionalization
The heave displacement is non-dimensionalized with the beam of the boat (B), the
heave force with ρgB3 and the pitch moment with ρgB4:
z¯ =
z
B
φ¯ = φ θ¯ = θ (2.5)
Z¯ =
Z
ρgB3
K¯ =
K
ρgB4
M¯ =
M
ρgB4
(2.6)
and the time is scaled with
√
(g/B)
t¯ =
√
g
B
t (.)t¯ =
√
B
g
(.)t (.)t¯t¯ =
B
g
(.)tt (2.7)
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so the time derivatives of the quasi-coordinates (z, φ, θ) scale as follows:
z¯t¯ =
√
B
g
zt
B
=
zt√
Bg
z¯t¯t¯ =
B
g
ztt
B
=
ztt
g
(2.8)
φ¯t¯ = φt¯ =
√
B
g
φt φ¯t¯t¯ = φt¯t¯ =
B
g
φtt (2.9)
θ¯t¯ = θt¯ =
√
B
g
θt θ¯t¯t¯ = θt¯t¯ =
B
g
θtt (2.10)
The heave-roll-pitch non-dimensional system is written in quasi-coordinates as fol-
lows:
C∆z¯t¯t¯ =Z¯ (2.11)
I¯xφt¯t¯ =K¯
I¯yθt¯t¯ =M¯
where the load coefficient C∆ and the non-dimensional moments of inertia
(
I¯x, I¯y
)
are given by:
C∆ =
m
ρB3
I¯x =
Ix
ρB5
I¯y =
Iy
ρB5
(2.12)
The non-dimensional moments of inertia can be written in terms of the load coefficient
using the radius of gyration (κx, κy):
I¯x =
(κx
B
)2
C∆ I¯y =
(κy
B
)2
C∆ (2.13)
Typical values used in the design of surface ships, which have successfully been used
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in the simulation of motions in planing hulls (Toxopeus, 1996), are given by:
0.36 ≤
(κx
B
)
≤ 0.42 0.22 ≤
(κy
B
)
≤ 0.25 (2.14)
2.4 Generalized External Forces and Moments
The generalized external forces and moments (Z,K,M) are assumed to be functions
of position, velocity and acceleration. Following Abkowitz (1969), they can be written
in terms of a Taylor Series Expansion about the steady state equilibrium, neglecting
higher order acceleration terms and products of accelerations and velocities. Ac-
cording to Abkowitz (1969) the rationale behind neglecting these terms is threefold:
(1) there are no terms of this type in the left hand side of the equations of motion
(body inertial forces), so there will not be be terms of the same nature to add to the
higher order fluid inertial terms, (2) experience has shown that adequate values for
the fluid inertial terms can be obtained from potential theory showing the interaction
between inertial and viscous forces to be small, and (3) in the case of submerged
bodies, non-linear potential theory equations produce forces which are linear in the
accelerations. The result has been compared with a general form of the non-linear
heave-roll-pitch equations of motion derived from energy considerations following the
work in Nayfeh et al. (1974) and Suleiman (2000). It has been claimed in Suleiman
(2000) that in following this approach one will obtain equations of motion free from
terms that will produce unphysical oscillatory motions in the absence of excitation.
However, as shown in Nayfeh et al. (1974) this is only true when a specific form of the
kinetic energy is used, which was obtained by comparison between results obtained
from a perturbation method (the method of multiple scales) and the results of the
energy approach. If a general form for the kinetic energy is used then there is no
guarantee that those terms will not appear in the equations of motion. Also, the
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analysis in Nayfeh et al. (1974) is restricted to vessels at rest, which is not the case in
this work. With these considerations, the equations of motion derived from a Taylor
Series approach give terms of the same nature as those that would have been obtained
from the energy approach when a general form for the kinetic energy is used. The
results of the energy approach are used to distinguish the different terms in the Taylor
expansion according with their nature. Terms that can be obtained from a general
form of the kinetic energy of the fluid are referred to as “Inertial” or “Added Mass”,
those that can be obtained from a general form of the potential energy of the fluid
are referred to as “Restoring” or “Stiffness” terms and those that can be obtained
from a general form of the dissipation function are referred to as “Dissipative” or
“Damping” terms.
With this notation, and based on a limited set of experimental results, the Taylor
series expansion is carried out up to third order in inertial and dissipative terms
and up to fifth order in restoring terms. The products of accelerations, velocities
and displacements, with the considerations stated above, assuming starboard-port
symmetry and un-biased equilibrium in roll, can be conveniently written in the form
of polynomials as follows:
Heave (Pitch) Equation of Motion
Inertial:
(z + θ)0 (ztt + θtt)
(z + θ)1 (ztt + θtt) (z + θ)
0 (zt + θt)
2 (z + θ)0
(
φφtt + φ
2
t
)
(z + θ)2 (ztt + θtt) (z + θ)
1 (zt + θt)
2 (z + θ)1
(
φφtt + φ
2
t
)
φ2 (ztt + θtt)
φφt (zt + θt)
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Dissipative:
(z + θ)0 (zt + θt)
(z + θ)1 (zt + θt) (z + θ)
0 φφt
(z + θ)2 (zt + θt) (z + θ)
1 φφt φ
2 (zt + θt) (zt + θt)
3
Restoring:
(z + θ)1 φ0
(z + θ)2 φ0 (z + θ)0 φ2
(z + θ)3 φ0 (z + θ)1 φ2
(z + θ)4 φ0 (z + θ)2 φ2 (z + θ)0 φ4
(z + θ)5 φ0 (z + θ)3 φ2 (z + θ)1 φ4
Roll Equation of Motion
Inertial:
(z + θ)0 φtt
(z + θ)1 φtt (z + θ)
0 (zt + θt)
1 φt (z + θ)
0 (ztt + θtt)φ
(z + θ)2 φtt (z + θ)
1 (zt + θt)
1 φt (z + θ)
1 (ztt + θtt)φ (zt + θt)
2 φ
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Dissipative:
(z + θ)0 φt
(z + θ)1 φt (z + θ)
0 (zt + θt)
1 φ
(z + θ)2 φt (z + θ)
1 (zt + θt)
1 φ (zt + θt)
2 φt φ
2φt φ
3
t
Restoring:
(z + θ)0 φ1
(z + θ)1 φ1
(z + θ)2 φ1 (z + θ)0 φ3
(z + θ)3 φ1 (z + θ)1 φ3
(z + θ)4 φ1 (z + θ)2 φ3 (z + θ)0 φ5
where the elements of the expansion of the polynomials can be directly interpreted
as the subscripts of the coefficients in the traditional maneuvering notation. The
powers in zero and one in the polynomials have been kept in order to show explicitly
the progression in the expansions. As an example, the hydrodynamic heave force
represented up to second order would be obtained from the expansion of the following
polynomials:
(z + θ)0 (ztt + θtt) + (z + θ)
1 (ztt + θtt) + (z + θ)
0 (zt + θt)
2 + (z + θ)0
(
φφtt + φ
2
t
)
+
(z + θ)0 (zt + θt) + (z + θ)
1 (zt + θt) + (z + θ)
0 φφt +
(z + θ)1 φ0 + (z + θ)2 φ0 + (z + θ)0 φ2 = ztt + θtt + zztt + zθtt + θztt + θθtt +
z2t + ztθt + θ
2
t + φφtt + φ
2
t + z + θ + z
2 + zθ + θ2 + φ2
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and therefore the hydrodynamic heave force (Z) would be expressed as follows:
Z ≈Zzttztt + Zθttθtt + Zzzttzztt + Zzθttzθtt + Zθzttθztt + Zθθttθθtt + Zztztz2t + Zztθtztθt+
Zθtθtθ
2
t + Zφφttφφtt + Zφtφtφ
2
t + Zzz + Zθθ + Zzzz
2 + Zzθzθ + Zθθθ
2 + Zφφφ
2
2.5 Reduced Order Model
The coefficients corresponding to polynomials in φ and φt in the heave and pitch
equations of motion are assumed to be smaller than the coefficients corresponding to
polynomials in pure heave/pitch. This ordering leads to a decoupling between the roll
equation of motion and the coupled heave/pitch equations of motion giving rise to an
effective one-way coupling between heave/pitch and roll. As a consequence of this,
the solution to the heave/pitch system is assumed to be known and the roll equation
of motion is given by Eq. (2.16).
Eq. (2.16) has been written in this form to show that the coefficients coupling heave
and pitch with roll can be grouped as products of roll acceleration, roll velocity and
roll stiffness. In addition to this, each line in the equation corresponds to inertial,
damping or stiffness terms to a given order in the Taylor series expansion. The non-
dimensionalization corresponding to each of the coefficients in the equation above is
presented in Appendix A.
The coefficients in Eq. (2.16) are divided through by
(
I¯x − K¯φt¯t¯
)
and redefined using
the following notation:
Kˆ =
K¯(
I¯x − K¯φt¯t¯
) (2.15)
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(
I¯x − K¯φt¯t¯
)
φt¯t¯ = K¯φt¯φt¯ + K¯φφ (2.16)
+
(
K¯z¯φt¯t¯ z¯ + K¯θφt¯t¯θ
)
φt¯t¯
+
(
K¯z¯t¯φt¯ z¯t¯ + K¯θt¯φt¯θt¯
)
φt¯ +
(
K¯φz¯t¯t¯ z¯t¯t¯ + K¯φθt¯t¯θt¯t¯
)
φ
+
(
K¯z¯φt¯ z¯ + K¯θφt¯θ
)
φt¯ +
(
K¯φz¯t¯ z¯t¯ + K¯φθt¯θt¯
)
φ
+
(
K¯z¯φz¯ + K¯φθθ
)
φ
+
(
K¯z¯z¯φt¯t¯ z¯
2 + K¯z¯θφt¯t¯ z¯θ + K¯θθφt¯t¯θ
2
)
φt¯t¯
+
(
K¯φφφt¯t¯
)
φ2φt¯t¯
+
((
K¯z¯z¯t¯φt¯ z¯ + K¯θz¯t¯φt¯θ
)
z¯t¯ +
(
K¯z¯φt¯θt¯ z¯ + K¯θφt¯θt¯θ
)
θt¯
)
φt¯
+
((
K¯z¯φz¯t¯t¯ z¯ + K¯φθz¯t¯t¯θ
)
z¯t¯t¯ +
(
K¯z¯φθt¯t¯ z¯ + K¯φθθt¯t¯θ
)
θt¯t¯
)
φ
+
(
K¯φz¯t¯z¯t¯ z¯
2
t¯ + K¯φz¯t¯θt¯ z¯t¯θt¯ + K¯φθt¯θt¯θ
2
t¯
)
φ
+
(
K¯φφt¯φt¯
)
φφ2t¯
+
(
K¯z¯z¯φt¯ z¯
2 + K¯z¯θφt¯ z¯θ + K¯θθφt¯θ
2
)
φt¯
+
(
K¯z¯t¯z¯t¯φt¯ z¯
2
t¯ + K¯z¯t¯φt¯θt¯ z¯t¯θt¯ + K¯φt¯θt¯θt¯θ
2
t¯
)
φt¯
+
(
K¯φφφt¯
)
φ2φt¯
+
((
K¯z¯φz¯t¯ z¯ + K¯φθz¯t¯θ
)
z¯t¯ +
(
K¯z¯φθt¯ z¯ + K¯φθθt¯θ
)
θt¯
)
φ
+
(
K¯φt¯φt¯φt¯
)
φ3t¯
+
(
K¯z¯z¯φz¯
2 + K¯z¯φθz¯θ + K¯φθθθ
2
)
φ
+
(
K¯φφφ
)
φ3
+
(
K¯z¯z¯z¯φz¯
3 + K¯z¯z¯φθz¯
2θ + K¯z¯φθθz¯θ
2 + K¯φθθθθ
3
)
φ
+
(
K¯z¯φφφz¯ + K¯φφφθθ
)
φ3
+
(
K¯z¯z¯z¯z¯φz¯
4 + K¯z¯z¯z¯φθz¯
3θ + K¯z¯z¯φθθz¯
2θ2 + K¯z¯φθθθz¯θ
3 + K¯φθθθθθ
4
)
φ
+
(
K¯z¯z¯φφφz¯
2 + K¯z¯φφφθz¯θ + K¯φφφθθθ
2
)
φ3
+
(
K¯φφφφφ
)
φ5
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Using the new notation the roll equation of motion is given by Eq. (2.17):
φt¯t¯ = Kˆφt¯φt¯ + Kˆφφ (2.17)
+
(
Kˆz¯φt¯t¯ z¯ + Kˆθφt¯t¯θ
)
φt¯t¯
+
(
Kˆz¯t¯φt¯ z¯t¯ + Kˆθt¯φt¯θt¯
)
φt¯ +
(
Kˆφz¯t¯t¯ z¯t¯t¯ + Kˆφθt¯t¯θt¯t¯
)
φ
+
(
Kˆz¯φt¯ z¯ + Kˆθφt¯θ
)
φt¯ +
(
Kˆφz¯t¯ z¯t¯ + Kˆφθt¯θt¯
)
φ
+
(
Kˆz¯φz¯ + Kˆφθθ
)
φ
+
(
Kˆz¯z¯φt¯t¯ z¯
2 + Kˆz¯θφt¯t¯ z¯θ + Kˆθθφt¯t¯θ
2
)
φt¯t¯
+
(
Kˆφφφt¯t¯
)
φ2φt¯t¯
+
((
Kˆz¯z¯t¯φt¯ z¯ + Kˆθz¯t¯φt¯θ
)
z¯t¯ +
(
Kˆz¯φt¯θt¯ z¯ + Kˆθφt¯θt¯θ
)
θt¯
)
φt¯
+
((
Kˆz¯φz¯t¯t¯ z¯ + Kˆφθz¯t¯t¯θ
)
z¯t¯t¯ +
(
Kˆz¯φθt¯t¯ z¯ + Kˆφθθt¯t¯θ
)
θt¯t¯
)
φ
+
(
Kˆφz¯t¯z¯t¯ z¯
2
t¯ + Kˆφz¯t¯θt¯ z¯t¯θt¯ + Kˆφθt¯θt¯θ
2
t¯
)
φ
+
(
Kˆφφt¯φt¯
)
φφ2t¯
+
(
Kˆz¯z¯φt¯ z¯
2 + Kˆz¯θφt¯ z¯θ + Kˆθθφt¯θ
2
)
φt¯
+
(
Kˆz¯t¯z¯t¯φt¯ z¯
2
t¯ + Kˆz¯t¯φt¯θt¯ z¯t¯θt¯ + Kˆφt¯θt¯θt¯θ
2
t¯
)
φt¯
+
(
Kˆφφφt¯
)
φ2φt¯
+
((
Kˆz¯φz¯t¯ z¯ + Kˆφθz¯t¯θ
)
z¯t¯ +
(
Kˆz¯φθt¯ z¯ + Kˆφθθt¯θ
)
θt¯
)
φ
+
(
Kˆφt¯φt¯φt¯
)
φ3t¯
+
(
Kˆz¯z¯φz¯
2 + Kˆz¯φθz¯θ + Kˆφθθθ
2
)
φ
+
(
Kˆφφφ
)
φ3
+
(
Kˆz¯z¯z¯φz¯
3 + Kˆz¯z¯φθz¯
2θ + Kˆz¯φθθz¯θ
2 + Kˆφθθθθ
3
)
φ
+
(
Kˆz¯φφφz¯ + Kˆφφφθθ
)
φ3
+
(
Kˆz¯z¯z¯z¯φz¯
4 + Kˆz¯z¯z¯φθz¯
3θ + Kˆz¯z¯φθθz¯
2θ2 + Kˆz¯φθθθz¯θ
3 + Kˆφθθθθθ
4
)
φ
+
(
Kˆz¯z¯φφφz¯
2 + Kˆz¯φφφθz¯θ + Kˆφφφθθθ
2
)
φ3
+
(
Kˆφφφφφ
)
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In order to simplify the notation the coefficients are re-defined one more time and the
over bars are dropped. In this new notation A stands for Added-mass, D stands for
Damping and S stands for Stiffness.
φtt +
(
KA2 z +K
A
3 θ
)
φtt +
(
KA4 zt +K
A
5 θt
)
φt +
(
KA6 ztt +K
A
7 θtt
)
φ (2.18)
+
(
KA8 z
2 +KA9 zθ +K
A
10θ
2
)
φtt +
(
KA11
)
φ2φtt
+
((
KA12z +K
A
13θ
)
zt +
(
KA14z +K
A
15θ
)
θt
)
φt
+
((
KA16z +K
A
17θ
)
ztt +
(
KA18z +K
A
19θ
)
θtt
)
φ+
(
KA20z
2
t +K
A
21ztθt +K
A
22θ
2
t
)
φ
+
(
KA23
)
φφ2t
+
(
KD1
)
φt
+
(
KD2 z +K
D
3 θ
)
φt +
(
KD4 zt +K
D
5 θt
)
φ
+
(
KD6 z
2 +KD7 zθ +K
D
8 θ
2
)
φt +
(
KD9 z
2
t +K
D
10ztθt +K
D
11θ
2
t
)
φt
+
(
KD12
)
φ2φt
+
((
KD13z +K
D
14θ
)
zt +
(
KD15z +K
D
16θ
)
θt
)
φ+
(
KD17
)
φ3t
+
(
KS1
)
φ
+
(
KS2 z +K
S
3 θ
)
φ
+
(
KS4 z
2 +KS5 zθ +K
S
6 θ
2
)
φ+
(
KS7
)
φ3
+
(
KS8 z
3 +KS9 z
2θ +KS10zθ
2 +KS11θ
3
)
φ+
(
KS12z +K
S
13θ
)
φ3
+
(
KS14z
4 +KS15z
3θ +KS16z
2θ2 +KS17zθ
3 +KS18θ
4
)
φ
+
(
KS19z
2 +KS20zθ +K
S
21θ
2
)
φ3 +
(
KS22
)
φ5 = 0
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Where the correspondence between notations in Eq. (2.16) and Eq. (2.17) is:
First order
KD1 = −Kˆφt¯ KS1 = −Kˆφ
Second order
KA2 = −Kˆz¯φt¯t¯ KA3 = −Kˆθφt¯t¯
KA4 = −Kˆz¯t¯φt¯ KA5 = −Kˆθt¯φt¯ KA6 = −Kˆφz¯t¯t¯ KA7 = −Kˆφθt¯t¯
KD2 = −Kˆz¯φt¯ KD3 = −Kˆθφt¯ KD4 = −Kˆφz¯t¯ KD5 = −Kˆφθt¯
KS2 = −Kˆz¯φ KS3 = −Kˆφθ
Third order
KA8 = −Kˆz¯z¯φt¯t¯ KA9 = −Kˆz¯θφt¯t¯ KA10 = −Kˆθθφt¯t¯ KA11 = −Kˆφφφt¯t¯
KA12 = −Kˆz¯z¯t¯φt¯ KA13 = −Kˆθz¯t¯φt¯ KA14 = −Kˆz¯φt¯θt¯ KA15 = −Kˆθφt¯θt¯
KA16 = −Kˆz¯φz¯t¯t¯ KA17 = −Kˆφθz¯t¯t¯ KA18 = −Kˆz¯φθt¯t¯ KA19 = −Kˆφθθt¯t¯
KA20 = −Kˆφz¯t¯z¯t¯ KA21 = −Kˆφz¯t¯θt¯ KA22 = −Kˆφθt¯θt¯ KA23 = −Kˆφφt¯φt¯
KD6 = −Kˆz¯z¯φt¯ KD7 = −Kˆz¯θφt¯ KD8 = −Kˆθθφt¯ KD9 = −Kˆz¯t¯z¯t¯φt¯
KD10 = −Kˆz¯t¯φt¯θt¯ KD11 = −Kˆφt¯θt¯θt¯ KD12 = −Kˆφφφt¯ KD13 = −Kˆz¯φz¯t¯
KD14 = −Kˆφθz¯t¯ KD15 = −Kˆz¯φθt¯ KD16 = −Kˆφθθt¯ KD17 = −Kˆφt¯φt¯φt¯
KS4 = −Kˆz¯z¯φ KS5 = −Kˆz¯φθ KS6 = −Kˆφθθ KS7 = −Kˆφφφ
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Fourth order
KS8 = −Kˆz¯z¯z¯φ KS9 = −Kˆz¯z¯φθ KS10 = −Kˆz¯φθθ KS11 = −Kˆφθθθ
KS12 = −Kˆz¯φφφ KS13 = −Kˆφφφθ
Fifth order
KS14 = −Kˆz¯z¯z¯z¯φ KS15 = −Kˆz¯z¯z¯φθ KS16 = −Kˆz¯z¯φθθ KS17 = −Kˆz¯φθθθ
KS18 = −Kˆφθθθθ KS19 = −Kˆz¯z¯φφφ KS20 = −Kˆz¯φφφθ KS21 = −Kˆφφφθθ
KS22 = −Kˆφφφφφ
Since the objective of this work is to study the effect of periodic steady state motions
in heave and pitch in the roll degree of freedom, the solution of heave-pitch system is
assumed to be of the form:
z = ζ3 cosωt θ = ζ5 cos (ωt+ α5) (2.19)
where ω is the non-dimensional frequency of oscillation and α5 represents the phase
difference between pitch and heave. Notice that Eq. (2.19) can represent the solution
to the autonomous problem i.e., stable periodic oscillations in heave and pitch in calm
water (porpoising) or to the non-autonomous problem i.e., the heave/pitch response
in head seas.
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Substitution of Eq. (2.19) into Eq. (2.18) yields an equation of the form:
φtt +
(
fφtt0 +
2∑
k=1
(
fφttk cos
(
k ωt− ψφttk
)))
φtt (2.20)
+
(
KA11
)
φ2φtt +
(
KA23
)
φφ2t
+
(
KD1
)
φt +
(
fφt0 +
2∑
k=1
(
fφtk cos
(
k ωt− ψφtk
)))
φt
+
(
KD12
)
φ2φt +
(
KD17
)
φ3t
+
(
KS1
)
φ+
(
fφ0 +
4∑
k=1
(
fφk cos
(
k ωt− ψφk
)))
φ
+
(
KS7
)
φ3 +
(
fφφφ0 +
2∑
k=1
(
fφφφk cos
(
k ωt− ψφφφk
)))
φ3
+
(
KS22
)
φ5 = 0
where the amplitudes and phases of the periodic coefficients are given by:
f
(.)
k =
√(
f
(.)
ks
)2
+
(
f
(.)
kc
)2
ψ
(.)
k = tan
−1
(
f
(.)
ks
f
(.)
kc
)
k = 1 . . . 4 (2.21)
and the expressions for each of them in terms of the coefficients in Eq. (2.18), after a
fair amount of algebraic manipulation, are given in the Appendix B. An example of
the first three terms follows:
fφtt0 =
1
2
(
KA8 ζ
2
3 +K
A
9 ζ3ζ5 cosα5 +K
A
10ζ
2
5
)
(2.22)
fφtt1s = −KA3 ζ5 sinα5 (2.23)
fφtt1c = K
A
2 ζ3 +K
A
3 ζ5 cosα5
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Rescaling time in Eq. (2.20) with τ = ωt yields:
φττ +
(
fφtt0 +
2∑
k=1
(
fφttk cos
(
k τ − ψφttk
)))
φττ (2.24)
+
(
KA11
)
φ2φττ +
(
KA23
)
φφ2τ
+
1
ω
(
KD1
)
φτ +
1
ω
(
fφt0 +
2∑
k=1
(
fφtk cos
(
k τ − ψφtk
)))
φτ
+
1
ω
(
KD12
)
φ2φτ + ω
(
KD17
)
φ3τ
+
1
ω2
(
KS1
)
φ+
1
ω2
(
fφ0 +
4∑
k=1
(
fφk cos
(
k τ − ψφk
)))
φ
+
1
ω2
(
KS7
)
φ3 +
1
ω2
(
fφφφ0 +
2∑
k=1
(
fφφφk cos
(
k τ − ψφφφk
)))
φ3
+
1
ω2
(
KS22
)
φ5 = 0
Based on experimental results and the fair comparison with a quasi-static approxima-
tion presented in Ikeda et al. (2000) the inertial terms are expected to be smaller than
the damping and the stiffness terms. Also, the coefficients of products of velocities
are expected to be smaller than coefficients of products of position and velocity and
smaller than pure positional coefficients. With this rationale, the following ordering
is assumed in the coefficients of Eq. (2.18):
−2 : KS14...18 (2.25)
−1 : KD6...8 K
S
4...6 K
S
8...11
1 : KA2...5 K
A
6,7 K
A
11 K
A
23
: KD1 K
D
4,5 K
D
12 K
D
17
: KS7 K
S
12,13
2 : KS22
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where the coefficients not listed in Eq. (2.25) are assumed to be O(1). Assuming ζ3
and ζ5 to be O(), and discarding terms of O(2) and above in Eq. (2.18) yields:
φtt +
(
KA11
)
φ2φtt +
(
KA23
)
φφ2t + (2.26)
+
(
KD1
)
φt +
(
KD2 z +K
D
3 θ
)
φt +
(
KD6 z
2 +KD7 zθ +K
D
8 θ
2
)
φt +
+
(
KD12
)
φ2φt +
(
KD17
)
φ3t +
+
(
KS1
)
φ+
(
KS2 z +K
S
3 θ
)
φ+
+
(
KS4 z
2 +KS5 zθ +K
S
6 θ
2
)
φ+
(
KS7
)
φ3 = 0
which reduces Eq. (2.24) to:
φττ +
(
KA11
)
φ2φττ +
(
KA23
)
φφ2τ (2.27)
+
1
ω
(
KD1
)
φτ +
1
ω
(
fφt0 +
2∑
k=1
(
fφtk cos
(
k τ − ψφtk
)))
φτ
+
1
ω
(
KD12
)
φ2φτ + ω
(
KD17
)
φ3τ
+
1
ω2
(
KS1
)
φ+
1
ω2
(
fφ0 +
2∑
k=1
(
fφk cos
(
k τ − ψφk
)))
φ
+
1
ω2
(
KS7
)
φ3 = 0
where the f
(.)
ks and f
(.)
kc to be used in Eq. (2.21) to obtain the f
(.)
k and ψ
(.)
k terms in
Eq. (2.27) are given by the following expressions:
fφt0 = +
1
2
(
KD6 ζ
2
3 +K
D
7 ζ3ζ5 cosα5 +K
D
8 ζ
2
5
)
(2.28)
fφt1s =−KD3 ζ5 sinα5 (2.29)
fφt1c = +
(
KD2 ζ3 +K
D
3 ζ5 cosα5
)
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fφt2s =−
1
2
(
KD7 ζ3ζ5 sinα5 +K
D
8 ζ
2
5 sin 2α5
)
(2.30)
fφt2c = +
1
2
(
KD6 ζ
2
3 +K
D
7 ζ3ζ5 cosα5 +K
D
8 ζ
2
5 cos 2α5
)
fφ0 = +
1
2
(
KS4 ζ
2
3 +K
S
5 ζ3ζ5 cosα5 +K
S
6 ζ
2
5
)
(2.31)
fφ1s =−KS3 ζ5 sinα5 (2.32)
fφ1c = +
(
KS2 ζ3 +K
S
3 ζ5 cosα5
)
fφ2s =−
1
2
(
KS5 ζ3ζ5 sinα5 +K
S
6 ζ
2
5 sin 2α5
)
(2.33)
fφ2c = +
1
2
(
KS4 ζ
2
3 +K
S
5 ζ3ζ5 cosα5 +K
S
6 ζ
2
5 cos 2α5
)
Eq. (2.27) can be re-arranged to yield:
φττ +
1
ω
(
KD1 + f
φt
0
)
φτ +
1
ω
(
fφt1 cos
(
τ − ψφt1
))
φτ (2.34)
+
1
ω2
(
KS1 + f
φ
0
)
φ+
1
ω2
(
fφ1 cos
(
τ − ψφ1
))
φ
+
1
ω
(
fφt2 cos
(
2 τ − ψφt2
))
φτ +
1
ω2
(
fφ2 cos
(
2 τ − ψφ2
))
φ
+
(
KA11
)
φ2φττ +
(
KA23
)
φφ2τ
+
1
ω
(
KD12
)
φ2φτ + ω
(
KD17
)
φ3τ +
1
ω2
(
KS7
)
φ3 = 0
Eq. (2.34) is a nonlinear homogenous ODE with time dependent linear stiffness and
damping in addition to nonlinearities involving products of angular rotation and
angular velocity.
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The solution of Eq. (2.34) when the frequency of the heave/pitch response is nearly
twice the roll natural frequency is the one of interest for this research. Notice that
for this particular case the time dependent term with harmonics of order other than
one only contribute to the approximate solution via the f
(.)
0 terms by changing the
linear damping and linear stiffness terms (KD1 , K
S
1 ).
With this in mind, in Chapter 5 an approximate solution is sought to an equation of
the form:
xtt + (δ +  cos(t− ψ1))x+ (B1 + fφt cos(t− ψ2))xt+
C3x
3 + A3x x
2
t +B2x
2xt +B3x
3
t = 0
(2.35)
in the vicinity of the principal parametric resonance when δ ≈ 0.25, where the corre-
spondence between Eq. (2.34) and Eq. (2.35) is as follows:
δ =
1
ω2
(
KS1 + f
φ
0
)
 =
1
ω2
(
fφ1
)
ψ1 = ψ
φ
1 (2.36)
B1 =
1
ω
(
KD1 + f
φt
0
)
fφt = f
φt
1 ψ2 = ψ
φt
1
C3 =
1
ω2
(
KS7
)
A3 = K
A
23 B2 =
1
ω
(
KD12
)
B3 = ω
(
KD17
)
In Eq. (2.35) the nonlinear added mass term A2 = K
A
11 have been omitted because,
as will be shown in Chapter 4, this term is aliased with A3 = K
A
23 and therefore the
two terms cannot be identified simultaneously by the least squares method unless a
relation between them is known in advance (or assumed). Since A2 is a nonlinear term
in the highest derivative, and therefore it might cause problems to classical numerical
schemes developed for the solution of ODEs, it was decided to only identify A3.
30
CHAPTER 3
Slender Body Theory (2D+t)
3.1 Chapter Overview
In this chapter the time dependent and time independent forces and moments required
to obtain the hydrodynamic coefficients in the equations of motion are computed. The
time dependent forces and moments are restricted to the pure roll motion according
to the ordering assumed in the previous chapter. The time independent forces and
moments are computed in four degrees of freedom due to the relative importance
of the stiffness terms in the equations of motion. The 2D+t method, also know as
High Speed Strip Theory (HSST) or Slender Body Theory (SBT), is applied to the
computation of the hydrodynamic forces acting on a planing hull in both unsteady
and steady conditions. In both cases the 3-D problem is approximated by a series of
unsteady 2-D problems. The 2-D problems are solved with the commercial RANSE
code Star-CCM+ R© and the results are compared with those of Wu et al. (2004) and
Xu et al. (2010). Having set-up the solution of the 2-D problem, the 3-D problem is
approximated by the 2D+t approach and the conditions tested by Judge (2010, 2012);
Judge and Judge (2013) for the unsteady case and with Brown and Klosinski (1994a,b)
and Judge (2013, 2014a,b) for the steady cases are simulated. The computational
results show very good agreement in the horizontal plane but overpredict the forces
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and moments in the vertical plane. Based on these findings a semi-empirical correction
is proposed in order to account for flow separation at the transom (referred to as a
near-transom correction). In Chapter 4, the time series for the forces and moments
will be used to compute the inertial and dissipative coefficients in the roll equation of
motion. Also, the time independent forces and moments, obtained by systematically
varying the attitude of the planing hull from equilibrium, will be used to compute
the stiffness coefficients.
The information presented in this chapter is based on the preliminary results in
Tascon et al. (2009) for the solution to the steady planing problem and in Tascon
and Algarin (2013) for the solution of the unsteady planing problem. Additional
comparisons with the experimental results of Judge (2013, 2014a,b) are presented,
new findings are discussed and the conclusions are updated accordingly.
3.2 Introduction
The Slender Body Theory (SBT) or 2D+t has been applied by several researchers to
solve the motions of high speed slender vessels in waves. The original idea is usually
traced back to the work of Chapman (1976) in the investigation of the forces acting
on a yawed flat plate. New developments, implementations and direct applications
to ship hydrodynamics can be found in Yeung and Kim (1985), Maruo (1982), Zhao
et al. (1997), Kashiwagi (1997), Fontaine and Tulin (2001), Savander et al. (2002),
Battistin and Iafrati (2002), Kreuzer and Sichermann (2005), Kihara et al. (2005),
Holloway and Davis (2006) and Sun and Faltinsen (2012), among others. In these
works the SBT is also referred as 2.5D, High Speed Slender Body Theory (HSSBT),
High Speed Ship Strip Theory (HSSST) or Time Domain Strip Theory. Most of
these applications however have concentrated on the vertical plane with one of the
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few exceptions being the work of Kreuzer and Sichermann (2005) in the investigation
of parametric roll. A recent example of the application of the 2D+t theory to the
specific case of a planing hull heaving and pitching in waves has been presented in
Sun and Faltinsen (2010).
In this chapter, the interested is in obtaining the generalized forces and moments
acting on a planing hull moving at constant speed either with prescribed harmonic
motion or at fixed attitude, in order to compute the hydrodynamic coefficients in the
roll equation of motion derived in Chapter 2. The 2D+t is applied to the particular
case of a prismatic planing hull moving at constant forward speed while is being
oscillated with pure harmonic roll motion; this case is referred to as Asymmetric
Unsteady Planing. Next, the 2D+t is applied to the case of the same planing hull
moving at constant speed and fixed attitude. In this case heel (φ), trim (θ) and
drift (ψ) angles are allowed in order to generalize the results for what is referred to
as Asymmetric Steady Planing ; however, for the three degrees of freedom problem
(heave-roll-pitch) the planing hull is assumed to be moving in a straight path and
therefore the drift angle is set to zero (ψ = 0).
3.3 Slender Body Theory (2D+t)
In this study, the prismatic hull is assumed to be moving in equilibrium planing con-
ditions with constant speed (xtE) as defined in the Earth-fixed coordinate system. At
time zero, the origin of an Earth-fixed reference frame coincides with the intersection
of the free surface and the keel line. This reference frame is for convenience oriented
normal to the longitudinal component (u), in the body-fixed coordinate system, of
the forward velocity (xtE), Fig. 3.1.
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Figure 3.1: Coordinate Systems for the 2D+t Approach.
In the case of a slender body, the longitudinal derivatives are much smaller than the
derivatives in the transverse plane. Accordingly, the solution to the three-dimensional
problem can be approximated by the solution of a series of unsteady two-dimensional
problems on Earth-fixed control planes. The body boundary conditions are satisfied
with the velocity of the points on the hull surface mapped onto the 2-D control
planes.
The 2-D solution is started on each control plane once the keel crosses the intersection
between the control plane and the undisturbed wetted surface, and continues until
the transom has crossed that same control plane. The solution obtained in this
way is independent of downstream conditions only and therefore cannot account for
separation of the flow at the stern, unless some sort of Kutta condition is introduced
in order to fulfill atmospheric pressure at the transom (e.g., Savander et al. (2002)).
Also, the solution in each control plane has no contribution from any control plane
aft, so it is a fully 2-D solution equivalent to the inner solution presented in Yeung
and Kim (1981). This is consistent with the high-frequency assumption in the 3-D
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planing problem. In fact, Yeung and Kim (1985) matched their inner solution with
an outer 3-D solution in order to capture low-frequency effects. Taking advantage of
the fact that the vessel is moving at constant speed a new control plane, parallel to
the Earth-fixed reference frame shown in Fig. 3.1, is introduced at the bow at each
time step defined as dt = dx′/u in order to avoid interpolation of the sectional forces
and moments obtained on each control plane. The coordinate system for the solution
of the impact problem in the 2-D control planes is presented in Fig. 3.2.
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Fig. 2. Two dimensional impact with horizontal velocity. 
 
 
The 2D impact problem, Fig. 2, is set up in the same fashion as in Judge et al (1999), 
where the deadrise angles (β) are related to the body fixed heel angle (φ) by Eq. (2). 
 
 E
D
D x
W
V
u
&
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
=
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
ψθ
ψ
ψθ
cossin
sin
coscos
2
2  (1)   
 
 φββ ±=2,1  (2)   
 
The problem is solved on wedges having a half beam (B/2) of one meter impacting the 
water with the velocities non-dimensionalized by W2D. A non-dimensional time (τ) is defined 
together with force and moment coefficients (Cfh Cfv Cfm) used in the computation of the 
sectional forces (fh  fv) and moment (fm), Eq. (3) and (4). The coefficients (Cfy Cfz Cmx) for the 
calculation of the forces and moments in the body fixed coordinate system are obtained via 
Eq. (5). The force and moment coefficients as defined by Brown & Klosinski (1994a, b), 
correspond to Eq. (6). 
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The six degrees of freedom hydrodynamic generalized forces, defined in the body-fixed 
coordinate system, for the three dimensional problem, are obtained by integrating the two 
dimensional sectional forces along the keel wetted length (SKWL). Using Eq. (6) the force and 
moment coefficients for comparison with the experimental results take the form of Eq. (7) and 
Eq. (8). 
 
Figure 3.2: Asymmetric 2-D water impact.
The six degrees of fr edom hydrodynamic generalized force , defined in the body-fixed
coordinate system, for the three dimensional problem, are obtained at each time step
by integrating along the keel wetted length (SKWL) the two dimensional sectional
forces computed by the Volume of Fluid (VOF) method in the active control planes
(i.e., those which are within the wetted length of the planing hull). In the case of
the asymmetric steady planing case the solution can be obtained in a single control
plane (e.g., Savander et al. (2002)). The 2-D water impact problems are solved by
the VOF method in order to allow for the possibility of flow s parated from the keel
and re-attachement. The way in which the 2-D problem is set up in order to solve the
equivalent problems for the asymmetric steady and unsteady 3-D planing problems
is presented in the following sections.
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3.4 Solution of the 2-D Impact Problem by the Volume of
Fluid (VOF) Method
Faltinsen et al. (2004) highlighted the challenges associated to the simulation of some
specific hydrodynamic problems with Reynolds-Averaged Navier-Stokes Equations
(RANSE) Computational Fluid Dynamics (CFD) due to the presence of the free
surface and its unsteady nature. However, in recent years many examples of the
application of commercial CFD programs based on the VOF method to the solution of
two dimensional impact problems have shown promising results (e.g., Seif et al. (2005),
Fairlie-Clarke and Tveitnes (2008), Godderidge et al. (2008)). In the aforementioned
examples, the 2-D water impact has been modeled as a stationary object subject to
a uniform flow stream, and only in one of these cases (Seif et al., 2005) asymmetry
in the form of heel has been included.
Encouraged by these results, the commercial CFD program Star-CCM+ is used to
solve the problem of a two-dimensional constant deadrise wedge impacting the water
in asymmetric conditions. In Star-CCM+ the free surface is captured (position and
shape) by using a volume-of-fluid homogeneous multiphase model, which assumes a
common velocity, pressure and temperature field for all phases. The flow equations
are solved for velocity and pressure in a segregated manner, with a predictor-corrector
approach that uses a Rhie-and-Chow-type pressure-velocity coupling combined with
a SIMPLE-type algorithm (CD-Adapco 2013).
For this particular application viscosity is neglected under the assumption of large
Froude number (for the 3-D unsteady/steady planing problems); therefore, the prob-
lem is solved under the assumptions of flow of an inviscid and incompressible fluid.
The peculiarities of the computational set up used to solve the asymmetric 2-D water
impact are presented in the following two subsections.
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3.4.1 Water impact of a 2-D heeled wedge with vertical and rotational
velocities
In order to extend the results obtained in this section to 3-D solutions by the 2D+t
approach and compare with Judge (2010, 2012); Judge and Judge (2013), the 2-D
water entry of a wedge with constant deadrise angle of 20 degrees is simulated as a
rotating body motion subject to a uniform flow stream. The 2D+t results will account
for the hydrostatic contribution to the fluid force since gravity is included in the
solution of the 2-D impact problem. In the case of forced roll oscillations, the body-
boundary condition in the 2-D control planes corresponds exactly to that of a two
dimensional heeled wedge impacting the water with vertical velocity W2D = sin(θ)xtE
and angular velocity Φt2D = p(t).
The simulation domain is a rectangular region that extends seven times the beam
of the wedge towards the side, seven times towards the bottom and one and a half
times towards the top. Polyhedral cells are used, with finer cells close to the body
growing from the keel of the wedge towards the chines. The boundary conditions are
specified by defining the sides of the wedge and the sides of the domain as walls, the
bottom as a velocity inlet and the top of the domain as a pressure outlet (Fig. 3.3a).
The computational domain is divided in two regions; the region containing the wedge
rotates inside the fixed region. The motion of the wedge is prescribed in the Rotation
Motion model by providing angular velocity in one degree-of-freedom (roll) to the
rotating region and being this subject to a uniform flow stream of velocity W2D. The
problem is solved under the assumptions of flow of an inviscid and incompressible
fluid.
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(a) Solution domain
(b) Detail of the medium mesh close to the wedge
Figure 3.3: Solution domain for the water impact of a 2-D heeled wedge with vertical
and rotational velocities
A numerical uncertainty study was conducted on both space and time following Ec¸a
and Hoekstra (2014). The spatial discretization (grid independence) study was con-
ducted with three meshes of 65,000 (coarse), 140,000 (medium) and 230,000 (fine)
cells. The time discretization study was conducted with four time steps, starting with
∆t = 0.0020 s and halving it successively until reaching ∆t = 0.00025 s. The best
compromise between accuracy and computational time was found with the medium
mesh (Fig. 3.3b) with time step ∆t = 0.0010 s and 20 inner iterations; therefore, this
configuration is used to compute the solutions presented in this chapter.
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Figure 3.4: Mesh independence study for the water impact of a 2-D heeled wedge with
vertical and rotational velocities, simulated with time step 0.0010 s. Water entry of
a βG = 20
◦ wedge at constant vertical velocity (W2D = 0.431 m s-1) and prescribed
rotational motion (φ(t) = 10◦ sin(9.425(t− 0.019))), initially heeled at φ0 = −9.656◦.
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Figure 3.5: Time independence study for the water impact of a 2-D heeled wedge
with vertical and rotational velocities, simulated on the medium mesh (∼ 140,000
cells). Water entry of a βG = 20
◦ wedge at constant vertical velocity (W2D = 0.431
m s-1) and prescribed rotational motion (φ(t) = 10◦ sin(9.425(t − 0.019))), initially
heeled at φ0 = −9.656◦.
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The results for the horizontal and vertical forces and the roll moment for time step
∆t = 0.0010 s computed in the medium mesh are shown in Fig. 3.4. The results
for the horizontal and vertical forces and the roll moment for the four different time
steps computed in the medium mesh are shown in Fig. 3.5. The solution is checked for
convergence by monitoring the reduction in the order of magnitude of the residuals
and the convergence of the total pressure force on the body after each set of inner
iterations.
Xu et al. (2010) solved the water entry problem of a wedge in free fall in 3-DOF
(horizontal, vertical and rotational velocities) by using velocity potential theory and
the stretched coordinate system method. They compared their results with those of
Wu et al. (2004) for the special case of vertical water entry of a symmetrical wedge
to demonstrate the stability and accuracy of the results. Also, as a special case, the
water entry of a wedge at constant vertical and rotational velocities was simulated.
The pressure distributions presented in their work have been used to obtain force and
moment coefficients, with forces non-dimensionalized by ρW 22D (W2Dt) and moment
by ρW 22D (W2Dt)
2, as a function of vertical distance (W2Dt); these results are used
for comparison with those produced by the current CFD simulation and presented in
Fig. 3.6.
The agreement between the results increases as time progresses. The disagreement
in the early stages of impact might be due to the use of the similarity solution based
on the translational motion as initial solution for the boundary element method or
due to the limited number of cells available for the computation of the pressure
distribution in the VOF method. In general terms, the vertical force and the roll
moment agree very well while the horizontal force is slightly lower than that obtained
by the boundary element method.
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Figure 3.6: Comparison between Xu et al. (2010) numerical (symbols) and the CFD
(lines) force and moment coefficients (fH,fV,fR) as a function of wedge submergence
(s) for the water entry of a βG = 45
◦ wedge at constant vertical (W2D = 5 m s-1) and
rotational velocity (ω = −2.5 rad s-1) initially heeled at φ0 = 10◦ (β1 = 55◦, β2 = 35◦)
during chines un-wetted.
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3.4.2 Water impact of a 2-D heeled wedge with vertical and horizontal
velocities
The final aim is to compare the results of the 2D+t approach to the asymmetric
steady planing case with the experimental results of Brown and Klosinski (1994a,b)
and Judge (2013, 2014a,b). Therefore, in order to be able to generalize the 2-D im-
pact results and extend them to models with different beam, gravity is neglected and
the problem is solved on wedges having a half beam (B/2) of one meter impacting
the water with the velocities non-dimensionalized by W2D. In the asymmetric steady
planing case, the body-boundary condition in the 2-D control plane corresponds ex-
actly to that of a two dimensional heeled wedge impacting the water with horizontal
and vertical velocities (V2D,W2D). The 2-D impact problem, Fig. 3.2, is set up in the
same fashion as in Judge et al. (1999), where the deadrise angles (β1,2) are related
to the body fixed heel angle (φ) by β1,2 = βG ± φ, where βG is the deadrise of the
wedge.
A non-dimensional impact time (τ) is defined together with force and moment coeffi-
cients (Cfh, Cfv, Cfm) to be used in the computation of the sectional forces (fh, fv)
and sectional moment (fm), Eq. (3.1) and Eq. (3.2) respectively. The coefficients
(Cfy, Cfz, Cmx) for the calculation of the forces and moments in the body fixed
coordinate system are obtained via a simple transformation, Eq. (3.3).
τ ≡ W2D
B
2
t (3.1)
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
Cfh
Cfv
Cfm
 = 1ρW 22DB2

fh
fv
2
B
fm
 (3.2)

Cfy
Cfz
Cmx
 =

− cos(φ) − sin(φ) 0
sin(φ) − cos(φ) 0
0 0 1


Cfh
Cfv
Cmm
 (3.3)
The 2-D asymmetric water entry of wedges, with constant deadrise angle is simulated
as a rigid body motion with constant velocity. Tables 3.1, 3.2, and 3.3 present the
cases that have been simulated corresponding to hulls with 30, 20 and 10 degrees
deadrise angles respectively; the numbers inside the tables correspond to the non-
dimensional horizontal impact velocity (V2D/W2D). These values have been chosen
in order to be able to compare the application of the SBT with some of the cases
reported in Brown and Klosinski (1994a,b) and Judge (2013, 2014a,b).
The simulation domain is a rectangular region that extends four times the beam of
the wedge towards the side, six times towards the bottom and three times towards
the top. A total of approximately 102,000 polyhedral cells are used, with finer cells
close to the body growing from the keel of the wedge towards the chines. A grid
independence study, with meshes ranging from 90,000 cells to 189,000 cells, was con-
ducted and a discretization error of 0.5% for the selected mesh was found by using
a generalized Richardson extrapolation method (Roy, 2005). The solution is checked
for convergence by monitoring the reduction in the residuals and the convergence of
the total pressure force on the body after each set of inner iterations.
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ψ
φ
-10◦ 0◦ 10◦ 20◦
0◦ 0 0 0 0
5◦ 0.84 0.84 0.84 0.84
10◦ 1.69 1.69 1.69 1.69
15◦ 2.56 2.56 2.56 2.56
Table 3.1: Summary of 2-D Impact Cases Simulated for the βG = 30
◦ hull as a
function of heel (φ) and drift (ψ). The numbers inside the table correspond to the
non-dimensional horizontal impact velocity (V2D/W2D)
ψ
φ
-10◦ 0◦ 10◦ 20◦
0◦ 0 0 0
5◦ 0.84 0.84 0.84
10◦ 1.69 1.69 1.69
15◦ 2.56 2.56 2.56
Table 3.2: Summary of 2-D Impact Cases Simulated for the βG = 20
◦ hull as a
function of heel (φ) and drift (ψ). The numbers inside the table correspond to the
non-dimensional horizontal impact velocity (V2D/W2D)
ψ
φ
-10◦ 0◦ 10◦ 20◦
0◦ 0
5◦ 0.84
10◦ 1.69
15◦ 2.56
Table 3.3: Summary of 2-D Impact Cases Simulated for the βG = 10
◦ hull as a
function of heel (φ) and drift (ψ). The numbers inside the table correspond to the
non-dimensional horizontal impact velocity (V2D/W2D)
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The boundary conditions are specified by defining the sides of the wedge as walls,
the bottom and sides of the domain as velocity inlets and the top of the domain
as a pressure outlet. A time step of 0.002 seconds with 20 inner iterations was
used through all the simulations. The combination of time step (0.0001s to 0.005s)
and number of inner iterations (10 to 150) was tested on several mesh sizes and
selected using Courant number less than 0.15 (Fairlie-Clarke and Tveitnes, 2008) and
minimum CPU time as criteria. The motion of the wedge is prescribed in the Rigid
Body Motion model by providing linear velocities in two degrees of freedom, angular
velocity is not considered in any of the cases presented in this subsection. The Rigid
Body Motion model is used in Star-CCM+ for unsteady simulations in which rigid
mesh motions are specified. The problem is solved under the assumptions of flow of
an inviscid and incompressible fluid, with gravity neglected.
Judge et al. (2004) in their literature review concluded that most investigations of wa-
ter entry have concentrated their efforts in solving the purely vertical impact problem.
In the same reference, a summary of the work that has been completed for asymmetric
(or oblique) water impact is presented. The majority of the results presented in these
papers correspond to pressure distributions and/or separation-ventilation conditions
at the keel, during the stages when self-similar flow is maintained, i.e., before the
flow reaches one of the chines. Since the interest of this research is the determina-
tion of the generalized restoring forces, the distribution of the transient forces in the
two-dimensional impact model is the one of interest; unfortunately, this information
is not available from aforementioned papers.
More recently, Xu et al. (2008) have solved the similarity flow in the asymmetric
impact problem of a two-dimensional wedge by using a boundary-element method
linked to an analytical solution for the jet based on the shallow water approximation.
They compared their results with those of Semenov and Iafrati (2006) for the special
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case of vertical water entry finding overall agreement in the pressure distributions.
The force and moment coefficients, with forces non-dimensionalized by ρW 22D (W2Dt)
and moments by ρW 22D (W2Dt)
2, as a function of non-dimensional horizontal impact
velocity (V2D/W2D), as presented in their work are used for comparison with those
produced by the current CFD simulation, Fig. 3.7.
Excellent agreement between the results is observed in the prediction of the horizontal
force; the vertical force and the moment are slightly lower than those obtained by
the boundary element method. The combinations of deadrise, heel angle and non-
dimensional horizontal impact velocity were selected by Xu et al. (2008) such that no
separation of the flow from the keel is present; on the other hand, the results from the
CFD simulations include cases in which separation with and without re-attachment
were observed.
These regions are identified in Fig. 3.7 as region 1 for attached flow (Fig. 3.8a),
region 2 for flow separated from the keel with re-attachment (Fig. 3.8b), and region
3 for separated flow (Fig. 3.8c). The onset of separation from the keel coincides with
that predicted by Judge et al. (2004). In regions 2 and 3, the vertical force and the
moment coefficients deviate from the linear trend observed by Xu et al. (2008) as
expected.
It is important to highlight that in the CFD simulations the fluid is not potential
(irrotational) just assumed inviscid, even though, numerical damping exists since
dissipative-like terms are created in the discretization of the fluid equations for the
solution of the problem by the VOF method. Therefore, the presence of numerical
damping acts, in a sense, like viscosity and therefore forces an implied Kutta condition
at the sharp edged keel.
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Figure 3.7: Comparison between Xu et al. (2008) numerical (symbols) and the CFD
(lines) force and moment coefficients for the βG = 30
◦ wedge, heeled φ = 10◦ (β1 = 40◦
β2 = 20
◦) during chines un-wetted phase
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(a) Region 1: Attached Flow
17
(b) Region 2: Separated flow with re-attachment
18
(c) Region 3: Separated flow
Figure 3.8: Flow separation from the keel during chines un-wetted phase. Example
corresponds to a βG = 30
◦ wedge, heeled φ = 10◦ (β1 = 40◦ β2 = 20◦)
49
3.5 Asymmetric Unsteady Planing
Judge (2010, 2012); Judge and Judge (2013) conducted an extensive series of cap-
tive model tests at the United States Naval Academy (USNA) in order to obtain
fundamental hydrodynamic information about planing hulls. The objective of their
efforts was to provide the scientific community with data required for the study of
the dynamics of planing hulls, particularly transverse stability. The scale model has
a pure prismatic cross section of constant 20 degrees dead-rise angle and vertical
sides that run from amidships to the transom. The quantities measured in the test
program included the generalized forces in 3-DOF (heave, sway and roll); heave and
sway in the Earth-fixed coordinate system and roll in the body-fixed coordinate sys-
tem. Additionally, underwater photographs of the hulls were taken in each condition
tested, from which the wetted lengths were determined. Here the interest is to com-
pare the numerical solutions obtained by the 2D+t approach with these experimental
results.
To assess the validity of the 2D+t approach and to make initial observations about
the dependency of the roll moment on load coefficient (C∆), beam Froude number
(Cv), roll amplitude (φ0) and frequency of oscillation (f), it was decided to run a 2
4
full factorial design of experiments (DOE). The lower and upper values used for these
factors are presented in Table 3.4.
As in Sun and Faltinsen (2012), a total of 20 active control planes were used through-
out all the computations presented in this section for the asymmetric unsteady planing
case. However, an independence study showed that as few as 10 control planes could
be used without compromising the accuracy of the solution. The wedges used in the
solution of the problem have the same dimensions as the prismatic cross sections of
the model tested by Judge (2010, 2012); Judge and Judge (2013).
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Factors Lower Upper
C∆ 0.15 0.29
Cv 2.9 4.3
φ0 10
◦ 20◦
f 1.5 Hz 2.5 Hz
Table 3.4: DOE factors and levels.
In order to validate the approach, the numerical and experimental time histories of
the heave force and the pitch moment in the Earth-fixed coordinate system and the
roll moment in the body-fixed coordinate system are compared. Fig. 3.9 presents
the case of the heavier configuration (C∆ = 0.29) run at the lowest speed coefficient
(Cv = 2.9) and the smallest roll amplitude (φ0 = 10
◦) for the minimum (f = 1.5 Hz)
and the maximum (f = 2.5 Hz) frequencies tested. For comparison, Fig. 3.10 presents
the case of the lighter configuration (C∆ = 0.15) run at the highest speed coefficient
(Cv = 4.3) and the largest roll amplitude (φ0 = 20
◦) for the minimum (f = 1.5 Hz)
and the maximum (f = 2.5 Hz) frequencies tested. As expected, higher non-linearities
are observed in the latter case. The “average” of the experimental results for each
run was constructed by taking the Fourier transform of the time series and assuming
harmonics larger than seven to be noise. The forward speed and the frequency of
oscillation determined the number of cycles to be used for these calculations, since
the forward speed for each test was kept constant during at least two seconds. A
minimum of two cycles were used for the cases with high forward speed and low
frequency, and as many as twenty cycles for the cases with low forward speed and
high frequency. In the figures, the “averaged” signal together with the original signal
(raw) is compared with the numerical (2D+t) time series for one period of oscillation.
Expanded views of all figures used for these comparisons can be found in Appendix
C.
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Figure 3.9: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.29, Cv = 2.9,
φ0 = 10
◦
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Figure 3.10: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.15, Cv = 4.3,
φ0 = 20
◦
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In Tascon and Algarin (2013) the biggest discrepancy was found in the results cor-
responding to the maximum frequency of oscillation tested, where the experimental
results showed peaks in both the sway force and the roll moment at the times where
the roll amplitude is a maximum.
It was found after re-analysis of the experimental time series and personal commu-
nication with Professor Judge at the United States Naval Academy (USNA) that in
some experimental runs the mass moment of inertia was much larger than the one
reported in Judge and Judge (2013) (i.e., Ix = 0.0298 lbf.in.s
2).
Taking the above into consideration, a value of Ix = 1.97 lbf.in.s
2 has been used
to obtain the experimental time series shown in this chapter for comparison with
the numerical results. The latter value corresponds to a non-dimensional radius of
gyration of κx/B = 0.333 very close to the lower limit of the values typically used in
ship design as referenced in Chapter 2 (i.e., 0.36 ≤ κx/B ≤ 0.42).
An example of the results using the two different values for the non-dimensional
radius of gyration is presented in Fig. 3.11 for the heavier configuration (C∆ = 0.29)
and in Fig. 3.12 for the lighter configuration (C∆ = 0.15). In all cases there is an
improvement in the agreement between the experimental and the numerical results
when the larger value of the non-dimensional radius of gyration is used.
Tascon and Algarin (2013) reported that the computational results showed fair to
good agreement with the experimental results. In general, the sway force and the roll
moment were well predicted while the heave force was over-predicted. 3-D effects,
particularly those related to the separation of the fluid at the transom were believed
to be the major cause of disagreement as pointed out in Lai (1994).
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Figure 3.11: Time series comparison of non-dimensional roll moments between 2D+t
theory (solid line) and experiments (dashed and dash-dotted lines) for the heavier
configuration (C∆ = 0.29) in forced roll oscillations at f = 2.5 Hz showing the
effect of the model’s roll moment of inertia. Non-dimensional radius of gyration:
κx/B = 0.041 (dashed line), κx/B = 0.333 (dash-dotted line)
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Figure 3.12: Time series comparison of non-dimensional roll moments between 2D+t
theory (solid line) and experiments (dashed and dash-dotted lines) for the lighter
configuration (C∆ = 0.15) in forced roll oscillations at f = 2.5 Hz showing the
effect of the model’s roll moment of inertia. Non-dimensional radius of gyration:
κx/B = 0.041 (dashed line), κx/B = 0.333 (dash-dotted line)
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In Tascon and Algarin (2013) the transom correction suggested by Garme (2005) was
applied to the 2-D force distribution, using a non-dimensional value of aND = 0.34,
and an improvement in the agreement between the numerical and the experimental
results was found in the heave force. However, it was observed that the value of aND
used worked very well for the lower beam Froude number (Cv = 2.9) but for the higher
beam Froude number (Cv = 4.3) a lower value of aND would have worked better. This
came as no surprise taking into consideration that Garme (2005) proposed a single
value of aND for the correction as a compromise solution since he observed that a
single aND did not work in every case.
The results of the application of the SBT approach to the asymmetric steady planing
cases, to be presented in the next section, show similar trends in the sense that forces
and moments in the horizontal plane appear to be well predicted but in the vertical
plane they are clearly over-predicted. Taking this into consideration, a near-transom
correction, to be described at the end of this chapter, is proposed.
The time series to be presented in this chapter correspond to the application of this
near-transom correction (NTC) to the results obtained by the 2D+t approach. In
general the agreement between the numerical and the experimental results improves
when the near-transom correction is applied. In order to show the effect of the NTC,
in Fig. 3.13 the non-dimensional lift force without NTC is presented for the two
configurations in forced roll oscillations with φ0 = 10
◦ and f = 1.5 Hz. In Fig. 3.14
the non-dimensional lift force with NTC is presented for the same configurations and
testing conditions as before. A side by side comparison of the information presented
in these two figures is shown in Fig. 3.15.
57
0 0.2 0.4 0.6
0.5−
0.4−
0.3−
0.2−
0.1−
t (s)
Li
ft 
Fo
rc
e
0 0.2 0.4 0.6
0.04−
0.02−
0
0.02
0.04
t (s)
R
ol
l M
om
en
t
0 0.2 0.4 0.6
0.15−
0.1−
0.05−
0
0.05
0.1
t (s)
Pi
tc
h 
M
om
en
t
(a) C∆ = 0.29, Cv = 2.9, without NTC
0 0.2 0.4 0.6
0.5−
0.4−
0.3−
0.2−
0.1−
t (s)
Li
ft 
Fo
rc
e
0 0.2 0.4 0.6
0.06−
0.04−
0.02−
0
0.02
0.04
0.06
t (s)
R
ol
l M
om
en
t
0 0.2 0.4 0.6
0.2−
0.1−
0
0.1
0.2
t (s)
Pi
tc
h 
M
om
en
t
(b) C∆ = 0.29, Cv = 4.3, without NTC
0 0.2 0.4 0.6
0.3−
0.25−
0.2−
0.15−
0.1−
0.05−
t (s)
Li
ft 
Fo
rc
e
0 0.2 0.4 0.6
0.04−
0.02−
0
0.02
0.04
t (s)
R
ol
l M
om
en
t
0 0.2 0.4 0.6
0.05−
0
0.05
0.1
0.15
t (s)
Pi
tc
h 
M
om
en
t
(c) C∆ = 0.15, Cv = 2.9, without NTC
0 0.2 0.4 0.6
0.3−
0.2−
0.1−
0
t (s)
Li
ft 
Fo
rc
e
0 0.2 0.4 0.6
0.04−
0.02−
0
0.02
0.04
t (s)
R
ol
l M
om
en
t
0 0.2 0.4 0.6
0.05−
0
0.05
0.1
0.15
t (s)
Pi
tc
h 
M
om
en
t
(d) C∆ = 0.15, Cv = 4.3, without NTC
Figure 3.13: Time series comparison of non-dimensional lift force between 2D+t
theory without near-transom correction (NTC) (solid line) and experiments (dashed
and dash-dotted lines) in forced roll oscillations with φ0 = 10
◦ and f = 1.5 Hz
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Figure 3.14: Time series comparison of non-dimensional lift force between 2D+t
theory with near-transom correction (NTC) (solid line) and experiments (dashed and
dash-dotted lines) in forced roll oscillations with φ0 = 10
◦ and f = 1.5 Hz
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Figure 3.15: Time series comparison of non-dimensional lift force between 2D+t
the ry (solid line) and experiments (dashed and dash-dotted lines) in forced roll
oscillations with φ0 = 10
◦ and f = 1.5 Hz showing the effect of the near-transom
correction (NTC)
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For consistency with the work developed as part of this research effort, in Appendix
C the time series for the heave force (Lift) and the roll and pitch moments are pre-
sented. In general the agreement between the numerical and the experimental results
is fair to very good. The general differences between the numerical simulations and
the experiments (and therefore expected causes for disagreement between the two)
are:
1. The geometry simulated numerically correspond to that of a constant deadrise
wedge while the geometry tested at the USNA is only fully prismatic in the
aft region; therefore, better agreement is expected for the configurations with
smaller keel wetted length (e.g., the lighter configuration run at high speed).
2. In the numerical simulations it was assumed that the roll axis coincided with
the vertical center of gravity; however, it was found that this was not the case,
in the experiments the roll axis was at 5.67 in (14.4 cm) and the center of
gravity at 5.29 in (13.4 cm); therefore the motion prescribed in the numerical
simulations does not coincide exactly with that prescribed in the experiments
and this difference is specially notorious in the high amplitude runs.
3. The numerical simulations do not account for the water rise in front of the hull.
This is likely to be the cause of the phase difference between the numerical and
the experimental results, since the effect would be equivalent to the impact (in
the 2-D control planes) to be initiated sooner.
4. The 2-D control planes are parallel to the transom and therefore there is a (sin θ)
error in the computation of the hydrostatic force. This error is expected to be
smaller than simply accounting for the volume below the undisturbed water line
as was done in Tascon et al. (2009) for the asymmetric steady planing case.
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In summary, the best agreement between the numerical and the experimental results
is found for the lighter configuration cases when the amplitude of the roll motion
is small (φ0 = 10
◦). The comparison for the 16 cases corresponding to Table 3.4 is
presented in Appendix C.
In order to measure the computational efficiency of the 2D+t solution in contrast with
a fully 3-D numerical solution, the 2-D impact solution is compared with 3-D results
for the planing problem obtained using the same solver as part of a different but
related research effort (Algarin and Tascon, 2014a). The 3-D simulations correspond
to the same geometry tested by Judge and Judge (2013). The simulation domain
extends one length to the front, three lengths to the back, four beams to the side,
three beams to the top and six beams to the bottom. A total of approximately
3.7× 106 polyhedral cells were used with finer cells close to the body and at least 80
cells covering half of the bottom of the wedge. As in the 2-D simulations, the problem
is solved under the assumptions of flow of an inviscid and incompressible fluid with
gravity neglected.
The objective of the simulations was to produce time series for the roll moment,
validate the numerical results with the experimental results of Judge and Judge (2013)
and produce new results for lower amplitudes and frequencies than those tested in
the experiments. The results showed in general a lack of resolution of the peaks in
the roll moment time series in comparison with the experimental time series. This
effect could be caused by the limited number of cells used to compute the pressure
distribution in 2-D cross section of the bottom of the planing hull in comparison with
the 2-D solutions used in the 2D+t approach.
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Table 3.5 presents the comparison for the case with C∆ = 0.29, Cv = 2.9, φ0 = 15
◦,
f = 3.0 Hz. The 2D+t solution obtained at each time step on 20 control planes
requires a total of 36 water impact solutions (2-D) in order to compute half period of
the forced roll motion being simulated.
The 3-D solution in contrast requires to be run for more than one period in order
for the flow to stabilize and produce periodic time series (the same requirement for
a model test in a towing tank). For this particular example, the 3-D simulation ran
for two periods and repeatability of the last half portion of the period was observed.
Factors 3-D 2-D
Cells (#) ∼ 3, 700, 000 ∼ 140, 000
CPU time (hr) ∼ 428 ∼ 2.5
Simulations (#) 1 36
Total CPU time (hr) ∼ 428 ∼ 90
Table 3.5: Comparison of computational time between 2D+t (with 20 control planes)
and 3-D solutions. C∆ = 0.29, Cv = 2.9, φ0 = 15
◦, f = 3.0 Hz
The difference in total CPU time is approximately five times in favour of the 2D+t
solution. Also, the 2-D solutions can be re-used to obtain interpolated solutions for
conditions run at the same amplitude and frequency for the same value of the vertical
impact velocity (W2D) in the equivalent 2-D problem. This is possible due to the
fact that different combinations of trim angle and forward speed can yield the same
vertical impact velocity, and since the reference planes are parallel to the transom
there is no change in the geometry of the wedge.
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3.6 Asymmetric Steady Planing
Brown and Klosinski (Brown and Klosinski, 1994a,b) conducted an extensive series
of captive model tests at the Davidson Laboratory in order to obtain fundamental
hydrodynamic information about planing hulls. The objective of their efforts was to
provide the scientific community with data required for the study of the dynamics
of planing hulls, particularly transverse stability, yaw/roll stability, course-keeping
ability, maneuvering and control. The 1:26.66 scale models correspond to notional
patrol boats having a LBP of 100 feet, a beam of 20 feet and a displacement of
100 long tons. These idealized patrol boats have a pure prismatic cross section of
constant deadrise and vertical sides that run from amidships to the transom. This
selection of hull-form is ideal for comparison with theories that predict generalized
forces which act on a maneuvering planing hull. The quantities measured in the test
program included the generalized forces in all six degrees-of-freedom, and the results
tabulated in different coordinate systems. Additionally, underwater photographs of
the hulls were taken in each condition tested, from which the wetted lengths and
wetted areas were determined.
More recently, Judge (Judge, 2013, 2014a,b) conducted a series of captive model
tests at the towing tank of the United States Naval Academy (USNA) as part of
an experimental program designed to investigate the transverse stability of planing
hulls. A wooden planing hull model with a constant deadrise of 20 degrees was tested
at different displacements and speeds, with fixed attitudes in sinkage, trim and heel.
For these tests the quantities measured included lift and sway forces, along with heel
moment. As in the case of Brown and Klosinski (1994a,b), underwater photographs
were taken in order to obtain wetted lengths. Here the interest is to compare the
SBT (2D+t) solution with the experimental results reported in Brown and Klosinski
(1994a,b) and Judge (2013, 2014a,b).
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In the asymmetric steady planing case, the prismatic hull is assumed to be moving
in steady planing condition with constant heel (φ), trim (θ) and drift (ψ) angles. At
time zero, the origin of the first Earth-fixed reference frame (2-D control plane) coin-
cides with the intersection of the free surface and the keel line. The body-boundary
condition in this plane corresponds exactly to that of a two dimensional heeled wedge
impacting the water with horizontal and vertical velocities (V2D,W2D):

u
V2D
W2D
 =

cos(θ) cos(ψ)
sin(ψ)
sin(θ) cos(ψ)
xtE (3.4)
It is interesting to note that the solution to the asymmetric steady planing case can
be computed from any 2-D control plane that has been completely crossed by the
planing hull (i.e., starting at the intersection of the keel line with the free surface and
ending with the crossing of the transom), since the solution on each control plane
crossed in this way will be identical. Therefore, the transformation ∂/∂t = u ∂/∂x′
is used to relate the solution of the unsteady 2-D impact problem to the 3-D steady
planing problem and compute the solution in one control plane.
With this transformation the non-dimensional impact time is related to the longitu-
dinal coordinate (x′) by Eq. (3.5).
τ =
tan(θ)
B
2
x′ (3.5)
The six degrees of freedom hydrodynamic generalized forces, defined in the body-fixed
coordinate system, for the three dimensional problem, are obtained by integrating the
two dimensional sectional forces along the keel wetted length (SKWL).
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The force and moment coefficients as defined in Brown and Klosinski (1994a,b), are
given by:
F ′
M ′
 = 11
2
ρ x2tEB
2
 F1
B
M
 (3.6)
Using the same non-dimensionalization, the force and moment coefficients for com-
parison with the experimental results take the form of Eq. (3.7) and Eq. (3.8).

Y ′HD
Z ′HD
K ′HD
 = 14 sin 2θ cos2 ψ
τmax∫
0

Cfy
Cfz
1
2
Cmx
 dτ (3.7)
M ′HD
N ′HD
 = 1
4
cos2 θ cos2 ψ
τmax∫
0
τ
 Cfz
−Cfy
 dτ + τmax
2 tan θ
−Z ′HD
Y ′HD
 (3.8)
The slenderness assumption (∂/∂x′ << ∂/∂v, ∂/∂h) implies slowly varying transverse
sections in the longitudinal direction (Maruo, 1967; Tuck, 1975; Savander, 1997). In
Savander (1997) a “slenderness angle”, γ, is defined as the apex half angle formed by
the intersection of the free surface and the hull. Taking into consideration the effect
of the heel angle, φ, the slenderness angle corresponding to heeled side, γ2 is defined
by:
γ2 = tan
−1 sin θ
tan(βG − φ) (3.9)
and the requirement for slenderness is that γ2 is o(1).
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For the case of the heeled planing hull with given deadrise angle, βG, the 2D+t
solution is expected to deteriorate as the heel angle increases since on the heeled side
for a given trim angle, θ, the slenderness angle, γ2, increases with the heel angle, φ.
The longitudinal perturbation flow velocities on the heeled side reach the same order
of magnitude as the transverse perturbation flow velocities on that side violating the
slenderness assumption. In view of Eq. (3.9), the limits of applicability of the 2D+t
in the asymmetric case would be governed by the heeled side flow, with small trim
angles being required in order to satisfy a slenderness angle as the heel is increased.
The effect of drift angle, ψ, is to increase the aspect ratio of the hull with respect
to the flow velocity. Therefore, the asymmetric 2D+t is expected to be applicable
for small values of heel (or small drift combined with positive heel) with maximum
heel angles being a function of deadrise and trim angle in order to satisfy a specified
slenderness angle, γ2. Comparisons between fully 3-D RANSE solutions and 2D+t
solutions would be required in order to assess the limits of applicability of the theory
by looking at the relative orders of magnitude of the perturbation flow velocities in
the longitudinal and transverse directions and by comparing pressure distributions
and free surface profiles; these are recommended as future work. Here, the practical
range of applicability of the asymmetric 2D+t is partially addressed by looking at
experimental results.
Therefore, before comparing the experimental results with the simulations by the
2D+t approach, it was decided to plot the spray root lines for the different configura-
tions tested by Brown and Klosinski (1994a,b) with a two-fold purpose: (1) to assess
the quality of the tests particularly with what refers to symmetry, and (2) to assess
the viability of the approach proposed by looking for parallelism in the spray root
lines when plotting them as a function of speed coefficient for a given orientation in
space (φ, θ, ψ).
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The spray root lines have been obtained with the information provided for keel wetted
length, starboard and port chines wetted lengths, and starboard and port wetted beam
fraction at the transom (recorded in the cases in which the spray root line crossed the
transom or the flow separated before reaching the chine). It is worth mentioning that
the spray root lines are not necessarily straight lines as found by Xu et al. (1998), but
here are represented as such for simplicity and given the information available from
the reports.
In all figures, the non-dimensional length starts from the forward perpendicular and
ends at the transom; the thick dashed line corresponds to the place where the pris-
matic section of the hull starts. The comparison of cases tested with the same positive
and negative heel angle (and without drift angle) showed in the majority of the cases
spray root lines anti-symmetry (e.g., Fig. 3.16) as expected for a hull with starboard-
port symmetry. Parallelism between spray root lines, as in Fig. 3.17, was found for
those configurations for which the keel wetted lengths laid within the prismatic region
of the hull; since in the experiments the model was free to heave, and all of them
were run at the same beam loading coefficient, the keel wetted length decreases with
speed. Therefore, most of these cases used for comparison correspond to the runs at
the higher speed coefficients (Cv = 3, 4). At the bottom of each of the two figures
the transformation to the time domain for the unsteady 2-D impact problem is pre-
sented, showing the collapse of the spray root lines and indicating the feasibility of
the slender body approach. The spray root lines obtained from the 2D+t simulation
(+ symbols) are also plotted showing in most of the cases excellent agreement with
the experimental results. In these figures, the non-dimensional time starts at the in-
tersection between the undisturbed water surface and the keel, corresponding to the
origin of the 2-D reference frame. The thick dashed line is located at the maximum
non-dimensional time, equivalent to the length of the prismatic section of the hull
(via the SBT transformation).
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Fig. 4. Comparison of spray root lines for anti-symmetric (+/- φ) running attitudes. (+++) 2D+t 
 
 
 
Fig. 5. Comparison of spray root lines for different drift angles. (+++) 2D+t 
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Figure 3.16: Comparison of spray root lines for anti-symmetric (±φ) running atti-
tudes. (+++) 2D+t. The vertical thick dashed line corresponds to the place where
the prismatic section of the hull starts.
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Fig. 5. Comparison of spray root lines for different drift angles. (+++) 2D+t 
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Figure 3.17: Comparison of spray root lines for different drift angles. (+++) 2D+t.
The vertical thick dashed line corresponds to the place where the prismatic section
of the hull starts.
69
Savitsky et al. (1958) commented on some of the interesting features of the spray
root lines they found in their tests with a 20 degrees deadrise surface. Even though
the majority of their observations agree with the results of the tests performed by
Brown and Klosinski (1994a,b) on the equivalent hull (βG = 20
◦), some of them do
not. For instance, the wave rise at the leading edge of the tested configurations was
independent of the drift angle only for the cases with no heel. Also, the spray-root
angle at the leading edge of the rolled-down side was not equal to that of a wedge
whose deadrise angle is equal to βG less the roll angle, and the angle of the spray-root
line relative to the keel for the rolled-up side was dependent on roll angle.
The present simulations were carried out for the cases in which at least 90% of the
static keel wetted length (SKWL) was within the prismatic region in order to be able
to make a fair comparison with the experimental results. These correspond to runs
at high beam Froude number (Cv = 3, 4) and high trim angle (θ = 6).
Comparisons between the experimental (symbols) and numerical (lines) results for
some selected runs of the βG = 20
◦ hull are presented in Fig. 3.18 for Cv = 3 and
in Fig. 3.19 for Cv = 4. Sway force, roll moment and yaw moment coefficients, are
plotted as a function of drift angle (ψ), using roll angle (φ) as a parameter. All the
results are referred to a right-hand body-fixed coordinate system with origin at the
intersection of the keel with the transom; the x-axis is aligned with the keel and the y-
axis points toward the starboard side. The length used for the simulations correspond
to the static keel wetted length reported by Brown and Klosinski (1994a,b).
The computational results show fair to good agreement with the experimental results,
with the largest difference present in the cases with the largest degree of asymmetry
(i.e., combinations of positive drift angle with negative heel angle). In general, the
sway force and the roll moment coefficients are well predicted while the yaw moment
coefficient is under-predicted.
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The biggest discrepancy is found in the results corresponding to the lower beam
Froude number (Cv = 3) where gravity is expected to be more important due to the
fact that they correspond to the runs with the largest SKWL (and therefore largest
transom draft).
In an attempt to account for the effect of gravity in the 2D+t results, but recognizing
this as an engineering approximation, the volume below the undisturbed water surface
is calculated for each configuration and used to compute the hydrostatic force. The
generalized hydrostatic forces and moments were added to the 2D+t results to obtain
total generalized forces and moments acting on the hull.
Comparisons between the experimental (symbols) and numerical (lines) results for the
same conditions of the βG = 20
◦ hull presented in Figs. 3.18 and 3.19 are presented
in Fig. 3.20 for Cv = 3 and in Fig. 3.21 for Cv = 4 showing the effect of the addition
of the static component.
Side by side comparisons between the experimental (symbols) and numerical (lines)
results for the same runs of the βG = 20
◦ hull are presented in Fig. 3.22 for Cv = 3
and in Fig. 3.23 for Cv = 4. The plots on the left, on each figure, correspond to the
dynamic component, while those on the right correspond to the sum of the dynamic
and static components. A better agreement is obtained with the experimental results
at both beam Froude numbers.
Equivalent comparisons between the experimental (symbols) and numerical (lines)
results for the βG = 30
◦ hull run at Cv = 4 are presented in Fig. 3.24 to Fig. 3.26. The
best agreement is found for the cases with combinations of small drift angle and small
positive heel angles as expected from the limits of the slenderness assumption.
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Figure 3.18: Comparisons of sway force, roll moment and yaw moment coefficients
between Brown and Klosinski (1994b) experimental (symbols) and numerical (2D+t
dynamic; lines) results for the βG = 20
◦ hull, at θ = 6◦, Cv = 3.
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Figure 3.19: Comparisons of sway force, roll moment and yaw moment coefficients
between Brown and Klosinski (1994b) experimental (symbols) and numerical (2D+t
dynamic; lines) results for the βG = 20
◦ hull, at θ = 6◦, Cv = 4.
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Figure 3.20: Comparisons of sway force, roll moment and yaw moment coefficients
between Brown and Klosinski (1994b) experimental (symbols) and numerical (2D+t
dynamic plus static; lines) results for the βG = 20
◦ hull, at θ = 6◦, Cv = 3.
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Figure 3.21: Comparisons of sway force, roll moment and yaw moment coefficients
between Brown and Klosinski (1994b) experimental (symbols) and numerical (2D+t
dynamic plus static; lines) results for the βG = 20
◦ hull, at θ = 6◦, Cv = 4.
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Figure 3.22: Comparisons of sway force, roll moment and yaw moment coefficients
between Brown and Klosinski (1994b) experimental (symbols) and numerical (lines)
results for the βG = 20
◦ hull, at θ = 6◦, Cv = 3, without (left) and with (right)
hydrostatic component.
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Figure 3.23: Comparisons of sway force, roll moment and yaw moment coefficients
between Brown and Klosinski (1994b) experimental (symbols) and numerical (lines)
results for the βG = 20
◦ hull, at θ = 6◦, Cv = 4, without (left) and with (right)
hydrostatic component.
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Figure 3.24: Comparisons of sway force, roll moment and yaw moment coefficients
between Brown and Klosinski (1994a) experimental (symbols) and numerical (2D+t
dynamic; lines) results for the βG = 30
◦ hull, at θ = 6◦, Cv = 4.
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Figure 3.25: Comparisons of sway force, roll moment and yaw moment coefficients
between Brown and Klosinski (1994a) experimental (symbols) and numerical (2D+t
dynamic plus static; lines) results for the βG = 30
◦ hull, at θ = 6◦, Cv = 4.
79
-0.0400
-0.0200
0.0000
0.0200
0.0400
0.0600
0.0800
0.1000
0 5 10 15 20
S
w
a
y
 F
o
rc
e
 C
o
e
ff
ic
ie
n
t 
-
Y
'
Drift Angle - y [Deg]
f = -10°
f = 0°
f = 10°
f = 20o
-0.0400
-0.0200
0.0000
0.0200
0.0400
0.0600
0.0800
0.1000
0 5 10 15 20
S
w
a
y
 F
o
rc
e
 C
o
e
ff
ic
ie
n
t 
-
Y
'
Drift Angle - y [Deg]
f = -10°
f = 0°
f = 10°
f = 20o
-0.0200
-0.0100
0.0000
0.0100
0.0200
0.0300
0.0400
0.0500
0.0600
0 5 10 15 20
R
o
ll
 M
o
m
e
n
t 
C
o
e
ff
ic
ie
n
t 
-
K
'
Drift Angle - y [Deg]
f = -10°
f = 0°
f = 10°
f = 20o
-0.0200
-0.0100
0.0000
0.0100
0.0200
0.0300
0.0400
0.0500
0.0600
0 5 10 15 20
R
o
ll
 M
o
m
e
n
t 
C
o
e
ff
ic
ie
n
t 
-
K
'
Drift Angle - y [Deg]
f = -10°
f = 0°
f = 10°
f = 20o
-0.0400
-0.0200
0.0000
0.0200
0.0400
0.0600
0.0800
0.1000
0.1200
0 5 10 15 20
Y
a
w
 M
o
m
e
n
t 
C
o
e
ff
ic
ie
n
t 
-
N
'
Drift Angle - y [Deg]
f = -10°
f = 0°
f = 10°
f = 20o
-0.0400
-0.0200
0.0000
0.0200
0.0400
0.0600
0.0800
0.1000
0.1200
0 5 10 15 20
Y
a
w
 M
o
m
e
n
t 
C
o
e
ff
ic
ie
n
t 
-
N
'
Drift Angle - y [Deg]
f = -10°
f = 0°
f = 10°
f = 20o
Figure 3.26: Comparisons of sway force, roll moment and yaw moment coefficients
between Brown and Klosinski (1994a) experimental (symbols) and numerical (lines)
results for the βG = 30
◦ hull, at θ = 6◦, Cv = 4, without (left) and with (right)
hydrostatic component.
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Two particular cases are worth to be highlighted here and they correspond to the runs
of the βG = 30
◦ hull being towed at Cv = 4, at ψ = 15◦, and φ = 0◦,−10◦. In these
two cases, given the combination of heel angle and horizontal to vertical velocity ratio
in the 2-D impact problem, separation of the flow at the keel without re-attachment
and side wetting are obtained, giving rise to an over-prediction in vertical force that
translates into an over-prediction of the roll moment coefficient. Brown and Klosinski
(1994a,b) reported that for the experiments, spray strips made of brass shim stock
were fitted at the chines of the model (extending vertically downward from the model
chine by 0.8 mm) in order to ensure clean separation of water from the chine; however,
this feature was not modelled in the geometry used for the CFD simulations.
Brown and Klosinski (1994a,b) also stated that for some of the runs using the Rotary
Arm, particularly those in which the model is yawed out of the turn, “the flow over
the port side separated all the way along the keel, and substantial air ingestion and
aeration is present”. It appears though that this behaviour was not observed in the
towing tank straight line runs, as can be confirmed by the report of the keel and chine
wetted lengths. Three dimensional effects, particularly important in the chine un-
wetted region, could delay the separation from the keel or could cause reattachment
of the flow and explain the afore mentioned disagreement with the experimental
results.
The numerical and experimental results are compared as matched pairs and their
agreement is tested using a paired t-test. Values of the probability above 0.05 indicate
that the null hypothesis (there is no difference between the means of the numerical
and the experimental results at the 0.05 significance level) should be accepted. The
statistics of the comparison confirm the agreement between the numerical and the
experimental results for the sway force, and roll moment coefficients. In the average,
the yaw moment coefficient is slightly under-predicted.
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At the lower speed (Cv = 3), the heave force and the pitch moment coefficients are
under-predicted while the opposite is true at the higher speed (Cv = 4). In Table 3.6
the statistics of the comparison between the numerical results, obtained from the
application of the SBT approach (dynamic component), and the experimental results,
are presented for the lower speed runs.
In Table 3.7 the statistics of the comparison between the numerical results, obtained
from the application of the SBT approach (dynamic component), and the experimen-
tal results, are presented for the higher speed runs.
Statistics Y’ Z’ K’ M’ N’
Mean difference 0.00089 0.00602 0.00145 -0.02600 -0.00180
Std. Error 0.00126 0.00295 0.00185 0.00239 0.00199
t-Ratio 0.70573 2.04332 0.78430 -10.9140 -0.88371
Prob. > |t| 0.48940 0.05320 0.44310 <0.0001 0.38850
Correlation 0.98784 0.85541 0.91084 0.81560 0.99169
Table 3.6: Statistics of paired comparisons between numerical (dynamic) and exper-
imental results for Cv = 3.
Statistics Y’ Z’ K’ M’ N’
Mean difference 0.00073 -0.01380 0.00016 -0.00170 -0.00140
Std. Error 0.00034 0.00263 0.00037 0.00277 0.00050
t-Ratio 2.15962 -5.24630 0.44910 -0.60795 -2.89284
Prob. > |t| 0.03950 <0.0001 0.65680 0.54770 0.00730
Correlation 0.99786 -0.00830 0.99526 0.72113 0.99681
Table 3.7: Statistics of paired comparisons between numerical (dynamic) and exper-
imental results for Cv = 4.
When the hydrostatic force is artificially accounted for, the heave force coefficient is
over-predicted; the pitch moment coefficient is under-predicted at the lower speed,
but it corresponds to the observed value at the higher speed.
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The statistics for the lower speed runs with the numerical results including the hy-
drostatic force component are presented in Table 3.8, and those corresponding to the
higher speed runs are presented in Table 3.9.
Statistics Y’ Z’ K’ M’ N’
Mean difference -0.00080 -0.02220 0.00124 -0.00770 -0.00260
Std. Error 0.00082 0.00081 0.00140 0.00139 0.00086
t-Ratio -0.95974 -27.2615 0.88648 -5.53626 -2.95744
Prob. > |t| 0.34990 <0.0001 0.38700 <0.0001 0.00840
Correlation 0.99764 0.86997 0.94856 0.97640 0.99732
Table 3.8: Statistics of paired comparisons between numerical (total) and experimen-
tal results for Cv = 3.
Statistics Y’ Z’ K’ M’ N’
Mean difference 0.00074 -0.02040 0.00017 0.00170 -0.00110
Std. Error 0.00039 0.00265 0.00045 0.00294 0.00053
t-Ratio 1.91755 -7.69777 0.37013 0.57632 -2.10357
Prob. > |t| 0.06540 <0.0001 0.71410 0.56860 0.04450
Correlation 0.99826 -0.18070 0.99643 0.76390 0.99572
Table 3.9: Statistics of paired comparisons between numerical (total) and experimen-
tal results for Cv = 4.
Sun and Faltinsen (2007) and Iafrati and Broglia (2008) found similar discrepancies
for the heave force and the pitch moment coefficient, for the symmetric steady plan-
ing case analyzed via 2D+t theory. As mentioned in the previous section, they are
believed to be caused by three dimensional effects, particularly important in the chine
un-wetted and in the transom stern regions, which cannot be modeled by the 2D+t
theory. In the next section, a near-transom correction (NTC) is developed in order
to account for the separation of the flow at the transom.
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3.7 Near-transom Correction
The SBT approach is unable to predict the flow separation at the transom due to
the independence of downstream conditions in the solution as already explained.
Therefore, the solutions obtained by this method need to be corrected in some way
in order to account for this phenomenon, which is believed to be the most important
of those related with the flow three dimensionality as reported by Lai (1994). Several
corrections have been proposed to the dynamic and the static component of the
hydrodynamic force; some examples follow.
Martin (1978) references the work of Pabst (1931) and Shuford (1958) in the defini-
tion of a correction factor to account for the three dimensionality of the flow. The
correction is based on the value of the mean wetted length (λ) and suggests that three
dimensional effects are very important for small λ. Martin (1978) adopted Shuford’s
correction in his formulae and applied it to the hydrodynamic component of both the
lift force and the trim moment. Lewandowski (1997) references the work of Brown
(1971) where a static force reduction factor (i.e., a correction to the hydrostatic com-
ponent) is used, but suggests that this expression underestimates the lift at lower
speeds (Cv < 2.5). In order to account for this, Lewandowski (1997) developed a
side-wetting-correction-factor. Falstinsen (2005) also concentrated on the hydrostatic
component and suggested a reduction in the keel wetted length for the computation of
the static lift. The reduction value of half beam is based on comparisons between his
2D+t solution and Savitsky’s formulae for constant deadrise planing hullls. Garme
(2005) proposed a correction over the sectional force distribution based on a reduction
function that is zero at the transom and approaches one at some reduction length
afore. He concludes that simulations based on 2-D high frequency added-mass coef-
ficients together with near transom lift corrections perform well at Cv > 2. Garme
(2005) also observed that the reduction length is dependent on the formulation used
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for the 2-D high frequency added-mass. Even though he uses a single value of cor-
rection length through his computations he acknowledges that this is a compromise
solution since no single value fits all the results when comparing numerical and exper-
imental solutions. More recently, Morabito (2014) proposed a correction function to
the longitudinal pressure distribution fitted to experimental data found in the open
literature. Morabito (2014) noticed that the pressures start to drop significantly at
approximately half beam forward of the transom (the same distance used in Faltin-
sen’s correction to the hydrostatic component) and that forward of that distance the
pressure distribution appears almost unaffected by the flow separation of the transom.
Therefore, Morabito (2014) proposes a reduction function in the same spirit of that
proposed by Garme (2005) but to be applied to the longitudinal pressure distribution.
Even though the regression variables in Morabito’s formula were obtained from high
speed planing experiments almost free from gravity effects, he applies the same reduc-
tion function to both the static and the dynamic components of the hydrodynamic
pressure distribution.
In order to develop a correction function for the 2D+t results presented here, the
2-D impact solution is compared with 3-D results for the planing problem obtained
using the same solver as part of a different but related research effort (Algarin and
Tascon, 2014b). The 3-D simulations correspond to the case of a fully prismatic hull
with βG = 20
◦. The simulation domain extends one length to the front, three lengths
to the back, four beams to the side, three beams to the top and six beams to the
bottom; a symmetry plane is used since there is port-starboard symmetry. A total of
approximately 2×106 polyhedral cells were used with finer cells close to the body and
at least 80 cells covering half of the bottom of the wedge. As in the 2-D simulations,
the problem is solved under the assumptions of flow of an inviscid and incompressible
fluid with gravity neglected.
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The objective of the simulations was to observe the change in the longitudinal force
distribution as the trim and the mean wetted length changes. All the cases were run
at a beam Froude number of Cv = 4 and pressure probes running parallel to the
transom were located along the keel wetted length. From these probes the sectional
force was obtained by integration of the pressure distribution.
The 3-D steady planing problem is transformed into the 2-D impact problem using
Eq. (3.5), the vertical impact velocity is computed with Eq. (3.4) and the vertical
force coefficient Cfv with Eq. (3.2). In Fig. 3.27 the comparison for the cases with
trim angle θ = 3.5◦ and θ = 6.0◦ is presented for the four different approximate values
of mean wetted length simulated (i.e., λ ∼ 1, 2, 3, 4).
Here the agreement between the 3-D and the 2-D results is improved by correcting
the 3-D results in such a way that the position where the water reaches the chine is
the same in all cases. This corresponds with the observation of Iafrati and Broglia
(2008) in the sense that interpreting the water rise up in front of the 3-D hull as
an initial submergence in the 2-D impact problem improves the agreement between
2D+t and 3-D results.
It is also interesting to notice that the force distribution in the 3-D results corre-
sponding to the smaller trim angle are closer to the peak in the 2-D solution. This
is an indication that 3-D effects at the transition from chines-dry to chines-wet grow
in importance as the trim angle increases. This result is expected since at high trim
angles the slenderness assumption is violated.
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(b) θ = 6.0◦
Figure 3.27: Vertical force coefficient as a function of non-dimensional time for a
prismatic hull with βG = 20
◦. 2-D solution (dotted line), 3-D solution (symbols)
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Looking at Fig. 3.27 it is observed that the error in computing the lift force from
the 2D+t solution increases with a decrease in the maximum non-dimensional impact
time and therefore with a decrease in mean wetted length, which coincides with the
observations of Pabst (1931) and Shuford (1958) that 3-D effects are more important
for lower values of λ. In order to account for this change in behavior an equation of
the following form is proposed:
f red(τ) =
√
(τmax − τ)1.5
b(a, d) + (τmax − τ)1.5 where b(a, d) = a
√
τ ave
d
1 + τ aved
(3.10)
where τ ave is a mean non-dimensional impact time defined in the same way as the
mean wetted length λ in the 3-D planing problem; more precisely, for a fully prismatic
hull τ ave = 2λ tan(θ) and τ ave = τmax − 0.5 τpeak where τpeak is the value of τ where
the vertical force coefficient is maximum; for a wedge with β = 20◦ and no heel this
value is τpeak = 0.226. In the chines-dry case the mean non-dimensional impact time
reduces to τ ave = 0.5 τmax.
In order to find the unknown regression coefficients (a, d) in Eq. (3.10) the process
is started by finding the value of b that minimizes the squared error between the
2-D solution and the 3-D solution in the aft region for each of the eight cases tested.
Then, the vector of b values obtained to the non-linear function b(a, d) is fitted using
an optimized version of the Levenberg-Marquardt method implemented in Mathcad R©.
Following this procedure the values for a = 0.041 and d = 2.070 are obtained with
a correlation coefficient of R2 = 0.929. A visual result of the fitting is presented
in Fig. 3.28 and the result of the application of the correction to each of the cases
simulated is presented in Fig. 3.29 and Fig. 3.30.
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Figure 3.28: Fitting of regression coefficient b in Eq. (3.10)
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(a) θ = 3.5◦ λ ∼ 1
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(b) θ = 6.0◦ λ ∼ 1
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(d) θ = 6.0◦ λ ∼ 2
Figure 3.29: Near-transom correction applied to the 2-D CFD solution compared
with the transformation of the 3-D CFD solution for a prismatic hull with βG = 20
◦,
λ ∼ 1, 2. 2-D solution (dotted line), 2-D solution with correction (solid line), 3-D
solution (symbols)
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(a) θ = 3.5◦ λ ∼ 3
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(b) θ = 6.0◦ λ ∼ 3
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(c) θ = 3.5◦ λ ∼ 4
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Figure 3.30: Near-transom correction applied to the 2-D CFD solution compared
with the transformation of the 3-D CFD solution for a prismatic hull with βG = 20
◦,
λ ∼ 3, 4. 2-D solution (dotted line), 2-D solution with correction (solid line), 3-D
solution (symbols)
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The behavior of the near-transom correction for small values of the mean wetted
length is tested by looking at experimental cases in chines-dry condition in Brown
and Klosinski (1994b) and Judge (2014a). The value of b that minimizes the squared
error between the experimental and the numerical lift results is computed from these
experiments. These values are plotted in Fig. 3.31 together with the numerical values
used to regress the coefficients in Eq. (3.10). The fit is still good, the results are
distributed on both sides of the regression line, the correlation coefficient decreases
to R2 = 0.856 but the residuals do not show bias.
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Figure 3.31: Fitting of regression coefficient b in Eq. (3.10) compared with numerical
and experimental results in the small λ region
In the interest of understanding the dependence of the correction on the deadrise
angle, results obtained on a fully prismatic hull with βG = 10
◦, as reported in Algarin
and Tascon (2014b) are used for comparison and the procedure applied to the hull
with βG = 20
◦ is repeated. The 3-D steady planing problem is transformed into
the 2-D impact problem using Eq. (3.5), the vertical impact velocity is computed
with Eq. (3.4) and the vertical force coefficient Cfv with Eq. (3.2). In Fig. 3.32 the
comparison for the cases with trim angle θ = 6.0◦ is presented for the four different
approximate values of mean wetted length simulated (i.e., λ ∼ 1, 2, 3, 4).
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Figure 3.32: Vertical force coefficient as a function of non-dimensional time for a
prismatic hull with βG = 10
◦. 2-D solution (dotted line), 3-D solution (symbols)
A visual result of the application of the correction to each of the cases simulated is
presented in Fig. 3.33. For these cases with βG = 10
◦ the value of τpeak = 0.105. The
agreement observed suggests that the correction is independent of deadrise angle.
This coincides with the corrections proposed by Pabst (1931) and Shuford (1958)
which depend only on mean wetted length (λ).
For additional validation, the 2D+t solution is compared with the experimental results
of Judge (2014a). These experiments correspond to the lighter configuration (C∆ =
0.15) tested at two speeds (Cv = 3.6, 4.3), five roll angles (φ = 0
◦, 5◦, 10◦, 15◦, 20◦)
and five sinkage positions with a maximum perturbation equivalent to half the nom-
inal draft (ζ3 = ± 0.5TD). The comparisons are presented for the lift force non-
dimensionalized with the weight of the model and for the roll moment non-dimensionalized
with the product of the weight and the beam of the model.
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Figure 3.33: Near-transom correction applied to the 2-D CFD solution compared
with the transformation of the 3-D CFD solution for a prismatic hull with βG = 10
◦,
θ = 6.0◦. 2-D solution (dotted line), 2-D solution with correction (solid line), 3-D
solution (symbols)
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The non-dimensional keel wetted length (λk0) reported for the nominal condition
(φ = 0, ζ3 = 0) is used as a reference for the numerical computation. The change
in the non-dimensional keel wetted length (λk) is computed as in Troesch (1992) by
assuming that the free-surface acts as a stationary plane:
λk = Lcg +
Vcg cosφ
tan θE
− Zwl + ζ3
sin θE
(3.11)
where
Zwl = (Lcg − λk0) sin θE + Vcg cos θE (3.12)
In Eq. (3.11) and Eq. (3.12), all the distances have been non-dimesionalized with the
beam. Zwl is the vertical distance from the undisturbed water line to the center of
gravity, Lcg and Vcg describe the position of the center of gravity in the geometric
coordinate system with origin at the intersection between the keel and the transom,
ζ3 is the sinkage (positive up) and φ is the roll angle in the body-fixed coordinate
system.
In Figs. 3.34, 3.35 and 3.36 the results for Cv = 3.6 are presented and in Figs. 3.37,
3.38 and 3.39 those corresponding to Cv = 4.3. The agreement between the numerical
and the experimental results for the lift force when the numerical results have been
corrected with the NTC is remarkable. However, notice that the best agreement
between the numerical and the experimental results for the roll moment is obtained
when the numerical results have not been corrected with the NTC. This is an area
that requires further investigation.
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Figure 3.34: Comparison of non-dimensional lift force (top) and non-dimensional roll
moment (bottom) as a function of non-dimensional heave displacement. Experimental
condition: C∆ = 0.15, Cv = 3.6, φ = 5
◦. Experimental results (Exp), 2D+t results
with NTC (Num-NTC), 2D+t results without NTC (Num)
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Figure 3.35: Comparison of non-dimensional lift force (top) and non-dimensional roll
moment (bottom) as a function of non-dimensional heave displacement. Experimental
condition: C∆ = 0.15, Cv = 3.6, φ = 10
◦. Experimental results (Exp), 2D+t results
with NTC (Num-NTC), 2D+t results without NTC (Num)
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Figure 3.36: Comparison of non-dimensional lift force (top) and non-dimensional roll
moment (bottom) as a function of non-dimensional heave displacement. Experimental
condition: C∆ = 0.15, Cv = 3.6, φ = 15
◦. Experimental results (Exp), 2D+t results
with NTC (Num-NTC), 2D+t results without NTC (Num)
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Figure 3.37: Comparison of non-dimensional lift force (top) and non-dimensional roll
moment (bottom) as a function of non-dimensional heave displacement. Experimental
condition: C∆ = 0.15, Cv = 4.3, φ = 5
◦. Experimental results (Exp), 2D+t results
with NTC (Num-NTC), 2D+t results without NTC (Num)
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Figure 3.38: Comparison of non-dimensional lift force (top) and non-dimensional roll
moment (bottom) as a function of non-dimensional heave displacement. Experimental
condition: C∆ = 0.15, Cv = 4.3, φ = 10
◦. Experimental results (Exp), 2D+t results
with NTC (Num-NTC), 2D+t results without NTC (Num)
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Figure 3.39: Comparison of non-dimensional lift force (top) and non-dimensional roll
moment (bottom) as a function of non-dimensional heave displacement. Experimental
condition: C∆ = 0.15, Cv = 4.3, φ = 15
◦. Experimental results (Exp), 2D+t results
with NTC (Num-NTC), 2D+t results without NTC (Num)
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3.8 Conclusions
The SBT (2D+t) approach has been applied to compute the forces and moments
acting on a planing hull being towed at different attitudes and speeds and forced
in pure harmonic roll motion. The resulting 2-D unsteady problems of a constant
deadrise wedge impacting the water have been solved using the commercial RANSE
CFD program Star-CCM+.
In the unsteady planing problem the computational results of the forces and moments
show fair to very good agreement with the experimental results. The best agreement
is found for the cases with small roll amplitude as expected from the limits of ap-
plicability of the 2D+t. The disagreement presented in Tascon and Algarin (2013)
for the cases with the largest frequency of oscillation, where the experimental time
series showed peaks in the sway force and roll moment at t = T/4 and t = 3T/4, has
been corrected by using a larger value for the roll moment of inertia than the one
reported in Judge and Judge (2013). This has been done after re-examination of the
experimental time series and personal communication with Professor Carolyn Judge
at the USNA.
The forces and moments acting on a planing hull being towed at constant speed
and different attitudes, including heel and drift, have also been computed. The
numerical results of the forces and moments show fair to good agreement with the
experimental results, with the largest difference present in the cases with the largest
degree of asymmetry (i.e., combinations of positive drift angle with negative heel
angle) where the slenderness assumption is most probably being violated Also, in
these cases separation of the flow at the keel without re-attachment and side wetting
are obtained in the 2-D impact problem and consequently the forces and moments
are over-predicted.
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The 2D+t solution cannot capture some 3-D effects such as the transition from chines-
dry to chines-wet condition and flow separation from the transom, with the latter
being the one with the greatest influence in the computation of forces and moments.
The solutions obtained for forces and moments in the horizontal plane appear to be
less affected by this due to a “cancellation” effect between the pressure distributions
on the two opposite sides. However, when there is separation at the keel this can-
cellation effect breaks and the correction for flow separation at the transom plays
an important role in preventing the forces and moments to be over-predicted. Tak-
ing this into consideration, an empirical correction for separation at the transom has
been proposed. This correction, obtained from re-analysis of 3-D high fidelity invis-
cid RANSE simulations of prismatic geometries with 20 degrees constant deadrise
angle and comparison with experimental results of models with 10, 20 and 30 degrees
deadrise angles appears to be dependent mainly on aspect ratio as suggested by re-
searchers at NACA on their early work on seaplanes back in the thirties and fifties
(Pabst (1931), Shuford (1958)).
In the following chapter these results will be used to compute the coupled higher
order inertial, dissipative and restoring coefficients in the roll equation of motion in
order to investigate the development of parametric roll on planing hulls.
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CHAPTER 4
Coefficients in the Roll Equation of Motion
4.1 Chapter Overview
In this chapter the time series for the forces and moments obtained in Chapter 3 are
used to compute the inertial and dissipative coefficients in the roll equation of motion.
The stiffness coefficients are computed from the time independent forces and moments
obtained by varying the attitude of the planing hull from equilibrium. The numerical
results for the linear added mass, damping and stiffness coefficients are compared with
those reported in Judge and Judge (2013). Additionally, the numerical results for the
stiffness coefficients coupling heave and roll are compared with the results reported
in Judge (2014a). Tascon and Algarin (2013) showed that a linear added mass, linear
damping and non-linear stiffness model is unable to predict large amplitude and large
frequency motions, specially in the cases when the mean wetted length is small (e.g.,
a light boat at high speed). Therefore, in this chapter models are proposed for non-
linear added mass and non-linear damping and values for the coefficients in these
models are obtained under the assumption of weak dependence on amplitude and
frequency of oscillation. The importance of the third order harmonic in the out of
phase component of the roll moment and its impact in the evaluation of the roll
damping is shown.
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4.2 Introduction
The interest in this chapter is to compute the hydrodynamic coefficients in the
roll equation of motion derived in Chapter 2, which is reproduced here for conve-
nience:
φtt +
(
KA11
)
φ2φtt +
(
KA23
)
φφ2t + (4.1)
+
(
KD1
)
φt +
(
KD2 z +K
D
3 θ
)
φt +
(
KD6 z
2 +KD7 zθ +K
D
8 θ
2
)
φt +
+
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φ2φt +
(
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)
φ3t +
+
(
KS1
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φ+
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3 θ
)
φ+
+
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Eq. (4.1) is expressed in classical maneuvering notation in order to show the linear
added-mass coefficient (Kφtt) explicitly:
(Ix)φtt = (Kφtt)φtt + (Kφφφtt)φ
2φtt + (Kφφtφt)φφ
2
t + (4.2)
+ (Kφt)φt + (Kzφtz +Kθφtθ)φt +
(
Kzzφtz
2 +Kzθφtzθ +Kθθφtθ
2
)
φt +
+ (Kφφφt)φ
2φt + (Kφtφtφt)φ
3
t +
+ (Kφ)φ+ (Kzφz +Kφθθ)φ+
+
(
Kzzφz
2 +Kzφθzθ +Kφθθθ
2
)
φ+ (Kφφφ)φ
3
There are eighteen hydrodynamic coefficients that need to be identified on the right
hand side of Eq. (4.2). From these eighteen coefficients, three of them are inertial (or
added mass), eight of them are dissipative (or damping) and the remaining seven are
restoring (or stiffness). All the inertial and dissipative coefficients can be obtained
from dynamic tests in which the model is excited in pure roll.
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The restoring coefficients can be found from forces and moments measured in static
(or steady state) tests where the model is systematically perturbed in heave, roll and
pitch from equilibrium.
With this in mind, Eq. (4.2) is re-written as the sum of three functions representing
the nature of the coefficients:
(Ix)φtt = K
A(φtt, φt, φ) +K
D(φt, z, φ, θ) +K
S(z, φ, θ) (4.3)
where the functions KA(φtt, φt, φ), K
D(φt, z, φ, θ) and K
S(z, φ, θ) are given by the
following expressions:
KA(φtt, φt, φ) = (Kφtt)φtt + (Kφφφtt)φ
2φtt + (Kφφtφt)φφ
2
t (4.4)
KD(φt, z, φ, θ) = (Kφt)φt + (Kzφtz +Kθφtθ)φt + (Kφφφt)φ
2φt + (4.5)
+
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2
)
φt + (Kφtφtφt)φ
3
t
KS(z, φ, θ) = (Kφ)φ+ (Kzφz +Kφθθ)φ+ (4.6)
+
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Kzzφz
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2
)
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3
In the following sections the time independent (stiffness) and the time dependent
(added mass and damping) coefficients are obtained via regression analysis of the
experimental results obtained by Professor Judge at the USNA (Judge and Judge,
2013) and the numerical results obtained by the 2D+t approach in Chapter 3.
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4.3 Time Independent Coefficients
The stiffness coefficients in Eq. (4.6) are obtained by perturbing the attitude of the
planing hull from equilibrium in heave (z), roll (φ) and pitch (θ), and fitting a mul-
tivariate polynomial regression surface through it, where the coefficients of this poly-
nomial correspond to the coefficients being identified.
4.3.1 Experiments and Simulations
The experimental set-up reported in Judge and Judge (2013) and Judge (2014a) is
used to compute the stiffness coefficients in Eq. (4.1). This is done for two configura-
tions seen as extremes in the possible behaviour to be observed; the heavier configu-
ration (C∆ = 0.29) run at the lower speed (Cv = 2.9), and the lighter configuration
(C∆ = 0.15) run at the higher speed (Cv = 4.3). Judge and Judge (2013) presented
results for the pure roll stiffness coefficients in classical seakeeping notation for the two
configurations tested (C∆ = 0.15, 0.29) at three different speeds (Cv = 2.9, 3.6, 4.3)
and five different roll angles (φ = 0◦, 5◦, 10◦, 15◦, 20◦). Judge (2014a) presented exper-
imental results for the lighter configuration (C∆ = 0.15) tested at two different speeds
(Cv = 3.6, 4.3), five roll angles (φ = 0
◦, 5◦, 10◦, 15◦, 20◦) and five heave positions with
a maximum perturbation equivalent to half the nominal draft (z = ± 0.5TD). In
Judge (2014a) the interest was to show the effect of the roll angle and the heave
displacement in the lift force; therefore, no information was presented with regards
to the roll moment. However, the roll moment was recorded and Professor Judge has
made the information available in order to perform the comparison with the numerical
results.
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4.3.2 Stiffness Model
In Judge and Judge (2013) a third order odd model was assumed for the static roll;
however, it was suggested that a fifth order model could be more appropriate to fit
the results for the lighter configuration at large roll angles. Here, a general third order
model in heave-roll-pitch is assumed in order to investigate the relative importance
of the different coupling stiffness coefficients. Therefore, the roll stiffness force is
assumed to be represented by the following model:
KS(z, φ, θ) = (Kφ)φ+ (Kzφz +Kφθθ)φ+ (4.7)
+
(
Kzzφz
2 +Kzφθzθ +Kφθθθ
2
)
φ+ (Kφφφ)φ
3
4.3.3 Results and Analysis
The 2D+t approach is used to compute the roll moment, populate a matrix of re-
sponses obtained by systematically varying heave, roll and pitch from the equilib-
rium position reported in Judge (2014a), and fit a multivariate polynomial regres-
sion surface of fifth order to it. The roll angle is assumed to vary in the range
(−20◦ ≤ φ ≤ 20◦), and the heave and pitch perturbations (ζ3, ζ5) to be in the ranges
(−0.5TD ≤ ζ3 ≤ 0.5TD) and (−0.45 θE ≤ ζ5 ≤ 0.45 θE) respectively, where TD and
θE correspond to the non-dimensional transom draft and trim angle at equilibrium
for each configuration and speed as reported in Judge and Judge (2013).
The results of the fitting corresponding to the heavier configuration run at the lower
speed are presented in Fig. 4.1 and Table 4.1. In the regression analysis and analysis
of variance, the standard error, the lower and higher values of the estimates at the
95% confidence level and the ratio between the t-statistic and its critical value (tcrit)
at the same confidence level, referred to as t-ratio, are presented.
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Values of this ratio below one (t-ratio = t/tcrit < 1) signify that the regressor is
not significant from the statistical point of view and could be removed from the
model.
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Figure 4.1: Observed versus predicted response plots: Least squares fit (LSF) to
the numerical (2D+t) results for the stiffness component of the non-dimensional roll
moment KS(z, φ, θ). Experimental condition: C∆ = 0.29, Cv = 2.9.
Term Coefficient Std. Error 95% CI Low 95% CI High t-ratio
Kφ -0.110 3.858E-3 -0.110 -0.109 144.78
Kzφ 0.459 1.823E-3 0.455 0.462 128.304
Kφθ 0.849 5.131E-3 0.839 0.859 84.326
Kzφθ 5.451 0.083 5.289 5.613 33.660
Kzzφ -1.039 0.033 -1.104 -0.974 15.945
Kφθθ -1.886 0.263 -2.402 -1.370 3.653
Kφφφ 0.145 4.969E-3 0.135 0.154 15.691
Table 4.1: Regression analysis and analysis of variance for KS(z, φ, θ); Radj
2 = 0.999.
Experimental condition: C∆ = 0.29, Cv = 2.9.
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The results of the fitting corresponding to the lighter configuration run at the higher
speed are presented in Fig. 4.2 and Table 4.2. Notice that in this case the coefficient
Kzφθ does not contribute significantly to the fitting and could be removed from the
model.
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Figure 4.2: Observed versus predicted response plot: Least squares fit (LSF) to
the numerical (2D+t) results for the stiffness component of the non-dimensional roll
moment KS(z, φ, θ). Experimental condition: C∆ = 0.15, Cv = 4.3.
Term Coefficient Std. Error 95% CI Low 95% CI High t-ratio
Kφ -0.104 1.155E-3 -0.106 -0.102 45.946
Kzφ 0.832 0.011 0.810 0.854 37.537
Kφθ 2.144 0.021 2.102 2.185 51.551
Kzφθ -0.166 0.706 -1.551 1.219 0.120
Kzzφ 5.292 0.426 4.455 6.128 6.328
Kφθθ -5.749 1.499 -8.691 -2.808 1.954
Kφφφ 0.047 0.014 0.020 0.075 1.709
Table 4.2: Regression analysis and analysis of variance for KS(z, φ, θ); Radj
2 = 0.987.
Experimental condition: C∆ = 0.15, Cv = 4.3.
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The fitting to the results corresponding to the heavier configuration run at the lower
speed is better than the fitting corresponding to the lighter configuration run at
the higher speed. Even though the adjusted correlation coefficient squared is high
(Radj
2 = 0.987), observation of the residuals shows bias suggesting the need to include
additional higher coefficients, possibly up to fifth order, to improve the fitting. A
comparison between the pure roll stiffness coefficients obtained by a third order fitting
to the experimental results presented in Judge and Judge (2013) and those reported
in Tables 4.1 and 4.2 is presented in Tables 4.3 and 4.4.
Kφ Kφφφ
Experimental -0.127 0.042
Numerical -0.110 0.145
Table 4.3: Pure roll stiffness coefficients. Comparison between experimental and
numerical results. Experimental condition: C∆ = 0.29, Cv = 2.9.
Kφ Kφφφ
Experimental -0.124 0.321
Numerical -0.104 0.047
Table 4.4: Pure roll stiffness coefficients. Comparison between experimental and
numerical results. Experimental condition: C∆ = 0.15, Cv = 4.3.
In both cases the third order coefficient is of different sign than the first order coeffi-
cient, characteristic of a softening spring. However, the experimental results suggest
a weaker non-linear behavior for the heavier configuration while the numerical results
suggest the opposite. The numerical results for the lighter configuration run at the
higher speed are validated further by comparing the fitting to the experimental re-
sults in heave-roll (Judge, 2014a). Contours of the response surface constructed with
the same perturbation values used in the experiments are presented in Fig. 4.3. The
two response surfaces resemble one another showing fair agreement.
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(a) Experimental (φ in radians)
(b) LSF to numerical (φ in radians)
Figure 4.3: Response surface to the stiffness component of the non-dimensional roll
moment KS(z, φ, θ) to the conditions tested by Judge (2014a). Comparison between
experimental results (a) and the least squares fit (LSF) to the numerical (2D+t)
results (b). Experimental condition: C∆ = 0.15, Cv = 4.3.
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4.4 Time Dependent Coefficients
Gawthrop et al. (1988) described traditional methods to produce signals (time se-
ries) to identify the time dependent coefficients in the roll equation of motion. Those
methods include roll decay tests, forced oscillations with prescribed monofrequency
motion (roll amplitude) and forced oscillations with prescribed monofrequency exci-
tation (roll moment). Examples of the application of these methods on planing hull’s
scale models, found in the open literature, are presented in Table 4.5.
Method Example
Roll decay Arguin Jr. et al. (2001)
Forced rolling
Monofrequency motion Judge (2010, 2012)
Monofrequency excitation Balsamo et al. (2001, 2002)
Table 4.5: Examples of the application of some traditional methods to obtain the roll
time dependent coefficients on planing hull models
4.4.1 Experiments and Simulations
As mentioned above, two of the configurations (C∆,Cv) tested by Judge and Judge
(2013) have been selected to investigate the dynamic behaviour of planing hulls,
and therefore their experimental results are reduced, together with the simulations
of the same experimental conditions by the 2D+t approach. The time dependent
coefficients in Eq. (4.2) are identified from forced roll oscillations where the amplitude
and the frequency of oscillation is kept constant for each run. A simple harmonic roll
oscillation with amplitude φ0 and circular frequency ω is assumed:
φ(t) = φ0(t) sinωt φt(t) = ωφ0(t) cosωt φtt(t) = −ω2φ0(t) sinωt (4.8)
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Since the model was tested with only one degree of freedom, Judge and Judge (2013)
assumed a non-linear model of the form:
(Ix)φtt = (Kφtt)φtt + (Kφt)φt + (Kφ)φ+ (Kφφφ)φ
3 (4.9)
Tascon and Algarin (2013) used Fourier analysis and made preliminary observations
regarding the relative size of the higher-order harmonics in the roll moment time
series. Those preliminary observations suggested the existence of inertial and dissi-
pative non-linearities not included in the model assumed by Judge and Judge (2013).
Here, the work in Tascon and Algarin (2013) is continued by using Fourier analy-
sis and regression analysis to investigate non-linear models for the added mass and
damping in roll. First, Fourier analysis is used to show the importance of the differ-
ent harmonics and to make preliminary conclusions regarding inertial and dissipative
non-linearities.
4.4.2 Functional Series Methods - Fourier Analysis
Fourier analysis is applied to the time series of the roll moment required to oscillate
the planing hull scaled model in harmonic motion. The signals are separated into
in-phase (IP ) and out-of-phase (OP ) components and the Fourier representation of
the roll moment is written as follows:
KFou(t) = KFou
IP (t) +KFou
OP (t) (4.10)
where KFou
IP (t) and KFou
OP (t) are given by:
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KFou
OP (t) = a1 cosωt+ a3 cos 3ωt+ a5 cos 5ωt+ . . . (4.11)
KFou
IP (t) = b1 sinωt+ b3 sin 3ωt+ b5 sin 5ωt+ . . . (4.12)
Two experimental conditions are expected to be extremes with regards to linear
and non-linear behavior, the heavier configuration oscillated at small amplitude of
oscillation and the lighter configuration at large amplitude of oscillation.
First, a comparison of the results for the out-of-phase component of the non-dimensional
roll moment time series for these two extreme conditions is presented. The results in
Fig. 4.4 clearly indicate an almost linear behavior for the heavier configuration at the
lower speed when oscillated at small amplitude and low frequency of oscillation. In
contrast, the results presented in Fig. 4.5 show that in the case of the lighter config-
uration at the higher speed oscillated at large amplitude, there is an important third
order harmonic present. Also, at both frequencies this third order harmonic is of
different sign than the first order harmonic. This behavior is present in both the ex-
perimental and the numerical results; however, at the higher frequency of oscillation
the experimental results appear more non-linear than the numerical results.
A side by side comparison between these two configurations for the out-of-phase
component of the non-dimensional roll moment time series is presented in Fig. 4.6.
These results suggest the existence of non-linear dissipative terms in the roll equation
of motion, specially important in the lighter configuration run at the higher speed
tested.
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Figure 4.4: Harmonic analysis: Out-of-phase component of the non-dimensional roll
moment. Comparison between experimental (bar) and numerical (solid bar) results.
Experimental condition: C∆ = 0.29, Cv = 2.9, φ0 = 10
◦
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Figure 4.5: Harmonic analysis: Out-of-phase component of the non-dimensional roll
moment. Comparison between experimental (bar) and numerical (solid bar) results.
Experimental condition: C∆ = 0.15, Cv = 4.3, φ0 = 20
◦
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(a) C∆ = 0.29, Cv = 2.9, φ0 = 10
◦, f = 1.5 Hz
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(b) C∆ = 0.29, Cv = 2.9, φ0 = 10
◦, f = 2.5 Hz
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(c) C∆ = 0.15, Cv = 4.3, φ0 = 20
◦, f = 1.5 Hz
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Figure 4.6: Harmonic analysis: Out-of-phase component of the non-dimensional roll
moment. Comparison between experimental (bar) and numerical (solid bar) results.
A comparison of the results for the in-phase component of the non-dimensional roll
moment time series for the same conditions shown in Fig. 4.4, Fig. 4.5 and Fig. 4.6
is presented in Fig. 4.7, Fig. 4.8 and Fig. 4.9 repectively.
As before, the results show an almost linear behavior for the heavier configuration run
at the lower speed when oscillated at small amplitude and low frequency of oscillation
(Fig. 4.7a). At the higher frequency of oscillation (Fig. 4.7b) there are important non-
linearities in both the experimental and the numerical results; however, the magnitude
of the in-phase component is small in comparison with the out-of phase component
indicating that this frequency is close to the (fluid) natural frequency.
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In the case of the lighter configuration run at the higher speed and oscillated at
large amplitude (Fig. 4.8), there are important third order harmonics present at both
frequencies. The same behavior is found in both the experimental and the numerical
results; however, at the higher frequency of oscillation the numerical results appear
more non-linear than the experimental results with the third order harmonic having
almost the same size of the first order harmonic.
A side by side comparison between these two configurations for the in-phase compo-
nent of the non-dimensional roll moment time series is presented in Fig. 4.9. Again,
these results suggest the presence of important higher order inertial and/or stiffness
terms in the roll equation of motion, specially in the case of the lighter configuration
run at the higher speed tested.
In the case of the roll moment, the dissipative coefficients can be obtained from the
out-of-phase component while the inertial and the stiffness coefficients are confounded
in the in-phase component. Therefore, the stiffness coefficients are usually found first
from static tests and their values used to solve for the inertial coefficients from the
different harmonics of the Fourier representation. This suggests that in this case the
in-phase component can be written as composed by inertial
(
KFou
IP−A) and stiffness(
KFou
IP−S) sub-components as follows:
KFou
IP (t) = KFou
IP−A(t) +KFouIP−S(t) (4.13)
where KFou
IP−S(t) and KFouIP−A(t) are given by:
KFou
IP−S(t) = bS1 sinωt+ b
S
3 sin 3ωt+ b
S
5 sin 5ωt+ . . . (4.14)
KFou
IP−A(t) = (b1 − bS1 ) sinωt+ (b3 − bS3 ) sin 3ωt+ (b5 − bS5 ) sin 5ωt+ . . .
(4.15)
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Figure 4.7: Harmonic analysis: In-phase component of the non-dimensional roll mo-
ment. Comparison between experimental (bar) and numerical (solid bar) results.
Experimental condition: C∆ = 0.29, Cv = 2.9, φ0 = 10
◦
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Figure 4.8: Harmonic analysis: In-phase component of the non-dimensional roll mo-
ment. Comparison between experimental (bar) and numerical (solid bar) results.
Experimental condition: C∆ = 0.15, Cv = 4.3, φ0 = 20
◦
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Figure 4.9: Harmonic analysis: In-phase component of the non-dimensional roll mo-
ment. Comparison between experimental (bar) and numerical (solid bar) results.
Assuming a stiffness model for the pure roll motion of the form:
KS(φtt, φt, φ) = C1φ+ C3φ
3 + C5φ
5 (4.16)
Making use of Eq. (4.8) and identities for powers of trigonometric functions, the
arguments of the coefficients in Eq. (4.16) can be written as follows:
φ3 =
3
4
φ30 sinωt−
1
4
φ30 sin 3ωt (4.17)
φ5 =
5
8
φ50 sinωt−
5
16
φ50 sin 3ωt+
1
16
φ50 sin 5ωt (4.18)
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Equating the coefficients of sinωt, sin 3ωt and sin 5ωt between Eq. (4.16) and Eq. (4.14)
yields the following matrix representation for the harmonics corresponding to the stiff-
ness coefficients:

bS1
bS3
bS5

=

φ0
3
4
φ30
5
8
φ50
0 −1
4
φ30 −
5
16
φ50
0 0
1
16
φ50


C1
C3
C5

(4.19)
These values can be used to remove the stiffness contribution from the harmonics of
the in-phase component. Another possibility is to remove directly the stiffness con-
tribution from the time series by subtracting the function KS(φtt, φt, φ) (Eq. (4.16))
from the time record knowing the roll angle at each time step. These two approaches
yield exactly the same result when the prescribed motion is perfectly sinusoidal as
represented by Eq. (4.8).
For the results presented in this chapter a third order model is assumed for the stiffness
and therefore C5 = 0. In this sense b
S
1 is equivalent to the model used in Judge and
Judge (2013) to obtain the linear added mass coefficient from the first harmonic of
the in-phase component of the roll moment by considering the contribution of up to
third order stiffness non-linearities.
The results presented in Fig. 4.6 and Fig. 4.9 clearly suggest the existence of important
non-linear inertial, dissipative and restoring terms in the roll equation of motion.
Therefore, in the following sections different models to represent the inertial and
dissipative non-linearities are investigated.
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4.4.3 Added Mass Model
Based on Eq. (4.4) a model for the inertial coefficients is assumed:
KA(φtt, φt, φ) = A1φtt + A2φttφ
2 + A3φφ
2
t (4.20)
where the objective is to identify the coefficients on the left hand side of the roll
equation of motion and the notation Aj has been adopted for simplicity. Making use
of Eq. (4.8) and identities for powers of trigonometric functions, the arguments of the
coefficients in Eq. (4.20) can be written as follows:
φtt φ
2 =
−3
4
ω2φ30 sinωt+
1
4
ω2φ30 sin 3ωt (4.21)
φφ2tt =
1
4
ω2φ30 sinωt+
1
4
ω2φ30 sin 3ωt (4.22)
Equating the coefficients of sinωt and sin 3ωt between Eq. (4.20) and Eq. (4.15) yields
the following matrix representation for the harmonics corresponding to the inertial
coefficients up to third order:

−ω2φ0 −3
4
ω2φ30
1
4
ω2φ30
0
1
4
ω2φ30
1
4
ω2φ30


A1
A2
A3
 =

b1 − bS1
b3 − bS3
 (4.23)
Notice that in order to identify the coefficients in Eq. (4.20) the results from at least
two tests are required (assuming that the coefficients are frequency and/or amplitude
independent) since the system represented by Eq. (4.23) is under-determined (i.e.,
there are fewer equations than unknowns). However, the arguments of the coefficients
A2 and A3 even though different are multiplied by the same ω
2φ30 term. Therefore, in
trying to solve an over-determined system of equations by the least squares method
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it will be impossible to distinguish between A2 and A3 unless a relationship between
them is known or assumed. Since the argument of A2 in Eq. (4.20) might cause
problems for numerical integration, and since the effect of keeping A2 or A3 for the
non-linear stability analysis will be the same, it was decided to keep only A3. With
these considerations Eq. (4.20) reduces to:
KA(φtt, φt, φ) = A1φtt + A3φφ
2
t (4.24)
which in matrix form is written as:

−ω2φ0 1
4
ω2φ30
0
1
4
ω2φ30


A1
A3
 =

b1 − bS1
b3 − bS3
 (4.25)
and solving for A1 and A3 yields:
A1 =
(b3 − bS3 )− (b1 − bS1 )
ω2φ0
A3 =
4(b3 − bS3 )
ω2φ30
(4.26)
This result is used to obtain in subsection 4.4.7.1 the inertial coefficients in Eq. (4.20)
and make conclusions regarding their relative importance and their dependence on
amplitude (φ0) and frequency (ω). The results of the linear added mass are compared
with those obtained following the model suggested in Judge and Judge (2013). Their
results are labelled as A1eq since they were obtained solely from the information con-
tained in the first harmonic of the in-phase component of the Fourier representation
of the roll moment time series; this corresponds to:
A1eq =
−(b1 − bS1 )
ω2φ0
(4.27)
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4.4.4 Damping Models
The correct model to describe the damping on ships is still nowadays a subject of
research given the interest on understanding the effect of large amplitude roll mo-
tions on new hull forms (e.g., tumblehome) and their capsizing limits (Bassler et al.,
2010). Therefore, there is no total agreement in what the best model is, with different
models having different advocates and adepts. Regarding traditional hull forms, the
International Towing Tank Conference (ITTC) suggests the use of what is known
as the “mixed quadratic-cubic model” (Eq. (4.28)) for the numerical estimation of
roll damping (ITTC, 2011), in the cases in which non-linearities are expected to be
important.
KDITTC(φt) = B1φt +B2φt|φt|+B3φ3t (4.28)
However, this model has the mathematical disadvantage of not being infinitely dif-
ferentiable, posing difficulties to the study of non-linear dynamics by some analytical
methods (e.g., the functional series expansion). In fact, this model is a mixture of the
linear-quadratic model proposed by Froude (1955) and the linear-cubic alternative
proposed by Dalzell (1978) to avoid the non-analytical quadratic term (φt|φt|) in the
linear-quadratic model. There appears to be consensus in the non-linear dependence
of the roll damping on roll amplitude, with Haddara and Bennett (1989) one of the
first and main advocates for the inclusion of a roll angle dependent term (e.g., |φ|φt
or φ2φt) in the model for damping.
Due to the fact that the model derived in Chapter 2 was obtained from a Taylor series
expansion, all its elements are continuously differentiable. In the case of pure roll,
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Eq. (4.5) reduces to the following model for the dissipative coefficients (Bj):
KD(φt, φ) = B1φt +B2φtφ
2 +B3φ
3
t (4.29)
where, as in the added mass case, the coefficients on the left hand side of the roll equa-
tion of motion need to be identified and the notation Bj is used for simplicity.
ITTC (2011) recognizes the difficulties associated to analyze Eq. (4.28) and suggests
the use of the concept of equivalent linear damping (B1eq):
B(φt) =
(
a1
ωφ0
)
ωφ0 cosωt+ · · · = (B1eq)φt + . . . (4.30)
For the case when the motion is simple harmonic, as in Eq. (4.8), the equivalent
linear damping can be obtained directly from the first harmonic of the out-of-phase
component of the Fourier representation of the roll moment (i.e., Eq. (4.11)). Taking
the mixed quadratic-cubic model, Eq. (4.28), suggested in ITTC (2011), equating
to the out-of-phase component of the Fourier representation of the roll moment and
discarding harmonics higher than third order yields:
B1φt +B2φt|φt|+B3φ3t = a1 cosωt+ a3 cos 3ωt (4.31)
using Eq. (4.8) and trigonometric identities for powers of sines and cosines the fol-
lowing correspondence can be shown:
φt|φt| = 8
3pi
ω2φ20 cosωt+
8
15pi
ω2φ20 cos 3ωt (4.32)
φ3t =
3
4
ω3φ30 cosωt+
1
4
ω3φ30 cos 3ωt (4.33)
where the following Fourier approximation of the products of absolute values has been
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used:
cosωt |cosωt| = 8
3pi
cosωt+
8
15pi
cos 3ωt+ . . . (4.34)
Equating the coefficients of cosωt and cos 3ωt in Eq. (4.31) yields the following ma-
trix representation for the harmonics corresponding to the damping coefficients in
Eq. (4.28):

ωφ0
8
3pi
ω2φ20
3
4
ω3φ30
0
8
15pi
ω2φ20
1
4
ω3φ30


B1
B2
B3
 =

a1
a3
 (4.35)
where the equivalent linear damping can be obtained from the first row of Eq. (4.35):
B1eq(φ0, ω) =
a1
ωφ0
= B1 +B2
8
3pi
ωφ0 +B3
3
4
ω2φ20 (4.36)
This procedure can be applied to any given damping model in order to produce a
design matrix and a vector of responses. The results of this analysis to three of
damping models presented in Haddara and Bennett (1989), including two models
with angle dependent terms, is presented next:
1. Mixed quadratic with respect to φ and linear-cubic with respect to φt damping
model:
KD(φt, φ) = B1φt +B2φtφ
2 +B3φ
3
t (4.37)

ωφ0
1
4
ωφ30
3
4
ω3φ30
0
−1
4
ωφ30
1
4
ω3φ30


B1
B2
B3
 =

a1
a3
 (4.38)
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B1eq(φ0, ω) =
a1
ωφ0
= B1 +B2
1
4
φ20 +B3
3
4
ω2φ20 (4.39)
2. Mixed linear with respect to φ and linear-quadratic with respect to φt damping
model:
KD(φt, φ) = B1φt +B2φt|φ|+B3φt|φt| (4.40)

ωφ0
4
3pi
ωφ20
8
3pi
ω2φ20
0
−4
5pi
ωφ20
8
15pi
ω2φ20


B1
B2
B3
 =

a1
a3
 (4.41)
B1eq(φ0, ω) =
a1
ωφ0
= B1 +B2
4
3pi
φ0 +B3
8
3pi
ωφ0 (4.42)
3. Quadratic-cubic with respect to φt damping model:
KD(φt) = B1φt +B2φt|φt|+B3φ3t (4.43)

ωφ0
8
3pi
ω2φ20
3
4
ω3φ30
0
8
15pi
ω2φ20
1
4
ω3φ30


B1
B2
B3
 =

a1
a3
 (4.44)
B1eq(φ0, ω) =
a1
ωφ0
= B1 +B2
8
3pi
ωφ0 +B3
3
4
ω2φ20 (4.45)
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4.4.5 Third Order Models Fitted
In this section, two of the most used non-linear models to describe the pure rolling of
ships are fitted, the mixed quadratic with respect to φ and linear-cubic with respect to
φt model, given by Eq. (4.46), and the mixed quadratic-cubic model suggested by the
International Towing Tank Conference (ITTC) for the numerical estimation of roll
damping (ITTC, 2011), given by Eq. (4.49). Also, the mixed quadratic with respect
to φ and cubic with respect to φt (Eq. (4.47)) and the linear-cubic with respect to φt
(Eq. (4.48)) models are investigated, both of them understood as sub-models of the
more general mixed quadratic with respect to φ and linear-cubic with respect to φt
model (Eq. (4.46)).
KD(φt, φ)3 1 = B1φt +B2φtφ
2 +B3φ
3
t (4.46)
KD(φt, φ)3 2 = B1φt +B2φtφ
2 (4.47)
KD(φt)3 3 = B1φt +B3φ
3
t (4.48)
KD(φt)3 4 = B1φt +B2Aφt|φt|+B3φ3t (4.49)
4.4.6 Least Squares Fit (LSF) on Harmonics
In order to obtain the coefficients in Eq. (4.46) and Eq. (4.49) a combination of least
squares fit and functional series (Fourier series) is applied. First, the value of the
harmonics in the out-of-phase component of the roll moment is obtained. Next,
an over-determined system of equations is construted by changing systematically
amplitude and frequency. The results for the different amplitudes and frequencies
tested are stacked in a design matrix and the values of the corresponding harmonics
of the out-of-phase component of the roll moment in a vector of responses (with
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elements ajk ; j = 1, 3; k = 1 . . . n). Lastly, the vector of regression coefficients (with
elements Bj; j = 1 . . . 3) is solved by the least squares method. An example of the
construction of the design matrix and the vector of responses for identification of the
coefficients in the mixed quadratic with respect to φ and linear-cubic with respect to
φt damping model follows:
KD(φt, φ)3 1 = B1φt +B2φtφ
2 +B3φ
3
t (4.50)
ω1φ01
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4
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3
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4
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4
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4
ω31φ
3
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4
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3
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3
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4
ω2φ
3
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...
ωnφ0n
1
4
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3
0n
3
4
ω3nφ
3
0n
0
−1
4
ωnφ
3
0n
1
4
ω3nφ
3
0n


B1
B2
B3

=

a11
a31
a12
a32
...
a1n
a3n

(4.51)
Himeno (1981) suggests that the non-linear roll coefficients can be obtained by solving
the equivalent linear damping for different values of amplitude and frequency. This is
in fact equivalent to neglecting the third harmonic a3k and solving an over-determined
system of equations. For the mixed quadratic with respect to φ and linear-cubic
with respect to φt damping model this approach implies the following system of
equations:
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4
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
B1
B2
B3

=

a11
a12
...
a1n

(4.52)
Interestingly, this coincides with the observation of Sutulo and Guedes Soares (2007),
in their work on estimation of the maneuvering derivatives from (sway-yaw) oscil-
latory tests, that higher-order (in their case second order) harmonics do not affect
significantly the estimates of the regression coefficients and in the majority of the
cases do not improve the uncertainty and accuracy of the model. In agreement with
Sutulo and Guedes Soares (2007), the higher-order harmonics in this context can be
interpreted as additional test points (replicates) since they are obtained from the same
test (same experimental conditions). However, as will be shown with an example, in
the presence of important non-linearities, neglecting the higher-order harmonics in
the construction of the design matrix does affect the uncertainty and accuracy of the
model.
4.4.7 Results and Analysis
The theory developed in the previous sections is applied to the experimental and
numerical time series of the roll moment obtained for the configurations of interest,
as it was done in section 4.3.3 for the stiffness coefficients.
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4.4.7.1 Added Mass Coefficients
First, the added mass coefficients given by Eq. (4.26) are obtained from the in-phase
component of the Fourier representation of the roll moment time series. The pure
roll stiffness coefficients obtained in section 4.3.3 for the numerical results, and the
results given in Judge and Judge (2013) for the experimental results, are used to solve
for bS1 and b
S
3 . The results of the added mass coefficients corresponding to the lighter
configuration run at the higher speed are presented in Tables 4.6 and 4.7. The results
corresponding to the heavier configuration run at the lower speed are presented in
Tables 4.8 and 4.9. In both cases, the value of A1eq is smaller than the value of A1
and therefore the effect of the third order harmonic is to increase the linear added
mass. In the case of the heavier configuration run at the lower speed, A3 appears to
be both frequency and amplitude independent and A1 weakly amplitude dependent.
In the case of the lighter configuration run at the higher speed, the experimental and
numerical results are inconclusive. A1 appears to be both frequency and amplitude
dependent; however, the values are very small. Analysis of other amplitudes and
frequencies of oscillation would be required in order to make better conclusions. Also,
the Fourier analysis of the numerical results suggest important fifth order harmonics.
However, it is worth mentioning that for the reduction of the experimental results for
the cases with high speed and low frequency of oscillation only a couple of cycles are
available. Also, in the large amplitude cases there are small super harmonics in the roll
amplitude that introduce “noise” in the higher order harmonics of the roll moment.
A visual fitting of averages of the added mass coefficients (i.e., assuming amplitude
and frequency independence) to the in-phase component of Fourier representation
of the roll moment experimental time series for the two configurations of interest
is presented in Fig. 4.10 and Fig. 4.11. The results show fair agreement for both
configurations, amplitudes and frequencies of oscillation.
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φ f(Hz) A1eq A1 A3
10 1.5 -4.213E-4 1.061E-3 0.196
10 2.5 1.203E-3 2.455E-3 0.163
20 1.5 -6.371E-4 4.177E-3 0.156
20 2.5 3.386E-4 6.085E-3 0.183
Table 4.6: Added-mass coefficients for KA(φtt, φt, φ) corresponding to the experimen-
tal results. Experimental conditions: C∆ = 0.15, Cv = 4.3.
0.000 0.200 0.400 0.600
0.0200−
0.0100−
0.0000
0.0100
0.0200
Observed
Predicted
t (s)
In
-p
ha
se
 c
om
po
ne
nt
(a) φ0 = 10
◦, f = 1.5 Hz
0.000 0.100 0.200 0.300 0.400
0.100−
0.050−
0.000
0.050
0.100
Observed
Predicted
t (s)
In
-p
ha
se
 c
om
po
ne
nt
(b) φ0 = 20
◦, f = 2.5 Hz
Figure 4.10: In-phase component of the non-dimensional roll moment corresponding
to the experimental results. Fitting of the sum of KA(φtt, φt, φ) with A1 = 0.009 and
A3 = 0.211 plus K
S(φ) with C1 = 0.144 and C3 = −0.186. Experimental condition:
C∆ = 0.15, Cv = 4.3.
φ f(Hz) A1eq A1 A3
10 1.5 -5.183E-3 -4.768E-3 0.055
10 2.5 -1.143E-3 -1.270E-4 0.133
20 1.5 3.196E-3 0.013 0.308
20 2.5 2.211E-3 8.580E-3 0.209
Table 4.7: Added-mass coefficients for KA(φtt, φt, φ) corresponding to the numerical
(2D+t) results. Experimental conditions: C∆ = 0.15, Cv = 4.3.
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φ f(Hz) A1eq A1 A3
10 1.5 0.011 0.013 0.247
10 2.5 0.010 0.012 0.248
20 1.5 0.012 0.019 0.247
20 2.5 8.434E-3 0.016 0.246
Table 4.8: Added-mass coefficients for KA(φtt, φt, φ) corresponding to the experimen-
tal results. Experimental conditions: C∆ = 0.29, Cv = 2.9.
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Figure 4.11: In-phase component of the non-dimensional roll moment corresponding
to the experimental results. Fitting of the sum of KA(φtt, φt, φ) with A1 = 0.016 and
A3 = 0.247 plus K
S(φ) with C1 = 0.127 and C3 = −0.042. Experimental condition:
C∆ = 0.29, Cv = 2.9.
φ f(Hz) A1eq A1 A3
10 1.5 3.970E-3 4.923E-3 0.125
10 2.5 7.027E-3 7.797E-3 0.101
20 1.5 9.203E-3 0.018 0.273
20 2.5 6.694E-3 0.011 0.151
Table 4.9: Added-mass coefficients for KA(φtt, φt, φ) corresponding to the numerical
(2D+t) results. Experimental conditions: C∆ = 0.29, Cv = 2.9.
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4.4.7.2 Damping Coefficients
Two groups of coefficients can be distinguished from the model for dissipative coef-
ficients given by Eq. (4.5). The first group is composed by coefficients that are only
function of roll velocity and displacement, KD(φt, φ). The second group is composed
by coefficients that are function of roll velocity and heave and pitch displacements,
KD(φt, z, θ):
KD(φt, φ) = (Kφt)φt + (Kφφφt)φ
2φt + (Kφtφtφt)φ
3
t (4.53)
KD(φt, z, θ) =
(
Kzφtz +Kθφtθ +Kzzφtz
2 +Kzθφtzθ +Kθθφtθ
2
)
φt (4.54)
The first group of coefficients can be identified from the experiments described in
section 4.3.1. The models described in section 4.4.5, which include the one given by
Eq. (4.53), are fitted in this section.
The results of the fitting of the models given by Eq. (4.46) and Eq. (4.49) to the
lighter configuration run at the higher speed are presented in Tables 4.10 and 4.12.
For comparison, the results of the fitting of the same models but using the approach
suggested by Himeno (1981) are presented in Tables 4.11 and 4.13. In the latter case,
these models are labelled as KD(φt, φ)3 1eq and K
D(φt)3 4eq respectively.
Notice that for the model KD(φt, φ)3 4, given by Eq. (4.49), none of the coefficients
is statistically significant. Also, notice that when following the approach suggested
by Himeno (1981) the adjusted correlation coefficient squared increases for the two
models. However, this result alone might be misleading since the comparison between
observed and predicted in this case is done over the first harmonic alone and not over
the time series record. Also, notice that the third order coefficient B3 in model
KD(φt, φ)3 1, given by Eq. (4.46), is not significant and could be eliminated from the
model.
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Term Coefficient Std. Error 95% CI Low 95% CI High t-ratio
B1 0.023 2.180E-3 0.018 0.028 4.744
B2 0.563 0.038 0.479 0.647 6.610
B3 2.670E-3 2.260E-3 -2.299E-3 7.639E-3 0.531
Table 4.10: Regression analysis and analysis of variance for KD(φt, φ)3 1, fitting to the
experimental results; Radj
2 = 0.991. Experimental condition: C∆ = 0.15, Cv = 4.3.
Term Coefficient Std. Error 95% CI Low 95% CI High t-ratio
B1 0.024 8.093E-4 0.021 0.026 9.176
B2 0.430 0.050 0.291 0.569 2.697
B3 6.258E-3 1.319E-3 2.596E-3 9.921E-3 1.491
Table 4.11: Regression analysis and analysis of variance for KD(φt, φ)3 1eq, fitting
to the experimental results; Radj
2 = 0.999. Experimental condition: C∆ = 0.15,
Cv = 4.3.
Term Coefficient Std. Error 95% CI Low 95% CI High t-ratio
B1 0.022 0.031 -0.045 0.090 0.330
B2A 0.060 0.095 -0.149 0.269 0.284
B3 -0.045 0.064 -0.185 0.096 0.315
Table 4.12: Regression analysis and analysis of variance for KD(φt)3 4, fitting to the
experimental results; Radj
2 = 0.795. Experimental condition: C∆ = 0.15, Cv = 4.3.
Term Coefficient Std. Error 95% CI Low 95% CI High t-ratio
B1 0.016 0.012 -0.016 0.048 0.427
B2A 0.042 0.038 -0.064 0.147 0.347
B3 -0.014 0.026 -0.087 0.059 0.163
Table 4.13: Regression analysis and analysis of variance for KD(φt)3 4eq, fitting to the
experimental results; Radj
2 = 0.980. Experimental condition: C∆ = 0.15, Cv = 4.3
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In the following figures combinations of the two extremes of the amplitudes and
frequencies of oscillation are used to present visually the fitting of these two models
to the out-of-phase component of the Fourier representation of the experimental roll
moment time series for the lighter configuration run at the higher speed.
Fig. 4.12 shows the fitting to the two models when the coefficients are predicted using
the information from the first and the third harmonics. Fig. 4.13 presents the fitting
when only the first harmonics is used to predict the same coefficients. In Fig. 4.14
a side by side comparison between the fitting obtained by using the two different
approaches is presented. Two conclusions can be drawn from these three figures;
first, the fitting when using both the first and the third harmonics to predict the
coefficients is better than when using the first harmonic alone; second, the model
suggested by ITTC (2011) fails to fit the out-of-phase component of the time series
for the roll moment at both combinations of amplitudes and frequencies.
A comparison of the fitting of the four models represented by Eqs. (4.46) to (4.49)
to the out-of-phase component of the Fourier representation of the experimental roll
moment time series for the lighter configuration run at the higher speed and oscil-
lated at small amplitude and low frequency is presented in Fig. 4.15. An equivalent
comparison for the large amplitude and high frequency runs for the same configura-
tion is presented in Fig. 4.16. A side by side comparison of the fitting to the small
amplitude and low frequency runs versus the large amplitude and high frequency runs
is presented in Fig. 4.17.
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Figure 4.12: Out-of-phase component of the non-dimensional roll moment. Compar-
ison between the fitting of the third order damping models with contribution from
the third harmonic. Experimental condition: C∆ = 0.15, Cv = 4.3.
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Figure 4.13: Out-of-phase component of the non-dimensional roll moment. Compari-
son between the fitting of the third order damping models without contribution from
the third harmonic. Experimental condition: C∆ = 0.15, Cv = 4.3.
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Figure 4.14: Out-of-phase component of the non-dimensional roll moment. Compar-
ison between the fitting of the third order damping models with (left) and without
(right) contribution from the third harmonic. Experimental condition: C∆ = 0.15,
Cv = 4.3.
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Figure 4.15: Out-of-phase component of the non-dimensional roll moment. Compar-
ison between the fitting of the different third order damping models. Experimental
condition: C∆ = 0.15, Cv = 4.3, φ0 = 10
◦, f = 1.5 Hz.
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Figure 4.16: Out-of-phase component of the non-dimensional roll moment. Compar-
ison between the fitting of the different third order damping models. Experimental
condition: C∆ = 0.15, Cv = 4.3, φ0 = 20
◦, f = 2.5 Hz.
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Figure 4.17: Out-of-phase component of the non-dimensional roll moment. Compar-
ison between the fitting of the different third order damping models. Experimental
condition: C∆ = 0.15, Cv = 4.3
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For this particular configuration, the model KD(φt, φ)3 2 shows the best fitting as
expected, given the results presented in Table 4.10, highlighting the importance of
B2 and therefore the dependence of the damping moment on roll amplitude. If the
damping coefficient B3 is omitted, taking into consideration that is not significant
(t-ratio< 1), then the linear damping coefficient B1 can be solved for from Eq. (4.38)
yielding:
B1 =
a1 + a3
ωφ0
(4.55)
Eq. (4.55) shows that for the lighter configuration run at the higher speed tested the
effect of the third order harmonic in the out-of-phase component of the roll moment
is to reduce the value of the linear damping coefficient B1, since the first and the
third harmonics are of different sign as shown in Fig. 4.5.
Judge and Judge (2013) observed the amplitude dependence of the equivalent lin-
ear damping coefficient (B1eq) for the lighter configuration run at the higher speed.
A comparison between the linear damping coefficient (B1) obtained from the model
KD(φt, φ)3 1 and their results is presented in Fig. 4.18. Two conclusions can be
derived from this comparison; first, the dependence in roll amplitude is adequately
accounted for in the model KD(φt, φ)3 1 and therefore the coefficients appear both
frequency and amplitude independent; and second, from the small amplitude experi-
ments it is possible to obtain an approximate value for the linear damping coefficient
B1.
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Figure 4.18: Linear roll damping coefficient as a function of amplitude (φ0) and fre-
quency (f) of oscillation. Comparison between B1eq obtained from the first harmonic
(a1) and B1 obtained from model K
D(φt, φ)3 1. Experimental condition: C∆ = 0.15,
Cv = 4.3.
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Taking this result into consideration, the out-of-phase component of the Fourier rep-
resentation of the numerical roll moment time series for the lighter configuration run
at the higher speed is fitted to the model KD(φt, φ)3 1; the statistics of this fitting
are presented in Table 4.14. The results are consistent with those obtained from
the experimental results, the values of the three coefficients overlap in the confidence
intervals and the coefficient B3 is not significant at this confidence level.
Term Coefficient Std. Error 95% CI Low 95% CI High t-ratio
B1 0.021 4.007E-3 0.011 0.032 1.910
B2 0.371 0.061 0.216 0.527 2.208
B3 2.608E-3 3.839E-3 -7.260E-3 0.012 0.245
Table 4.14: Regression analysis and analysis of variance for KD(φt, φ)3 1 , fitting to
the numerical results; Radj
2 = 0.981. Experimental conditions: C∆ = 0.15, Cv = 4.3.
The analysis is repeated for the heavier configuration at the lower speed and the
results of the regression analysis are presented in Table 4.15 for the KD(φt, φ)3 1
model given by Eq. (4.46) and those corresponding to the KD(φt)3 4 model given by
Eq. (4.49) are presented in Table 4.16. As before, the visual results of the fitting are
presented in Fig. 4.19 and Fig. 4.20 respectively. Equivalent results for the analysis of
the numerical time series are presented in Table 4.17. Also in this case the coefficients
overlap in the confidence intervals; however, in contrast with the lighter configuration,
B3 is significant. Here it is interesting to notice that no constraint has been imposed
in the sign of the damping coefficients and a negative value of the damping coefficient
B2 has been obtained in the fitting. In Haddara and Bennett (1989) it is suggested
that all the damping coefficients must be positive for the system to be dissipative. In
this work, the linear damping coefficient is expected to be positive since the system is
asymptotically stable in the absence of parametric excitation; however, no reason was
found to impose constraints on the sign of the non-linear damping coefficients.
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Term Coefficient Std. Error 95% CI Low 95% CI High t-ratio
B1 0.062 1.042E-3 0.059 0.065 22.208
B2 -0.097 0.016 -0.137 -0.057 2.631
B3 7.313E-3 9.984E-4 4.747E-3 9.879E-3 2.114
Table 4.15: Regression analysis and analysis of variance for KD(φt, φ)3 1, fitting to the
experimental results; Radj
2 = 0.999. Experimental condition: C∆ = 0.29, Cv = 2.9.
Term Coefficient Std. Error 95% CI Low 95% CI High t-ratio
B1 0.064 0.014 0.028 0.099 1.657
B2A -0.013 0.040 -0.116 0.090 0.115
B3 0.017 0.026 -0.049 0.083 0.233
Table 4.16: Regression analysis and analysis of variance for KD(φt)3 4, fitting to the
experimental results; Radj
2 = 0.992. Experimental condition: C∆ = 0.29, Cv = 2.9.
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Figure 4.19: Out-of-phase component of the non-dimensional roll moment. Compari-
son between the fitting of the third order damping models KD(φt, φ)3 1 and K
D(φt)3 4.
Experimental condition: C∆ = 0.29, Cv = 2.9.
147
0.000 0.200 0.400 0.600
0.0300−
0.0200−
0.0100−
0.0000
0.0100
0.0200
0.0300
Observed
Predicted
t (s)
O
ut
-o
f-
ph
as
e 
co
m
po
ne
nt
(a) KD(φt)3 4, φ0 = 10
◦, f = 1.5 Hz
0.000 0.100 0.200 0.300 0.400
0.100−
0.050−
0.000
0.050
0.100
Observed
Predicted
t (s)
O
ut
-o
f-
ph
as
e 
co
m
po
ne
nt
(b) KD(φt)3 4, φ0 = 20
◦, f = 2.5 Hz
Figure 4.20: Out-of-phase component of the non-dimensional roll moment. Compari-
son between the fitting of the third order damping models KD(φt, φ)3 1 and K
D(φt)3 4.
Experimental condition: C∆ = 0.29, Cv = 2.9.
Term Coefficient Std. Error 95% CI Low 95% CI High t-ratio
B1 0.067 1.489E-3 0.063 0.071 16.278
B2 -0.174 0.023 -0.232 -0.116 2.780
B3 4.340E-3 1.427E-3 6.726E-4 8.008E-3 1.096
Table 4.17: Regression analysis and analysis of variance for KD(φt, φ)3 1, fitting to
the numerical results; Radj
2 = 0.999. Experimental condition: C∆ = 0.29, Cv = 2.9.
A comparison of the equivalent linear damping (B1eq) obtained from the experimental
and numerical results with results found by the application of semi-empirical formulae
available in the open literature is presented in Table 4.18. Specifically, the comparison
is carried out with the formulae presented in Ikeda et al. (1998) for the vertical
component of lift damping and in Brown and Klosinski (1995b) (B&K) for the linear
roll damping coefficient.
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Ikeda’s formula has been re-derived in order to obtain the value of the coefficient with
respect to a given vertical position of the center of gravity. Ikeda’s formula for the
vertical component of lift damping is given by:
B44V L =
1
2
Cv
(
∂CLβ
∂θE
)
Bwl
12 cos2 βG
(
Bwl − 3
2
Vcg sin 2βG
)
(4.56)
where Bwl corresponds to the non-dimensional wetted beam at the transom (i.e.
Bwl = 1 when the non-dimensional chine wetted length is greater than zero (λc > 0)).
With this notation B44V L ∼ B1eq.
Both, Ikeda’s and Brown and Klosinski’s formulae are frequency and amplitude in-
dependent. Since the numerical and experimental results show dependence on roll
amplitude, the maximum and minimum values obtained for each of the two configu-
rations of interest are presented as ranges.
C∆ Cv λ θE Ikeda B&K Experimental Numerical
0.29 2.9 2.009 4◦ 0.116 0.083 0.061 – 0.066 0.063 – 0.068
0.15 4.3 0.938 2.9◦ 0.051 0.096 0.028 – 0.041 0.023 – 0.036
Table 4.18: Equivalent linear damping (B1eq). Comparison with formulae available
in the open literature.
Notice that both formulae over-predict the equivalent linear damping. However,
Ikeda’s formula presents the same trend as the experimental and numerical results.
This is in contrast with Brown and Klosinski’s formula where the trend is the oppo-
site.
Taking into consideration this consistent trend, Ikeda’s formula is used to produce
values of the linear damping coefficients for the same heave and pitch perturbations
used to find the stiffness coefficients in section 4.3.3.
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Fitting a multivariate polynomial regression to these values yields the following re-
sults for the damping coefficients of the form KD(z, θ, φt). In Table 4.19 the results for
the damping coefficients dependent on heave and pitch displacements for the lighter
configuration at the higher speed are presented:
Term Coefficient Std. Error 95% CI Low 95% CI High t-ratio
Kzφt 0.369 4.169E-3 0.360 0.377 44.396
Kθφt 2.537 7.819E-3 2.521 2.553 162.886
Kzθφt -16.369 0.510 -17.413 -15.379 16.128
Kzzφt -1.105 0.310 -1.723 -0.488 1.790
Kθθφt -30.569 1.091 -32.742 -28.396 14.067
Table 4.19: Regression analysis and analysis of variance for KD(z, θ, φt); Radj
2 =
0.999. Experimental condition: C∆ = 0.15, Cv = 4.3.
The results for the damping coefficients dependent on heave and pitch displacements
for the heavier configuration at the lower speed are presented in Table 4.20:
Term Coefficient Std. Error 95% CI Low 95% CI High t-ratio
Kzφt 0.815 3.806E-3 0.807 0.822 107.46
Kθφt -0.320 0.011 -0.342 -0.299 14.657
Kzθφt 13.002 0.338 12.329 13.675 19.320
Kzzφt -1.821 0.134 -2.087 -1.555 6.846
Kθθφt -7.229 1.110 -9.440 -5.017 3.268
Table 4.20: Regression analysis and analysis of variance for KD(z, θ, φt); Radj
2 =
0.998. Experimental condition: C∆ = 0.29, Cv = 2.9.
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4.5 Conclusions
The time independent (restoring) and time dependent (inertial and dissipative) coef-
ficients for the roll equation of motion derived in Chapter 2, have been obtained for
two of the experimental conditions reported in Judge and Judge (2013), by using a
combination of Fourier analysis and regression analysis.
The results of the analysis have highlighted the importance of the dissipative non-
linearities, particularly in the case of the lighter configuration run at the higher speed.
For this configuration, it has been demonstrated that the mixed quadratic with respect
to roll amplitude (φ) and linear-cubic with respect to roll velocity (φt) damping model
is capable to adequately represent the dependence of the linear damping coefficient
on roll amplitude. Also, it has been shown that in this regard this model is superior
than the mixed quadratic-cubic damping model suggested in ITTC (2011).
It is important to mention that if an equivalent linear damping coefficient to be used
in the roll equation of motion is derived from the large amplitude runs, this value
would be about two times the value of the linear damping coefficient in the case of
the lighter configuration run at the higher speed. In Chapter 6, the consequences of
using one value or the other in the construction of the stability boundaries for the
prediction of unstable roll oscillatory motions will be addressed.
With regards to the contribution of the higher order harmonics, it has been shown
that even though the statistics of the fitting with the first harmonic alone might be
better than those obtained when fitting both the first and the third harmonic, the
fitting of the time series is not. Therefore, it is suggested to include the higher order
harmonics in the computation of the damping coefficients in the cases with important
dissipative non-linearities.
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Regarding the inertial coefficients, further analysis of the in-phase component of the
Fourier representation of the roll moment time series is required. The results of both
the stiffness and the inertial coefficients has suggested the need to include up to fifth
order non-linearities in order to improve the fitting and obtain coefficients independent
of amplitude and frequency, specially in the case of the lighter configuration run at
the higher speed.
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CHAPTER 5
Stability Analysis: A Hill’s Equation with Cubic
Non-linearities
5.1 Chapter Overview
In this chapter the dynamics of a non-linear form of Hill’s equation in the neighbor-
hood of a 2:1 resonance are investigated. The analysis is restricted to positive values
of linear stiffness and linear damping since the system that gives rise to the equation
is asymptotically stable in the absence of parametric excitation. Stability boundaries
resulting from a first order solution obtained by the Two Variable Expansion Method
are presented in order to show the effect of the periodic damping term in the stability
boundaries of the damped Mathieu’s equation with cubic non-linearities.
5.2 Introduction
In Chapter 2 the non-dimensional heave-roll-pitch system to a single degree of freedom
was reduced by assuming an ordering in the different coefficients of the equation of
motion obtaining an effective one-way coupling between heave-pitch and roll.
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Also, by assuming the response of the autonomous heave-pitch system to be a stable
harmonic motion (limit cycle) and by rescaling the non-dimensional time with the
exciting frequency, the non-dimensional roll equation of motion was written in the
form:
φττ +
1
ω
(
KD1 + f
φt
0
)
φτ +
1
ω
(
fφt1 cos
(
τ − ψφt1
))
φτ (5.1)
+
1
ω2
(
KS1 + f
φ
0
)
φ+
1
ω2
(
fφ1 cos
(
τ − ψφ1
))
φ
+
1
ω
(
fφt2 cos
(
2 τ − ψφt2
))
φτ +
1
ω2
(
fφ2 cos
(
2 τ − ψφ2
))
φ
+
(
KA11
)
φ2φττ +
(
KA23
)
φφ2τ +
1
ω
(
KD12
)
φ2φτ + ω
(
KD17
)
φ3τ +
1
ω2
(
KS7
)
φ3 = 0
It has been suggested in Katayama (2002) that what is known in the small craft
community as chine-walking could be roll parametrically excited by periodic motions
in heave and/or pitch when their frequency is nearly twice the roll natural frequency
(i.e., parametric rolling). Therefore, it is of interest to investigate the existence of
bounded periodic motions (stable limit cycles) in roll (i.e., Eq. (5.1)) parametrically
excited by heave and pitch, when the frequency of the heave and pitch motion (ω) is
nearly twice the roll natural frequency (a 2:1 resonance). A first order approximate
solution to Eq. (5.1) will be sought by the Two Variable Expansion Method (or
Method of Multiple Scales) in the vicinity of the principal parametric resonance. With
this in mind, Eq. (5.1) is written in the form of a nonlinear Hill’s equation:
xtt + (δ +  cos(t− ψ1))x+ (B1 + fφt cos(t− ψ2))xt+
C3x
3 + A2x
2 xtt + A3x x
2
t +B2x
2xt +B3x
3
t = 0
(5.2)
154
where the correspondence between Eq. (5.1) and Eq. (5.2) is as follows:
δ =
1
ω2
(
KS1 + f
φ
0
)
 =
1
ω2
(
fφ1
)
ψ1 = ψ
φ
1
B1 =
1
ω
(
KD1 + f
φt
0
)
fφt = f
φt
1 ψ2 = ψ
φt
1 C3 =
1
ω2
(
KS7
)
A2 = K
A
11 A3 = K
A
23 B2 =
1
ω
(
KD12
)
B3 = ω
(
KD17
)
In Eq. (5.2) the parametric excitations with higher harmonics in Eq. (5.1) has been
omitted since in the vicinity of the principal parametric resonance, when δ ≈ 0.25,
they will not appear in the approximate solution.
In Eq. (5.2) x represents roll amplitude, fφt is the amplitude of the linear periodic
damping term, the A3 term represents non-linear added mass, the B2,3 terms represent
non-linear damping and the C3 term represents non-linear stiffness. Here  > 0 and
fφt > 0 are assumed without loss of generality. Moreover, the analysis is restricted
to positive values of linear stiffness and linear damping (δ > 0 ,B1 > 0) since the
system Eq. (5.1) is assumed to be asymptotically stable in the absence of parametric
excitation and non-linearities.
Eq. (5.2) has been previously studied by Ng and Rand (2002) for the case without
linear damping, by Rand et al. (2005) for the case without time dependent damping
and by Oh et al. (2000) for the case without A3 and B2. Here, the results of the
first order approximation to Eq. (5.2) are generalized by using the (δ, ) parameter
space (or the Ince-Strutt diagram). The results are presented in the (δ, ) parameter
space taking into consideration that the naval architecture community is familiar with
the stability boundaries (transition curves) in the Ince-Strutt diagram (e.g. Neves
(2007)).
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5.3 First Order Approximation
The amplitude of the periodic damping and the non-linear terms are scaled with
the forcing amplitude  in order to perturb the linear harmonic oscillator; therefore
B1 = µ,A2,3 = α2,3, B2,3 = β2,3, C3 = χ3, fφt = F . Substitution of these into
Eq. (5.2) yields:
xtt + (δ +  cos(t− ψ1))x+  (µ+ F cos(t− ψ2))xt+

(
χ3x
3 + α2x
2 xtt + α3x x
2
t + β2x
2xt + β3x
3
t
)
= 0
(5.3)
Following Rand (2012) the Two Variable Expansion Method (or Method of Multiple
Scales) is applied with ξ = t and η = t in order to investigate the dynamics of
Eq. (5.2) for small forcing amplitude :
xt = xξ + xη xtt = xξξ + 2xξη + 
2xηη (5.4)
To investigate the principal subharmonic resonance in which the forcing frequency is
twice the natural frequency, the detuning parameter δ1 is introduced by expanding δ
in a power series around the 2:1 subharmonic resonance:
δ =
1
4
+  δ1 (5.5)
Next, x is expanded in a power series:
x = x0 +  x1 (5.6)
Replacing Eq. (5.4), Eq. (5.5) and Eq. (5.6) in Eq. (5.3) and collecting terms of equal
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order in  yields:
x0ξξ +
1
4
x0 = 0 (5.7)
x1ξξ +
1
4
x1 =− 2x0ξη − δ1x0 − x0 cos (ξ − ψ1)− µx0ξ − F cos (ξ − ψ2)x0ξ+
(5.8)
− χ3x30 − α2x20x0ξξ − α3x0x20ξ − β2x20x0ξ − β3x30ξ
The general solution of Eq. (5.7) is given by:
x0 = u(η) cos
ξ
2
+ v(η) sin
ξ
2
(5.9)
After replacing Eq. (5.9) in Eq. (5.8), removal of secular terms yields the following
slow-flow that describes the dynamics of Eq. (5.3) for small :
uη =
(
3
4
χ3 +
1
16
α3 − 3
16
α2
)
v
(
u2 + v2
)− (1
8
β2 +
3
32
β3
)
u
(
u2 + v2
)
+ (5.10)(
δ1 − 1
2
cosψ1 +
1
4
F sinψ2
)
v +
(
−1
2
µ+
1
2
sinψ1 +
1
4
F cosψ2
)
u ≡ f1(u, v)
vη =−
(
1
8
β2 +
3
32
β3
)
v
(
u2 + v2
)− (3
4
χ3 +
1
16
α3 − 3
16
α2
)
u
(
u2 + v2
)−(
1
2
µ+
1
2
sinψ1 +
1
4
F cosψ2
)
v +
(
−δ1 − 1
2
cosψ1 +
1
4
F sinψ2
)
u ≡ f2(u, v)
In order to investigate periodic motions in Eq. (5.3), the slow-flow is transformed to
polar coordinates with:
u(η) = R(η) cos θ(η) v(η) = R(η) sin θ(η) (5.11)
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where Eq. (5.9) takes the alternative form:
x0 = R(η) cos
(
ξ
2
− θ(η)
)
(5.12)
Replacing Eq. (5.11) in Eq. (5.10) yields the slow-flow in polar form:
Rη = − β
32
R3 − R
4
(2µ+ 2 sin (2θ − ψ1)− F cos (2θ − ψ2)) ≡ f1(R, θ) (5.13)
θη = − α
16
R2 − 1
4
(4δ1 + 2 cos (2θ − ψ1) + F sin (2θ − ψ2)) ≡ f2(R, θ)
where α = 12χ3 +α3− 3α2 represents the effect of the non-dissipative non-linearities
and β = 4β2 + 3β3 represents the effect of the dissipative non-linearities. Additional
third order non-dissipative and dissipative non-linearities can be added rationally to
α and β affecting their values but not their general effect in the dynamics of the
system, as predicted by the first order approximation.
5.4 Periodic Motions
As mentioned in the introduction, the interested of this research lies in the existence
of periodic motions (stable limit cycles) in Eq. (5.2) since they will correspond to
parametric roll. Eq. (5.10) represents the dynamics of Eq. (5.2) in the slow-time scale
η = t; so, the solution to Eq. (5.10) can be understood as the amplitude envelope of
the solution in the fast-time scale ξ = t. Therefore, non-trivial real equilibria (R 6= 0)
of the slow-flow Eq. (5.13) correspond to limit cycles in Eq. (5.3); they are found by
setting f1,2(R, θ) = 0.
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The two resulting equations can be manipulated to yield:
sin 2θ = −(2qα + pβ)R
2 + 32qδ1 + 16pµ
p2 + q2
(5.14)
cos 2θ = −(qβ − 2pα)R
2 − 32pδ1 + 16qµ
p2 + q2
where
p = 8 (2 cosψ1 − F sinψ2)
q = 8 (2 sinψ1 + F cosψ2)
p2 + q2 = 64 (Fψ + 4)
Fψ = F (F − 4 sinψ)
ψ = ψ2 − ψ1
Using the identity sin2 2θ + cos2 2θ = 1, yields a quadratic equation in R2:
a4R
4 + a2R
2 + a0 = 0 (5.15)
with coefficients
a4 = 4α
2 + β2 (5.16)
a2 = 32 (4αδ1 + βµ)
a0 = 64
(
4
(
µ2 + 4δ21 − 1
)− Fψ)
Changes in the number of real roots in Eq. (5.15) correspond to bifurcations in
Eq. (5.13). Defining its discriminant as ∆ = a22 − 4a4a0; the stability boundaries
in the (δ1, µ) parameter space correspond to changes in the number of real roots in
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Eq. (5.15) and are given by a0 = 0 and ∆ = 0, which yields:
(
µ2 + 4δ21 − 1
)− Fψ
4
= 0 (5.17)
(4α2 + β2)
(
Fψ
4
+ 1
)
− 4(αµ− βδ1)2 = 0 (5.18)
Defining Λ as the ratio between dissipative and non-dissipative non-linearities and
replacing β = Λα in Eq. (5.18) above yields:
−(µ− Λδ1)2 +
(
Λ2
4
+ 1
)(
Fψ
4
+ 1
)
= 0 (5.19)
The number of real roots (limit cycles) in Eq. (5.15) as a function of ∆ and a0, given
a4 > 0, can be summarized as follows:
∆ < 0 no real roots (no limit cycles) (5.20)
∆ > 0
a0 < 0, a2 > 0, two real roots (one limit cycle)
a2 < 0, two real roots (one limit cycle)
a0 > 0, a2 > 0, no real roots (no limit cycles)
a2 < 0, four real roots (two limit cycles)
Equations Eq. (5.17) and Eq. (5.19) correspond to conics in the (δ1, µ) space; specif-
ically, Eq. (5.17) draws an ellipse and Eq. (5.19) draws two parallel lines tangent
to the ellipse. Figure 5.1 shows schematically Eq. (5.17) and Eq. (5.19) for Λ = 1,
Λ = −1, and for the limiting cases Λ = 0 (only non-dissipative non-linearities, β = 0)
and Λ =∞ (only dissipative non-linearities, α = 0). In the latter case, when there is
no time dependent damping term (Fψ = 0) the two parallel lines correspond to the
stability boundaries δ1 = ±1/2 in the linear undamped Mathieu’s equation.
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μδ1
(a) Λ = 1
μ
δ1
(b) Λ = −1
μ
δ1
(c) Λ = 0 (β = 0)
μ
δ1
(d) Λ =∞ (α = 0)
Figure 5.1: Stability boundaries. a0 = 0 and ∆ = 0 as a function of Λ in the (δ1, µ)
Parameter Space
In general, for Λ > 0 the points of tangency between the ellipse and the two parallel
lines are in the second and the fourth quadrants, and for Λ < 0 they are in the first
and the third quadrants. The effect of Fψ is to scale what is depicted in Fig. 5.1; its
largest size is obtained when ψ = 3pi/2 and its smallest size when ψ = pi/2. Also,
in the special case when F = 2 and ψ = pi/2 the ellipse collapses to the origin of
the (δ1, µ) parameter space and the two parallel lines collapse to a single line passing
through this point.
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δ1o1 3− 2.999−, 4..:= δ1oH δ1a 0( ) δ1a 0( ) 0.01+, δ1_32..:=
δ1o2a δ1c 0( ) δ1c 0( ) 0.01+, δ1tan..:= δ1o2b 0.5 0.51, 6.63..:=
μ
A 
I IV 
II III
δ1
(a) β > 0 Λ > 0
δ1o1 3− 2.999−, 4..:= δ1oH δ1a 0( ) δ1a 0( ) 0.01+, δ1_32..:=
δ1o2a δ1tan δ1tan 0.01+, 2..:= δ1o2b 0.5 0.51, 6.63..:=
μ
O 
IV II
B 
A 
I
III
C 
δ1
(b) β < 0 Λ > 0
Figure 5.2: Stability Regions in the (δ1, µ) Parameter Space
In Fig. 5.2, the plot on the left illustrates the case for β > 0 with Λ > 0 (Λ = 1)
and the plot on the right the case for β < 0 with Λ > 0 (Λ = 1). In each case only
the boundaries to the regions where the nature and the number of roots in Eq. (5.15)
changes have been kept. It is of interest in the definition of the different regions the
point of tangency A which depends on the value of Λ and Fψ and is given in the first
and second quadrant by Eq. (5.21). Also, in Fig. 5.2b the line segment CBO have
been added corresponding to a Hopf bifurcation in the slow-flow solution which will
be discussed later in the following Section 5.7, Eq. (5.38). Notice that in Fig. 5.2 the
µ-axis has been shifted to the left (i.e., the µ-axis does not cross the δ1-axis at δ1 = 0)
in order to improve readability.
δ1A =
Λ
4
√
Fψ + 4
Λ2 + 4
µA =
√
Fψ + 4
Λ2 + 4
(5.21)
The attention is restricted to the first two quadrants in the (δ1, µ) parameter space
since only cases with positive linear damping µ > 0 are being considered. Notice
that as Λ increases the point of tangency moves toward the δ1-axis reducing the area
bounded by the axis itself, the ellipse and the tangent to the ellipse (Region II when
β > 0).
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The maximum value of µ on the half ellipse when δ1 = 0 is given by Eq. (5.22).
µmax =
√
Fψ
4
+ 1 (5.22)
The value of δ1 at the intersection with the half ellipse, δ1a,b , and at the intersection
with the tangent line, δ1c,d , for a given value of µ∗ is given by:
δ1a,b = ±
1
2
√
1− µ2∗ +
Fψ
4
µ∗ ≤ µmax (5.23)
δ1c,d =
1
Λ
(
µ∗ ∓
√(
Λ2
4
+ 1
)(
Fψ
4
+ 1
))
(5.24)
δ1o2b 2.5− 2.5− 0.01+, 0.5..:= δ1o1 3− 2.999−, 5..:=
μ
(0,μmax)
(δ1A,μA)
(δ1c,μ*) (δ1a,μ*) (δ1b,μ*) (δ1d,μ*)
δ1
Figure 5.3: The (δ1, µ) Parameter Space.
Important for the discussion on the number of real roots in Eq. (5.15), is the fact
that inside the ellipse a0 < 0 and outside the two parallel lines ∆ < 0. Contrasting
with Eq. (5.20), the regions in Fig. 5.2 as a function of the discriminant ∆ and the
coefficients in Eq. (5.15) can be characterized as follows:
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Region I ∆ < 0 a0 > 0 a2 < 0 No limit cycles
Region II ∆ > 0 a0 > 0 a2 < 0 Two limit cycles
Region III ∆ > 0 a0 < 0 a2 < 0 One limit cycle
a2 > 0 One limit cycle
Region IV ∆ > 0 a0 > 0 a2 > 0 No limit cycles
In summary, it is found that in regions I and IV there are no real solutions other
than the trivial equilibrium (R = 0). In the following Section 5.5 it will be shown
that the origin (the trivial equilibrium corresponding to the planing hull in its upright
position) is asymptotically stable everywhere but in region III (where it is unstable).
Therefore, referring to the physical system represented by Eq. (5.2), for a set of
parameters (δ1, µ) in regions I and IV every set of initial conditions will yield roll
motions that will end with the planing hull in the upright position. In contrast, in
region III the periodic motion (limit cycle) in roll is the only possible behavior since
in this region the origin is unstable, so infinitesimally small perturbations from the
upright position will grow into a periodic roll motion about the trivial equilibrium. In
Region II there are two possible behaviors depending on initial conditions, either the
planing hull will return to its upright position or it will roll about this equilibrium,
so this region is characterized by bi-stability. The stability of the limit cycles found
in regions II and III is discussed later in Section 5.6.
5.5 Stability of the Origin
Eq. (5.2) represents the roll motion of a planing hull parametrically excited by har-
monic heave and pitch motions. Notice that the origin (u, v) = (0, 0) is a fixed point
of Eq. (5.10) (R = 0 is a fixed point of Eq. (5.13)). Referring to the physical sys-
tem Eq. (5.1), as mentioned above, the origin corresponds to the upright position
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of the planing hull (φ = 0). The stability of the origin is investigated by looking
at the eigenvalues in the Jacobian of the (u, v) system Eq. (5.10) linearized about
(0, 0).
J(u,v) =
f1u f1v
f2u f2v
 (5.25)
where
f1u = −
3
32
β u2 +
1
8
αuv − 1
32
β v2 − 1
2
µ+
1
4
F cosψ2 +
1
2
sinψ1
f1v =
1
16
αu2 − 1
16
β uv +
3
16
α v2 + δ1 +
1
4
F sinψ2 − 1
2
cosψ1
f2u = −
3
16
αu2 − 1
16
β uv − 1
16
α v2 − δ1 + 1
4
F sinψ2 − 1
2
cosψ1
f2v = −
1
32
β u2 − 1
8
αuv − 3
32
β v2 − 1
2
µ− 1
4
F cosψ2 − 1
2
sinψ1
Solving for the eigenvalues when (u, v) = (0, 0) yields:
λ1,2 = −1
2
µ± 1
2
√
(1− 4δ21) +
1
4
Fψ (5.26)
For a stable origin <(λ1,2) < 0 is required, which due to the fact that µ > 0 is assumed
allows re-writting it in terms of Eq. (5.26) as follows:
µ2 >
(
1− 4δ21
)
+
1
4
Fψ (5.27)
In terms of the coefficients of the quartic Eq. (5.17), the condition above corresponds
to a0 > 0; therefore, inside the ellipse described by a0 = 0 the origin is unstable
and outside of it the origin is stable. For a given µ there is a change in the stability
of the origin every time the boundary described by a0 = 0 is crossed by changing,
quasi-statically, δ1. In other words, for µ > µmax the origin is always stable.
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5.6 Stability of Periodic Motions
The stability of the limit cycles in Eq. (5.3) is investigated by looking at the eigen-
values in the Jacobian of the (R, θ) system Eq. (5.13) linearized about a non-trivial
equilibrium (R 6= 0). The dependency on θ and ψ1 can be eliminated by noticing that
at fixed points the following two equations are satisfied:
2 cos (2θ − ψ1) + F sin (2θ − ψ2) = −1
4
(
αR2 + 4δ1
)
(5.28)
F cos (2θ − ψ1)− 2 sin (2θ − ψ2) = 1
8
(
βR2 + 2µ
)
The Jacobian of the polar form of the slow-flow Eq. (5.13) can be written as:
J(R) =
− β16R2 α8R3 + 2δ1R
−α
8
R − β
16
R2 − µ
 (5.29)
with eigenvalues:
λ1,2 = −1
2
(
µ+
β
8
R2
)
± 1
4
√
4 (µ2 + 4δ21)−
1
4
(αR2 + 8δ1)
2 (5.30)
The condition for stability of the limit cycles is < (λ1,2) < 0. Since µ > 0 is assumed,
then when β > 0 this condition can be re-write in terms of Eq. (5.30) as follows:
(
µ+
1
8
βR2
)2
>
1
4
(
4
(
µ2 + 4δ21
)− 1
4
(
αR2 + 8δ1
)2)
(5.31)
R2
(
4α2 + β2
)
+ 16 (4αδ1 + βµ) > 0 (5.32)
which upon substitution of β = Λα, yields:
α2(Λ2 + 4)R2 + 16α(4δ1 + µΛ) > 0 (5.33)
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In terms of the coefficients of the quartic Eq. (5.15), the inequality above can be
written as:
a4R
2 +
1
2
a2 > 0 or 2a4R
2 + a2 > 0 (5.34)
The solution to the quartic equation Eq. (5.15) is given by:
R2 =
1
2a4
(
−a2 ±
√
a22 − 4a4a0
)
or 2a4R
2 + a2 = ±
√
a22 − 4a4a0 (5.35)
Therefore, looking at Fig. 5.2 it is observed that in region III (a0 < 0) the limit cycle
is stable and in region II (a0 > 0, a2 < 0) the larger limit cycle is stable and the
smaller limit cycle is unstable.
When β < 0 the larger limit cycle is stable when the following condition is satis-
fied:
R < 2
√
−2µ
β
(5.36)
5.7 Quasi-periodic Motions
Quasi-periodic motions in Eq. (5.3) correspond to periodic motions (limit cycles) in
the slow-flow Eq. (5.10). As shown in Rand et al. (2005), one way to have limit cycles
in this system is via Hopf bifurcations.
167
The condition for Hopf bifurcations to occur in the slow-flow is tr(J) = 0 and det(J) >
0, where J is the Jacobian of the slow-flow Eq. (5.25) about an equilibrium point.
Setting tr(J) = 0 yields:
tr(J(0,0)) = −µ− 1
8
β
(
u2 + v2
)
= −
(
µ+
1
8
βR2
)
= 0 (5.37)
Therefore the condition for the Hopf is to have µ and β of opposite signs. Under the
assumption of positive linear damping (µ > 0) the first order analysis predicts that
there are periodic orbits (limit cycles) in the slow-flow Eq. (5.10), and therefore there
are quasi-periodic motions in Eq. (5.3), only when the averaged nonlinear damping is
negative (β < 0). Replacing Eq. (5.37) in Eq. (5.15) with β = Λα yields the following
equation for the Hopf bifurcation:
(
Λ2
4
+ 1
)
µ2 − 4Λδ1µ+ Λ2
[
4δ21 −
(
Fψ
4
+ 1
)]
= 0 (5.38)
Eq. (5.38) draws a rotated ellipse in the (δ1, µ) parameter space with points of tan-
gency on the two parallel lines described by Eq. (5.19). The coordinates of the point
of tangency O in the first and second quadrants are given by:
δ1O =
(
4− Λ2
4Λ
)√
Fψ + 4
Λ2 + 4
µO = 2
√
Fψ + 4
Λ2 + 4
(5.39)
The value of δ1 at the intersection with the rotated ellipse, δ1Ha,b , for a given value of
µ∗ is given by:
δ1Ha,b =
1
2
(µ∗
Λ
)
∓ 1
2
√(
Fψ
4
+ 1
)
−
(µ∗
2
)2
µ∗ ≤ µO (5.40)
It turns out that only δ1Ha is relevant since it is on this curve where the stability of
the equilibrium corresponding to the largest R changes from stable to unstable and
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a stable limit cycle in the slow-flow is born around this equilibrium. For this reason,
only segment CBO of the rotated ellipse is plotted in Fig. 5.2b.
The coordinates of the point of intersection B between Eq. (5.17) and Eq. (5.38) in
the first and second quadrants depend on the sign of Λ and are given by:
δ1B = sgn(Λ)
(
4− 3Λ2
4
)√
Fψ + 4
(Λ2 + 4) (9Λ2 + 4)
(5.41)
µB = sgn(Λ) (4Λ)
√
Fψ + 4
(Λ2 + 4) (9Λ2 + 4)
5.8 Bifurcations
The information presented in the previous sections is summarized by discussing the
bifurcations involved in the (δ1, µ) parameter space.
When β > 0 three different scenarios are observed and discussed below assuming
Λ > 0 (α > 0):
1. µ∗ ≥ µmax: The origin is stable and its stability does not change as δ1 is changed.
2. µ∗ ∈ [µA, µmax): The origin becomes unstable as δ1 is decreased from right to
left across the right side of the half ellipse (δ1 = δ1b) and at the same time a
stable subharmonic 2:1 motion is born. This motion grows in amplitude and
near the left side of the half ellipse decreases sharply until it disappears when
this boundary is crossed (δ1 = δ1a), at the same time the stability of the origin
changes becoming stable again. This scenario is depicted in Fig. 5.4a.
3. µ∗ ∈ [0, µA): The origin becomes unstable as δ1 is decreased from right to
left across the right side of the half ellipse (δ1 = δ1b) and at the same time a
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stable subharmonic 2:1 motion is born. This motion grows in amplitude as δ1
continues to decrease. When the left side of the half ellipse is crossed (δ1 = δ1a),
the origin becomes stable and an unstable 2:1 subharmonic motion is born. As
δ1 continues to decrease, the unstable motion continues to grow. When the
boundary given by the tangent line is crossed (δ1 = δ1c), the stable and the
unstable motions collapse and disappear. This scenario is depicted in Fig. 5.4b.
μ 1.86:=
δ1o1 δ1a μ( ) δ1a μ( )
δ1a μ( ) δ1b μ( )−
1000
−, δ1b μ( )..:=
R
δ1a δ1b δ1
(a) µ∗ ∈ [µA, µmax)
μ 1.0:=
δ1o2 δ1c μ( ) δ1c μ( )
δ1c μ( ) δ1a μ( )−
100
−, δ1a μ( )..:= δ1o1 δ1c μ( ) δ1c μ( )
δ1c μ( ) δ1b μ( )−
700
−, δ1b μ( )..:=
R
δ1c δ1a δ1b δ1
(b) µ∗ ∈ [0, µA)
Figure 5.4: Sequence of Bifurcations in (R, δ1) for β > 0 when Λ > 0 (α > 0)
In terms of bifurcations, these changes in the stability of the origin (the trivial solu-
tion) and the creation and destruction of periodic motions (limit cycles) correspond
in the second scenario to a sequence of Hopf bifurcations (pitchfork bifurcations in the
cartesian form of the slow-flow), and in the third scenario to a sequence of Hopf bifur-
cations (supercritical and subcritical) followed by a bifurcation of cycles (saddle-node
bifurcation in the cartesian form of the slow-flow). If Λ < 0 (α < 0) is assumed, then
a similar sequence of bifurcations is observed if the stability boundaries are crossed
from left to right by increasing δ1.
When β < 0, four different scenarios are observed and discussed below assuming
Λ > 0 (α < 0):
1. µ∗ ≥ µO: The origin is stable and its stability does not change as δ1 is changed.
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However, as δ1 is increased across the left side of the parallel lines (δ1 = δ1c)
two unstable subharmonic 2:1 motions are born simultaneously away from the
origin. These motions change in amplitude at different rates, but collapse and
disappear when the parallel line on the right side is crossed (δ1 = δ1d). This
scenario is depicted in Fig. 5.5a.
2. µ∗ ∈ [µmax, µO): The origin is stable and its stability does not change as δ1 is
changed. However, as δ1 is increased across the left side of the parallel lines
(δ1 = δ1c) two subharmonic 2:1 motions are born simultaneously away from
the origin, one stable and the other one unstable. As δ1 is increased and the
boundary of the Hopf bifurcation is crossed (δ1 = δ1Ha) the stable subharmonic
2:1 motion becomes unstable and a periodic motion in the slow-flow is born
around this equilibrium. These motions change in amplitude at different rates,
but collapse and disappear when the parallel line on the right side is crossed
(δ1 = δ1d). This scenario is depicted in Fig. 5.5b.
3. µ∗ ∈ [µA, µmax): As δ1 is increased across the left side of the parallel lines
(δ1 = δ1c) two subharmonic 2:1 motions are born simultaneously, one stable
and the other one unstable. The stable motion grows in size and the unstable
motion shrinks until it collapses with the origin as δ1 is increased across the
left side of the half ellipse (δ1 = δ1a); at the same time the origin becomes
unstable. As δ1 is increased and the boundary of the Hopf bifurcation is crossed
(δ1 = δ1Ha) the stability of the subharmonic 2:1 motion changes and a periodic
motion in the slow-flow is born. As δ1 is increased across the right side of the
half ellipse (δ1 = δ1b) the origin changes its stability and a second unstable
subharmonic 2:1 motion is born. As δ1 is increased across the right side of the
parallel lines (δ1 = δ1d) the two unstable subharmonic 2:1 motions collapse and
disappear. This scenario is depicted in Fig. 5.5c.
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4. µ∗ ∈ [0, µA): The origin becomes unstable as δ1 is increased across the left side
of the half ellipse (δ1 = δ1a) and a stable subharmonic 2:1 motion is born. As
δ1 is increased and the boundary of the Hopf bifurcation is crossed (δ1 = δ1Ha)
the stability of the subharmonic 2:1 motion changes and a periodic motion in
the slow-flow is born. As δ1 is increased across the right side of the half ellipse
(δ1 = δ1b) the origin changes its stability and a second unstable subharmonic
2:1 motion is born. As δ1 is increased across the right side of the parallel lines
(δ1 = δ1d) the two unstable subharmonic 2:1 motions collapse and disappear.
This scenario is depicted in Fig. 5.5d.
δ1o1 δ1a δ1a
δ1a δ1b−
20
−, δ1b..:= δ1o1 δ1c δ1c
δ1c δ1d−
100
−, δ1d..:=
R
RHPF
δ1c δ1d δ1
(a) µ∗ ≥ µO
μ 2.1:=
δ1o1 δ1c μ( ) δ1c μ( )
δ1c μ( ) δ1d μ( )−
100
−, δ1d μ( )..:= δ1o2 δ1c μ( ) δ1c μ( )
δ1c μ( ) δ1H_a μ( )−
100
−, δ1H_a μ( )..:=
R
RHPF
δ1c δ1d δ1
(b) µ∗ ∈ [µmax, µO)
μ 2.02:=
δ1o1 δ1c μ( ) δ1c μ( )
δ1c μ( ) δ1d μ( )−
500
−, δ1d μ( )..:= δ1o2 δ1c μ( ) δ1c μ( )
δ1c μ( ) δ1H_a μ( )−
100
−, δ1H_a μ( )..:=
R
RHPF
δ1c,a δ1b δ1d δ1
(c) µ∗ ∈ [µA, µmax)
μ 1.5:=
δ1o1 δ1a μ( ) δ1a μ( )
δ1a μ( ) δ1H_a μ( )−
20
−, δ1H_a μ( )..:= δ1o2 δ1H_a μ( ) δ1H_a μ( )
δ1H_a μ( ) δ1d μ( )−
100
−, δ1d μ( )..:=
R
RHPF
δ1a δ1b δ1d δ1
(d) µ∗ ∈ [0, µA)
Figure 5.5: Sequence of Bifurcations in (R, δ1) for β < 0 when Λ > 0 (α < 0)
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In the last three scenarios the Hopf bifurcations in the slow-flow are accompanied
by bifurcations of the same type reported in Ng and Rand (2002). In the cartesian
form of the slow-flow they correspond to homoclinic and heteroclinic bifurcations as
well as limit cycles at infinity. In general terms, the limit cycles in the slow-flow
born at the Hopf bifurcation are destroyed when the unstable manifold of the saddle
point feeding the limit cycle turns into a homoclinic orbit as δ1 is varied. In the
cases when there are two real roots (Region III) this saddle point corresponds to the
origin and therefore the homoclinic orbit has two loops. In this scenario, a limit cycle
that encircles the origin is born from the homoclinic bifurcation and is destroyed at
infinity as δ1 is further increased. This sequence of bifurcations is shown in Fig. 5.6.
In the cases when there are four real roots (Region II) the saddle point feeding the
limit cycle corresponds to the equilibrium closer to the origin. In this case, the limit
cycle encircling the origin is not born from the homoclinic bifurcation but from a
heteroclinic bifurcation. This sequence of bifurcations is shown in Fig. 5.7, where the
nomenclature in Ng and Rand (2002) has been kept and limit cycles as those that
encircle non-origin equilibria are referred to as type 1 and those that encircle the
origin are referred to as type 2. Numerical integration of Eq. (5.10) indicates that the
curves where these bifurcations are born run nearly parallel to the right of the Hopf
bifurcation curve Eq. (5.38) starting at point C and ending at point O. A dashed
line has been drawn in Fig. 5.2b running parallel to the δ1 axis at µ = µO to indicate
that above that value these bifurcations have not been found in this part of region
II.
The information above is summarized in relation to the physical system represented
by Eq. (5.2), for a set of parameters (δ1, µ) in regions II and III where periodic motions
are found. It is noticed that the characteristics of these periodic motions depend on
the sign of the averaged dissipative non-linearities β. If β > 0, for values of (δ1, µ) in
regions II and III, it is possible to observe the planing hull oscillating in a limit cycle
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(a) Type 1 Limit Cycles
v 
u 
(b) Homoclinic orbit with two loops
v 
u 
(c) Type 2 Limit Cycle
v 
u 
(d) Type 2 Limit Cycle destroyed at ∞
Figure 5.6: Sequence of Bifurcations in (u, v) for β < 0; (δ1, µ) ∈ Region III
about the upright position. If β < 0, then for values of (δ1, µ) in regions II and III it is
possible to observe the planing hull oscillating with unbounded periodic motions until
it capsizes. The exception to this behaviour is found in the region bounded by the
segments CAO and CBO and a very narrow region to the right of the segment CBO
(when Λ > 0) where stable periodic and quasi-periodic motions exist respectively.
For values of (δ1, µ) in this region it is possible to observe the planing hull oscillating
in a limit cycle about the upright position. However, independent of the sign of β, in
region II these behaviors depend on initial conditions so for a set of them it is possible
that the planing hull returns to the upright position since region II is characterized
by bi-stability and the upright position is stable.
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(f) Type 2 Limit Cycle destroyed at ∞
Figure 5.7: Sequence of Bifurcations in (u, v) for β < 0; (δ1, µ) ∈ Region II
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5.9 Numerical Integration
In this section, Eq. (5.2) is numerically integrated to compare the behaviors observed
with those predicted by the first order analysis, including the stability and the am-
plitude of periodic and quasi-periodic motions. As an example, the following values
of the parameters are chosen: Λ = 1, α = β, F = 5, ψ = pi/5. With this information
the coordinates of the degenerate points A, B, and O in the (δ1, µ) parameter space
are computed with Eq. (5.21), Eq. (5.41) and Eq. (5.39) respectively. These results
are summarized in Table 5.1. Also, µmax = 2.076 is computed with Eq. (5.22).
δ1 µ
A -0.464 1.857
B 0.129 2.060
O 1.393 3.714
Table 5.1: Degenerate points in the (δ1, µ) parameter space
To exemplify some behaviours in region III µ = 1 is chosen and to exemplify them in
region II µ = 2.1 is chosen. Next the values of the detuning parameter δ1 correspond-
ing to crossing of the stability boundaries are computed using Eq. (5.23), Eq. (5.24)
and Eq. (5.40). These results are summarized in Table 5.2, where the values corre-
sponding to the creation/destruction of homoclinic orbits (HO), heteroclinic orbits
(HE) and limit cycles at infinity (LC) have been added. These values have been ob-
tained by iterating the value of the detuning δ1 and numerically integrating Eq. (5.10)
since no analytical expressions have been derived for these bifurcations.
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µ δ1c δ1a δ1Ha δ1HO δ1HE δ1LC δ1b δ1d
1.0 -1.321 -0.910 -0.508 -0.391 -0.361 0.910 3.321
2.1 -0.221 0.154 0.337 0.416 0.425 4.421
Table 5.2: Stability boundaries in the (δ1, µ) parameter space
In order to illustrate the behavior in region III when β > 0, (δ1, µ) = (−0.5, 1) is
chosen and Eq. (5.10) is numerically integrated perturbing slightly the trivial equilib-
rium and obtaining a limit cycle as predicted. In Fig. 5.8 the results of the numerical
integration of Eq. (5.2) is presented together with the amplitude envelope predicted
by Eq. (5.10) for  = 0.01. In Fig. 5.9 these results are repeated showing the final
two cycles in the time series and comparing them, and the corresponding state space
representation, with the results of the first order approximation for three different
values of . As expected, the approximation deteriorates as  is increased; however,
the amplitude of the motion and its period are well predicted.
Next quasi-periodic orbits are illustrated, in particular at the sequence of bifurcations
presented in Fig. 5.6 and Fig. 5.7. Since µ > 0 (B1 > 0) has been assumed then β < 0
is required in order to satisfy Eq. (5.37), so β = −1 is chosen. Eq. (5.2) is numerically
integrated with (δ1, µ) = (−0.45, 1) and perturbing slightly the larger fixed point
predicted by Eq. (5.15). The result is presented in Fig. 5.10a and corresponds to a
type 1 slow-flow limit cycle as shown in Fig. 5.6a. An example of type 2 slow-flow limit
cycles is found by choosing (δ1, µ) = (−0.38, 1); the result is presented in Fig. 5.10b
and corresponds to the behavior shown in Fig. 5.6c. These results correspond to
bifurcations of slow-flow limit cycles found in region III. For readability, in Fig. 5.10
the results of the numerical integration of Eq. (5.2) are compared with the amplitude
envelope predicted by the first order approximation Eq. (5.9). Even though there is
phase shift difference between the two solutions, the behavior is as predicted and the
amplitudes are again well predicted for engineering purposes.
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To illustrate the same sequence of bifurcation in region II, the same procedure as
above is followed by choosing in this case (δ1, µ) = (0.25, 2.1) to illustrate a type 1
slow-flow limit cycle and (δ1, µ) = (0.42, 2.1) to illustrate a type 2 limit cycle. The
results are presented in Fig. 5.11 together with comparisons with the amplitude en-
velope predicted by the first order approximation. The two behaviors correspond to
those presented in Fig. 5.7a and Fig. 5.7e for type 1 and type 2 limit cycles respec-
tively. In the case with detuning δ1 = 0.42 it is found that starting with equivalent
initial conditions (approximated to order ) the solution of the numerical integration
is attracted to the trivial equilibrium failing to reproduce the result predicted by
the first order approximation but demonstrating the existence of bi-stability in this
region.
It is worth mentioning that the values of the parameters in Eq (5.2) have been chosen
in order to demonstrate the existence of the different stability regions and the capa-
bility of the first order approximation to predict them. Also, the results have been
related to what they will physically represent in the case of a planing hull paramet-
rically excited in roll by heave and pitch motions. However, the amplitudes of the
motions obtained (∼ 4 rad) would be unrealistic in the case of a planing hull or a
ship in general.
5.10 Stability Boundaries - The (δ, ) Parameter Space
The (δ, ) parameter space is typically used in naval architecture to present regions
of stability in the study of parametric roll ; one recent example can be found in Neves
(2007). Therefore, it is of interest to relate the discussion of the stability boundaries
in the first order (δ1, µ) parameter space to the (δ, ) parameter space, where any
order of approximation of the solution to Eq. (5.2) can be represented.
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Figure 5.8: Roll time series for different values of  obtained by numerical integration
of Eq. (5.2). Parameters: (δ1, µ) = (−0.5, 1), Λ = 1 (β = 1, α = 1), F = 5,
ψ = pi/5. Solid lines correspond to numerical integration of Eq. (5.2). Dotted lines
in (a) correspond to the amplitude envelope predicted by the slow-flow Eq. (5.10).
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Figure 5.9: Roll time series and corresponding state space representation for different
values of . Parameters: (δ1, µ) = (−0.5, 1), Λ = 1 (β = 1, α = 1), F = 5, ψ = pi/5.
Solid lines correspond to numerical integration of Eq. (5.2). Dotted lines correspond
to the first order approximation given by Eq. (5.9).
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(a) δ1 = −0.45 - Type 1 slow-flow limit cycle
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(b) δ1 = −0.38 - Type 2 slow-flow limit cycle
Figure 5.10: Roll time series for two different values of δ1 in Region III where quasi-
periodic motions are predicted. Parameters:  = 0.01, µ = 1, Λ = 1 (β = −1, α =
−1), F = 5, ψ = pi/5. Solid lines correspond to numerical integration of Eq. (5.2).
Dotted lines correspond to the amplitude envelope of the first order approximation
given by Eq. (5.9).
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(a) δ1 = 0.25 - Type 1 slow-flow limit cycle
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(b) δ1 = 0.42 - Type 2 slow-flow limit cycle
Figure 5.11: Roll time series for two different values of δ1 in Region II where quasi-
periodic motions are predicted. Parameters:  = 0.01, µ = 2.1, Λ = 1 (β = −1, α =
−1), F = 5, ψ = pi/5. Solid lines correspond to numerical integration of Eq. (5.2).
Dotted lines correspond to the amplitude envelope of the first order approximation
given by Eq. (5.9).
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The stability boundaries in the (δ, ) parameter space are constructed by recall-
ing:
δ1 =
1

(
δ − 1
4
)
µ =
B1

F =
fφt

(5.42)
Replacing Eq. (5.42) in Eq. (5.17) and Eq. (5.19) yields respectively:
4
(
δ − 1
4
)2
−
(
− fφt
2
sinψ
)2
+B21 −
(
fφt
2
cosψ
)2
= 0 (5.43)
(
Λ2
4
+ 1
)(
− fφt
2
sinψ
)2
−
[
B1 − Λ
(
δ − 1
4
)]2
+
(
Λ2
4
+ 1
)(
fφt
2
cosψ
)2
= 0
(5.44)
(
− fφt
2
sinψ
)2
−
[
2
(
δ − 1
4
)
− B1
Λ
]2
− 1
4
[
B21 − (fφt cosψ)2
]
= 0 (5.45)
Equations Eq. (5.43), Eq. (5.44) and Eq. (5.45) correspond to conics in the (δ, )
parameter space. Notice that the last two terms in Eq. (5.43) decide the type of
conic. Defining P as:
P =
B1
fφt
− 1
2
|cosψ|
Eq. (5.43) draws the following:
P = 0 two intersecting lines
P < 0 hyperbola with horizontal transverse axis
P > 0 hyperbola with vertical transverse axis
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Eq. (5.44) is a hyperbola with horizontal transverse axis except in two specific cases:
ψ =
pi
2
two intersecting lines
P > 0 (Λ = 0) two lines parallel to the δ-axis
Eq. (5.45) draws the following:
P =
1
2
|cosψ| two intersecting lines
P <
1
2
|cosψ| hyperbola with vertical transverse axis
P >
1
2
|cosψ| hyperbola with horizontal transverse axis
The correspondence in the stability regions where periodic motions are present (Re-
gions II and III) between the (δ1, µ) and the (δ, ) parameter spaces for four different
values of the phase difference ψ between the periodic stiffness and the periodic damp-
ing is presented in Fig. 5.12 and Fig. 5.13. For illustration purposes B1 has been
chosen such that it satisfies P = 0 for ψ = 2pi/5 (or ψ = 7pi/5). In Fig. 5.13 the
curves corresponding to the Hopf bifurcation in the slow-flow, Eq. (5.45), have been
omitted for readability.
The discussion of the (δ, ) parameter space is limited to the first quadrant. Notice
that in the absence of the periodic damping term the stability boundary Eq. (5.43)
corresponds to a hyperbola with vertical transverse axis through δ1 = 0.25 and hor-
izontal conjugate axis through  = 0, where this boundary is represented, to first
order, as a parabola in the first quadrant of the (δ, ) parameter space. The ratio
of the averaged third order nonlinearities (Λ), represented by α and β, add a sta-
bility boundary that would appear as a tangent line on either side of the parabola
depending on the sign of Λ (right side for Λ < 0 or left side for Λ > 0).
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Figure 5.12: Stability Regions in the (δ, ) Parameter Space. B1 = 0.077, Λ = −1
(β = 1, α = −1), fφt = 0.5
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Figure 5.13: Stability Regions in the (δ, ) Parameter Space. B1 = 0.077, Λ = −1
(β = −1, α = 1), fφt = 0.5
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This picture corresponds to a Mathieu’s equation with third order non-linearities as
treated in Rand et al. (2005). The addition of periodic damping changes this picture
by either moving this hyperbola with vertical transverse axis up or down (P > 0) or
by transforming it into a hyperbola with horizontal transverse axis (P < 0), creating
regions where periodic motions would not have been expected.
5.11 Conclusions
The stability boundaries for a Hill’s equation with third order non-linearities, in the
vicinity of the 2:1 resonance, have been presented. It has been shown to first order
that the effect of the time dependent damping term in the bifurcation set of the
linear and nonlinear damped Mathieu’s equation is to produce a scaling in that set
without changing the nature of the solutions. The interest has been centered in
the prediction of periodic orbits, their amplitude and stability, since they represent
parametric rolling. Formulae for predicting the amplitude and stability of limit cycles
for a case of the non-linear Hill’s equation has been presented. It has been found that
the case with negative averaged dissipative non-linearities (β < 0) is more interesting
from the mathematical point of view than the case with positive averaged dissipative
non-linearities (β > 0) due to the richness in bifurcations present in the former case.
It has been shown via an example that the amplitude and stability of periodic and
quasi-periodic motions can be predicted within engineering accuracy as required for
the purposes of this research. However, it is worth mentioning that the values for the
parameters in the example have been selected in order to highlight specific behaviors,
particularly those related to quasi-periodic motions. In the next chapter the theory
developed in this chapter will be applied to specific configurations of a planing hull
model tested at the United States Naval Academy (USNA).
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The results presented here correspond to the case with B1 > 0 in Eq. (5.2). However,
notice that Fψ does not appear in Eq. (5.37) and the condition is the same found via
equation (26) in Rand et al. (2005); therefore, introducing the time dependent damp-
ing in equation (1) in Rand et al. (2005) will only cause a scaling in the bifurcation
set presented in their Figure 3, so if negative values for the linear damping (B1 < 0)
were admitted, not only Hopf bifurcations would be observed but also limit cycle
folds, symmetry-breaking bifurcations and saddle-connection bifurcations as found
by continuation methods in Rand et al. (2005).
Lastly, even though the interest in Eq. (5.2) was born in the study of the transverse
stability of planing hulls, the theory developed in this chapter is generic. It can be
applied in the naval architecture field to study parametric roll in any type of vessel
satisfying the assumptions made in this and in previous chapters. In fact, in Neves
(2007) the bi-stability observed in some regions of what would be equivalent to the
(δ, ) parameter space, via numerical integration of their mathematical model, could
be explained by the theory developed in this chapter.
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CHAPTER 6
Case Studies
6.1 Chapter Overview
In this chapter, the first order approximation to the non-linear Hill’s equation, derived
in Chapter 5, is used to investigate conditions that could lead to stable periodic roll
motions parametrically excited by harmonic pitch and heave motions using a 20
degrees constant deadrise planing hull as case study. The investigation is carried out
in two stages; first, a region of interest in the design parameter space is identified
by using stiffness coefficients obtained by the 2D+t approach, together with linear
added mass and damping coefficients derived from semi-empirical formulae available
in the open literature; and second, two particular configurations inside the region of
interest, for which experimental results are available, are investigated using linear and
nonlinear added mass, damping and stiffness coefficients obtained from reduction of
experimental and numerical time series.
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6.2 Introduction
In Chapter 2 the non-dimensional heave-roll-pitch system was reduced to a single
degree of freedom by assuming an ordering in the different coefficients of the equa-
tion of motion, obtaining an effective one-way coupling between heave-pitch and roll.
Also, by assuming the response of the autonomous heave-pitch system to be a stable
harmonic motion (limit cycle) and by rescaling the non-dimensional time with the
exciting frequency the non-dimensional roll equation of motion was written in the
form:
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1
ω
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KD1 + f
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0
)
φτ +
1
ω
(
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))
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Since the behavior of the system in the vicinity of the principal parametric resonance,
i.e., when the excitation frequency is nearly twice the roll natural frequency, is the
one of interest, in Chapter 5 Eq. (6.1) was written in the form of a nonlinear Hill’s
equation:
xtt + (δ +  cos(t− ψ1))x+ (B1 + fφt cos(t− ψ2))xt+
C3x
3 + A3x x
2
t +B2x
2xt +B3x
3
t = 0
(6.2)
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where the correspondence between Eq. (6.1) and Eq. (6.2) is as follows:
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The solution to Eq. (6.2) was approximated in the vicinity of the principal parametric
resonance, when δ ≈ 0.25, by using a perturbation method. It was shown comprehen-
sively the effect of the different terms in Eq. (6.2) in the stability boundaries in both
the (δ1, µ) and the (δ, ) parameter spaces; where δ1 is a detuning parameter from the
2:1 resonance, µ is the scaled linear damping and  is the forcing amplitude.
It was shown that in order to observe stable periodic motions (limit cycles) in roll,
parametrically excited by small heave and pitch, it is necessary for the forcing () to
overcome a critical value of the linear damping (B1). This critical value is a function
of the ratio of the exciting frequency to the roll natural frequency, and a function
of the averaged ratio of the third order dissipative to non-dissipative nonlinearities
(Λ).
Recall that in order to get Eq. (6.1) the solution of heave-pitch system was assumed
to be of the form:
z = ζ3 cosωt θ = ζ5 cos (ωt+ α5) (6.3)
where ζ3 and ζ5 are the non-dimensional heave and pitch amplitudes of the perturba-
tions from equilibrium respectively, ω is the non-dimensional frequency of oscillation
and α5 represents the phase difference between the pitch and heave motions.
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The coefficients in Eq. (6.2) can be written in terms of the the heave-pitch motion
described by Eq. (6.3) and the hydrodynamic derivatives in the roll equation of motion
(in classical maneuvering notation) as follows:
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In this chapter the theory developed in Chapter 5 is applied to selected configurations
of the model tested at the United States Naval Academy (USNA) as reported in
Judge (2010, 2012); Judge and Judge (2013). Before doing that, and in order to gain
an insight into the expected behavior, some of the coefficients in the roll equation
of motion are studied as a function of the mean wetted length (λ) and the speed
coefficient (Cv).
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6.3 Design (λ,Cv) Parameter Space
In general, the hydrodynamic forces acting on a prismatic planing hull are functions
of the deadrise angle (βG), the trim angle (θE), the mean wetted length (λ) and the
speed coefficient (Cv). Also, the generalized forces and moments are written with
respect to a reference frame, in this case with origin at the center of gravity.
Since the interest lies in the study of some configurations of the model tested at the
USNA, the deadrise angle (βG = 20
◦) and the non-dimensional vertical position of
the center of gravity (Vcg = 0.321) are given. The information of interest is computed
in the design parameter space (λ,Cv) bounded by 1 ≤ λ ≤ 2.5 and 1 ≤ Cv ≤ 5.
The longitudinal position of the center of gravity is assumed to coincide with the
longitudinal center of pressure (λp) so each point in the (λ,Cv) space satisfies static
equilibrium, Eq. (6.4) (Savitsky, 1964):
C∆ =
1
2
C2v CLβ (6.4)
Lcg = λp =
(
0.75− λ
2
5.21C2v + 2.39λ
2
)
λ
where
CLβ = CL0 − 0.0065
(
180
pi
βG
)
C0.6L0
CL0 =
(
180
pi
θE
)1.1(
0.012λ0.5 + 0.0055
λ2.5
C2v
)
Fig. 6.1 shows the behavior of the non-dimensional longitudinal center of pressure
(λp) as a function of λ and Cv. Notice that according to Eq. (6.4) λp is a function of
λ and Cv only.
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Figure 6.1: Non-dimensional longitudinal center of pressure (λp) as a function of
Mean Wetted Length (λ) and Speed Coefficient (Cv)
Fig. 6.2 shows the behavior of the Displacement Coefficient C∆ for two different trim
angles (θE = 2
◦ and θE = 4◦).
Following Pauling and Rosenberg (1959) and keeping only stiffness non-linearities up
to second order in the heave-roll-pitch system, the roll equation of motion represented
by Eq. (6.2) reduces to the linear damped Mathieu’s equation, Eq. (6.5).
xtt + (δ +  cos(t− ψ1))x+B1xt = 0 (6.5)
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(a) θE = 2
o
(b) θE = 4
o
Figure 6.2: Displacement Coefficient (C∆) as a function of Mean Wetted Length (λ)
and Speed Coefficient (Cv)
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In Eq. (6.5) the forcing () is a function of the non-dimensional coupling restoring
coefficients (Kzφ, Kφθ) and the non-dimensional heave and pitch perturbations from
equilibrium (ζ3, ζ5), and B1 is directly related to the non-dimensional linear damping
coefficient (Kφt). Therefore, assuming a nearly 2:1 tuning between the excitation fre-
quency and the roll natural frequency, a vessel prone to develop parametric roll would
be characterized by small damping and large coupling restoring coefficients.
First, the behavior of the roll coupling restoring coefficients Kzφ and Kφθ is investi-
gated. These coefficients are computed by the 2D+t theory by perturbing the vessel
from equilibrium and fitting a second order polynomial to the response surface of the
roll moment computed at the center of gravity. For consistency, the heave and pitch
perturbations are assumed to be in the same ranges used in in Chapter 4 for the
computation of the stiffness and damping coefficients coupling heave-roll-pitch (i.e.,
−0.5TD ≤ ζ3 ≤ 0.5TD and −0.45 θE ≤ ζ5 ≤ 0.45 θE).
The behavior of the coupling restoring coefficient between roll and heave (Kzφ) for
two different trim angles (θE = 2
o and θE = 4
o) is presented in Fig. 6.3. It is observed
that in both cases the largest values of the coefficients correspond to the lowest λ and
the largest Cv, with the largest values obtained for the lowest trim angle.
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The same information is presented for the restoring coefficient coupling roll and pitch
(Kφθ) in Fig. 6.4. In this case notice that for a given value of Cv the value of the
coefficient is weakly dependent on λ. As in the case of Kzφ, the highest value of the
coefficient is observed for the lowest λ and the largest Cv, with the largest values
obtained for the lowest trim angle even though the difference is not as significant as
in the case of Kzφ. Therefore, looking at Eq. (6.2) the largest value of the forcing ()
would be obtained for vessels running at small trim angle, small transom draft and
high speed.
In Chapter 4 it was shown that the equivalent roll linear damping coefficient (Kφteq)
can be reasonably approximated by Ikeda’s formula for the vertical lift component
of roll damping (−B44V L). It was found that for the heavier configuration the third
order harmonic of the out of phase component is very small in comparison with
the first order harmonic and therefore the difference between the equivalent linear
damping (Kφteq) and the linear damping (Kφt) is negligible; however, this was not
the case for the lighter configuration. For the exploration of the design parameter
space it is assumed that Kφt = Kφteq ≈ −B44V L keeping in mind that for the lighter
configuration the values obtained will be reduced by the effect of the third order
harmonic in the out of phase component of the roll moment. Ikeda’s formulation,
as presented in Ikeda et al. (1998), written in non-dimensional form, Eq. (6.6), is
repeated here for convenience.
B44V L =
1
2
Cv
(
∂CLβ
∂θE
)
Bwl
12 cos2 βG
(
Bwl − 3
2
Vcg sin 2βG
)
(6.6)
where Bwl corresponds to the non-dimensional wetted beam at the transom (i.e.
Bwl = 1 when the non-dimensional chine wetted length is greater than zero (λc >
0)).
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(a) θE = 2
o
(b) θE = 4
o
Figure 6.3: Kzφ as a function of Mean Wetted Length (λ) and Speed Coefficient (Cv)
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(a) θE = 2
o
(b) θE = 4
o
Figure 6.4: Kφθ as a function of Mean Wetted Length (λ) and Speed Coefficient (Cv)
199
In Fig. 6.5 contours of −Kφt are presented as a function of λ and Cv for two different
trim angles θE = 2
o and θE = 4
o. Observe that −Kφt increases with λ, Cv and θE;
however, for the lowest trim angle (θE = 2
o) the roll damping coefficient appears to
be less sensitive to variations in the lower range of the mean wetted length (1 ≤ λ ≤
1.5).
The results suggest that for this particular geometry the lighter configuration run
at high speed would be more prone to develop parametric rolling than the heavier
configuration run at low speed, since large values of coupling restoring coefficients
and small values of damping are predicted for high values of speed coefficient and low
values of mean wetted length and trim.
6.4 Case Studies - USNA Model Configurations
Based on the results of the (λ,Cv) parameter space exploration, in this section two
of the configurations tested at the USNA are investigated, the heavier configuration
run at the minimum testing speed and the lighter configuration run at the maximum
speed tested. The heavier configuration at the minimum speed tested is referred to
as 20H and the lighter configuration at the maximum speed tested as 30L, where the
number corresponds to the testing speed in feet per second (ft/s) and H and L stand
for Heavy and Light respectively. In Table 6.1 the non-dimensional characteristics of
these two configurations are summarized.
C∆ λ Cv θE(
◦) Lcg Vcg TD
20H 0.295 2.009 2.908 4.0 1.327 0.321 0.197
30L 0.157 0.938 4.362 2.9 0.680 0.321 0.095
Table 6.1: Configurations Investigated
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(a) θE = 2
o
(b) θE = 4
o
Figure 6.5: Linear roll damping coefficient (−Kφt) as a function of Mean Wetted
Length (λ) and Speed Coefficient (Cv) - Ikeda’s formulation for vertical lift component
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The coefficients for the nonlinear Hill’s equation, Eq. (6.2), are obtained by different
methods. The inertial and dissipative coefficients are obtained from the reduction of
the experimental time series by regression analysis, as presented in Chapter 4. In Ta-
bles 6.2 and 6.3 the expected values for the inertial and damping coefficients obtained
from large amplitude runs for these two configurations are summarized.
C∆ Ix Kφtt Kφφtφt
20H 0.295 0.038 -0.016 -0.271
30L 0.157 0.020 -0.009 -0.211
Table 6.2: Inertial Coefficients (non-dimensional)
Kφteq Kφt Kφφφt Kφtφtφt Kzφt Kθφt Kzθφt Kzzφt Kθθφt
20H -0.067 -0.062 0.097 -0.007 0.815 -0.320 13.002 -1.821 -7.229
30L -0.043 -0.023 -0.563 -0.002 0.369 2.537 -16.396 -1.105 -30.569
Table 6.3: Damping Coefficients (non-dimensional)
Since no experimental results for coupling between roll and pitch have been reported,
and since the agreement between the 2D+t results and the experimental results for
coupling between heave and roll has been shown to be very good, for consistency all
the stiffness coefficients are computed numerically, following the approach presented
in Chapter 4, assuming that the geometry is fully prismatic. It is acknowledged
that this assumption introduces the largest error in the computation of the time
independent roll moment for the heavier configuration since the actual geometry of
the boat tested is prismatic over most of the wetted surface except at the bow. In
Table 6.4 the expected values obtained for the non-dimensional stiffness coefficients
are summarized.
Kφ Kzφ Kφθ Kzφθ Kzzφ Kφθθ Kφφφ
20H -0.110 0.459 0.849 5.451 -1.039 -1.886 0.145
30L -0.104 0.832 2.144 -0.166 5.292 -5.749 0.047
Table 6.4: Stiffness Coefficients (non-dimensional)
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In order to compute the forcing () the heave and pitch perturbations are assumed to
be in the same ranges assumed for the computation of the stiffness coefficients, i.e.,
−0.5TD ≤ ζ3 ≤ 0.5TD and −0.45 θE ≤ ζ5 ≤ 0.45 θE. Also, the forcing frequency (ω)
is assumed to be such that there is perfect 2:1 tuning (δ = 0.25). Notice that due to
the effect of the high order coupling non-linearities this does not correspond exactly
to a 2:1 ratio between the excitation frequency and the roll natural frequency. Lastly,
based on numerical results obtained by running the commercial code Powersea R© as
part of a different research effort (Castro-Feliciano, 2016), the phase difference be-
tween pitch and heave in porpoising is assumed to be in the range 0.8 ≤ α5 ≤ 1.2.
Table 6.5 summarizes the values for the heave and pitch motions used in the compu-
tations; the values are non-dimensional and therefore for consistency the angles are
in radians.
ζ3 ζ5 ω α5
20H 0.049 0.017 2.86 1.0
30L 0.024 0.023 3.79 0.9
Table 6.5: Heave and Pitch Periodic Motions
Fig. 6.6 presents the stability boundaries for the heavier configuration (20H) in both
the (δ1, µ) and the (δ, ) parameter spaces. This configuration is far removed from the
regions where periodic motions (III) and bi-stability (II) would be observed. Notice
that in order to be inside any of these two regions it would be necessary to either
reduce the roll damping by more than three times or to increase the heave and pitch
motions by almost the same amount. However, if the later is done the results would
be out of the range of validity of the model since these motions would exceed the
values of the perturbations (ζ3, ζ5) used for the computation of the coupling restoring
and dissipative coefficients. Also, the boat would be out of the water at some instants
in time.
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Figure 6.6: Judge’s heavier configuration C∆ = 0.295 Cv = 2.908
B1 = 0.387 Λ = −1.251 (β = −18.045) fφt = 0.242 ψ = −5.77
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Fig. 6.7 presents the stability boundaries for the lighter configuration (30L) in both
the (δ1, µ) and the (δ, ) parameter spaces. In this case the results are presented
assuming two different scenarios related to the use in the construction of the stability
boundaries of the equivalent linear damping B1eq (obtained from Kφteq) and the linear
damping B1 (obtained from Kφt). This is done taking into consideration that for
this configuration B1 is almost half of B1eq so the effect of using one or the other
in the computation is important. In fact, notice that the difference between using
B1 or B1eq is the difference between being inside or outside of the region where
stable periodic motions would be observed (III). In Table 6.6 the non-dimensional
coefficients in Eq. (6.2) are summarized including the effect of the position damping
coupling coefficients (Kzφt , Kθφt , Kzzφt , Kzθφt , Kθθφt) in B1 and fφt .
δ  ψ1 B1 fφt ψ2 A3 C3 B2 B3
20H 0.25 0.075 2.755 0.387 0.242 -3.016 5.019 -0.328 -0.628 0.387
30L 0.25 0.151 2.490 0.325 0.579 2.350 7.276 -0.113 5.122 0.349
Table 6.6: Coefficients in Eq. (6.2) including position damping coupling coefficients
Regarding the effect of the third order dissipative and non-dissipative non-linearities,
it is worth highlighting that there is a clear difference between the heavier and the
lighter configurations. In the case of the lighter configuration the averaged dissipative
non-linearities dominate resulting in a very narrow region of bi-stability (II). In the
case of the heavier configuration there is a balance between the two resulting in a
large region of bi-stability. However, in this configuration the averaged dissipative
non-linearity (β) is negative and the steady states other than the trivial equilibrium
could be far removed from the range of applicability of the problem, so for realistic
initial conditions the result in the region II would be the trivial equilibrium.
205
δε
ψ1
ω ω4
1−⋅
⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠
0.25
0.151
2.49
2.001
⎛⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎠
=
μ
Fo
ψ2
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
2.145
3.824
2.35
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
=
α3
χ3
αo
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
48.074
0.745−
39.128
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
=
β2
β3
βo
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
33.845
2.306
142.296
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
=
Λ
ψ
P
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
3.637
0.14−
0.066
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
=
ζ3
ζ5
β
ω
⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠
0.024
0.023
0.9
3.79
⎛⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎠
=
ζ3
TD_ND
0.25=
1.500− 0.750− 0.000 0.750 1.5000.000
0.875
1.750
2.625
3.500
ζ5
θE
0.45=
X 1≡
ω 3.79≡
μ
μeq 3.347=
III 
II 
δ1
(a) (δ1, µ) Parameter Space: •B1 ◦B1eq
δ
ε
ψ1
ω ω4
1−⋅
⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠
0.25
0.151
2.49
2.001
⎛⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎠
=
μ
Fo
ψ2
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
2.145
3.824
2.35
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
=
α3
χ3
αo
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
48.074
0.745−
39.128
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
=
β2
β3
βo
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
33.845
2.306
142.296
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
=
Λ
ψ
P
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
3.637
0.14−
0.066
⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠
=
ζ3
ζ5
β
ω
⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠
0.024
0.023
0.9
3.79
⎛⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎠
=
ζ3
TD_ND
0.25=
0.000 0.125 0.250 0.375 0.500
0.000
0.250
0.500
0.750
1.000
ζ5
θE
0.45=
III II 
ε
δ
(b) (δ, ) Parameter Space: B1 B1eq
Figure 6.7: Judge’s lighter configuration C∆ = 0.157 Cv = 4.362
B1eq = 0.507 B1 = 0.325 Λ = 3.637 fφt = 0.579 ψ = −0.14
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The difference of ratios of dissipative to non-dissipative non-linearities between 20H
and 30L is partly the result of the third order stiffness non-linearity (Kφφφ) being
very small in the lighter configuration in comparison with the heavier configuration,
a behavior that was already noticed in Chapter 4, combined with the fact that for
30L the position damping B2 is of the same order as the nonlinear added mass A3. In
Eq. (6.7) the effect of the non-dimensional coefficients in the roll equation of motion
in the ratio Λ is shown explicitly.
Λ =
β
α
=
4β2 + 3β3
12χ3 + α3
=
4B2 + 3B3
12C3 + A3
= ω
(
4Kφφφt + 3ω
2Kφtφtφt
12Kφφφ + ω2Kφφtφt
)
(6.7)
Notice that due to the dependence of Λ on ω, in 20H it is possible to observe a change
in the sign of Λ (caused by the change of sign in α) as shown in Fig. 6.8.
ω 2.860= 2.86 0.8⋅ 2.288= 2.86 1.2⋅ 3.432=
ω
Λα
ω4
1.775=
ωo 0.775 0.776, 4.775..:=
0 1 2 3 4
4−
2−
0
2
4
Λ
ω/ω4
Figure 6.8: Averaged ratio (Λ) of dissipative to non-dissipative third order non-
linearities as a function of the excitation frequency (ω) for configuration 20H
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Fig. 6.9 and Fig. 6.10 present the stability boundaries for the same configurations but
neglecting the coupling position damping coefficients (Kzφt , Kθφt , Kzzφt , Kzθφt , Kθθφt)
that will produce coefficients of the form fφt1 and f
φt
0 in the non-linear roll equation
of motion. Notice that in both cases the inclusion of these terms increases the area
where periodic motions (III) and bi-stability (II) are observed (by effect of fφt1 ); how-
ever, for the heavier configuration the effect of fφt0 is to decrease the linear damping
coefficient while the opposite is true for the lighter configuration. In Table 6.7 the
non-dimensional coefficients in Eq. (6.2) are summarized neglecting position damping
coupling coefficients.
δ  ψ1 B1 fφt ψ2 A3 C3 B2 B3
20H 0.25 0.075 2.755 0.401 0 0 5.019 -0.328 -0.628 0.387
30L 0.25 0.151 2.490 0.209 0 0 7.276 -0.113 5.122 0.349
Table 6.7: Coefficients in Eq. (6.2) neglecting position damping coupling coefficients
It is worth mentioning that the values of the different coefficients in the roll equation
of motion used to construct the stability boundaries and the points (δ1, µ) and (δ, )
in Figs. 6.6 to 6.10 correspond to expected values; therefore, there is uncertainty
associated to both of them. However, the individual uncertainty of the most influential
coefficients is very small, as suggested by the t-ratios presented in Tables 4.2 and 4.10
in Chapter 4, and hence the uncertainty regions associated to the stability boundaries
and the points are expected to be narrow. If the problem is treated as one of “error
propagation”, then a rapid computation by the Delta method (e.g., Casella and Berger
(2002)) indicates that in the case of the configuration 30L the standard deviation of
the forcing () is approximately one percent (1%) of its mean value. In general, the
formulae for the stability boundaries includes coefficients estimated from different sets
of experiments and consequently a sensitivity analysis needs to be performed on the
covariances that are not available from the statistics of the regressions. This is out
of the scope of this work and it is suggested as future work.
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Figure 6.9: Judge’s heavier configuration C∆ = 0.295 Cv = 2.908
B1 = 0.401 Λ = −1.251 (β = −18.045) fφt = 0 ψ = −2.755
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Figure 6.10: Judge’s lighter configuration C∆ = 0.157 Cv = 4.362
B1eq = 0.391 B1 = 0.209 Λ = 3.637 fφt = 0 ψ = −2.49
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6.5 Conclusions
In this chapter, the first order approximation to the solution of the non-linear Hill’s
equation, derived in Chapter 5, has been used to investigate conditions that could
lead to stable periodic roll motions parametrically excited by harmonic pitch and
heave motions. Two configurations of a 20 degrees constant deadrise planing hull
run at the United States Naval Academy (USNA) have been used as case studies.
The exploration of the design parameter space (λ,Cv) has suggested that for the
geometry investigated the lighter configuration run at high speed would be more
prone to develop parametric rolling than the heavier configuration run at low speed,
since large values of coupling restoring coefficients and small values of damping are
predicted for high values of speed coefficient and low values of mean wetted length
and trim. These observations have been confirmed by looking at two specific points
in the testing matrix carried out at the USNA, these are the heavier configuration
run at the minimum testing speed and the lighter configuration run at the maximum
testing speed. For both configurations, the effect of the position damping coefficients
coupling roll with heave and roll with pitch is to increase the region where periodic
motions (III) and bi-stability (II) would be observed. However, the effect of the
third order position damping coupling coefficients is to decrease the linear damping
coefficient in the heavier configuration and to increase the linear damping coefficient
in the lighter configuration. The results have also highlighted the importance of the
difference between using B1 or B1eq (obtained from large amplitude runs) for the
lighter configuration run at high speed since this will determine whether the planing
hull is inside or outside of the region where periodic motions would be observed.
211
CHAPTER 7
Contributions and Recommendations
7.1 Contributions
This thesis proposes a method for investigating the conditions under which high-
speed planing hulls can exhibit large oscillatory roll motions which are parametrically
excited by small heave and pitch motions. The main contributions from this research
can be summarized as follows:
A reduced order model for the investigation of parametric roll. Assuming a one-way
coupling between heave-pitch and roll, the roll equation of motion has been written as
a non-linear equation with time dependent added-mass, damping and stiffness coeffi-
cients. Based on a limited set of experimental results available in the open literature,
an ordering in the coefficients is postulated such that the general form of the roll
equation further reduces to a Hill’s equation with third order non-linearities. Stabil-
ity boundaries in the Ince-Strutt diagram in the vicinity of the principal parametric
resonance have been obtained to first order by the Method of Multiple Scales. The
effect of the different terms in the stability boundaries has been discussed and condi-
tions to be satisfied in order to avoid large amplitude periodic roll motions have been
derived.
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Computation of forces and moments acting on planing hulls in asymmetric condi-
tions by the 2D+t approach. The generalized forces and moments acting on a planing
hull in asymmetric conditions have been obtained numerically by the 2D+t approach
(also known as Slender Body Theory or High-Speed-Strip-Theory). The 2-D unsteady
problem of a constant deadrise wedge impacting the water with heel and horizontal
and roll velocities (oblique water entry of an asymmetrical wedge with roll) has been
solved by the Volume of Fluid (VOF) method using the commercial RANSE program
Star-CCM+. The VOF method has been chosen since it allows for the possibility
of reattached flow after separation from the keel and the chines. The computational
results of the forces and moments have been validated by comparison with the ex-
perimental results available in the open literature. For the steady state runs, the nu-
merical results show good agreement with the experimental results, with the largest
difference present in the cases with the largest degree of asymmetry (e.g., combina-
tions of positive drift angle with negative heel angle). In these cases, separation of
the flow at the keel without re-attachment and side wetting are obtained in the 2-D
impact problem and consequently the forces and moments are over-predicted. For
the unsteady cases, with prescribed harmonic roll motions, the computational results
of the roll moment time series show good to excellent agreement for all amplitudes
and frequencies of oscillation.
Contribution of the higher-order harmonics to the linear added-mass, damping and
stiffness coefficients in roll. The linear roll added mass and damping coefficients
have been obtained via Fourier analysis of the roll moment determined from both
experimental and numerical time series. The lack of fit of the linear equation of
motion when used to predict the large amplitude runs suggested the need for a non-
linear roll equation of motion to model large amplitude roll motions. Therefore,
non-linear models for roll added mass and roll damping have been proposed based
on a formal statistical analysis of the results of forced roll oscillations. The results
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highlight the importance of the non-linear components of roll added mass and roll
damping for low values of mean wetted length and static trim corresponding to lighter
configurations running at high speed. The analysis has shown that the inclusion of
non-linear terms alters the value of the linear coefficients obtained by taking into
consideration only the first order harmonic (e.g., the equivalent linear damping). Of
particular interest in the context of parametric roll is the effect of the third order
harmonic in the out-of-phase component of the roll moment. For some of the cases
investigated, this third order harmonic is of different sign of the first order harmonic
causing a dramatic reduction of the linear roll damping and therefore reducing the
magnitude of heave and/or pitch motions needed to parametrically excite roll.
An empirical correction for the separation of the flow at the transom to be applied
to results obtained by the 2D+t approach. The 2D+t solution cannot capture some
3-D effects such as the transition from chines-dry to chines-wet condition and flow
separation from the transom. The latter being the one with the greatest influences
in the computation of forces and moments. The solutions obtained for forces and
moments in the horizontal plane appear to be less affected by this due to a “cancel-
lation” effect between the pressure distributions on the two opposite sides. However,
when there is separation at the keel this cancellation effect breaks and the correction
for flow separation at the transom plays an important role in preventing the forces
and moments to be over-predicted. Taking this into consideration, an empirical cor-
rection for separation at the transom has been proposed. This correction, obtained
from re-analysis of 3-D high fidelity inviscid RANSE simulations of prismatic geome-
tries with 10◦ and 20◦ constant deadrise angles, is independent of deadrise angle and
dependent on aspect ratio as suggested by researchers at NACA on their early work
on seaplanes back in the thirties (Pabst, 1931) and fifties (Shuford, 1958).
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Two of the conditions tested by Professor Judge have been used as case studies for
this research: the lightly loaded configuration at the maximum speed tested and the
heavy loaded configuration at the minimum speed tested. Looking at the values of
the coefficients for each configuration, in the context of the reduced order model, it
has been shown that high-speed planing hulls running at low mean wetted length and
low trim are more prone to develop parametric roll than planing hulls running at high
mean wetted length and high trim. This result is consistent with what is observed
in the field where lightly loaded high-speed planing hulls sometimes develop what is
known in the small-craft community as chine-walking.
7.2 Recommendations for Future Work
Future work specifically related to this research effort would be to carry out a com-
bination of high fidelity 3-D RANSE simulations, model and full scale tests in order
to:
1. Explore the stability boundaries in order to validate the predictions obtained
by the reduced order model. In this case, the simulations/tests correspond to
models forced in heave and/or pitch and free in roll (first stage) and free in
heave-roll-pitch (second stage).
2. Validate the assumptions made with regards to the ordering of the coefficients
in the heave-roll-pitch equations of motion for a larger set of experimental con-
ditions. In this case, the simulations/tests correspond to models forced first
in each of the three degrees of freedom (heave-roll-pitch) and then systemat-
ically combined in order to generate the information required to obtain the
coefficients coupling these three degrees of freedom via inertial, dissipative and
stiffness terms.
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3. Validate the assumptions made with regards to the characteristics of the limit
cycles (amplitude, frequency and phase difference) in the heave-pitch autonomous
system (porpoising). In this case, the simulations/tests correspond to models
free in heave and pitch.
Besides, comparisons between high fidelity 3-D RANSE solutions and 2D+t solutions
are required in order to assess the limits of applicability of the asymmetric 2D+t the-
ory by looking at the relative orders of magnitude of the perturbation flow velocities
in the longitudinal and transverse directions and by comparing pressure distributions
and free surface profiles.
The uncertainty in the stability boundaries was treated briefly at the end of Chapter
6 by assuming the problem as one of “error propagation” due to the uncertainty
associated to each of the coefficients used to construct them. Continuing in this
direction, it is recommended to carry out a sensitivity analysis on the covariances of
the coefficients, assuming that they are not independent, and to formally construct
the uncertainty regions. Another possibility would be to construct probability basins
in order to compute the probability of being inside or outside of the regions where
periodic motions would be observed.
Also, it appears to be a common practice to model the heave-pitch motions on planing
hulls by assuming a coupled system of equations with linear added mass, linear damp-
ing and non-linear stiffness coefficients (e.g., Sun and Faltinsen (2010)), as suggested
in Troesch (1992) for the cases with high values of mean wetted length. However, a
preliminary investigation into the heave-pitch system by the 2D+t approach showed
that there are important dissipative non-linearities, specially in the cases with low
mean wetted length. Therefore, an investigation into the best non-linear model to
describe the heave-pitch system seems to be granted.
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APPENDIX A
Non-dimensional Coefficients in the Roll Equation
of Motion
First order
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Third order
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APPENDIX B
Periodic Coefficients in the Roll Equation of
Motion
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APPENDIX C
Time Series Comparison Between 2D+t Theory
and Forced Roll Experiments
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Figure C.1: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.15, Cv = 2.9,
φ0 = 10
◦, f = 1.5 Hz
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Figure C.2: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.15, Cv = 2.9,
φ0 = 10
◦, f = 2.5 Hz
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Figure C.3: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.15, Cv = 2.9,
φ0 = 20
◦, f = 1.5 Hz
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Figure C.4: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.15, Cv = 2.9,
φ0 = 20
◦, f = 2.5 Hz
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Figure C.5: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.15, Cv = 4.3,
φ0 = 10
◦, f = 1.5 Hz
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Figure C.6: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.15, Cv = 4.3,
φ0 = 10
◦, f = 2.5 Hz
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Figure C.7: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.15, Cv = 4.3,
φ0 = 20
◦, f = 1.5 Hz
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Figure C.8: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.15, Cv = 4.3,
φ0 = 20
◦, f = 2.5 Hz
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Figure C.9: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.29, Cv = 2.9,
φ0 = 10
◦, f = 1.5 Hz
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Figure C.10: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.29, Cv = 2.9,
φ0 = 10
◦, f = 2.5 Hz
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Figure C.11: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.29, Cv = 2.9,
φ0 = 20
◦, f = 1.5 Hz
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Figure C.12: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.29, Cv = 2.9,
φ0 = 20
◦, f = 2.5 Hz
236
0 0.2 0.4 0.6
0.5−
0.4−
0.3−
0.2−
0.1−
t (s)
Li
ft 
Fo
rc
e
0 0.2 0.4 0.6
0.06−
0.04−
0.02−
0
0.02
0.04
0.06
t (s)
R
ol
l M
om
en
t
0 0.2 0.4 0.6
0.1−
0
0.1
0.2
t (s)
Pi
tc
h 
M
om
en
t
Figure C.13: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.29, Cv = 4.3,
φ0 = 10
◦, f = 1.5 Hz
237
0 0.1 0.2 0.3 0.4
0.5−
0.4−
0.3−
0.2−
0.1−
t (s)
Li
ft 
Fo
rc
e
0 0.1 0.2 0.3 0.4
0.1−
0.05−
0
0.05
0.1
t (s)
R
ol
l M
om
en
t
0 0.1 0.2 0.3 0.4
0.2−
0.1−
0
0.1
0.2
t (s)
Pi
tc
h 
M
om
en
t
Figure C.14: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.29, Cv = 4.3,
φ0 = 10
◦, f = 2.5 Hz
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Figure C.15: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.29, Cv = 4.3,
φ0 = 20
◦, f = 1.5 Hz
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Figure C.16: Time series comparison of non-dimensional lift force and roll and pitch
moments between 2D+t theory (solid line) and experiments (averaged: dash-dotted
line; raw: dotted line) in forced roll. Experimental conditions: C∆ = 0.29, Cv = 4.3,
φ0 = 20
◦, f = 2.5 Hz
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