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OTHER QUANTUM RELATIVES OF THE ALEXANDER
POLYNOMIAL THROUGH THE LINKS-GOULD INVARIANTS
BEN-MICHAEL KOHLI AND BERTRAND PATUREAU-MIRAND
Abstract. Oleg Viro studied in [14] two interpretations of the (multivariable) Alexan-
der polynomial as a quantum link invariant: either by considering the quasi triangular
Hopf algebra associated to Uqsl(2) at fourth roots of unity, or by considering the super
Hopf algebra Uqgl(1|1). In this paper, we show these Hopf algebras share properties
with the −1 specialization of Uqgl(n|1) leading to the proof of a conjecture of David
De Wit, Atsushi Ishii and Jon Links on the Links-Gould invariants.
1. Introduction
The Links-Gould invariants of links LGn,m are two variable quantum link invariants.
They are derived from super Hopf Algebras Uqgl(n|m). David De Wit, Atsushi Ishii and
Jon Links conjectured [3] that for any link L
LGn,m(L; τ, eiπ/m) = ∆L(τ
2m)n,
where ∆L is the Alexander-Conway polynomial of L. They proved the conjecture when
(n,m) = (1,m) and when (n,m) = (2, 1) for a particular class of braids. A complete
proof of the (n, 1) case for n = 2, 3 is given in [8]. However this is achieved by studying
the invariants at hand at the level of representations, which requires computation of an
explicit R-matrix for each LGn,1, making that method hard to implement as n grows.
Here we prove the (n, 1) case of the conjecture for any n:
LGn,1(L; τ,−1) = ∆L(τ2)n.
To do so we study the structure of the universal objects directly, and in particular the
(super) Hopf algebras and universal R-matrices that are involved.
However, the strong version of the conjecture is still open.
2. Hopf algebras for the Alexander polynomial
We first define a Hopf algebra U which is an essential ingredient for the quantum
relatives of the Alexander polynomial. Unfortunately this algebra is only braided in a
weak sense. Then we recall two quantum groups which can be seen as central extensions
of U . One was first used by Murakami [10], both were studied by Viro in [14]. Finally we
compare the braidings of the two Hopf algebras.
2.1. A braided Hopf algebra U . The following Hopf algebra U is a version of quantum
sl(2) when the quantum parameter q is a fourth root i of 1. The complex algebra U is
presented by generators k±1, e, f and relations
ke+ ek = kf + fk = e2 = f2 = 0 and ef − fe = k − k−1.
.
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The coproduct, counity and antipode of U are given by
∆(e) = 1⊗e+ e⊗k, ε(e) = 0, S(e) = −ek−1,
∆(f) = k−1⊗f + f⊗1, ε(f) = 0, S(f) = −kf,
∆(k) = k⊗k, ε(k) = 1, S(k) = k−1.
This Hopf algebra can be seen in a sense as a a ”double” of Bodo Pareigis’ Hopf algebra
[11] that would be < k, f > with our notations. A pivotal structure is a group like element
φ whose conjugation is equal to the square of the antipode. There is non obviously a
better choice which is given by φ = k−1.
Let τ : x⊗y 7→ y⊗x be the switch of factors. Hopf algebra U is not quasi-triangular
but it is braided in the sense of [12]: there exists an (outer) algebra automorphism R :
U⊗U → U⊗U different from τ that satisfies
R ◦∆ = τ ◦∆,(1)
∆1 ◦R = R13R23,(2)
∆2 ◦R = R13R12.(3)
Automorphism R admits a regular splitting (see [12]) R = D ◦AdRˇ where AdRˇ is the
conjugation by the invertible element
Rˇ = 1 + e⊗f
and D is an outer automorphism satisfying equations similar to (2) and (3) and defined
by:
D ◦ τ = τ ◦D , D(e⊗1) = e⊗k , D(f⊗1) = f⊗k−1 and D(k⊗1) = k⊗1.
The elements k±2 generate a central sub-Hopf algebra and for any g ∈ C \ {0, 1}, the
quotient U/(k2 − g) is a 8-dimensional semi-simple Hopf algebra with two isomorphism
classes of irreducible representations V±a where a
2 = g. The representation Va is 2-
dimensional and can be written in a certain basis (e0, e1)
(4) k =
(
a 0
0 −a
)
, e =
(
0 1
0 0
)
, f =
(
0 0
a− 1a 0
)
.
The central element ef + fe acts by (a− a−1)I2.
2.2. The sl(2) model and the Alexander polynomial. From [14, 1] the sl(2) model is
the unrolled version of quantum sl(2) at q = i = exp(iπ/2). It is an algebra UH
i
sl(2) gener-
ated byK±1, E, F,H . Its presentation is obtained from that of U (U0 =
〈
K±1, E, F
〉 ≃ U)
by adding the generator H and the following relations:
[H,K] = 0 , [H,E] = 2E , [H,F ] = −2F.
We will consider the category C of weight modules: finite dimensional vector spaces where
element H acts diagonally and
(5) K = iH = exp(iπH/2).
The pivotal Hopf algebra structure U is extended to UH
i
sl(2) by the following relations: 1
∆(H) = 1⊗H +H⊗1 ε(H) = 0, S(H) = −H.
1Compared to Viro, we use the opposite coproduct here.
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As in U , the pivotal element is Φ = K−1 so that S2(·) = Φ · Φ−1. With this pivotal
structure, category C is ribbon with braiding given by the switch τ : x⊗y 7→ y⊗x composed
with the action of the universal R-matrix:
RH = iH⊗H/2(1 + E⊗F ).
Lemma 2.1. For any two representations V,W ∈ C , the conjugation in V⊗W by DH :=
iH⊗H/2 induces an automorphism DH of EndC(V⊗W ) which satisfies
ρV⊗W ◦D = DH ◦ ρV⊗W : U⊗U → EndC(V⊗W ).
Proof. This is an easy consequence of Equation (5). More generally, if x, y ∈ U satisfy
[H,x] = 2mx and [H, y] = 2m′y, then H⊗H.x⊗y = x⊗y.(H + 2m)⊗(H + 2m′) so
iρV⊗W (H⊗H/2)ρV⊗W (x⊗y) = ρV⊗W (x⊗y)iρV⊗W ((H+2m)⊗(H+2m′)/2)
= ρV⊗W ((x⊗Km)(Km′⊗y))iρV⊗W (H⊗H/2)
= ρV⊗W (D(x⊗y))iρV⊗W (H⊗H/2).
2.1
For each complex number α which is not an odd integer, UH
i
sl(2) possesses, up to
isomorphism, a unique two dimensional irreducible representation Vα with Spec(H) =
{α+ 1, α− 1}. Its restriction to U is representation Va where a = iα+1 and the action of
H is given by H =
(
α+ 1 0
0 α− 1
)
.
In the representation Vα⊗Vβ , with respect to basis (e0⊗e0, e0⊗e1, e1⊗e0, e1⊗e1) the
braiding is:
i
αβ−1
2


i
α+β+2
2 0 0 0
0 0 i
α−β
2 0
0 i
−α+β
2 i
−α+β
2 (iβ+1 − i−β−1) 0
0 0 0 i
−α−β+2
2

 .
In the case where α = β, the R-matrix then takes the particular form
τRH = i
α2−1
2


t−1/2 0 0 0
0 0 1 0
0 1 (t−1/2 − t1/2) 0
0 0 0 −t1/2


where we set t1/2 = i−α−1.
The ribbon category we consider here allows us to apply the Reshetikhin-Turaev theory
[13] to construct a framed link isotopy invariant in S3. It becomes an unframed link isotopy
invariant if one divides the above R-matrix on Vα⊗Vα by the value of the twist θα = i
α2−1
2 .
In this particular case, the invariant we find is the Conway normalization of the classical
Alexander polynomial, see [14]. The Links-Gould invariants LGn,1 that will interest us
in the following are obtained by the same general construction using other Hopf algebras.
Explicitly, the Reshetikhin-Turaev functor gives representations of braid groups Bℓ
ΨV ⊗ℓα : Bℓ −→ GL(V ⊗ℓα )
σi 7→ Id⊗i−1Vα ⊗θ−1α τRH⊗ Id⊗ℓ−i−1Vα ,
where σi is the i
th standard Artin generator of braid group Bℓ.
Let L be an oriented link in S3 obtained as closure of a braid in ℓ strands b ∈ Bℓ. Then:
1) There exists a scalar c such that trace2,3,...,ℓ((IdVα ⊗(K−1)⊗ℓ−1) ◦ΨV ⊗ℓα (b)) = c. IdVα ,
2) L 7→ c is a link invariant and is equal to the Alexander polynomial of L, ∆L(t).
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Remark 2.2. Identifying algebras EndC(V
⊗ℓ
α ) and EndC(Vα)
⊗ℓ, the partial trace operator
is defined by trace2,3,...,ℓ(f1⊗...⊗fℓ) := trace(f2) trace(f3)... trace(fℓ)f1 ∈ EndC(Vα) for
any f1, ..., fℓ ∈ EndC(Vα).
2.3. An example of bosonization: the gl(1|1) model.
2.3.1. Bosonization. Here we recall Majid’s trick [9] to transform a super Hopf algebra
into an ordinary one.
Let H be a pivotal super Hopf algebra and C be its even monoidal category of repre-
sentations (morphisms are formed by even H-linear maps). Let Hσ be the bosonization
of H : as an algebra, Hσ is the semi-direct product of H with Z/2Z = {1, σ} where the
action of σ or equivalently the commutation relations in Hσ are given by
∀x ∈ H, σx = (−1)|x|xσ.
The coproduct ∆σ on Hσ is given by ∆σσ = σ⊗σ and
∀x ∈ H, ∆σ(x) =
∑
i
xiσ
|x′i|⊗x′i where ∆(x) =
∑
i
xi⊗x′i.
If R =
∑
iR
(1)
i ⊗R(2)i is the universal R-matrix in H , then the following formula defines
a universal R-matrix in Hσ:
Rσ = R1
∑
i
R
(1)
i σ
|R
(2)
i
|⊗R(2)i , where R1 =
1
2
(1⊗1 + σ⊗1 + 1⊗σ − σ⊗σ).
Given a super representation V = V0⊕V1 of H we get a representation of Hσ by setting
σ|V = IdV0 − IdV1 . Reciprocally, since σ2 = 1, every Hσ-module inherits a natural Z/2Z
grading: W splits intoW = W0⊕W1 where we defineW0 = ker(σ−1) andW1 = ker(σ+1).
Theorem 2.3 (Majid Theorem 4.2). The even category of super H-modules can be iden-
tified with the category of Hσ-modules.
Remark that the antipode of Hσ is given by x 7→ σ|x|S(x) and if H as a pivot φ then
one can choose φσ = σφ as a pivot in Hσ.
2.3.2. The gl(1|1) model. Using the same notations as Viro: Uqgl(1|1) is the pivotal super
Hopf algebra generated by two odd generators X,Y , two even generators I, G satisfying
the relations
XY + Y X =
C − C−1
q − q−1 , X
2 = Y 2 = 0,
[I,X ] = [I, Y ] = [I,G] = 0,
[G,X ] = X , [G, Y ] = −Y,
where C = qI , with coproduct
∆(I) = 1⊗I + I⊗1 , ∆(G) = 1⊗G+G⊗1,
∆(X) = X⊗C−1 + 1⊗X , ∆(Y ) = Y⊗1 + C⊗Y,
counit
ε(X) = ε(Y ) = ε(I) = ε(G) = 0,
antipode
S(I) = −I, S(G) = −G, S(X) = −XC, S(Y ) = −Y C−1,
pivot
φ = K
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and universal R-matrix
R = (1 + (q − q−1)(X⊗Y )(C⊗C−1))q−I⊗G−G⊗I .
Its bosonization Uqgl(1|1)σ contains a sub-Hopf algebra U1 isomorphic to U given by
e = (q − q−1)Xσ , f = Y and k = C−1σ.
Indeed, these elements satisfy the following:
ef − fe = (q − q−1)(XσY − Y Xσ) = (q − q−1)(−XY − Y X)σ = k − k−1,
ke+ ek = kf + fk = 0,
∆σ(e) = (q − q−1)∆σ(Xσ) = (q − q−1)(X⊗C−1 + σ⊗X)(σ⊗σ) = e⊗k + 1⊗e,
∆σ(f) = ∆σ(Y ) = Y⊗1 + Cσ⊗Y = f⊗1 + k−1⊗f,
∆σ(k) = k⊗k.
In the bosonization, the universal R-matrix is
Rσ = R1q
−(I⊗G+G⊗I)(1 + e⊗f), where R1 = 1
2
(1⊗1 + σ⊗1 + 1⊗σ − σ⊗σ).
Lemma 2.4. Denoting D′ = q−I⊗G−G⊗I and Dσ = R1D
′ we have, for any x, y ∈ U = U1:
R1(x⊗y)R−11 = σ|y|x⊗yσ|x| , D′(x⊗y)(D′)−1 = xC−dG(y)⊗yC−dG(x),
Dσ(x⊗y)(Dσ)−1 = (C−1σ)dG(y)x⊗y(C−1σ)dG(x) = D(x⊗y),
where dG(x) ∈ Z is defined by [G, x] = dG(x)x.
Remark 2.5. For a homogeneous a ∈ U0, |a| = dG(a) modulo 2.
Let us recall a family of 2-dimensional Uqgl(1|1)σ-modules. This family is parametrized
by two complex numbers (j, J) and ε ∈ {0, 1}, see [14]. It extends the representation Va
of U1 where a = (−1)εq−2j . Written in matrix form,
I =
(
2j 0
0 2j
)
, G =
(
J+1
2 0
0 J−12
)
,
X =
(
0 q
2j−q−2j
q−q−1
0 0
)
, Y =
(
0 0
1 0
)
, σ =
(
(−1)ε 0
0 −(−1)ε
)
.
2.4. Comparing the actions of Rσ and RH . U0 ⊂ UHi sl(2) and U1 ⊂ Uqgl(1|1)σ are
two isomorphic Hopf algebras. The goal of this paragraph is to show the action of
RH = iH⊗H/2(1 + E⊗F ) ∈ UHi sl(2)⊗UHi sl(2)
and that of
Rσ = R1q
−(I⊗G+G⊗I)(1 + e⊗f) ∈ Uqgl(1|1)σ⊗Uqgl(1|1)σ
on two representations V H1 ⊗V H2 of UHi sl(2) and V σ1 ⊗V σ2 of Uqgl(1|1)σ are identical up to
a scalar multiple of the identity, when V Hi and V
σ
i have the same underlying U0 = U1-
module structure.
We recall conjugations by the elements DH on one side and Dσ on the other side both
induce the same automorphism D of U⊗U .
Proposition 2.6. Set for i = 1, 2 V Hi a representation of U
H
i
sl(2) and V σi a rep-
resentation of Uqgl(1|1)σ which both restrict to the same irreducible representation of
U = U0 = U1. Then D
H(Dσ)−1 ∈ EndC(V1⊗V2) is a scalar multiple of the identity.
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Proof. The density theorem states that if V is a finite dimensional irreducible represen-
tation of an algebra A over an algebraically closed field, then A ։ End(V ) is surjective.
Denote the representations at hand ρV H
i
, ρV σ
i
for i = 1, 2. We supposed
ρV H
i U
= ρV σ
i U
.
So if ρH = ρV H1 ⊗ρV H2 and ρσ = ρV σ1 ⊗ρV σ2 we define ρ := ρH U⊗U = ρσ U⊗U . Using
Lemma 2.1 and Lemma 2.4, for any x, y ∈ U :
ρH
(
DH
)
ρ(x⊗y)ρH
(
(DH)−1
)
= ρ
(D(x⊗y)) = ρσ(Dσ)ρ(x⊗y)ρσ((Dσ)−1).
Which means
ρH
(
DH
)−1
ρσ
(
Dσ
)
ρ(x⊗y) = ρ(x⊗y)ρH
(
DH
)−1
ρσ
(
Dσ
)
.
Using the density theorem, ρH
(
DH
)−1
ρσ
(
Dσ
)
commutes with any element in
EndC(V1)⊗EndC(V2) = EndC(V1⊗V2). So this linear map is a scalar multiple of the
identity. 2.6
From now on, we consider Hopf algebra A = UH
i
sl(2)
⊗
U Uqgl(1|1)σ. A contains both
algebras UH
i
sl(2) and Uqgl(1|1)σ.
Formally, setting q = eh, qT := ehT and iα = ei
π
2 α, we also consider that
iH = k = q−Iσ
which means that we will only study representations of A that satisfy this relation. Re-
call from Equations (4) the representation of U with parameter a. We can look for the
representations of A that simultaneously extend to the representations of UH
i
sl(2) and
Uqgl(1|1)σ we already described. If ε ∈ {0, 1} is the degree of the first vector e0 of the
basis (e0, e1) we choose, direct computation of such a representation V (α, a, 2j, ε, J) shows
it is well defined if and only if:
(6)
{
(−1)εq−2j = a
a = ei
π
2 (α+1) = iα+1
Setting s = qji
α−3−2ε
2 = ±1, we can compute the coefficient RH/Rσ = DH/Dσ given by
Proposition 2.6 in our case.
Proposition 2.7. RH/Rσ = DH/Dσ = ss′(−1)εε′ iε+ε′ iαα
′−1
2 qjJ
′+j′J .
Proof. Using representation V⊗V ′ = V (α, a, 2j, ε, J)⊗V (α′, a′, 2j′, ε′, J ′) in basis
(e0⊗e0, e0⊗e1, e1⊗e0, e1⊗e1), we can write:
DH = iαα
′/2


i
α+α′+1
2 0 0 0
0 i
−α+α′−1
2 0 0
0 0 i
α−α′−1
2 0
0 0 0 i
−α−α′+1
2

 .
Moreover, Dσ = R1D
′ and
R1 = (−1)εε
′


1 0 0 0
0 (−1)ε 0 0
0 0 (−1)ε′ 0
0 0 0 (−1)ε+ε′+1

 ,
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D′ = q−jJ
′−j′J


q−j−j
′
0 0 0
0 qj−j
′
0 0
0 0 q−j+j
′
0
0 0 0 qj+j
′

 .
Since a = iα = (−1)ε+1iq−2j , the formulas make appear two square roots of a:
α
√
a = iα/2 and j
√
a = iε+
3
2 q−j = s α
√
a.
That way, computing any of the diagonal coefficients of DH(Dσ)−1 we find the announced
element. 2.7
3. An integral form of Uqgl(n|1) and its specialization
3.1. Quasitriangular Hopf superalgebra Uqgl(n|1). Here we define the h-adic qua-
sitriangular Hopf superalgebra Uqgl(n|1) that we will use to construct the Links-Gould
invariant LGn,1. The conventions we use for generators and relations are those chosen by
Zhang and De Wit in [15, 2]. I = {1, 2, . . . , n+1} will be the set of indices. We introduce
a grading [a] ∈ Z/2Z for any a ∈ I by setting
[a] = 0 if a 6 n and [a] = 1 when a = n+ 1.
The superalgebra has (n+1)2 generators divided into three families. There are n+1 even
Cartan generators Eaa . There are
1
2n(n+1) lowering generators E
b
a parametrized by a < b.
Finally there are 12n(n+ 1) raising generators E
a
b , with a < b. The degree of E
b
a is given
by [a] + [b].
For a ∈ I, a 6= n + 1, set Ka = qEaa , and set Kn+1 = q−E
n+1
n+1 . In the following [X,Y ]
denotes the super commutator [X,Y ] = XY − (−1)[X][Y ]Y X .
Now let us present the relations there are between elements of Uqgl(n|1).
For any a, b ∈ I with |a− b| ≥ 2 and for any c in the interval between a and b,
Eab = E
a
cE
c
b − qsign(a−b)EcbEac .
For any a, b ∈ I,
EaaE
b
b = E
b
bE
a
a , E
a
aE
b
b±1 = E
b
b±1
(
Eaa + δ
a
b − δab±1
)
[Eaa+1, E
b+1
b ] = δ
a
b
KaK
−1
a+1 −K−1a Ka+1
q − q−1
which generalizes for a < b to [Eab , E
b
a] =
KaK
−1
b −K−1a Kb
q − q−1 ,
(Enn+1)
2 = (En+1n )
2 = 0, which implies (Ein+1)
2 = (En+1i )
2 = 0 for i < n+ 1.
The Serre relations: for any a, b ∈ I with |a− b| ≥ 2,
Ea+1a E
b+1
b = E
b+1
b E
a+1
a , E
a
a+1E
b
b+1 = E
b
b+1E
a
a+1,
and for a ≤ n− 1,
Eaa+1E
a
a+2 = qE
a
a+2E
a
a+1 , E
a+1
a E
a+2
a = qE
a+2
a E
a+1
a ,
Eaa+2E
a+1
a+2 = qE
a+1
a+2E
a
a+2 and E
a+2
a E
a+2
a+1 = qE
a+2
a+1E
a+2
a .
These relations can be completed into a set of “quasi-commutation” relations indexed by
pairs of root vectors (see [2, Lemma 1] where a reordering algorithm gives a constructive
proof of the Poincare´-Birkhoff-Witt theorem) but these relations are redundant over the
field C(q).
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We consider the Hopf algebra structure given by the coproduct
∆(Eaa+1) = E
a
a+1⊗KaK−1a+1 + 1⊗Eaa+1 , ∆(Ea+1a ) = K−1a Ka+1⊗Ea+1a + Ea+1a ⊗1
∆(Ka) = Ka⊗Ka and ∆(Eaa ) = Eaa⊗1 + 1⊗Eaa
which admits2 the universal R-matrix Rgl = DglRˇgl with Dgl = q
∑
i≤n E
i
i⊗E
i
i−E
n+1
n+1⊗E
n+1
n+1
and
Rˇgl =
n∏
i=1

 n∏
j=i+1
eq((q − q−1)Eij⊗Eji )

e′q(Ein+1⊗En+1i ),
where e′q(x) = (1−(q−q−1)x), eq(x) =
∑+∞
k=0
xk
(k)q !
, (k)q =
1−qk
1−q and (k)q ! = (1)q(2)q . . . (k)q.
Remark that the order of the factors matters in Rˇgl.
3.2. Integral form and interesting subalgebras. We now give an integral form of
Uqgl(n|1) which supports evaluation at q = −1. Let Aq be the Z[q, q−1]-subalgebra of
Uqgl(n|1) generated by elements Ka, Eab :=
(
q − q−1)Eab when a < b and Eab := Eab when
a > b. The relations of Uqgl(n|1)
[Eab , E
b
a] =
KaK
−1
b −K−1a Kb
q − q−1
for a < b, are replaced in algebra Aq by
[Eab , Eba] = KaK−1b −K−1a Kb.
Still, Aq admits a presentations similar to that of Uqgl(n|1). No additional relations are
needed because the analog of the above commutation relations are enough to express any
element in the Poincare´-Birkhoff-Witt basis.
In the bosonization Aσq of Aq, define for i = 1, . . . , n the algebra
Ai =
〈
ei = −E in+1σ, fi = En+1i , ki = KiK−1n+1σ
〉 ⊂ Aσq .
Proposition 3.1. Algebra Ai is isomorphic to U . Indeed:
eifi − fiei = ki − k−1i ,
kiei + eiki = kifi + fiki = 0.
Proof. Direct computations from the defining relations of Aq and Lemma 1 of [2]. In
particular, eifi − fiei = −E in+1σEn+1i + En+1i E in+1σ = [E in+1, En+1i ]σ = ki − k−1i . 3.1
Remark 3.2. However, Ai is not isomorphic to U as a Hopf algebra (except for An),
which can be seen by looking at the coproduct of elements of Ai in Aq. This will not be
a problem for us.
Set 1 6 i 6= j 6 n. Using [2] Lemma 1 once again, we want to see at what conditions
any x ∈ Ai and y ∈ Aj commute.
Lemma 3.3. We have the following commutations:
eiej = −q−1ejei, fifj = −q−1fjfi, kikj = kjki,
if i < j, eifj − fjei = σKjK−1n+1E ij, otherwise eifj − fjei = σ
(
q − q−1)E ijKn+1K−1i ,
kjei = −q−1eikj, kjfi = −qfikj .
2we use here the coproduct and R-matrix of [7] conjugated by Dgl.
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Proof. The first two equalities correspond to [2, Eq. (38) and (39)] and the two brackets
[ei, fj ] correspond to [2, Eq. (36) (c) and (d)]. 3.3
Corollary 3.4. Setting q = −1, in any quotient of Aσ−1 such that for any 1 6 i < j 6 n,
E ij = 0, the elements of two distinct Ai commute.
3.3. Highest weight representation V (0n, α). Let V (0n, α) be the highest weight irre-
ducible 2n-dimensional representation of Uqgl(n|1) of weight (0n, α), with α /∈ Z. So Eii is
represented by 0, except for En+1n+1 that is represented by α. Set v0 a highest weight vector
in V (0n, α) and let Vq(0
n, α) = Aqv0. The Poincare´-Birkhoff-Witt theorem proves that( n∏
i=1
fmii v0
)
mi∈{0,1}
is a basis for vector space V (0n, α) and for the free Z[q, q−1]-module Vq(0
n, α). Set Aσ−1 =
Aσq⊗q=−1C and V−1(0n, α) = Vq(0n, α)⊗q=−1C
Proposition 3.5. In the representation V−1(0
n, α), for any 1 6 i < j 6 n, E ij = 0. So E ij
belongs to the kernel I of the representation Aσ−1 −→ End(V−1(0n, α)). As a consequence,
the following map is well defined:
Θ :
⊗n
i=1Ai −→ Aσ−1/I
⊗ixi 7→
∏
i xi
.
Proof. We want to show that for any basis vector v ∈ V−1(0n, α) and for 1 6 i < j 6 n,
E ijv = 0. We can write v = f i11 . . . f inn v0 where ik = 0, 1.
Using [2] Lemma 1 once more, if
c < i then [Eij , E
n+1
c ] = 0 by [2, Eq. (40)]
c = i then [Eij , E
n+1
c ] = −KiK−1j En+1j by [2, Eq. (36)(a)]
i < c < j then [Eij , E
n+1
c ] = −(q − q−1)KcK−1j EicEn+1j by [2, Eq. (43)(a)]
j ≤ c then [Eij , En+1c ] = 0 by [2, Eq. (37),(40)].
In all cases, [E ij , fc] = [E ij , En+1c ] = (q−q−1)[Eij , En+1c ] = 0 inAσ−1. So E ijv = f i11 . . . f inn (E ijv0).
But E ij is a raising generator, so E ijv0 = 0. Using Corollary 3.4, for i 6= j Ai and Aj com-
mute in that representation. 3.5
3.4. Rˇgl makes sense when q = −1. Here we intend to show that the non diagonal
part Rˇgl of the universal R-matrix of Uqgl(n|1) supports evaluation at q = −1, which is
not obvious given the formula defining Rˇgl. In the bosonization Uqgl(n|1)σ, the universal
R-matrix is given by
(Rgl)σ = Dgl(Rˇgl)σ = Dgl
n∏
i=1

 n∏
j=i+1
eq(E ij⊗Eji )

(1 + ei⊗fi).
Proposition 3.6. For any 1 6 i < j 6 n,(
eq(E ij⊗Eji )− 1
)
Vq(0
n, α)⊗Vq(0n, α) ⊂ (q + 1)Z[q, q−1]locVq(0n, α)⊗Vq(0n, α)
where Z[q, q−1]loc is the localization of Z[q, q
−1] at (q + 1). Hence (Rgl)σ induces a well
defined automorphism of V−1(0
n, α)⊗V−1(0n, α) where the action of (Rˇgl)σ is given by
(Rˇgl)σ =
n∏
i=1
(1 + ei⊗fi).
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Proof. Define V = Z[q, q−1]locVq(0
n, α) ⊂ V (0n, α) so that V−1(0n, α) ∼= V⊗q=−1C. We
wish to prove that for 1 6 i < j 6 n, in the representation V⊗V , eq(E ij⊗Eji ) = 1 mod
(q + 1). Set 1 6 i < j 6 n. We show by induction on k > 1, that
(E ij)k
(k)q!
V ⊂ (q + 1)V.
For k = 1, it follows from E ij ∈ I (see Proposition 3.5). Now we suppose it holds for any
l ∈ {1, . . . , k − 1} and since (E
i
j)
k
(k)q !
=
(Eij)
k−1
(k−1)q !
Eij
(k)q
it is enough to show that
Eij
(k)q
V ⊂ V .
We know that E ijV ⊂ (q + 1)V , so
Eij
(k)q
V ⊂ q+1(k)q V .
If k is even, (k)q = (q + 1)(
k
2 )q2 with (
k
2 )q2 =
k
2 mod (q + 1) so
E ij
(k)q
V ⊂ 1
(k2 )q2
V = V.
If k is odd, (k)q = 1 mod (q + 1) and therefore
E ij
(k)q
V ⊂ (q + 1)V. This concludes the
proof. 3.6
4. Links-Gould invariants and the conjecture
4.1. Links-Gould invariants LGn,1. The Links-Gould invariants LGn,1 are framed link
invariants obtained by applying the modified (one has to use a modified trace, see [4])
Reshetikhin-Turaev construction to the ribbon Hopf algebras Uqgl(n|1)σ we just studied.
Like in the Alexander case, the R-matrix can be divided by the value of the twist so that
LGn,1 becomes an unframed link invariant. Note that this definition and Viro’s work [14]
show that the first LG invariant LG1,1 coincides with the Alexander-Conway polynomial
∆.
There are several sets of variables used in papers studying LG invariants. Three of
them appear regularly: (t0, t1), (τ, q) and (q
α, q). Each set can be expressed in terms of
the others using the following defining relations:
t0 = q
−2α, t1 = q
2α+2,
τ = t
1/2
0 = q
−α.
In the case of LG2,1, variables (t0, t1) nicely lead to a symmetric Laurent polynomial
that has all sorts of Alexander-type properties [6].
Here we are interested in what happens to LGn,1 when you evaluate q at −1, or in
other words when you set t0t1 = 1.
4.2. Proof of the conjecture. Our study of ribbon Hopf algebra Uqgl(n|1)σ allows us
to prove the following, that was conjectured in [3]:
Theorem 4.1. For any link L in S3, LGn,1(L; τ,−1) = ∆L(τ2)n. This can be translated
in variables (t0, t1):
LGn,1(L; t0, t
−1
0 ) = ∆L(t0)
n.
The rest of the section is devoted to proving this identity. First we identify V−1(0
n, α)
as a ⊗iAi-module:
Proposition 4.2. Equipped with the action of ⊗iAi induced by Θ : ⊗iAi → Aσ−1/I,
V−1(0
n, α) is isomorphic to the irreducible representation ⊗iV i where each V i is an Ai-
module isomorphic to the 2-dimensional U -module Vq−α .
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Proof. By ⊗iV i, we mean the representation
⊗iρi : ⊗iAi → ⊗i EndC(V i) ∼= EndC(⊗iV i) where ρi : Ai → EndC(V i)
Set a = q−α. For each i, k2i acts by a
2 on V−1(0
n, α). Thus V−1(0
n, α) is a representation
of the 8n-dimensional semi-simple algebra
⊗j
i=1
(
Ai/(k
2
i − a2)
)
. But for each Ai, v0 is a
highest weight vector of weight a. So it belongs to a summand of the
⊗j
i=1
(
Ai/(k
2
i − a2)
)
-
module V−1(0
n, α) of the form ⊗iV i. Comparing the dimensions which are equal to 2n
for both vector spaces, we have that V−1(0
n, α) ≃ ⊗iV i. 4.2
Now we study the action of the pivotal element of Aσq in the representation at q = −1.
Proposition 4.3. If Kσ2ρ is the pivotal element of Aσq , in the representation V−1(0n, α),
Kσ2ρ = Θ(⊗iφi)
where φi = k
−1
i ∈ Ai.
Proof. The antipode of Uqgl(n|1) satisfies S(Eii+1) = −Eii+1Ki+1K−1i and S2(Eii+1) =
KiK
−1
i+1E
i
i+1Ki+1K
−1
i = K2ρE
i
i+1K
−1
2ρ . We can write K2ρ in terms of Cartan generators:
K2ρ = K
n
n+1
n∏
i=1
Kn−2ii .
Denoting 〈a|b〉 := ∑ni=1 aibi − an+1bn+1, and ρ the graded half sum of all positive roots,
we find:
2ρ =
n∑
i=1
(n− 2i)εi + nεn+1,
where εi is the i
th basis vector of Cn+1 and we write any vector x =
∑n+1
i=1 xiεi in this
basis. K2ρ conjugates element ei ∈ Ai as follows:
K2ρeiK
−1
2ρ =q
〈2ρ|εi−εn+1〉ei
= q(n−2i+n)ei
= q2n−2iei.
So if q = −1,
σK2ρeiK
−1
2ρ σ = −ei
= φieiφ
−1
i
=Θ(⊗jφj)eiΘ(⊗jφ−1j ).
Similarly to Proposition 2.6, we therefore can say that in the irreducible ⊗iAi-module
V−1(0
n, α), Kσ2ρ is a scalar multiple of Θ(⊗jφj). We call this element λ. Since the two
maps both act by qnα on the highest weight vector, we conclude that λ = 1. 4.3
Proposition 4.4. For any x ∈ Ai⊗Ai ⊂ Aq⊗Aq, we have
Dglx(Dgl)−1 = D(x)
where we identified Ai⊗Ai ∼= U⊗U .
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Proof. By a direct computation,
DglEjn+1⊗1 = Ejn+1⊗1q
∑
i≤n((E
i
i+δ
i
j)⊗E
i
i−(E
n+1
n+1−1)⊗E
n+1
n+1 = Ejn+1⊗KjK−1n+1Dgl
Thus Dglej⊗1(Dgl)−1 = ej⊗kj . Similarly Dglfj⊗1(Dgl)−1 = fj⊗k−1j . Finally ki⊗1
clearly commutes with Dgl and we can conclude using τ ◦Dgl = Dgl ◦ τ . 4.4
Proof of Theorem 4.1. Let us sum up what we proved up to now to obtain 4.1. Let
V−1(0
n, α) ≃⊗ni=1 V i be the isomorphic representations of Proposition 4.2. In the follow-
ing we fix such an isomorphism. Let V iH be a U
H
i
sl(2)-module structure on V i extending
the representation of Ai. We therefore obtain n commuting R-matrices R
i = DiRˇi in
EndC(V
i⊗V i) →֒ EndC(V−1(0n, α)⊗V−1(0n, α)), where the explicit inclusion maps are
given by ιi : v ⊗w 7→ (id⊗i−1 ⊗ v ⊗ id⊗n−i)⊗ (id⊗i−1 ⊗w ⊗ id⊗n−i). By Proposition 3.6,
Rˇgl|q=−1 =
∏
i
ιi(Rˇ
i) ∈ EndC(V−1(0n, α)⊗V−1(0n, α)),
and by Lemma 2.1, Proposition 4.4, and the density Lemma, the conjugation by
∏
i ιi(D
i)
is equal to the conjugation by Dgl in EndC(V−1(0
n, α)⊗V−1(0n, α)). Hence the braidings
on (
⊗n
i=1 V
i
H)⊗(
⊗n
i=1 V
i
H) and on V−1(0
n, α)⊗V−1(0n, α) are proportional. Now in the
process of computing both the Links-Gould invariant and the Alexander polynomial, the
R-matrices are rescaled by the inverse of their twist θ−1 so that the invariants become
framing independent:
trace2(θ
−1(Id⊗φ)τR) = IdV−1(0n,α)
(here φ denotes any of the pivotal structures which are equal by Proposition 4.3). Hence the
rescaled R-matrices Rgl|q=−1 =
∏
i ιi(R
H
V i⊗V i) and
⊗
iR
H
V i⊗V i are equal up to reordering
factors. Finally, for any braid β ∈ Bℓ, the associated operators by the Reshetikhin-Turaev
construction correspond up to reordering as well:
Ψgl
V−1(0n,α)⊗ℓ
(β) =
(
Ψ
UH
i
sl(2)
V ⊗ℓ−α
(β)
)⊗n
.
At the end, if trace2,3,...,ℓ
(
(IdV−1(0n,α)⊗φ⊗ℓ−1) ◦ΨglV−1(0n,α)⊗ℓ(β)
)
= d. IdV−1(0n,α) when
trace2,3,...,ℓ
(
(IdVα ⊗φ⊗ℓ−1U ) ◦ΨU
H
i
sl(2)
V ⊗ℓα
(β)
)
= c. IdVα , we obtain
d = cn
by considering the trace of these two maps. Indeed, the trace is blind to reordering factors.
4.1
Remark 4.5. In [4], the LG invariant is extended to a multivariable link invariant
M(L; q, q1, . . . , qc) for links with c ≥ 2 ordered components, taking its values in Laurent
polynomials Z[q±, q±1 , . . . , q
±
c ]. It is shown in [5] that
LGn,1(τ, q) =
(
n−1∏
i=0
qi
τ
− τ
qi
)
M(L; q, τ−1, . . . , τ−1).
The proof in this paper should adapt to show that
M(L;−1, q1, . . . , qc) = ∇(q1, . . . , qc)n
where ∇ is the Conway potential function, a version of the multivariable Alexander poly-
nomial.
OTHER QUANTUM RELATIVES OF THE ALEXANDER POLYNOMIAL 13
References
1. F. Costantino, N. Geer, B. Patureau-Mirand - Quantum invariants of 3-manifolds via link surgery
presentations and non-semi-simple categories, J. Topology (2014) 7 (4) 1005–1053.
2. D. DeWit - Automatic construction of explicit R matrices for the one-parameter families of irreducible
typical highest weight representations of Uq[gl(m|n)], Comput. Phys. Commun. 145:2, 205-255.
3. D. De Wit, A. Ishii, J. Links - Infinitely many two-variable generalisations of the Alexander–Conway
polynomial, Algebraic & Geometric Topology 5 (2005) 405–418.
4. N. Geer, B. Patureau-Mirand - Multivariable link invariants arising from Lie superalgebras of type I.
J. Knot Theory Ramifications 19, Issue 1 (2010) 93–115.
5. N. Geer, B. Patureau-Mirand - On the Colored HOMFLY-PT, Multivariable and Kashaev Link In-
variants. Commun. Contemp. Math. 10 (2008), no. 1 supp, 993-1011.
6. A. Ishii - The Links-Gould polynomial as a generalization of the Alexander-Conway polynomial, Pacific
Journal of Mathematics, 06/2006; 225(2):273-285.
7. S.M. Khoroshkin, V.N. Tolstoy - Universal R-matrix for quantized (super)algebras. Comm. Math.
Phys. 141 (1991), no. 3, 599–617.
8. B.M. Kohli - On the Links-Gould invariant and the square of the Alexander polynomial, J. Knot
Theory Ramifications, Vol. 25, No. 02, 1650006 (2016).
9. S. Majid - Cross products by braided groups and bosonization, Journal of Algebra 163 (1), 165-190.
10. J. Murakami - The multi-variable Alexander polynomial and a one-parameter family of representations
of Uq(sl(2,C)) at q2 = −1. Quantum groups (Leningrad, 1990), 350–353, Lecture Notes in Math.,
1510, Springer, Berlin, 1992.
11. B. Pareigis - A non-commutative non-cocommutative Hopf algebra in ”nature”. Journal of Algebra,
Volume 70, Issue 2, June 1981, Pages 356-374.
12. N. Reshetikhin - Quasitriangularity of Quantum Groups at Roots of 1. Comm. Math. Phys. 170
(1995), 79–99.
13. N. Reshetikhin, V.G. Turaev - Ribbon graphs and their invariants derived from quantum groups.
Comm. Math. Phys. 127 (1990), no. 1, 1–26.
14. O. Viro - Quantum relatives of the Alexander polynomial. Algebra i Analiz 18 (2006), no. 3, 63–157;
translation in St. Petersburg Math. J. 18 (2007), no. 3, 391–457.
15. R.B. Zhang - Universal L operator and invariants of the quantum supergroup Uq(gl(m|n)), J. Math.
Phys. 33 (1992), 1970–1979.
IMB UMR5584, CNRS, Universite´ Bourgogne Franche-Comte´, F-21000 Dijon, France
E-mail address: Ben-Michael.Kohli@u-bourgogne.fr
UMR 6205, LMBA, Universite´ de Bretagne-Sud, BP 573, 56017 Vannes, France
E-mail address: bertrand.patureau@univ-ubs.fr
